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RÉSUMÉ 
Le frottement est un phénomène physique qui se manifeste au niveau des surfaces de contact 
en mouvement relatif. Il présente un risque accablant dans la dégradation des systèmes de 
commande en introduisant des erreurs de suivi, des cycles limites et carrément des instabilités. 
Afin de compenser les effets du frottement en temps réel, le but de cette thèse est de propo-
ser une approche d'identification en ligne du modèle de frottement GMS. Pour ce faire, nous 
proposons en premier lieu, une nouvelle approche d'identification de la partie statique du frotte-
ment (frottement de Stribeck) basée sur une théorie non linéaire d'optimisation min-max. Cette 
approche permet d'identifier tous les paramètres du modèle de Stribeck en même temps et en 
particulier les paramètres qui agissent d'une façon non linéaire dans le modèle de frottement. 
L'extension pour le modèle de GMS n'est pas faisable parce que le modèle GMS ne vérifie 
pas les conditions d'application de cette théorie. Ainsi, une nouvelle approche est présentée 
pour identifier les paramètres du modèle GMS. Cette approche est basée sur la mesure de la 
force de frottement et une linéarisation du modèle GMS par rapport aux paramètres inconnus. 
L'observateur robuste de Marino est ensuite utilisé pour estimer les paramètres inconnus du 
modèle malgré les perturbations introduites par les erteurs d'approximation. Pour implanter 
l'observateur, une approche de filtrage est proposée pour éliminer les discontinuités des si-
gnaux. Un filtre particulier est introduit pour tenir compte de la commutation des signaux lors 
de la transition entre le régime de préglissement et le régime de glissement. 
Une extension de la méthode qui, cette fois, n'est pas fondée sur l'hypothèse de la mesure de la 
force de frottement est proposée. Pour ce faire, une méthode de calcul de la force de frottement 
filtrée à partir des signaux de vitesse et de commande est développée . Une méthode de filtrage 
avec des conditions initiales appropriées est proposée pour vérifier les conditions d'application 
de l'observateur. Une validation expérimentale de l'approche d'identification est présentée à la 
fin de la thèse. Les résultats montrent que l'approche d'identification du modèle de frottement 
GMS proposée dans cette thèse admet de très bonnes performances. 
À la fin, des recommandations sont formulées relativement à i) une étude approfondie de la 
fonction de commutation qui assure la transition entre les deux régimes de frottement pour un 
modèle à plusieurs étages et ii) une meilleure caractérisation de la fonction de transfert du banc 
expérimental afin de valider de façon plus juste l'approche proposée sur le plan pratique. 
Mots clés : Identification, Frottement GMS, Frottement de Stribeck, Observateur adaptatif. 
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ABSTRACT 
Friction causes important undesirable phenomena in a large class of control Systems. This is 
particularly the case in Systems that require a high degree of accuracy. Friction can deteriorate 
control perfomiance by introducing tracking ertors, limit cycles and possibly shattering. 
The goal of friction modelling is to quantify the varions facets of friction behaviour. Many 
models, from simple to complex, designed to compensate for the unwanted friction effect hâve 
been introduced in the literature. In fact, the first friction models that were developed were 
static. The disadvantage of such models is that they do not represent ail friction behaviours. It 
is thus that dynamic models were introduced. 
While dynamic models represent many aspects of friction phenomena, they do not render both 
stiction in pre-sliding régime. Moreover, they represent a steady drift in position. For this rea-
son, more récent models hâve been introduced to better illustrate friction behaviour. 
More recently, the Generalized Maxwell Slip friction model known as the GMS model was in-
troduced. It was compared to the other recently developed models and showed that it illustrâtes 
the majority of friction behaviours as well as their static and dynamic aspects. Moreover, a re-
duced friction model which is appropriate for simulation and control purposes was introduced. 
Modelling friction in control Systems is very important. However, parameter identification is 
necessary in order to compensate for that friction. A great deal of work has been reported in 
the literature. 
Until now, the GMS model has not yet been adequately identified. Identification was based 
only on the pre-sliding régime or the pre-sliding and sliding régimes, but thèse identifications 
were based on off-line approaches like linear régression, dynamic linear régression, nonlinear 
régression and Monte Carlo approach. 
In this thesis, our objective is to estimate the GMS friction model in both the pre-sliding and 
sliding régimes in order to improve the control strategy of mechanical Systems by using a 
simple controller. The research results that led to reach our objective are : 
- The identification of the Stribeck friction using a new approach based on non linear identi-
fication using min-max algorithm. The identification of the non linear function of Stribeck 
was successful and was validated by numerical simulations. 
- The identification of the GMS model of friction based on using the measured friction force. 
This approach is based on a linear approximation of the GMS model over the unknown 
parameters. A robust observer of Marino is then used to estimate the unknown parameters 
II 
in spite of the perturbation introduced by the approximation ertor. In order to apply this 
observer, the discontinuities in signais are eliminated by a filtering approach. A particular 
filter implementation is proposed to take into account the signal commutations introduced 
by the switching between sliding and pre-sliding régimes. 
- The identification of the GMS friction model without using force measurement. In fact, by 
constructing the filtered friction force from measurement signais, we develop a new strategy 
for the estimation of unknown parameters using an appropriate formulation for the robust 
observer of Marino. 
- The validation of identification approach using a spécifie expérimental test in laboratory. In 
fact, the expérimental tests prove the eâiciency of our identification approach in real envi-
ronment. 
Key words : Identification, GMS friction model, Stribeck friction model. Adaptatif observer. 
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INTRODUCTION 
Problématique 
Le frottement est un phénomène physique qui existe systématiquement dans tout système ayant 
des surfaces en contact en mouvement relatif. 11 engendre des effets indésirables en introduisant 
une dégradation importante dans les performances des systèmes de commande; par exemple 
des erteurs en régime permanent, des vibrations et des mouvements saccadés. 
La solution de ces problèmes est variée; on site comme exemple la lubrification des surfaces 
de contact ou le traitement des matériaux pour minimiser les coefficients de frottement. 
La compensation du frottement lors de la conception d'une stratégie de commande est égale-
ment une solution qui s'avère efficace dans le cas où les autres approches ne sont pas nécessai-
rement applicables (par exemple, les actionneurs hydrauliques et pneumatiques ainsi que les 
procédés de traitement de surface comme le meulage). Toutefois, une approche de commande 
fondée sur une connaissance profonde du comportement de frottement nécessite une identifica-
tion du modèle et plus précisément de ses paramètres afin de pouvoir compenser ce phénomène 
indésirable d'une façon efficace. 
Mandat de la thèse 
Le travail effectué dans cette thèse est consacré à l'étude de l'identification du frottement dans 
le but de synthétiser une stratégie de commande permettant de compenser les effets néfastes du 
frottement afin d'améliorer les performances de la commande des systèmes mécaniques avec 
frottement. 
La thèse ne couvre cependant pas les aspects de la commande mais focalise plutôt sur le pro-
blème d'identification du modèle de frottement GMS qui a été récemment proposé pour amé-
liorer significativement la caractérisation de ce phénomène physique complexe. 
Justification 
Certes, il y a beaucoup de travaux qui ont étudié l'identification des modèles de frottement 
pour une éventuelle atténuation de ses effets indésirables. Les méthodes utilisées sont variées 
et les résultats aussi. Il existe beaucoup de méthodes simples pour identifier des modèles de 
frottement simples. Ces méthodes sont beaucoup utilisées parce qu'elles sont faciles à mettre 
en oeuvre. Cependant, parce que les modèles utilisés ne représentent pas tous les phénomènes 
du frottement, les systèmes de commande fondés sur ces modèles offrent des performances très 
limitées. 
Pour mieux modéliser les phénomènes associés au frottement, des modèles dynamiques plus 
complexes ont été développés. Ces modèles sont généralement représentés par des équations 
différentielles non linéaires qui possèdent souvent des contraintes de réalisation assez sévères. 
Dans cette thèse, une approche d'identification d'un récent modèle de frottement basée sur un 
observateur robuste est proposée. L'approche admet l'avantage d'être : 
- basée sur un observateur dont la stabilité et la robustesse sont démontrées, 
- une méthode en temps réel qui permet d'identifier tous les paramètres du modèle de frotte-
ment en même temps, 
- une méthode qui s'applique au modèle de frottement heuristique le plus complet jusqu'à 
maintenant (Le modèle GMS). 
Méthodologie 
Choix du modèle de frottement : Le choix du modèle de frottement est fait suite à une étude 
des modèles de frottement qui existent dans la littérature. En effet, les modèles de frottement 
peuvent êtres classés en deux grandes catégories : i) Les modèles statiques qui sont caractérisés 
par une relation simple entre la force de frottement et la vitesse, mais qui ne sont pas complets 
et donc qui ne représentent pas tous les phénomènes du frottement; et ii) Les modèles de frotte-
ment dynamiques qui sont plus complets, mais aussi plus complexes puisqu'ils sont modélisés 
par des équations différentielles généralement non-linéaires. 
Suite à une revue bibliographique, le modèle GMS a été choisie pour l'étude proposée dans 
cette thèse, principalement pour les avantages suivants : 
- Le modèle GMS est le modèle de frottement heuristique le plus complet; il représente la 
majorité des phénomènes de frottement. 
- Le modèle GMS représente des phénomènes de frottement qui ne sont pas modélisés par les 
autres modèles heuristiques alors que leur existence est prouvée expérimentalement. 
- Le modèle heuristique GMS est celui qui se rapproche le plus du modèle générique qui est 
pour sa part extrêmement précis mais qui est inutilisable en temps réel à cause de sa grande 
complexité. 
Identification d u modèl e statiqu e d e frottemen t : Puisque le modèle de frottement GMS 
est composé d'une composante statique et une autre dynamique, la première étape choisie est 
d'identifier la composante statique du frottement. Pour ce faire, nous proposons l'application 
de la méthode d'identification min-max basée sur une approche d'optimisation non linéaire 
puisque la composante statique du frottement est non linéaire par rapport aux paramètres in-
connus et qu'elle respecte les conditions d'application de la méthode min-max. 
Cependant, parce que cette condition, (qui réside dans le fait que la non-linéarité doit être une 
fonction qui commute de façon connue entre un état concave et un état convexe) n'est pas véri-
fiée pour le modèle GMS complet, l'extension de l'approche min-max n'est pas alors réalisable 
à notre connaissance. 
Identification d u modèle de frottement GMS : Puisque la méthode non linéaire ne peut pas 
être utilisée pour l'identification du modèle GMS, nous proposons une autre approche basée 
sur un observateur robuste. La formulation est d'abord basée sur l'hypothèse que le signal 
de la force de frottement est disponible. Puisque cet observateur s'applique uniquement aux 
systèmes linéaires perturbés, une formulation linéaire approximative perturbée par des non-
linéarités est d'abord proposée pour formuler le problème. Cette approche permet d'identifier 
avec une assez bonne précision tous les paramètres inconnus du modèle de frottement en même 
temps. Pour le cas où la mesure de force de frottement n'est pas disponible, une extension de 
l'approche pour calculer la force de frottement filtrée à partir des signaux de vitesses et de 
commande est proposée. 
Application : Afin de valider l'approche présentée dans cette thèse, une étude expérimentale 
demeure nécessaire. Ainsi, une validation expérimentale est proposée en utilisant un banc d'es-
sai disponible dans notre laboratoire. 
Originalité et contributions 
La contribution de cette thèse est traduite tout d'abord par une nouvelle approche d'identifi-
cation du modèle de frottement statique (modèle de Stribeck) en utilisant une stratégie non 
linéaire d'estimation [1]. En effet, cette approche d'identification fondée sur une caractérisa-
tion concave/convexe des non linéarité n'avait jamais été appliquée à l'identification du modèle 
de frottement de Stribeck à cause des discontinuités de ce modèle. Dans cette thèse, un chan-
gement de variable particulier est proposé pour justement rendre ce modèle continu. 
Ensuite, une nouvelle approche d'identification du modèle de frottement GMS est proposée 
en appliquant un observateur robuste et stable. Cette approche est basée sur la mesure de la 
force de frottement combinée à deux approximations et une stratégie de filtrage pour respecter 
les conditions d'application de l'observateur [2, 3]. En particulier, la clé de cette application 
de l'observateur de Marino à l'estimation des paramètres du modèle GMS est une formulation 
linéaire perturbée du problème qui est obtenue grâce à une approximation qui n'avait jamais 
été proposée auparavant. 
Une adaptation de cette approche est proposée dans le cas où la force de frottement n'est pas 
accessible. Cette adaptation est traduite par une nouvelle approche qui permet d'utiliser la 
force de frottement filtrée combinée à une stratégie de filtrage bien particulière. Cette stratégie 
consiste en une réinitialisation du filtre selon deux mises en oeuvre différentes à chaque com-
mutation du modèle GMS. À notre connaissance, personne n'avait encore proposé une telle 
stratégie. 
Ces approches permettent d'identifier en temps réel et en même temps tous les paramètres du 
modèle de frottement. Selon la revue de la littérature présenté au chapitre 1, aucune autre ap-
proche ne permet actuellement d'identifier avec une bonne précision l'ensemble des paramètres 
en temps réel. 
Plan de la thèse 
Cette thèse est composée de cinq principales parties : 
Chapitre premie r : Le premier chapitre de la thèse est consacré à la revue bibliographique. 
En effet, dans ce chapitre une étude exhaustive et critique en rapport avec la modélisation du 
frottement et les procédures d'identification est présentée. Cette étude nous permet de justifier 
le choix du modèle de frottement dans notre approche et de mettre en valeur l'originalité et la 
contribution de notre travail. 
Chapitre second : Le deuxième chapitre présente la première approche introduite pour l'iden-
tification de la composante statique de frottement. Cette approche permet d'identifier de façon 
exacte tous les paramètres inconnus du modèle statique en utilisant une méthode non linéaire 
d'optimisation. Une preuve de stabilité et des conditions de convergence sont présentées afin 
d'assurer la validité théorique de la méthode. 
Chapitre troisième : Dans ce chapitre, nous proposons une nouvelle approche d'identification 
du modèle GMS. En effet, l'approche présentée au deuxième chapitre ne peut pas être utili-
sée pour identifier le modèle GMS dans son ensemble parce que ce demier ne vérifie pas les 
conditions d'application de la méthode min-max. 
La méthode que nous proposons est d'abord basée sur la mesure de la force frottement et 
l'utilisation d'un observateur robuste. Afin de respecter toutes les conditions d'application de 
cet observateur, des approximations sont introduites et une approche de filtrage appropriée 
est proposée. Cette approche permet d'identifier les deux régimes de frottement à savoir le 
préglissement et le glissement en même temps et avec une seule formulation. 
Une fonction de commutation qui assure la transition entre les deux régimes de frottement est 
également proposée et validée. 
Chapitre quatrième : Ce chapitre présente une extension de l'approche proposée au chapitre 
3 dans le cas où la force de frottement est supposée inconnue. L'extension proposée permet de 
construire le signal de la force filtrée à partir des signaux de vitesse et de commande. 
Ce chapitre présente également la mise en oeuvre particulière du filtre qui permet d'assurer la 
continuité des signaux pour que l'observateur robuste puisse être appliqué. 
Chapitre cinquième : Ce chapitre est dédié à la validation expérimentale de l'approche pro-
posée. 
Un banc expérimental installé au laboratoire CORO est utilisé pour identifier les paramètres du 
modèle de frottement GMS en utilisant l'approche proposée au chapitre 3. Cette application 
permet de valider la méthode dans un environnement réel. 
CHAPITRE 1 
ÉTAT DE L'ART 
1.1 Introductio n 
Dans le cadre de ce chapitre, l'avancement des recherches liées au phénomène de frottement 
dans les systèmes mécaniques du point de vue de la modélisation et de l'identification sera 
étudié. En effet, une étude bibliographique de la modélisation des phénomènes de frottement 
ainsi que les différentes procédures d'identification de ces modèles seront présentées. 
1.2 Étud e du phénomène de frottement 
Le frottement est un phénomène naturel qui joue un rôle primordial dans notre vie. En effet, 
sans le frottement, on ne pourtait pas se tenir debout ni marcher. Sans le frottement, les voitures 
ne pourtaient pas rouler ni s'artêter. Ainsi, le frottement peut être considéré comme un phéno-
mène naturel qui intervient dans une grande majorité des phénomènes physiques de notre vie 
courante. Toutefois, le frottement engendre des conséquences néfastes et indésirables comme 
l'usure ou réchauffement ainsi que la perte d'énergie et la dégradation des performances des 
systèmes mécaniques. 
Depuis longtemps, l'Homme a essayé de résoudre les problèmes associés au frottement en 
utilisant, par exemple, la lubrification. Cependant, cette solution demeure partielle et ne résout 
pas entièrement les problèmes. C'est pour cette raison que l'Homme essaie depuis longtemps 
de modéliser le phénomène de frottement afin de l'intégrer dans les systèmes de commande 
pour réduire le plus possible ses effets qui détériorent les performances de positionnement. 
Plusieurs revues bibliographiques traitent de la modélisation du frottement. Par exemple, la 
revue proposée par Artnstrong et al. [4] qui traite des modèles de frottement du point de vue 
tribologique, lubrification et physique. On trouve également la revue bibliographique proposée 
par Berger [5] qui traite des modèles de frottement selon la modélisation dynamique pour des 
fins numériques et de simulation. Quant à la revue proposée par Shih et al. [6], elle traite des 
modèles de frottement selon un aspect topographique et surfaces de glissement. 
Le nombre de modèles de frottement couvert par la littérature est énorme, mais ces modèles 
peuvent être classés en deux catégories : les modèles statiques et les modèles dynamiques. 
1.2.1 Modèle s statiques 
Les modèles statiques sont des modèles simples qui décrivent en partie les phénomènes impor-
tants du frottement. 
C'est DaVinci [4], en 1591, qui a proposé le premier modèle de frottement. Il a affirmé que 
le frottement croît d'une manière proportionnelle avec la vitesse (voir figure 1.1). Il s'agit du 
frottement visqueux. 
, i F 
^ v 
V 
Figure 1.1 Frottemen t visqueux. 
Il a fallu attendre jusqu'à 1785 pour avoir un deuxième modèle statique. Il s'agit du modèle de 
Coulomb [4] qui est caractérisé par une force de frottement constante dépendant du signe de la 
vitesse. De plus. Coulomb annonce que la force de frottement (frottement de Coulomb) n'est 
pas nulle lorsque la vitesse est nulle mais plutôt égale à la force de Coulomb (voir figure 1.2). 
i i F 
V 
Figure 1.2 Frottemen t de Coulomb. 
Quelques années plus tard, en 1833, Morin [4] a proposé un nouveau modèle. Il s'agit du 
modèle de Coulomb mais avec une force de frottement différente de celle de Coulomb lorsque 
la vitesse est nulle. Cette force de frottement statique est généralement supérieure à la force 
de frottement de Coulomb (voir figure 1.3). Autrement dit, il faut une force plus grande pour 
amorcer le mouvement lorsque la vitesse est nulle. 
'F 
V 
Figure 1.3 Frottemen t de Coulomb plus frottement statique . 
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Stribeck [7] a introduit en 1902 un autre phénomène de frottement qui décrit la transition entre 
la phase statique du frottement {og)  et la phase de Coulomb {ac).  Cette transition élimine en 
partie la discontinuité dans le modèle de frottement de Morin au voisinage de la vitesse nulle. 
La forme de la transition varie selon le type de matériaux et de surfaces en contact (voir figure 
1.4). 
i 
^^ ?N 
iF 
Effet Stribeck 
^c 
V 
Figure 1.4 Effe t Stribeck . 
Sur le plan de la simulation ou de la commande, tous les modèles proposés précédemment 
présentent un inconvénient majeur qui réside dans la détection de la vitesse nulle combinée 
aux discontinuités des modèles. La solution de ce problème peut être abordée par le modèle 
de Kamopp [8] dans lequel est définie une plage de vitesse nulle. Dans cette plage la force de 
frottement dépend uniquement de la force exteme (voir figure 1.5). 
Contrairement aux modèles classiques proposés précédemment, le modèle d'Armstrong [4, 9] 
introduit une dépendance temporelle uniquement dans la région du glissement. Son modèle dé-
crit le comportement du frottement par un système de deux équations : une équation décrivant 
le frottement en fonction du déplacement lorsque la vitesse est au voisinage de zéro (régime 
de préglissement statique) et une autre équation qui décrit le frottement statique (régime de 
glissement statique). Un mécanisme basé sur un paramètre auxiliaire assure la commutation 
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entre les deux régimes. Le défaut de ce modèle réside dans la nécessité d'initialiser les états du 
modèle chaque fois qu'il y a commutation. 
uF 
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V 
Figure 1.5 Modèl e de frottement selon Karnopp. 
Tous les modèles statiques sont basés sur l'observation du comportement macroscopique du 
frottement et la description mathématique de ces phénomènes. Toutefois, il est démontré par 
des expériences que les modèles statiques ne sont pas capables de représenter tous les phéno-
mènes observés notamment ceux faisant intervenir le comportement dynamique du frottement 
[4]. Avant de présenter les modèles dynamiques, il est très important de décrire et représenter 
les phénomènes qui caractérisent le comportement dynamique du frottement. 
1.2.2 Phénomène s de frottement dynamiqu e 
Déplacement de préglissement et de glissement 
Le phénomène de préglissement [10] se traduit par un micro-déplacement entre deux surfaces 
en contact lorsqu'une force exteme est appliquée. Ce déplacement est caractérisé par les pro-
priétés des surfaces et fortement influencé par un phénomène d'adhérence qui se traduit par 
une élasticité considérable et un phénomène d'hystérésis de préglissement représenté sur la fi-
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gure 1.6. Ce comportement peut être représenté de façon simplifiée par un ressort non-linéaire 
équivalent. Il est donc fonction du déplacement relatif microscopique des surfaces. 
Il est important de noter à ce niveau que ce phénomène se produit tant que la force exteme ne 
dépasse pas un seuil appelé la force de décrochage '. Lorsque le seuil de décrochage est dépassé 
(ce seuil est représenté par les lignes pointillées sur la figure 1.6) le phénomène d'adhérence 
disparaît. Le déplacement passe alors de l'état de préglissement à celui de glissement. En, 
glissement, le frottement est fonction de la vitesse relative des deux surfaces plutôt que de son 
déplacement. 
Force de frottement 
- C T , 
Déplacement 
Figure 1.6 Courb e de l'hystérésis de préglissement. 
(Tirée de [10]) 
Retard de frottement 
Ce phénomène, qui survient dans la phase de glissement, est un comportement dynamique 
du frottement qui se traduit par un retard dans le changement de la force de frottement par 
rapport au changement de la vitesse [11, 12]. En effet, la force de frottement est plus grande 
lorsque la vitesse est croissante que lorsque la vitesse est décroissante. Il s'agit d'un phénomène 
1. Force de décrochage : en anglais break away force, c'est la force exteme seuil à partir de laquelle le ressort 
qui représente l'élasticité se brise pour donner naissance au glissement. 
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d'hysteresis dans le comportement du frottement en fonction de la variation de la vitesse (voir 
figure 1.7). Ce phénomène s'appelle aussi mémoire de frottement ou hystérésis de glissement. 
On note que la largeur de la boucle d'hystérésis dépend étroitement de la fréquence et du taux 
d'accroissement de la vitesse. 
i ' F 
^ 2 « 2 <  (0 , 
V 
Figure 1.7 Retar d de frottement :  relation fréquentielle . 
Variation de la force de décrochage 
La force de décrochage est la force tangentielle de seuil nécessaire pour faire décrocher (glisser) 
une surface de contact par rapport à l'autre. Cette force dépend de la vitesse de variation de la 
force exteme appliquée [13] (voir figure 1.8). 
Effet de broutage 
L'effet de broutage est un comportement du frottement qui se manifeste dans le déplacement 
d'un corps sur une surface qui est soumis à une force exteme qui fluctue. Cet effet est ca-
ractérisé par un mouvement saccadé entre le glissement et l'adhérence [9]. Cet effet apparaît. 
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par exemple, lorsqu'une masse est tirée sur une surface à travers un ressort avec une vitesse 
constante (voir figure 1.9). 
Figure 1.8 Variatio n de la force de décrochage. 
Dépendance temporelle , directionnelle et positionnelle 
La force de frottement dépend étroitement du temps, de la direction du mouvement et de la 
position de la première surface de contact par rapport à la deuxième [14]. 
1.2.3 Modèle dynamique 
Dans les systèmes de commande, les phénomènes de frottement présentés auparavant comme le 
régime d'adhérence, l'effet de broutage et le retard de frottement sont très nuisibles et dégradent 
considérablement les performances des systèmes de commande de vitesse et de position. Ainsi, 
puisque les modèles statiques ne sont pas capables de représenter ces phénomènes adéquate-
ment, les modèles dynamiques sont nécessaires pour améliorer les systèmes de commande. 
En effet, ces modèles sont plus aptes à représenter ces phénomènes grâce à leur dynamique 
interne. 
15 
'[ Masse f ^ ^ V \ A ^ 
UuL,, / // / i/.//.. 
Position 
'&m. 
Vitesse 
Force de fi-ottemcnt 
Temps 
Temps 
Figure 1.9 Résulta t de simulation de l'effet d e broutage. 
(Tirée de [15]) 
Modèle de Dahl 
Selon la revue de Berger [5], les premières tentatives de représenter l'aspect dynamique de 
frottement remontent aux années 1940 [12, 16] dans lesquels, le frottement n'est plus fonction 
de la vitesse seulement, mais aussi fonction de l'accélération. Ce n'est qu'à la fin des années 
1960 que le premier modèle dynamique est appam [17, 18]. Il s'agit du modèle de Dahl inspiré 
du comportement d'un ressort lorsque la vitesse passe par zéro et au frottement de Coulomb en 
régime permanent. Cependant, le modèle de Dahl présente des lacunes traduites par l'absence 
d'autres phénomènes de frottement comme l'effet de Stribeck, l'effet d'adhérence et l'effet 
hystérésis [19]. 
Modèle basé sur les brins 
Le contact entre deux surfaces est caractérisé par des aspérités (voir figure 1.10 (a)) et lorsque 
les deux surfaces sont soumises à une force exteme, le comportement du frottement peut être 
représenté par une élasticité (préglissement) suivi d'une plasticité (décrochage et glissement). 
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Ce comportement peut être modélisé par des brins" en interaction entre eux (voir figure 1.10 
(b)) 
Surface 1 
(a) 
Surface 2 
Déplacement 
Surface 1 
{b) 
\ 
/// /  //y  / 
Surface 2 
Figure 1.10 (a ) Schéma du contact réel entre deux surfaces, 
(b) Schéma microscopique des surfaces en contact. 
Heasing et al. [20] ont proposé un modèle dynamique de frottement basé sur la théorie des brins 
des surfaces de contact. Ils supposent que la force de frottement est la résultante des interactions 
aléatoires de plusieurs brins entre eux. Toutefois, ceci rend le modèle assez complexe et très 
difficile à utiliser pour des fins de simulation et de commande. 
Modèle de Bliman et Sorine 
Le modèle de Bliman et Sorine [21, 22] est inspiré du modèle de Dahl. En effet, il consiste à 
étendre le modèle de Dahl à un système d'ordre 2 pennettant la représentation d'un effet de 
Stribeck et une approximation de l'effet d'adhérence. Le défaut de ce modèle est l'absence de 
l'effet d'hystérésis, le phénomène de la variation de la force de décrochage et l'effet de retard 
de frottement. 
2. Brins : en anglais Bristle 
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Plusieurs autres tentatives sont proposées dans la littérature afin de modéliser le frottement. 
On site, à titre d'exemple, le modèle continu proposé par Majd et al. [23]. L'avantage de ce 
modèle est son efficacité pour des grandes et petites vitesses. Toutefois, il n'exprime pas l'effet 
d'hystérésis dans le régime de préglissement. Rice et Ruina [24] ont montré que la force de 
frottement ne dépend pas uniquement de la vitesse, mais elle dépend aussi d'une variable d'état 
qui exprime l'historique de la vitesse. Cependant, leur modèle ne représente pas l'effet de la 
variation de la force de décrochage ni l'effet de l'hystérésis. 
Modèle de LuGre 
Le modèle de LuGre •'[25, 26] est le premier modèle proposé qui représente un grand nombre 
de phénomènes de frottement avec une simplicité permettant la compensation en temps réel 
et la simulation. 11 est basé sur le modèle de Dahl d'une part et sur un modèle de brins, qui 
représente la nature des surfaces en contact, d'autre part. Le modèle de LuGre introduit une 
variable interne qui représente la deflection moyenne des brins (voir figure 1.11). Il modélisé 
plusieurs phénomènes de frottement comme le déplacement de préglissement, la variation de 
la force de décrochage, l'effet de Stribeck et celui de l'adhérence. 
Déplacement 
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Figure 1.1 1 Schém a microscopique de deux surfaces en contact 
pour le modèle de LuGre. 
3. L'appellation LuGre vient des deux noms de deux laboratoires de recherche le premier à Lund et le second à 
Grenoble 
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Le modèle de LuGre a été intensivement utilisé dans les systèmes de commande en raison de sa 
simplicité et de son efficacité sur le plan de la mise en oeuvre et de la simulation. Il a également 
fait l'objet de plusieurs études (comparaisons, critiques). En particulier, il a été comparé au 
modèle de Bliman et Sorine [27] et au modèle de frottement classique [28] (combinaison du 
frottement statique, frottement de Coulomb, frottement visqueux et l'effet de Stribeck). Le 
résultat de la comparaison avec le modèle de Bliman et Sorine a montré que ce demier ne 
décrit pas la force statique et risque d'avoir un comportement oscillatoire alors que le modèle de 
LuGre montre un comportement raisonnable et fidèle au phénomène de frottement. Quant à la 
comparaison du modèle de LuGre au modèle classique, elle a démontré que le modèle classique 
présente des problèmes au niveau de simulation à cause de sa nature non différentiable et de sa 
discontinuité à vitesse nulle alors que le modèle de LuGre est continu, différentiable et simple 
à utiliser en simulation. 
Toutefois, malgré ses avantages, le modèle de LuGre a été le sujet de plusieurs critiques dont on 
cite celle de Dupont et al. [29, 30] dans laquelle ils ont montré que le modèle de LuGre admet 
un phénomène de dérapage ou déviation'' (qui n'existe pas dans le frottement réel) lorsque la 
force exteme appliquée présente des petites vibrations avec une amplitude plus petite que la 
force de décrochage. 
De plus, Swevers et al. [31] ont montré que le modèle de LuGre a une faiblesse au niveau du 
régime de préglissement parce qu'il impose une relation simple, mais pas suffisamment réa-
liste, entre la force de frottement et la variable interne. Cette relation est, en effet, caractérisée 
par un effet d'hystérésis complexe. 
Modèle de Leuven 
Le modèle de Leuven est proposé par Swevers et al. [31]. Il s'agit d'un modèle plus élaboré 
que celui de LuGre. La structure de ce modèle permet de modéliser le régime de préglissement 
4. déviation : drift en anglais 
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et celui de glissement sans utiliser une fonction de commutation. Contrairement au modèle de 
LuGre, le modèle de Leuven est caractérisé par une fonction d'hystérésis avec une mémoire 
non locale. De plus, en régime de glissement, il regroupe l'effet de Stribeck, la variation de la 
force de décrochage et l'effet de broutage. Il est représenté par deux équations, une équation 
qui décrit la dynamique de la variable inteme et une autre équation qui traduit la force de 
frottement. 
Le modèle de Leuven a été ensuite modifié et amélioré [32] pour éliminer un problème de 
discontinuité dans la force de frottement qui apparaît dans certaines transitions dans le régime 
de préglissement. Il a été modifié pour éliminer un problème de débordement de la mémoire 
non locale lors de sa mise en oeuvre. Cette modification est basée sur le modèle GMS ^  qui sera 
présenté dans la prochaine section. 
Modèle de GMS 
Le modèle de frottement GMS [33, 34] est un des plus récents. Il s'appuie sur un modèle 
générique [35] basé sur un ensemble de phénomènes physiques et une étude expérimentale 
combinée à une modélisation microscopique des aspérités des surfaces en contact. Ce modèle 
générique représente très bien l'ensemble des caractéristiques du frottement, mais il est trop 
complexe pour être utilisé dans les systèmes de commande. Pour cette raison, le modèle GMS 
[35, 36] a été proposé comme une formulation simplifiée, mais représentative du modèle géné-
rique. Cette nouvelle formulation présente une haute fidélité au niveau de la représentation des 
caractéristiques du frottement dans les deux régimes à savoir le préglissement et le glissement. 
Il a d'ailleurs été comparé au modèle de LuGre puis à celui de Leuven et au modèle géné-
rique. Les résultats de cette comparaison [35] ont mis en valeur la qualité du modèle GMS. 
Selon des données expérimentales [33, 37], le frottement réel présente non seulement un effet 
hystérésis durant le régime de préglissement, mais également un deuxième effet hystérésis du-
rant le régime de glissement. Ce demier est caractérisé par une différence entre les courbes de 
frottement lorsque la vitesse est croissante et lorsqu'elle est décroissante (voir figures 1.12). 
5. Modèle GMS : en anglais Generalized Maxwell Slip model 
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La comparaison de Lampeart et al. [35] a démontré que le modèle générique et le modèle GMS 
se comportement de façon très similaire au frottement réel, (voir figure 1.12 ) alors que les 
deux autres modèles (Leuven et LuGre) représentent mal le frottement au niveau du régime de 
glissement; Précisément au niveau de l'hystérésis de gfissement (voir figure 1.13). 
Figure 1.12 Frottemen t réel en fonction de la vitesse (hystérésis 
de glissement). Frottement de Stribeck (Courbe en pointillé). 
(Tiré de [33]) 
1.2.4 Conclusion 
Nous avons présenté une revue bibliographique assez exhaustive de la modélisation du phé-
nomène de frottement en commençant par les modèle statiques puis en poursuivant avec les 
modèles dynamiques. 
Cette revue de la littérature a montrée que les modèles statiques ne permettent de représenter 
qu'un nombre très restraints de phénomènes associés au frottement. Les modèles dynamiques 
sont beaucoup plus représentatifs de la réalité. En particulier, le modèle GMS semble être celui 
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qui représente le mieux le comportement physique du frottement tout en étant suffisamment 
simple pour être utilisé en temps réel dans des algorithmes de commande. 
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Figure 1.13 Comparaiso n des quatre types de frottement. 
(Tirée de [35]) 
1.3 Identification de s modèles de frottement 
Il est très important de définir le modèle du frottement pour représenter son comportement dans 
un système mécanique. Le modèle de frottement est utilisé généralement lors de la conception 
de la loi de commande. Cependant, l'utilisation du modèle de frottement ne sera efficace que 
si tous les paramètres du modèle sont bien connus. L'identification est donc une étape cmciale 
pour le développement des lois de commande. 
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Pour cette raison, la deuxième partie de ce chapitre sera consacrée à l'étude bibliographique de 
l'identification des modèles de frottement. 
1.3.1 Identificatio n de s modèles statiques 
Dans la littérature, les travaux de recherche concernant l'identification du frottement ont évo-
lué en harmonie avec ceux de la modélisation. En effet, au départ, les travaux d'identification 
portent sur les modèles statiques qui sont historiquement en tête de liste. Le modèle de Cou-
lomb a été parmi les premiers modèles identifiés. En effet, le coefficient de Coulomb a été 
identifié [38] à l'aide d'un observateur qui a été choisi de telle sorte que l'erteur d'estimation 
converge asymptotiquement vers zéro. Le même auteur a proposé une deuxième identification 
[39] dans laquelle il introduit deux observateurs, le premier pour estimer la vitesse et le second 
pour estimer le coefficient de Coulomb en utilisant la valeur estimée de la vitesse. La stabilité 
locale de cet identificateur a été démontrée. Mentzelopoulou et al. [40] ont proposé une étude 
de quatre observateurs non linéaires pour estimer la force de frottement afin de compenser son 
effet. Ils ont conclu que l'observateur basé sur le frottement de Coulomb est très simple et offre 
une bonne compensation du frottement. Liao et al. [41] ont proposé un observateur adaptatif 
basé sur la technique de Lyapunov pour estimer la force de Coulomb et compenser son effet. 
La stabilité exponentielle du système de compensation a été démontrée en utilisant l'hypothèse 
de la persistance de l'excitation. 
Le modèle combiné du frottement de Coulomb et du frottement visqueux a été également l'ob-
jet des travaux d'identification. Laura et al. [42] ont proposé un estimateur s'appuyant sur un 
filtre de Kalman étendu pour estimer la force de frottement en utilisant le modèle du système 
et la mesure de la vitesse. Huang [43] a proposé un observateur adaptatif non linéaire pour 
estimer les coefficients de Coulomb et visqueux. 11 a démontré que même sans la condition 
de persistance de l'excitation, le système est assympthotiquement stable par rapport à l'erteur 
d'estimation de la force de frottement et l'erteur de poursuite. Une autre méthode pour iden-
tifier les coefficients de Coulomb et visqueux est proposée par Liang et al. [37]. Cette iden-
tification est basée sur la réponse fréquentielle d'un oscillateur linéaire forcé. Cette méthode 
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est valable seulement lorsque le coefficient visqueux est considéré petit. Abdellatif et al. [44] 
ont proposé récemment une méthodologie pour identifier les coefficients de Coulomb et vis-
queux dans un manipulateur robotique parallèle sans le connaissance à priori de sa dynamique. 
La méthode d'identification est basée sur deux étapes : La première étape consiste à mesurer 
la dépendance frottement-vitesse pour donner une caractéristique locale du frottement dans le 
joint du manipulateur. La seconde étape consiste à identifier les paramètres de frottement (Cou-
lomb et visqueux) en utilisant une méthode linéaire quadratique abondamment utilisée dans les 
procédures d'identification en général [45]. 
Le modèle de frottement de Stribeck est un modèle non linéaire par rapport au paramètre 
de Stribeck. Ainsi, les méthodes classiques d'identification ne peuvent pas être appliquées 
directement. Pour cette raison, Feemster et al. [46] ont proposé une technique d'estimation des 
paramètres en considérant une approximation linéaire du modèle combinée à une approche de 
minimisation basée sur le gradient. Il a combiné cette technique à une commande robuste pour 
compenser l'effet du paramètre qui agit d'une façon non linéaire (paramètre de Stribeck) dans 
le système. 
Tell et al. [47] ont contourné le problème de non linéarité du modèle de Stribeck en supposant sa 
connaissance à priori. Ils ont alors constmit un observateur pour estimer les autres paramètres. 
Liu et al. [48] ainsi que Bigras [49] ont proposé une linéarisation du modèle de Stribeck au tour 
d'une valeur nominale, pour ensuite pouvoir appliquer des méthodes linéaires d'identification. 
Récemment, Carducci et al. [50] ont proposé une méthode d'identification du frottement vis-
queux dans un système pneumatique. Cette méthode est basée sur un algorithme d'optimisation 
non linéaire. 
1.3.2 Identificatio n de s modèles de frottement dynamique s 
L'identification des modèles dynamiques de frottement est un sujet abondamment étudié dans 
la littérature. On peut distinguer deux types d'identifications : l'identification hors ligne et 
l'identification en ligne. 
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Identification hor s lign e : cette approche repose sur une série d'expériences et l'estimation 
des paramètres inconnus se fait hors ligne en combinant plusieurs techniques avec les différents 
résultats obtenus. Cette identification s'avère simple et parfois très efficace si les paramètres 
inconnus sont constants. Cependant, les paramètres du modèle de frottement peuvent varier 
selon les variations de l'environnement (température, pression) ainsi que selon les conditions 
d'utilisation (usure, lubrification). Afin de tenir compte de ces variations, l'identification en 
ligne (en temps réel) devient une alternative nécessaire. 
Identification e n ligne (Commande adaptative) : La commande adaptative permet d'intégrer 
la phase d'identification des paramètres à celle de la commande en temps réel. Toutefois, cette 
commande doit répondre à certaines hypothèses, en particulier l'hypothèse de la linéarité du 
modèle du système étudié par rapport à ses paramètres inconnus. On distingue deux types de 
commande adaptative : la commande adaptative directe et la commande adaptative indirecte. 
Le premier type est une commande adaptative dont l'estimation des paramètres se fait d'une 
manière implicite avec la loi de commande. Quant au deuxième type, il est défini par une 
commande adaptative dont l'estimation des paramètres inconnus se fait d'une façon explicite 
et indépendante de la loi de commande [45]. 
Dans la littérature, ces deux types d'approches ont été appliquées aux modèles de frotte-
ment dynamiques en particulier au modèle de LuGre et au modèle GMS. Comme nous le 
vertons dans les paragraphes suivants, plusieurs limitations sont cependant introduites par les 
approches proposées. 
Identification d u modèle de LuGre 
Canudas et al. [51] ont proposé une identification du modèle de LuGre basée sur plusieurs 
étapes. Comme première étape, ils ont utilisé deux méthodes hors ligne, la première méthode 
consiste à faire une série d'expériences afin de tracer la courbe de frottement en fonction de 
la vitesse puis d'identifier les paramètres statiques à l'aide de l'algorithme d'optimisation non-
linéaire Simplex. La deuxième méthode est utilisée pour identifier les paramètres dynamiques 
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en se basant sur la connaissance des paramètres statiques. Cette méthode est basée sur un al-
gorithme d'optimisation nommé programme d'intégration numérique (numerical intégration 
routine). Finalement, la deuxième étape consiste à proposer un observateur adaptatif pour esti-
mer la variable inteme du modèle de frottement. 
Hensen et al. [52] ont proposé une méthode fréquentielle pour identifier les paramètres de 
préglissement du modèle de frottement de LuGre linéarisé. Cette méthode consiste à exciter 
le système avec un bruit aléatoire d'amplitude variable puis mesurer la réponse fréquentielle. 
Cette dernière a été utilisée pour identifier les paramètres du modèle de frottement. 
Dans le même sens, Kermani et al. [53, 54] ont identifié le modèle de LuGre en utilisant une 
excitation du système à basse fréquence appliquée à un manipulateur robotique afin de tracer la 
courbe de la force de frottement en fonction de la vitesse. L'amplitude et la fréquence du signal 
d'excitation sont choisies de telle sorte que la force centrifuge et coriolis dans le manipulateur 
soient négligeables. 
La théorie d'intervalle a été utilisée par Madi et al. [55] tandis qu'un algorithme génétique 
a été appliqué par Liu et al. [56] afin d'identifier les paramètres du modèle de frottement de 
LuGre en temps différé (hors ligne). Cependant, ces approches ne sont pas valables pour iden-
tifier des modèles dont les paramètres inconnus sont variants ou peuvent varier en fonction des 
conditions d'opération puisqu'ils ne peuvent pas être utilisée en temps réel. 
L'identification en temps réel (en ligne) du modèle de frottement de LuGre est également cou-
verte par la littérature. Au niveau de la commande adaptative directe, la majorité des travaux 
sont proposés avec l'hypothèse principale de la linéarité du système par rapport aux paramètres 
inconnus : on cite par exemple, les travaux de Tan et al. [57, 58] dans lesquels, les auteurs sup-
posent que les paramètres qui interviennent d'une façon non linéaire, à savoir les paramètres 
de Coulomb, statique et celui de Stribeck, sont parfaitement connus. Ils introduisent alors un 
observateur non linéaire pour estimer la variable inteme. 
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D'autres travaux [59, 60] proposent une linéarisation du modèle de frottement et construisent 
deux estimateurs en parallèle, le premier pour l'estimation des paramètres inconnus et le second 
pour estimer la variable inteme. Récemment, Wenjing [61] propose une commande adaptative 
basée sur la commande à stmcture variable ^  dans laquelle il estime les paramètres inconnus qui 
interviennent d'une façon linéaire et la partie non linéaire est compensée par une commande 
robuste (commande à structure variable). 
Quant à la commande adaptative indirecte, elle est basée généralement sur un observateur pour 
estimer les paramètres inconnus et la variable inteme du modèle du frottement de LuGre. Dans 
ce contexte, beaucoup de travaux supposent que tous les paramètres du modèle sont connus et 
construisent un observateur pour estimer la variable inteme. On cite, par exemple, les travaux 
de Vivas et al. [62] pour commander la vitesse d'un système avec frottement en utilisant un 
compensateur adaptatif. Cette approche exhibe cependant un problème de comportement du 
compensateur lorsque la vitesse s'approche de zéro. Canudas et al. [63] proposent pour leurs 
part un compensateur adaptatif pour commander un système dont la dépendance de la force de 
frottement à la position et à la vitesse est inconnue. Cette dépendance est exprimée d'une façon 
non linéaire dans le modèle de frottement. Pour la déterminer, ils utilisent une approximation 
polynomiale, puis une approximation fonctionnelle non linéaire et finalement une approxima-
tion basée sur les réseaux de neurones. Ils démontrent que le compensateur est robuste et selon 
le degré de connaissance de la fonction de dépendance, ils peuvent choisir une méthode adé-
quate pour l'approximation. Toutefois, ces approximations sont caractérisées par des stmctures 
complexes comportant beaucoup de paramètres. 
D'autres travaux portent sur l'utilisation d'observateurs pour estimer la variable inteme du 
frottement de LuGre comme dans l'estimation du frottement entre les roues d'un véhicule 
et la route [64], l'estimation du frottement dans les freins d'urgence [65], l'identification du 
frottement dans un robot [66] et finalement l'estimation du frottement dans les servosystèmes 
[67]. 
6. Commande à structure variable : en anglais Sliding mode control 
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Récemment, Huang et al. [68] ont proposé un observateur pour compenser le frottement dans 
un moteur électrique. Pour ce faire, ils ont introduit un observateur non linéaire pour estimer la 
variable inteme et les paramètres dynamiques qui sont exprimés linéairement dans le modèle 
de LuGre. Cependant, Ils ont supposé que la non-linéarité dans le modèle qui est traduite par 
les paramètres statiques est parfaitement connue. Dans le même ordre d'idée, Alvarez et al. 
[69] ont proposé un observateur pour estimer la vitesse et la variable inteme du modèle de 
frottement. Les paramètres dynamiques du modèle de frottement sont identifiés à l'aide de la 
méthode du gradient, mais les paramètres statiques sont supposés connus. 
Identification d u modèle GMS 
Selon plusieurs études [33, 35, 34, 36], le modèle de frottement GMS représente fidèlement 
l'ensemble des phénomènes de frottement observés et ceci dans les deux régimes : préglisse-
ment et glissement. 
Ce modèle est proposé depuis seulement quelques années. Il y a donc encore peu de travaux de 
recherche qui portent sur son identification comparativement au modèle de LuGre. 
L'identification du modèle de frottement GMS a d'abord été étudiée de façon hors ligne en 
se basant sur des données expérimentales et des connaissances à priori. Le régime de préglis-
sement a fait l'objet d'identification par Parlitz et al. [70]. Cette identification est basée sur 
un essai expérimental pour l'acquisition des données puis plusieurs approches d'identifica-
tion sont exploitées. Ils utilisent deux approches d'identification à savoir une approche basée 
sur le comportement physiques et une approche de type boite noire .^ Pour la première ap-
proche, ils utilisent la régression linéaire, la régression linéaire dynamique et la régression non 
linéaire alors que pour la deuxième approche, ils utilisent une méthode polynomiale, les ré-
seaux de neurones, une méthode locale non paramétrique ainsi que des réseaux dynamiques. 
Ils concluent que toutes les approches utilisées donnent des performances satisfaisantes. Tou-
tefois, les méthodes basées sur le comportement physique sont plus simples, mais demandent 
7. Boite Noire : en anglais Black Box. 
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des connaissances à priori du système (modèle). Dans l'absence de connaissances à priori, les 
méthodes de type boite noire deviennent plus intéressantes, mais elle demande beaucoup de res-
sources au niveau de la mise en oeuvre informatique. Le régime de préglissement a également 
fait l'objet de recherche d'identification par Demosthenis et al. [71]. Les approches de régres-
sion linéaire , linéaire dynamique et non linéaire ont été comparées. Une étude approfondie 
sur les signaux d'excitation et la propriété d'identifiabilité a été présentée en plus d'une étude 
comparative entre les différents résultats d'identification. Ces auteurs montrent que l'approche 
de régression linéaire donne une estimation partielle du régime de préglissement alors que la 
l'approche de régression linéaire dynamique donne une erteur d'estimation très faible, mais 
nécessite une paramétrisation très complexe. Quant à l'approche non linéaire, elle assure une 
identification complète du système et donne un compromis raisonnable entre la performance et 
la complexité paramétrique. Une identification par réseaux de neurones de la fonction d'hys-
térésis de préglissement du modèle de frottement GMS a également été proposée par Peter et 
al. [72]. L'avantage de cette méthode est qu'elle utilise une fonction de pondération discrète 
avec une seule dimension pour calculer le signal de sortie. Cette approche offre une bonne 
performance au niveau de la simulation, mais une grande erteur au niveau expérimental. Les 
auteurs concluent par conséquent qu'il faut raffiner la modélisation par l'approche neuronale 
pour améliorer les résultats découlant de sa mise en oeuvre expérimentale. 
D'autres travaux [73, 74] portent également sur l'identification du modèle de frottement GMS 
avec ses deux régimes de fonctionnement, à savoir le régime de glissement et le celui de pré-
glissement. Cette identification est basée sur l'approche de type "Boite noire". Les auteurs 
démontrent par voie expérimentale que l'approche de la boite noire perniet d'avoir une bonne 
identification du frottement. Ils concluent que, pour améliorer la précision dans les systèmes 
de commande, il faut bien comprendre la nature du frottement au niveau de ses non-linéarités 
et de sa complexité. 
Il existe d'autres méthodes d'identification hors ligne pour le modèle de frottement GMS. On 
cite, par exemple, l'identification par la méthode Monté carlo proposée par Demosthenis et al. 
[75] et la méthode de l'algorithme Nelder-Mead simplex proposée par Tjahjowidodo et al. [76]. 
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Dans cette dernière identification, les auteurs comparent les performances d'un système élec-
tromécanique associé au frottement GMS au même système avec le frottement de Coulomb, 
le frottement de Coulomb avec l'effet de Stribeck, le frottement de LuGre et le frottement de 
Leuven. Les résultats de cette comparaison montrent que le frottement GMS est le modèle le 
plus approprié pour représenter le comportement du frottement. 
Tous les travaux de recherche présentés dans cette section sont des méthodes d'identification 
hors ligne. L'inconvénient majeur de ces méthodes réside dans leur inefficacité à identifier les 
paramètres du modèle de frottement lorsqu'ils varient en fonction du temps selon les conditions 
d'opération. Pour cette raison, les prochains paragraphes portent sur l'identification en ligne. 
À notre connaissance, il existe peu de travaux de recherche qui traitent de ce sujet. Un des 
seuls travaux qui existe actuellement sur ce sujet [77, 78], est une compensation basée sur 
une commande adaptative directe. Avec cette approche la fonction non linéaire de Stribeck 
est linéarisée pour rendre le modèle GMS linéaire par rapport aux paramètres inconnus. Puis, 
pour représenter les phénomènes dynamiques du régime de glissement les auteurs ont exprimé 
le frottement dans ce régime de glissement par une fonction de Stribeck combinée avec une 
perturbation. En outre, puisque le modèle de frottement de GMS est basé sur deux équations de 
frottement avec un mécanisme de commutation alors ils ont proposé un compensateur adaptatif 
intégrant un mécanisme de commutation. Ce demier a introduit une deuxième perturbation 
causée par l'erteur de commutation. 
Pour assurer la stabilité du système avec les deux perturbations, les auteurs ont introduit une 
approche de projection assez complexe dans laquelle ils définissent une région convexe qui dé-
limite l'espace des paramètres inconnus et leurs estimés durant tout le processus d'estimations. 
Ce travail présente plusieurs limites à savoir : 
- il est facile de déterminer l'espace convexe pour un ou deux paramètres, mais il devient 
difficile de le déterminer pour plus de deux paramètres inconnus. 
- L'approche de projection proposée est difficile à mettre en oeuvre, particulièrement au niveau 
de la fonction de commutation. 
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- L'hypothèse qui consiste à modéliser le régime de glissement par une fonction de Stribeck 
perturbée, limite considérablement la précision puisque l'hystérésis de glissement peut don-
ner lieu à des variations importantes du frottement autour de la caractéristique de Stribeck 
(voir Figure 1.12). 
1.4 Conclusio n 
La revue bibliographique présentée dans ce chapitre est subdivisée en deux parties. La première 
partie traite de la modélisation du frottement et la seconde de l'identification. 
La modélisation du frottement est présentée d'une façon chronologique en commençant par 
les modèles statiques simples et en finissant par les modèles dynamiques. Le critère de pré-
sentation de ces modèles est basé sur la représentation des caractéristiques et des propriétés 
du comportement du frottement. Selon l'ensemble des références consultées, les modèles de 
frottement générique et GMS sont les plus complets puisqu'ils représentent la totalité des phé-
nomènes du frottement observés jusqu'à nos jours. Grâce à sa simplicité, le modèle GMS a 
l'avantage additionnel de pouvoir facilement être calculé en temps réel. 
Les procédures d'identification proposées dans la littérature sont très variées. Elles traitent 
deux classes de modèles : les modèles statiques et les modèles dynamiques. 
Pour les modèles statiques, l'identification des modèles de Coulomb, visqueux. Coulomb plus 
visqueux et Stribeck est bien couverte dans la littérature. Cependant, les approches d'identi-
fication en temps réel du modèle de Stribeck sont basée sur une approximation linéaire de la 
fonction par rapport aux paramètres. Elle ne penriettent donc pas d'identifier de façon exacte 
le modèle. 
En ce qui concerne l'identification des modèles dynamiques, deux classes d'approches se pré-
sentent : 
- Approche hors ligne : algorithme numérique (optimisation, algorithmes génétiques, réseaux 
de neurones, méthodes fréquentielles et théorie d'intervalles). 
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- Approche par commande adaptative directe (commande robuste, commande à stmcture va-
riable). 
En particulier, les approches qui permettent d'identifier le modèle de frottement GMS en ligne 
(en temps réel) se limitent à une commande adaptative directe qui se base sur l'approxima-
tion de la fonction d'hystérésis de glissement par une fonction de Stribeck linéarisée qui ne 
permet aucun hystérésis. Le fait de négliger complètement l'hystérésis de glissement lors de 
l'identification dégrade considérablement la richesse du modèle GMS dont la notoriété repose 
justement sur la capacité de bien modéliser ce phénomène. 
CHAPITRE 2 
IDENTIFICATION NO N LINÉAIRE DU MODÈLE DE FROTTEMENT DE 
STRIBECK 
2.1 Introductio n 
Les imperfections de mouvements dans les systèmes mécaniques sont souvent causées par la 
présence incontournable du frottement dans les liaisons mécaniques, les engrenages, ainsi que 
les surfaces en contact qui subissent des mouvements relatifs. 
Le modèle de Stribeck est considéré parmi les plus populaires des modèles statiques encore 
abondamment utilisé à ce jour dans des algorithmes de commande pour compenser le frot-
tement [49, 79] . Il regroupe le frottement de Coulomb, le frottement statique, le frottement 
visqueux et l'effet de Stribeck. Qui plus est, ce modèle caractérise la partie statique des mo-
dèles dynamiques de LuGre, de Leuven et du modèle GMS dont l'estimateur sera proposé aux 
chapitres 3 et 4. 
Dans ce chapitre, une approche d'estimation non linéaire sera appliquée au modèle de Stribeck 
pour identifier l'ensemble de ses paramètres sans avoir recourt à une approximation de la non 
linéarité comme l'ensemble des travaux antérieurs. En effet selon la revue bibliographique 
présentée au chapitre 1, toutes les méthodes adaptatives proposées sont basées sur : 
- la linéarisation du modèle de Stribeck [48], 
- l'identification empirique du paramètre de Stribeck [80], 
- l'hypothèse de la connaissance à priori du paramètre de Stribeck [46]. 
Pour identifier les paramètres du modèle sans avoir recourt à ces approximations, une récente 
méthode d'identification basée sur une approche s'appuyant sur la commutation connue entre 
la convexité et la concavité de la formulation non linéaire sera appliquée. 
Afin que cette approche soit applicable, une représentation d'état particulière pour assurer la 
condition de continuité de la formulation et pour garder la propriété de convexité et de concavité 
de la fonction de Stribeck est proposée. En outre, la preuve de convergence de l'algorithme 
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d'estimation basée sur les résultats développés dans [81] sera présentée en insistant davantage 
sur les différences découlant de la formulation proposée dans ce chapitre. 
2.2 Modèle de frottement de Stribeck 
Le modèle de frottement de Stribeck est un modèle statique qui caractérise seulement le régime 
de glissement. Il renferme l'effet non linéaire de Stribeck. Ce demier caractérise la transition 
entre le frottement statique et celui de Coulomb qui dépend étroitement de la nature des sur-
faces de contact, de la nature de la lubrification et de la vitesse du mouvement [4] (voir figure 
2.1). 
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Figure 2.1 Frottemen t de Stribeck. 
Le modèle de Stribeck est représenté par l'équation suivante [48, 49] 
5 
F = acSign{v)  +- {ug  — Oc)sign{v)e +- GyV (2.1) 
où Oc et (7s sont respectivement l'amplitude de la force de frottement de Coulomb et l'amplitude 
de la force statique, Œy est le coefficient du frottement visqueux, Vg est la vitesse de Stribeck et 
5 est un coefficient qui détermine la forme de la transition de Stribeck. Dans l'équation (2.1), 
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sign représente la fonction signe définie par 
sign{v) = < 
+ 1 si V  > 0 
- 1 si V  <0 
0 si V =^  0 
(2.2) 
Le coefficient 6  est généralement choisi égal à 2 [52, 56]. Ainsi, les coefficients qui doivent 
être identifiés sont cr,, Ug, Vg  et Oy. Le modèle de frottement est alors linéaire par rapport à cXc 
et ffy, mais il est non linéaire par rapport aux paramètres Vg et a g —  ac. 
2.3 Formulation du problème 
Soit un corps de masse M  qui glisse sur une surface sous l'action d'une force u.  La force de 
frottement qui s'oppose au mouvement est notée par F (voir figure 2.2). 
F 
M 
u 
i i 
k ^ >• 
Figure 2.2 Schém a descriptif du système. 
Selon la deuxième loi de Newton, l'équation dynamique du système peut s'écrire comme suit 
Mv =  u-F (2.3) 
où F  est la force de frottement, v  est la vitesse, v est l'accélération du corps et u est la force 
appliquée sur le corps pour le faire bouger. 
En supposant que ô = 2,\e  modèle de Stribeck peut être réécrit sous la forme usuelle suivante : 
F =  ayV +• acSign{v) +- asign{v)é -OsV^ (2.4) 
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où 6s et a sont définis par 
9g =  -^  (2.5) 
's 9 
(2.6) 
L'objectif est alors d'identifier les paramètres Oy, Oc, o et 9g du modèle statique non linéaire. 
Récemment, une théorie basée sur une formulation min-max [82, 83, 84] a été introduite pour 
identifier les paramètres inconnus qui agissent d'une manière non linéaire dans une certaine 
classe de systèmes dynamiques. Cependant, cette formulation exige que le modèle soit concave 
ou convexe par rapport aux paramètres à identifier. 
Dans la prochaine section, nous présenterons, en détail, cette nouvelle approche qui permettra 
d'identifier les paramètres du modèle de frottement de Stribeck. 
2.4 Approch e min-max 
2.4.1 Introductio n 
La plupart des algorithmes d'estimation sont basés sur l'hypothèse que le système peut être 
exprimé sous une forme linéaire par rapport aux paramètres à estimer. 
Malheureusement, plusieurs systèmes ne répondent pas à ce critère alors de nouvelles ap-
proches viennent pallier à cette difficulté. L'approche min-max [81, 82, 84, 85, 86] en est 
une alternative intéressante qui sera appliquée à l'identification non linéaire du modèle de frot-
tement de Stribeck. 
2.4.2 Présentatio n de l'approche min-ma x 
L'approche min-max permet de résoudre le problème d'estimation des paramètres lorsque le 
modèle du système étudié n'est pas linéaire par rapport à ses paramètres. En fait, contraire-
ment aux méthodes linéaires, la méthode min-max utilise une optimisation selon un critère de 
stabilité et un critère de sensibilité. 
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Dans les travaux d'Annaswamy et al. [83, 82, 86], il y a différents cas selon la nature de la 
fonction qui dépend des paramètres inconnus à estimer et selon la dimension de l'espace des 
paramètres. Ainsi, il existe le cas où la fonction non linéaire des paramètres est convexe ou 
concave avec un seul paramètre inconnu ou le cas similaire, mais avec un vecteur de para-
mètres inconnus. Il existe également les cas d'une fonction non linéaire générale avec un seul 
paramètre ou avec un vecteur de paramètres. 
Pour chaque cas, il existe une méthodologie particulière pour résoudre le problème d'optimi-
sation en posant une loi d'adaptation appropriée. 
La classe des systèmes qui peuvent être résolus par cette approche est décrite par la forme 
suivante [82] : 
y = -a{y,u)y  +  f{9,uj{y,u)) (2.7) 
où 
0 < amin  <  0:{y,  u)  <  amax 
^ G ri C M" est le vecteur des paramètres à estimer, supposés bornés, dont on connaît les 
bomes et LV ainsi que / sont deux fonctions continues définies comme suit : 
u; : M X M —>W^ 
f : R" X R"^  —> R 
L'algorithme d'estimation [82] est alors donné par 
^ =-a{y,u)ly-esatC^)j  +  f {9,  u;) -  a*  sat(^) 
(2.8) 
0 =-ye 
y 
où y —  y —  y,  île  — y- €sat{-)  et e est une constante positive. Aussi, sat  est la fonction 
saturation définie par 
1 si X > 1, 
sat{x) =  {  X  si |a:| < 1 
— 1 si a; < —1 
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et a*  ainsi que 0* sont les solutions du problème d'optimisation suivant : 
a* =  min  maxG(9,co,(l)) 
è* =  arg min max G(9, uj, é) 
avec G définie par 
G{9, a;, 0) = sat{^J  (f{9,  UJ)  - f{9,  u)  -  cf'iè  -  9)\ 
Il est important de noter que la solution de ce problème dépend de la nature de / . En effet, 
la solution du problème d'optimisation de l'équation (2.9) dépend de la concavité ' et de la 
convexité de la fonction / . La solution explicite de ce problème d'optimisation est bien dé-
taillée dans [83]. 
Remarque 2.1. Contrairement à la théorie classique d'identification en ligne, dans laquelle on 
utilise l'erteur de prédiction pour générer la loi d'adaptation, l'approche min-max est carac-
térisée par l'utilisation de deux fonctions pour la synthèse. L'idée de base de cette approche 
consiste à synthétiser deux fonctions d'adaptation : la première fonction est celle de sensibilité 
pour la loi d'adaptation (équation de (j)*  dans (2.9)); elle détermine la direction adéquate pour 
ajuster les paramètres à estimer. La deuxième fonction est réservée à la stabilisation de la dyna-
mique de l'erteur (équation de a* dans (2.9)). La synthèse de ces deux fonctions est basée sur 
l'optimisation d'une fonction objective qui dépend à la fois des paramètres inconnus à estimer 
et de l'erteur. 
Remarque 2.2. La fonction sat et la constante e sont introduites dans l'estimateur pour garantir 
la continuité de la formulation. En effet, malgré que les deux fonctions a*  et 0* basculent entre 
1. Une fonction f{6) est dite convexe sur 0, si elle vérifie cette inégalité 
f{\e, + (1 - A)^ 2) < \î[o,) + (1 - A)/(02) V 01,02 e e 
Une fonction f{d) est dite concave sur 6, si elle vérifie cette inégalité 
/(A0i + (l-A)02)>A/(0i) + (l-A)/(02) V 01,02 6 0 
où 0 < A < 1 
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deux valeurs, l'introduction d'une zone morte par le biais de l'utilisation de la fonction sat  et 
l'erteur de prédiction y^  à la place de y garantissent la continuité de l'algorithme d'estimation. 
2.4.3 Hypothèses 
La classe de système qui permet d'appliquer l'estimateur min-max, défini par les équations 
(2.8) et (2.9), est caractérisée par l'ensemble des modèles qui respectent l'équation (2.7) ainsi 
que les hypothèses définies dans cette section. Aussi, ces hypothèses [82] permettent de garantir 
la stabilité et la convergence de l'estimateur. 
Hypothèse 2.1. La fonction u}{x{t),u(t))  est Lipschitz par rapport au temps t. Donc il existe 
une constante positive Ub telle que 
\cj{ti) -  uj{t2)\\  <  Ub\t^-t2\  V ^ i , ^ 2 e R + 
Hypothèse 2.2. / est Lipschitz par rapport à ses variables alors il existe une constante positive 
Fe telle que 
\fi9 +  A9,u; +  Au) -  f{9,uj)\  <  Fe\\{A9, Auj)\\ 
< Fe{\\A9\\  +  \\ALV\\) 
Hypothèse 2.3. La fonction f{9,  LO)  est bornée, c'est-à-dire qu'il existe une constante positive 
Bf telle que 
\f{è,u;)\<Bf 
Hypothèse 2.4. La fonction uj{x,u) est bornée et continue par rapport à ses variables. 
39 
Hypothèse 2.5 . La solution du problème d'optimisation 4>*{t)  est bornée par une constante 
positive B^ telle que ^ t  >  to 
\\<l>*{t)\\<B^ 
dv 
Hypothèse 2.6. La vitesse c, l'accélération - - et la commande u sont bornées. On suppose de 
dt 
plus que V est Lipschitz par rapport au temps. 
2.5 Applicatio n de l'approche min-max au modèle de frottement 
2.5.1 Formulatio n 
Dans cette section, l'approche min-max est appliquée au modèle de frottement de Stribeck 
décrit par l'équation (2.4), dans laquelle le paramètre de Stribeck {9g)  et le paramètre a  inter-
viennent d'une façon non linéaire. Cependant pour que l'approche soit applicable, il faut que la 
formulation du modèle respecte la condition de Lipschitz décrite par l'hypothèse 2.2. Or, selon 
l'équation (2.4), le modèle de Stribeck ne respecte pas cette condition à cause de la fonction 
sign. 
Afin de résoudre ce problème, un changement de variable qui permet d'éliminer la discontinuité 
causée par la fonction sign  est proposé. Ce changement de variable est défini par 
X = (1 - e-'=l'^ l)t; (2.10) 
où k  est une constante positive de conception. Pour que la variable x  se rapproche de la vi-
tesse V,  la constante k  devrait être choisi la plus élevée possible. Par contre, si cette constante 
était trop élevée, le système serait tellement rigide qu'il serait à la limite de la continuité. Un 
compromis doit être considéré pour le choix de k. 
La dérivée temporelle de la variable d'état x  est alors donnée par : 
X = {ke-''^''^\v\  +  l  -  e-''\''\)v  (2.11) 
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Afin de simplifier l'écriture et d'alléger les équations, on introduit la fonction g{v)  définie par 
y(i;)^A:e-'=l"l|î;| + l-e-'=l"l (2.12) 
Alors le système décrit par l'équation (2.3) combinée avec l'équation (2.4) peut s'écrire sous 
la forme suivante 
g{v)v =  g{v) { —u -  —ayV  -  jjacSign{v)  -  —asign{v)e-^^"^  \  (2.13) 
d'où 
Q{V) f  Q(V)  ,ay.  q(v)  .  ,  .,ac.  giv)  .  .  .  _f)  y2\  ,^  ,  .. 
x = ^ u + (7( - ^ ^ ; ( ^ ) - ^ s ^ W ^ ; ) ( ^ ) - ^ s • ^ y n ( ^ ; ) e »^^  j (2.14) 
On pose alors *o(^,^^) = - r r " ' ^i = ^TT'^'^  '^ 2 = —rr^'^dniv), UJ3  ^  v,  9i  =  —, 
M M M a 
92 =  -,Qtd3  =  9g. 
a 
puis, on définit 
ou 
f{9,Uj) =  U,9,  + UJ292  + /3(^3,CU3) (2.15) 
/3(^3,u;3) = -^-^signMe-'^-'^  (2.16) 
avec 
uj=[oJi, UJ2,  CJ3] et ^ = [^1, ^2, ^3]^ 
Finalement, le système décrit par les équations (2.3) et (2.4) s'exprime par rapport à la nouvelle 
variable d'état x  de la façon suivante : 
k =  -^o{u,v)^af{9,uj)  (2.17) 
où o^('W) ^) est une quantité parfaitement connue. En effet, ^o(^, ^) dépend de g{v), de u  et 
de M. La commande u  et la masse M sont supposés connues alors que g[v) (équation (2.12)) 
dépend de v et de k; un signal supposé connu et une constante k  qui doit être choisie lors de la 
conception ou par essai et erteur. 
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Grâce au changement de variable proposé, les hypothèses de continuité (hypothèses 2.1 et 
hypothèse 2.2) sont maintenant vérifiées. La propriété suivante établit cette affirmation : 
Propriété 2.1. Les fonctions g{v), g{v)sign{v) et g{v)sign{v)e~^'''" sont Lipschitz par rapport 
à t. La fonction f{9, LU)  est également Lipschitz par rapport à ^ et a;. 
(2.18) 
Preuve : Voir annexe I page 132. 
À partir de l'équation (2.17), l'observateur min-max peut être exprimé comme suit 
X '•  x 
X =  -K{x  -  esat{-))  +  *o(w, v) +- Kx +  âf{9,oj) -  a*sat{-) 
â =-xJ{è,Lo) 
9 =  -x4* 
X 
Xj = X  — esat{—) 
Le gain A' est proposé dans cette formulation alors qu'il n'existe pas dans la formulation de 
[82] parce que la forme du modèle du système ne respecte pas exactement la forme dans [82] 
(absence du terme —a(y,  u)y dans la formulation (2.17)) et ainsi l'ajout du gain permet d'ob-
tenir une dynamique d'erteur d'estimation similaire à celle obtenue dans [82]. En outre, l'ajout 
du gain K permet également d'augmenter la vitesse de convergence des paramètres estimés. 
Remarque 2.3. La forme décrite par l'équation (2.17) ne respecte pas exactement celle consi-
dérée pour l'estimateur min-max proposée dans [82]. C'est pour cette raison que l'estimateur 
que nous proposons est également différent de celui proposé dans [82] (équations 2.8 et 2.9). 
Cependant, nous vertons qu'avec la formulation proposée dans cette thèse, la preuve propo-
sée dans [82], demeure applicable grâce à quelques ajustements qui seront présentés dans les 
prochains paragraphes. 
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En applicant l'estimateur (2.18) au système décrit par (2.17), la dynamique des erteurs d'esti-
mation X = X — X,  à =  â — aet9 =  9 — 9  devient 
X = — A'.fe + âf{9,uj) — af{9,uj)  —  a*sat{-) 
à 
9 
Xe 
= -xj{9,uj) 
= -x,4)* 
X 
— X — esat{ —  ) 
La solution du problème d'optimisation a*  et 4>* doit satisfaire : 
(2.19) 
avec 
a* = min max G(9, é) 
é* =  arg min max G(9, é) 
0eK3ôeQo 
,x. Gie, 0) = asat{-)  if  {9,  tu) - f{9,  co)  -  0^ 9\ 
Propriété 2.2. Selon l'équation (2.20), la propriété suivante est toujours vérifiée 
(2.20) 
(2.21) 
,x. asat{-){f{9,Lo) -  f{9,u)  -  (f)*'9)  -  a*  < 0 (2.22) 
Preuve : Voir annexe 1 à la page 136. 
Cette propriété est très importante puisqu'elle assure la négativité de la fonction de Lyapunov 
utilisée pour prouver la stabilité de l'estimateur dans la prochaine section. 
La solution explicite du problème d'optimisation (2.20) est donnée par [83] 
- Si 5 < 0 
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a^ 
(^tlKlX I  J3min Ji ' 
0 
h h 
9-^ — 6 
•>max 
'•>mxn 
(^ 3 - 3^,„,„ ) j si / convexe (073 < 0) 
si / concave (0^ 3 > 0) 
0* =  { 
UJl 
U)2 
J Ornax -h 
9 Oijiax •Juin) 
si / convexe (^3 < 0) 
Ui 
UI2 
h^ 
si / concave {toj,  >  0) 
Si i- > 0 
a' 
^max \  / 3 J^min 
0 
h h 
J Omin 
^,s„„, —  9 3 
(^ 3 - 93^,„  )j si / concave (0^ 3 > 0) 
si / convexe ((^ 3 < 0) 
(f>* 
UJi 
UJ2 
h -h 
J 'Jniax  J  'Jfii  m 9, •^ma T 9, 
UJ2 
si / concave {uj^ >  0) 
si / convexe (a;3 < 0) 
o ù f3ma. = / ( ^ 3 , n a x ' ^ 3 ) , / s ^ n =  / ( ^ S ^ . n ' ^ s ) , / s =  / ( ^ S . ^ s ) e t V / 3 = 
dh_\ 
de w=è 
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2.5.2 Stabilit é de l'estimateur 
Dans ce qui suit, la stabilité de l'estimateur est démontrée. 
Soit V  une fonction candidate de Lyapunov définie par : 
V^hx^^+à^ +  a9'^9) (2.23) 
Là 
Cette fonction de Lyapunov est directement inspirée de celle utilisée dans [83], mais le terme 
a9^9 a  été ajouté pour tenir compte de l'introduction du paramètre a  dans la présente formu-
lation. 
En supposant que a est une constante positive, la dérivée temporelle de la fonction V  est donnée 
par 
V = Xeie + àd ^  a¥9 
Selon l'équation (2.19), on peut affirmer que 
- si \x\  <  e alors x^ =  0  donc, V =  0. 
- si |x| > e alors x^ =  x donc, la dérivée temporelle de la fonction de Lyapunov candidate peut 
s'écrire comme suit 
V =  xJ-Kx,  +  âf{è,uj)-af{9,u)-a*sat{-)j 
+â(-xJ{ê,Lo)] +a9^(-x,(f>A 
= -Kxl  + X,  (âf{ê, u)  -  af{9,  uj)  - a*sat(-)  -  âf{9,  tu)  - a ^ V ) 
= -Ki^^  + X,  i af{9, cj)  - af{9,  UJ)  -  a9^<P*  -  a*sat{-)  J 
= -Kx^^  + X,  (a{f{9, Lo)  -  f{9,  u)  - 9^(P*)  -  a*sat(-)^ 
\ ^ ' 
= -A'x^ -t- X, asat{-){f{9,uj) -  f{9,uj)  -  r^9)  -  a* 
Ainsi, grâce à la propriété 2.2, l'inégalité suivante est obtenue : 
V <  -Kxl,  lorsque \x\  >  e (2.24) 
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d'où 
V <0,  pour tout X  (2.25) 
Donc, le système est stable et x^,  à  et  9 sont bomés. En effet, lorsque |x| > e alors x'^ >  0 
et par conséquent la dérivée temporelle de la fonction de Lyapunov est strictement négative 
par rapport à x ce qui assure la convergence de l'erteur d'estimation x.  Cependant lorsque x 
devient plus petite que e, la dérivée de la fonction de Lyapunov devient nulle ce qui entraîne 
l'artêt de l'estimation. Les erteurs convergent ainsi à l'intérieur d'une boule centrée à l'origine. 
Remarque 2.4 . Grâce à l'hypothèse 2.2 (qui est vérifiée à partir de la propriété 2.1) et la 
preuve de stabilité de l'estimateur, l'hypothèse 2.3 est bien vérifiée. En effet, puisque / et 
LU sont Lipschitz et que l'erteur d'estimation est bornée alors la fonction f{9,u)  est bomée 
puisque la vitesse et la commande sont bomées selon l'hypothèse 2.6. 
De plus, l'hypothèse 2.4 est vérifiée puisque la fonction LU  est Lipschitz (voir hypothèse 2.1) et 
que la commande et la vitesse sont bomées selon l'hypothèse 2.6. 
L'hypothèse 2.5 est aussi vérifiée. En effet, selon l'expression de la solution du problème d'op-
timisation {<p*{t)) et selon les hypothèses 2.2,2.4 et 2.6, la solution du problème d'optimisation 
0*(t) est bomée. 
2.5.3 Propriété s 
Dans cette section, quelques propriétés qui sont très importantes pour la compréhension du 
mécanisme de l'algorithme min max et pour prouver la convergence de l'estimateur seront 
présentées. 
Les preuves de toutes les propriétés présentées dans cette section sont données en détail à 
l'annexe I (de la page 136 à la page 139). 
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Propriété 2.3 . / (équation (2.15)) est une fonction convexe par rapport à 9 lorsque f < 0 et 
elle est concave lorsque f > 0. 
Propriété 2.4 . f{a,9,tj)  =  af{9,uj)  est Lipschitz par rapport à ses variables donc, il existe 
une constante positive Bo qui vérifie 
\f{a +  Aa,9+- A9,uj  +  Auj)\ =  \{a  + Aa)f{9 +  A9,UJ-\-  Au)  -  af{9,uj)\ 
<Be\\{Aa,A9,Auj)\\ (2.26) 
<B, ( | |Aa | | + ||A^|| + ||Aa;||) 
Propriété 2.5. Selon l'équation (2.24) on a 
V <  ~Kxl 
Propriété 2.6. Soit (3{LO) définie comme suit 
1 si f{9,(jj)  est convexe 
P{uj) = { 
— 1 si f{9,uj)  est concave 
alors pour a* et /?, ce qui suit est vrai 
(1) a l = 0 , si /?= - 1 
(2) a ; = 0, si /? = 1 
(3) pa*i,  <  0, V/3 
où a*_ et a*^ sont définies comme suit 
a*_{d,u) = a* si x^  <  0 
a*^{9,uj) = a* si x^  >  0 
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Propriété 2.7. Si dans l'équation (2.19) |5e(ii)| > 7 alors 
où T  =-— -T-  et M = max|lm(t)|} où m(t) est définie par 
M + h^ ^ 1 ^  ^ iJ ^  ^ 
m{t) =  àf{9, uj)  - af{9,  u)  -  a*sat{-)  (2.28) 
La propriété 2.7 est indispensable pour la démonstration du théorème de convergence de l'es-
timateur (voir annexe I à la page 139 ). 
Maintenant, le théorème de la convergence de l'estimateur min-max peut être annoncé : 
Théorème 2.1. Si (1) af{9, to)  est convexe (ou concave) par rapport à 9 pour tout uj{t) G R"^  
et (2) V il > to,  il existe des constantes positives To, e^  et un instant 2^ G [ti, ti  +-  TQ]  telles 
que pour tout 9, la condition de persistance d'excitation suivante est vérifiée : 
{u;{t2))!^â{t,)f{9,u;{t2)) -  af{9Mt2))\ p{to{t2) lâ{t,)fi9,ujit2)) - (Jf{9,uj{t2))  }  >  e^WÙ - n\\  (2.29) 
où P{Lo{t)) est définie par la propriété 2.6, 
alors toutes les trajectoires de (2.19) convergent unifortuément à l'intérieure de l'ensemble 
suivant : 
D, =  {X\V{X)  <  7i} 
où 
et 
71 . 2 ^UBe{2Ub +  V^B  ^+ Bf) + 4a B0{2Ub + V^B^ +  Bf)+B. * 
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où Bo  est définie par la propriété 2.4 et Ub,  Bf  et B$ sont définies respectivement par les 
hypothèses 2.1 , 2.3 et 2.5. 
La démonstration du théorème est présentée à l'annexe I à la page 141. On rappelle que cette 
démonstration est basée sur les résultats présentés dans [81] mais avec quelques différences qui 
découlent de la formulation proposée dans cette thèse pour estimer les paramètres du modèle 
de frottement de Stribeck. En effet, en comparant la formulation de [81] donnée par l'équation 
(2.7), avec la formulation présentée par l'équation (2.17), plusieurs différences peuvent être 
soulignées : 
a. Absence de la fonction —a(y, u)y dans la fonnulation proposée. 
b. l'existence d'une fonction parfaitement connue ^o(w, v) dans la formulation proposée. 
c. La fonction non linéaire dans la formulation proposée est donnée par af(9, UJ)  avec a un 
paramètre inconnu à identifier. 
À cause de ces différences, il faut adapter la fonction objective du problème d'optimisation puis 
chercher la solution adéquate à ce problème. Il faut également adapter la preuve du théorème 
de convergence en conséquence et la condition de la persistance d'excitation. 
Remarque 2.5 . Selon la définition de D^, il est possible d'affirmer que lorsque e ^ 0 toutes 
les trajectoires convergent vers la région X =  0.  Donc l'estimateur est uniformément asymp-
totiquement stable. 
Remarque 2.6 . L'équation (2.29) est une condition nécessaire pour la convergence de l'esti-
mateur. Elle représente la condition de persistance d'excitation dans le cas non linéaire. 
L'algorithme d'estimation min-max est différent des algorithmes classiques d'estimation au 
niveau stmcturel. En effet, les algorithmes linéaires utilisent l'erteur d'estimation pour géné-
rer la loi d'adaptation alors que l'algorithme min-max utilise deux fonctions : la première est 
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utilisée pour générer la loi d'adaptation tandis que la deuxième est utilisée pour assurer la stabi-
lité globale de l'erteur d'estimation. Ainsi, la fonction de maximisation a*  garantie la stabilité 
globale de l'estimateur et la fonction de sensibilité 0* détermine la loi d'adaptation (voir équa-
tion 2.18). En d'autres termes, la stabilité globale de l'erteur d'estimation et l'adaptation sont 
assurées séparément par deux fonctions différentes. 
2.6 Simulatio n de l'estimateur min-max appliquée au modèle de frottement de Stri-
beck 
2.6.1 Résultats de simulation 
Dans cette section du chapitre, les résultats de la simulation du système de la figure 2.2 avec 
les paramètres présentées dans les tableaux 2.1 et 2.2 sont présentés. Les valeurs du tableau 2.1 
ont été fixées arbitrairement alors que celles du tableau 2.2 ont été ajustées par essai et erteur. 
La masse de l'objet a été fixée à 2.5Kg tandis que l'excitation a été fixée à u{t) = 8sin{20t). 
Les figures 2.3, 2.4,2.5 et 2.6 présentent respectivement les erteurs d'estimations du paramètre 
visqueux ((j„), du paramètre de Coulomb (ac),  du paramètre a  {a  =  ag  — ac)  et du paramètre 
de Stribeck {9g). 
Tableau 2.1 Valeurs nominales des paramètres 
Paramètres 
CTc 
ay 
a 
0. 
Valeurs nominales 
5 
14 
1 
5000 
Intervalles 
[2,10] 
[10,20] 
[0,5,1.5] 
[3000, 7000] 
Tableau 2.2 Valeurs des paramètres pour la simulation 
Paramètres 
e 
K 
k 
Valeurs 
10-'' 
50 
100 
50 
0 
-0.5 
(N
s/
m
) 
1 
er
re
ur
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Figure 2.3 Erreu r d'estimation pour le paramètre visqueux (cr.^ ). 
3 
2 
1 
_ 0 
1 -1 
"ro 
E 
V, -2 
fû 
= - 3 
^ - 4 
-5 
-6 
-7 
C 
-
• -
50 10 0 15 0 20 0 25 0 30 0 3 ! 
temps (s) 
>0 
Figure 2.4 Erreu r d'estimation pou r le paramètre de Coulomb (CTC). 
Selon les résultats de simulation obtenus, il est clair que toutes les erteurs d'estimation des 
paramètres convergent vers une région très proche de zéro. De plus, malgré que le paramètre 
de Stribeck est exprimé d'une façon non linéaire dans le modèle de frottement, il est très bien 
estimé. Ceci grâce à la valeur de e qui est choisie très proche de zéro. 
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Figure 2.6 Erreu r d'estimation pour le paramètre de Stribeck (dg). 
On peut dire qu'avec une telle approche, il est possible d'identifier les paramètres inconnus du 
modèle de Stribeck. 
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2.6.2 Limite s de l'approche min-ma x 
Dans cette section, les limites de l'application de l'approche min-max pour l'identification du 
modèle de frottement statique incluant l'effet non linéaire de Stribeck sont présentées. Selon 
la section 2.4 du présent chapitre, l'approche min-max doit satisfaire plusieurs hypothèses à 
savoir : 
- Le modèle à identifier doit s'écrire sous la forme de l'équation (2.7). 
- La fonction non linéaire / de l'équation (2.7) doit être continue par rapport à ses variables. 
- La fonction non linéaire / doit être concave ou/et convexe par rapport aux paramètres incon-
nus. 
Nous avons démontré que le modèle de frottement de Stribeck, avec un changement de variable 
approprié, peut satisfaire à toutes les hypothèses citées ci-haut. Ainsi, l'objectif serait mainte-
nant de proposer une généralisation de cette méthode afin d'identifier le modèle de frottement 
GMS , qui rappelons le, comporte en plus de l'effet Stribeck, des effets dynamiques. 
Malheureusement, nous n'avons pas été en mesure d'établir cette généralisation. En fait, le mo-
dèle GMS est caractérisé par deux équations dynamiques qui expriment le régime de préglisse-
ment et celui de glissement. La transition entre les deux régimes est assurée par une fonction de 
commutation. Pour le régime de préglissement, l'équation de frottement est linéaire par rapport 
au paramètre inconnu donc l'approche min-max pourtait être utilisée. Cependant, l'équation de 
glissement ne satisfait pas les hypothèses de l'approche. En effet, elle est discontinue à cause 
de l'existence de l'opérateur signe. De plus, la convexité et la concavité ne sont pas vérifiées 
et nous n'avons pas été en mesure de trouver un changement de variable pour palier à ce pro-
blème. Aussi, la fonction de commutation ajoute une autre complexité au modèle parce qu'elle 
dépend étroitement du comportement et des paramètres du frottement. 
2.7 Conclusio n 
L'identification des paramètres du modèle de frottement de Stribeck est présentée dans ce cha-
pitre. Ce modèle est non linéaire par rapport aux paramètres inconnus. Pour cette raison, les 
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approches linéaires classiques ne permettent pas d'identifier l'ensemble des paramètres de ce 
modèle. 
Une récente approche permet d'identifier les paramètres qui s'expriment d'une façon non li-
néaire dans le modèle. Cette approche est caractérisée par une minimisation d'une fonction 
objective à l'aide d'une méthode min-max. 
Dans ce chapitre, cette méthode a été appliquée au modèle de frottement de Stribeck grâce au 
changement de variable que nous avons proposé. Un ajustement de la formulation ainsi que 
de ces propriétés a ensuite été proposé pour adapter l'approche au modèle de Stribeck. Une 
simulation numérique a permis de valider l'approche. Cependant, à cause des hypothèses res-
trictives de la méthode min-max, nous n'avons pas été en mesure de généraliser son application 
au modèle de frottement GMS. Ainsi, dans les prochains chapitres, une autre méthodologie sera 
proposée afin d'identifier le modèle GMS. 
CHAPITRE 3 
IDENTIFICATION D U MODÈLE DE FROTTEMENT GMS BASÉ SUR LA MESURE 
DE LA FORCE DE FROTTEMENT 
3.1 Introductio n 
Dans le chapitre 1, une revue bibliographique de la modélisation du phénomène de frottement 
et des méthodes d'identification est présentée. À l'aide de cette revue, il a été démontré que 
le modèle GMS ' est actuellement un des modèles empiriques les plus précis puisqu'il est en 
mesure de représenter la majorité des phénomènes de frottement, mais son identification n'est 
pas bien étudiée surtout avec les méthodes en ligne et en temps réel. 
Ainsi, l'objectif de ce chapitre est d'identifier les paramètres du modèle de frottement GMS par 
une méthode en ligne basée sur un observateur robuste. La formulation de ce demier repose 
sur le signal de la force de frottement. Par conséquent, la force de frottement doit être supposée 
connue pour que l'observateur puisse identifier les paramètres du modèle de frottement. 
La stmcture de ce chapitre sera comme suit : la formulation du problème sera présentée en 
premier. Une étude bien détaillée du modèle de frottement GMS fera l'objet de la deuxième 
section suivie par une présentation détaillée de l'observateur utilisé pour l'identification. L'ap-
plication de cet observateur au modèle de frottement sera la principale partie de ce chapitre et 
finalement une validation par voie de simulation sera présentée en dernière partie. 
3.2 Formulatio n du problème 
On considère un système constitué d'un corps de masse M qui glisse sur une surface sous l'ac-
tion d'une force motrice u (voir figure 3.1) alors qu'une force de frottement F  vient s'opposer 
au mouvement. 
1. GMS : Generalized Maxwell-Slip (en anglais) 
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Le déplacement du corps est noté par la variable x, sa vitesse par la variable v et son accéléra-
tion par la variable i). 
F II 
, L •^^...  ,.^..».^^^^JÊÊÊÊÊÊ 
.V 
Figure 3.1 Schém a descriptif du système. 
3.3 Modèle de frottement GMS 
Le modèle de frottement GMS a été introduit par Al-Bender et al. [33, 34]. Il s'appuie sur un 
modèle générique basé sur un ensemble de phénomènes physiques et une étude expérimentale 
combinée à une modélisation microscopique des aspérités des surfaces en contact (voir figure 
3.2). Le modèle GMS est une formulation simplifiée du modèle générique [35, 36] qui repré-
sente la majorité des phénomènes de frottement à savoir l'effet hystérésis de préglissement, 
l'effet de broutage, le déplacement de préglissement et la variation de la force de décrochage. 
La particularité de ce modèle par rapport aux autres modèles précédents est qu'il représente 
beaucoup plus fidèlement l'effet dynamique dans le régime de glissement. Il s'agit de l'hysté-
résis de glissement. En d'autres termes, ce n'est plus une seule fonction de Stribeck qui traduit 
le régime de glissement mais plutôt une famille de fonctions qui dépendent des changements 
de croissance et de décroissance de la vitesse (voir figure 3.3). En fait, plusieurs essais expé-
rimentaux ont prouvé l'existence de ce phénomène d'hystérésis dans le régime de glissement 
(voir figure 1.12 du chapitre 1). 
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(a) 
(b) 
Surface 1 
Surface 2 
Déplacement 
Surface I 
V V V 
/ 
Surface 2 
Figure 3.2 (a) Schéma du contact réel entre deux surfaces, 
(b) schéma microscopique des surfaces en contact. 
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Figure 3.3 Frottement en fonction de la vitesse selon le modèle GMS. 
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Le modèle GMS est traduit par deux équations : une pour le régime de préglissement et une 
seconde pour le régime de glissement. Pour assurer la transition entre ces deux équations, 
des conditions de commutation sont utilisées. Le modèle de frottement est caractérisé par A'^  
étages. Chaque étage est formé d'un ressort attaché à un corps et engendre une force de frot-
tement élémentaire Fj. Cette force est la réaction de la surface fixe sur le corps. Si l'étage est 
en préglissement alors la force de frottement élémentaire cortespondante est fonction de la rai-
deur du ressort et si l'étage est en glissement alors la force de frottement cortespondante varie 
selon une dynamique bien définie (voir figure 3.4). Tous les étages ont la même entrée qui est 
la vitesse. 
SI preghssement —- = ky 
dt 
dF F 
si glissement —'- = a.sign{v)C{\ '• —) -^ 
dt a.s.{v)  f 
Figure 3.4 Représentatio n schématique du modèle GMS. 
(Tirée de [34]) 
Sous sa forme mathématique, le modèle de frottement GMS peut s'écrire de la façon suivante 
- Si l'élément est en préglissement, la dynamique de la force de frottement s'écrit 
dF 
dt 
k,v (3.1) 
et l'élément reste en préglissement jusqu'à ce que Fj = aiS,{v)  (condition de commutation). 
Si l'élément est en glissement, la dynamique de la force de frottement s'écrit 
dF\ 
dt 
sign{v)aiC\ 1 F 
aiSi{v) 
(3.2) 
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et l'élément reste en glissement jusqu'à ce que la vitesse passe par zéro (condition de com-
mutation). 
Dans les équations (3.1) et (3.2) k, est le coefficient d'élasticité, Fj est la force de frottement 
élémentaire, sign  est la fonction signe, C  est une constante qui caractérise l'hystérésis du 
glissement, Si{v) est la fonction de Stribeck élémentaire et ai est la pondération pour l'élément 
i telle que 
N 
^ a , = 1 (3.3) 
1=1 
La force de frottement est la résultante de toutes les forces élémentaires 
N 
F = Y.^^ + ^ - (^ -'^ ^ 
i = l 
OÙ Fy  est le frottement visqueux. 
Pour des raisons de simplification et pour diminuer le nombre de paramètres inconnus, les 
fonctions de Stribeck peuvent être supposées égales [33]; c'est-à-dire : 
Si{v) = S{v)  pour tout i  = 1..N.  (3.5) 
En général, la fonction S{v)  est définie par [33] : 
S{v) = sign{v)ac  +  sign{v){ag —  ac)e~^^'"  (3.6) 
où ac et ag sont respectivement les coefficients de frottement de Coulomb et statique tandis que 
9s est le coefficient de Stribeck. Le modèle de frottement GMS présente plusieurs propriétés 
[35, 36] à savoir : 
Propriété 3.1. La force de frottement est une fonction continue par rapport au temps. 
Propriété 3.2. La partie non visqueuse du frottement est une quantité bomée par la force de 
frottement statique. Cette propriété est très importante et elle sera utilisée dans notre approxi-
mation plus tard dans ce chapitre. 
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Propriété 3.3. En mode de glissement, le modèle de frottement GMS, sans la composante 
visqueuse, est représenté par une équation différentielle de premier ordre. En effet, d'après les 
équations 3.2 et 3.4 (en supposant que Si = S),  la dynamique de la force de frottement F peut 
être reformulée de la façon suivante : 
t ? M ^ + F = 5( . ) (3.7) 
C dt  ^  ^ 
Cette équation différentielle a une "constante de temps" et une excitation S{v). Ainsi, 
C 
la solution de cette équation qui est la force de frottement sera attirée par l'excitation externe 
S{v). 
Ceci permet d'affirmer que la valeur de la force de frottement durant le régime de glissement 
vérifie l'inégalité suivante :  ac <  \F\  <  ag  parce que S{v) vérifie la même inégalité (ac  < 
\S{v)\ <  ag).  De plus, la valeur de force de frottement durant le régime de préglissement est 
bomée par la fonction de Stribeck S{v) ce qui prouve que la valeur absolue de la force de 
frottement durant les deux régimes est toujours bomée par la force statique ag. 
3.4 Observateu r de Marino 
3.4.1 Introductio n 
L'observateur de Marino [87, 88, 89, 90] est un observateur adaptatif non linéaire robuste 
vis-à-vis des perturbations inconnues, à condition quelles soient bomées. L'avantage de cet 
observateur par rapport aux autres est qu'il garantit la stabilité de la dynamique de l'erteur de 
prédiction malgré la présence de perturbations bomées. Il assure également la stabilité de l'er-
reur d'estimation des paramètres inconnus et variants dans le temps dans le cas où la condition 
de la persistance de l'excitation est vérifiée. 
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3.4.2 Formulatio n 
La classe des systèmes concemée par l'observateur de Marino est l'ensemble des systèmes non 
linéaires avec des paramètres inconnus possiblement variants dans le temps. Ces systèmes font 
l'objet d'une perturbation inconnue, mais elle doit être bomée. 
Cette classe de systèmes peut être représentée par l'ensemble des systèmes non linéaires qui 
peuvent être transformés à l'aide d'une transformation diffeomorphe sous la forme suivante 
[90]: 
X =AcX-\--^oiu,y)  +  y^^'i/i{u,y)9^ 
tt (3.8 ) 
y = CcX 
où X e E", u{t) G M'", y(t) E  R et  9i, i = 1,  ...,p sont les paramètres inconnus. 
Les matrices Ac  et Ce  admettent une stmcture bien particulière qui peut être définie comme 
suit 
et Ce = (^  1 0 ... G ) ^c =  I  "  '  I  e  C  = ( 1 0 .. G  (3 .9 ) 
Le vecteur ^o(w,y) est parfaitement connus et '^i{u,y)  est le régresseur i  qui est également 
supposé connu pour tout i = 1, ...,p. 
Si les paramètres sont variants dans le temps et s'il y a une perturbation dans le système, la 
classe devient : 
X =AcX  +  ^o(îx, y) + ^(w, y)9{t) +•  $(w, y)uj{t) 
y = CcX 
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où 9{t)  =  [9i{t),  ....,9p{t)]'^ est le vecteur des paramètres inconnus et possiblement variants 
dans le temps, uj{t)  exprime toute perturbation bomée ou une variation temporelle des para-
mètres inconnus et ^ (M,Î / ) est le vecteur régresseur. Il est supposé que les paramètres sont 
bomés selon la relation suivante : 
sup | | ^ ( r ) | |<c i (3.11) 
Te[o,oo) 
et que la variation des paramètres est aussi bomée : 
,up | | ! ^ | | < c . (3,12) 
Te[o,oo) dr 
La perturbation est inconnue mais elle est également supposée bomée selon 
sup ||a;(r)||<C3 (3.13) 
Te[o,oo) 
où Cl, C2 et C3 sont des constantes positives. 
Pour le système décrit précédemment, l'observateur adaptatif de Marino prend la forme sui-
vante [90] : 
X =  AcX + ^o{u, y)  + ^{u, y)9{t)  + Ky 
(3.14) 
9{t) =rq{t){y-CcX) 
où q{t) est une projection définie par : 
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q{t) 
*(u,y)^ 
*(u,y)^ 
si ll^l l <  Cl 
si ll^l l >  C l et 
{y-Ccx)^{u,y)<Q 
h - P{0) 
\^v{9)^ 
de 
T \dvm 
09 
(3.15) 
Op{0) 
09 
^{u,y)^ ailleurs. 
ou 
p{«) » - c . jW^ + 2/,iCi (3.16) 
H e M"^  est une constante de conception. F et K  sont deux matrices définies positives qui 
représentent les gains de l'observateur. 
Remarque 3.1 . La projection définie par l'équation (3.15) est utilisée pour garantir que les 
estimés du vecteur de paramètres inconnus 9  soient toujours bomés, selon l'hypothèse (3.11), 
durant tout le processus d'estimation. Cependant, ce mécanisme de projection n'est pas abso-
lument nécessaire pour assurer la stabilité de l'observateur. 
En combinant les relations (3.10) et (3.14), la dynamique de l'erteur de l'observateur peut 
s'écrire comme suit : 
i --{Ac-  KC,)x  +  ^{u, y)9{t)  +  $(y, u)u;{t) 
9 =  -rq{t)CcX 
(3.17) 
Marino et al. ont montré que l'observateur adaptatif avec la condition de persistance de l'ex-
citation assure la stabilité de l'erteur de prédiction et la stabilité de l'erteur d'estimation des 
paramètres sous certaines conditions présentées dans le théorème suivant [90] : 
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Théorème 3.1. Soit la classe de systèmes non linéaires qui peuvent être écrits sous la forme 
suivante : 
X =  AcX + >^ o(w, y) +  *(w, y)9{t) + ^{u,  y)uj{t) 
( i . l ô ) 
y =  CcX 
telle que 
- 9{t)  =  [9i{t),  ,9p{t)\^  est le vecteur des paramètres inconnus qui sont supposés bomés 
et dont la borne est connue. 
- u){t)  =  [uJi{t),  ,ujm{t)]'-^  est le vecteur de perturbation exteme qui est inconnue mais 
bomée. 
- ^(u,y) est le vecteur régresseur qui doit être continue et dérivable de façon continue par 
rapport au temps avec une dérivée uniformément bomée. 
L'observateur de Marino est alors donné par 
X =AcX  +  ^o{u,y) +  '^{u,y)9it) +  Ky 
è =rq{t){y-Ccx) 
où r et K  sont les gains de l'observateur et q{t)  est une fonction de projection définie par 
l'équation (3.15). Dans ce contexte, si : 
- Ac,  ^(w, y), ^o{u,  y),  ^{u,  y)  et Ce sont connues, continues et uniformément bomées; 
- il existe T et  k e  M"^  telle que la condition de persistante d'excitation : 
rT+t 
/ 'il{u,y,T)'^'î/{u,y,T)dT>kIp  pour tout t  >  IQ  (3.20) 
est vérifiée, alors les erteurs de prédictions x — a; et d'estimation 9 — 9 sont ultimement bomées; 
c'est-à-dire que la norme de ces erteurs décroît en fonction du temps jusqu'à ce qu'elle soit 
inférieure à la borne ultime qui est directement liée à l'amplitude de la perturbation uj{t). 
Preuve : La preuve du théorème est présentée en détail dans [90]. 
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Selon le théorème 3.1, une des conditions suffisantes pour la stabilité de l'observateur de Ma-
rino est la continuité du vecteur régresseur ^(u, y) et l'assurance que ce vecteur soit dérivable 
de façon continue par rapport au temps et que sa dérivée soit uniformément bomée. Cette 
condition doit être satisfaite pour que les valeurs estimées des paramètres inconnus soient bor-
nées. 
Une deuxième condition est la persistance de l'excitation. Ceci veut dire que l'excitation 
doit être persistante (le signal ^(w, y) doit être suffisamment riche) pour que les estimations 
convergent vers des valeurs proches des valeurs réelles des paramètres inconnus. Plus de détails 
sur la condition de persistance d'excitation sont donnés dans [90]. 
3.5 Applicatio n de l'observateur de Marino pour l'identification d u modèle de frot-
tement GMS 
3.5.1 Introductio n 
Dans cette section, la méthodologie suivie pour appliquer l'observateur de Marino afin d'iden-
tifier le modèle de frottement GMS sera présentée. En effet, le modèle de frottement sera réécrit 
sous une autre forme qui respecte les hypothèses de l'observateur de Marino. De plus, puisque 
le modèle GMS n'est pas linéaire par rapport aux paramètres inconnus, une approximation 
linéarisante sera proposée, discutée et enfin validée par voie de simulation. Cette approxima-
tion, combinée à une linéarisation de la fonction de Stribeck, permettra de rendre le modèle 
GMS linéaire par rapport à ses paramètres mais perturbé par les erteurs de linéarisation. La 
robustesse de l'observateur de Marino permettra d'assurer la stabilité de l'estimateur malgré 
ces perturbations. 
3.5.2 Applicatio n de l'observateur de Marino 
La dynamique du système de la figure 3.1 est donnée par 
Mv =  u-F  (3.21) 
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où M est la masse du corps, v est son accélération, u  est la force exteme exercée sur le corps 
et F est la force de frottement que nous supposons décrite par le modèle GMS. 
Hypothèse 3.1. Le frottement visqueux est supposé négligeable. 
Cette hypothèse sera vérifiée lors de la simulation et des expérimentations par l'utilisation de 
vitesses faibles. L'objectif de cette hypothèse est de ne pas alourdir la procédure d'identifica-
tion avec un terme qui est linéaire en fonction de la vitesse et donc facile à identifier. 
Hypothèse 3.2 . I l est supposé que le modèle de frottement GMS est caractérisé par un seul 
élément. Ceci veut dire que A ' ^ = l e t a = ai = l. 
Cette hypothèse est introduite pour simplifier le modèle de frottement et limiter le nombre de 
paramètres à identifier. De plus, cette hypothèse permet d'utiliser seulement deux fonctions de 
commutation. 
Hypothèse 3.3. Les paramètres du modèle de frottement GMS sont constants et bomés. 
Hypothèse 3.4. Le signal de vitesse v{t) est bomé. 
Dans le cadre de cette thèse, les paramètres du modèle de frottement GMS sont supposés 
constants. Cependant, l'estimateur pourtait fonctionner lorsque les paramètres varient lente-
ment (voir équation (3.12)) [90]. 
Grâce à l'hypothèse 3.2, le modèle de frottement, décrit par les relations (3.1) à (3.4), peut être 
réécrit sous la forme suivante : 
- Si le système est en préglissement, la dynamique de la force de frottement est : 
dF , 
- = kv  (3.22) 
jusqu'à ce que F = S{v) (première fonction de commutation). 
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- Si le système est en glissement, la dynamique de la force de frottement est : 
jusqu'à ce que la vitesse passe par zéro (deuxième fonction de commutation). 
Maintenant, la première étape consiste à réécrire le modèle de frottement GMS sous une forme 
qui respecte les hypothèses de l'observateur de Marino. 
En préglissement : 
En régime de préglissement et d'après l'équation (3.22), la dynamique de la force de frottement 
peut s'écrire sous la forme suivante : 
F =  kv  (3.24) 
En posant x =  F et9st  —  k,  l'équation (3.24) peut s'écrire comme suit : 
X =^gt{u,v)9gt 
y = CcX 
(3.25) 
où Ce = 1 et '^st{u, v) =  V. 
Il est à noter que même si ^^j dépend de w et de f plutôt que de w et de y (voir théorème 
3.1), le théorème de Marino reste valide. En effet, la preuve donnée dans [90], est directement 
fondée sur un lemme qui assume de façon générale que le système est variant. Ce qui permet 
de considérer '^gt  comme une fonction de u et du temps par l'entremise de la vitesse v{t). 
En glissement : 
Selon les équations (3.6) et (3.23), la dynamique de la force de frottement, durant le régime de 
glissement, est donnée par 
F ^  sign{v)C[l-  ——] 
siqn(v) (  \  \i.l^) 
= ^r^'  C[sign{v)ac  + sign{v)(ag  -  ac)e-^^""  - F) 
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Le problème de cette formulation est qu'elle n'est pas linéaire par rapport aux paramètres 
du modèle alors que selon l'équation (3.10), la formulation doit être linéaire afin d'appliquer 
l'observateur de Marino. 
Donc, pour rendre la formulation linéaire par rapport aux paramètres inconnus, deux approxi-
mations sont introduites : 
i.. , •< . • . > • signiv)  1 
Al la première approximation consiste a approximer ^. . par —, ou o^ est une constante 
S{v) gm 
qui représente une valeur approximative de la fonction de Stribeck. Selon l'équation (3.6), il est 
clair que g^ G [ac ag].  Cette approximation est justifiée parce que selon l'équation (3.26), la dynamique de la force de frottement est représentée par une équation différentielle de premier 
ordre avec une "constante de temps" variante rit)  = où i; / 0 puisque le système 
sign{v)C 
est en glissement. 
Ainsi, cette "constante de temps" variante vérifie la condition suivante T{t)  G -;:,[ac (Js]  •  Sa 
variation est donc faible lorsque Og-ac'^ ac-  L'erteur de cette approximation peut facilement 
. ,. , signiv) 
être calculée en remplaçant ^. . r 
S{v) 
entre ce résultat et l'équation (3.26) : 
signiv) 1 
être calculée en remplaçant ^. . par — dans l'équation (3.26) et en calculant la différence 
S{v) gr, im 
Fdi = C 
• , , , •  ,  ,  F  S{v)  F 
sign{v) -  sign[v)—--  H 
-^ (^ j^ 9m  Qm 
(3.27) 
A2 la deuxième approximation consiste à linéariser l'expression e~^^'"  par rapport à 9g  au 
voisinage d'une valeur nominale 9^.  En effet, en utilisant la série de Taylor pour la fonction 
f{9s) =  e~^''" au voisinage de 9^ et  en considérant les termes d'ordre supérieure ou égale à 2 
comme erteur d'approximation, la fonction exponentielle peut être réécrite comme suit : 
fi9g) =e-'^^'  =f(e:')  +  l^{9g-9^) +  F,2 
= e-'^^'-v'e-'^^\9g-9^)  +  F,2 
= e-'^^'  + v'e-'^^'9^  -  v'e-'^^'9g  +  F,2 
= hi{u,  v)  + h2{u, v)9g +- Fd2 
(3.28) 
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où hi{u, v)  =  e ^'^^  +-  v'^e ^^'"^9^ et h2{u, v) = -v'^e  ^ "^^  sont deux quantités parfaitement 
connues et Fd2 est l'erteur due à la linéarisation. 
La linéarisation de la fonction exponentielle décrite par l'approximation A2 a déjà été intro-
duite dans la littérature [48, 49] afin d'estimer les paramètres du modèle de Stribeck. Cepen-
dant, l'approximation Al n'a, à notre connaissance, jamais été proposée auparavant. À la fin 
de ce chapitre, des simulations du modèle de frottement GMS ainsi que la validation de l'esti-
mateur avec cette approximation vont montrer la qualité de cette hypothèse simplificatrice. 
Propriété 3.4 . L'erteur d'approximation F^i est bomée parce que la force de frottement est 
bomée (Propriété 3.2) et la fonction de Stribeck S{v)  est également bomée. En effet, l'erteur 
décrite par l'équation 3.27 est bomée lorsque F est bomée. 
Propriété 3.5. L'erteur de linéarisation Fd2  est bomée parce que les paramètres du modèle et 
la vitesse sont supposés bomées. 
L'application des approximations Al et A2 au modèle de glissement décrit par l'équation (3.26) 
transforme le système sous la forme suivante : 
F = — C i sign{v)ac +  sign{v){ag -  ac){hi{u,v)  -\-  h2{u,v)9g -\-  Fd2)  - F ) + F^i 
T^C • / N C(7c . / M / \ Ca .  ,  .,  ,  .  Ca9s 
= —t  1- sign[v) \-  sign{v)hi{u, v)  h sign[v)h2{u, v)  h Fp 
9m 9m  gm.  9m 
(3.29) 
où cr = cJs — (Je et FD  = Fd2 —sign{v) +-  F^i  est l'erteur d'approximation causée par Al et 
9m 
A2. 
D'après l'équation (3.29) et grâce aux deux approximations proposées, la dynamique de la 
force de frottement durant le régime de glissement est maintenant linéaire par rapport aux 
paramètres inconnus. Ces deux approximations ont cependant introduit une perturbation bomée 
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dans la formulation. Selon le théorème 3.1, si la condition de persistance de l'excitation est 
vérifiée, cette perturbation ne rendra pas l'estimateur instable mais pondérera l'amplitude de 
l'erteur d'estimation en régime permanent. 
À partir de l'équation (3.29), en posant 
9si 
C Car  Ca  Ca9g^^ 
(3.30) 
,9m. 9 m 9 m. 9m 
<i'gi{u,v) =  [-F,  sign{v),  sign{v)hi{u,v),  sign{v)h2{u,v)]  (3.31) 
ainsi que x —  F,  le modèle du frottement en glissement peut s'exprimer de la façon suivante : 
X =^gi{u,v)9gi  +  FD 
y =  CcX 
où Ce = 1 
Les formulations du modèle en préglissement (3.25) et en glissement (3.32) doivent maintenant 
être combinées. Pour ce faire, la variable de commutation Q{t) est définie de la façon suivante : 
Oit) = 0 si le système est en glissement. 
^ (3.33) 
Q{t) = 1 si le système est en préglissement. 
Ainsi, selon les équations (3.25), (3.32) et (3.33), la formulation complète de la dynamique du 
système est donnée par : 
X = ibiu,v)9  +•  ujit) 
(3.34) 
y = CcX 
on 9 = [9l,9jf,i>{u,v)  =  S,2{t)  = (1 - Q{t))S,{t)  +  Q{t)S2{t) etuj{t)  = (1 - Q{t))ujg{t) 
avec Si{t) = [IIJSI{U,V)  0], S2{t) =  [0 ^gt{u,v)]  etujg{t)  =  FD-
De cette façon, grâce à la variable de commutation Q{t),  les deux régimes de frottement ont 
été combinés dans une seule équation. Cette dernière respecte la fornie suggérée par Marino 
dans laquelle, on a ^c = 0 et *o(w, v) =  0. Toutefois pour appliquer l'observateur de Marino, 
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il faut respecter une condition supplémentaire : la continuité du vecteur régresseur ip{u,v)  de 
l'équation (3.34) et l'assurance qu'il soit dérivable de façon continue et que sa dérivée soit 
bomée. Or, selon la constmction du vecteur régresseur (équation (3.31)), la fonction ^S/(M, V) 
n'est pas continue à cause de l'opérateur signe. Qui plus est, même si la propriété 3.1 assure 
la continuité du modèle lors des commutations des régimes de glissement et de préglissement, 
les approximations Al et A2 peuvent ajouter des discontinuités lors des commutations. 
Pour palier à ce problème, un filtre est appliquée de part et d'autre de l'égalité de l'équation 
(3.34) qui décrit le modèle. Ainsi, l'égalité sera maintenue, mais les discontinuités disparaîtront 
grâce au filtre. Le filtre garantira de surcroît que le régresseur sera dérivable de façon continue 
et que sa dérivée sera bomée. Cette technique est couramment utilisée lors de l'identification 
des systèmes. Elle est utilisée, en particulier, pour éviter les mesures des dérivés des signaux 
[91]. Pour annuler toute dépendance du modèle filtré aux paramètres filtrés, il est également 
nécessaire de respecter l'hypothèse 3.3 (les paramètres sont supposés constants). 
Pour assurer la condition de continuité du régresseur filtré et de sa dérivée, le filtre choisi est 
une cascade de deux passe-bas de premier ordre avec des fréquences de coupure ujd et ujc2 • La 
fonction de transfert dans le domaine de Laplace de chacun de ces filtres est donnée par : 
H^{s) = ^"  pour 2 = 1,2 (3.35) 
s +U)ci 
En appliquant ce filtre à deux étages, le modèle de frottement prend la fortne filtrée suivante ; 
xp =  épiu,v)9 +  u>Fit) 
(3.36) 
yp =  CcXp 
où l'indice F désigne que les signaux sont filtrés. 
Il est important de noter que, d'une façon générale, lorsqu'on filtre un signal u{t) à l'aide d'une 
cascade de deux filtres, le signal filtré s'écrit sous la forme suivante : 
Ufit) = hi{t)  *  uit) premier étage 
(3.37) 
up{t) = h2{t)  * Uf{t) deuxième étage 
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où /il [t) est la réponse impulsionnelle du premier étage du filtre, h2{t) est la réponse impulsion-
nelle de son deuxième étage et * représente la convolution temporelle. Ainsi, dans le système 
d'équations (3.36), chaque signal filtré respecte l'équation (3.37). 
Propriété 3.6. Selon les propriétés 3.5 et 3.4, la perturbation ujpit)  est bomée parce qu'elle 
est une somme de deux quantités bomées filtrées. 
Grâce à cette propriété et à l'approche de filtrage, toutes les conditions d'application de l'ob-
servateur de Marino sont vérifiées lorsqu'on considère que les signaux sont suffisamment riche 
pour respecter la condition de persistance de l'excitation (équation (3.20)). Ainsi, il est possible 
de constmire l'observateur de Marino comme suit : 
X = -KCcX  +  ^p{u, v)è  •+  Kyp 
(3.38) 
è =T^ljp{u,v)'^{yp-Ccx) 
où A' et r sont les gains de l'observateur. L'équation de la dynamique de l'erteur d'estimation 
est alors donnée par 
X =  —KCcX  + iljp{u, y)9 —  ujp(t) 
9 =-rijp{u,y)'^CcX 
oùx =^  X  — Xp etO = 9 — 9. 
Il est très important de noter que la stabilité de cette équation est étudiée par Marino [90] et la 
convergence des paramètres estimés est prouvée avec la condition de persistance d'excitation. 
Ceci, met en valeur l'approche proposée dans cette thèse par rapport aux autres méthodes 
d'identification proposées dans la littérature. En effet, ces méthodes utilisent généralement des 
approches hors ligne qui ne nécessitent pas nécessairement d'étude de stabilité puisqu'ils sont 
fondées sur des techniques d'optimisation. 
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3.6 Étud e des fonctions de commutation 
3.6.1 Fonctio n de commutation idéale 
Le modèle de frottement GMS est composé de deux régimes dont chacun est caractérisé par 
une équation dynamique de la force de frottement. Ces deux régimes sont le préglissement et 
le glissement. Les fonctions de commutation assurent la transition d'un régime à l'autre selon 
des conditions précises. En effet, selon les équations (3.22) et (3.23), le passage du régime de 
préglissement au régime de glissement est assuré par une condition d'égalité entre la valeur 
de la force de frottement, à l'instant de transition, et celle de la fonction de Stribeck au même 
instant, c'est-à-dire lorsque 
F{t)^k j  vdt  +  F{ti) =  S{v)  (3.40) 
Jti 
où ti est l'instant de commutation du régime de glissement au régime de préglissement précé-
dant; ce qui représente le temps cortespondant au demier passage de la vitesse par zéros. 
Quant à la transition du régime de glissement au régime de préglissement, elle est dictée par la 
condition de passage de la vitesse par zéro. 
La fonction de commutation idéale traduit ces conditions de transition entre les deux régimes. 
Sur le plan pratique, la transition du régime de glissement au régime de préglissement est facile 
à détecter parce que la vitesse est une variable mesurable alors que la transition du régime de 
préglissement au régime de glissement pose un problème parce que la condition F = S{v)  n'est 
pas entièrement connue à priori. En effet, la fonction de Stribeck S{v)  dépend des paramètres 
à estimer (voir équation (3.6)). 
Ainsi, la fonction de commutation idéale ne peut pas être mise en oeuvre pour la procédure 
d'identification. 
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3.6.2 Fonctio n de commutation approximé e 
Pour palier à ce problème, nous proposons une approximation de la condition de commuta-
tion entre les régimes de préglissement et de glissement. Cette condition est constmite en trois 
étapes : la première étape consiste à trouver une valeur à priori k  du coefficient de raideur k. 
Elle peut être déterminée par un essai en régime de préglissement [31]. En effet, pour déter-
miner le coefficient du raideur k,  un essai à très faible vitesse peut être fait afin de tracer la 
caractéristique du frottement en fonction du déplacement (courbe d'hystérésis en régime de 
préglissement). La mesure de la pente autour de zéro donne la valeur du coefficient de raideur 
en régime de préglissement. 
La deuxième étape consiste à trouver une valeur à priori âc  du coefficient de frottement de 
Coulomb. Cette valeur peut être déterminée par une identification hors ligne spécifique [40]. 
La dernière étape consiste à approximer la fonction de commutation (3.40) par l'inégalité sui-
vante : 
/ 
Jti 
kvdt +-  acSign{v{t^ )) > âe+ (3.41) 
où ti est l'instant de commutation au régime de préglissement précédant, c'est-à-dire lorsque la 
vitesse est passée par la valeur zéro alors que t~ est un instant qui précède l'instant ti  de façon 
infinitésimale . 
Le paramètre âc'^ est défini par : 
(Jc'^ =  (fc + e (3.42) 
où £ est une constante positive infinitésimale. 
La quantité âcSign{v{t~)) est introduite pour approximer la condition initiale F{ti) tandis que 
la quantité âc"^  est introduite pour approximer la fonction de Stribeck S{v).  La quantité e  est 
pour sa part introduite pour éviter que la condition de commutation approximative soit satisfaite 
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dès le début de l'intégration lors de la mise en oeuvre. En effet, à l'instant ti,  la condition 
devient Oc >  ac. Ce qui pourtait être artificiellement vérifiée à cause de la numérisation. 
3.6.3 Fonction de commutation estimé e 
La fonction proposée dans le paragraphe précédent permet d'approximer la commutation idéale 
du régime de préglissement au régime de glissement durant toute la procédure d'estimation. 
Les approximations utilisées ne sont cependant pas d'une grande précision puisqu'elles sont 
fondées sur une connaissance à priori mais simpliste du frottement. Dans ce paragraphe, une 
deuxième fonction est proposée pour approximer de façon plus juste la commutation à par-
tir de l'ensemble des paramètres estimés. Cette condition n'est pas basée directement sur les 
paramètres estimés du modèle mais plutôt sur l'estimation du vecteur thêta des paramètres re-
formulés (équations (3.25), (3.30) et (3.32)). Pour ce faire, la condition de commutation (3.40) 
est d'abord reformulée en fonction du modèle de Stribeck linéarisé selon l'approximation A2 : 
F > âcsign{v) +  âsign{v)hi{v) —  â9gSign{v)h2{v) (3.43) 
où hi{v) et h2{v) sont les deux quantités introduites dans l'équation (3.28). 
Pour assurer la compatibilité avec le vecteur des paramètres 9, la condition (3.43) est multipliée 
C de part et d'autre de l'inégalité par la quantité positive —. 
9m 
C 
F > 
C C  C  ~ 
—âcSign{v) H âsign{v)hi{v)  â9ssign{v)h2{v) 
9m. 9m. 9m 
Ainsi, l'équation (3.44) est équivalente à l'équation suivante 
^ i F > 62sign{v) +- 93sign{v)hi{v) — 94sign{v)h2{v) 
(3.44) 
(3.45) 
qui est uniquement fonction des éléments du vecteur 9. 
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3.7 Simulations 
Dans cette section, les résultats de simulation pour l'identification du modèle de frottement 
GMS en se basant sur la mesure de la force de frottement sont présentés. 
Les résultats de la simulation seront présentés en quatre parties : la première partie sera consa-
crée à la validation de l'approximation Al proposée à la section 3.5. La deuxième partie traitera 
de l'identification du modèle de frottement GMS en considérant la fonction de commutation 
idéale. Quant à la troisième partie, elle traitera de l'identification du même modèle de frot-
tement avec la fonction de commutation approximée proposée à la section 3.6. Une étude 
comparative sera finalement présentée en regard de la force estimée à partir du vecteur 9 et des 
approximations proposées du mécanisme de commutation. La quatrième partie est consacrée à 
la validation globale de l'approche. 
3.7.1 Validatio n de l'approximation 
Dans cette section, une validation sommaire de l'approximation Al proposée à la section 3.5 
de la page 67 est présentée. Pour ce faire, le système de la figure 3.1 est d'abord simulé avec le 
frottement réel en utilisant les équations exactes (3.1) et (3.2) puis avec le frottement approximé 
(basé sur l'approximation Al) (voir figure 3.5). Le signal de vitesse est donné par : v{t) = 
0.1sin(27r^). Le tableau 3.1 présente l'ensemble des paramètres utilisés pour cette validation. 
Vitesse 
Modèle de frottement réel 
équations (3.22) et (3.23) 
Modèle de frottement 
approximé 
(Approximation Al) 
+ 
ç 
Erreur de 
S. frottement 
Figure 3.5 Schém a de la procédure de la validation Al. 
Tableau 3.1 Valeurs des paramètres pour la validation 
Paramètres 
Oc 
0-,, 
c 
0, 
M 
k 
9m 
Valeurs 
10 
15 
24 
10* 
1 
5 X 10 ^ 
10 
Unités 
N 
N 
N/s 
s^ jrr? 
Kg 
Njin 
N 
15 
-10 
VJ 
I I ! 1 
! t 
! i 
! I 
t I 
I I 
I I 
! I 
I I 
k 
t ! 
I I 
t I 
i 1 
I I 
I I 
I I 
i I 
I I 
I 
I 
Frottement rée l 
- Frottement approxim é 
T 
!V.. i ^ - j 
( t 
1 / 1 
If' 
, ' i i ' T t ,n 
4 5  6 
Temps (s) 
Figure 3.6 Forc e de frottement réell e et approximée. 
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La figure 3.6 présente le frottement réel tandis que la figure 3.8 présente l'erteur entre les forces 
de frottement réelle et approximée. L'amplitude de l'erteur due à l'approximation ne dépasse 
pas 0.02A''. Cette erteur est de l'ordre de 0.2% de l'amplitude du frottement. 
En terme d'erteur, le tableau 3.2 présente les valeurs RMS des erteurs de frottement entre le 
frottement réel et le frottement approximé. Ces erteurs sont calculées selon les valeurs de gm 
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1 \ 
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i ^ 
^ . t • 
1 
., 1  , 
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"* — 
' 
- T 
Frottement rée l 
- Frottemen t approxim é 
-
{ 
y 
\ 
y; 
2.05 2. 1 21 5 2. 2 2  25 2. 3 2.3 5 2. 4 2.4 5 2. 5 
Temps (s) 
Figure 3.7 Forc e de frottement réell e et approximée (Agrandissement) . 
(c"c < ^m < (ys)-  Ainsi, D'après ce tableau, les erteurs RMS sont quasi identiques quelques soit 
la valeur de gm- La valeur de gm utilisée pour approximer la fonction de Stribeck n'engendre 
pas un grand écart entre la force de frottement exacte basée sur le modèle réel et le frottement 
approximé basée sur l'approximation Al. 
Ainsi, selon ces résultats, l'approximation proposée engendre une erteur d'amplitude très faible 
comparativement à celle de la force de frottement indépendamment de la valeur de gm- Cette 
validation sommaire sera confirmée par la simulation de l'estimateur présentée à la section sui-
vante. 
3.7.2 Estimateur à l'aide de la fonction de commutation idéale 
La simulation de cette partie est basée sur le système de l'équation (3.21). Les données nu-
mériques sont présentées dans les tableaux 3.3 et 3.4. Le signal d'excitation est utilisé de telle 
manière à imposer un comportement de la vitesse sous la forme d'une modulation d'amplitude 
d'un signal sinusoïdal décrit par l'équation suivante : v = 0.01sm(0.27rt -I- 0.025)sm(27rt) 
(voir figure 3.9). 
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Figure 3.8 Erreu r de frottement. 
Tableau 3.2 Effet de la valeur de gm sur l'approximation de frottement 
Valeur de gm 
gm = Oc 
gm -  l-loc 
gm =  l-2oc 
gn, = l.ScTc 
9m =  l-iOc 
9m = 1.5ac = as 
Erreur RMS 
0.0433 
0.0361 
0.0336 
0.0349 
0.0379 
0.0421 
Cette modulation est introduite afin de favoriser le respect de la condition de la persistante 
d'excitation permettant ainsi, une convergence des paramètres estimés. 
La figure 3.10 représente le schéma de la réalisation de cette simulation. 
Les valeurs numériques utilisées pour les simulations sont des valeurs tirées de la littérature 
[35, 25]. Pour les gains de l'observateur, ils ont été choisis par essai-erteur. Les gains trouvés 
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sont les suivants 
et 
/ 
r = 
8 x 10^  
0 
0 
0 
0 
0 
9 X 10^  
0 
0 
0 
0 
0 
10« 
0 
0 
0 
0 
0 
10^ 6 
0 
0 
0 
0 
0 
10^ ^ 
K = (10^) 
(3.46) 
(3.47) 
Ces gains sont élevés pour la simple raison que les signaux de l'observateur sont très faibles. 
On rappelle que dans cette section la fonction de commutation qui assure la transition du régime 
de préglissement au régime de glissement est celle décrite par l'équation (3.40). Elle n'est donc 
pas réalisable puisqu'elle nécessite la connaissance à priori des paramètres du modèle. Qui 
plus est, même si l'estimateur est formulé à partir du modèle approximatif et filtré présenté à 
la section 3.5, la simulation du frottement réel s'appuie, quant à elle, sur le modèle GMS sans 
aucune approximation. Cette simulation exacte servira à comparer et à valider les résultats de 
l'estimateur. 
Figure 3.9 Signa l d'excitation (vitesse) . 
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Commande Modèle de frottement réel 
équations (3.22) et (3.23) 
, Frottement i^ el 
. Vitesse 
- • Commutation idéale 
Estimateur de Marino 
équation (3.38) et (3.40) 
Construction du 
frottement estimé 
équation (3.34), Q)(f) = 0 0=6 
Frottement estimé 
• 
Paramètres estimés 
Figure 3.10 Schém a de simulation de l'observateur avec une 
fonction de commutation idéale . 
Tableau 3.3 Valeurs des paramètres de simulation 
Paramètres 
(Te 
Os 
C 
Os 
M 
k 
^cl 
UJcl 
Valeurs 
10 
15 
24 
10^ 
1 
5 X 10^ 
10 
100 
Unités 
N 
N 
N/s 
s^ jw?-
Kg 
N/m 
rad/s 
rad/s 
Les figures 3.11, 3.12, 3.13 et 3.14 présentent les valeurs réelles et estimées des paramètres 
du régime de glissement. D'après ces figures, les valeurs estimées convergent vers des valeurs 
proches des vraies valeurs. En effet, à cause des approximations Al et A2 introduites au ré-
gime de glissement pour rendre la formulation linéaire par rapport aux paramètres inconnus, 
l'estimation des paramètres est basée sur un modèle approximé du modèle réel. Ceci explique 
les erteurs d'estimations non nulles. 
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Tableau 3.4 Valeurs des paramètres à estimer 
Paramètres 
di 
02 
O3 
04 
05 
Valeurs réelles 
2.4 
24 
12 
12 X  10 ^ 
5 x 10^ 
Valeurs initiales 
1.2 
12 
6 
9 x lO"* 
2.5 X  10^ 5 
Unités 
s - i 
N/s 
N/s 
Ns/m^ 
N/m 
(N
) 
CD" 
3.5 
3 
2.5 
2 
1.5 
1 
0.5 
0 
-0.5 
-1 
C 
' 
-
-
^^•"^ 
) 50 0 
' 
1000 
temps(s) 
' 
1500 
• 
20 00 
Figure 3.11 Valeur s réelle et estimée de dx. 
Selon l'équation (3.32), les approximations introduites pour la formulation du régime de glis-
sement sont à l'origine des perturbations ajoutées au modèle de frottement et selon Marino 
et al. [90] (voir théorème 3.1), si le système présente des perturbations bomées alors les er-
reurs d'estimations ne sont pas nulles, mais convergent uniformément dans une boule centrée 
à l'origine et dont le rayon dépend des bomes de la perturbation. 
En ce qui concerne la valeur estimée du paramètre du régime de préglissement (^5), elle est pré-
sentée à la figure 3.15. Selon cette figure, on remarque que la valeur estimée est très proche de 
la vraie valeur mais qu'elle n'est pas exactement identique. En effet, même si le modèle de pré-
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Figure 3.12 Valeur s réelle et estimée de 62. 
Figure 3.13 Valeur s réelle et estimée de ^3. 
glissement est linéaire par rapport au paramètre inconnu k  et  que par conséquent l'estimateur 
est basé sur un modèle exact, la perturbation du régime de glissement a un effet dynamique sur 
l'estimateur qui se répercute non seulement sur l'instant présent, mais aussi dans le futur lors-
qu'il y a commutation au régime de préglissement. L'estimateur en régime de préglissement 
est donc affecté par la perturbation du régime de glissement. 
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! 
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Figure 3.14 Valeur s réelle et estimée de ^4. 
5.5 
5 
4.5 
=° 3. 5 
3 
2.5 
2 
c 
X 10^ 
r 
'•r 
• 
-
) 500 1000 
temps(s) 
1500 20 00 
Figure 3.15 Valeur s réelle et estimée de Q^. 
La figure 3.16 représente le frottement réel et le frottement estimé (calculé à partir des para-
mètres estimés) alors que la figure 3.17 représente l'erteur de prédiction qui est la différence 
entre le frottement réel et le frottement estimé. On remarque, selon ces figures, que malgré 
que l'estimateur est basé sur un modèle de glissement approximé (équations (3.31) et (3.32)), 
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Figure 3.16 Courbe s du frottement rée l (ligne pleine) et du 
frottement estimé (ligne en pointillé). 
-0.05 
1990 1992 1994 199 6 
temps(s) 
1998 2000 
Figure 3.17 Erreu r d'estimation d u frottement. 
l'erteur d'estimation du frottement est très proche de zéro. En effet, cette erteur ne dépasse pas 
0.04 N. 
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Il est à noter que la force de frottement estimée est calculée à partir des valeurs estimées des 
paramètres et que l'observateur de Marino est basé sur un modèle approximé alors que le 
frottement réel est calculé à partir du modèle exact. 
On peut dire que l'estimateur de Marino, en présence de perturbation bomée, adapte les para-
mètres estimés de façon à réduire l'erteur de prédiction. 
3.7.3 Estimateu r à partir de la fonction de commutation approximé e 
Dans cette section, les résultats de simulation de l'identification des paramètres du modèle de 
frottement seront présentés. Contrairement à la section précédente, la fonction de commutation 
est maintenant approximée selon la condition simplifiée de la section 3.6.2 (équation (3.41)). 
Pour cette approximation, il est cependant nécessaire d'avoir une connaissance à priori des 
paramètres A; et Oc. Ces paramètres sont directement tirés du tableau 3.3. 
Ainsi, dans ce qui suit, les résultats de simulation seront présentés et l'effet de la commutation 
approximée sur les performances de l'estimateur sera étudié. 
La procédure de la réalisation de cette simulation est présentée sur la figure 3.18. 
Commande Modèle de frottement réel 
équations (3.22) et (3.23) 
commutation 
approximée 
équation (3.41) 
Estimateur de Marino 
équation (3.38) 
. Frottement réel 
.Vitesse 
-•Commutation idéale 
Construction du 
frottement estimé 
équation (3.34). (0(0 = 0 0 = 6 
Frottement estimé 
• 
Paramètres estimés 
Figure 3.18 Schém a de simulation de l'observateur ave c une 
fonction de commutation approximée . 
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Figure 3.19 Fonction s de commutation idéale et approximée. 
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Figure 3.20 Fonction s de commutation idéale et approximée (agrandissement) . 
Les deux courbes (Figures 3.19 et 3.20) présentent les fonctions de commutation idéale (équa-
tion (3.40)) et approximée (équation (3.41)). Selon ces deux courbes, les deux fonctions de 
commutation se superposent à l'instant de transition du régime de glissement au régime de 
préglissement qui est caractérisé par le passage de la vitesse par zéro (voir figure 3.20). Par 
contre, la transition du régime de préglissement au régime de glissement selon la fonction de 
commutation approximée se fait légèrement avant la transition réelle (figure 3.20). 
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Figure 3.21 Valeur s réelle et estimée de 6i. 
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Figure 3.22 Valeur s réelle et estimée de ^2-
Les figures 3.21, 3.22, 3.23 et 3.24 représentent respectivement les valeurs réelles et estimées 
des paramètres 9i,  92,  ^3, et ^4. D'après ces figures, on remarque que les valeurs estimées 
convergent vers des valeurs proches des vraies valeurs des paramètres. Ceci est dû principale-
ment aux approximations Al et A2 introduites au régime de glissement (équation (3.29)). De 
plus, une troisième approximation est ajoutée au niveau de la fonction de commutation. Toutes 
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Figure 3.24 Valeur s réelle et estimée de O4. 
ces approximations engendrent des erreurs de modélisation qui sont introduites au niveau de 
l'estimateur sous forme d'une perturbation. 
En ce qui concerne la valeur estimée du paramètre A; (^5), présentée sur la figure 3.25, elle 
converge également vers une valeur assez proche de la vraie valeur du paramètre. 
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Figure 3.25 Valeur s réelle et estimée de 65. 
Les frottements estimé (calculé à partir des valeurs estimées des paramètres et basé sur la fonc-
tion de commutation approximée (équation (3.41))) et réel sont présentés à la figure 3.26. Pour 
mettre en évidence la différence entre les deux frottements, un agrandissement est présenté à 
la figure 3.27 et l'erreur d'estimation est présentée à la figure 3.28. 
Figure 3.26 Frottement s rée l et estimé. 
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Figure 3.27 Frottement s réel et estimé (agrandissement). 
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Figure 3.28 Erreu r de frottement . 
En ce qui concerne l'amplitude de l'erreur, elle est plus importante que celle obtenue avec une 
fonction de commutation idéale. La Figure 3.27 montre que l'approximation de la fonction de 
commutation semble affecter davantage la reconstmction de la force de frottement à partir des 
paramètres estimés que l'estimation des paramètres proprement dit. 
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L'observateur de Marino estime donc de façon assez précise les paramètres du modèle. Pour 
cette raison, la section suivante compare la reconstmction de la force de frottement estimée à 
partir des commutations idéale, approximée et estimée. 
3.7.4 Validation 
Dans cette section, une validation de la reconstruction de la force de frottement estimée est 
présentée. Une étude comparative des trois fonctions de commutation est présentée afin de 
déterminer leur effet sur la précision de la force reconstruite à partir des paramètres estimés. 
Pour ce faire, une fois que les paramètres du modèle de frottement sont identifiés à l'aide 
de la fonction de commutation approximée (équation (3.41)) selon la procédure de la section 
précédente, un signal de vitesse aléatoire est utilisé pour reconstmire trois forces de frottement 
basées sur les trois fonctions de commutation (idéale, approximée et estimée). Les erreurs entre 
la force de frottement réelle et les trois forces ainsi constmites sont déterminées et comparées. 
10 
Temps (s) 
Figure 3.29 Signa l d'excitation pou r la validation. 
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Le signal d'excitation utilisé pour valider l'approche d'identification est une vitesse aléatoire 
de telle manière à obtenir une force de frottement indépendante de celle utilisée lors de l'iden-
tification. Le signal de vitesse utilisé est présenté sur la figure 3.29. 
En utilisant les valeurs moyennes des estimés des paramètres du modèle de frottement, les 
forces de frottement estimées basées respectivement sur la fonction de commutation idéale 
(équation 3.40), puis la fonction de commutation approximée (équation (3.41)) et finalement 
sur la fonction de commutation estimée (équation (3.45)) sont construites. Ces trois forces 
de frottement avec celle du frottement réel sont présentées sur la figure 3.30. Afin de mieux 
visualiser les différentes courbes des forces de frottement, un agrandissement est présenté sur 
la figure 3.31. 
20-
5 -
0 -
- 5 -
- 1 0 ^ 
-15 t 
lihhl 
m ri 
Frottement réel 
Frottement estimé (si) 
• - '  - •  Frottement estimé (sa) 
Frottement estimé (se) 
1 S) 
m n PH 
\ 
10 2 0 3 0 4 0 5 0 6 
s 
0 
Figure 3.30 Courbe s de frottement rée l et frottements estimé s 
selon le type de commutation. 
Il est à noter que sur la légende des figures 3.30 et 3.31, l'abréviation 'si' est utilisée pour 
signifier 'commutation idéale', 'sa' pour signifier 'commutation approximée' et finalement 'se' 
pour signifier 'commutation estimée'. 
D'après la figure 3.30, les différentes forces de frottement estimées suivent la force de frot-
tement réelle, mais avec une certaine marge d'erreur qui dépend étroitement du type de la 
fonction de commutation utilisée. Plus en détail, selon la figure 3.31, les forces de frottement 
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selon le type de commutation (agrandissement) . 
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Figure 3.32 Erreu r de frottement selo n le type de commutation. 
estimées selon les fonctions de commutation idéale et estimée sont beaucoup plus proches de 
la force de frottement réelle comparativement à la force de frottement estimée basée sur la 
commutation approximée. 
En terme d'erreur, il est clair sur les figures 3.32 et 3.33 que les erreurs entre la force de frot-
tement réelle et celles basées sur la commutation idéale et estimée sont plus petites que celle 
basée sur la commutation approximée. De plus, les trois types d'erreurs deviennent égaux après 
une certaine durée lors du régime de glissement. Ceci peut être expliqué par le fait que si la 
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Figure 3.33 Courb e de l'erreur de frottement selo n le type de 
commutation (agrandissement) . 
durée du régime de glissement est assez longue, l'estimateur de Marino arrive à estimer la force 
de frottement indépendamment du type de la fonction de commutation parce que cette dernière 
affecte principalement la transition du régime de préglissement au régime de glissement. 
Ainsi, l'approche proposée dans ce chapitre a été validée et ses performances sont assez bonnes 
grâce à l'introduction de la fonction de commutation estimée. En effet, la procédure d'identi-
fication se fait en trois étapes : la première étape consiste à trouver des valeurs à priori du 
coefficient de raideur k  et du paramètre de Coulomb ac afin de constmire la fonction de com-
mutation approximée. La deuxième étape consiste à estimer tous les paramètres inconnus en se 
basant sur cette fonction de commutation approximée. Finalement à l'aide des paramètres iden-
tifiés, la fonction de commutation estimée est utilisée pour reconstruire la force de frottement 
estimée. 
3.8 Conclusion 
Dans ce chapitre un estimateur de Marino basé sur le modèle de frottement GMS est formulé 
en supposant que le signal de la force de frottement est accessible. Pour ce faire, d'une part 
95 
la fonction de Stribeck a été linéarisée et d'autre part une approximation linéarisante du mo-
dèle GMS dans le régime de glissement a été proposée. Une approximation de la fonction 
de commutation a également été proposée pour compléter la formulation. Ces approximations 
ont engendré des perturbations bomées qui ont affecté l'équation dynamique de la force de 
frottement. D'après les résultats de simulation obtenus, la force estimée semble davantage af-
fectée par ces approximations que les paramètres estimés. En particulier, l'approximation de 
la fonction de commutation affecte considérablement la force estimée mais semble affecter de 
façon moins significative les paramètres estimés. Pour compenser cet effet néfaste sur la re-
constmction de la force de frottement estimée, une seconde approximation de la fonction de 
commutation à partir des paramètres estimées a été proposée puis valider par simulation. Les 
résultats confirment que la force de frottement reconstmite à partir de la fonction de commuta-
tion estimée à partir des paramètres (obtenu à l'aide de l'estimateur accompagné de la fonction 
de commutation approximée) améliore de façon significative la qualité de la force estimée. La 
force reconstruire à l'aide de la fonction de commutation estimée est en fait très similaire à 
celle obtenue à l'aide de la fonction de commutation idéale. 
CHAPITRE 4 
IDENTIFICATION DU MODÈLE DE FROTTEMENT GMS AVEC CONSTRUCTION 
DE LA FORCE DE FROTTEMENT FILTRÉ E 
4.1 Introductio n 
Dans le précédent chapitre, une formulation pour l'identification du modèle de frottement GMS 
basée sur la mesure de frottement a été proposée. Toutefois, cette formulation nécessite un 
capteur de force qui, dans la plupart des applications, peut difficilement être installé de façon 
à mesurer la force de frottement. Qui plus est, ce capteur engendre des coûts supplémentaires 
lors de la mise en oeuvre d'un système de commande sans compter que lorsque la force de 
frottement est mesurée, elle devient facile à compenser sans avoir recourt à un estimateur. Pour 
ces raisons, dans ce chapitre, une extension de l'approche d'identification sera proposée. Cette 
extension vise à remplacer la mesure de la force de frottement par une reconstmction de ce 
signal à l'aide des signaux de commande et de vitesse. Cette reconstruction nécessitera un 
traitement particulier des signaux filtrés pour tenir compte de la fonction de commutation du 
modèle de préglissement au modèle de glissement. 
La stmcture du chapitre sera comme suit : Un bref rappel de la formulation de l'estimateur 
des paramètres s'appuyant sur la mesure de la force de frottement est d'abord présenté. La 
procédure de la construction de la force de frottement filtrée à partir des autres signaux mesurés 
est ensuite proposée. Une validation des performances de l'approche d'identification par voie 
de simulation est présentée à la fin du chapitre. 
4.2 Formulatio n du problème 
Il s'agit du même système que celui étudié au chapitre 3; c'est-à-dire, un corps de masse M 
qui glisse sur une surface sous l'action d'une force u  (voir figure 3.1). L'équation dynamique 
du système en mouvement est donc donnée par 
Mv = u-F (4.1 ) 
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où M est la masse du corps, v est sa vitesse, u est la force exteme appliquée et F est la force 
de frottement. Cette demière est décrite par le modèle GMS introduit au chapitre 3. 
Grâce aux approximations Al et A2 proposées au chapitre 3, le modèle GMS a été reformulé 
de façon à ce qu'il s'exprime sous une forme linéaire par rapport aux paramètres à estimer en 
admettant toutefois une perturbation non linéaire bomée. Le résultat de cette formulation est 
donné par (équation (3.34)) : 
X =il)iu,v)9  +  ujit) 
y =  CcX 
où X =  F  (la force de frottement). Ce  =  l,  9 =  [9ji,9ji]'^  est le vecteur des paramètres à 
estimer, ij{u, v)  =  S{t)  = (1 - Q{t))S,{t)  +-  Q{t)S2it) et  uj{t) = (1 - Q{t))ujg{t) 
avec Si{t) = [tpgi{u,v)  0], S2{t) =  [0 Mu,v)]  etijg{t)  = FD. 
Dans ces expressions, on rappelle que 9si est le vecteur des paramètres du modèle de glissement 
donné par l'expression (3.29), 9st — k est le paramètre du modèle de préglissement, ijjsiiu,  v) 
est le régresseur du modèle de glissement donnée par l'équation (3.31), jpst{u,v)  = v  est le 
régresseur du modèle de préglissement et FQ est la perturbation bomée donnée par l'équation 
(3.29). La variable Q{t), quant à elle, est utilisée pour indiquer la commutation des modèles de 
glissement et de préglissement (voir équation (3.33)). 
Au chapitre 3, l'application d'un filtre de deuxième ordre (équation (3.35)) aux deux côtés 
de l'égalité de la formulation (4.2) a permis de respecter la condition de continuité du vecteur 
régresseur de l'observateur de Marino et de sa dérivée. À titre indicatif, cette formulation filtrée 
(équation (3.36)) est donnée par 
Xp =  ihpiu,v)9+ ujp(t) 
(4.3) 
yp =  CcXp 
L'objectif est maintenant d'éliminer l'hypothèse que le signal de la force de frottement est dis-
ponible en reconstmisant cette force à partir des autres signaux disponibles. De façon générale. 
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cette reconstruction n'est pas causale. Cependant, la formulation filtrée donnée par l'équation 
(4.3) ne dépend pas de la force de frottement mais plutôt de la force de frottement filtrée. 
Comme l'explique la proposition suivante, le premier étage de cette force filtrée peut être re-
construite à l'aide d'une réalisation d'état particulière. 
Proposition 4.1. Pour le système de la figure 3.1, la force de frottement filtrée par Hi{s) peut 
être obtenue à partir des deux signaux uetv à  l'aide d'une réalisation d'état de premier ordre. 
Preuve : L'équation dynamique du système représenté sur la figure 3.1 est donnée par 
Mil = u  — F (4.4) 
Ainsi, la force de frottement sera 
-F = Mv - u (4.5) 
Si on applique le filtre de premier ordre dont la fonction de transfert Hi{s) f^cl (voir 
s + UJcl 
figure 4.1), la force de frottement filtrée dans le domaine de Laplace peut s'écrire comme suit : 
Mv-u « c l 
S+(ù^, 
-Ff 
• 
Figure 4.1 Schém a du système du filtre. 
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MiJci .  UJcl 
-Ff =  v  u 
s +Uci  s  +-  UJcl 
MuJclSV UJcl  i . . . 
= u  (4.6) 
s +  UJcl  s  +-  UJcl 
ujciu + u'^iMv 
— MuJciV 
s +UJcl 
En posant R{s)  la variable d'état dans le domaine de Laplace définie par 
^ -ujciujs)  -  uj^Mvjs)  ^^^^ 
s +  UJcl 
alors, dans le domaine temporel 
r + ujcir =-uJciu -  uj'^iMv  (4.8) 
de sorte que la dérivée de la variable d'état sera 
r =  —uJcir  — uJciU — uj^-^Mv (4.9) 
Si yi  = —Ff  est la sortie du système alors, selon (4.6), la force de frottement filtrée peut 
s'écrire sous la forme suivante : 
-Ff =  yi=r +  Mujciv (4.10) 
Ainsi, l'équation d'état de la force de frottement filtrée en fonction de la commande u et de la 
vitesse v est donnée par 
r —  —uJciT  — uJciU —  uj^. Mv 
"' (4.11) 
yi =  -Ff  = r + MuJciV 
Cette réalisation d'état, illustrée par la figure 4.2, complète la preuve de la proposition 4.1. Il 
est donc possible d'obtenir le premier étage de la force de frottement filtrée à partir des signaux 
de commande et de vitesse. Le deuxième étage du filtre peut alors être appliqué directement sur 
le signal Ff  de façon à obtenir le signal complètement filtré Fp  (comme l'indique l'équation 
(3.37)). Il subsiste toutefois un autre problème au niveau du premier étage du filtrage du vec-
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teur régresseur qui dépend aussi de la force de frottement. En effet, selon les équations (3.33) et 
(3.34) et du fait que i;{u, v) =  Suit)  = (1 - Q{t))Si{t)  +  Q{t)S2{t) où Si{t) =  [ijgi{u,  v) 0] 
et 52(t) = [0 ijjgt{u,  v)], le premier terme de Suit) commute d'une valeur nulle à la valeur F 
lorsqu'il y a commutation du régime de préglissement au régime de glissement. Normalement, 
ce signal pourrait être filtré directement, comme c'est le cas pour tout les autres éléments de la 
matrice ligne Suit) (voir la figure 4.3). Cependant, ce terme basculant à chaque commutation 
de 0 à i^ doit être traité différemment puisque F n'est pas connu et ne peut pas être reconstmit. 
V 
—1—» 
u 
• 
MixiJ 
co, 
cl - < 
S J 
3_ 
Mcû, 
cl 
• 1—"" ^ 
X \J> 
cl 
, - F 
' ,rr\ : 
Figure 4.2 Schém a de la construction de la force de frottement filtrée. 
De plus, même si le signal filtré Ff peut être obtenu à partir de la réalisation d'état (4.11), le 
filtrage du signal commutant de 0 à F n'est pas simplement la commutation entre 0 et Ff. En 
effet, ce filtrage devrait engendrer une continuité du signal de part et d'autre de chaque instant 
de commutation. Or, de façon générale, la commutation de  0 à Ff ne respecte pas cette conti-
nuité; à moins d'introduire des conditions initiales appropriées à chaque commutation. Dans 
ce qui suit, des condition initiales qui garantiront cette continuité seront justement proposées 
de façon à ce que la reconstmction filtrée du signal puisse être obtenue selon la méthodologie 
illustrée par la figure 4.4. 
Proposition 4.2. En utilisant des conditions initiales appropriées à chaque transition du signal 
de commutation Qit),  le signal Sufit)  peut être obtenu par la méthodologie illustrée par la 
figure 4.4. 
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,^(0 
S2(t) 
\ 
_^ Q(t) 
Commutation 
SnC) 
MO 
Filtre 
Sa A') 
Figure 4.3 Schém a de la première approche pour l'applicatio n 
du premier étage du filtre. 
S,it) 
[ ^ CI 
Filtre 
Mt) 
C {t\ 
- 1 / V / 
"^2(0 - CI 
MO 
Filtre 
^2/(0 
' \ 
, Q(t) 
Commutation 
• 
Figure 4.4 Schém a de la deuxième approche pour l'applicatio n 
du premier étage du filtre. 
Preuve : Pour prouver cette proposition, on suppose sans perte de généralité, que le signal de 
commutation évolue tel qu'illustré par la figure 4.5. 
Q 
1 
(0 
o e e 
0^ ,^ 2^ ^ '4 (5  h  f 
Figure 4.5 Fonctio n de commutation. 
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Sachant que Suit) = (1 - Qit))Siit)  + Qit)S2it),  le signal filtré Sufit) peut s'exprimer en 
fonction des signaux 5i(f) et S2it) de la façon suivante : 
Sufit) =  hiit-to)Sufito) 
rt / X (4.12) 
+ J hiit-r)  iSiiT)il  -  Qir))  +-  S2ir)Qir)] dr 
où hiit)  est la réponse impulsionnelle du premier étage du filtre et Qit)  est la fonction de 
commutation. 
Selon le signal Qit)  illustré par la figure 4.5, 
Sufit) = hiit  -  to)Sufito)  +  f  hiit  -  r)Siir)dr  to  < t <  ti  (4.13) 
En posant la condition initiale Sifito) = '$'12/(^ 0), on déduit alors que 
Sufit) =  Sifit)  pour to<t<tiet  Sifito)  =  Sufito)  (4.14) 
En effet, l'égalité est respectée puisque le signal filtré S'i/(t) s'exprime comme suit ; 
Sifit) =  hiit -  to)Sifito)  + / hiit  -  T)Siir)dT  (4.15) 
Jto 
Ensuite, en utilisant de nouveau la définition de Qit)  illustrée par la figure 4.5 combinée à 
l'équation (4.12), on peut écrire 
Sufit) =  hiit  - ti)Sufiti)  +  f  hiit-  T)S2ir)dT  ti  <  t <  t2  (4.16) 
Jh 
À partir de l'équation (4.14), on a Sufiti) =  Sifiti)  et  donc en posant la condition initiale 
'5'2/(ti) = Sifiti),  on obtient, 
Sufit) = S2fit)  pour ti<t<t2et  S2fiti)  = Sifiti)  (4.17) 
où S2fit) est la version filtrée du signal 52(t). 
Le reste de la preuve s'effectue de la même façon pour les autres intervalles ti  <  t  <  ti  +  l 
pour i >  2. 
En conclusion, il est montré qu'il est possible de calculer le signal filtré Su/it)  à partir de 
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Sifit) et S2fit) en utilisant les conditions initiales suivantes pour chaque transition de Q(t) 
Sifito) =  Sufito) 
et pour i = 1,2,3,4,... 
S2fiti.) = Sifiti)  si i  impaire 
Sifit,) =  S2fiti)  si z paire 
En d'autres termes, à l'instant t^,  lorsque la fonction de commutation transite à la valeur 1, le 
filtre du signal 52(t) est en cours d'exécution utilisant Sifiti)  comme condition initiale alors 
que lorsque la fonction de commutation transite à la valeur 0, à l'instant f,+i, le filtre du signal 
Siit) utilise 52/(^^+1) comme condition initiale. Ceci complète la preuve de la proposition 4.2. 
Ainsi, l'utilisation de cette approche permet de commuter entre les signaux tout en garantis-
sant la continuité des signaux filtrés à l'aide du premier étage. Pour l'ensemble des signaux à 
l'exception du signal de la force F,  la réalisation d'état du premier étage du filtre respecte la 
forme standard suivante : 
dxf 
—— =  -UJclXf+UJclXnf  ^  ^  _ _ ^ 
dt avec x/(i,) =  Xfi  (4.18) 
yf =^f 
où Xnf est l'entrée du filtre, y/ est sa sortie, Xfi est la condition initiale et uJd est la fréquence 
de coupure. Tel que stipulé par la proposition 4.1, pour le signal F,  la réalisation qui pennet 
de reconstmire la force tout en appliquant le premier étage du filtre est donnée par l'équation 
(4.11). Selon l'équation de sortie de cette réalisation d'état, la condition initiale de la variable 
d'état du filtre pourra être imposée en fonction des conditions initiales de sortie (proposition 
4.2) et d'entrée : 
rit,) =  yiiti) -  Muciviti)  (4.19) 
Le signal du régresseur filtré Su fit) peut alors être entièrement reconstmit à partir des signaux 
de commande et de vitesse selon la méthodologie illustrée par la figure 4.4. Le deuxième étage 
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du filtre peut alors être appliqué directement sur le signal 512/ de façon à obtenir le signal 
complètement filtré Sup. 
4.3 Résultat s de simulation 
Les résuhats de simulations pour valider l'approche d'identification des paramètres du modèle 
de frottement GMS sont présentés dans cette section qui est subdivisée en deux principales 
parties : la première partie sera consacrée aux résultats de simulation avec l'utilisation d'une 
fonction de commutation supposée idéale. On rappelle que la fonction de commutation est 
une fonction qui détecte l'instant de transition entre les deux régimes de frottement à savoir le 
régime de préglissement et le régime de glissement. 
Les résultats de simulation avec une fonction de commutation approximée feront l'objet de la 
deuxième partie. Comme nous l'avons expliqué au chapitre 3, cette fonction requiert seulement 
la connaissance à priori du frottement de Coulomb {ac) et  du paramètre de rigidité k  qui sont 
facilement identifiable. 
La procédure de simulation de l'estimation des paramètres du modèle de frottement basée sur 
la construction de la force de frottement filtrée proposée dans ce chapitre est présentée sur la 
figure 4.6. 
4.3.1 Simulatio n de l'estimateur avec la fonction de commutation idéal e 
Dans cette section, la fonction de commutation est supposée idéale, c'est-à-dire que les instants 
de transitions des régimes de frottement sont parfaitement connus. La simulation est réalisée 
en considérant les données des tableaux 4.1 et 4.2. Le signal d'excitation utilisé est donné par 
v = 0.01sm(0.27ri+0.025)sm(27ri). En ce qui concerne les conditions initiales des paramètres 
estimées, elles sont données dans le tableau 4.2. Les conditions initiales des variables d'états 
et les variables d'états estimées sont nulles. 
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Commande Modèle de frottement réel 
équations (3.22) et (3.23) 
Frottement réel 
Vitesse 
Construction du 
frottement filtré 
équations(4.11)et(4,18] 
Frottement filtré 
Construction du 
frottement estimé 
J. équations (3.34), (D(0 = 0 6=9 
Frottement esti mé 
Paramètres estimés 
Estimateur de Marino 
équation (3.38) 
Figure 4.6 Procédur e de la simulation de l'estimateur basé e 
sur la construction de la force de frottement filtrée. 
Tableau 4.1 Valeurs des paramètres de simulation 
Paramètres 
Oc 
Os 
C 
0s 
M 
k 
t^cl 
0Jc2 
Valeurs 
10 
15 
24 
10^ 
1 
5 X 10^ 
10 
100 
Unités 
N 
N 
N/s 
s^ /rr? 
Kg 
N/m 
rad/s 
rad/s 
Les figures 4.7, 4.8, 4.9, 4.10 et 4.11 présentent les valeurs estimées et réelles des paramètres 
du modèle. On remarque que pour l'ensemble des paramètres, les valeurs estimées des para-
mètres ne convergent pas exactement vers les vraies valeurs et ceci est principalement dû aux 
différentes approximations qui sont introduites dans le régime de glissement pour rendre le 
modèle linéaire par rapport aux paramètres inconnus. 
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Tableau 4.2 Valeurs des paramètres à estimer 
Paramètres 
01 
02 
03 
OA 
05 
Valeurs réelles 
2.4 
24 
12 
12 X 10'* 
5 X 10=^  
Valeurs initiales 
1.2 
12 
6 
9 x lO'' 
2.5 X 10^ 
Unités 
s - i 
N/s 
N/s 
Ns/m'^ 
N/m 
8 
7 
6 
5 
4 
^ . 3 
1 
- 1 
- 2 
C 
/~v 
/ ' 
• / 
/ 
500 1000 
temps(s) 
1500 
• 
• 
• 
-
• 
20 00 
Figure 4.7 Valeu r réelle et estimée de Oi (commutation idéale) . 
On rappelle que deux approximations dans le régime de glissement sont introduites, la première 
pour linéariser le modèle par rapport au paramètre 9g et la seconde pour éliminer la non linéarité 
au niveau de la fonction de Stribeck (soit Siv)). 
La figure 4.12 représente l'erreur entre la force de frottement réelle et celle estimée. Sur cette 
figure, l'amplitude maximale de cette erreur ne dépasse pas 0.05N  ce qui prouve que l'esti-
mateur est capable d'estimer la force de frottement avec une très bonne précision malgré la 
présence des perturbations causées par les approximations. 
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Figure 4.8 Valeu r réelle et estimée de 62 (commutation idéale) . 
14 
12 
10 
8 
(N
/s
) 01
 
<x> 4 
2 
0 
-2 
-4 
C 
• 
\ 
\ 
\ 
1 
\ 
K 
/ 
f 
t 
i 
1 
î 
1 
i 
1 
1 
i 
f 
i 
1 
i 
i 
i 1 
f 
500 1000 
temps(s) 
1500 
' 
-
20 00 
Figure 4.9 Valeu r réelle et estimée de 63 (commutation idéale) . 
Il est très important de noter que la force de frottement estimée n'est pas celle qui est calculée 
par l'estimateur. Elle est plutôt recalculée à partir du modèle et des paramètres estimés. Cette 
force de frottement estimée "de validation", est comparée à la force de frottement réelle à la 
figure 4.13. 
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Figure 4.10 Valeu r réelle et estimée de 64 (commutation idéale) . 
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Figure 4.11 Valeu r réelle et estimée de 9^ (commutatio n idéale) . 
Ainsi, à la lumière des simulations réalisées, on peut dire que si la fonction de commutation est 
parfaitement connue alors l'estimateur est assez performant pour estimer la force de frottement 
et donner de bonnes valeurs d'estimations des paramètres inconnus. Ces paramètres estimés 
permettent de calculer la force de frottement en temps réel et éventuellement de l'intégrer dans 
un système de commande pour compenser le frottement. 
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-0.1 
1990 1992 1994 199 6 
temps(s) 
1998 200 0 
Figure 4.12 Erreu r de frottement (commutation idéale) . 
Figure 4.13 Frottemen t réel et estimé (commutation idéale). 
4.3.2 Simulatio n de l'estimateur avec la fonction de commutation approximé e 
Dans cette section, les résultats de simulation basés sur la fonction de commutation approxi-
mée, proposée au chapitre 3 (section 3.6.2), seront présentés. 
110 
Les données utilisées pour cette simulation sont exactement les mêmes que celles utilisées 
dans la section précédente (voir tableau 4.1). En ce qui concerne le signal d'excitation, il est 
également le même que celui utilisé à la section précédente. 
mmÊimtmm 
-3 
500 1000 
temps(s) 
1500 2000 
Figure 4.14 Valeur s réelle et estimée de 6i (commutatio n approximée) . 
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Figure 4.15 Valeur s réelle et estimée de G2 (commutatio n approximée) . 
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Les figures 4.14 à 4.18 présentent les valeurs estimées des paramètres inconnus et leur vraie 
valeur. Il est clair que ces valeurs estimées convergent vers des valeurs proches des vraies 
valeurs. 
Figure 4.16 Valeur s réelle et estimée de 0s (commutation approximée) . 
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Figure 4.17 Valeur s réelle et estimée de O4 (commutation approximée) . 
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Figure 4.18 Valeur s réelle et estimée de 9^ (commutatio n approximée) . 
Figure 4.19 Erreu r de frottement (commutation approximée) . 
Les figures 4.20 et 4.21 représentent les frottements réel et estimé (calculé à partir des para-
mètres estimés en utilisant la fonction de commutation approximée). D'après ces deux figures, 
les deux forces de frottement sont proches, mais avec une erreur plus importante qu'avec la 
simulation de l'estimateur avec la fonction de commutation idéale (figure 4.12). 
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Figure 4.20 Frottement s réel et estimé (commutation approximée) . 
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Figure 4.21 Courb e de frottement rée l et frottement estim é 
(agrandissement) (commutation approximée) . 
En effet, les erreurs d'estimations pour la première simulation, avec une fonction de commu-
tation idéale, ne dépassent pas 0.05A'' alors que celles pour la présente simulation, avec une 
fonction de commutation approximée, sont de l'ordre de 0.9N (voir figures 4.12 et 4.19). Tou-
tefois, comme expliqué au chapitre 3, les erreurs d'estimation de la force de frottement sont 
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beaucoup plus affectées par l'utilisation de la fonction de commutation approximée que les 
erreurs d'estimation des paramètres. Comme nous l'avons vue au chapitre 3, pour palier à cette 
erreur, la force de frottement estimée peut être obtenue à l'aide des paramètres estimés com-
binés à la fonction de commutation estimée proposée au chapitre 3 (section 3.6.3). Avec cette 
fonction de commutation estimée, les erreurs d'estimation deviennent comparable avec celles 
obtenues à l'aide de la fonction de commutation idéale. 
4.4 Conclusio n 
Dans ce chapitre, l'application de l'observateur de Marino pour l'identification du modèle de 
frottement GMS sans avoir recourt à la mesure de la force de frottement est présentée. Pour ce 
faire, une reformulation du filtrage des signaux qui permet de reconstmire la force de frottement 
filtrée à partir des signaux de commande et de vitesse est proposée. 
Afin de respecter les conditions de continuité des signaux, le filtrage proposé incorpore une 
réinitialisation des conditions initiales à chaque commutation. 
La performance de l'observateur est étudiée par voie de simulation en deux principales parties : 
la première partie est présentée avec une fonction de commutation idéale alors que la deuxième 
partie est présentée avec la fonction de commutation approximée proposée au chapitre 3. L'ob-
servateur montre de bonnes performances dans les deux cas particulièrement pour ce qui a trait 
à l'estimation des paramètres. Aussi, comme montré au chapitre 3, l'utilisation de la fonction 
de commutation estimée pennet de rectifier en grande partie l'erreur d'estimation de la force 
de frottement introduite par la fonction de commutation approximée. 
CHAPITRE 5 
IDENTIFICATION D U MODÈLE DE FROTTEMENT GMS BASÉ SUR LA MESURE 
DE FROTTEMENT :  ÉTUDE EXPÉRIMENTALE 
5.1 Introductio n 
Dans ce chapitre nous utiliserons un dispositif expérimental qui représente le système étudié 
dans cette thèse à savoir un corps qui glisse sur une surface sous l'action d'une force exteme 
et d'une force de frottement. La force de frottement générée par le système sera mesurée puis 
utilisée pour valider de façon expérimentale l'approche d'estimation proposée au chapitre 3. 
5.2 Rappe l de la problématique 
Le système étudié dans cette thèse est régi par l'équation dynamique suivante : 
Mv^u-F (5.1) 
où V  est la vitesse de déplacement du corps de masse M,  u  est la force de commande, i)  est 
l'accélération et F est la force de frottement. 
On suppose que la force de frottement peut être modélisée par le modèle GMS linéarisé par les 
approximation Al et A2 présentées au chapitre 3 (section 3.5). La validation considérée dans 
ce chapitre consiste alors à recueillir des mesures de force de frottement et de vitesse du banc 
d'essaie. Ces données seront ensuite utilisées pour valider l'estimateur proposé au chapitre 3. 
5.3 Descriptio n du dispositif expérimental 
Dans cette section, le dispositif expérimental utilisé pour recueillir les données qui serviront à 
la validation est présenté en détail. Ce dispositif sera utilisé pour reproduire le comportement du 
système masse-frottement décrit dans les autres chapitres. Cependant, le dispositif est conçu 
spécifiquement pour faciliter la mesure de la force de frottement qui est nécessaire pour la 
validation. Ce dispositif est composé de deux corps, d'un actionneur linéaire, d'un capteur de 
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position et d'un capteur de force. Le corps de masse M  se déplace sous l'effet de la force 
générée par l'actionneur linéaire. Le capteur de position incorporé à l'actionneur mesure ce 
déplacement. Pour engendrer la force de frottement, un deuxième corps est déposé sur le corps 
de masse M tout en étant contraint à ne pas se déplacer dans la direction horizontal. Il y a donc 
un glissement relatif entre les surfaces des deux corps qui donne lieu à la force de frottement. 
Contre la butée qui assure la contrainte de mouvement horizontale est installé le capteur de 
force qui mesure ainsi la force de frottement (voir figure 5.1). 
Pour assurer la consistance du déplacement et de la force de frottement, une commande du 
déplacement du corps est mise en oeuvre grâce à des cartes d'acquisition et un système d'ordi-
nateurs temps réel. 
Dans ce qui suit, une description détaillée des différentes composantes du dispositif expéri-
mental accompagnée par des schémas représentatifs est présentée. Voici une description de 
chacune des composantes du dispositif schématisé par la figure 5.1. 
Buté 
> 
Capteur de force 
Force fournie par Déplacement 
le moteur linéaire 
Corps contraint dans 
la direction horizontale 
Corps de masse 
M qui se déplace 
Figure 5.1 Systèm e moteur-corps. 
Capteur d e Force : Le capteur de force est un instmment de mesure qui permet de mesurer 
les forces de traction et de compression entre ses bomes. Il donne en conséquence une tension 
électrique relative à la force appliquée. 
Le capteur de force utilisé est de type LC 201-25 dont la capacité est de (±100 N)  (±25 Ih). 
Le capteur de force est illustré par la figure 5.2. 
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Figure 5.2 Capteu r de Force. 
Moteur linéair e : L'actionneur linéaire est un moteur à courant continu sans balais dont le 
mouvement est linéaire (voir figure 5.3). Le moteur utilisé de type Parker Trilogy 11007M-B 
Modular. Il inclus un encodeur linéaire de type RGH2 2 qui permet de mesurer la position 
avec une précision de 0.1//m. 
Figure 5.3 Moteu r linéaire. 
Conditionneur : Le conditionneur est un amplificateur de signal qui est utilisé pour amplifier 
la tension générée par le capteur de force. Le conditionneur utilisé est de type DMD-465W D 
de la compagnie OMEGA. La figure 5.4 montre le conditionneur. 
Pilote matérie l d u moteu r ' : Le pilote matériel permet de fournir la puissance à chacune 
des phases du moteur de façon à ce que la force engendrée soit proportionnelle au signal de 
commande (voit figure 5.5). Il est de type ELMO motion control EOR-5/230. 
1. Pilote matériel du moteur : en anglais. Motion control drive 
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Figure 5.4 Conditionneu r de signal. 
Figure 5.5 Pilot e Matériel et contrôleur de mouvement. 
Cartes d'acquisitions : Les cartes d'acquisition assurent le transfert des mesures et de la force 
de commande entre l'ordinateur et les capteurs ainsi que le pilote matériel du moteur linéaire. 
Dans le dispositif expérimental, deux cartes d'acquisition sont utilisées : la première est de 
type PCI-6601 de National Instmment pour l'acquisition des données à partir de l'encodeur et 
la seconde est une carte de type PCI-6052 de National Instmment qui assure le transfert des 
données entre l'ordinateur et le capteur de force ainsi que le pilote matériel. 
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Ordinateurs : Les ordinateurs sont utilisés pour commander le moteur linéaire d'une part et 
pour collecter les données et les traiter d'autre part. Le dispositif expérimental comprend deux 
ordinateurs : le premier est doté du système d'exploitation Windows. Il est utilisé pour éditer, à 
l'aide du logiciel Simulink, le programme de commande et pour traiter les données récupérées 
à partir des capteurs. Quant au second ordinateur, il est doté d'un système d'exploitation temps 
réel sur lequel le logiciel de commande en temps réel XPC est installé. La liaison entre ces 
deux ordinateurs est assurée par un lien Ethernet via un câble de type RJ45. 
La figure 5.6 présente une photo du dispositif expérimental qui est installé dans le laboratoire 
CORO (Laboratoire de Commande et de Robotique). 
Bouc .::alin;oiîtctior 
Ordjiateui \s\dot\-j 
Figure 5.6 phot o du dispositif expérimental . 
5.4 Résultats expérimentaux 
Dans cette section, les résultats expérimentaux de l'identification du modèle de frottement 
GMS basés sur la mesure de frottement sont présentés. Cette mesure est assurée par le capteur 
de force installé sur le dispositif. L'application de l'approche d'identification sur le dispositif 
expérimental se fait en trois étapes : la première étape consiste à déterminer à partir d'un essai 
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en préglissement une valeur à priori du paramètre de préglissement k.  La deuxième étape sert 
à déterminer une valeur à priori du coefiicient de frottement de Coulomb ac  en appliquant une 
méthode d'identification bien connue décrite dans [40]. La troisième étape consiste à appliquer 
l'approche proposée dans cette thèse pour estimer la force de frottement et tous les paramètres 
du modèle GMS. 
5.4.1 Premièr e étape 
La première étape de la procédure d'identification sert à déterminer une valeur à priori du pa-
ramètre de préglissement. Pour ce faire, nous procédons à un essai en préglissement sur le 
dispositif expérimental en utilisant une très faible vitesse de façon à ce que le système soit en 
régime de préglissement. Ceci permet de tracer la force de frottement en fonction du déplace-
ment et par la suite, de déterminer la valeur du paramètre de rigidité k  du préglissement. Pour 
ce faire, la pente de la caractéristique tracée à la figure 5.7 est déterminée [34]. Le résultat de 
cette identification est /c = 5 x lO^N/m. 
3 
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Figure 5.7 Frottemen t en fonction du déplacement. 
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5.4.2 Deuxièm e étape 
La deuxième étape consiste à trouver une valeur approximative du paramètre de Coulomb. 
Pour ce faire, l'estimateur de Coulomb introduit par Yazdizadeh et al. [92] est utilisé. En effet, 
puisque le frottement de Coulomb est définie comme une force, antagoniste au mouvement, 
dont l'amplitude est constante et indépendante de la vitesse (voir section 1.2), l'estimation du 
paramètre de Coulomb est facilement réalisable. Ceci est étudié dans plusieurs travaux, comme 
ceux de Aizel et al. [15] et de Yazdizadeh et al. [92]. 
L'essai appliqué sur le dispositif expérimental a permis de trouver une valeur du paramètre de 
Coulomb ac = 2.2. Les signaux de force et de vitesse qui ont été utilisés pour cette identifica-
tion sont illustrés respectivement par les figures 5.8 et 5.9. 
Figure 5.8 Forc e de frottement expérimentale . 
5.4.3 Troisièm e étape 
Une fois que les paramètres de préglissement et de Coulomb sont identifiés, la commutation 
approximée proposée au chapitre 3 peut être combinée à l'estimateur proposé pour identifier 
l'ensemble des paramètre du modèle GMS. Cette approche est présentée en détail à la section 
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Figure 5.9 Signa l de vitesse expérimental . 
3.5 du chapitre 3. 
Pour la procédure d'identification, le filtre utilisé est une cascade de deux passe bas de premier 
ordre dont les fréquences de coupure ont été fixées à ujd  =  2TT  rad/s et  ujc2  —  207r rad/s. 
Ce filtre, expliqué en détail au chapitre 3, est utilisé pour éliminer les discontinuités dans le 
modèle afin de pouvoir respecter les conditions d'application de l'observateur de Marino. 
La validation à partir des données expérimentales a été réalisée en considérant les paramètres 
de l'observateur données dans le tableau 5.1. Pour la mise en oeuvre de la fonction de commu-
tation approximative, une zone morte entre —10"^ et +10~^ a été ajoutée au signal de vitesse 
pour éviter les fausses commutations qui auraient peut être générées artificiellement par le bmit 
de mesure. 
Tableau 5.1 Valeurs des gains de l'estimateur et valeur nominale de Stribeck 
Gains 
K 
r 
0^ 
Valeurs 
9 X 10^ 
1^  9 0 0 0 0 \ 
0 9 X 10^  0 G 0 
0 0 7.5 X 10^ 0 0 
0 0 0 25 X 10^ 0 
^ 0 0 0 0 9 x 1 0 ^ ^ 
4 X W 
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5.4.4 Résultats 
L'application de l'observateur donne les résultats graphiques présentés sur les figures qui 
suivent. La figure 5.10 représente l'erreur de prédiction (erreur d'estimation de la force de 
frottement). 
Figure 5.10 Erreu r de prédiction. 
Les figures 5.11, 5.12, 5.13 et 5.14 représentent les valeurs estimées des paramètres du régime 
de glissement et la figure 5.15 est celle du paramètre du régime de préglissement. 
D'après ces figures, toutes les valeurs estimées sont bomées. Elles convergent vers des valeurs 
positives sauf celle à la figure 5.13 qui converge vers une valeur négative. Ce comportement 
peut être expliqué par deux raisons : la première découle du fait que la signal d'excitation pour-
rait être non persistant alors que la condition de persistance d'excitation est nécessaire pour la 
convergence de l'estimateur. La deuxième raison est traduite par le fait que l'ensemble des pa-
ramètres qui représente la solution du problème d'estimation pourrait ne pas être unique, c'est-
à-dire, il existe plus qu'un ensemble de paramètres qui peuvent être utilisés pour construire la 
force de frottement estimée. 
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Figure 5.11 Courb e de l'estimation de 9i. 
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Figure 5.12 Courb e de l'estimation de ^2-
D'après la figure 5.14 qui représente la courbe d'estimation du paramètre ^4, il est clair que la 
convergence de ce paramètre semble moins bonne que celle des autres paramètres. Ceci peut 
s'expliquer en partie par le fait que la valeur de l'élément du vecteur régresseur correspondant 
à O4  est très faible comparativement à ceux des autres paramètres. Il faut donc introduire un 
gain très élevé qui entraîne une dégradation de la convergence en introduisant des problèmes 
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numériques au niveau de la simulation. Qui plus est, le choix du paramètre nominal de la 
linéarisation de la fonction de Stribeck pourrait avoir un effet significatif sur la convergence. 
Figure 5.13 Courb e de l'estimation de ^3. 
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Figure 5.14 Courb e de l'estimation d e ^4. 
Selon la figure 5.15, l'estimation de 9^ converge vers une valeur proche de celle trouvée par 
l'essaie de préglissement. 
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Figure 5.15 Courb e de l'estimation de 9^. 
La force de frottement réelle et celle calculée à partir des paramètres estimés sont présentées à 
la figure 5.16. Un agrandissement de ces deux forces est présenté à la figure 5.17. D'après ces 
deux figures, les deux forces de frottement sont relativement proches. Donc, l'observateur de 
Marino est capable d'estimer avec une assez bonne précision la force de frottement malgré les 
différentes perturbations introduites, d'une part, par les approximations proposées et, d'autre 
part, par les incertitudes du dispositif expérimental. 
Il est à noter que, en plus d'appliquer l'approche d'identification avec mesure de frottement, 
nous avons tenté d'appliquer l'approche d'identification sans aucune mesure de frottement 
(l'approche proposée au chapitre 4). Toutefois, nous avons rencontré une difficulté qui rend 
l'application de la méthode peu concluante. En effet, pour appliquer l'observateur de Marino 
nous avons supposé que le comportement du moteur linéaire est caractérisé par un simple 
gain. C'est-à-dire que le courant d'excitation du moteur et la force générée de ce demier sont 
reliés par une constante que nous avons identifiée par un essai en boucle ouverte. Cependant, 
l'observateur n'était pas en mesure d'estimer correctement ni la force de frottement ni les 
paramètres du modèle GMS. Ainsi, nous avons conclu que la fonction de transfert du moteur 
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doit être modélisée par une caractéristique non linéaire. En raison des contraintes de temps, 
cette caractérisation de l'actionneur linéaire ne sera pas couverte par le travail de cette thèse. 
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5.5 Conclusio n 
Au cours du présent chapitre, une validation expérimentale de l'approche d'identification du 
modèle de frottement GMS basée sur la mesure de la force de frottement est présentée. 
Pour ce faire, une description détaillée du dispositif expérimental, utilisé lors de la validation, 
a été présentée. Les résultats expérimentaux, présentés à la demière section, ont démontré que 
l'observateur possède une bonne performance et estime la force de frottement ainsi que les 
paramètres du modèle GMS avec une bonne précision. 
La validation expérimentale sur le dispositif est faite en trois étapes : la première étape permet 
de déterminer une valeur à priori du coefiicient d'élasticité à l'aide d'un essai en préglisse-
ment. La deuxième étape consiste à estimer la valeur du coefficient de Coulomb. Les deux 
valeurs ainsi trouvées permettent de constmire la fonction de commutation approximée. Quant 
à la troisième étape, elle consiste à appliquer l'observateur de Marino pour estimer tous les 
paramètres du modèle GMS ainsi que la force de frottement. 
CONCLUSION ET RECOMMANDATION S 
Certes, le frottement est un phénomène néfaste dans les systèmes de commande; il engendre 
d'importantes dégradations des performances (erreurs en régimes permanents, mouvement sac-
cadé, vibration et oscillation), surtout lorsque la précision est une spécification exigée. 
La contribution de cette thèse servira éventuellement à corriger ces effets néfastes en introdui-
sant une approche d'identification de tous les paramètres du modèle de frottement GMS en 
temps réel. 
Ainsi, dans le but de situer notre contribution par rapport aux travaux de modélisation et de 
compensation du frottement, nous établissons d'abord une étude bibliographique assez ex-
haustive des différents modèles de frottement ainsi que des techniques d'identification et de 
compensation du frottement en mettant en relief les qualités et les limites de ces travaux. En-
suite, nous développons d'abord notre approche d'identification de la composante statique du 
frottement à savoir le frottement de Stribeck dans lequel, les paramètres inconnus n'agissent 
pas d'une façon linéaire dans la formulation. Pour cette raison, notre approche est basée sur une 
formulation non linéaire combinée avec une technique d'optimisation (min-max) qui garantie 
la stabilité et la convergence des erreurs d'estimation sous certaines conditions. 
Cette approche ainsi introduite prouve son eflicacité avec le frottement de Stribeck, mais n'est 
pas applicable au modèle GMS. 
L'étape suivante concerne l'identification du frottement GMS avec une approche basée sur un 
observateur robuste (Observateur de Marino). En effet, nous développons une stratégie d'iden-
tification des paramètres du modèle tout en utilisant la mesure de la force de frottement et nous 
introduisons deux approximations et une méthode de filtrage afin d'éliminer respectivement 
les non-linéarités et les discontinuités du modèle. Une étude de la fonction de commutation qui 
assure la transition entre les deux régimes de frottement est également présentée et validée par 
le biais de simulations. 
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Les résultats de simulation montrent que l'observateur identifie, avec une bonne précision, les 
paramètres du modèle avec les deux types de fonctions de commutation (commutation idéale 
et approximée). Cependant, l'observateur avec la fonction de commutation idéale donne une 
erreur de frottement moins élevée que celle avec la fonction de commutation approximée. Par 
contre, l'observateur avec la fonction de commutation estimée donne une erreur de frottement 
assez proche de celle obtenue avec une fonction de commutation idéale. 
Par la suite, nous présentons l'approche d'identification du modèle de frottement GMS sans 
mesure de le force de frottement. Il s'agit de la même approche, mais avec une reconstmction 
de la force de frottement filtrée. Cette reconstmction permet de calculer la force de frottement 
filtrée à partir des signaux mesurables de commande et de vitesse combinée à un filtrage qui 
assure la continuité des signaux grâce à des conditions initiales particulières, qui sont réap-
pliquées à chaque commutation du modèle. Les résultats de simulation montrent, encore une 
fois, que l'approche proposée permet d'identifier, avec une bonne précision, les paramètres du 
modèle de frottement avec les deux types de commutation. 
Finalement, nous pouvons conclure que l'expérimentation réalisée au sein de notre laboratoire 
valide notre approche dans un environnement réel. Cependant, il est très important, pour pour-
suivre ce travail, de signaler quelques recommandations à savoir : 
- Il est très important d'identifier, de façon plus précise, le dispositif expérimental et en parti-
culier l'actionneur linéaire. En effet, lors de notre expérimentation, il s'est avéré impossible 
de valider l'approche d'identification s'appuyant sur la reconstruction de la force de frotte-
ment filtrée, parce que la modélisation linéaire que nous avons considérée pour l'actionneur 
n'est pas suffisamment précise. 
- Une étude de mise en oeuvre de l'algorithme d'identification en temps réel serait d'une 
grande importance pour poursuivre ce travail. 
- Il serait possible d'appliquer l'approche proposée dans cette thèse à un modèle de frottement 
GMS à plusieurs étages. Cette extension nécessiterait, toutefois, une étude de la fonction de 
la commutation qui deviendrait beaucoup plus complexe dans ce cas. 
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Puisque l'approche d'identification proposée permet de compenser l'effet de frottement dans 
les systèmes de commande, il serait très intéressant d'appliquer cette méthode à un système 
de commande de position. 
ANNEXE I 
DÉMONSTRATIONS DE S PROPRIÉTÉS ET DU THÉORÈME D U CHAPITRE 
2 
Propriété 2.1 Les fonctions giv),  giv)signiv)  et  giv)signiv)e~^''^ sont  Lipschitz par rapport 
à t. La fonction fi9,uj)  est  également Lipschitz par rapport  à 9 et UJ. 
Preuve : Selon l'équation (2.12), on a 
giv) = ke -k\v\ -f 1 - e-'^ 'l^ l (Ll) 
On veut démontrer que giv)  est Lipschitz par rapport au temps. Pour ce faire, on démontre, 
tout d'abord, que la fonction giv)  est Lipschitz par rapport à la variable \v\.  Si on calcule cette 
dérivée, on trouve la fonction suivante qui est continue par rapport à\v\ : 
dgiv) 
d\v\ 
= 2A;e-^H_/c2|^|g- k\v\ (1.2) 
Selon l'hypothèse 2.6, la vitesse est bomée ce qui implique que la dérivée de giv) par rapport 
à |t;| est également bomée. Donc, la fonction giv)  est Lipschitz par rapport à \v\  [93]. 
De plus, la variable Itij est Lipschitz par rapport à v parce que l'inégalité suivante est vérifiée : 
V2 Vl < V2 -Vl (1.3) 
En effet, l'égalité est vérifiée lorsque Vi  et V2  sont de même signe tandis que l'inégalité est 
vérifiée lorsque Vi et V2 sont de signe opposée. 
Finalement, la variable vit) est Lipschitz par rapport au temps selon l'hypothèse 2.6. Ainsi, la 
fonction giv)  est Lipschitz par rapport au temps; c'est-à-dire, il existe une constante positive 
^g telle queV ti,t2  : 
9iviti)) -  givit2)) < $ ti-t, (1.4) 
La fonction giv)signiv)  est dérivable partout par rapport àv et  est continue. En effet. 
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si i; > 0+ alors giv'^)signiv^) = giv'^)  = ke''''"''v^  -H 1 + e '="+ et la dérivée est calculée 
comme suit : 
dgiv+) 
dv+ 
2ke -kv+ _  k'^e'^^'^v^ (1.5) 
- si i' < Q~ alors giv~)sign{v~) =  -giv~)  =  ke^" v  —  1  +- e''" et la dérivée est calculée 
comme suit : 
-dgiv) 
dv~ 
2„kv-^.-= 2/fce'^ '^ - + ee^'^-v (1.6) 
en combinant les deux cas, on peut écrire : 
dgiv)signiv) 
dv v+=0+ 
dgiv)signiv) 
dv 
2k (1.7) 
i ; -=0 -
Donc, la fonction giv)signiv)  est dérivable partout par rapport à f et est continue. De plus, 
puisque la vitesse est supposée bomée et continue alors la dérivée de la fonction giv)signiv) 
est bomée et continue ce qui implique que cette fonction est Lipschitz par rapport à v [93]. 
En outre, la variable v  est Lipschitz selon l'hypothèse 2.6. Ainsi, la fonction giv)signiv)  est 
Lipschitz par rapport au temps; c'est-à-dire, il existe une constante positive ^gg telle que pour 
tout ti et ^2, cette inégalité est vérifiée : 
giviti))signiviti)) -  givit2))signivit2)) < $ 9S tl-t2 (1.8) 
La fonction giv)signiv)e~^''^'  est Lipschitz par rapport à t. En effet, 
- si t; > 0"^  alors giv)signiv)e''^''' = giv'^)e~^''"^  et  la dérivée de cette fonction par rapport 
à la variable vitesse est donnée par 
dgiv+)e-'^^''^' 
dv+ 
i2ke-^''+ -  k^e-''''+v+)e-^^''^  -  giv+)9gV+e + \û  n,+  ^-GsV-^ (1.9) 
- si f < 0 alors giv)signiv)e  ^'""^  = -giv  )e  ^"'^  et  la dérivée de cette fonction par 
rapport à la variable vitesse est donnée par 
-dgiv-)e-'^;_ ^  ^2^^fc.- ^ ^2g/c.-^-)g-e..-^ ^ ^^^_^^^^_^_,^,-
dv 
(LIO) 
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D'après les deux équations (1.9) et (I.IO), on peut écrire 
dgiv)signiv)e - f ^ . s r -
dv v=0+ 
dgiv)signiv)e "^^  
dv 
2k (LU) 
i ;=0-
Ceci implique que la fonction giv)signiv)e~^"^  est dérivable partout par rapport à Î; et est 
continue. De plus, puisque la vitesse est bomée alors la dérivée de la fonction ^(î;)si^n(z;)e~^='^ 
par rapport à v est bomée ce qui démontre que cette fonction est Lipschitz par rapport à la va-
riable v [93]. 
Selon l'hypothèse 2.6, la vitesse est Lipschitz par rapport au temps. Ceci prouve que la fonction 
giv)signiv)e~^'''^ est Lipschitz par rapport à t; c'est-à-dire, il existe une constante positive 
<^gsc telle que pour tout ti et  t2, cette inégalité est vérifiée : 
giviti))signiviti))e-'^''^'^^" -  givit2))signivit2))e-'"^^''^' < $ gse il -t. (1.12) 
La fonction définie par l'équation (1.13) est Lipschitz par rapport à ses variables. Afin de dé-
montrer cette propriété, il est possible de calculer la jacobienne de la fonction et montrer que 
cette demière est bomée et continue [93]. 
fi9, UJ)  =  UJi9i  +  UJ292  +  /3 ( t J3 , ^3) (1.13) 
OUCo»! = 
9iv) 
M 
73(^3,^3) = 
-V,UJ2 
gi^i) • 
-signiv), UJ3  =  v, 9i 
M 
— , ^2 — — , ^3 = 9s  et 
a a 
M 
signiu3)e -dsoji 
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01 
09i 
UJl 
01 
09o 
UJ2 
-— = ./ signiuj3)ujle~^^'^^  es t continue par rapport à a; 3 puisqu e .(/(G ) = 0 
t/^ 3 M 
EL 
Ouji 
= 0i 
Of_ 
OuJo 
01 
ÔUJ3 
-ie-^^'^a (2ke-'\^^\  -  /c2e-'=l-3l|a;3| - 293UJ39i^^)si9niuj3) 
Of 
La fonction 7;— est bomée parce que 
9^3 
Of Of3 (1.14) 
Ou)3 QuJ3 
et selon la démonstration précédente, la dérivée de giv) signiv) e~^^^  par rapport àv —  UJ3  est 
définie partout et est continue et bomée puisque la vitesse est bomée. 
Selon l'hypothèse 2.6, la vitesse et l'accélération sont bomées. Ainsi, toutes les dérivées par-
tielles de la fonction fi9,u)  sont continues et bomées ce qui implique que la jacobienne de 
fi9,uj) est continue et bomée. Ceci prouve que la fonction fi9,uj)  est Lipschitz; c'est-à-dire 
il existe une constante $ / telle que : 
fi9 +  A9,uj +  Auj)-fi9,uj) <^fi A9 +- Auj ) (L15) 
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Propriété 2.2 Selon  l'équation (2.20), la propriété suivante est toujours vérifiée 
asati-)ifi9,uj) -  fi9,uj)  -  0*^^) -  a*  < 0  (L16 ) 
e 
Preuve : la preuve de cette propriété découle de la définition de la fonction a*.  En effet, a*  est 
la solution du problème d'optimisation dont la fonction objective est donnée par : 
Gi9,cjj) = asati-^)(fi9,uj) -  fi9,uj)  -  cf'è)  (L17) 
et puisque a* est par définition le minimum (selon 0) des maxima (selon 9)  de la fonction 
objective (où a* et 0* sont les solutions du problème d'optimisation) on peut affirmer que 
a*>Gi9,(i)*) (1.18 ) 
ce qui est équivalent à dire que 
G'(^,0*)-a* < 0 (1.19) 
d'où la preuve de la propriété. • 
Propriété 2.3 / (équation  (2.15)) est une fonction convexe  par rapport  à 9 lorsque v <  0  et 
elle est concave lorsque v >  0. 
Preuve : la fonction / est une somme de deux fonctions de 9. La première fonction est linéaire 
donc elle peut être considérée comme une fonction convexe ou concave. La seconde fonction 
est /3 (équation 2.16). Donc pour montrer la convexité de / , il faut montrer la convexité de /s. 
Ceci peut être résolu par le calcul de la dérivé seconde de /s. 
g =  -.f-^s,,.i.)e-- (,.20 ) 
Puisque giv) et e'^"'^ sont toujours positives donc on peut dire que la convexité de /s est dictée 
par le signe de v. En effet, si f < 0 alors fs est convexe donc / est convexe et si t» > 0 alors /s 
est concave donc / est concave. • 
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Propriété 2.4 fia,  9,  uj) = afi9,  u)  est  Lipschitz par rapport  à ses variables  donc, il  existe 
une constante positive BQ  qui vérifie 
\fia +  Aa,9 +  A9,uj +  Aa;)| = |(a + Aa)fi9  +  A9,u;-\- AUJ)  -  afi9,uj)\ 
<S, | | (Aa,A^,Aa;) | | (1.21 ) 
<S^( | |Aa| | -F | |A^| | + ||Au;||) 
Preuve : selon l'hypothèse 2.2 on a 
fi9 +  A9,uj +  Auj)-fi9,uj) <Fe(| |A^| | + ||Aa;| (1.22) 
Puisque cr > 0, on peut écrire 
afi9 +  A9,uj-{- AUJ) - afi9,  UJ] <aFe( | |A^| | + ||Au;||) (1.23) 
et on a 
(fj + Aa)fi9  +  A9,uj +  Aco) - afi9,  UJ) 
afi9 +  A9,uj +  AUJ) - afi9,  UJ)  + Aafi9  -\-A9,uj  +  AUJ) 
< afi9 +  A9,uj +  Auj)-afi9,uj) + IIACTI / ( ^ + A^,a; + Au;) (1.24) 
<aFe( | |A^| | + ||Aa;||) + 5/||A(7| 
<B, ( | |Aa | | + ||A^|| + ||Ac^||) 
où Be — max{aFe, Bf} 
Propriété 2.5 Selon  l'équation (2.24)  on a 
V <  -Kxl (1.25) 
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Preuve : Voir la preuve de stabilité de l'estimateur (section 2.5.2). 
Propriété 2.6 On  définit j3iuj) comme suit 
«")=( ' , « {(^ •'^ 1 7^""^ ^^ ^ (1.26) 
'^^ '  1 - 1 SI  ji9,uj)  est  concave 
donc pour a*  et  P, ce qui suit est vrai 
(1) a l = 0 , si  /?= - 1 
(2) a ; = 0, si  (3^1  (1.27) 
(3) (5a*Xc  <  0, V/5 
où a*_ et  a*_^ sont définies comme suit 
a*_i9,uj) =  a* si  x^  <  0 
a\i9,uj) = a*  si  x^  >  0 
Preuve : Si /3 = - 1 alors fi9,u)  est une fonction concave donc à partir de la solution du 
problème d'optimisation, on peut écrire 
a* = 0, lorsque  x  <0  (L28) 
donc on obtient 
a*_ =  0, si /?= - 1 (L29) 
lorsque x > 0 on peut écrire à partir de la solution du problème d'optimisation que a* > 0 
donc on aura 
{3a*5: <  0 (1.30) 
si /? = 1 alors fi9,uj)  est une fonction convexe donc à partir de la solution du problème 
d'optimisation on a 
a* = 0, lorsque  x  >  0  (L31) 
donc on aura 
a ; = 0, si /5 - 1 (1.32) 
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et lorsque x < 0 alors on aura /? = 1 et a* > 0 ce qui donne 
Pa*x < 0 (1.33) 
Propriété 2.7 Si  dans l'équation (2.19) \x^iti)\ >  7 alors 
ow T  =  et  A /= max{|m(/)|} où  mit)  est  définie par 
M +  K-y 
mit) =  à fié, UJ)  -  afi9,  UJ)  -  a*sati-)  (1.35) 
(1.36) 
Preuve : Pour montrer cette propriété, on a besoin du lemme suivant [82] 
Lemme I.l. S i on a 
( X  =  -kit)x -+  zit) 
[^ Xjn t^mXm  i ^m 
avec kit) >  0, fc,„ > 0 et zit) <  Zm  V t > fo. 
Si xito) <  Xmito) < 0 et kit)  <  km  alors x(t) < x^it)  V t > to 
avec Xmit) <  0 
Maintenant on peut donner la preuve de la propriété comme suit : Puisque |xe(ii)| > 7 par hy-
pothèse, il existe deux cas possible : (l) ^^(ti) > 7 et (2) x^iti) <  —7. La démonstration sera 
fait seulement pour le deuxième cas; le premier cas pouvant se démontrer de façon similaire. 
On suppose donc que 
x.iti) < - 7 et 7 > e (1.37) 
Selon l'équation (2.19) et sachant que x et Xe ont la même dérivée (x^ = x), on a 
4 = - A ' x , + m(t) (L38) 
avec mit) définie par l'équation (1.35). 
On peut affirmer que mit) est bomée parce que \àfi9,  UJ)  — afi9, u)\  et a* sont bomées. Donc 
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il existe une constante positive M  telle que 
|m(0| < M  (L39) 
On note ici que Xm est la solution de l'équation différentielle suivante : V t > f i 
Xm =  -KXm  + M Xmitl)  =  " 7 (1-40) 
Selon les équations (1.37,1.38, et 1.40) et le lemme I.l, on obtient 
Xeiii + r) < Xmitl  + r) V r > 0 et Xmiti  + r) < 0 (1.41) 
À partir de l'équations (1.40), on trouve que 
xmih + r) = ( - ^ - 7)e-^^'^ + ^ (1.42) 
Xm est  une fonction concave par rapport à r pour r > 0 puisque la dérivée seconde de x„j par 
rapport à r est négative. Donc, on peut écrire 
Xmih + r) < Xmitl)  + rV:,^(t,+T)  (1.43) 
r=0 
En combinant les équations (1.41) et (1.43), on obtient 
:r.(ti+T) < - 7 + (i\/ + A'7)r V T > 0 (1.44) 
Si on note T —  -— — , on peut vérifier à partir de l'équation (1.44) que 
x,it) < 0 V t G [il, ti+T]  (1.45) 
Puis, en utilisant l'équation (1.44), on trouve que 
- x , ( t i + T ) > 7 - ( M + A » T > - ( 7 \ / +A:7)r V r > 0 (1.46) 
et ceci donne ce qui suit 
f \x,iti+T)\^dT  >  f  (i\/ + A'7)Vrfr 
Jo Jo 
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> (M + A'7)^ T 
Jo 
(1.47) 
> 7 
3(M + A:7) 
Maintenant en intégrant l'équation (2.24) sur [^ i, ti  +-  T ] , on peut avoir 
^(''^^•)=^'^(*-'-3(Â7TW 
Comme mentionné plus haut, le cas où Xe(ti) > 7 peut être démontré de façon similaire 
(1.48) 
Théorème 2.1 5"/ (1) afi9, UJ)  est  convexe (ou concave) par rapport  9 pour tout  ujit) €  M"^  et 
(2) V ti > to. il  existe des constantes positives To, e  ^et un instant 2^ G [ti, ti  + TQ] telles que 
pour tout  9, la condition de persistance d'excitation suivante est vérifiée : 
Piujit2))\àiti)fi9Mh)) -(Tfie.ivit2))  >  €u\\ù- n\ (1.49) 
où Piujit)) est  définie par la  propriété 2.6, 
alors toutes  les  trajectoires  de (2.19)  convergent uniformément à  l'intérieur  de  l'ensemble 
suivant : 
D, = {X\ViX)  <  71} 
ou 
TiT X =  [X,,  n^Y =  [Xe,  à, y/^9^] 
Vix) = \x^X 
et 
2e 71 = - <^  AB0i2Ui,  + v ^ S * +-  Bf) +  Aa Bei2Ub +- v ^ B * + Bf)  + B. 
(1.50) 
(1.51) 
(1.52) 
(1.53) 
où Be  est  définie  par la  propriété 2.4  et  Ub,  Bf  et  B^  sont  définies  respectivement  par les 
hypothèses 2.1, 2.3  et 2.5. 
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Preuve : 
V ti et Ùiti), si la condition de persistance d'excitation est vérifiée alors 3 2^ 6 [ti,ti  +-  TQ]  tel 
que 
/3iu^it2))lâiti)fi9iti),uit2)) -  afi9,ujit2))\  >  e^WÙiti) - Q\\  (L54) 
Sans perte de généralité, on suppose que /?(u;(t2)) = 1 i.e. / (^ , a;(t2)) est une fonction convexe 
ou linéaire par rapport à 9. Ainsi, on obtient 
âiti)fi9iti),ujit2)) -  <jfi9,ujit2))  >  ë  (1.55 ) 
où 
ê = e^WÙiti) - Q\\  (L56) 
si Xiti) e A alors \/t >  ti,  X(t) G A parce que selon (2.23) et (1.51) V = -X'^X est une 
fonction de Lyapunov et 1/ < 0 selon la propriété 2.5. 
Maintenant si on suppose que X{ti) ^ D^,  cela implique que 
\xSi)\>^fï'i ou \\mi)\\>^i  (1.57) 
En effet, d'abord, si X(ti) ^ D,  alors K(X) > 71. Puisque ViX) =  ^(xj + ||^||2) alors on a 
n ^ ) = ^ ( 5 ' + l l ^ l l ' )>7 i (1.58) 
Puis, d'autre part, 
l^ el < v ^ et \p(\<^i  = > |x,|2 + p | | 2 <27i (L59) 
en inversant l'impliquation (1.59) on obtient 
|x,|2+||Q||2 > 271 ^ |x,| > v ^ OU | | r 2 | | > v ^ (L60) 
ce qui démontre, combiné à (1.58), l'équation (1.57). 
Examinons maintenant les deux possibilités : (1) |x£(ti)| > ,JYi et  (2) ||r2(ti)|| > y ^ . 
(l) Si \x^iti)\  >  y/^  alors selon la propriété 2.7, V est décroissante de façon à ce que X se 
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rapproche de D^. 
(2) Si ||f2(ti)|| > ^ T T alors on doit prouver que |xe| devient supérieure à une constante positive 
à un temps ts > ti  de façon à utiliser la propriété 2.7 pour montrer une fois de plus que X 
décroît et se rapproche donc de D^. 
Puisque | |^(ti) | | > ^ 
6-2 = elWÙiti)  -  n\\^  =  el\\Ùiti)\\'> ehi 
> el'^UBei2Ut  +  y/^B  ^+  Bf) + 4a 
> 2e\  ABgi2Ub  + y/âB^  -+  Bf)  + Aa 
Bei2Ub + V^B^ +  Bf) + 5 | 
Bei2Ub + V^B^ +  Bf) +  Bl 
(1.61) 
Maintenant, on peut démontrer que si l'équation (1.61) est vérifiée alors il 3 3^ G [^ 2, 2^ + Ti] 
tels que 
\xeit3)\ >  min{l, 6}  (L62) 
avec 
6 = min{ 
2iBeBfTo + ^/^BeB^To  + K) 
e} (1.63) 
i = 
ï'-eA 
2ëiBeBfTo +  ^BeB^To +  K) +  A 
(1.64) 
et 
A = ABei2Ub  + V^B^ + Bf)  + Aa Bei2Ub + V^B^ +  Bf) +  Bl 
Ti 
ê - iBeBfTo  +  y/^BeB^To +  K)ô 
Bei2Ub + y/^B^  +  Bf) +  a Bgi2Ub + y^B^  +  Bf) +  Bl 
(1.65) 
(1.66) 
Cette démonstration peut être fait par contradiction : 
Supposons que l'équation (1.61) est vraie et que l'équation (1.62) n'est pas vraie, donc on peut 
écrire que 
|x,(t2 + T ) | < l et \x,it2  +  T)\<ô V r G [ 0 , Ti]  (L67) 
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Selon l'équation (2.19), on peut écrire que 
.i> -K6  + âfi9,u>)-afi9,uj) a*sati — ) (1.68) 
On peut alors démontrer que x^  devient grand sur [t2, 2^ + 7"i] en trouvant une borne inférieure 
de l'expression entre crochet et le demier terme de (1.68). 
ÉTAPE (i) : il faut trouver une bome inférieure de la quantité suivante âfi9, UJ)  —  afi9,  UJ). 
Selon l'équation (2.19), on a 
(1) à  =  -xJi9,uj)  et (2) 9  = -Xc (1.69) 
en intégrant sur l'intervalle [ti, 2^] et sachant que t2 — ti  <  0, 
\Aà\ \ait2) -àiti] 
t2 
àdr 
t2 
-xJi9,uj)dT 
< max ||xJ| max \fi9,uj) 
ti<t<t2 ti<t<t2 
. / r i 
rt2 
/ dr 
< SBfTo 
selon la même démarche, on aura 
IIA l^l =\\9it2)-èiti] 
< max \\xA\  max 
ti<t<t2 ti<t<t2 
t2 . 
èdr 
h 
t2 
—X^(j)*dT 
dr 
i l 
< SB^To 
Selon la propriété 2.4 et en utilisant les équations (1.70) et (1.71), on a 
àit2)fi9it2),Ujit2))-âiti)fi9iti),Ujit2)) <Be\\AÙ\\ 
< BeWAâ + y/^A9\\ 
<fî,(| |Aà|| + v^||A^~||) 
< BgiôBfTo  + V^ÔB^To) 
(1.70) 
(1.71) 
(1.72) 
En utilisant les équations (1.72) et (1.55), on aura 
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âit2)fi9it2),ujit2))-afi9,ujit2)) = àiti)fiêiti),ujit2))-afi9,ujit2)) 
+ àit2)fi9it2),Ujit2)) 
- âiti)fi9iti),ujit2)) 
> l-BeiSBfTo  +  ^8B^To) 
(1.73) 
On sait déjà que UJ est Lipshitz, donc on peut écrire 
\ujit2 +  T)-Ujit2)\\  <UbT (1.74) 
Selon la dynamique de l'erreur (équation (2.19)), On a 
9 = -x,^* (1.75) 
pour T G [0, T2],  on intègre l'équation (1.75) sur [^ 2, 2^ + r] on aura alors 
9drj= ['  -Xc^*drj  =  9it2 + r)-9it2) 
t2 Jt2 
donc on obtient 
(1.76) 
11 (^^ 2+ r ) - ^ ( t 2 ) | | = 
t2+T 
-x^^*dr] 
«2 
•t2+r 
< B^  I  dr] 
t2 
c'est-à-dire 
\\eit2 + T)-9it2)\\<B^T 
(1.77) 
(1.78) 
Puisqu'on a 
|x,(t2 + r ) | < l et | / ( ^ , a ; ) | < B ; V r G [0, Ti] (1.79) 
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donc on peut écrire ce qui suit 
| , 7 ( t 2 + T ) - < j ( t 2 ) | | = 
t2+T 
âiT)dr] 
•'t2 + r 
-xJie,uj)dri 
' t 2 
< /  '  ^ \\xc\\\fi9,uj)\d'n 
't2 
(1.80) 
<BfT 
selon les équations (I.74),(1.78) et (1.80), il est possible de prouver ce qui suit 
àit2 +  r)f2r -  àit2)f2  -  iafi9,uit2  +  r))- afi9, u;(t2))) 
ou 
f2r =  fiÔit2 +  r),uit2 +  T)) 
f2 = fiÔit2)Mt2)) 
<Bei\\An\\ 
+ 2\\ujit2 + T)-Ujit2)\\) 
< B0iBf  +  y^B^  +  2Ub)T 
(1.81) 
(1.82) 
(1.83) 
l'équation (1.81) implique que 
àit2 + T)f2r - <jfiO,  ujit2 + T)) > (T(f2)/2 - CT/(^, a;(t2)) - BgiBf  + ^ B $ + 2Ub)r  (1.84) 
En combinant l'équation (1.73) et l'équation (1.84), on peut écrire 
àit2+r)f2r-(jfiO,ujit2+T)) >  €-Bei~5BfTo + V^ÔB^To)-BeiBf +  y/^B^+2Ub)r (L85) 
ce qui donne une bome inférieure de l'expression entre crochet dans l'équation (1.68). 
,x. ÉTAPE (ii) : Cette étape consiste à trouver une bome inférieure de la quantité suivante —a*sati-) 
e 
de l'expression (1.68). 
On a montré que dans l'équation (1.81), 
àit2 + r)f2r-àit2)f2-afi9,ujit2 +  T))+afi9,ujit2)) <B0i2Ub +  V^B^ +  Bf)T (1.86) 
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Selon l'équation (1.78) et l'hypothèse 2.5, on obtient 
^*it2)i9it2 +  r)-9it2)) < Bir  (1.87) 
On sait que à l'instant ^2, /3(a;(t2)) = 1 donc, selon la propriété 2.6, on a a*^_i9it2),uJit2))  = 
0. 
par définition on a 
a\ièit2),ujit2)) =  amax  | / 2 - /(^,a;(t2)) - <ï'*(t2)(^(t2) -9)]  (L88) 
deUo [^  J 
et 
ali9it2 +  T),ujit2 + r))^axriaxlf2r-fi0,ujit2 +  r))-^*it2 +  r)i9it2 +  T)-9)] (L89) 
On peut écrire 
ali9it2 +  T),ujit2 +  T)) <  amax  ( A , - /(^,a;(t2 + r)) - $*(t2)(^(i2 + r) -  9)\  (1.90) 
En combinant l'équation (1.89) et l'équation (1.90), on obtient 
a*_,ièit2 + T),u;it2 + T))<ali9it2),ujit2)) 
^ ' ' S l - ^ ' ^ " /(^>'^(^2 + r)) - (/2 - fi9,ujit2)))  (1.91) 
-<ï'*(i2)(^(t2 + r ) - ^ ( t 2 ) ) } 
on peut déduire que 
alièit2 +  r),ujit2 + r)) < a;(^(t2),a;(t2)) +a(Bei2Ub +  V^B^ +  Bf)T +  BIT\  (1.92) 
On a a*^i9it2),ujit2))  =  0, donc selon l'équation (1.92), on obtient 
-ali9it2 +  T),ujit2 + T)) >  -a(Bei2Ub +  V^B* + B/)r + S | T j (1.93) 
Ainsi, on aura V r G [0, T j 
-a\i9it2 +  T),ujit2 + T))sati^)  >  -a(Bei2Ub +  y/^B^  +-  Bf)T + B | r J (1.94) 
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> 
+aiB0i2Ub + v^B^  +  Bf) +  5 | ) | T dr 
l'équation (1.97) peut être simplifiée comme suit 
Xit2+-Ti)-Xit2) 
> 
ië- iK  + BeBfTo  + ^B^BeTo)~5f 
2iBeiBf +  ^B^ + 2Ub)  + a(i?e(2f/6 + s/dB^  + Bf)  +•  B%) 
puisque l'équation (1.67) est vraie V r G [0, T{\,  on aura 
(1.95) 
X 
ce qui donne une borne inférieure de —a'sati—). 
ÉTAPE (iii) : Cette étape consiste à trouver une bome inférieure de x^ en utilisant les bomes 
trouvées dans la première et la deuxième étapes. 
En combinant l'équation (1.94), l'équation (I.85)et l'équation (1.68), on obtient 
iih +  r) >  -KS  +  ë-BeiôBfTo +  y/^ÔB^To) 
-BeiBf +  ^B^^2Ub)T 
-a(Bei2Ub + V^5$ + Bf)  + BUT 
c'est-à-dire, 
i(i2 + r) > ë-iK+  BgBfTo-hy/^B.pB0To)S 
-lBgiBf +  y/^B^ +  2Ub) 
-\-aiB0i2Ub + y/^B^  + Bf)  +  BI)\T 
V r G [0, Ti] 
Maintenant on intègre l'équation (1.96) sur [0, Ti] 
Xit2 + Ti)-Xit2) 
Ti r f 
ê - (A- + B0BfTo  + V^B^B0To)5  -  \  5^(5 / + y/^B^  +  2Ub) 
(1.96) 
(1.97) 
(1.98) 
1^ 6(^ 2)1 < S (1.99) 
ce qui implique que 
,x, Xe(t2) = X - esati-)  >  -5 (I.IOO) 
ainsi, on obtient 
À partie de la définition de ô, on a 
x(t2) >-ô  +  €sati^) 
>-ô-e 
où ^ est définie à l'équation (1.64). L'équation (1.102) peut être réécrite comme suit 
ë2 - 2êAiJ 
2€-\-25< 
2\, 
ou 
Al = BeBfTo  + ^BeB^To  + A" 
A2 = Bei2Ub  + yJ^B^  -^Bf)  +  a Bei2Ub + v^B,ï> + Bf)  +-  B. * 
Maintenant en combinant les équations (1.97,1.101 et 1.103), on trouve que 
ië-ëXi'ô)"^ -
xit2 +  Ti) >^——U--e-ô 
ZÀo 
> 
ë^ - 2€AiJ 
2Ao -e-ô 
>2ô +  2e-€-ô 
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(LlOl) 
(L102) 
(1.103) 
(L104) 
(1.105) 
(1.106) 
>ô +  e 
Ainsi, on peut écrire 
x,it2 +  Ti)>ô (1.107) 
ce qui est contradictoire avec l'équation (1.67), donc l'équation (1.62) doit être vraie. 
Ainsi, si l'équation (1.61) est vraie alors 3 3^ G [^ 2, t2 + ^i] tel que |x(t3)| > min{l,  ô}. 
En conclusion, on peut dire que 
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si V (^ti) > 7i alors on aura 
(1) |x,(t i) i>y7r 
^ ou 
(2) \î,it3)\>ôo  =  min{l, ô},  t3G[ti , ti+To  +  Ti] 
où ts = 2^ -I- Ti 
- si (1) est vrai alors 
ou 
viti+T:,)<viti) 
T 
KJTi 
SiM + K^i) 
M +  KJ^i 
si (2) est vrai alors 3 T^ -—- tel que 
M + Kôo 
Vit3 + T[)<Vit3) 
Kôl 
3(M + Kôo) 
Selon les équations (I.l 11 et 1.109), on peut dire que pour tout Viti) >  71, 
Viti+T'^)<Viti)-AV 
(L108) 
(1.109) 
(LllO) 
(I.l 11) 
(1.112) 
ou 
Ta = max {TQ +  TI+TI  TQ  +  TI+T^ 
AV = min 
Kôl K^i' 
(1.113) 
(1.114) 
3 ( M + A:5O)' 3 ( M + A : ^ ) J 
Ceci implique que Vit) décroît par une quantité finie dans chaque intervalle T3 jusqu'à ce que 
la trajectoire atteint D^. 
on note que, selon la définition de D^, si e ^ 0 alors toutes les trajectoires convergent vers la 
région X = 0 et donc l'estimateur est uniformément assymptothiquement stable. • 
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