We investigate the number of real entries of an n × n complex Hadamard matrix (CHM). We analytically derive the numbers when n = 2, 3, 4, 6. In particular, the number can be any one of 0 − 22, 24, 25, 26, 30 for n = 6. We apply our result to the existence of four mutually unbiased bases (MUBs) in dimension six, which is a long-standing open problem in quantum physics and information. We show that if four MUBs containing the identity matrix exists then the real entries in any one of the remaining three matrices does not exceed 22.
I. INTRODUCTION
In this paper we shall refer to the complex Hadamard matrix (CHM) as a square matrix having elements of modulus one, and pairwise orthogonal row and column vectors. We propose and investigate the following question.
Question 1 How many real entries are there in a given CHM?
We partially answer this question, and leave the complete answer as an open problem. We construct preliminary results in Lemma 4, 5 and 6. As the first main result of this paper, we shall characterize the number of real entries of n × n CHMs with n = 2 and n = 3, 4, 6 in Lemma 8 and Theorem 9, respectively. We show that the number for n = 3, 4, 6 belongs to the set {0, 1, 2, 3, 4, 5, 6}, {0 − 10, 12, 16}, and {0 − 22, 24, 25, 26, 30}, respectively. The proof for n = 6 is the most complicated, and we explain it in Proposition 11 and 12. The latter is based on Lemma 13, 14, and 15. We shall analytically construct 6 × 6 CHMs containing exactly n real entries with the above-mentioned integer n, and excluded the CHMs containing exactly n real entries with n not mentioned above. We apply our results to a conjecture on the existence of so-called four six dimensional mutually unbiased basis (MUBs) from quantum physics and information. In Theorem 10, we show that the CHM as a member of an MUB trio has at most 22 real elements.
Characterizing the n × n CHM, especially the case n = 6 is a basic problem in algebra and quantum information theory [1] [2] [3] [4] [5] [6] . It is known that the real Hadamard matrix has order 2 or 4k, and whether it exists for any integer k has been an open problem for more than one century [7] . Characterizing the n × n CHM is a more complex problem, though it is done for n = 2, 3, 4, 5 [8] . Finding the real entries is thus an operational method of studying CHM. There is no systematic result as far as we know. On the other hand, the quantum state is a unit vector in linear algebra. . For d = 6, it has been a long-standing open problem whether four MUBs I 6 , V, W, X exist. If it exists then we refer to V, W, X as an MUB trio. In spite of much efforts devoted to the open problem in the past decades [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] , there has been little understand of the MUB trio, though it is believed not to exist. Theorem 10 gives an upper bound on the number of real entries of 6 × 6 CHMs of an MUB trio, if it exists. As far as we know, this is the first time the real entry of CHM has been investigated for studying the existence problem of four six-dimensional MUBs. It provides theoretically novel view to the MUB existence problem and related problems in quantum information, such as the understanding of general unitary matrices, tensor rank and unextendible product basis [24] [25] [26] .
The rest of this paper is structured as follows. In Sec. II we construct the notion of CHMs, equivalence and complex equivalence of matrices, characterizing of CHMs with few imaginary entries and preliminary results from linear algebra. In Sec. III we introduce the notations on the number of real entries of CHMs, and the main result of this paper, namely characterizing the number of real entries of 3 × 3, 4 × 4, and 6 × 6 CHMs respectively. We provide the proof details in Sec. IV. We conclude in Sec. V.
II. PRELIMINARIES
In this section we introduce the fundamental notations and facts we use in this paper.
We start by reviewing the complex Hadamard matrices.
Definition 2
We refer to the n × n complex Hadamard matrix (CHM) H n = [u ij ] i,j=1,...,n as a matrix with orthogonal row vectors and entries of modulus one. That is,
⊓ ⊔
To find out the connection between different CHMs, we define the equivalence and complex equivalence.
Definition 3 (i) We refer to the monomial unitary matrix as a unitary matrix each of whose row and columns has exactly one nonzero entry. The entry has modulus one. Let M n be the set of n × n monomial unitary matrices.
(ii) We say that two n×n matrices U and V are complex equivalent when U = P V Q where P, Q ∈ M n . If P, Q are both permutation matrices then we say that U, V are equivalent ⊓ ⊔ Evidently if U, V are equivalent then they are complex equivalent, and the converse fails.
The number of real entries of a CHM may be changed under complex equivalence, while it is unchanged under equivalence. For example, it is straightforward to show that any n × n CHM is complex equivalent to a CHM containing at least 2n + 1 entry one. They are in the first column and row of the CHM. Nevertheless, investigating the real entries of a general CHM is a complex problem.
In the following lemma we introduce useful results from linear algebra.
Lemma 4 (i) Suppose a + b + c = 0 with complex numbers a, b, c of modulus one. Then Proof. Assertion (i) and (ii) can be proven straightforwardly.
To investigate Question 1, we construct a few properties of CHMs in Lemma 5. It is one of the main tools we use for proving our main result in Theorem 9.
Lemma 5 Suppose H n is an n × n CHM.
(i) If P, Q ∈ M n , then P H n Q and H T n are both n × n CHMs. (ii.a) If the first row of H n is real, then the second row of H n does not have exactly one imaginary entry.
(ii.b) Furthermore if n is even then the second row of H n does not have exactly three imaginary entries. Equivalently, H n has no submatrix   r 1 r 2 r 3 r 4 r 5 i 1 r 6 r 7 r 8 i 2 i 3 r 9   with real r j and imaginary i k .
(ii.c) Furthermore if n is even and the second row of H n has exactly two imaginary entries, then they are equal or opposite numbers. Up to equivalence the first two rows of H n
where x is an imaginary number of modulus one, and v m is the m-dimensional vector of element one.
(ii.d) Furthermore if n = 6 and the second and third rows of H 6 have both exactly two imaginary entries, then up to equivalence the first three rows of H 6 are one of the following four matrices. (iv) If n ≡ 2( mod 4) then H n has no three real columns or three real rows.
(v) H 6 does not have a 4 × 3 or 3 × 4 real submatrix.
(vi) If H 6 has n(≥ 3) rows each of which has exactly one imaginary entry, then the entries are in different columns of H 6 . Further, the entries are i or −i.
(vii) H 6 has neither of the following two three rows.
where the entry r j is real, i k is imaginary and c l is complex. x −x 1 1 −1 −1   , where x is an imaginary number of modulus one. Since the third row of H 6 has exactly two imaginary entries, they are y, −y using the orthogonality of first and third row of H 6 . Up to equivalence the first three rows of H 6 have four cases.
where y is an imaginary number of modulus one. Further
because row 1 and 3 of M j are orthogonal for j = 1, 2, 3, 4. Note that row 2 and 3 of M j are also orthogonal. Using (8)- (11) we have 2x
Recall that x, y are imaginary numbers of modulus one, and {a j , b j , c j , d j } = {1, 1, −1, −1}
for j = 1, 2, 3, 4 in (12) . We shall use these facts in the following arguments of solving (13)- (16) .
To solve (13) , the only possibility is xy = ±1 and a 1 + b 1 − c 1 − d 1 = −4, 0 or 4. So (13) has no solution, and M 1 in (8) does not exist.
To solve (14) , the only possibility is
So y = ±x and a 2 = ±1. Multiplying the unitary diag(1, 1, −1) on the lhs of M 2 in (9), we may assume y = x and a 2 = 1. So x = y = ±i, b 2 = c 2 = −1 and d 2 = 1. We have obtained that M 2 is one of (3) and (4).
To solve (15) , the only possibility is
Multiplying the unitary diag(1, 1, −1) on the lhs of M 3 in (10), we may assume c 3 = 1. Lemma 4 (i) implies that (x * a 3 , y) = (ω, ω 2 ) or (ω 2 , ω). We have four solutions for M 3 as follows.
One can show that M 31 , M 33 are equivalent, and M 32 , M 34 are also equivalent. We have obtained that M 3 is one of (5) and (6) .
Finally (16) has no solution due to Lemma 4 (ii).
(iv) We prove the assertion by contradiction. Let n = 4k + 2. If H n has three real columns, then up to equivalence we can assume that the first three columns of H n are  are pairwise orthogonal, we obtain that v is orthogonal to u and w. It is a contradiction with the fact that 2k + 1 is odd. So H n having three real columns does not exist. Using the matrix transposition, we can show that H n having three real rows also does not exist.
(v) We prove the assertion by contradiction. Suppose H 6 has a 4 × 3 real submatrix.
Up to complex equivalence we may assume that the first three rows of H 6 have real entries, (vi) The first part of the assertion follows from (v). We prove the second part. Let a j be the entry in the j'th row for j = 1, .., n and n ≥ 3. Assertion (ii.c) implies that a * 1 = ±a 2 = ±a 3 , and a * 2 = ±a 3 . So a j = ±i for j = 1, 2, 3. (vii) We prove the assertion for the first matrix by contradiction, and one can similarly prove the assertion for the second matrix.
Suppose the first three rows of H 6 are
where r j is real, i j is imaginary and c j is complex. It follows from assertion (v) that c * 1 c 3 or c * 2 c 3 is imaginary. By permuting row 1 and 2 of H 6 we may assume that c * 2 c 3 is imaginary. So row 2 and 3 of H 6 are not orthogonal. We have a contradiction, and have proven that H 6 does not have the first three rows in (21) .
(viii) The assertion follows from assertion (ii.b).
Finally we review the following fact from [21, Lemma 11] . It gives the necessary condition by which a 6 × 6 CHM is a member of some MUB trio.
Lemma 6 Any MUB trio does not have the 6 × 6 CHM containing a 3 × 2 real submatrix.
III. MAIN RESULT
In this section we investigate Question 1, and introduce the main result of this paper.
For this purpose we construct the following definition.
Definition 7
Let R(H n ) be the number of real entries of a given n × n CHM H n , and S n the set of all possible numbers for a given n. That is H n has exactly R(H n ) real entries and
⊓ ⊔
To demonstrate the definition, we present the observation on 2 × 2 CHMs.
Proof. We investigate S 2 by constructing the following 2 × 2 CHMs.
We have R( It characterizes S n for general n, and explicitly counts the number of real entries of n × n CHMs when n = 3, 4, 6.
Theorem 9 (i) For any positive integer n we have {0, 1, ..., n} ⊆ S n .
(ii) For any odd number n we have {n + 1, n + 2, ..., 2n − 1} ⊆ S n .
(iii) S 3 = {0, 1, 2, 3, 4, 5, 6}.
(iv) S 4 = {0 − 10, 12, 16}.
(v) S 6 = {0 − 22, 24, 25, 26, 30}.
One can verify that e i x j,k is an imaginary number for any j, k. We construct the n × n
One can verify that UH n V is an n × n CHM with n − d real entries, namely the 1's in the lower left corner of UH n V . Since 0 ≤ d ≤ n, we obtain {0, 1, · · · , n} ⊆ S n .
(ii) Consider the n × n CHM H n = [x j,k ] with x j,k = e 2πi n jk and 0 ≤ j, k ≤ n − 1. One can verify that x j,k is not a pure imaginary number. Further, x j,k is a real number if and only if 
If we respectively choose a 2 = a 3 = b 2 = b 3 = 1 and D 2 = I 3 then H 3 becomes
In H 31 , let (a 1 , b 1 ) be (1, 1), (1, ω), (ω, ω 2 ) and (ω, ω), respectively. We respectively have 5, 2, 1, 0 ∈ S 3 . Further if (a 1 , b 1 ) = (ω, ω), then ω 2 H 31 is a 3 × 3 CHM of six real entries. So 6 ∈ S 3 . In H 32 , let (a 1 , a 2 , a 3 ) be (1, i, i) and (1, 1, i), respectively. Then we have 3, 4 ∈ S 3 .
Evidently H 3 has no three real columns or three real rows, we have 9 / ∈ S 3 . Using Lemma 5 (i), we obtain 7, 8 / ∈ S 3 . We have proven the assertion.
(iv) The 4 × 4 Hadamard matrix exists, say
So 16 ∈ S 4 . One can straightforwardly show that 0 − 10, 12, 16 ∈ S 4 . For example by
, we obtain that D 1 MD † 1 has 10 real entries. By setting D 2 = diag(i, 1, 1, 1) and
, we obtain that D 2 MD 3 has 7 real entries. We prove that 11, 13, 14, 15 ∈ S 4 by contradiction. Suppose N is a 4 × 4 CHM containing exactly 11 real entries. Lemma 4 (ii) shows that N does not have real rows or columns.
Up to equivalence we have
, where i j is imaginary, and * is a 1 or −1.
Column 1 and 4 of N gives a contradiction with Lemma 4 (ii). So 11 ∈ S 4 . One can similarly show that 13, 14, 15 ∈ S 4 .
(v) The assertion follows from Proposition 11 and 12 in Sec. IV. In particular Proposition 12 follows from Lemma 13, 14, and 15.
⊓ ⊔
As an application of Theorem 9, we present Theorem 10 as the second main result as follows.
Theorem 10 Any member of an MUB trio has at most 22 real elements.
Proof. Let M n be a member of an MUB trio having exactly n real entries. It follows from We begin by characterizing the elements belonging to S 6 . Proof. Consider the order-six CHM
One can show that R(G 6 ) = 30. Using the matrices complex equivalent to G 6 , one can construct matrices having 0 − 22, 24 − 26, 30 real entries, respectively. The idea is as follows.
If the first row of G 6 is multiplied by i or e we may assume that
Then the array [a 1 , a 2 , a 3 , a 4 , a 5 , a 6 ] is the imaginary array of M. Evidently, the sum of (iii) We prove the assertion by contradiction. Suppose M is a 6 × 6 CHM having exactly 23 real entries. That is, M has exactly 13 imaginary entries. So the imaginary array
Hence we have three subcases, namely a 1 = 0, 1, or 2. In either case we show that M does not exist. We shall provide their proofs in the subsequent Lemma 13, 14, and 15, respectively. ⊓ ⊔ Lemma 13 The 6 × 6 CHM containing exactly 23 real entries does not exist, if it has a row containing no imaginary entry.
Proof. We shall follow the notation in the proof of Proposition 12 (iii). We have a 1 = 0, namely the first row of M has no imaginary entries. We have a i = 1 for i = 2, 3, 4, 5, 6
by Lemma 5 (ii). Next we have a i = 3 by Lemma 4 (ii). Eqs. (30) and (29) 
Using Lemma 5 (ii.d) and (31), we obtain that row 4 and 5 of M both have exactly two imaginary entries, and exactly one of them is in the first three columns of M. Lemma 5
(ii.b) implies that the entries are i, −i. Using (33), the first four rows of M is one of the following two matrices.
where {a j , b j , c j , d j } = {1, 1, −1, −1} for j = 1, 2. Using the same argument, only H 611 may have row 5 containing two imaginary elements, and orthogonal to row 1−4. We may assume that the first five rows of M are
The orthogonality between row 2, 3, 4 implies (a 1 , b 1 , c 1 , d 1 ) = (1, −1, 1, −1). Similarly, (a 3 , b 3 , c 3 , d 3 ) = (−1, −1, 1, 1). Hence
Since the first five row vectors of M are orthogonal to the last row, using Lemma 5 (ii.b) we 
In the following we shall show that M does not exist in either of the five cases, respectively.
It proves the assertion. 
where r j is real and x k is imaginary. If y 1 , y 2 are both real, then multiplying x * 1 on the bottom row of M implies a contradiction with Lemma 5 (ii.a) and (ii.b). Next if y 1 , y 2 are both imaginary then it is a contradiction with Lemma 5 (vi). So the only possibility is that exactly one of y 1 , y 2 is imaginary. Since a 5 = 3, exactly two of y 3 , y 4 , y 5 , y 6 are imaginary.
Using equivalence on M, we can assume that y 2 , y 4 , y 5 are imaginary, and y 1 , y 3 , y 6 are real.
Using (40) and Lemma 5 (ii.b), we obtain that x * 1 x 4 and x * 1 x 5 are both real. Now column 1, 5, 6 of M is a contradiction with Lemma 5 (ii.d). We have excluded case (i).
(ii) [ a 1 , a 2 , a 3 , a 4 , a 5 , a 6 ] = [1, 1, 1, 1, 4 
where r i is real, w j is imaginary, x k , y k are complex. Since a 5 = a 6 = 3, {x k } and {y k } has exactly three imaginary entries, respectively. If x 6 or y 6 is imaginary then the column of M has at least five imaginary entries. The case has been excluded by previous cases in this lemma using the transpose of M. So x 6 and y 6 are both real. If x 1 , x 2 , y 1 , y 2 are real, then a 5 = a 6 = 3 implies that x i , y i are imaginary for i = 3, 4, 5. Column 1 and 3 give a contradiction with Lemma 5 (ii.b). So one of x 1 , x 2 , y 1 , y 2 is imaginary. Up to equivalence we may assume that x 2 is imaginary. Since a 5 = 3, one of x 3 , x 4 , x 5 is imaginary. Up to equivalence we may assume that x 3 is imaginary. Using (40) we summary the above findings as follows.
where r i is real, w j is imaginary and x k , y l are complex. Since a 5 = 3, exactly one of
is imaginary. Up to the equivalence we have two cases (iv.a) and (iv.b), namely x 1 or x 4 is imaginary.
(iv.a) x 1 in (41) (a 1 , a 2 , a 3 , a 4 , a 5 , a 6 ) = (0, 2, 2, 2, 2, 5). It has been excluded by Lemma 13. (v) [ a 1 , a 2 , a 3 , a 4 , a 5 , a 6 ] = [1, 1, 1, 3, 3, 4] . (1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (3, 3) .
In the following we shall investigate the six subcases, respectively. It proves assertion (v), and thus the last case in (38). 
Since a 
w 4 w * 6 + w 7 w * 9 + w 13 = 0.
where p, q = ±1. Lemma 4 (i) implies that (pqw 9 w * 8 , pw 13 ) = (ω, ω 2 ) or (ω 2 , ω), and (pqw 5 w * 6 , qw 13 ) = (ω, ω 2 ) or (ω 2 , ω). So p = q, and (48) 
where w 1 , w 2 , ..., w 6 are imaginary entries. Since (51) holds for both rows and columns of 
Since w 1 is imaginary, (56) has to be ±2. So w 4 w * 5 and w 6 w * 7 are both real numbers, namely 1 or −1. It implies that the product of w 4 w * 6 and w 5 w * 7 is real. So they are both real or both imaginary. It is a contradiction with (57) in terms of Lemma 4 (ii).
It remains to investigate the second case of (iii), namely the remaining two imaginary 
