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LINEAR BOUNDS FOR LEVELS OF STABLE
RATIONALITY
FEDOR BOGOMOLOV, CHRISTIAN BO¨HNING,
AND HANS-CHRISTIAN GRAF VON BOTHMER
Abstract. LetG be one of the groups SLn(C), Sp2n(C), SOm(C),
Om(C), or G2. For a generically free G-representation V , we say
that N is a level of stable rationality for V/G if V/G × PN is
rational. In this paper we improve known bounds for the levels
of stable rationality for the quotients V/G. In particular, their
growth as functions of the rank of the group is linear for G one of
the classical groups.
1. Introduction
In the birational geometry of algebraic varieties, an important problem
consists in determining the birational types of quotient spaces V/G
where V is a generically free linear representation of the linear algebraic
group G, both defined over C, which will be our base field. We will
suppose in the sequel that G is connected. The quotient V/G is said to
be stably rational of level N if V/G× PN is rational. Whether or not
V/G is stably rational (of some level), is a property of the group G and
not of the particular generically free representation V by the no-name
lemma [Bo-Ka].
It will be desirable to obtain good bounds on levels of stable rationality
N for V/G as above, for a given G and as large as possible a class C of
generically free G-representations V . By this we generally understand
that one wants to determine an explicit function N = N(r, V ) of r
and V (in the given class C) such that V/G × PN is rational, and
N(r, V ) is small, where r is the rank of G. More precisely, if G is
a group running through one of the infinite series of simple groups of
type Ar, Br, Cr, Dr (of some fixed isogeny type), one would like to
determine a function N = N(r) which gives a level of stable rationality
for generically free G-quotients V/G, uniformly for all V in some fixed
Second and third author supported by the German Research Foundation
(Deutsche Forschungsgemeinschaft (DFG)) through the Institutional Strategy of
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large class C, and such that the asymptotic behaviour ofN(r) is N(r) =
O(r) (Landau symbol). This is what is meant by “linear bounds”
in the title. For exceptional groups of types G2, F4, E6, E7 and E8
one would like to find a small constant N that gives a level of stable
rationality. One should mention that these types of questions become
rather simpler for groups with a nontrivial radical, cf. [BBB10], so
that the semisimple case is fundamental. Let us also mention that
results of this sort of course have applications to the rationality question
for algebraic varieties because many varieties X can be fibred over
generically free linear group quotients V/G, with rational general fibre,
so that the total space is birational to the product of base and fibre.
We will obtain N(r) = O(r) for the groups SLn(C), Sp2n(C), SOm(C),
and also the nonconnected groups Om(C), for large classes of repre-
sentations C. Moreover, we will improve the bound for G2 somewhat.
Before describing the results in more detail, we mention that previously
one had only N(r) = O(r2) for these classical groups. To be precise,
what was known previously, at least to us, can be summarized in the
following table (the class C this applies to is the class of all generically
free G-representations):
Group G Level of stable rationality N
SLn(C) n
2 − 1
SO2n+1(C) 2n
2 + 3n+ 1
Sp2n(C) 2n
2 + n
SO2n(C) 2n
2 + n
G2 17
Stable rationality was also known for the orthogonal groups O2n(C) and
O2n+1(C), with the same levels as for the special orthogonal groups, and
for the simply connected exceptional groups F4, E6, E7, cf. [Bogo86].
We point out that stable rationality remains open for the Spin-groups,
and for E8. Our methods here do not seem to yield substantial im-
provements for F4, E6, E7. Let us comment briefly on how the re-
sults in the table are obtained: SLn(C) and Sp2n(C) are special groups
(every e´tale locally trivial principal bundle for them is Zariski locally
trivial), so for a generically free representation V the quotient is sta-
bly rational of level their dimensions. For SOm(C) one considers the
action on a variety X which is birational to a tower of equivariant
vector bundles over an SOm(C)-representation as base: X consists
of orthogonal m-frames (v1, . . . , vm) in C
m with 〈vi, vi〉 6= 0. Note
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that dimX = dimSOm(C) + m, which is the value given in the ta-
ble. In fact, V/SOm(C) × X = (V × X)/SOm(C) by the no-name
lemma, and in X there is a (SOm(C), H)-section Π where H is an
elementary abelian 2-group and Π is a product of generic lines. So
(V × X)/SOm(C) = (V/H) × Π is rational. For G2 the argument is
similar, but for X one takes instead
X = {(A,B,C) | A ⊥ B, A,B,AB ⊥ C and A,B,C of nonzero norm}
as a subset of O3, where O are traceless octonions. The action of G2
is free on X . See [Bogo86] for details.
Let us now describe our results in more detail. Let G be one of the
groups SLn(C), Sp2n(C), SOm(C), Om(C) or G2. We will first nar-
row down the class of representations C of these groups which we will
consider and make a statement about. Namely, C contains precisely
the G-representations V of the form V = W ⊕ Sǫ, where: W is an
irreducible representation of G whose ineffectivity kernel (a finite cen-
tral subgroup) coincides with the stabilizer in general position. S is
a standard representation for each of the groups involved, namely Cn
for SLn(C), C
2n for Sp2n(C), C
m for SOm(C) and Om(C), C
7 for G2.
Here ǫ ∈ {0, 1}, and ǫ = 0 if and only if W is already G-generically
free. Thus V will always be G-generically free. The following table
summarizes our main results Theorems 2.3, 4.5, 5.5, 5.12, 6.2.
Group G Level of stable rationality N
for V/G for V ∈ C
SLn(C), n ≥ 1 n
SO2n+1(C), n ≥ 2 2n + 1
O2n+1(C), n ≥ 2 2n + 1
Sp2n(C), n ≥ 4 2n
SO2n(C), n ≥ 2 2n except for W with highest weight
cωn−1 or cωn, c ∈ N,
where we know only 4n.
O2n(C), n ≥ 2 2n
G2 7
Here ωn−1 and ωn denote the fundamental weights corresponding to the
last two nodes of the Dynkin diagram of so2n(C). Note that confin-
ing ourselves to the class C is not very restrictive: any generically free
G-representation containing a representation in C as a summand will
have a quotient which is stably rational of the same level. By a method
involving Severi Brauer varieties (exemplified in Proposition 2.5) one
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could also get the result for any generically free G- representation con-
taining an irreducible summand W whose stabilizer in general position
coincides with the ineffectivity kernel. Then it would remain to analyze
those representations V which are sums of irreducible representations
with a nontrivial stabilizer in general position (there is a finite list for
each fixed rank), but such that V is generically free. As we felt that
this would have made the paper much longer without adding too much
content, we have not done this.
The basic strategy for the proof of our result is not difficult: for V in
the class C, we consider in each of the above cases V ⊕S. The G-action
on V ⊕ S has a section given by the normalizer G′ of the stabilizer in
general position in S. This G′ is a group of smaller rank, and in gen-
eral, V will decompose with respect to the semisimple part of G′ into
several summands (however, G′ is often nonreductive). Thus we may
hope to prove rationality of V/G′, either by induction on the rank, or
because V becomes highly reducible as module for the semisimple part
of G′. However, to carry this program to the end, involves a long (but
joyful) ride through the complete representation theory of the groups
involved.
Here is a short road map of the paper. The proof for SLn(C) is an
induction on the rank. As both the induction step and induction base
are somewhat lengthy, we have chosen to separate them; the former
is in section 2, the latter in section 3. Section 4 contains the proof
for the symplectic group. It is not an induction, but what is used
is that under the restriction Sp2n(C) ↓ Sp2n−2(C), representations of
Sp2n(C) become highly reducible. One may then produce a generically
free G′-quotient of V . Section 5 treats the case of the orthogonal and
special orthogonal groups. We need a technical result in this section on
stabilizers in general position for the group O2n(C). We put this into
an appendix, Appendix A. Finally, the case of G2 is covered in section
6. This case is the most straight-forward of all of them.
Let us mention that our results for Sp2n(C) and G2 hold also over Q,
but for the other groups we do not want to assert this as we are not
sure if the Severi-Brauer method used in their proofs goes through.
Moreover, the results in the present article provide tools for proving
rationality for generically free quotients of linear representations by
groups with nontrivial unipotent radicals, a program which was begun
in the article [BBB10].
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2. The induction process for SLn(C)
First we note the following simple but useful result.
Lemma 2.1. Let V be a generically free representation for a linear
algebraic group G, R a G-representation such that R and the dual R∨
have a dense G-orbit. If P resp. P ′ are the stabilizers of a generic
point in R resp. R∨, then V/P and V/P ′ are birationally equivalent.
Proof. By the no-name lemma [Bo-Ka] (V ⊕ R)/G is birational to
(V/G)⊕R. The latter is birational to (V/G)⊕R∨, hence to (V ⊕R∨)/G.
On the other hand, V is a (G,P )-section in V ⊕R, and a (G,P ′)-section
in V ⊕ R∨. 
Let V be an irreducible SLn(C)-representation. We have
V ≃ ΣλCn
for some n-tuple of integers (the highest weight of V ) λ = (λ1, . . . , λn),
λ1 ≥ · · · ≥ λn ≥ 0 (where according to our convention e.g. Σ1,1,0,...,0Cn =
Λ2Cn). Let e1, . . . , en be the standard basis of C
n, e∨1 , . . . , e
∨
n the dual
basis in (Cn)∨. The stabilizer P of e1 in SLn(C) is a group isomorphic
to the group SLn−1(C) ⋉ (C
n−1)∨. According to a classical branch-
ing law ([G-W], Chapter 8), the representation V decomposes as a
SLn−1(C)-representation as
V =
⊕
µ
ΣµCn−1
where µ = (µ1, . . . , µn−1) is a tuple of integers which interlaces λ which
means
λ1 ≥ µ1 ≥ λ2 ≥ · · · ≥ µn−1 ≥ λn ,
and the branching is multiplicity-free. As P -representation V has a
filtration
0 ⊂ V1 ⊂ · · · ⊂ Vl = V(1)
6 BOGOMOLOV, BO¨HNING, AND GRAF VON BOTHMER
withQi := Vi/Vi−1 the maximal completely reducible subrepresentation
in V/Vi−1, i = 1, . . . , l, as in [BBB10], section 3, where we put V0 = 0.
Here
l = (λ1 + · · ·+ λn−1)− (λ2 + · · ·+ λn) + 1 = λ1 − λn + 1
and Qi is the sum of those Vµ, µ interlacing λ, with
n−1∑
j=1
µj = (λ2 + · · ·+ λn) + i− 1 .
In particular, Q1 and Ql are irreducible. We may also consider the
stabilizer P ′ inside SLn(C) of the point e
∨
n in (C
n)∨ which is isomorphic
to ASLn−1(C) = SLn−1(C)⋉C
n−1. The semisimplification of V as P ′-
module is of course the same as that as P -module, but the associated
filtration is reversed. A remark that will be sometimes useful below is
Remark 2.2. The P -span of Ql is V . A similar fact holds for P
′. This
is because otherwise the maximal completely reducible submodule of
V ∨ would be reducible which is not the case as the P -module V ∨ is
the restriction to P of the SLn(C)-module V
∨ which has a unique line
of highest weight vectors if V is irreducible.
We propose to prove first on our way to the main result
Theorem 2.3. For any n and any generically free irreducible SLn(C)-
representation V , V/SLn(C) is stably rational of level n. If a central
quotient SLn(C)/(Z/mZ), m | n, m 6= 1 acts generically freely in V ,
then (V ⊕ (Cn)∨)/SLn(C) is stably rational of level n.
To prove this it suffices of course to establish rationality of V/P or
V/P ′, resp. (V ⊕ (Cn)∨)/P or (V ⊕ (Cn)∨)/P ′. This will be proven
by induction, and the main work will go into establishing the base of
the induction, which is done by a detailed analysis of the irreducible
SLn(C)-representations with a nontrivial stabilizer in general position
for small values of n. The induction step is easier, and we do this in
form of Proposition 2.5 below, the proof of which occupies the present
section. First a convenient
Definition 2.4. We call an SLn(C)-representation V anR-representation
(R for regular) if a central quotient SLn(C)/(Z/mZ) acts generically
freely, and an E-representation otherwise (E for exceptional). Thus an
E-representation is one with a notrivial stabilizer in general position or
C.
Proposition 2.5. Suppose Theorem 2.3 is true for any n and any
irreducible R-representation V of SLn(C) in the set of V ’s satisfying
(A) or (B) below:
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(A) If V = ΣλCn is as above, λ = (λ1, . . . , λn), and
µ0 := (λ1, . . . , λn−1) ,
µ1 := (λ2, . . . , λn)
then Σµ0Cn−1 and Σµ1Cn−1 are both E-representations for SLn−1(C),
i.e. are irreducible representations of SLn−1(C) with a nontriv-
ial stabilizer in general position.
(B) V is an exterior power ΛlCn.
Then Theorem 2.3 is true in general.
Proof. It suffices to show the implication:
(♯) If V = ΣλCn is an irreducible R-representation which
is not an exterior power such that µ0 or µ1 also give
an R-representation W = Σµ0Cn−1 or W = Σµ1Cn−1
for SLn−1(C), then the assertion of Theorem 2.3 for W
implies the assertion of Theorem 2.3 for V .
Informally, we can reduce the dimension and use induction (note: The-
orem 2.3 is trivially true for SL1(C) = (1)), unless we reach a point
where we must go from an R-representation to an E-representation.
To prove (♯) we will prove: under the hypotheses in (♯) the assertion of
Theorem 2.3 for W implies rationality for V/P or V/P ′. This implies
clearly the assertion of Theorem 2.3 for V .
We will consider the case where µ0 gives an R-representation first.
Let V , W be as previously; restrict V to P and write the associated
filtration as in formula 1. Then
Ql =W = Σ
µ0Cn−1
and this is an R-representation by assumption. Moreover l is at least
3 since we excluded exterior powers, so it makes sense to talk about
Ql−1 and Ql−2. We state:
Hypothesis (H): dimQl−1 ≥ 2(n− 1) and dimQl−2 ≥
n− 1.
If this hypothesis is true, which we assume for the moment, then V/P
is rational: we apply the Severi-Brauer method explained in the proof
of [BBB10], Proposition 4.4. By this method, the function field of
V/P arises from the function field K of the Severi-Brauer scheme S
associated to the two-step extension
0→ Ql−1 → V/Vl−2 → Ql → 0
obtained by dividing out homotheties in the fibres of the vector bundle
(V/Vl−2)/U → Ql, i.e. forming the associated projective bundle, and
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then dividing by the SLn−1(C)-action. In fact, V/P is a vector bundle
over (V/Vl−2)/P which in turn is a Zariski locally trivial C
∗-bundle over
S. Thus the function field of V/P arises by adjoining ≥ 1+(n−1) = n
indeterminates to the function field K of S by the inequality on the
dimension of Ql−2. But if we consider S
′, the Severi-Brauer scheme
P(Ql−1 ⊕ Cn−1)/SLn−1(C) over the base Ql−1/SLn−1(C), then S and
S ′ are stably equivalent, so by the assumption on the dimension of
Ql−1, S is generically a vector bundle over some P
n−2-bundle which is
in the same subgroup as S ′. But the assertion of Theorem 2.3 which
we assumed for W , implies stable rationality of level n = (n − 1) + 1
for S ′ and hence also for the afore-mentioned Pn−2-bundle in the same
subgroup of the Brauer group of the base, since the two are stably
isomorphic of level n − 2. Hence V/P is rational. This implies the
assertion of Theorem 2.3 for V .
If µ1 gives an R-representation instead of µ0 we may argue in the same
way as above, replacing P by P ′ and µ0 by µ1 throughout, assuming
Hypothesis (H) now for the filtration with respect to P ′.
What remains to be done is to analyze in which cases Hypothesis (H)
may fail (for P or P ′). Let us put m = n− 1. Suppose an irreducible
representation of SLm(C) has dimension < 2m. Since dimSLm(C) =
m2 − 1 ≥ 2m, as soon as n ≥ 3, such a representation is an E-
representation. Looking at the table of [Po-Vi], we find that the only
possibilities are:
(1) One of C, C2, Sym2C2, Sym3C2, Sym4C2 for SL2(C).
(2) C, Cm or the dual (Cm)∨ for all m ≥ 3.
(3) Λ2C4 for SL4(C).
Moreover, the irreducible SLm(C)-representations of dimension < m
are then just C for all m and in addition C2 for SL2(C).
Now note that Ql, being irreducible, must be contained in one of the
representations listed in (1), (2), (3) above if we tensor these with Cm
(in the case where we argue with P ) or with (Cm)∨ (in the case where
we argue with P ′) and must be an R-representation. This excludes the
possibilities of C, Cm or (Cm)∨ at once, as well as Sym2C2, Sym3C2.
It is true that
Sym5C2 ⊂ Sym4C2 ⊗ C2
and
Σ2,1C4 ⊂ Λ2C4 ⊗ C4, Σ2,1(C4)∨ ⊂ Λ2(C4)⊗ (C4)∨
are the only R-representations occurring. Thus Hypothesis (H) may
fail a priori when
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(a) restricting V = Σ(5+j,j,0)(C3), j ≥ 0, to P .
(b) restricting V = Σ(2+j,1+j,j,j,0)(C5), j ≥ 0, to P .
(a’) restricting V = Σ(k,5,0)(C3), k ≥ 5, to P ′.
(b’) or restricting V = Σ(k,2,2,1,0)(C5), k ≥ 2, to P ′.
An analysis of the above four cases shows that Hypothesis (H) actually
only fails in the following situation: If we restrict Σ(5,0,0)C3 to P or
Σ(5,5,0)C3 to P ′. By duality, it suffices to treat the first case, we will
prove directly that
Σ(5,0,0)C3/P is rational.
By Lemma 2.1 it suffices to prove that Σ(5,0,0)C3/P ′ is rational. But
Sym5C2 ⊕ Sym4C2 ⊕ Sym3C2 ⊕ Sym2C2 ⊕ C
is a (P ′, SL2(C))-section in this space whence the assertion.
To conclude the proof it suffices to remark that, generally, Ql−2 cannot
be composed of summands C because this would mean again that Ql
is an E-representation. The representation C2 is to be excluded for a
similar reason for C2 ⊗ Sym2C2 contains only E-representations. Thus
Hypothesis (H) cannot fail because the inequality on the dimension of
Ql−2 fails. Thus Proposition 2.5 is proven. 
The first question left unanswered by Proposition 2.5 is what to do
with exterior powers. This is addressed in:
Proposition 2.6. Theorem 2.3 is true for all exterior powers V =
ΛiCn, all n, if it is true for the special exterior powers
Λ3C10,Λ3(C10)∨,Λ4C9, Λ4(C9)∨ .
(We emphasize that the statement refers to exterior powers ΛiCn which
are R-representations).
Proof. If an exterior power V = Σ(1,1,...,1,0,...,0)Cn = ΛkCn is an R-
representation then certainly 3 ≤ k ≤ n − 3. It implies n ≥ 6. In
addition to the ones already excluded, the following exterior powers
are E-representations, according to the table in [Po-Vi]:
Λ3Cn, n = 6, 7, 8, 9, Λ4C8 or one of the duals.
It suffices again to prove that V/P or V/P ′ is rational. For P we have
for the quotients in the filtration
Q1 = Λ
k−1Cn−1, Q2 = Λ
kCn−1
and for P ′ one hasQ1 andQ2 interchanged. Thus restricting to either P
or P ′, one can always find an R-representation as completely reducible
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quotient unless
V = Λ3C10,Λ4C9 or one of the duals.
(recall that V itself is an R-representation). We exclude these cases
for the moment. Then we may again use the Severi-Brauer method
already exemplified in the proof of Proposition 2.5 provided the fibre
has dimension ≥ 3(n− 1). Putting m = n− 1 we see that
dimΛ2Cm =
m(m− 1)
2
≥ 3m
if m ≥ 7, so that for n ≥ 8 there is no problem with the induction.
Since 3 ≤ k ≤ n − 3, we find that for n = 6, 7 there are no exterior
powers which are R-representations. In fact, n must be at least 9 for
that. Hence Proposition 2.6 is proven. 
We may combine Propositions 2.5 and 2.6 to obtain:
Proposition 2.7. Theorem 2.3 holds in general if it holds for repre-
sentations V in the following list:
Λ3C10, Λ4C9 or one of the duals
or V = ΣλC3 and λ is one of
(a, 4, 0), a = 4, 5, 6, 7, 8,
(b, 3, 0), b = 4, 5, 6, 7,
(c, 2, 0), c = 3, 4, 5, 6,
(d, 1, 0), d = 3, 4, 5,
(4, 0, 0).
Proof. It remains to analyze which R-representations V = ΣλCn are
such that both
µ0 = (λ1, . . . , λn−1), µ1 = (λ2, . . . , λn)
give E-representations. We start by considering the E-representations
which are there for all n:
C, Cn, (Cn)∨, Sym2(Cn), Sym2(Cn)∨, Λ2(Cn), (Λ2Cn)∨, (AdCn)0 .
They correspond to weights which may be written:
(0, . . . , 0), (1, 0, . . . , 0), (1, . . . , 1, 0), (2, 0, . . . , 0), (2, . . . , 2, 0),
(1, 1, 0, . . . , 0), (1, . . . , 1, 0, 0), (2, 1, . . . , 1, 0).
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Suppose λ is such that µ0 gives one of these representations. Then λ
can be written
(j, . . . , j, 0), (1 + j, j, . . . , j, 0), (1 + j, . . . , 1 + j, j, 0), (2 + j, j, . . . , j, 0),
(2 + j, . . . , 2 + j, j, 0), (1 + j, 1 + j, j, . . . , j, 0), (1 + j, . . . , 1 + j, j, j, 0),
(2 + j, 1 + j, . . . , 1 + j, j, 0).
Suppose that µ1 also gives one of these representations. Then j must be
either 1, 2 or 0. Under the hypothesis that V is an R-representations we
conclude that the only exceptions for n ≥ 11 giving both an exceptional
µ0 and µ1 are the representations associated to:
(3, 2, . . . , 2, 0),(2)
(3, 1, . . . , 1, 0),(3)
(4, 2, . . . , 2, 0),(4)
(2, 1, . . . , 1, 0, 0),(5)
(2, 2, 1, . . . , 1, 0).(6)
Here (2) and (3) are dual, (5) and (6) are dual, and (4) is self-dual. We
prove rationality of (3), (4), (5) modulo P ′, the proof of the other cases
being analogous using Lemma 2.1. The proof for (4) is easy because
here V/V1 is generically free for P
′, and V1 has dimension larger than
the dimension of the affine group P ′ which is special.
The decomposition of (3) has (putting m = n− 1)
Q1 = Sym
2Cm, Q2 = C
m + Σ3,1,...,1,0Cm, Q3 = C+ (AdC
m)0
Q4 = (C
m)∨ .
Note that this V has a P ′-subrepresentation (of dimension larger than
P ′) with semisimplification Sym2Cm + Σ3,1,...,1,0Cm, and the quotient
representation is the restriction of (AdCn)0 to P
′, which is generically
P ′-free, since (AdCn)0+C
n is generically SLn(C)-free. We conclude as
in the previous case.
The decomposition for (5) is
Q1 = (AdC
m)0, Q2 = (C
m)∨ + Σ2,1,...,1,0,0Cm, Q3 = Λ
2(Cm)∨ .
This has a subrepresentation with semisimplification (AdCm)0+(C
m)∨
which has dimension exactly the dimension of P ′. The quotient repre-
sentation is generically free for P ′, and we conclude as in the previous
cases.
Thus we conclude that Theorem 2.3 is true once it is true for the
exceptions listed in Proposition 2.6 and those R-representations ΣλCn
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with µ0 and µ1 both giving E-representations and
n ≤ 10 .
Except for the eight exceptional representations already listed above,
there are just the following additional ones form = n−1 ≤ 9 according
to the table in [Po-Vi]:
Λ3Cm, m = 6, 7, 8, 9, Λ4C8, Σ2,2C4(≃ S20SO6)
Sym3C2, Sym4C2, Sym3C3
or one of the duals.
We first analyze when for n = 4 a representation has µ0 or µ1 one of
Sym3C3 or Sym3(C3)∨. This can happen only for
(3, 3, 3, 0), (4, 3, 3, 0), (6, 3, 3, 0), (5, 3, 3, 0), (3, 3, 0, 0)
or one of the duals. In the first case (the one of (3, 3, 3, 0)) we can
reduce to a proof of rationality for
Sym3(C3)∨ + Sym2(C3)∨ + C
hence to a question of rationality for O3(C) = Z/2Z× PSL2(C) which
always has a positive answer.
In the cases of (4, 3, 3, 0), (6, 3, 3, 0) and (5, 3, 3, 0) we get -restricting
to P ′- a P ′-quotient representation of the given representation which
is isomorphic to the restriction to P ′ of the SL4(C)-representation
Sym3(C4)∨. Hence this P ′-quotient is generically free for P ′, and the
fibre dimension is larger than that of P ′ (= 11) in all the cases (the
fibre contains V (1, 3), V (3, 3), resp. V (2, 3)).
In the case (3, 3, 0, 0) we get -restricting to P - a filtration with
Q1 = Sym
3C3, Q2 = Σ
3,1,0C3, Q3 = Σ
3,2,0C3, Q4 = Sym
3(C3)∨
It will be sufficient to show that the quotient P -module with filtration
steps Q3 and Q4 is generically free. The following 2-dimensional sub-
space gives a section for the action of SL3(C) on Sym
3(C3)∨ (the Hesse
pencil)
a(x30 + x
3
1 + x
3
2) + bx0x1x2 = 0 ,
and the stabilizer in general position for Sym3(C3)∨ in SL3(C) is conju-
gate to the subgroup H which consists of monomial matrices in SL3(C)
whose nonzero entries are cube roots of unity. H is an extension of the
group Z/3Z of cyclic permutations of the coordinates x0, x1, x2 by the
group (Z/3Z)2 of diagonal matrices with entries cube roots of unity.
We have to see how the stabilizer subgroup H ⋉C3 of a general point
q ∈ V (0, 3) acts on Q3⊕ (C · q): it will be sufficient to know the weight
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space decomposition of Q3. In terms of the standard coordinate func-
tions ǫ1, ǫ2, ǫ3 on the toral Lie algebra t, ǫi(diag(t1, t2, t3)) = ti, one
has that the weights of V (1, 2) are (cf. [Fu-Ha], p. 180 ff.)
−ǫi − ǫj + ǫk, {i, j, k} = {1, 2, 3} − 2ǫi + ǫj , i 6= j (multiplicity 1)
ǫi (multiplicity 2) .
To conclude the proof that the P -module with filtration Q3, Q4 is
generically free, it remains to note that H acts generically freely on⊕
V−ǫi−ǫj+ǫk +
⊕
V−2ǫi+ǫj .
A final peculiarity of the case n = 4 is that we can have a representation
such that both µ0 and µ1 give the adjoint representation of SL3(C); this
happens for
(3, 2, 1, 0) .
Here the filtration with respect to P has (we just write the exponent
(a, b, c) in place of Σa,b,cC3 to save space)
Q1 = (2, 1, 0), Q2 = (1, 0, 0) + (2, 2, 0) + (3, 1, 0),
Q3 = (1, 1, 0) + (2, 0, 0) + (3, 2, 0), Q4 = (2, 1, 0) .
Here again we show that Q3 and Q4 give a quotient P -module which
is generically free. A general traceless matrix in Q4 = V (1, 1) is diag-
onalizable with pairwise distinct diagonal entries, and the stabilizer in
general position in SL3(C) of V (1, 1) is hence conjugate to the maximal
torus T of diagonal matrices. To see how T ⋉C3 acts on Q3⊕C ·m for
a general m ∈ V (1, 1), we remark that the weight space decomposition
of Q3 again contains that of Σ
3,2,0C3 already computed above. Thus
we can conclude the argument by noting that T acts generically freely
on the same sum of weight spaces as in the preceding case.
We will later treat the case n = 3 separately. Note that now for
4 ≤ n ≤ 10 we can write those λ giving exceptional µ0 and µ1 as
λ = (λ1, . . . , λn−1, 0)
with 0 ≤ λn−1 ≤ 2 and 0 ≤ λ1 ≤ 4. This allows us to quickly classify
the remaining exceptions. Note that for 4 ≤ n the exceptions (2), (3),
(4), (5), (6) above of course reoccur. The proofs of their rationality
remains the same. Therefore we only list the additional exceptions:
Λ3C10,Λ4C9 or one of the duals(7)
(those exceptions we already know) and
Σ2,2,0,0,0C5or the dual .
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Now the decomposition in the last case has (we restrict to P ′):
Q1 = Σ
2,2C4, Q2 = Σ
2,1C4, Q3 = Sym
2C4 .
Thus this representation has a P ′-generically free quotient (Q2 ⊕ Q3)
and dimQ1 = 20 is bigger than the dimension of P
′.
Let us consider now the case n = 3; here there are naturally quite a
few:
(a, 4, 0), a = 4, 5, 6, 7, 8,(8)
(b, 3, 0), b = 4, 5, 6, 7,(9)
(c, 2, 0), c = 3, 4, 5, 6,(10)
(d, 1, 0), d = 3, 4, 5,(11)
(4, 0, 0).(12)
This proves Proposition 2.7. 
3. The base for the induction for SLn(C)
The purpose of this section is to prove rationality of V/P (or V/P ′
which is equivalent by Lemma 2.1) for the representations V listed in
Proposition 2.7, thus completing the proof of Theorem 2.3. The easier
part is
Proposition 3.1. If V = ΣλC3 and λ is one of
(a, 4, 0), a = 4, 5, 6, 7, 8,
(b, 3, 0), b = 4, 5, 6, 7,
(c, 2, 0), c = 3, 4, 5, 6,
(d, 1, 0), d = 3, 4, 5,
(4, 0, 0),
then V/P (resp. V/P ′) is rational.
Proof. Apart from Σ(8,4,0)C3/P , the remaining cases have filtrations as
P -representations or P ′-representations with last quotient Ql one of
C, C2, Sym2C2, Sym3C2 .
If Ql is C we have a (P, SL2(C))-section in our space whence ratio-
nality of the quotient. If Ql is C
2, then we get a (P, Ga)-section, and
Ga-quotients are rational.
For the end Sym2C2 note that a generic line in this space gives a
(SL2(C),Z/2 ⋉ C
∗)-section in this space; so every V terminating in
Sym2C2 has a (P,Z/2 ⋉ C∗)-section S as well. C∗ acts in the weight
spaces Sχ into which S decomposes via the corresponding character χ,
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and Z/2 interchanges Sχ and S−χ. Thus the rationality follows (there
is at least one non-zero one-dimensional weight space S0 in S; S/C
∗ is
birational to S/S0 with Z/2 acting as mentioned before).
For Ql = Sym
3C2 note that the stabilizer H in general position in
SL2(C) is Z/3, N(H) = S3, and hence a generic line is a (SL2(C), S3)-
section. Thus a V terminating in Sym3C2 has a (P, S3)-section, and
we reduce to a rationality question for a quotient by S3 which always
has a positive answer.
Thus it remains to prove rationality for Σ(8,4,0)C3/P . But this has
a P -generically free two-step quotient for which the dimension of the
corresponding P -subrepresentation is bigger than dimP = 5. 
It remains to analyze the two exceptional exterior power representa-
tions.
Proposition 3.2. The quotient (Λ3C10)/P ′ is rational.
Proof. The P ′-representation is an extension
0→ Λ3C9 → V → Λ2C9 → 0 .
The group SL9(C) acts generically transitively in Λ
2C9 with stabilizer
in general position Sp8(C)⋉C
8. The representation Λ3C9 decomposes
as Sp8(C)-representation
Λ3(C9) = Λ3(C8 + C)
= Λ3C8 + Λ2C8 = (Λ3C8)0 + C
8 + (Λ2C8)0 + C ,
subscript 0 referring to spaces of traceless (harmonic) tensors for Sp8(C).
Thus V/P ′ is birational to the quotient of the extension
0→ (Λ3C8)0 →W → (Λ2C8)0 → 0
by the group Sp8(C)⋉C
8. The stabilizer in general position in (Λ2C8)0
inside Sp8(C) is isomorphic to H =
∏4
i=1 SL2(C), the normalizer being
a group N(H) = S4 ⋉ SL2(C)
4. As N(H)-representation
C8 = R1 +R2 +R3 +R4 ,
Ri = C
2, a standard representation of SL2(C),S4 permuting the copies.
The H-invariants in (Λ2C8)0 form a three-dimensional space S, the
standard representation for N(H)/H = S4. Now (Λ
3C8)0 decomposes
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as N(H)-representation
(Λ3C8)0 =
 ∑
1≤i<j<k≤4
{i,j,k}∪{h}={1,2,3,4}
(Λ2Ri + Λ
2Rj + Λ
2Rk)⊗ Rh


0
+
∑
1≤i<j<k≤4
Ri ⊗Rj ⊗ Rk ,
where the first summand denotes the N(H)-representation obtained by
removing one N(H)-invariant summand R1 + R2 + R3 + R4 from the
N(H)-representation∑
1≤i<j<k≤4
{i,j,k}∪{h}={1,2,3,4}
(Λ2Ri + Λ
2Rj + Λ
2Rk)⊗Rh
(so the former is 2(R1 + R2 + R3 + R4) as H-representation), and
the N(H)-action is the one suggested by the notation (S4 acts by
permuting the indices). So we have to prove rationality of the quotient
of the extension
0→ (Λ3C8)0 → W ′ → S → 0
by the group N(H) ⋉ C8 = N(H) ⋉ (R1 + R2 + R3 + R4). Note
that the translations C8 map S only into (
∑
1≤i<j<k≤4(Λ
2Ri +Λ
2Rj +
Λ2Rk)⊗Rh)0, and that the N(H)-action on
∑
1≤i<j<k≤4Ri ⊗Rj ⊗Rk
is generically free, so that it suffices to prove stable rationality of the
quotient ( ∑
1≤i<j<k≤4
Ri ⊗ Rj ⊗Rk
)
/N(H)
of level at most 8+3 = dim(R1+R2+R3+R4)+dimS. We will prove
rationality of the quotient by N(H) of the N(H)-representation
(
∑
1≤i<j<k≤4
Ri ⊗ Rj ⊗Rk) + (R1 +R2 +R3 +R4) .
A point in R1 +R2 +R3 +R4 is an (N(H),Γ)-section, where
Γ = S4 ⋉ (Ga ×Ga ×Ga ×Ga) .
Thus it remains to prove rationality of (
∑
1≤i<j<k≤4Ri ⊗ Rj ⊗ Rk)/Γ.
We embed Γ in a larger group acting on (
∑
1≤i<j<k≤4Ri ⊗ Rj ⊗ Rk),
namely
Γ′ = S4 ⋉
∏
1≤i<j<k≤4
((Ga)i × (Ga)j × (Ga)k)
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where we added subscripts to Ga to keep track of the copies. Now
(
∑
1≤i<j<k≤4Ri ⊗Rj ⊗Rk)/Γ is birational to a vector bundle over the
base (
∑
1≤i<j<k≤4Ri ⊗ Rj ⊗ Rk)/Γ′. The latter is clearly rational. 
Proposition 3.3. The quotient (Λ4C9)/P ′ is rational.
Proof. Here the P ′-representation is an extension
0→ Λ4C8 → V → Λ3C8 → 0 .
The stabilizer in general position inside SL8(C) of a generic point in
Λ3C8 is H = PSL3(C). It is embedded in SL8 via the representation
of SL3(C) on V (1, 1) ⊂ C3 ⊗ (C3)∨ (adjoint representation) which has
dimension 8. Its normalizer inside SL8(C) is N(H) = 〈ǫ〉 ⋉ PSL3(C)),
where ǫ2 is a generator of the center C = Z/8Z of SL8(C) and ǫ acts
on PSL3(C) via an outer automorphism g 7→ (gt)−1. The action of ǫ
on V (1, 1) is given by exchanging C3 and (C3)∨ and multiplication by
ζ = exp(2πi/16) (this is inserted to make the determinant of the total
transformation equal to 1). Thus, in terms of traceless 3 × 3 matrices
M , the generator ǫ acts via
ǫ ·M := ζM t .
The H-invariants S = (Λ3C8)H are one-dimensional. We have to com-
pute how Λ4C8 decomposes as N(H)-representation. Note that we
have to compute Λ4V (1, 1) as PSL3(C)-representation. Noting that
generally as GL(E)×GL(F )-module
Λc(E ⊗ F ) =
⊕
λ
ΣλE ⊗ Σλ¯F
(λ¯ denoting the conjugate partition to λ, and the sum running over
Young diagrams λ with c boxes), we find
Λ2(C3 ⊗ (C3)∨) = (C3)∨ ⊗ Sym2(C3)∨ + C3 ⊗ Sym2(C3),
Λ3(C3 ⊗ (C3)∨) = Sym3C3 + Sym3(C3)∨ + Σ2,1C3 ⊗ Σ2,1(C3)∨,
Λ4(C3 ⊗ (C3)∨)
= Sym2C3 ⊗ Sym2(C3)∨ + C3 ⊗ Σ3,1(C3)∨ + Σ3,1C3 ⊗ (C3)∨ .
Hence, in view of Λi(V (1, 1) + C) = ΛiV (1, 1) + Λi−1V (1, 1) and the
correspondence V (a, b) = Σa+b,bC3, we find inductively
Λ2V (1, 1) = V (3, 0) + V (1, 1) + V (0, 3),
Λ3V (1, 1) = V (3, 0) + V (0, 3) + V (2, 2) + V (1, 1) + V (0, 0),
Λ4V (1, 1) = 2(V (1, 1) + V (2, 2)) ,
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where the action of ǫ is still induced by the process of exchanging C3
with (C3)∨ and multiplication by ζ . Thus we have to prove rationality
of the extension
0→ 2(V (1, 1) + V (2, 2))→W → S = (Λ3C8)H → 0
modulo the group N(H) ⋉ C8 = N(H) ⋉ V (1, 1), hence we have to
prove rationality of
(V (2, 2) + V (2, 2) + V (1, 1)) /N(H) .
The action of N(H) on V (2, 2)+V (1, 1) is already generically free, so it
suffices to prove stable rationality of this of level at most dimV (2, 2) =
27, and for this it suffices to exhibit a generically freeN(H)-representation
of dimension ≤ 27 with rational quotient. We take
R = C3 ⊗ (C3)∨ + C3 ⊗ (C3)∨
(pairs of 3×3-matrices). Again we let ǫ act via exchanging C3 and (C3)∨
and multiplication by ζ . It will be convenient to prove that R/N(H) is
rational by showing that R/(C∗ × (Z/2Z⋉PGL3(C))) is rational over
which it is generically a torus bundle. Here C∗× (Z/2Z⋉PGL3(C)) is
the normalizer of PGL3(C) in GL8(C).
Now R/(Z/2Z⋉PGL3(C)) is birational to the relative Jacobian of de-
gree 0 line bundles over the parameter space P of plane cubics (rational,
birational to (C3⊗(C3)∨+C3⊗(C3)∨)/H), modulo the involution iden-
tifying L and L∨ in a fibre. The quotient is a P1-bundle J → P over
a rational base P, which has a section corresponding to the trivial line
bundle. Thus R/(Z/2Z ⋉ PGL3(C)) is rational, and if one in addition
divides by C∗, one still gets something rational, because C∗ acts on
P linearly (induced by the scaling (x, y, z) 7→ (λx, λy, z)), so P/C∗ is
rational, and J /C∗ is a Zariski locally trivial P1-bundle over P/C∗ as
torus actions have rational sections. 
4. The case of the symplectic group
We proceed to discuss the analogues of the results of section 2 for the
symplectic group.
We put N := 2n and consider irreducible SpN(C)-representations
V = Σ
(λ1,...,λn)
0 C
N .
They are indexed by nonincreasing n-tuples of nonnegative integers
λ = (λ1, . . . , λn), and Σ
λ
0C
N and Σµ0C
N are isomorphic if and only if
λ = µ (in contrast to the SLn(C)-case). Concretely (see [G-W] section
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10.2.3), if A is some tableau of shape λ, k = |λ|, (thus A is a numbering
of the boxes of λ with the ciphers from 1 to k), then
Σλ0C
N = s(A)
(H(⊗kCN , ω))
where H(⊗kCN , ω) is the space of ω-harmonic tensors or traceless ten-
sors, i.e. those tensors u ∈ ⊗k CN which are annihilated by all con-
tractions Cij : ⊗kCN → ⊗k−2CN with the symplectic form ω:
Cij(v1 ⊗ · · · ⊗ vk) = ω(vi, vj)v1 ⊗ · · · ⊗ vˆi ⊗ · · · ⊗ vˆj ⊗ · · · ⊗ vk ,
and s(A) is the usual Young symmetrizer associated to the tableau A.
Recall that s(A) is an element in the group algebra C[Sk], product of
the column skew symmetrizer and row symmetrizer of A. This justifies
the notation Σ0 in analogy to the notation Σ for GLN (C) or SLN (C).
Now CN is a SpN(C)-representation, SpN(C) acts generically transi-
tively in it. We choose the standard symplectic basis
B = (e1, . . . , en, fn, . . . , f1)
(in this order) such that ω is given by
ω(ei, fj) = δij ,
so that Sp2n(C) gets identified with the group of invertible 2n × 2n-
matrices M such that
M tJ2nM = J2n
where J2n satisfies
J2n =

 0 0 10 J2n−2 0
−1 0 0


and
J2 =
(
0 1
−1 0
)
.
We denote the stabilizer of e1 in C
N again by P .
We want to describe P also in concrete matrix terms. The ordered basis
B is convenient for seeing the symmetry of the situation. Namely, the
subgroup P ⊂ SpN(C) is then given by the matrices
 1 vtJ2n−2g c02n−2 g v
0 0t2n−2 1


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where 02n−2 is a column vector with (2n−2) zero entries, v is a column
vector in C2n−2, and g ∈ Sp2n−2(C) with the same matrix realization
as before. Thus
P = Sp2n−2 ⋉Ru(P )
where Ru(P ) is the unipotent radical of P , a solvable group consisting
of the matrices 
 1 vtJ2n−2 c02n−2 id2n−2 v
0 0t2n−2 1


which is an extension
0→ Ga → Ru(P )→ G2n−2a → 0 .
In fact the group Ga given by matrices
 1 0t2n−2 c02n−2 id2n−2 02n−2
0 0t2n−2 1


is central in P .
Remark 4.1. As Sp2n(C) acts generically transitively in C
2n we have
for a generically free representation W of Sp2n(C) that
(W ⊕ C2n)/Sp2n(C) =W/P .
In view of this we have to understand how irreducible Sp2n(C)-representations
V behave when restricted to P .
According to [G-W], Chapter 8, the representation V decomposes as a
SpN−2(C)-representation as
V =
⊕
µ
m(λ, µ)Σµ0C
N−2
where the multiplicity m(λ, µ) is nonzero if and only if µ satisfies the
double interlacing condition
λj ≥ µj ≥ λj+2, j = 1, . . . , n− 1
where we put λn+1 = 0. If under these conditions
x1 ≥ y1 ≥ x2 ≥ y2 ≥ · · · ≥ xn ≥ yn
is a nonincreasing rearrangement of {λ1, . . . , λn, µ1, . . . , µn−1, 0}, then
the multiplicity is given by a product formula
m(λ, µ) =
n∏
j=1
(xj − yj + 1) .
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The structure of P -module here is a little more difficult to describe
than in the SLn(C)-case. As in the SLn(C) case, the P -module V has
a filtration
0 ⊂ V1 ⊂ · · · ⊂ Vl = V
such that Qi = Vi/Vi−1 ⊂ V/Vi−1, i = 1, . . . , l, V0 := (0), is completely
reducible and maximal with that property. So Ru(P ) acts trivially in
Qi.
Remark 4.2. If V is irreducible, V = Σ
(λ1,...,λn)
0 C
2n, then the maximal
completely reducible subrepresentation Q1 of V as P -module is the
irreducible Sp2n−2(C)-module
Σ(λ2,...,λn−1,λn)C2n−2 .
This follows since there is a unique line of Borel eigenvectors in V
(highest weight vectors), hence there is a unique such line in Q1. The
highest weight of Q1 is the restriction of the highest weight of V to
Sp2n−2(C).
From the matrix form of P given above we deduce that CN itself has
a filtration as a P -module with
Q1 = C(1), Q2 = C
N−2, Q3 = C(2) ,
where we put subscripts to distinguish the copies of C.
In general the filtration in the symplectic case is symmetric which is
not surprising in view of the fact that symplectic representations are
self-dual.
To completely understand the P -module filtrations, we have to use a
result of [W-Y]: note that the above embedding Sp2n−2(C) ⊂ Sp2n(C)
factors over an embedding SL2(C)× Sp2n−2(C) in Sp2n(C); then in the
decomposition of V as SL2(C) × Sp2n−2(C)-module, the multiplicity
space of Σµ0C
N as above can be interpreted as the SL2(C)-module
n⊗
i=1
Vxi−yi ,
where Vxi−yi are binary forms of degree xi − yi. Note that the central
subgroup Ga above is contained in SL2(C) as the unipotent radical in
this picture.
Proposition 4.3. If V is a P -module coming from an Sp2n(C)-module
by restriction with filtration
0 ⊂ V1 ⊂ · · · ⊂ Vl = V
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and as Sp2n−2(C)-modules
V = Q1 ⊕ · · · ⊕Ql ,
where Qi = Vi/Vi−1, then the Q’s are determined from the branch-
ing rule for Sp2n(C) → SL2(C) × Sp2n−2(C) given above (which im-
plies in particular how the copies of one irreducible representation R of
Sp2n−2(C) are distributed in the filtration) together with the following
facts:
(1) For every irreducible Q′ in Qi there is an irreducible S
′ in Qi−1
with S ′ ⊂ Q′ ⊗ C2n−2 as Sp2n−2(C)-representation.
(2) The central subgroup Ga shifts the filtration degree by 2:
Ga · (Vj) ⊂ Vj−2
and for every irreducible Q′ in Qi there is an irreducible sum-
mand isomorphic to Q′ inside Qi−2 or Q
′ is mapped to zero
under the subgroup Ga.
(3) The symmetry Qi = Ql+1−i holds.
Proof. We have to consider the slightly bigger parabolic subgroup P˜ ⊃
P given by matrices 
 λ vtJ2n−2g λ−1c02n−2 g λ−1v
0 0t2n−2 λ
−1


so that P˜ = C∗ · P . The filtration of V as P˜ -module is the same as
the one as P -module, and the quotients Qi are completely reducible
modules for the reductive part L = C∗ × Sp2n−2(C), but the C∗-action
will encode valuable information about the grading of the filtration.
The Lie algebra r of Ru(P ) is
C2n−1 =
{
(v, c) | v ∈ C2n−2, c ∈ C} , [(v, c), (v′, c′)] = (0, ω(v, v′)) .
As an L = C∗ × Sp2n−2(C)-module, r decomposes into a standard
representation C2n−2 and C where C∗ acts via scalings by λ in C2n−2.
Any P˜ -module V (not necessarily coming from an Sp2n(C)-module)
may be viewed as an r-module where the structure map
r→ End(V, V )
is L-equivariant. If we have a two-step extension P˜ -module
0→ S → V → Q→ 0
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with S the maximal completely reducible submodule, we get an L-
homomorphism
C⊕ C2n−2 → Hom(Q, S) .
Then for every irreducible Q′ in Q there is an irreducible S ′ in S with
a nonzero homomorphism
C⊕ C2n−2 → Hom(Q′, S ′) ,
since S is maximal completely reducible inside V , hence
S ′ ⊂ Q′ ⊗ (C⊕ C2n−2) .
We must have S ′ ⊂ Q′ ⊗ C2n−2 for otherwise, by the structure of the
Lie algebra r, Q′ is annihilated by all of r.
Now suppose our P -module is the restriction of some irreducible Sp2n(C)-
module V , so that the P -span of the last (irreducible) Ql is the whole
of V . Then the action of C∗ will be via some λ−k in Ql, via λ
−k+1
in Ql−1 up to λ
k in Q1. This shows that the action of r preserves the
grading in the sense that
C2n−2 ·Qi ⊂ Qi−1 and C ·Qi ⊂ Qi−2 ,
which would not have been visible without the C∗-action. 
As an example of how Ru(P ) acts let us compute the filtrations for
Σ2,0,...,00 C
N = Sym2CN and Σ1,1,0,...,00 C
N = Λ20C
N .
Now looking at the expansion of
Λ2(C(1) + C
N−2 + C(2))
we find for Λ20C
N
Q1 = C
N−2, Q2 = Λ
2
0C
N−2 + C, Q3 = C
N−2 .
Comparing this with the expansion of (CN−2 + C(1) + C(2))
⊗2 we get
for Sym2CN :
Q1 = C, Q2 = C
N−2, Q3 = Sym
2CN−2 + C, Q4 = C
N−2, Q5 = C .
We need some criterion when a P -representation is generically free.
One should compare the following with the related Lemma 5.6 in
[BBB10].
Lemma 4.4. Let V be a P -representation with a filtration as above
with three steps:
V1 ⊂ V2 ⊂ V3 = V .
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So Q1 = V1 is the maximal completely reducible subrepresentation of
V , Q2 = V2/V1 the maximal completely reducible subrepresentation of
V/V1, and Q3 = V/V2 is also completely reducible. We assume for
simplicity that Q3 is irreducible and V = 〈P ·Q3〉.
If Q3 is an R-representation of Sp2n−2(C), and the action of P on V
does not factor through P/Ga, then V is generically free for P .
Proof. By assumption Ga acts via nontrivially translating Q3 into Q1
whence V/Ga is an affine (or vector) bundle over the two-step extension
V/V1 in which P/Ga acts. Hence we just have to show that G := P/Ga
acts generically freely in V˜ := V/V1. We will first investigate when the
unipotent radical U := C2n−2 of G might not act generically freely in
V˜ : in that case we get for a generic q ∈ Q3 a nonzero element t in the
Lie algebra u of U with t · q = 0. The variety
K := {(t, q) ∈ P(u)×Q3 | t · q = 0}
fibres over Q3 and P(u) ≃ P2n−3 and is a homogeneous vector bundle
over P2n−3 by Sp2n−2(C)-equivariance. Its fibre dimension is at least
dimQ3 − (2n− 3) since K dominates Q3. Hence the cokernel Q of the
map K → O ⊗Q3, i.e. the image of the map
τ : O ⊗Q3 → O(1)⊗Q2 ,
is a homogeneous vector bundle over P2n−3 of rank at most 2n−3. These
are easy to classify as they arise via representations of the stabilizer
parabolic subgroup inside Sp2n−2(C) on P
2n−3: they are
T , Ω1, S := O(−1)⊥/O(−1),
or twists of these by O(k), or direct sums of bundles O(j); here O(−1)⊥
is the perpendicular with respect to the symplectic form toO(−1) ⊂ V .
Since τ is nonzero on H0-level, both Q and Q∨(1) have sections. So
we can just have that Q is one of
T (−1), Ω1(2), X ⊗O ⊕ Y ⊗O(1)
where X and Y are Sp2n−2(C)-representations the sum of whose di-
mensions does not exceed 2n − 3, so sums of trivial representations.
Here H0(T (−1)) = C2n−2, H0(Ω1(2)) = Λ2C2n−2. Note also that
T (−1) ≃ V/O(−1), O(1) = V/O(−1)⊥ ,
one has the exact sequence
0→ S → T (−1)→ O(1)→ 0
and by the Borel-Bott-Weil Theorem S has no sections (and it is self-
dual; however, H0(S(1)) ≃ Λ20C2n−2, in agreement with the previous
exact sequence).
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Hence, by equivariance, if U acts not generically freely on V/V1, we
obtain that Q3 contains an E-representation for Sp2n−2(C), contradic-
tion.
Hence it remains to see that Sp2n−2(C) acts generically freely on the
quotient (V/V1)/U which is birationally a vector bundle over Q3. Since
Q3 is an R-representation of Sp2n−2(C), it suffices to note that the
center {±1} of Sp2n−2(C) acts nontrivially on Q2 + Q3, since Q2 ⊂
C2n−2 ⊗Q3, and this will continue to hold for the quotient (V/V1)/U ,
provided dimQ2 > 2n− 2; the latter is satisfied because otherwise Q3
would be an E-representation. 
We are now in a position to prove
Theorem 4.5. Suppose that n ≥ 4. Let V = Σλ1,...,λn0 C2n be an ir-
reducible R-representation of Sp2n(C). Then V/P is rational. Hence,
if V is already generically free for Sp2n(C), then V/Sp2n(C) is stably
rational of level 2n, and if (−1) acts trivially in V , then a fortiori
(V ⊕ C2n)/Sp2n(C) is stably rational of level 2n.
The main strategy will be to find -if possible- a P -generically free quo-
tient V/V0 of the P -module V such that dimV0 ≥ dimSp2n−2(C) +
dimRu(P ). Note that
dim Sp2m(C) = 2m
2 +m.
This will imply the assertion since the symplectic group and with it
P is special. To prove generic freeness of V/V0 we have to distiguish
two cases: if Ql = Σ
λ2,...,λn
0 C
2n−2 is an R-representation, we try to use
Lemma 4.4 using the structure of P -modules summarized in Proposi-
tion 4.3; if Ql is an E-representation, we try to find a generically free
quotient by an ad hoc method in each case.
Remark 4.6. For n ≥ 3, the E-representations for Sp2n(C) are
C, C2n, Sym2C2n = Σ2,0,...,00 C
2n, Λ20C
2n = Σ1,1,0,...,00 C
2n
and in addition
Λ30C
6 = Σ1,1,10 C
6, Λ40C
8 = Σ1,1,1,10 C
8 .
An irreducible representation V of dimension < dimSp2n(C) must be
an E-representation. Hence for n ≥ 3 these V ’s are
C, C2n, Λ20C
2n (dimΛ20C
2n = (n− 1)(2n+ 1))
and
Λ30C
6 (dim = 14) .
It is now easy to obtain
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Proposition 4.7. Theorem 4.5 is true if V = Σλ1,...,λn0 C
2n is such that
Ql = Σ
λ2,...,λn
0 C
2n−2 is an R-representation for Sp2n−2(C), and V is not
an exterior power.
Proof. If V is not an exterior power, then V has a filtration which we
will index more conveniently
V−k ⊂ · · · ⊂ V0 ⊂ · · · ⊂ Vk = V, Qj = Vj/Vj−1
whence Qj ≃ Q−j , and k is an integer ≥ 2. This follows because
if V is not an exterior power, there will be a µ satisfying the double
interlacing condition with respect to λ such that if as above
x1 ≥ y1 ≥ x2 ≥ · · · ≥ xn ≥ yn
is a nonincreasing rearrangement of {λ, µ, 0}, then xi − yi ≥ 1 for at
least two values of i or xi − yi ≥ 2 for at least one value of i. The
decomposition of the multiplicity space corresponding to µ as SL2(C)-
module will then contain a summand V (d) with d ≥ 2, whence k ≥ 2.
Then the hypotheses of Lemma 4.4 are satisfied for the P -quotient rep-
resentation V/W of V whose semisimplification consists of Q0, . . . , Qk
(the nonnegative portion). Moreover Q−k = Qk is an R-representation,
hence, by Remark 4.6, has dimension bigger or equal to dim Sp2n−2(C);
Q−k is contained in Q−k+1⊗C2n−2, hence the dimension of Q−k+1 can-
not be smaller than dimRu(P ) = 2n− 2 + 1: otherwise it would be a
sum of C’s and C2n−2, and Q−k would be an E-representation. Hence
dimW ≥ dimP . 
Proposition 4.8. Theorem 4.5 is true if V = Σλ0C
2n where one of the
following holds
(1) λ = (a, 0, . . . , 0), a ≥ 3 ,
(2) λ = (b, 1, 0, . . . , 0), b ≥ 2 ,
(3) λ = (c, 2, 0, . . . , 0), c ≥ 2 ,
(4) λ = (d, 1, 1, 0, . . . , 0), d ≥ 2 .
It is also true for
λ = (e, 1, 1, 1), e ≥ 2, λ = (f, 1, 1, 1, 1), f ≥ 2 .
Proof. We will filter V as a P -module and use the notation from the
proof of Proposition 4.7:
V−k ⊂ · · · ⊂ V0 ⊂ · · · ⊂ Vk = V, Qj = Vj/Vj−1, Qj ≃ Q−j , k ≥ 1 .
Then we can compute the filtration, using Proposition 4.3, in each of
the cases (1)-(4) above.
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In case (1) the integer k is ≥ 3 and we will have
Qk−3 = (3) + (1), Qk−2 = (2) + (0), Qk−1 = (1), Qk = (0) .
(here we write just the µ’s and omit zeroes at the end to simplify the
notation).
In case (2) we also have k ≥ 2 and
Qk−2 = (3) + (2, 1) + 2× (1, 0), Qk−1 = (2) + (1, 1) + (0), Qk = (1)
(here the (3) in Qk−2 does not show up if λ = (2, 1, 0, . . . , 0)).
In case (3) we also get k ≥ 2 and
Qk−2 = (3, 1) + (2, 2) + 2× (2) + (1, 1) + (0),
Qk−1 = (3) + (2, 1) + (1),
Qk = (2)
(where in the case λ = (2, 2, 0, . . . , 0) all entries containing a 3 must be
omitted, and one copy of (2) in Qk−2).
In case (4) we get k ≥ 2 as well and
Qk−2 = (3, 1) + (2, 1, 1) + (2) + 2× (1, 1),
Qk−1 = (2, 1) + (1, 1, 1) + (1),
Qk = (1, 1)
(where the case λ = (2, 1, 1, 0 . . . , 0) again presents a deviation from
the general pattern inasmuch as the entry (3, 1) is not present).
Claim: The P -quotient modules V/W whose semisim-
plifications are the ones corresponding to the Q’s above
are P -generically free in all cases (1)-(4).
Assuming the Claim for the moment, the assertion of the Proposi-
tion follows since the fibre W always has dimension ≥ Sp2n−2(C) +
dimRu(P ): it contains Sym
2C2n−2, C2n−2 and C in cases (1), (2), and
(3) + (2) + (1) in case (3), and (2, 1) + (1, 1) + (1) in case (4).
To prove the Claim in case (1) note that here the P -module V/W has
an Sp2n−2(C)-section which is (3)+ (2)+ (1)+ (0), hence is generically
free.
By [Fu-Ha], formula (25.39), we have for the restrictions of representa-
tions to Spm(C) from SLm(C):
Λ2Cm = Λ20C
m + C, Σ2,1Cm = Σ2,10 C
m + Cm, Sym2Cm = Σ2,0,...,00 C
m,
Σ2,2Cm = Σ2,20 C
m + Λ20C
m + C .
In cases (2) and (3) we thus see that, if we first divide by Ga, the
corresponding P/Ga-space has a quotient which is the restriction to
P/Ga, embedded naturally into ASL2n−2(C) = SL2n−2(C) ⋉ C
2n−2,
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of the following ASL2n−2(C)-representations: in case (2) a three-step
extension with quotients
Σ2,1C2n−2, Σ2,0C2n−2 + Λ2C2n−2, C2n−2
in case (3) a three-step extension with quotients
Σ2,2C2n−2, Σ2,1C2n−2, Σ2C2n−2 .
The first of these is a section for ASL2n−2(C) in the SL2n−1(C)-representation
Σ2,1C2n−1 × C2n−1 .
For the second the same holds with Σ2,2C2n−1 × C2n−1 instead. The
latter two are generically free for SL2n−1(C).
In case (4), after dividing by the Ga-action, we get a P/Ga-space which
has a quotient which is the representation R for Sp2n−2(C)⋉C
2n−2
0→ Λ30C2n−2 → R→ Λ20C2n−2 → 0 .
As in the proof of Proposition 3.2 we see that R is an Sp2n−2(C)⋉C
2n−2-
section in the restriction of the SL2n(C)-representation
Λ3C2n
to ASL2n−2(C). This restriction is generically free, completing the proof
for cases (1)-(4).
In the two exceptional cases we get P -module filtrations with
Qk−2 = (2, 1, 0) + 2× (1, 1, 1) + . . . ,
Qk−1 = (2, 1, 1) + (1, 1, 0),
Qk = (1, 1, 1) ,
in the case λ = (e, 1, 1, 1) and
Qk−2 = (2, 1, 1, 0) + 2× (1, 1, 1, 1) + . . . ,
Qk−1 = (2, 1, 1, 1) + (1, 1, 1, 0),
Qk = (1, 1, 1, 1) ,
in the case λ = (f, 1, 1, 1, 1). We will establish the Claim above also
in these cases. It is immediate to check that the dimension of the
corresponding W is big enough in these cases. Hence it suffices to
establish the generic freeness for Sp6(C)⋉C
6 of the extension
0→ Λ20C6 + Σ2,1,10 C6 → E1 → Λ30C6 → 0
and the generic freeness for Sp8(C)⋉ C
8 of the extension
0→ Λ30C8 + Σ2,1,1,10 C8 → E2 → Λ40C8 → 0 .
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The stabilizer in general position in the first case is SL3(C), in the
second case it is (Z/2Z)7. In the first case (cf. also the table in theorem
1, p.197ff. in [Po80]), a general element in Λ30C
6 is
ae1 ∧ e2 ∧ e3 + bf1 ∧ f2 ∧ f3
(remember that e1, e2, e3 resp. f1, f2, f3 span maximal isotropic sub-
spaces) with stabilizer (
g 0
0 (gt)−1
)
g ∈ SL3(C) (where we take the ordered basis (e1, e2, e3, f1, f2, f3) here),
so that with respect to SL3(C) the standard representation C
6 decom-
poses as C6 = C3 + (C3)∨. As
Λ20C
6 + Σ2,1,10 C
6 = Λ30C
6 ⊗ C6
(the left-hand side is contained in the right hand side, so it suffices to
check dimensions), we get first
Λ30C
6 = C+ C+ V (0, 2) + V (2, 0)
and hence we see that the decomposition with respect to SL3(C) of
Λ20C
6 + Σ2,1,10 C
6 contains, complementary to C3 + (C3)∨, also
Sym3C3 + C3 .
This is generically free for SL3(C) whence we conclude by remarking
that the translations C6 also act generically freely on the extension E1
above (this follows also from the proof of Lemma 4.4).
It remains to consider the extension E2 above. The basic reference is
[An], but see also [Katan], [Vin76]. The situation here can be described
as follows. By the general theory of [Vin76], the Lie algebras g of E7
and E6 are Z/2Z-graded, g = g0 ⊕ g1, with
E7 = sl8 ⊕ Λ4C8,
E6 = sp8 ⊕ Λ40C8
and the action of g0 on g1 corresponds to two representations with
a nontrivial stabilizer in general position which we have to consider
together here: SL8(C) acting on Λ
4C8 and Sp8(C) acting on Λ
4
0C
8.
Above, under the natural embedding of the single summands sp8 ⊂ sl8
and Λ40C
8 ⊂ Λ4C8, E6 is a subalgebra of E7. By [Vin76], a Cartan
algebra h ⊂ Λ4C8 resp. h′ ⊂ Λ40C8 gives a section for the action of
SL8(C) resp. Sp8(C) in these spaces. Note dim h = 7, dim h
′ = 6. We
have to understand the stabilizers in general position explicitly, and in
[An] an explicit form of h is given ([An], p. 149):
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To achieve notational consistency with [An], let us take a basis e1, . . . , e8
of C8 here such that for the symplectic structure given by ω we have:
ω(ei, e4+j) = δij , i, j ∈ {1, . . . , 4}. For a permutation (i1j1k1 l1 i2j2k2 l2)
of 1, . . . , 8 we use the abbreviation
(i1 j1 k1 l1 | i2 j2 k2 l2) := ei1 ∧ ej1 ∧ ek1 ∧ el1 + ei2 ∧ ej2 ∧ ek2 ∧ el2 .
In [An] it is noted that if for (i1j1k1l1 | i2j2k2l2) and (i′1j′1k′1l′1 | i′2j′2k′2l′2)
the sets i1 j1 k1 l1 and i
′
1 j
′
1 k
′
1 l
′
1 have precisely two elements in common,
then the corresponding elements in Λ4C8 ⊂ E7 commute, and that
hence the following seven pairwise commuting elements form a basis of
a Cartan subalgebra h:
s1 = (1234 | 5678), s2 = (1357 | 6824), s3 = (1562 | 8437),
s4 = (1683 | 4752), s5 = (1845 | 7263), s6 = (1476 | 2385),
s7 = (1728 | 3546).
According to the table given in [Po-Vi], the stabilizer in general position
of SL8(C) in Λ
4C8 is -modulo the ineffectivity kernel of the action- given
by (Z/2Z)6. We can now explicitly locate this (Z/2Z)6 inside SL8(C):
• For each two element subset i0, j0 ∈ {1, . . . , 4} the substitu-
tion mapping ei0 7→ −ei0 , ej0 7→ −ej0 and e4+i0 7→ −e4+i0 ,
e4+j0 7→ −e4+j0 , and keeping all other ej fixed, is in the stabi-
lizer in general position. These substitutions generate a (Z/2Z)2
(remark again: counted modulo the ineffectivity kernel). More-
over, we may also take
ei 7→ −ei, i = 1, . . . , 4, ej 7→ ej , j = 5, . . . , 8
which is another Z/2Z.
• The permutations in S8 of the form
(12)(34)(56)(78), (13)(24)(57)(68)
generate a Klein group (Z/2Z)2 and induce maps which are in
the stabilizer in general position. Likewise, the permutation
(15)(26)(37)(48)
generates another stabilizing Z/2Z.
Thus we have found the appropriate (Z/2Z)6 in this case. We will
now use this knowledge to describe the stabilizer in general position
for Sp8(C) on Λ
4
0C
8 explicitly. First, we need to find an appropriate
Cartan subalgebra h′ ⊂ h. Note that a four-vector ξ ∈ Λ4C8 will be in
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the space of traceless four-vectors Λ40C
8 if Λ(ξ) = 0 where Λ is defined
quite generally on pure N -vectors v1 ∧ · · · ∧ vN by
Λ(v1 ∧ · · · ∧ vN ) =
∑
i<j
(−1)i+j−1ω(vi, vj)v1 ∧ · · · ∧ vˆi ∧ · · · ∧ vˆj ∧ · · · ∧ vN .
Thus we see that the following elements are in the kernel of Λ:
s5 − s2, s3 − s2, s1, s4, s6, s7 ,
hence they generate a Cartan subalgebra h′ (here we use that under the
natural embeddings of the summands in E6 into those of E7 the bracket
is preserved). By the table of [Po-Vi], the stabilizer in general position
for the action of Sp8(C) on Λ
4
0C
8 is -modulo the ineffectivity kernel of
the action- equal to (Z/2Z)6. It is now easy to write down what it
is explicitly, and also to see what we have to adjust in comparison to
SL8(C). We have:
• For each two element subset i0, j0 ∈ {1, . . . , 4} the substitution
mapping ei0 7→ −ei0 , ej0 7→ −ej0 and e4+i0 7→ −e4+i0 , ej0+4 7→
−e4+j0 , and keeping all other ej fixed, giving a (Z/2Z)2, as
above. Moreover, we may take in the symplectic case
ei 7→ −
√−1ei, i = 1, . . . , 4, ej 7→
√−1ej, j = 5, . . . , 8
which is another Z/2Z.
• The permutations in S8 of the form
(12)(34)(56)(78), (13)(24)(57)(68)
yield again a (Z/2Z)2 in the stabilizer. However, to get a sym-
plectic transformation, we must now combine the two maps
(15)(26)(37)(48) and ei 7→ −ei, i = 1, . . . , 4, ej 7→ ej, j =
5, . . . , 8 into one: we take their composite which gives the re-
maining Z/2Z.
After these somewhat lengthy, but necessary preliminary considerations
we can now address our question whether the extension
0→ Λ30C8 + Σ2,1,1,10 C8 → E2 → Λ40C8 → 0 .
is generically free for Sp8(C) ⋉ C
8. In fact, we will show that this is
already true for
0→ Λ30C8 → E ′2 → Λ40C8 → 0 .
The translations C8 act generically freely again on E ′2 (e.g. use the
proof of Lemma 4.4), so we proceed as before, find the decomposition
of Λ80C
8 as an H module where H is the stabilizer in general position,
so the above (Z/2Z)6 extended by the center Z/2Z. Then Λ80C
8 splits
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as C8+(remainder), and we show that H acts generically freely in the
remainder. It will be sufficient to find the weight space decomposition
of Λ30C
8 and to understand how the weights are grouped into Weyl
group orbits as H can be seen as a subgroup of the Weyl group of
Sp8(C) extended by a maximal torus T . We have
Λ30C
8 =
⊕
χ
Vχ ⊕
⊕
χ′
Vχ′
where χ runs over all weights (a, b, c, d) which have precisely one zero
entry, and the other three entries are +1 or −1. They have multiplicity
1, so dim
⊕
χ Vχ = 32. On the other hand, χ
′ runs over weights with
precisely one nonzero entry +1 or −1, which have multiplicity 2, so
dim
⊕
χ′ Vχ′ = 16. As a check note that dimΛ
3
0C
8 =
(
8
3
) − (8
1
)
= 48.
It will be convenient now to revert to our notational convention made
at the beginning of this section, and use the basis e1, f1, . . . , en, fn,
ω(ei, fj) = δij, in C
8. It is obvious that the vectors
xi ∧ xj ∧ xk, x ∈ {e, f}, 1 ≤ i < j < k ≤ 4
are annihilated by Λ, so are in Λ30C
8, and form a basis of
⊕
χ Vχ. Like-
wise, the vectors
xi ∧ ej ∧ fj − xi ∧ ek ∧ fk, x ∈ {e, f},
1 ≤ i ≤ 4, j, k ∈ {1, . . . , 4} − {i}, j 6= k
are annihilated by Λ and generate
⊕
χ′ Vχ′ (and are a basis if e.g. we
require that j is the smallest element in the set {1, . . . , 4} − {i} and k
any one of the remaining two elements; this also explains multiplicity
2). The space C8 has also weights χ′ as above and a decomposition for
N(T ) (the normalizer of a maximal torus in Sp8(C))
C8 =
⊕
χ′
V˜χ′ ,
but the V˜χ′ are one-dimensional. In fact,
⊕
Vχ′ is not just two copies
of C8 as N(T )-module, but this is true as H-module: the submodule
spanned by
x1 ∧ (e2 ∧ f2)− x1 ∧ (e3 ∧ f3), x2 ∧ (e1 ∧ f1)− x2 ∧ (e4 ∧ f4),
x3 ∧ (e4 ∧ f4)− x3 ∧ (e1 ∧ f1), x4 ∧ (e3 ∧ f3)− x4 ∧ (e2 ∧ f2)
is H-invariant where x ∈ {e, f}, but not N(T )-invariant. Thus we
see that it will be sufficient to show that the 32-dimensional N(T )-
summand
⊕
Vχ of Λ
3
0C
8 consisting of the multiplicity 1 weight spaces
is generically free, i.e. faithful, for H . We can see this in two steps: the
part of H generated by the elements in T (corresponding to the maps
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given in the first item above) acts generically freely. Together with
the center this is a (Z/2Z)4. A way to see this immediately is to note
that: (1) The action of the (Z/2Z)3 generated by all even sign changes
among the ei and corresponding sign changes in the fi is generically
free: it is generated by
ι1 : e1 7→ −e1, e2 7→ −e2 , f1 7→ −f1, f2 7→ −f2
ι2 : e1 7→ −e1, e3 7→ −e3 , f1 7→ −f1, f3 7→ −f3
ι3 : e1 7→ −e1, e4 7→ −e4, f1 7→ −f1, f4 7→ −f4 ,
where the ei and fj which do not show in the line of one ιk above
are fixed under the respective ιk. But now there is always a ei1 ∧
ei2 ∧ ei3 which is fixed under ιj and ιk, but mapped to its negative
under ιl, {j, k, l} = {1, 2, 3}; hence the assertion. And (2): the el-
ement diag(
√−1, . . . ,√−1,−√−1, . . . ,−√−1) acts generically freely
on these (Z/2Z)3 orbits.
Secondly, the group (Z/2Z)3 generated by the permutations inS8 given
above, acts on the weights (a, b, c, d) as the Klein four-group permuting
a, b, c, d and an overall sign change (a, b, c, d) 7→ (−a,−b,−c,−d). This
has no ineffectivity kernel for the weights in the Weyl orbit correspond-
ing to the χ. Thus the action of (Z/2Z)3 on the orbits of (Z/2Z)4 in⊕
Vχ is also faithful, which was to be shown. 
To complete the proof of Theorem 4.5 it suffices to show the next two
propositions.
Proposition 4.9. Theorem 4.5 is true if V = Σ1,...,1,0,...,00 C
2n is an
exterior power other than
Λ50C
10 .
Proof. Suppose first that V = Λk0C
2n, k ≥ 3, is an exterior power with
k 6= n. Then it has a filtration as P -module which has quotients
Q−1 = Λ
k−1
0 C
2n−2, Q0 = Λ
k
0C
2n−2 + Λk−20 C
2n−2, Q1 = Λ
k−1
0 C
2n−2 .
We distinguish two cases: if k = 3, then V/P is generically a vector
bundle over the quotient of
0→ Λ30C2n−2 → R→ Λ20C2n−2 → 0
by Sp2n−2(C)⋉ C
2n−2. The proof of the rationality of this quotient is
completely analogous to the one given in Proposition 3.2 for 2n−2 = 8
(just change 4 to n− 1 in the argument and it goes through).
If k > 3, then it suffices to prove two facts:
(1) dim(Λk−10 C
2n−2 + Λk−20 C
2n−2) ≥ dimP .
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(2) The extension
0→ Λk0C2n−2 → R→ Λk−10 C2n−2 → 0
is generically free for P/Ga = Sp2n−2(C)⋉ C
2n−2.
The proof of (1) is immediate: for k ≥ 5 both summands are R-
representations whence the assertion. For k = 4, Λk−10 C
2n−2 is an
R-representation, hence has dimension ≥ Sp2n−2(C), and Λ20C2n−2 has
dimension ≥ 2n− 2 + 1 = dimRu(P ).
Note that (2) is an immediate consequence of (the proof of) Lemma
4.4.
Now if V = Λn0C
2n, n ≥ 5, then as P -module V has quotients
Q−1 = Λ
n−1
0 C
2n−2, Q0 = Λ
n−2
0 C
2n−2, Q1 = Λ
n−1
0 C
2n−2 .
In this case
dimΛm0 C
2m =
(
2m
m
)
−
(
2m
m− 2
)
≥ dimP = 2m2 +m+ 2m+ 1
unless m = 4 when dimΛ40C
8 = 42, dimP = 45. Also in the other
cases Λn−10 C
2n−2 is an R-representation. 
Proposition 4.10. The quotient Λ50C
10/P is rational.
Proof. In this case we get a filtration
Q−1 = Λ
4
0C
8, Q0 = Λ
3
0C
8, Q1 = Λ
4
0C
8 .
Dividing by Ga first, we get a vector bundle of rank 41 over the P/Ga =
Sp8(C)⋉ C
8-representation E with quotients
Λ30C
8, Λ40C
8
which is generically free. We claim that the quotient of the latter by
Sp8(C) ⋉ C
8 is stably rational of level 8 + 9 = 17: consider E + E ′
where E ′ is the 9-dimensional extension
0→ C8 → E ′ → C→ 0 .
Taking a section we reduce to a rationality question for the quotient of
Λ30C
8 + Λ40C
8 + C
by the group Sp8(C). But we know already that Λ
3
0C
8 is generically
free for that group and that Λ30C
8/Sp8(C) is stably rational of level
8. 
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5. The case of orthogonal groups
Let SON(C) resp. ON(C) be the special resp. full orthogonal group
associated to a nondegenerate symmetric bilinear form B. If e1, . . . , eN
is the standard basis in CN , and x = (x1, . . . , xN), y = (y1, . . . , yN) ∈
CN , it will be convenient to take
B(x, y) =
N∑
i=1
xiyN+1−i
for some computations. Then in the case N = 2n, we put e−i :=
e2n+1−i, i = 1, . . . , n, so that e±i, i = 1, . . . , n is a B-isotropic basis,
B(ei, ej) = δi,−j. In the case N = 2n + 1 we put
e−i := e2n+2−i, i = 1, . . . , n, e0 := en+1 ,
so that B(ei, ej) = δi,−j for the basis e0, e±i.
In the case N = 2n+ 1, the element −I (the negative of the identity),
is in ON(C), but not in SON(C), and
O2n+1(C) = SO2n+1(C) ∪ (−I)(SO2n+1(C)) .
For N = 2n, one defines an element g0 ∈ O2n(C) by
g0(en) = e−n, g0(e−n) = en, g0(e±i) = e±i, i 6= n .
The g0 is not in SO2n(C) and
O2n(C) = SO2n(C) ∪ g0(SO2n(C)) .
We begin by recalling the aspects of the representation theory for these
groups that we will need. The irreducible representations of SON (C)
can be labelled by sequences λ = (λ1, . . . , λn) of integers satisfying
λ1 ≥ · · · ≥ λn ≥ 0 if N = 2n + 1 is odd, and satisfying λ1 ≥ · · · ≥
λn−1 ≥ |λn| if N = 2n is even. These are the dominant integral weights.
We denote them by
Σλ0C
N
in both cases. If N = 2n is even, the representations associated to
(λ1, . . . , λn−1,−λn) is obtained as follows: one precomposes the repre-
sentation associated to (λ1, . . . , λn) with the outer automorphism
g0()g
−1
0 : SO2n(C)→ SO2n(C)
obtained by conjugating by g0.
We will also need the picture of the irreducible representations of the
full orthogonal groups ON(C). For N = 2n + 1, the situation is easy
since ON(C) = SON(C) × Z/2Z = SON(C) × {±I} (direct product).
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We can extend each irreducible representation Σλ0(C
N) in two ways to
ON(C):
Σλ0(C
N)+, Σλ0(C
N )−
where −I acts either as multiplication by +1 or −1. We can thus label
them as (λ, ǫ), ǫ = ±1.
The case of ON(C) with N = 2n is more complicated due to the fact
O2n(C) = SO2n(C) ⋊ (Z/2Z) = SO2n(C) ⋊ (g0) (semidirect product).
For an irreducible representation (̺λ, V = Σ
λ
0C
N) of SO2n(C) we can
first form the induced representation
Ind(V ) = IndONSON (V )
consisting of those regular V -valued functions f onG satisfying f(hg) =
̺λ(h)f(g) for all h ∈ SON(C) and all g ∈ ON(C). This Ind(V ) becomes
a ON(C)-module via the right translation action and decomposes as
SON(C)-representation as
Σλ1,...,λnCN ⊕ Σλ1,...,−λnCN
(the one summand are functions supported on SOn(C), the other func-
tions supported on g0SON(C)). Now there are two cases:
(1) λn 6= 0 (this amounts to g0 · λ 6= λ for the action of g0 on
weights): then Ind(V ) is irreducible as a ON(C)-representation.
We will say that this is the representation of ON(C) associated
to (λ, ∅) and write
Σλ0(C
N)∅
in this case for the irreducible ON(C)-representation.
(2) λn = 0 (or equivalently g0 · λ = λ): in this case, the ON(C)-
representation Ind(V ) decomposes into two irreducible sum-
mands for ON(C):
IndONSON (V ) = Σ
λ
0(C
N)+ ⊕ Σλ0(CN )− .
In fact, as SON (C)-representations
Σλ0(C
N)+ = Σλ1,...,0CN ,
Σλ0(C
N)− = Σλ1,...,0CN
and g0 acts on a line of highest weight vectors in these spaces
as multiplication by +1 resp. −1. We will say that these are
the representations associated to (λ,±) of O2n(C).
The cases considered in (1) and (2) give all the irreducible represen-
tations of O2n(C). We can accordingly index them by (λ1, . . . , λn, ∅),
λ1 ≥ · · · ≥ λn > 0, resp. (λ1, . . . , λn,±), λ1 ≥ · · · ≥ λn = 0.
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An explicit tensor algebra construction of these representations goes
as follows: as in the case of Sp2n(C) treated in section 4 we define
harmonic tensors H(⊗kCN , B) ⊂ ⊗kCN (just replace the symplectic
form ω by B everywhere). Then ([G-W], Chapter 10) one has for
N = 2n+ 1, λ as above, k = |λ|
Σλ0C
2n+1 = s(A)
(H(⊗kCN , B))
where s(A) is the Young symmetrizer associated to a tableau of shape
λ as above. If N = 2n is even, then if λn = 0
Σλ0C
2n = s(A)
(H(⊗kCN , B)) .
If λn > 0, then
s(A)
(H(⊗kCN , B)) = IndONSON (Σλ0CN)
as irreducible ON(C)-modules.
Below we have to know the irreducible O2n(C)-representations with a
nontrivial stabilizer in general position, i.e. those for which this stabi-
lizer differs from the ineffectivity kernel of the action. The irreducible
E-representations for the group SO2n(C) can be read off from the ta-
ble in [Po-Vi], so we need to know that we do not pick up a nontriv-
ial stabilizer in general position when passing to the Z/2Z-extension
Z/2Z⋉SO2n(C); more precisely, we need to know that a representation
Σλ,∅0 C
2n or Σλ,±0 C
2n of O2n(C) which splits into R-representations for
SO2n(C), has the property that the stabilizer in general position in the
larger group O2n(C) also coincides with the ineffectivity kernel of the
action. This is easy to see for the representations of type (λ1, . . . , λn, ∅)
above (e.g. look at vectors of different lengths in Σλ1,...,λnCN and
Σλ1,...,−λnCN , extending the quadratic form q to these tensor spaces).
For representations of type (λ1, . . . , λn−1, 0,±) it is surprisingly diffi-
cult to see this directly, but we will show it is true in Appendix A; we
felt that including the proof in the main text would have interrupted
the main line of the argument of this section too much and would have
been inconvenient for the reader.
Remark 5.1. The stabilizer of a generic line in the standard representa-
tion CN inside SON(C) or ON(C) is ON−1(C) or Z/2×ON−1(C). Thus
if W is a generically free SON(C)-representation
(W + CN )/SON (C) ≃ (W + C)/ON−1(C) .
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Similarly, if W is a generically free ON(C)-representation
(W + CN)/ON(C) ≃ (W + C)/ON−1(C)× (Z/2)
≃ W/ON−1(C)× (C/Z/2) ≃W/ON−1(C)× C .
Thus we have to understand the corresponding branching laws.
The branching SO2n+1(C)→ SO2n(C) is multiplicity-free and described
by ([G-W], Chapter 8)
Σλ0C
2n+1 |SO2n(C)=
⊕
λ1≥µ1≥···≥λn−1≥µn−1≥λn≥|µn|
Σµ0C
2n .(13)
The branching SO2n(C) → SO2n−1(C) is also multiplicity-free and de-
scribed by
Σλ0C
2n |SO2n−1(C)=
⊕
λ1≥µ1≥···≥λn−1≥µn−1≥|λn|
Σµ0C
2n−1 .(14)
Because of Remark 5.1 we should also understand some facts about
these decompositions as ON−1(C)-representations. The following ones
follow directly from what was explained above about the structure of
the representations of the full orthogonal group:
• In formula 13 the decomposition into irreducibles for the full
orthogonal group O2n(C) is⊕
µ,µn>0
(
Σ
µ1,...,µn−1,µn
0 C
2n + Σ
µ1,...,µn−1,−µn
0 C
2n
)
+
⊕
µ,µn=0
Σµ0 .
The element g0 in O2n(C) acts on the highest weight vectors in
the summands Σµ with µn = 0 via certain signs which we will
have no need of knowing precisely.
• Formula 14 gives the decomposition into O2n−1(C)-irreducibles,
and the element (−I) in O2n−1(C) acts via a sign in the sum-
mands which depends on the parity of the number of boxes in
µ.
Note that formulas 13 and 14 also give us how irreducible ON(C)-
representations decompose when restricted to ON−1(C) (the embedding
ON−1(C) ⊂ ON(C) coming from Remark 5.1 as always here). We just
have to use the classification of irreducible ON(C)-representations in
terms of irreducible SON(C)-representations recalled above.
The notions of R- and E-representations extend to the SON(C)-case
without change.
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Definition 5.2. We call an irreducible representation V of the group
ON(C) an R-representation if its restriction to SON(C) decomposes as
a sum of R-representations for SON(C). If V is not an R-representation
we say it is an E-representation.
Thus for N = 2n, the R-representations of ON(C) are
Σλ0(C
N)±, (λn = 0), Σ
λ
0(C
N)∅ = Σλ1,...,λnCN ⊕ Σλ1,...,−λnCN
where λ gives an R-representation for SON (C); for N = 2n + 1, they
are similarly
Σλ0(C
N)± .
Remark 5.3. Note the accidental isomorphisms
SO6(C) = SL4(C)/(Z/2Z), SO5(C) = Sp4(C)/(Z/2Z) ,
and
SO4(C) = (SL2(C)× SL2(C))/(±(id, id)), SO3(C) = PSL2(C) .
Comparing corresponding fundamental weights shows that for SO6(C)
Σλ1,λ2,λ30 C
6 = Σλ1+λ2, λ1−λ3, λ2−λ3, 0C4 ,
while for SO5(C)
Σλ1,λ20 C
5 = Σλ2+λ1, λ1−λ20 C
4 ;
for SO4(C)
Σλ1,λ20 C
4 = Symλ1+λ2C2 ⊗ Symλ1−λ2C2
and for SO3(C)
Σλ10 C
3 = Sym2λ1C2 .
Remark 5.4. We need the following information on the irreducible E-
representations of SON(C): for N ≥ 7 they are
C, CN , Σ2,0,...,00 C
N = Sym20C
N , Σ1,1,0,...,00 C
N = Λ2CN .
For N = 5, 6 we have the accidental isomorphisms from Remark 5.3.
Checking the list in [Po-Vi] we find that in addition to the standard
E-representations for N ≥ 7 we get only the following additions
Σ
(1,1,1)
0 C
6 = Sym2C4, Σ
(1,1,−1)
0 C
6 = Sym2(C4)∨
For N = 4, following [APopov78] and using Remark 5.3, they are
Σ1,00 C
4 = C2 ⊗ C2 ,
Σc,c0 C
4 = Sym2cC2 ⊗ C, Σc,−c0 C4 = C⊗ Sym2cC2, c = 0, 1, 2
Σ2,00 C
4 = Sym2C2 ⊗ Sym2C2 and
Σ2,10 C
4 = Sym3C2 ⊗ C2, Σ2,−10 C4 = C2 ⊗ Sym3C2.
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For N = 3 they are clearly
C, Σ10C
3, Σ20C
3 .
We first prove
Theorem 5.5. Let N ≥ 4. Suppose that V is an irreducible R-
representation for ON (C). If V is already generically free for ON(C),
then V/ON(C) is stably rational of level N . Otherwise, (V⊕CN )/ON(C)
is stably rational of level N .
Remark 5.6. Note that one should not expect to be able to prove the
complete analogue of Theorem 5.5 for the group SON(C). This is due
to the existence of irreducible R-representations
Σ
(c,c,...,c,±c)
0 C
2n
for SO2n(C) which restrict to irreducible O2n−1(C)-representations. We
will deal with the SON(C)-case later.
As usual we will use induction to prove Theorem 5.5. The induction
base will be furnished by O3(C) = Z/2Z×PSL2(C) (both for the special
and full orthogonal groups). We will do this first. To begin with, we
note the following Lemma.
Lemma 5.7. Suppose that the irreducible R-representation V for ON(C)
decomposes for ON−1(C) in such a way that it contains two distinct
summands V ′ and W which are irreducible for ON−1(C) and where V
′
is an R-representation for ON−1(C) and dimW ≥ 2(N − 1).
Then if Theorem 5.5 holds for V ′, it holds for V .
Proof. This follows directly from the Severi-Brauer method (cf. the
proof of Proposition 2.5), which we have already used several times
earlier; more precisely: by replacing V by V ⊕ CN if necessary we can
suppose that V is generically free. By Remark 5.1, we know that then
also V ⊕ C is generically free for ON−1(C). In V ′ only the center of
ON−1(C) may act trivially. If the action of ON−1(C) on V
′⊕W is then
generically free, the Severi Brauer methods applies, as we know already
stable rationality of level N −1 for V ′⊕CN−1 by hypothesis (Theorem
5.5 holds for V ′).
If the center of ON−1(C) acts still trivially in V
′ ⊕W , we know that
there will be an irreducible summand of V ⊕ C, different from W , S
say, such that V ′ ⊕ S is generically free for ON−1(C). By the no-name
lemma and the hypothesis on V ′, we then know stable rationality of
level 2(N − 1) for (V ′ ⊕ S)/ON−1(C). So (V ′ ⊕ S ⊕W )/ON−1(C) is
rational, hence also (V ⊕ C)/ON−1(C). 
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Proposition 5.8. Theorem 5.5 is true for N = 4.
Proof. An irreducible representation V of O4(C) has as underlying
SO4(C)-representation
Σλ1,λ20 C
4 + Σλ1,−λ20 C
4, λ2 > 0
or Σλ1,00 C
4. We know the stable rationality of level 1 of generically free
O3(C) = PSL2(C) × Z/2Z-representations: if V˜ is one such, add C
where Z/2Z acts via a nontrivial character. Then (V˜ ⊕C)/(PSL2(C)×
Z/2Z) ≃ V˜ /PSL2(C) × C, and we know that V˜ /PSL2(C) is always
rational. Thus Theorem 5.5 is true for N = 4 as we can reduce its
statement to a stable rationality result of level 1 for O3(C). 
We now describe the induction step. We have to show that we can
reduce to the case N = 4.
Proposition 5.9. Let N ≥ 5. Then the hypotheses of Lemma 5.7 are
satisfied for every R-representation of ON(C) which is not one of the
following:
(Σ1,1,10 C
7)± , (Σ2,20 C
5)±, (Σ2,10 C
5)± .
Proof. We start with a preliminary remark: for m ≥ 4 there are no
irreducible representations of Om(C) of dimension < 2m except C and
Cm. In fact, for m ≥ 5 we have
dimOm(C) =
m(m− 1)
2
≥ 2m.
So for m ≥ 5, every irreducible representation of Om(C) of dimen-
sion < 2m must be an E-representation, hence be composed of E-
representations for SOm(C). Going through the list in Remark 5.4
shows that this leaves only C or Cm.
For m = 4, we know that the irreducible O4(C)-representations are of
the form
SymaC2⊗SymaC2, or SymaC2⊗SymbC2+SymbC2⊗SymaC2, a 6= b
of dimensions (a + 1)2 resp. 2(a + 1)(b + 1). This is strictly smaller
than 8 only if a = 0, 1 in the first case, and for the pairs (0, 0), (0, 1),
(0, 2) or vice versa in the second case. These are all E-representations.
In particular note also that an irreducible representation of Om(C) of
the form
(Σλ1,...,λm0 C
m)∅ or (Σλ1,...,λm0 C
m)±
will have dimension ≥ 2m for m ≥ 4 if λ1 + · · · + λm−1 + |λm| ≥ 2
except if it is (Σ1,10 C
4)∅.
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Suppose now that V is an R-representation for ON(C), and N ≥ 5.
We will distinguish two cases:
(1) V = (Σc,...,c,c0 C
N)∅, N is even,
(2) not the case (1).
We recall that the representation V is of the form (Σλ1,...,λn0 C
2n+1)± for
odd N = 2n+1, or it is (Σ
λ1,...,λn−1,0
0 C
2n)± resp. (Σλ1,...,λn0 C
2n)∅ for even
N = 2n.
Case 1: Here
V = Σc,...,c,c0 C
2n + Σc,...,c,−c0 C
2n,
and we can satisfy the hypotheses of Lemma 5.7 by putting V ′ =
(Σc,...,c0 C
2n−1)± and W = (Σc,...,c0 C
2n−1)± (V ′ coming from the one irre-
ducible SO2n(C)-summand of V , W coming from the other one).
Case 2: For N = 2n + 1, λn 6= 0, the representation V will contain
the ON−1(C)-subrepresentation
V ′ := (Σ
(λ1,...,λn)
0 C
2n + Σ
(λ1,...,−λn)
0 C
2n)
which has the properties required except for V = (Λ1,1,10 C
7)±, (Σ2,20 C
5)±
or (Σ2,10 C
5)±; these are precisely the exceptions listed in the statement
of the proposition.
If λn = 0, V will contain the ON−1(C)-subrepresentation
V ′ := (Σ
(λ1,...,λn−1,0)
0 (C
2n))± .
which is also an R-representation because V is one.
If N = 2n, then V will contain the O2n−1(C) subrepresentation
V ′ := (Σ
(λ1,...,λn−1)
0 C
2n−1)±
which also is an R-representation because otherwise, 2n− 1 being odd
and ≥ 5, it would be one of C, C2n−1, Sym20C2n−1 or Λ2C2n−1 . But
then also V would be an E-representation of one of these types.
Thus we have found in each case an R-representation V ′ as required
for Lemma 5.7. Thus it remains to find a representation W as required
for that Lemma as well. Note that the total number of boxes in the
Young diagrams parametrizing the SON−1(C) irreducible summands
of the representations V ′ above will be ≥ 3 in all cases. For if there
were only ≤ 2 boxes we would have E-representations. Now because
we are not in case 1, so V 6= (Σc,...,c,c0 CN)∅, N is even, we get that
the decomposition of V into ON−1(C)-irreducibles will contain -besides
V ′- also an irreducible ON−1(C)-representation W parametrized by a
Young diagram with total number of boxes precisely one less than in
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the Young diagram of V ′. Now by the considerations at the beginning
of the proof, we will also have dimW ≥ 2(N − 1) unless if (W =
Σ1,10 C
4)∅. In that case, V ′ must have one box more, and looking at the
above construction, we see that we could only end up with this W if
V = (Σ2,10 (C
5))±. This is one of the exceptions listed in the statement
of the Proposition. 
Proposition 5.10. Let V be one of the O5(C)-representations (Σ
2,1
0 C
5)±
or (Σ2,20 C
5)±. Then Theorem 5.5 holds for V .
Proof. Remark that -if restricted to O4(C)- both representations con-
tain a summand
Σ2,10 C
4 + Σ2,−10 C
4 .
We claim that this is already generically free for O4(C). Indeed, ac-
cording to [APopov78], one of the summands taken alone as SO4(C)-
representation has a nontrivial stabilizer in general position (Z/2Z)2.
This is easy to see as a pencil of binary cubics in Σ2,10 C
4 = Sym3C2⊗C2
can be seen as a covering map P1 → P1 of degree 3, ramified in four
points by the Riemann-Hurwitz formula. These four points are stabi-
lized inside PGL2(C) by a Klein four group. At the same time we see
from this description that two pencils of binary cubics have a trivial
stabilizer in general.
Now we know stable rationality of level 10 for generically free quotients
of the group O4(C) already by the argument in [Bogo86], see also the
introduction to this paper where this argument is recalled. However,
the codimension of Σ2,10 C
4+Σ2,−10 C
4 in Σ2,10 C
5 resp. dimΣ2,20 C
5 is bigger
than 10, so we conclude by the no-name lemma. 
Proposition 5.11. Let V be the O7(C)-representation
V = (Σ1,1,10 C
7)± .
Then Theorem 5.5 holds for V .
Proof. Let us consider V = Λ3C7 = (Σ1,1,10 C
7)−. We have to prove
stable rationality of level 7 for V/O7(C). This reduces to a stable
rationality result of level 1 for the quotient of the representation
Λ3C6 + so6(C)
for the natural action by the group O6(C). The action of O6(C) on
so6(C) has a linear (O6(C), Z/2Z ⋉ N(T ))-section given by a Cartan
subalgebra t ≃ C3 ⊂ so6(C). Here N(T ) is of course the normalizer of
a maximal torus in SO6(C).
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The residual representation
Λ3C6
decomposes with respect to Z/2Z ⋉N(T ) into two summands Vs and
Vb (corresponding to two Weyl group orbits of weights). Here
Vb =
⊕
χ=(χ1,χ2,χ3)
Vχ
where the sum is over all six weights χ of Λ3C6 which have precisely
one nonzero entry 1 or −1. Thus a basis of weight vectors in W is
given by ei ∧ e−i ∧ e±j, i, j ∈ {1, 2, 3}, i 6= j. The other summand is
Vs =
⊕
χ′=(χ′
1
,χ′
2
,χ′
3
)
Vχ′
where χ′ denotes one of the eight weights (±1,±1,±1) with weight vec-
tors e±1∧e±2∧e±3. It follows that the Vχ have dimension 2 whereas Vχ′
has dimension 1. Thus dimVb = 12, dimVs = 8 (subscripts indicating
big resp. small). The action of Z/2Z ⋉N(T ) on Vb is generically free.
To see this, remark that the torus T acts clearly generically freely in
Vb; and the Weyl group S3⋉ (Z/2Z)
3 of O6(C) acts on the T -orbits in
Vb generically freely.
Thus it is sufficient to produce a generically free representation R for
Z/2Z ⋉ N(T ), of dimension ≤ 12 and with a rational quotient; then
the stable rationality of level 1 of Λ3C6+so6(C) will be proven. In fact
dimVs + dim t+ 1 = 12 .
What we will take is C6+C6. Here C6 is the restriction of the standard
O6(C)-representation C
6 to Z/2Z⋉N(T ). Now Z/2Z⋉N(T ) is nothing
but the Weyl group S3 ⋉ (Z/2Z)
3 of O6(C) extended by the torus
T ≃ (C∗)3. Here, with respect to our standard basis
e1, e2, e3, e−1, e−2, e−3
an element σ ∈ S3 acts via permuting 1, 2, 3 (and subjects −1,−2,−3
to the same permutation), and the standard generators of (Z/2Z)3 act
by interchanging ei and e−i. An element t = diag(t1, t2, t3) ∈ T acts by
scalings ei 7→ tiei, e−i 7→ t−1i e−i, i = 1, 2, 3. We denote by x±1, x±2, x±3
coordinates in the space C6 with respect to the basis e±i. It is clear
that x1x−1, x2x−2, x3x−3 give coordinates on the T -orbits on which
the Weyl group acts. The ineffectivity kernel is H = (Z/2Z)3 which is
hence equal to the stabilizer in general position in C6. Certainly, (C6)H
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has dimension 3 and is spanned by ei+ e−i, i = 1, 2, 3. The normalizer
of H in the extension of the Weyl group by the torus T is equal to
N(H) = S3 ⋉ ((Z/2Z)
3 × 〈diag(±1,±1,±1)〉) .
Here 〈diag(±1,±1,±1)〉 = (Z/2Z)3 is the subgroup of T consisting of
matrices with entries t1, t1, t3 either +1 or −1. In fact, if the equation
(σ, t) · (ι, 1) · (σ, t)−1 = (σισ−1, t(σισ−1)(t−1)) ∈ H
holds for some fixed σ in the Weyl group, a fixed t ∈ T , and all ι ∈ H ,
then we always get the equations t21 = t
2
2 = t
2
3 = 1 as equivalent to
the condition that (σισ−1)(t−1) = 1 ∈ T . Thus it remains to prove
rationality of (
C3 + C6
)
/N(H) .
The action of N(H) on C6 is generically free. The six lines spanned by
(e1 ± e−1), (e2 ± e−2), (e3 ± e−3)
are the (Z/2Z)6-eigenspaces. The quotient C6/((Z/2Z)6) has an action
of the group S3 which is birationally equivalent to a linear action. In
fact denoting by y±1, y±2, y±3 coordinates with respect to the basis
given by the preceding vectors spanning the eigenspaces, we see that
(y1, . . . , y−3) and (y
′
1, . . . , y
′
−3)
are in the same (Z/2Z)6-orbit if and only if y2i = (y
′
i)
2 for all i. So the
map C6 → C6 given by squaring the coordinates yi induces a birational
map of C6/(Z/2Z)6 and C6 which is S3-equivariant for the action of
S3 on zi = y
2
i given by permuting the z1, z2, z3 and z−1, z−2, z−3. Thus
C6 splits as twice the standard representation C3 of S3 whose quotient
is rational. 
Note that with the proof of Proposition 5.11, we have completed the
proof of Theorem 5.5 as follows from Propositions 5.9, 5.10 and 5.8.
For the group SON(C) we can only prove slightly less, cf. Remark 5.6.
Theorem 5.12. Let N ≥ 4. Suppose that V is an irreducible R-
representation for SON (C).
(1) If N = 2n and V = Σc,...,c,±c0 C
2n, then the following holds: if
V is already generically free for SON(C), then V/SON(C) is
stably rational of level 2N . Otherwise, (V ⊕ CN)/SON(C) is
stably rational of level 2N .
(2) In all other cases, we have: if V is generically free for SON (C),
then V/SON(C) is stably rational of level N . Otherwise, (V ⊕
CN)/SON(C) is stably rational of level N .
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Remark 5.13. Lemma 5.7 continues to hold if we take an SON(C)-
representation V instead of an ON(C)-representation if we replace The-
orem 5.5 by Theorem 5.12 in the conclusion, i.e. say: if Theorem 5.5
holds for V ′, then Theorem 5.12 holds for V .
The proof will follow from Theorem 5.5. We first prove a Proposition.
Proposition 5.14. Part (1) of Theorem 5.12 holds for all N = 2n ≥ 6.
Proof. If we restrict a representation of the form V = Σc,...,c,±c0 C
2n to
O2n−2(C) we obtain summands of the form
(Σc,...,c,c
′
C2n−2)∅, 1 ≤ c′ ≤ c .
The representation
(Σc,...,c,cC2n−2)∅
is an R-representation of O2n−2(C) unless 2n = 6 and c = 2 or 2n = 8
and c = 1. Moreover, the representation
(Σc,...,c,c−1C2n−2)∅ if c > 1 or (Σ1,...,1,0C2n−2)± if c = 1 ,
has dimension at least 2(N − 2) unless 2n = 6 and c = 2 or 2n = 8
and c = 1. So we can conclude by the Severi-Brauer method, but
have to treat the two exeptional cases separately. The case c = 2,
2n = 6 presents no problem since it follows from Proposition 5.10.
So it remains to consider the case c = 1, 2n = 8. This follows from
Proposition 5.11. 
We will now complete the proof of Theorem 5.12.
Proof. (of Theorem 5.12) Actually we have already done almost all
the work. Let us assume N ≥ 5 first. By Proposition 5.14 we can
assume that Σλ0C
N is a representation of SON(C) which is not of the
form Σc,...,c,±c0 C
2n. The proof of Proposition 5.9 then shows that for
N ≥ 5 the reduction of V to the subgroup ON−1(C) will contain an
irreducible R-representation V ′ for ON−1(C) and an irreducible ON−1-
representation W of dimension ≥ 2(N − 1) except if V = Σc,...,c,±c0 C2n
or V = Λ3C7, = Σ2,10 C
5 or = Σ2,20 C
5. Hence we can conclude by the
Severi-Brauer method and Theorem 5.5 for the full orthogonal group,
which we have already established.
The proofs for the cases V = Λ3C7, Σ2,10 C
5 or Σ2,20 C
5 are the same as
in Propositions 5.11 and 5.10.
So we have obtained the full statement of Theorem 5.12 now for N ≥ 5.
It remains to consider the case N = 4. The proof is entirely similar to
the proof of Proposition 5.8. Note that Σc,±c0 C
4 are E-representations.

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6. The case of the group G2
We recall some facts about G2 and its representation theory. A compo-
sition algebra over a field k is a (not necessarily associative) k-algebra
C with an identity 1 and a nondegenerate quadratic form N on C
such that N(xy) = N(x)N(y) (all x and y in C). N is called the
norm form, and the associated bilinear form will be denoted by 〈·, ·〉.
In any composition algebra C one may introduce an involutive anti-
automorphism C → C, x 7→ x¯, called the conjugation, defined by
x¯ := −s1(x) where s1 is the reflection in the subspace 1⊥ defined by
〈·, ·〉. Then xx¯ = x¯x = N(x) · 1.
Now let H := Mat2×2(C) be the split quaternion algebra (over C) of
two by two complex matrices which is a composition algebra with norm
form the determinant. If
x =
(
a b
c d
)
then consequently
x¯ =
(
d −b
−c a
)
.
The split octonion algebra O is the composition algebra which is con-
structed from H by the process of doubling : as vector space O = H⊕H
and the product resp. norm form are given by
(x, y)(u, v) := (xu+ v¯y, vx+ yu¯), x, y, u, v ∈ H
resp.
N((x, y)) := det(x)− det(y), x, y ∈ H .
We view H as embedded into O as the first factor, and 1O = (1H, 0).
The group of automorphisms Aut(O) of the composition algebra O
(which means unital, norm-preserving algebra automorphisms) is the
simple group of type G2, G2 ⊂ O(N, O). Its dimension is 14. It has
two fundamental representations: the adjoint V14 = g2 and the traceless
octonions V7 = 1
⊥
O ⊂ O. If we choose a maximal torus in G2, denote
by α1 resp. α2 the long resp. short simple root in a basis for the root
system and let ω1 and ω2 be the corresponding fundamental weights,
then Vω1 = V14, Vω2 = V7. The irreducible G2-modules are thus indexed
by highest weights λ = m1ω1 +m2ω2 where m1, m2 ≥ 0 are integers.
Lemma 6.1. The stabilizer of a generic point in V7 inside G2 is H =
SL3(C) and its normalizer N(H) is
N(H) = Z/2Z ⋉ SL3(C) .
The subspace of H-invariants in V7 is one-dimensional.
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Proof. The stabilizers in general position in V7 andO of course coincide.
We use a model for O in terms of vector matrices (see [Sp-Veld], section
1.8): O can be realized as the algebra of vector matrices
X =
(
a v
w b
)
, a, b ∈ C, v ∈ C3, w ∈ C3
with multiplication(
a1 v1
w1 b1
)(
a2 v2
w2 b2
)
=
(
a1a2 + 〈v1, w2〉 b2v1 + a1v2 − w1 × w2
a2w1 + b1w2 + v1 × v2 b1b2 + 〈w1, v2〉
)
with conjugation and norm given by
X¯ =
(
b −v
−w a
)
, N(X) = ab− 〈v, w〉 .
Here 〈, 〉 denotes the standard scalar product on C3, and the vector
product is defined by 〈v1 × v2, v3〉 = det(v1, v2, v3). An element of
G2 which preserves the diagonal matrices pointwise must leave the two
copies of C3 stable: suppose for example that g maps(
0 0
v∗ 0
)
to (
0 w
w∗ 0
)
, w 6= 0,
then the compatibility with the product would force
g
((
0 0
v∗ 0
)
·
(
a 0
0 b
))
= g
((
0 0
av∗ 0
))
=
(
0 aw
aw∗ 0
)
=
(
0 w
w∗ 0
)
·
(
a 0
0 b
)
=
(
0 bw
aw∗ 0
)
which is impossible. Thus if an element in G2 preserves the subspace
of diagonal matrices pointwise it must be of the form(
a v
v∗ b
)
7→
(
a l(v)
m(v∗) b
)
l : C3 → C3 and m : C3 → C3 some invertible linear transformations
which must satisfy 〈l(v), m(v∗)〉 = 〈v, v∗〉 for all v ∈ C3, v∗ ∈ C3.
It follows that m = (lt)−1. On the other hand we also want l to be
compatible with the product in O which means in particular
l(v1)× l(v2) = (lt)−1(v1 × v2)
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whence det(l(v1), l(v2), l(v3)) = det(v1, v2, v3) and l ∈ SL3(C). This
proves H = SL3(C).
Note that the map (
a v
w b
)
7→
(
b w
v a
)
is in G2, and conjugation by it induces on SL3(C) the outer automor-
phism g 7→ (gt)−1. Hence the statement on N(H) follows. That the
subspace of H-invariants in V7 is one-dimensional is already clear from
what was said above. 
Thus we have for a generically free G2 representation Vλ
Vλ/G2 + C
7 = (Vλ + V7)/G2 = (Vλ + C)/(Z/2Z ⋉ SL3(C)) .
We propose to prove
Theorem 6.2. If Vλ is a generically free representation for the group
G2, then Vλ/(Z/2Z⋉SL3(C)) is rational, hence V7/G2 is stably rational
of level 7.
The branching law if we restrict a G2-representation Vλ to SL3(C) is
known ([Per]) and can be described as follows: a Gelfand-Zetlin pattern
associated to λ = m1ω1 +m2ω2 is a diagram µ(a, b, c)
m1 +m2 m2 0
a b
c
where a, b and c are nonnegative integers with m1 +m2 ≥ a ≥ m2 ≥
b ≥ 0 and a ≥ c ≥ b, so that the second row of the diagram interlaces
the first row, and the third row interlaces the second row. Then the
decomposition as SL3(C)-module is
Vλ =
⊕
µ(a,b,c)
Σ(m1+c, a−m2+b, 0)C3 ,
the sum running over all Gelfand-Zetlin patterns µ(a, b, c) associated
to λ.
We need
Proposition 6.3. Let V (a, b) be a generically free representation of
SL3(C). Then
(V (a, b) + V (b, a))/N(H)
is stably rational of level 6.
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Proof. Since
(V (a, b) + V (b, a) + C3 + (C3)∨)/N(H)
= (V (a, b) + V (b, a))/(SL2(C)⋊ (Z/2Z))
we study the decomposition of V (a, b) as SL2(C)-module. Note that
generically free SL2(C)⋊ (Z/2Z)-modules are certainly stably rational
of level 4 (add C2 + C2 = C2 + (C2)∨ and reduce to Z/2Z). So it
suffices to note that in the decomposition of V (a, b) there will be the
SL2(C)-modules V (a+ b) and V (a+ b− 1): one of them is generically
free for SL2(C) for a+ b ≥ 5, and under this assumption the other one
will have dimension ≥ 4 whence the result.
Thus the remaining cases to consider separately are
V (1, 2) + V (2, 1), V (4, 0) + V (0, 4), V (3, 1) + V (1, 3) .
In each of these cases we get a copy C2 +C2 in the decomposition and
reduce to Z/2Z as above. 
Proof. (of Theorem 6.2) From the branching law we see that Vλ contains
in the Z/2Z⋉SL3(C)-decomposition ((a, b, c) = (m1+m2, m2, m1+m2))
Σ(2m1+m2, m1+m2, 0)C3 + Σ(2m1+m2, m1+m2, 0)(C3)∨
= V (m1, m1 +m2) + V (m1 +m2, m1)
in the case where m2 6= 0 and 3 does not divide m2. If m2 6= 0 and 3
divides m2 we may take instead ((a, b, c) = (m1+m2, m2−1, m1+m2))
Σ(2m1+m2, m1+m2−1, 0)C3 + Σ(2m1+m2, m1+m2−1, 0)(C3)∨
= V (m1 + 1, m1 +m2 − 1) + V (m1 +m2 − 1, m1 + 1) .
Note that for a − b not divisible by 3 there are only the following
E-representations for SL3(C):
V (0, 1), V (1, 0), V (2, 0), V (0, 2) .
We may encounter one of these cases only if
m1 = 0, m2 ≤ 2 in the case m2 6= 0.
This leaves only the case Vλ = V2ω2 . In this case we have the decom-
position
V2ω2 = Sym
2C3 + Sym2(C3)
∨
+Ad0C
3 + C3 + (C3)∨ + C .
We can reduce to a rationality question for SL2(C)⋊Z/2Z because this
is the stabilizer of a generic point in C3 + (C3)∨. But with respect to
that group Sym2C3 + Sym2(C3)
∨
has a summand C2 + (C2)∨ so that
we can reduce further to Z/2Z and are done.
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Otherwise one of the above two representations will be generically free
for N(H) = Z/2Z ⋉ SL3(C) and will be composed of generically free
summands for SL3(C). Moreover, it is clear that both V (m1, m1+m2)+
V (m1+m2, m1) and V (m1+1, m1+m2− 1)+V (m1+m2− 1, m1+1)
have dimension ≥ 6 in this case. So the question remains when the two
will be distinct representations in the decomposition. This will always
be the case unless m2 = 1. Thus in this special case we take as above
V (m1, m1 + 1) + V (m1 + 1, m1)
as a subrepresentation which is composed of generically free SL3(C)-
representations (as m1 ≥ 1 now because Vλ is generically free). But
then we get also as a subrepresentation (for (a, b, c) = (m1, 1, m1))
Σ(2m1,m1,0)C3 = V (m1, m1)
which has certainly dimension ≥ 6 (as the adjoint has already dimen-
sion 8).
We turn to the case where m2 = 0. Then certainly m1 ≥ 2 and Vλ
contains ((a, b, c) = (m1, 0, m1 − 1))
Σ(2m1−1, m1, 0)C3 + Σ(2m1−1, m1, 0)(C3)∨
= V (m1 − 1, m1) + V (m1, m1 − 1) .
It is composed of generically free summands for SL3(C). We likewise
find the representation
Σ(2m1, m1, 0)C3 = V (m1, m1)
in the decomposition ((a, b, c) = (m1, 0, m1)), and since m1 ≥ 2, its
dimension is ≥ 6. 
Appendix A. Generic Stabilizers for O2n(C)
The purpose of this Appendix is to prove the following technical result
which is needed in Section 5; we retain the notation regarding the
orthogonal groups introduced at the beginning of that section.
Theorem A.1. Let n ≥ 2 be an integer. Let V = Σλ0C2n be an ir-
reducible representation of SO2n(C) with λn = 0. Suppose the ineffec-
tivity kernel of the action on V coincides with the stabilizer in general
position in SO2n(C) (i.e., in the terminology of the paper, V is an R-
representation of SO2n(C)). Then for each of the two extensions V
+
and V − of the representation V to an O2n(C)-representation this prop-
erty is preserved: the stabilizer in general position for V + or V − in
O2n(C) coincides with the ineffectivity kernel of the action of O2n(C)
on V + or V −.
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The proof of this theorem will be broken up into several intermediate
results. One has to show that a generic point in V ± is not invariant
under some h ∈ O2n(C). Since V is an R-representation of SO2n(C)
this implies that h2 = 1 or h2 = −1 (and det h = −1). We claim that
the case h2 = −1 cannot occur. In this case, h would be semisimple
(diagonalizable), as it is of finite order, with eigenvalues +i and−i. The
respective eigenspaces for these eigenvalues are isotropic subspaces of
V ±: for v, w in the i-eigenspace, e.g., one has
〈v, w〉 = 〈h(v), h(w)〉 = 〈i · v, i · w〉 = −〈v, w〉 .
As dimensions of isotropic subspaces cannot exceed n, but the dimen-
sions of the ±i eigenspaces add up to 2n, both the eigenvalue i and
the eigenvalue −i of h occur with multiplicity n whence det h = 1, a
contradiction.
Thus we can assume h2 = 1 and det h = −1. Let T be a maxi-
mal torus of O2n(C) with Lie algebra the Cartan algebra t, and let
W = W (O2n) = N(T )/T be the Weyl group of O2n(C). We let ǫi,
i = 1, . . . , n be the standard coordinate functions on t: thus we have
ǫi(diag(t1, . . . , t2n)) = ti. We identify Λ = Z · ǫ1 ⊕ · · · ⊕ Z · ǫn with the
weight lattice of SO2n(C). Recall that we have then
Roots: ±ǫi ± ǫj , 1 ≤ i 6= j ≤ n
Simple roots: ǫi − ǫi+1, 1 ≤ i ≤ n− 1, ǫn−1 + ǫn
Fundamental weights (of so2n): ωi = ǫ1 + · · ·+ ǫi, 1 ≤ i ≤ n− 2,
ωn−1 =
1
2
(ǫ1 + · · ·+ ǫn−1 − ǫn),
ωn =
1
2
(ǫ1 + · · ·+ ǫn−1 + ǫn)
and the Weyl group W =W (O2n(C)) = (Z/2Z)
n⋊Sn where (Z/2Z)
n
acts on weights a1ǫ1 + · · · + anǫn =: (a1, . . . , an) via sign changes of
entries and Sn by permutations; note that the Weyl group of SO2n(C)
is strictly smaller, namely acts only by even numbers of sign changes on
weights, but as g0 (cf. Section 5 above) induces an element of W (O2n)
and g0 · (a1, . . . , an) = (a1, . . . ,−an), the larger Weyl group contains all
sign changes.
The element h is characterized -up to conjugacy in O2n(C)- by its
numbers of +1 and −1 eigenvalues. Since the symbols V ± are already
in use, we will write R for any one of V ± in the sequel, and denote the
eigenspaces of h corresponding to +1 resp. −1 by R+ resp. R− (or
sometimes by R+(h), R−(h) if we want to indicate h).
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Lemma A.2. Assume that both eigenspaces R+ and R− of h have
codimension > dimO2n(C)−dimZh where Zh is the centralizer of h in
O2n(C). Then the stabilizer of a generic point in R does not contain
any element conjugate to h or −h.
Proof. Note that the space R+(−h) is -depending on the parity of n-
equal to either R+(h) or R−(h). It is thus sufficient to show that the
conclusion of the Lemma holds for h if codimR+(h) > dimO2n(C) −
dimZh. Suppose that the stabilizer in general position in R would
contain an element conjugate to h. Then O2n(C)·R+(h) would be dense
in R, but this contradicts the previous assumption on the codimension
of R+(h). 
Remark A.3. (1) By the preceding lemma we may henceforth as-
sume -replacing h by −h if necessary- that the number of (−1)-
eigenvalues of h is odd and ≤ n. We may then also take h
to be equal to (a representative of) an element in the normal
subgroup (Z/2Z)n ⊂W .
(2) One has dimON(C) = N(N−1)/2, hence, if h has k eigenvalues
−1, 1 ≤ k ≤ n, then Zh = Ok(C)×O2n−k(C) and
dim(O2n(C)/Zh) = (2n− k)k .
The right hand side is
dim(O2n(C)/Zh) = 2n− 1, k = 1,
= n2, k = n,
≤ n2 1 ≤ k ≤ n .
The representation R = V ± decomposes into weight spaces for the
action of T which in turn can be grouped into Weyl group orbits of the
form
R[χ] =
⊕
w∈W/StabW (χ)
Rw·χ
where χ is a weight of R and StabW (χ) the stabilizer of the weight χ
in W so that the orbit [χ] = W/StabW (χ). The element h acts on R[χ].
Definition A.4. We will call a weight µ in the orbit [χ] = W ·χ an h-
regular weight if µ 6= h ·µ. The subset of weights µ ∈ [χ] with h ·µ = µ
will be denoted by [χ]h.
Lemma A.5. Let R[χ], + resp. R[χ], − be the +1 resp. the −1-eigenspace
of h in R[χ]. Then
codim
(
R[χ], ±
) ≥ 1
2
(| [χ] | − | [χ]h |) · dimVχ .
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Proof. Indeed, if µ ∈ [χ] is h-regular, then the trace of h on Vµ + Vh·µ
is 0. 
Thus everything comes down to producing for the representation R
a weight χ with Rχ 6= (0) such that [χ] contains sufficiently many
h-regular elements. We start with some easy observations.
Lemma A.6. If n ≥ 5 and R contains a weight space Rχ such that for
χ = (χ1, . . . , χn)
we have: (1) χi 6= 0 for all i, and (2) there are i, j with |χi0| 6= |χj0|,
then we get the estimate
codim
(
R[χ], ±
)
> n2 ,
so the conclusion of Lemma A.2 holds.
Proof. In this case, all elements in the orbit [χ] are h-regular, and
(1/2)|[χ]| ≥ (1/2) · 2n+1 > n2 for n ≥ 5. In fact, every such weight
χ gives 2n pairwise different weights by acting on it via sign changes
of entries, and in each of these weights we can still interchange the
entries whose absolute values are equal to χi0 resp. χj0 . These then
give 2n · 2 = 2n+1 pairwise distinct weights in the Weyl group orbit
[χ]. 
We have to consider two special types of weights: weights with |χ1| =
· · · = |χn|, which we will temporarily call absolutely constant weights, or
weights which contain a zero entry χi = 0, which we will call degenerate
weights.
Remark A.7. Except W -invariance, we will use one further property of
the set of weights of an irreducible representation R of a semisimple
Lie group: this set is Φ-saturated, Φ being the set of roots α ∈ t∗, cf.
[G-W], p. 155 ff. This means that whenever χ is a weight of R, and
α ∈ Φ is a root, then
χ− kα is a weight of R for all k between 0 and 〈χ, α∨〉
where α∨ ∈ t is the coroot to α; in terms of aW -invariant inner product
(·, ·) on t∗, one can identify α∨ with (2α)/(α, α).
Applying the previous remark we get that every representation R which
has only absolutely constant or degenerate weights, has a weight χ with
χn = 0: in fact, an absolutely constant weight χ which is not zero is
in the same W -orbit as a weight χ′ with χ′1 = χ
′
2 = · · · = χ′n > 0, and
by Remark A.7, χ′ − χ′n · (ǫn−1 + ǫn) is also a weight of R and has last
entry equal to zero.
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Remark A.8. We assume here now without loss of generality that R
has a weight χ which we write as
χ = (x01, . . . , x
0
n0
, . . . , xj1, . . . , x
j
nj
, . . . , xm1 , . . . , x
m
nm)
where xjk = x
j
l for all j and all 1 ≤ k, l ≤ nj, we have xjk 6= xhl for
j 6= h, and x01 = · · · = x0n0 = 0. Moreover we can assume that all the
xij are nonnegative. Thus in short, we just group entries with the same
value in χ together and put the zeroes in front. We can also assume
that h ∈ (Z/2Z)n ⊂ W acts via sign changes in the first k entries of a
weight.
Let us first assume k = 1. Then by elementary combinatorial consid-
erations we have for the Weyl group orbit size
|[χ]| = 2n−n0 · n!
n0! · n1! · . . . · nm!
whereas the weights in [χ] which are not regular are in number
|[χ]h| = 2n−n0 · (n− 1)!
(n0 − 1)! · n1! · . . . · nm!
Hence the percentage of weights in the orbit [χ] which is not h-regular
for h with one eigenvalue −1 is
|[χ]h|
|[χ]| =
n0
n
.
Finally we remark that the ratio |[χ]h| : |[χ]| will be smaller than this
if h has k > 1 eigenvalues −1 because every weight which is invariant
under sign changes in the first k entries is also invariant under a sign
change in only the first entry.
Lemma A.9. In the set-up of Remark A.8, the Weyl group orbit car-
dinality
|[χ]| = 2n−n0 · n!
n0! · n1! · . . . · nm! ,
viewed as a function of the partition n0 + n1 + · · · + nm = n, attains
its maximum, for a fixed number of zero entries n0, if all the ni, i =
1, . . . , m are equal to 1, and is then equal to 2n−n0n!/n0!.
It attains its minimum, again for fixed n0, if m = 1 and then its value
is 2n−n0
(
n
n0
)
.
The function f(n0) = 2
n−n0
(
n
n0
)
increases monotonously from f(0) =
2n to its maximum at n0 = [(n− 2)/3] + 1, and afterwards decreases
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monotonously to its value f(n) = 1.
Moreover, if the integer z ≤ n satisfies
z >
n− 2
3
+ 1 and
(
n
z
)
< 2z ,
then, among all those weights with less than or equal to z zero entries,
the overall minimum of the Weyl group orbit cardinality is attained for
a weight with precisely z zeroes and all remaining n−z entries of equal
absolute values, and the value of this minimum is 2n−z
(
n
z
)
.
Proof. The first two assertions are clear if we adopt the following view-
point: think of the absolute values of the entries in the weights in [χ]
as colours, and think of their signs as charges; fix some number of zero
entries n0. Suppose χ
′ is the weight obtained from χ by changing all
nonzero colours into the colour of the x1j , say. This gives a surjection
of the Weyl group orbit of χ unto the Weyl group orbit of χ′ whence
the assertion about the minimum of the Weyl group orbit cardinality
for fixed n0.
Suppose we pass from the weight χ to another weight χ′′ by choos-
ing for the n1 equally coloured elements x
1
j other n1 pairwise distinct
colours, and similarly for the x2k, up to the x
m
l , so that all the entries
of χ′′ then have pairwise distinct colors. Then we get a surjection from
the Weyl group orbit of χ′′ to the Weyl group orbit of χ, resubstituting
the old colours. Hence the assertion about the maximum of the Weyl
group orbit cardinality for fixed n0.
For the last assertion, note that
2n−n0−1
(
n
n0 + 1
)
= 2n−n0 · 1
2
· n!
(n0 + 1)!(n− n0 − 1)!
= 2n−n0
(
n
n0
)
· n− n0
2(n0 + 1)
.
Now
n− n0
2(n0 + 1)
≥ 1 ⇐⇒ n0 ≤ n− 2
3
,
n− n0
2(n0 + 1)
< 1 ⇐⇒ n0 > n− 2
3
.
This means that the function f(n0) = 2
n−n0
(
n
n0
)
increases monotonously
from its value f(0) = 2n to its maximum (located at [(n− 2)/3] + 1),
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and then decreases to f(n) = 1. In particular, if the integer z satisfies
z >
n− 2
3
+ 1 and 2n−z
(
n
z
)
< 2n
then we get that among weights with less than or equal to z zero entries
the overall minimum of the Weyl group orbit cardinality is attained for
a weight with precisely z zeroes and all remaining n−z entries of equal
absolute values, and the value of this minimum is 2n−z
(
n
z
)
. 
Lemma A.10. Let n ≥ 10 and suppose that R contains a weight space
belonging to a weight χ which can be written as in Remark A.8, and
assume that χ contains ≥ 3 nonzero entries (which, however, need
not have distinct absolute values). Then the conclusion of Lemma A.2
holds.
Proof. We apply the last part of Lemma A.9 with z = n− 3. We have
that the overall minimum of the Weyl group orbit cardinality, taken
over weights with at least three nonzero entries, is equal to
8 · n(n− 1)(n− 2)
6
provided that the inequalities
n− 3 > n− 2
3
+ 1 and
(
n
3
)
< 2n−3
hold. The first one is valid for n > 5, but the second one is more
stringent and holds for n ≥ 10. From Remark A.8 we get that at least
a portion of 3/n of the weights in [χ] is h-regular. Hence
1
2
(|[χ]| − |[χ]h|) ≥ 1
2
· 8 · 3
n
· n(n− 1)(n− 2)
6
= 2(n− 1)(n− 2) > n2
for n ≥ 10 (actually for n ≥ 6, but we were lead to assume n ≥ 10
before) so that we conclude by Lemmas A.5 and A.6. 
Now we can state
Proposition A.11. Theorem A.1 holds for n ≥ 10. More precisely, the
only representations R of O2n(C) all of whose weights have ≤ 2 nonzero
entries have a nontrivial s.g.p. already as SO2n(C) representations.
This last assertion holds also for n ≥ 3.
Proof. Suppose R is an O2n(C) representation all of whose weights
have ≤ 2 nonzero entries so that in particular this holds for the highest
weight
λ = (λ1, . . . , λn) .
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We use Remark A.7, the Φ-saturatedness of the set of weights in R,
again, together with the knowledge of the roots ±ei±ej , 1 ≤ i 6= j ≤ n.
In fact, λ can only be of the form
(a, b, 0, . . . , 0), a, b ∈ Z, a ≥ b .
Suppose that b 6= 0, and one of a or b is ≥ 2. Then we get that -
depending on which of a or b is ≥ 2- that λ− ǫ1 + ǫ3 or λ− ǫ2 + ǫ3 is
also a weight of R with ≥ 3 nonzero entries. Thus if b 6= 0 this leaves
only λ equal to (1, 1, 0, . . . , 0) which gives the E-representation Λ20C
2n.
Now suppose that b = 0, but a ≥ 3. Then λ− (ǫ1 − ǫ2)− (ǫ1 − ǫ3) will
be a weight of R with at least three nonzero entries. Hence we might
only have
R = Sym20C
2n , R = C2n, or R = C
all of which are E-representations. 
Let us investigate in more detail what happens for 2 ≤ n ≤ 9. The first
thing that is special for n ≤ 9 is that, among all weights χ with at least
three nonzero entries, the minimum of the Weyl orbit cardinality is not
attained for a weight with precisely 3 equal nonzero entries, but for an
absolutely constant weight, and the minimum there is 2n. However, we
can get further with slightly sharper estimates.
Lemma A.12. Let 6 ≤ n ≤ 9. Suppose the O2n(C) representation R
contains a weight χ with ≥ 3 nonzero entries. Then [χ]− [χ]h has more
than 2n2 elements, hence by Proposition A.11, we get that Theorem A.1
holds for n ≥ 6.
Proof. Suppose the weight χ contains precisely a nonzero entries. By
Lemma A.9 we know that the minimum Weyl orbit cardinality among
weights with precisely n − a zeroes is 2a(n
a
)
, and by Remark A.8 we
know that at least a portion of a/n of the orbit elements is h-regular.
Hence it suffices to check that the inequality
2n2 < 2a
(
n
a
)
a
n
or n2 < 2a−1
(
n− 1
a− 1
)
holds for all 6 ≤ n ≤ 9 and all 3 ≤ a ≤ n−1. Note that we can assume
a ≤ n− 1 (for a = n = 6 the inequality would fail as 36 > 25): in fact,
under the assumptions of the Lemma, R will also contain a weight with
at least one zero and at least three nonzero entries. Namely, the highest
weight λ has λn = 0, so if λ has already three nonzero entries we are
done. If λ contains only ≤ 2 nonzero entries (then necessarily λ1 and
λ2), then the method explained in the proof of Proposition A.11 will
produce from λ a weight with three nonzero entries and at least one
zero entry for n ≥ 6, unless R is already an E-representation. 
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Thus the cases n = 2, 3, 4, 5 have still to be considered. We will
exclude n = 2 for the moment and treat it last. It will be useful to
tabulate the minimum possible value for
1
2
(|[χ]| − |[χ]h|)
depending on the number a of nonzero entries of χ, which we know to
be F (n, a) := (1/2)2a(a/n)
(
n
a
)
, which is attained when all the nonzero
entries are equal.
F (n, a) a = 1 a = 2 a = 3 a = 4 a = 5 n2
n = 5 1 8 24 32 16 25
n = 4 1 6 12 8 16
n = 3 1 4 4 9
Instead of only one Weyl group orbit, we now consider several orbits,
more precisely we want to try to look for weights χ1, χ2, . . . in the
representations R of O2n(C) for n = 3, 4, 5, such that the corresponding
Weyl group orbits are pairwise disjoint, and contain in total more than
2n2 elements.
The case n = 5. Suppose that the highest weight λ of R contains at
least three nonzero entries λ1 ≥ λ2 ≥ λ3 > 0. Note that in any case
λ5 = 0 (this is the type of representation we consider). If one λi > 1,
i = 1, . . . , 3, then by Remark A.7, χ = λ− (ǫi − ǫ5) is also a weight of
R, and the Weyl group orbits of λ and χ are disjoint since χ contains
less zero entries than λ. Then we are done (cf. the table, 24+32 > 25).
Suppose now that there are only two nonzero entries λ1 ≥ λ2 > 0 or
only one λ1 > 0. If in the first case either λ1 or λ2 is ≥ 2 then we get
also a weight with exactly three nonzero entries in R. Hence we are
done as 8+24 > 25. And Λ20C
10 is an E-representation. If in the second
case λ1 ≥ 3, then we get that χ = λ− (ǫ1 − ǫ2) and χ′ = χ− (ǫ1 − ǫ3)
also belong to R. They are all in distinct Weyl group orbits as they
have different number of zero entries, and these contain enough regular
elements. For λ1 < 3 we get E-representations again.
So it remains to consider only the exterior powers λ = (1, 1, 1, 0, 0)
resp. (1, 1, 1, 1, 0). In the second case we have that also (1, 1, 0, 0, 0) is
a weight and we are done. In the first case we get that also (1, 0, 0, 0, 0)
is a weight. Unfortunately, according to the table 1 + 24 is just too
small to be strictly bigger than 25. However note that the weight space
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of (1, 0, 0, 0, 0) has dimension 4 so that by the estimate in Lemma A.5
we are done.
The case n = 4. Assume again first that the highest weight λ of R
contains at least three nonzero entries λ1 ≥ λ2 ≥ λ3 > 0. If one λi > 1,
i = 1, . . . , 3, we can argue as in the case n = 5 above since 12+8 > 16.
If there are at most two nonzero entries, we argue precisely as in the case
n = 5 above, so it remains to consider the exterior power λ = (1, 1, 1, 0)
here. It contains also the weight (1, 0, 0, 0) with multiplicity 3, but
3 + 12 = 15 < 16, so our estimates are too crude here. We have to
distinguish the cases that h ∈ (Z/2Z)4 has k = 1, 2 or 3 eigenvalues
−1. By Remark A.3 it suffices that the codimensions of the +1 and
−1 eigenspaces of h are bigger than (2n − k)k which is 15 for k = 3,
12 for k = 2, 7 for k = 1. So we just have to reconsider the case k = 3.
What is too crude in the case k = 3 is the estimate for the portion of
regular elements in an orbit coming from Remark A.8: for the weight
(1, 0, 0, 0) it is not 1/4 (as it would be for k = 1). In fact, there are
6 regular elements in the orbit contributing at least an amount of 3
to the codimensions of the +1 and −1 eigenspaces of h. However,
12 + 3 · 3 > 15 and we are done.
The case n = 3. These representations R have highest weights λ =
(λ1, λ2, 0), λ1 > λ2 ≥ 0. Let us assume first that λ1 ≥ 4. Then
χ = λ−(ǫ1−ǫ3) and χ′ = λ−2(ǫ1−ǫ3) are both weights of R. Together
with λ they generate three pairwise distinct Weyl group orbits (χ and
χ′ have less zeroes than λ, and χ and χ′ differ in the number of entries
1 and 2). If λ2 > 0 we conclude as 4 + 2 · 4 > 9. If λ2 = 0, but λ1 ≥ 4,
we also have the weight χ′′ = χ− (ǫ1 − ǫ2) and 3 · 4 + 1 > 9.
Thus the only cases remaining are λ1 ≤ 3. For the highest weights
(3, 3, 0), (3, 2, 0), (3, 1, 0) and (2, 2, 0) one can easily find three weights
in R in distinct Weyl group orbits, and having ≥ 2 nonzero entries,
using the Φ-saturatedness. Thus we are left with
(3, 0, 0), (2, 1, 0)
because the rest are E-representations of SO6(C). As in the case n = 4
we will consider again subcases here, according to whether h has 1 or
3 eigenvalues −1 (it has to be an odd number). We need codimensions
of the +1 resp. −1 eigenspaces of h strictly bigger than (6−k)k which
is 5 for k = 1 and 9 for k = 3. Thus the case k = 1 is no problem (we
can take the Weyl orbits corresponding to (3, 0, 0), (2, 1, 0), (1, 1, 1) in
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the first case, and the Weyl orbits of (2, 1, 0), (1, 1, 1) in the second
case). For k = 3, again, the portion of h-regular elements in an orbit
is higher than the portion we used for our standard estimates: in fact,
every weight which is not identically 0 is h-regular in this case. We
need > 2 · 9 = 18 regular weights, and these can be found in the orbit
of (2, 1, 0) in both cases.
Finally we consider
The case n = 2. These representations R have highest weights λ =
(λ1, 0) and we may assume λ1 ≥ 3 to exclude obvious E-representations.
Here, since h ∈ O4(C)\SO4(C), we need only consider the case that h
has one eigenvalue −1, so k = 1. We have to produce Weyl group or-
bits containing in total strictly more than six h-regular elements. This
is easy: each of the above representations contains a weight with both
entries nonzero and of different absolute values, and the orbit contains
8 elements.
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