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Abst rac t - - In  this paper, we study the fuzzy reasoning based on a new fuzzy rough set. First, we 
define a broad family of new lower and upper approximation operators of fuzzy sets between different 
universes using a set of axioms. Then, based on the approximation operators above, we propose the 
fuzzy reasoning based on the new fuzzy rough set. By means of the above fuzzy reasoning based on the 
new fuzzy rough set, for a given premise, we can obtain the fuzzy reasoning consequence expressed by 
the fuzzy interval constructed by the above two approximations of fuzzy sets. Furthermore, through 
the defuzzification of the lower and upper approximations, we can get the corresponding two values 
constructing the interval used as the fuzzy reasoning consequence after defuzzification. Then, from 
the above interval, a suitable value can be selected as the final reasoning consequence so that some 
special constraints are satisfied as possibly. At last, we apply the fuzzy reasoning based on the new 
fuzzy rough set to the scheduling problems, and numerical computational results show that the fuzzy 
reasoning based on the new fuzzy rough set is more suitable for the scheduling problems compared 
with the fuzzy reasoning based on the CRI method and the III method. @ 2006 Elsevier Ltd. All 
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1. INTRODUCTION 
The rough set theory [1,2] and the fuzzy set theory [3] are two main tools used for processing 
uncertain and incomplete information. It is generally accepted that these two theories are related, 
but distinct and complementary [4-6]. Many attempts have been made to combine these two 
theories [7]. Dubois and Prade studied first the fuzzification problem of rough sets [5,8]. In [9], 
Morsi and Yakout studied a set of axioms on approximation operators of fuzzy sets and defined 
a special family of approximation operators of fuzzy sets using the T-norms and the residuation 
implicators. Additionally, Radzikowska nd Kerre gave another general method for the fuzzi- 
fication of rough sets [10]. They defined a broad family of fuzzy rough sets, each of which is 
determined by a triangular norm and an implicator. 
However, up to now, most researches on rough sets are focused on the same universe, that is, 
the binary relations used in rough sets are defined on the same universe [1,2,11,12]. Less effort 
has been made on the approximation operators between different universes. In [13], Zhang and 
Wu studied first the approximation operators between different universes and constructed the 
rough set model using random sets. 
Additionally, by means of the existing fuzzy reasoning methods, such as the CRI method and 
the III method [14], as well as the defuzzifieation method, we can get only one fixed value acted 
as the final reasoning consequence for a given premise. However, in many cases, there exist 
some special constraints which need to be satisfied. If the fuzzy reasoning consequence after 
defuzzification is an interval, the possibility of that some special constraints can be satisfied 
increases. 
In this paper, we define the lower and upper approximation operators of fuzzy sets between 
different universes using some axioms. According to [9,10], we give a family of new approximation 
operators. Also, based on the approximation operators above, we propose the fuzzy reasoning 
based on the new fuzzy rough set, in which the CRI method for the fuzzy reasoning is just 
the proposed upper approximation operator of fuzzy sets in essence and the fuzzy reasoning 
consequence by means of the III method is just a fuzzy value between the proposed lower and 
upper approximations of fuzzy sets. By means of the above fuzzy reasoning based on the new 
fuzzy rough set, for a given premise, we can obtain the fuzzy reasoning consequence expressed 
by the fuzzy interval constructed by the above two approximations of fuzzy sets. Furthermore, 
through the defuzzification of the lower and upper approximations, we can get the corresponding 
two values constructing the interval used as the fuzzy reasoning consequence after defuzzification. 
Then, from the above interval, a suitable value can be selected as the final reasoning consequence 
so that some special constraints are satisfied as possibly. At last, we apply the fuzzy reasoning 
based on the new fuzzy rough set to the scheduling problems, and numerical computational results 
show that fuzzy reasoning based on the new fuzzy rough set is more suitable for the scheduling 
problems compared with the fuzzy reasoning based on the CRI method and the III method. 
This paper is organized as follows. In Section 2, we give some basic notions of the crisp rough 
set theory. In Section 3, we define a broad family of lower and upper approximation operators of 
fuzzy sets between different universes using a set of axioms. In Section 4, we propose the fuzzy 
reasoning based on the new fuzzy rough set. In Section 5, we apply the fuzzy reasoning based on 
the new fuzzy rough set to the scheduling problems, and give numerical computational results. 
At last, some conclusions are given in Section 6. 
2. CR ISP  ROUGH SETS AND LOWER 
AND UPPER APPROXIMATIONS 
Let U denote a finite and nonempty universe. Suppose R c_ U × U is an equivalence relation 
on U, i.e., R is reflexive, symmetric, and transitive. Then, the equivalence relation R partitions 
mfiverse U into disjoint subsets, each of which is an equivalence class defined by R. Elements in 
the same equivalence class are indistinguishable. Additionally, equivalence classes are also called 
Reduction Method 1509 
elementary sets and any union of elementary sets is called a definable set [1,2]. Also, the empty 
set ¢ is considered to be a definable set. For a given set X C__ U, which can be characterized 
by means of a pair of lower and upper approximations, the lower approximation aprRX is the 
greatest definable set contained in X and that the upper approximation aprRX is the least 
definable set containing X. They can be obtained by the following two formulas, respectively: 
ap[RX = {x I[x]R C_ X} or 
apr~X = {x [ [x]R A X ¢ ¢} or 
aprRX = u {[xlR I [xlR c x} ,  
~-~p~x = u {[x]R I [x]R a x ¢ ¢}, 
where [x]R = {y lxRy}.  
In the above rough set, R is defined on the same universe U. If we define R between two 
different universes U and V, that is, R C_ U x V, and let Rp(y) = {x C U I xRy}, then we can 
get a pair of approximation operators apI:R and g~pr R defined by 
aprRX = {y e V I Rp(y) C_ X} 
and 
aprRX = {y e V I Rp(y) A X • ¢}, 
respectively. It is clear that the above definitions of the lower and upper approximation operators 
between different universes are equivalent o the definitions in [13]. 
3. APPROXIMATION OPERATORS OF FUZZY 
SETS BETWEEN DIFFERENT UNIVERSES 
In the above section, we give some basic notions of crisp rough sets. In this section, crisp rough 
sets are generalized to fuzzy rough sets. Let U be a nonempty universe, a fuzzy binary relation R 
on U is called a fuzzy similarity relation [10] iff R is 
1. reflexive: R(x, x) = 1 for any x C U; 
2. symmetric: R(x, y) = R(y, x) for any x, y E U; 
3. sup-min transitive: R(x, y) >_ suPzeg min{R(x, z), R(z, y)} for any x, y, z E U. 
In [9], Morsi et al. defined a fuzzy T-similarity relation R (T is a t-norm), which is reflexive, 
symmetric, and T-transitive, that is, R(x, y) >_ T(Ft(x, z), R(z, y)) for any x, y, z E U. It is clear 
that the fuzzy T-similarity relation is just the above fuzzy similarity relation in [10], when we 
take Min as T. 
In the following, we give three kinds of fuzzy rough sets. 
Dubois and Prade [1,2] proposed first the concept of fuzzy rough set. Let U be a nonempty 
universe. Suppose that R is a fuzzy similarity relation on U and A E [0, 1] U. Then, the lower 
and upper approximations of fuzzy set A are defined as 
R.(A)(x) = inf max{1 - R(x, y), A(y)}  
yEU 
and 
R*(A)(x) = sup min{R(x, y), A(y)} 
$EU 
for any x E U, respectively. 
In [9], Morsi and Yakout defined another fuzzy rough set, in which the lower and upper approx- 
imations of fuzzy set A E [0, 1] U are defined as follows: RA(x) = infyeu~T(R(y,x),A(y)) and 
RA(x) = suPyeu T(R(y, x), A(y)) for any x E U, respectively, where ~T defined as ~r(a, b) = 
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sup{c E [0, 1] ] T(a, c) < b} for any a, b • [0, 1] is the residuation implieator of T. It is clear that 
is the generalization of R*, but R is not the generalization of R..  
In [10], Radzikowska and Kerre gave the approximation operators of fuzzy sets using the 
border implicator and the t-norm, in which the implicator and the border implicator are defined 
as follows, respectively. A function F : [0, 1] 2 ~ [0, 1] is an implicator if it satisfies F(1,0) = 0 
and F(1, 1) = F(0, 1) = r(0, 0) = 1. An implicator F is a border implieator when F(1, x) -- x for 
any x C [0, 1]. It is obvious that 0:v is a border implicator, when T is a norm. Suppose that U 
is a nonempty universe, and that R is a fuzzy similarity relation on U. Also, let F and T be a 
border implicator and a t-norm, respectively. Then, the lower and upper approximations of any 
fuzzy set A • [0, 1] U is defined as follows: 
FASrA(x ) = inf F(R(x, y), A(y)) 
" ycU 
and 
FASTA(x) = sup T( R(x, y), A(y) ). 
ycU 
Let F(x,y) = FKD(x,y) = max{1 - -x ,y}  and T(x,y)  = TMin(X,y) = min(x,y), then R. = 
FAS.rK o and R* = ~T~,n .  Additionally, let T = TMin and F = ~)T, then _R = FASr and 
R : FAS  T. 
The approximation operators in all the above fuzzy rough sets are defined on the same universe. 
In Defnition 3.1, we give the definition of the lower and upper approximation operators between 
different universes using a set of axioms. 
DEFINITION 3.1. Let U and V be two nonempty universes, then we call L : [0, 1] u ~ [0, 1] v 
a lower approximation operator when it satisfies L(U) = V and L(A C~ B) = L(A) N L(B) for 
any A, B E [0, 1] U, and we ca11 g : [0, 1] u --* [0, 1] V an upper approximation operator when it 
satisfies H(¢) : ¢ and H(A U B) : H(A) U H(B).  
The lower and upper approximation operators L and H have the following properties. 
PROPOSITION 3.2. Let U and V be two nonempty universes, and let L and H be a lower and 
an upper approximation operator, respectively. Then, 
1. for any A, B E [0, 1] U, we have L(A) c_ L(B) and H(A) c H(B)  when A C_ B; 
2. for any A, B E [0, 1] U, L(A U B D_ L(A) U L(B) and H(A A B) C H(A) n H(B).  
In the following, we give a broad family of lower and upper approximation operators of fuzzy 
sets. 
PROPOSITION 3.3. Let U and V be two nonempty universes, and let R be a fuzzy binary relation 
on U x V. Suppose that T is a t-norm, and that F is an R-implicator (a residuation implicator 
of a t-norm). Then, we have that 
1. ~T : [0, 1] U ~ [0, 1] V is an upper approximation operator if-RT(A)(y) = supra U T(R(x, y), 
A(x)) for any A • [0, 1]u; 
2. _R r : [0, 1] U --~ [0, 1] v is a lower approximation operator ifR_F(A)(y ) : in f~u F(R(x,y),  
A(x)) for any d • [0, 1] u. 
PROOF. 
1. Since T(a, b) is a monotone increasing function with respect o a, for any y • V, we have 
that ~r (¢ ) (y )  = sup~cu T(R(x, y), 0) _< T(1, 0) = 0. Thus, ~T(¢)  = ¢. 
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Additionally, for any y C V and any A, B E [0, 1] U, we have 
~T (A U B) (y) = sup T (R (x, y) ,max {A (x), B (x)}) 
xcU 
= sup max {T (R (x, y), A (x)), T (R (x, y),  B (z))} 
xcU 
= max~supT(R(x,y)L=~g ,A(x)),supT(R(x,y):ccu ,B (x ) )}  
: ( - s  T 
so, 2T (A U B) = RT (A) U RT (B). 
2. Since F(a, b) is a monotone decreasing function with respect o a, for any y C V, we have 
that Rr(U)(y) = in fxeur(R(x,y) ,  1) > r(1, 1) = 1. Thus, Rr(U ) = V. 
Additionally, for any A, B C [0, 1] U, 
R r (AnB) (y )= inf r (R (x, y) min{A(x) B(x)}) 
- -  xEU ~ ' 
= inf min{F (R(x ,y ) ,A (x ) ) ,F  (R (x ,y ) ,B  (x))} 
xEU 
= min k~eg ~ inf F (R (x, y) , A (x)), in f  r' (R (x, y),  B (y))} 
= (_R r (d) N _R r (8)) (y), 
so _Rr(A n B) = Rr(A ) n_Rr(B ). 
The upper approximation operator ~T and the lower approximation operator _R r have the 
following properties. 
PROPOSITION 3.4. For any y E V, if there exists xy C U such that R(xy, y) = 1, we have that 
1. _RF(A ) < -RT(A); 
2. _Rr(¢) = ¢ a~d ~T (u) = v; 
3. RT(~u) = ~v = -RF(~U), in which ~u C [0, 1] U is defined by ~u(z) = ~, ~ C [0, 11 for any 
x6U.  
PROOF. 
1. For any y C V and any A C [0,1] U, when there exists x,  C U such that R(xy,y) = 1, we 
have 
__R r (A) (y) : in f  F (R (x, y), A (x)) 
< F (R (xy, y), d (xy)) 
= A (xy) 
= T (R (xy, y), A (xy)) 
_< sup T (R (x, y), A (x)) 
xCU 
= ~ (A) (y). 
Thus, _Rr(A ) _< -RT(A). 
2. According to 1, _RE(C) C ~T(¢) _ ¢. Additionally, for any y • V, -RT(U)(y) = 
sup~eu T(R(x, y), 1) = sup~cg R(x, y) : 1. Thus, RT(u) = V. 
3. Let [ E [0, 1], then, for any y • V, we have that 
~T (~v) (Y) = sup T (R (x, y), () 
xEU 
< T (sup R (x, y) , 
- T (1 ,~)  -- ~ = ~v (Y) 
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and 
_Rr (~u) (y) : inf F (R (x, y),  () 
xEU 
= inf sup {c~ e [0, 1] ] Tr (R (x, y), c~) < (} 
xEU 
>_~. 
Therefore, Rr(~u ) _D ~v. According to 1, we can obtain that RT(~u) = ~v : _Rr(~u). 
PROPOSITION 3.5. I f  R is a classical binary relation, Rp(y) = {x • U I xRy}, we have the 
following. 
1. For any A • [0, 1] U and any y • V, __Rr(A)(y ) = inf{A(x) I x e Rp(y)} and -RT(A)(y) = 
sup{A(x) l x c Rp(y)}. 
2. For any X C_ U, __RF(X ) : {y I Rp(y) C_ X} and RT(x) = {y I Rp(y) n X ¢ ¢}. 
PROOF. 
1. For any A • [0, 1] U and any y • V, we have 
_R r (A) (y) = inf F (R (x, y),  A (x)) 
xCU 
: inf F ((Rp (y)) (x), A (x)) 
xEU 
= inf F (1 ,A(x ) )  
x6R~(y) 
= inf {A (x) I x • Rp (y)} 
and 
RT ( A )(y) = sup T( R(x, y), A(x) ) 
xCU 
: sup T((Rp(y))(x), A(x)) 
xEU 
= sup T(1,A(x)) 
X6Rp(y) 
: sup{d(z) lx • Rp(y)}. 
2. According to 1, we can obtain that_Rr(X ) = {ylRp(y) c X} andRT(X){Y lRp(y )NX # 
¢} for any X _C U. 
If U = V, R is a fuzzy T-similarity relation on U and F is the residuation implicator of T, the 
above approximation operators are just the ones in [9]. Additionally, if U = V and R is a fuzzy 
similarity relation on U, the above approximation operators are just the residual fuzzy rough 
approximation operators in [10]. 
4. FUZZY REASONING BASED 
ON A NEW FUZZY ROUGH SET  
B~ed on the lower and upper approximation operators in Section 3, we propose the fuzzy 
reasoning based on the new fuzzy rough set in this section. 
In the fuzzy reasoning, the usual fuzzy implication inference rule is the fuzzy modus ponens 
(FMP), which is based on the following compositional rule of inference, 
Premise: if x is A, then y is B 
Fact: x is A* 
Consequence: y is B* 
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where A, A* and B, B* are fuzzy sets on universes U and V, respectively, and x, y are linguistic 
variables. 
Moreover, a fuzzy implication inference rule can be implemented on the basis of a fuzzy impli- 
cator R. The earliest fuzzy implicator R was defined by Zadeh as follows, 
R (A(x ) ,B  (y)) = (1 -  A(x)) V (A(x) A B (y)), (1) 
where A(x) and B(y) are the membership functions of fuzzy sets A and B, respectively. 
Based on the fuzzy implicator mentioned above, we can obtain the fuzzy reasoning consequence 
B* by the compositional rule of inference (CRI) method, 
B* (y) = sup {A* (x) A R(A(x),B (y))} 
zEU 
= sup {A* (x) A [(1 -- A (x)) V (A (x) h B (y))]}, (2) 
zEU 
where A* is a given premise. 
By means of the fuzzy reasoning based on the above CRI method as well as the suitable de- 
fuzzification method, we can obtain only one fixed value acted as the final reasoning consequence 
when the fuzzy implication inference rule and premise are given. However, in many cases, there 
exist some special constraints which need to be satisfied. If the fuzzy reasoning consequence 
after defuzzification is an interval, the possibility of that some special constraints can be satis- 
fied increases. Therefore, in this paper, based on the new fuzzy rough set, we obtain the fuzzy 
reasoning consequence expressed by the fuzzy interval constructed by the above two approxima- 
tions RT(A*) and Rr(A* ) of any give premise A* E [0, 1] U. Then, through the defuzzification 
of RT(A*) and _Rr(A*), we can get the corresponding two values l and u constructing the in- 
terval [/, u] used as the fuzzy reasoning consequence after defuzzification. Then, from the above 
interval, a suitable value can be selected as the final reasoning consequence so that some special 
constraints are satisfied as possibly. 
In this paper, it must be satisfied that the lower approximation should be included in the 
upper approximation i  the new fuzzy rough set for the fuzzy reasoning. In the following, some 
implicators R [15] that can be used in the new fuzzy rough set are listed. Based on any above 
implicator, it can easily proved that the two approximations obtained satisfy the above condition, 
when there exists x0 E U such that A(xo) = O. 
(1) Zadeh implicator Rz:  Rz(a,  b) = (1 - a) V (a A b); 
(2) Lukasiewicz implicator RL,,: RL,,(a, b) = (1 - a + b) A 1; 
(3) Gaines-Rescher implicator Rcn: 
1, a<_b, 
RcR(a,b) = O, a > b; 
(4) Reichenbach implicator RR: RR(a, b) = 1 - a + ab; 
(5) GSdel implicator Ra: 
(6) Goguen implicator Rco:  
1, a<b,  
Ra(a,b) = b, a > b; 
Rco(a,b) = { 
(7) Yager implicator Ry: Ry(a,  b) = b~; 
(8) Kleene-Dienes implicator RKD: RKD(a, 
(9) R0 implicator: 
Ro(a,b) = (i - a) V b, 
i, a = 0, 
bA1 ,  a¢0;  
g 
b) = (l-a) Vb; 
a<_b, 
a>b.  
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In the following, we explain that the CRI method for the fuzzy reasoning is just the proposed 
upper approximation operator of fuzzy sets in essence. 
In the CRI method above for the fuzzy reasoning, if we substitute R(A(x), B(y)) with R(x, y), 
according to formula (1), we have 
R(x,y) = (1 - A(x)) v (A(x) A B(y)). (3) 
Then, according to formula (2), 
B*(y) = sup {A* (x) /x R(x,y)}. (4) 
~Eu 
Additionally, according to Proposition 3.3, the upper approximation of the given premise A* 
can be expressed as follows. 
RT ( A*)(y) = sup T( A* (x), R(x, y) ). (5) 
:r.EU 
Then, when we substitute T with Min, we have 
-RT(A*)(y) = sup{A*(x) A R(x, y)}. (6) 
xEU 
Thus, from formula (4) and (6), we can obtain that B*(y) = RT(A*)(y), that is, the CRI method 
for the fuzzy reasoning is just the proposed upper approximation operator of fuzzy sets in essence. 
In the following, from the viewpoint of the cutset, we explain that it is reasonable to take the 
fuzzy reasoning consequence B* obtained by means of the CRI method as the upper approxi- 
mation of the given premise A*. Let E be a nonempty universe. And, for any C E [0, 1] E and 
any r C [0,1], let Iv(C) -- {z E E [ C(z) > r}, that is, l~(C) is the r-eutset of fuzzy set C. 
Also, let R be a fuzzy similarity relation, and let U and V be two nonempty universes, then 
/r(R) = {(x,y) c U x V I R(x,y) > r} is a crisp binary relation. Furthermore, we can prove 
easily that l~(B*) -- apr~r(n)/~(A*), that is, l~(B*) is the upper approximation of l~(A*) with 
respect o the crisp binary relation l~(R). The above conclusion can be explained in Figure 1, in 
which A* and B* are the given premise and the fuzzy reasoning consequence, respectively, and 
rl, r2 E [0, 1]. Additionally, in Figure 1, [a, d] and [b, c] are the rl-cutset and the r2-cutset of A*, 
respectively, and [e, h] and If, g] are the rl-eutset and the r2-eutset of B*, respectively. Then, ac- 
cording to the above conclusion, we have that [e, h] = l~ 1 (B*) = aprz~ 1(R)l~l (A*) = apri~ 1(R)[a, d] 
and [f, g] = l~2 (B*) = aprl~ 2(R)l~2 (A*) = g-~pri~ ~ (R)[b, c]. Hence, it is reasonable to take B* as the 
upper approximation of A* 
r 2 - - .  , ,  , . r2 - - -  
;, 
a b c d x e f g h Y 
2) 
Figure 1. 
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Furthermore, it can be explained that the fuzzy reasoning consequence by means of the fuzzy 
reasoning based on the III method is between the lower and upper approximations proposed. 
In [14], the fuzzy reasoning consequence is obtained by means of the following I I I  method based 
on implicators Rz. 
B*(y) = sup {A* (x) A Rz (A (x),B (y))}, (7) 
x6E~ 
where 
Ey = {x C U I (1 - A* (x)) < Rz ((Ax),B (y))}. 
If there exists x0 E U such that A(xo) = 0, we can infer easily that (Rz)r(A*) C_ B* C_ 
(Rz)Min(A*), that is, the above fuzzy value B* acted as the fuzzy reasoning consequence is
between the lower approximation (_Rz)r(A*) and the upper approximation (Rz)Min(A *) of the 
given premise A*. 
5. APPL ICAT ION TO 
THE SCHEDUL ING PROBLEMS 
In the above section, we propose the fuzzy reasoning based on the new fuzzy rough set. By 
means of the above fuzzy reasoning based on the new fuzzy rough set and the suitable defuzzi- 
fication method, for a given premise, we can obtain the interval used as the fuzzy reasoning 
consequence after defuzzification. Then, from the above interval, a suitable value can be selected 
as the final reasoning consequence so that some special constraints are satisfied as possibly. In 
contrast, by means of the fuzzy reasoning based on the CRI method and the I I I  method as well 
as the suitable defuzzification method, we can obtain only one fixed value acted as the final 
reasoning consequence. 
In this section, we apply the fuzzy reasoning based on the new fuzzy rough set to the single 
machine scheduling probiems, which can be described as follows. There are k kinds of jobs 
to be scheduled on a single machine. The total number of k kinds of jobs is n, and each job 
i, i = 1, 2 , . . . ,  n has a fixed processing time p~ and no preemption is allowed. Additionally, we 
suppose that there is a set-up time between the completion time of the former job and the starting 
time of the latter job if two different kinds of jobs are processed continuously. In this case, it 
can be viewed as a kind of special constraint hat the same kind of jobs should be continuously 
processed as possibly so that the total set-up time can be reduced. At last, the scheduling 
objective is to determine a processing sequence of jobs to make the mean completion time of the 
jobs minimized. 
Up to now, the heuristics based on rules, such as SPT and LPT,  have been widely used for 
the machine scheduling problems, but the performance of the solution obtained by the heuristics 
based on a single deterministic rule is often unsatisfactory, while the heuristic based on multiple 
fuzzy rules is a kind of perspective algorithm, not only may the solution with better performances 
be obtained by it, but also it has better adaptability to the changing of the problem parameters, 
such as the processing time and so on. In this paper, we adopt the fuzzy reasoning based on 
multiple fuzzy rules to solve the scheduling problem. The multiple fuzzy rules can be described 
as follows. 
Rule 1 : If x is A, then y is B. 
Rule 2 : If z is B, then y is A. 
In the above fuzzy rules, z E U and y E V are two linguistic variables, and A and B are fuzzy 
sets on universes U and V, in which U and V are two different universes of the normalized pro- 
cessing time of jobs and the scheduling priority of jobs, respectively. The membership functions 
of fuzzy sets A and B are given in Figure 2. 
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Figure 2. Membership functions of A and B. 
Then, according to formula (3), we can obtain the following two fuzzy implicators R1 and R2 
from Rule 1 and Rule 2, respectively, 
Rl(x,y) = (1 - A(x)) V (A(x) A B(y)), 
R2(x,y) = (1 -B (x ) )V  (B(x) A A(y)). 
Consequently, based on the CRI method, we get the fuzzy implicator R defined by R(x, y) = 
max{Rl(X,y),R2(x,y)} > 0, which satisfies the conditions in Proposition 3.4. Thus, for any 
C E [0, 1] U, the lower approximation R(C) is included in the upper approximation R(C).  
Then, by means of the above fuzzy reasoning based on the new fuzzy rough set in Section 4, 
we can obtain the fuzzy reasoning consequence expressed as the fuzzy interval constructed by the 
lower and upper approximations R(P~) and R(P~), in which P~ is defined as 
__  ! 
Pi(x)= 1, x - -p l ,  
0, otherwise, 
where p~ is the normalized value of the processing time Pi of job i, i = 1,2, . . .  ,n. For each job i, 
i = 1 ,2 , . . . ,  n, by means of the centroid of area defuzzification of the __R(P~) and R(P~), we can get 
two corresponding values li and ui. Consequently, we can get the interval [li, ui] corresponding 
to the scheduling priority. 
Furthermore, under the condition that the same kind of jobs should be processed continuously 
as possibly, we select a suitable scheduling policy oi from the interval [l~,ui] for job i, i = 
1 ,2 , . . . ,n .  
In order to compare the fuzzy reasoning based on the CRI method and the II I  method with 
the fuzzy reasoning based on the new fuzzy rough set proposed, we randomly generate 500 single 
machine scheduling problems with the numbers of jobs 30, 60, 90, and 120, respectively, according 
to the generating method in [16] as follows, in which the scheduling objective is to minimize the 
mean completion time of the jobs. 
The processing time Pi of job i, i 1, 2 , . . . ,  n is generated from an uniform distribution in 
[Pmin,Pmax], in which we let Pmin = 1 and Pmax = 100 as [17]. Additionally, we divide randomly 
all jobs of every scheduling problem into k kinds. 
Here, for four different scale scheduling problems and three kinds of fuzzy reasoning based on 
different methods, we make the numerical computations and give the computational results. In 
Table 1, for each scale scheduling problems and each kind of fuzzy reasoning, we list, respectively, 
the percentage (in relation to the total number of the same scale scheduling problems) of the 
total number of the corresponding scheduling problems, in which all the special constraints can 
be satisfied. In Table 2, we list the mean values of the scheduling objectives for different scale 
scheduling problems and different kinds of fuzzy reasoning. Also, in Table 3, for different scale 
scheduling problems, we give the difference of mean values of the scheduling objectives obtained 
by means of the fuzzy reasoning based on the new rough set with respect to the ones obtained 
by means of the other two kinds of fuzzy reasoning, respectively. Additionally, FM denotes the 
method adopted in the fuzzy reasoning. 
Reduction Method 
Table 1. Percentages. 
n 30 60 FM 
New fuzzy rough set (%) 42.1 42.1 
CRI method (%) 27.3 30.4 
III method (%) 27.3 30.4 
90 120 
41.7 41.0 
29.2 29.4 
29.2 29.4 
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Table 2. Mean values of the scheduling objectives. 
FM 30 60 90 120 
New fuzzy rough set 61 .87 119.77 176.86 234.93 
CRI method 61.75 119.67 176.77 234.83 
III method 61.75 119.67 176.77 234.83 
Table 3. Difference of mean values of the scheduling objectives. 
FM 30 60 90 120 
CRI method (%) 0.19 0.08 0.05 0.04 
III method (%) 0.19 0.08 0.05 0.04 
From Table 1, for different scale scheduling problems, it can be seen that the percentage 
obtained by means of the fuzzy reasoning based on the new fuzzy rough set is the largest in 
the results obtained by means of three different methods. Also, from Table 2 and Table 3, we 
can know that the difference of mean values of the scheduling objectives obtained by means of 
the fuzzy reasoning based on the new rough set with respect to the ones obtained by means 
of the other two kinds of fuzzy reasoning is quite small. Based on the above analysis, we can 
know that by means of the fuzzy reasoning based on the new fuzzy rough set, for different scale 
scheduling problems, more special constraints can be satisfied compared with the other two kinds 
of fuzzy reasoning, while the mean values of the scheduling objective increases just a little, that 
is, the fuzzy reasoning based on the new fuzzy rough set is more suitable for the scheduling 
problems compared with the one based on the CRI method and the III method. Additionally, 
from the above three tables, it can be seen that the scheduling results obtained by means of 
the fuzzy reasoning based on the CRI method is tile same as the one obtained by means of the 
fuzzy reasoning based on the III method. This is because that the fuzzy reasoning consequence 
obtained by means of the fuzzy reasoning based on the CRI method is just the one obtained 
by means of the fuzzy reasoning based on the III method for a given premise A* in the above 
scheduling problems, that is, for the above case discussed in this paper, since we have 
A*(x)= { 1, X=xo, 
0, otherwise, 
for some x0 C U and R(x,y) > 0 for any x E U and any y 6 V, the above conclusion holds 
according to formulas (4) and (7). 
6. CONCLUSION 
In this paper, we define a broad family of new lower and upper approximation operators of 
fuzzy sets between different universes using a set of axioms. And, based on the approximations 
above, we propose the fuzzy reasoning based on the new fuzzy rough set. At last, we apply 
the fuzzy reasoning based on the new fuzzy rough set to the scheduling problems, and numerical 
computational results how that fuzzy reasoning based on the new fuzzy rough set is more suitable 
for the scheduling problems compared with the fuzzy reasoning based on the CRI method and 
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the III method. In the future, we will study further the fuzzy reasoning based on the fuzzy rough 
set suitable for the scheduling pl-oblems. 
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