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The Overtone Model of Self-Deception
Iuliia Pliushch
In this paper I will argue for what I call an ‘overtone model of self-deception’. 
The analogy to overtones (higher-order frequencies of a tone) is as follows: a 
self-deceiver’s optimal degree of instability (the term is borrowed from Friston 
et al. 2012a, and applied to self-deception) is elevated so that constant explora-
tion (of a certain number of hypotheses) is pursued instead of disambiguation 
in favor of a certain hypothesis. These hypotheses are explored in parallel (for 
similar ideas with respect to higher-order cognition in general see Pezzulo and 
Cisek 2016, and Metzinger 2017) and are like overtones of the currently active 
self-deceptive hypothesis (the base frequency) so that what we as self-deceivers, 
as well as observers, perceive as one tone (self-deception) is actually a fusion of 
different frequencies. The term ‘fusion’ is relevant because the phenomenology 
of the self-deceiver is co-determined by overtones. 
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1  Introduction
Recently, I was sitting in a train when I heard the following snippet of a conversation “Well, you know 
how the saying goes: I have gone through many terrible things and some of them really were terrible”. 
In other words, what one perceives as terrible may, on reflection, turn out not to be so. Thus, humans 
often misrepresent things, be it for the better (optimists) or for the worse (pessimists). One may say 
that misrepresentation already is self-deception, or one may require additional criteria to label some-
thing ´self-deception´. In the following, I will elaborate on the kinds of behavioral and phenomeno-
logical criteria those may be. In any case, the above example shows that our perception of the world 
and of ourselves is always filtered. This is the basis for several phenomena that may occur, for example 
delusions or illusions, and also self-deception. Though more often than not self-deception is described 
as over-optimism or denial, such that the aspects filtered out are negative, this is not necessarily the 
case (see, e.g., Mele 2001 for “twisted” self-deception). The basis for both is a certain kind of distortion, 
which, though elusive when philosophically analyzed (there is still no consensus on what self-decep-
tion is, how it is brought about, or whether one should relinquish — abandon — it), is a frequent visi-
tor of everyday conversations. To err on the side of caution, I do not claim that the above conversation 
demonstrates a case of self-deception — there is not enough information for such a judgement — but 
rather that, if enriched with details (see the template below), it can become one.
On the one hand, we are able to successfully interact in the world we live in, which means that there 
has to be at least a kernel of truth in the way we perceive it. On the other hand, there is quite some 
divergence between the way the world is and how we perceive it, else there would be no research on 
self-deception. As I will argue later, self-deception is a cluster concept. Many different phenomena 
have been subsumed under it. For the reader to get a better feeling for this concept, I will first give a 
folk-psychological template for self-deception. This is how we get acquainted with it in our everyday 
life. A word of caution though: the template involves the simplistic folk-psychological assumption that 
self-deception is a personal-level process, which is to say that self-deceivers possess an epistemic agent 
model (EAM, see Metzinger 2017) — a conscious model of them as directing their attention and guid-
ing their reasoning process in a certain manner. I will question this assumption in the next section.
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Self-Deception Template  
A is motivated to believe X. She starts the hypothesis testing process with the aim of finding the 
truth. Somehow, despite the unbiased evidence (or at least unbiased information, because acknowl-
edging something as evidence is already a step further in information processing1) pointing into 
one direction, she ends up believing the conclusion that is not supported by the evidence because of 
motivation Y [the goal representation to believe this false conclusion/believe otherwise/relieve anx-
iety etc]. While being self-deceived, she experiences (at least sometimes) tension because of the in-
consistency between the acquired conclusion and the evidence. Upon relinquishing self-deception, 
A experiences insight: she has the feeling of having known the truth all along. When questioned 
about believing X by observers, A would justify her belief, but at different time slices, her behavior 
would be inconsistent from the point of view of the observer with regard to her belief that X. The 
reader is encouraged to fill out X, Y and the concrete arguments with cases from her personal life. 
Examples covered in the philosophical literature include denial of having a terminal illness such 
as cancer (Rorty 1988), denial of the unfaithfulness of one’s spouse (Funkhouser 2009), and denial of 
one’s child’s criminal inclinations (Mele 2001). Among the psychological examples not only can one 
list unrealistic optimism and self-enhancement (Taylor 1989; Von Hippel and Trivers 2011), but also 
anosognosia, the denial of one’s own paralysis (Levy 2009). 
In this paper, inconsistency as characteristic of self-deception will take center stage. I employ the 
term ‘inconsistency’ here in a broad way as either first- or third-person inconsistency. First-person 
inconsistency is the possession of contradictory representations. Third-person inconsistency is be-
having in a manner contradictory to one’s verbal assertions, or to one’s own behavioural dispositions. 
I call it ‘third-person inconsistency,’ because this kind of inconsistency is noticed and pointed out to 
us by others (friends, relatives, observers) and leads to another characteristic of self-deception, name-
ly that self-deceivers justify themselves rather than relinquishing the self-deception. I employ this 
broad formulation of inconsistency because I do not want to commit myself to either an intentional 
or a deflationary account of self-deception. One point of disagreement between these two accounts is 
whether self-deception involves contradictory mental states. According to Alfred Mele‘s (Mele 2012) 
deflationary account, self-deception results from motivationally biased belief acquisition. In this vein, 
Erik Helzer and David Dunning (Helzer and Dunning 2012) hold that “motivated reasoning emerges 
as a paradigmatic case of self-deception”. Yet this account is not without its problems, one of which is 
the ‘slippery slope’ problem that has been brought by Neil Van Leeuwen (Van Leeuwen 2013) against 
Robert Trivers (Trivers 2011) examples of self-deception. Van Leeuwen‘s (Van Leeuwen 2013) worry 
is that if the category of self-deception encompasses too large a range of phenomena, then the concept 
of self-deception would lose its scientific value. This criticism can be applied to the deflationary defi-
nition of self-deception as motivationally biased beliefs as well. If motivated biases are defined as those 
that “may be triggered and sustained by desires in the production of motivationally biased beliefs” 
(Mele 2012, p. 7), and if every cold (not motivated) bias can be triggered by motivation, then every 
bias is — potentially — self-deceptive. In this paper, to make the most philosophically compelling 
case, I sketch how one could analyze the strongest kind of inconsistency possible in self-deception. 
Weaker cases of inconsistency would be easier to analyze in a similar manner.
The main goal of this paper is to present a predictive processing inspired account of how to explain 
inconsistency in self-deception. First, I will present my own account of self-deception as a cluster 
concept with a certain behavioral and phenomenological profile. I will describe its profile, situate 
inconsistency as one of the behavioral characteristics of self-deception, and elaborate on how incon-
sistency has been previously incorporated into philosophical theories of self-deception. Thereafter, I 
will briefly introduce the predictive processing tools that I will need in order to, lastly, propose my 
1 For discussion on acknowledging evidence see, for example, Michel and Newen 2010, and Bagnoli 2012.
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‘overtone theory of self-deception’ for how inconsistency can be analyzed in cases of self-deception. I 
will argue that overtones enrich our phenomenal experience not only by generating tension, but also 
in enabling the experience of more nuanced affective consequences such as being glad that something 
is the case or anticipating that it is the case. 
2  The Philosophical Problem: Self-Deception
In this section I will present my own account of self-deception and explain how inconsistency fits into 
the picture. Existing accounts of self-deception struggle in satisfying two important constraints for an 
adequate theory of self-deception, namely the parsimony and the demarcation constraints. The first 
constraint can be formulated as the requirement to keep the analysis of self-deception as simple as 
possible, e.g. not to postulate unnecessary internal states. The second requires identifying the criteria 
for distinguishing self-deception from other phenomena. 
The necessity of the first constraint arises from the debate about the nature of self-deceptive repre-
sentations, i.e. which kind of attitude self-deception is. Although the nature of a self-deceptive repre-
sentation is standardly thought to be belief, alternatives exist. One is pretense, which is an attitude akin 
to imagining that fulfills a belief-like role (Gendler 2007). Avowal is another example of a belief-like 
attitude that has been argued to be produced by the process of self-deception (Audi 1997). A criticism 
brought against avowal and in favor of belief as a self-deceptive attitude is that there has to be indepen-
dent motivation, apart from the wish to solve the paradox of self-deception, in order to postulate the 
attitude of avowal (Van Leeuwen 2007, p. 429-431). I think the parsimony constraint has to be applied 
not only to the nature of self-deceptive representations, but also to the question of the kind of self-de-
ceptive motivation and the nature of the self-deceptive process.
The second constraint has its roots in the intentionalist-deflationary debate: it has been used as a 
point of critique for accounts of self-deception. The intentionalist-deflationary debate is about the 
nature of the motivation for self-deception. Intentionalists argue that self-deceivers are motivated by 
intentions, while proponents of deflationary theory argue for specific kinds of desires. The so-called 
selectivity problem is an example of the failure of the demarcation constraint. Curiously, both inten-
tionalist and deflationary accounts have been argued to suffer from it. For example, it has been argued 
by Mele (Mele 2001) that it is possible to imagine cases in which one would not be able to self-de-
ceive despite the intention to do so (p. 66). This is the so-called dynamic paradox of self-deception: if 
one has the intention to self-deceive, then in order to carry out this intention, one would need make 
oneself believe something one does not currently believe. On the other hand, José Luis Bermúdez 
(Bermúdez 2000) argues that it is not always the case that non-intentional motivation, such as desire, 
leads to the acceptance of certain self-deceptive hypotheses (p. 317). Another example is the criticism 
voiced by Neil Van Leeuwen against Robert Trivers that I mentioned in the previous section.
My solution to the parsimony and demarcation constraints is that self-deception is a cluster concept 
with a certain phenomenological and behavioral profile. Self-deception is a cluster concept in virtue 
of the slippery slope that has been enabled by the understanding of self-deception as a motivationally 
biased belief. The more behavioral and phenomenological properties characteristic of self-deception 
a phenomenon possesses, the stronger a case of self-deception it is. For example, inconsistency and 
justification belong to the behavioral properties. In other words, self-deceivers are prone to behave 
inconsistently while justifying their behavior. The self-deceiver’s phenomenology is characterized by 
tension (feelings of uneasiness or distress), and insight when self-deception is relinquished. I will 
leave open the question of which and how many properties are required for a minimal case of self-de-
ception. I would, however, like to frame self-deceptive motivation in terms of goal representations, 
because they are folk-psychologically neutral, unlike to intentions or desires.
From the fact that the self-deceiver’s behavior is inconsistent, it might be deduced that there must 
be an inconsistency in their belief set. This is an inference to the best explanation given the following 
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three assumptions. First, beliefs are stored entities.2 Second, beliefs (more often than other attitudes) 
determine our actions (Van Leeuwen 2007). Third, self-deceivers behave inconsistently (Funkhouser 
2005; Funkhouser 2009). One possibility for framing this inconsistency is to argue that self-deceivers 
possess inconsistent beliefs (Davidson 1986).
Since, on the assumption that self-deceivers are generally rational beings, it is difficult to explain 
how such an inconsistency is possible, the inconsistency requirement has been weakened in many re-
cent accounts to involve, for example, a belief and a suspicion that the belief is false (Mele 2001; Mele 
2012), or attitudes other than beliefs are argued to result from self-deception, such as avowal (Audi 
1997) or pretense (Gendler 2007). The implicit assumption in these accounts is that consistency is only 
required among attitudes of the same kind, whereas different kinds of attitudes can contradict each 
other. Psychological experiments testing self-deceptionsuppose the presence of inconsistency not 
among propositional attitudes, but between a propositional attitude and skin conductance response 
(Gur and Sackeim 1979) or between different types of processing: conscious/unconscious, implicit/
explicit, automatic/controlled (Von Hippel and Trivers 2011). 
In the remainder of this section I will address the process of self-deception and the properties of 
self-deceptive representations, like transparency or its affective component. In doing this, I will use the 
terminology of Thomas Metzinger’s self-model theory of subjectivity. According to this theory, phenom-
enal mental models are those that incorporate consciously experienced content (Metzinger 2003). What 
an agent thinks of as real, is part of the transparent world-model, like an apple on a table. Transparency 
means that earlier processing stages are inaccessible. Thus, if something is transparent, it is experienced 
as real and not as a representation. This is true with respect to our experience of the world and of our-
selves. We experience the world as real, not as the result of the transparent phenomenal world-model 
that has been constructed. The same applies to the phenomenal self-model. It is not the case, though, that 
the world- and self-models are the only models that an agent possesses. From time to time, humans use 
their cognitive capacities such that epistemic agent models (EAMs, see Metzinger 2017) are constructed. 
Epistemic agent models are transparent, conscious self-representations of the agent as possessing the 
capacity for epistemic agency (control of attention and control of goal-directed thoughts) and/or actually 
executing epistemic actions (Metzinger 2013; Pliushch and Metzinger 2015).
Figure 1. Phenomenology of the self-deceiver. Tension and insight are phenomenological characteristics of self-deception. 
The two kinds of model that can accommodate self-deceptive representations are the epistemic agent model and the world/
self-model. The arrows denote changes in and between models due to changes in their various aspects, like transparency 
of certain attitudes.
2 For a criticism of this view and an argument in favour of a constructivist view which holds that beliefs are reevaluated and constructed at different 
time slices instead of being retrieved, see Michel 2014.
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The application of these concepts to self-deception is as follows: the template I presented in the in-
troduction suggests that a self-deceptive process involves what is folk-psychologically called ‘conscious 
thoughts’. Mind wandering may also contain conscious thoughts, but since it lacks such characteristics 
as veto control (it cannot always be terminated at will) and epistemic agency, it is just a subpersonal 
process that has become conscious (Metzinger 2015, Metzinger 2017). Conscious thinking is a subper-
sonal process in that it is the result of specific patterns of neural activity that may be integrated into the 
epistemic agent model (Metzinger 2015). An epistemic agent model is the conscious representation 
of the system as an agent executing epistemic actions, e.g., directing attention or controlling strands 
of thought. The unfolding of the cognitive landscape is an alternation between mind wandering ep-
isodes and episodes of epistemic agent model construction. The switches between the two often go 
unnoticed and have, thus, been called a ‘self-representational blink’ (Metzinger 2013). What about the 
switches in directing an agent’s attention from one object to another? Or the control of the succession 
of thoughts? I think that human reasoning is at best full of gaps: thoughts popping out, skipping (e.g., 
think about trying to understand a proof of a theorem given by a skillful mathematician — she will, 
without noticing it , do three steps at once that need to be explained to you in detail) and merging. As 
an example of merging, consider the argumentative fallacy of equivocation: using a certain concept 
in one way for the first part of an argument and then switching to another of its connotations in the 
second part. Here, the concept’s ambiguity allowed its misuse. This gapful nature of reasoning may 
be described according to the dolphin model of cognition (Pliushch and Metzinger 2015) such that 
our argumentations are dolphin-like trajectories in the argumentative space that at certain points can 
merge and mutate into one another. In predictive processing terms, the reason for changes and fusions 
can be argued to consist in the ever changing precisions of pursued policies.
If self-deception is achieved by means of epistemic agent model construction, or reasoning in 
folk-psychological terms, then the result would be a certain attitude that is not experienced as real, but 
as a representation: as something that can be true or false. Another possibility is that a self-deceptive 
representation becomes transparent and thus becomes part of the agent’s world- or self-model. Ano-
sognosia, the denial of a disability, may be one example, such as when someone’s misrepresentation 
that their arm is not paralyzed becomes transparent (Pliushch and Metzinger 2015). Another example 
is denial of pregnancy. Denial of pregnancy does not exhibit such characteristics of self-deception as 
inconsistency from the third-person perspective (in this case nobody would notice that the self-de-
ceiver is self-deceiving) and, hence, there is no need for justification. No tension is present either, but 
there is something, below awareness, at the level of the autonomic system, which can be described as 
“knowledge” of the pregnancy (Sandoz 2011, p. 784). The reason for theassumption of such knowl-
edge is a silhouette effect: the figure of someone denying pregnancy does not change; instead the fetus 
expands in a vertical direction (that of diaphragm; p. 783). When, upon medical examination, in-
sight into their body condition comes, there are cases where almost instantly the position of the fetus 
changes and the pregnant woman’s silhouette changes in front of the doctor. As Sandoz 2011 puts it, 
there is a “complete physical metamorphosis that had taken place so quickly because of her psyche” 
(p. 783). An explanation given by Sandoz 2011 (p. 784) for the silhouette effect is reactive homeostasis: 
reflexive immediate escape from the emergent situation. An emergent situation is one of denial, and 
is described as a case of the “persistence of paradoxical realities” (p. 784). The author wonders which 
kind of informational pathway between the semantic knowledge of pregnancy provided by the doctor 
and the autonomic system might have led to the immediate appearance of pregnancy signs. The tenta-
tive answer would be that the cognitive and interoceptive domain is more tightly connected than has 
been assumed thus far (see Pezzulo and Cisek 2016).
One should not overlook that a more thorough investigation of the phenomenology of the self-de-
ceived is needed in order to establish whether in cases when the self-deceptive attitude is not itself 
transparent, it nevertheless contains another transparent element, namely the phenomenal signature 
of knowing. This may be a feature that self-deceptive attitudes share with intuitions. For example, 
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Thomas Metzinger and Jennifer Windt (Metzinger and Windt 2014) argue that in intuitions of cer-
tainty, the phenomenal signature of knowing has become transparent. The phenomenal signature of 
knowing is characterized by the phenomenology of direct accessibility of knowledge (which may be 
preceded by the initial phase of the phenomenology of ambiguity). Self-deceivers may then also be 
susceptible to the epistemological fallacy (E-fallacy), which consists in ascribing epistemic status to 
phenomenal states due to the presence of the phenomenal signature of knowing.
It is possible that the phenomenal signature of knowing may become transparent through repeated 
explanation giving. Sangeet Khemlani and Philip Johnson-Laird (Khemlani and Johnson-Laird 2012) 
conducted experiments in which participants had to detect logical inconsistencies. Their results sug-
gest that when participants actively construct explanations of inconsistencies, this makes it harder 
for participants to detect them afterwards. In an attempt to frame self-deception within predictive 
processing, consider the following findings. Ecstatic seizures evoke a transparent feeling of knowing 
(a subjective feeling of certainty) and have been explained as a case when an interoceptive mismatch is 
not computed, such that prediction errors remain unexplained and as a result certainty in one’s predic-
tion arises (Picard 2013). When a feeling of knowing is transparent, one would be certain in knowing 
something, without knowing why. 
Apart from transparency, another feature that attitudes may vary in are affective consequences. The 
affective dimension possesses many roles in self-deception:
• Cause/motivation (as desires) (e.g., Mele 2000)
• Phenomenological accompaniment or tension (e.g., Noordhof 2003)
• Functional role, e.g. to reduce anxiety (e.g., Johnston 1988; Barnes 1997)
• Content about which one self-deceives (e.g., Borge 2003; Damm 2011) 
• Mechanism of self-deception: emotional coherence satisfaction according to which there are two 
sets of constraints — cognitive (activations) and emotional (valences) such that which attitude 
is accepted depends not only on cognitive, but also emotional constraints (Sahdra and Thagard 
2003) 
If Ray Jackendoff (Jackendoff 2012) is correct in arguing that every thought possesses an affective 
component, then, similarly to transparency, it is a feature of self-deceptive attitudes (and not only 
them, but of all attitudes in general) that they can vary in affective properties. 
Summing up, how many attitudes self-deception involves; and which propositional content or other 
characteristics, such as transparency or affective consequences, self-deceptive attitudes possess, may 
vary. As a consequence, it is not only that propositional content of asserted self-deceptive attitudes 
may vary over time (the yellow arrows in figure 1), but also that the model to which the self-deceptive 
attitude belongs may change too (the green arrows in figure 1). An example of the change in the epis-
temic agent model over time is the claim that self-deceptive attitudes vary in their degree of convic-
tion/certainty (see, e.g., Lynch 2012; Porcher 2012). An example of the change of the model itself over 
time would be a case in which self-deceptive attitudes become transparent.
3  New Conceptual Tools: The Predictive Processing Approach
In the previous section I suggested that self-deception can concern both the construction of epistemic 
agent models and world/self-models. Epistemic agent models — ‘conscious thinking’ — can be un-
derstood as personal level hypothesis testing, particularly given the assumption that human beings 
are mostly rational: a hypothesis is chosen, evidence is sought out, and conclusions are drawn de-
pending on whether the hypothesis is supported or not. If predictive processing is true, then both the 
epistemic agent model and the world/self-model construction are cases of hypothesis testing, but of 
a subpersonal kind. This is the case because, first, predictive processing is a theory about subpersonal 
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level of information processing, according to which perception, action and cognition are the results 
of hierarchical prediction error minimization. Second, it is an inference to the best explanation that 
the “selection of mental representations into consciousness” can be accommodated by the predictive 
processing framework (Hohwy 2015, p. 321).
An obvious benefit for analyses of self-deception using predictive processing is that rationality is 
a personal-level property: hypotheses at the subpersonal level do not need to be consistent with each 
other. In this section I will, first, briefly introduce some useful aspects of predictive processing, then I 
will argue that self-deception is a case where ambiguity is preserved such that a range of hypotheses is 
present. The following section will be dedicated to describing these hypotheses and their relationships. 
For that I will employ the overtone metaphor.
Predictive processing is a subpersonal kind of hypothesis testing insofar as a causal hypothesis 
about the structure of the world is inferred or acted upon (Friston 2009). An agent possesses a gene-
rative model of the causal structure of its environment. It is generative in that it generates predictions 
of sensory input that is actually sampled. When sensory input deviates from predictions, there is a 
prediction error that leads to changes of predictions (or actions — to change the sensory input). The 
former process is called perceptual inference; the latter is called active inference. Predictions about the 
causes of sensory input can also be characterized as hypotheses, analogously to scientific hypotheses 
— both need to be tested (e.g. Gregory 1980, Seth 2015a).
Generative models are part of the computational level of description. They are to be distinguished 
from phenomenal mental models or “those mental models which are, functionally speaking, globally 
available for cognition, attention, and the immediate control of behavior” (Metzinger 2003, p. 210). It 
is possible that those two are formally equivalent (Hobson et al. 2014), yet as such they belong to differ-
ent levels of description. Nevertheless, if predictive coding can cast light onto consciousness (Hohwy 
2015), then phenomenal models, which describe our experiences, and computational models, which 
describe brain processes, relate to each other in some way. It is not an aim of this paper to establish 
this relation (which would require much more empirical testing), but if predictive processing is to be 
a theory of cognition (Clark 2013), particularly higher-order cognition such as conscious thought, 
then, as a first step, a hypothesis about self-deception (a higher-order cognitive phenomenon) can be 
voiced that employs the tools of predictive processing. I will now turn my attention to the predictive 
processing explanation of binocular rivalry that shares at least two characteristics with self-deception: 
there is contradictory input (1) that leads models to alternate (2). The idea that self-deception involves 
alternating models (alternation, tool #1) will be extended by the suggestion that alternation is brought 
about by the optimal degree of instability (instability, tool #2), which then leads to the proposal that in 
cases of self-deception there is no sequential alternation, but rather a parallel exploration of hypothe-
ses (counterfactual processing, tool #3).
Binocular rivalry is characterized as rivalry between competing, alternating perceptual models, only 
one of which is usually experienced at a time. The procedure by which binocular rivalry is brought 
about is such that one image is shown to one eye and a different image is shown to the second eye. This 
procedure can evoke a condition in which it appears to the agent that both objects occur at the same 
spatiotemporal location (Hohwy et al. 2008). The viewer experiences an alternation between models 
about the causes of visual input, for example, that there is a face or a house in the vicinity (Hohwy et 
al. 2008). This is the case because of the prior that there is only one object per spatiotemporal location 
(1), as well as the presence of prediction errors when either model is chosen, in this case, that one sees 
a house or a face (2).
The application of the binocular rivalry analogy to self-deception is as follows: both are charac-
terized by an alternating pattern of hypotheses that are provided by the system as an explanation of 
the sensory input. Both hypotheses cannot be true at the same time (for logical reasons in the case of 
self-deception and due to empirical or evolutionary priors in the case of binocular rivalry). In the case 
of binocular rivalry, different models explain different sensory prediction errors. In the case of self-de-
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ception, it is argued that, at least sometimes, there is contradictory evidence (see previous section), 
analogously to the two different images presented to the eyes. Yet, and here the analogy to binocular 
rivalry breaks, self-deception extends over relatively long periods of time. To my best knowledge, 
study participants have been exposed to binocular rivalry only for short periods of time. For the 
description of longer-term contradiction, another predictive processing tool (#2) will be employed, 
namely the optimal degree of instability:
In brief, if neuronal activity represents the causes of sensory input, then it should represent uncer-
tainty about those causes in a way that precludes overly confident representations. This means that 
neuronal responses to stimuli should retain an optimal degree of instability that allows them to ex-
plore alternative hypotheses about the causes of those stimuli. (Friston et al. 2012a, p. 3; my italics) 
In other words, in order to not miss something important (not to become prematurely fixed on a 
certain hypothesis), uncertainty has to be preserved to a certain degree. The term ‘uncertainty’ can 
be used at both the personal (an agent being uncertain over something) and subpersonal (representa-
tions in the model having low degree of precision) levels. Further, regarding the subpersonal usage of 
this term, different kinds of representations can possess differing precision, i.e. be more or less uncer-
tain. In the case of binocular rivalry, there is uncertainty because of contradictory (given higher-level 
assumptions) sensory prediction errors (bottom-up). Yet in the case of exploration (see the quotation 
above), there seems to be uncertainty of predictions (top-down). Simplistically, one might consider 
that the first is outer and the second is inner uncertainty. In the case of self-deception, outer uncertain-
ty (ambiguity of the situation that enables its alternative interpretation) has been postulated (Sloman 
et al. 2010).3 I will argue for the case of inner case of uncertainty. Robin Carhart-Harris et al. (Car-
hart-Harris et al. 2014) hold that wishful, imaginative and creative thinking is characterized by more 
entropy (more states are visited by the system) than rational or goal-directed thinking. The reasoning 
is that rational and/or goal-directed reasoning impose constraints on the system such that it is driven 
towards a more limited set of states than, for example, in the case of wishful inferences, which are bi-
ased by emotions. Though I agree that there is enhanced entropy in cases of self-deception, I think that 
constraints in the form of goal-representations and affective states constrain it so as to enable intricate 
patterns of oscillation with respect to different properties of self-deceptive representations.
Optimism can be seen as occupying one end of the optimal degree of instability scale by which 
self-deceivers may be characterized, because instead of alternating between different judgments on 
a certain topic, in the case of optimism the judgment is fixed — it is overly positive. Optimism (see 
Friston et al. 2013) has been explained in predictive processing terms as a case in which control states 
(beliefs about future actions) are overly precise and influence the transitions between hidden states 
(assumed states of the world). In other words, states of the world which are beneficial to the agent’s 
3 Steven Sloman et al. (Sloman et al. 2010) follow George Quattrone‘s and Amos Tversky‘s (Quattrone and Tversky 1984) pain endurance paradigm. 
In Quattrone and Tversky 1984, study participants endured cold water for longer when told that their ability to do so was indicative of their health. 
Similarly, Sloman et al. (Sloman et al. 2010), argue that if subjects are quicker to reach a dot after being told that this correlates with their intelligence, 
then this is an indication of self-deception, or that the subject knew of the desirable correlation which led to speeding up, but denied doing this de-
liberately. Philip Fernbach et al. (Fernbach et al. 2014), similarly, led participants to believe that the way in which they search for objects in a picture 
(detailed or holistic) is indicative of self-control. If told that detailed search is indicative of self-control, participants search longer for objects, but deny 
the effort of doing so. 
 These are, without a doubt, interesting results, but they demonstrate a fairly weak kind of self-deception, because it is devoid of such properties as 
first-person inconsistency, tension and need for justification. Weak kinds of self-deception can be explained in predictive processing terms in the 
same way as optimism (see Friston’s idea referred to in the main text). First, there are two kinds of theories about how motivation influences cogni-
tion: qualitative (e.g., Kunda 1990) and quantitative (e.g., Ditto et al. 1998). According to the qualitative theory, bias influences the way information 
is processed. Mele’s theory of self-deception employs this understanding of motivation. According to the quantitative theory, motivation changes 
only the time that we spend theorizing. The pain endurance paradigm is of this kind. Fernbach et al. (Fernbach et al. 2014) argue that “self-deception 
is enabled by people’s tendency to adopt a mental representation of their own behavior that yields the most beneficial inference” (p. 6). The most 
parsimonious way of explaining participant behavior, though, is not by means of reasoning or conscious inference, but by the circular dependency 
between goal representations and perception (see main text). Goals representations are, on par with intentions and desires, one way of describing 
what motivates agents.
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goal representations are assumed. Thus, in the case of optimism there is high precision (low uncertain-
ty) of control states. Control states represent the goals of the system. Optimism occurs because there 
is a circular dependency between perception and goal representations (beliefs about future actions). 
Since control states influence the transitions between hidden states, and vice versa, in the case where 
goal representations are certain to be fulfilled, they influence perception. 
In the case of alternation between competing hypotheses, there is more instability than in the case 
of optimism. A certain degree of instability may mean that instead of hypotheses being disambiguated, 
ambiguity is preserved, enabling the switching that is characteristic of at least some cases of self-de-
ception. Instability, per se, says only that there will be changes in explored hypotheses, but in the case 
of binocular rivalry and self-deception there is also constancy: exploration does not cover too much 
ground but rather keeps returning to a select few models. Thus to explain self-deception, one needs 
to not only explain what leads to an enhanced degree of instability, but also why that instability is re-
solved in the same way over time. A change in estimates of uncertainty over time is volatility (Mathys 
et al. 2011). Volatility can be applied to different objects, including priors, policies, and models them-
selves. Further research needs to be done to establish how volatility can account for the constancy of 
model switches, but I think that the more complex the self-deception, the more kinds of volatility will 
be involved.
So far I have compared self-deception to binocular rivalry — where models also may alternate — 
and argued that a certain degree of instability may lead to the alternation observed in self-deception. 
What I want to argue for now is that, contrary to binocular rivalry where models alternate sequential-
ly, in the case of self-deception two or more hypotheses are explored concurrently. In order show this, 
I first need to describe the role of counterfactuals in predictive processing. This role is fundamental 
in that action — accomplished by active inference — involves counterfactuals that encode “what we 
would infer about the world, if we sample it in a particular way” (Friston et al. 2012b, p. 2). Then, when 
sampling takes place, these counterfactuals are realized by active inference. There is a set of counter-
factuals because the form of representation is probabilistic: several bets with different probabilities are 
encoded,4 and replaced when another set of bets minimizes errors better.5 A benefit of such probabilis-
tic encoding is that perception and action are intertwined to a greater degree, enabling quicker action, 
for example, estimating the right trajectory of a flying ball and acting to catch it (Clark 2016), because 
multiple affordances are taken care of at the same time:
It [pro-active readiness] must allow many possible responses to be simultaneously partially pre-
pared, to degrees dependent upon the current balance of evidence — including estimations of our 
own uncertainty — as more and more information is acquired. (Clark 2016, p. 179; my italics) 
Affordances (potential actions) have been argued to be computed during embodied decisions, for 
example, the affordance of reaching a berry or an apple (Cisek 2012, Cisek and Pastor-Bernier 2014). 
Recently, this claim has been extended to higher-order cognition: the same neural circuits and resourc-
es are used during a cognition process, as well as overt action (Pezzulo and Cisek 2016). Metzinger 
(Metzinger 2017) draws an analogy been drawn between affordances in the ‘external’ world (actual-
ly affordances in the internal, transparent world-model) and “affordances for cognitive agency”, e.g. 
what to think or to calculate next: mind wandering creates a constant stream of the latter. Competing 
affordances are computed in parallel if both can still be realized. This is like fleeing from the predator 
along a road that forks at some future point; until the fork is reached, the two paths for fleeing can be 
4 As Andy Clark (Clark 2016, p. 181) points out: “At every level, then, the underlying form of representation remains thoroughly probabilistic, encoding 
a series of deeply intertwined bets concerning what is ‘out there’ and (our current focus) how best to act”. 
5 For example, in case of speech processing it is argued that “we may rely upon stored knowledge to guide a set of guesses about the shape and content of 
the present sound stream: guesses that are constantly compared to the incoming signal, allowing residual errors to decide between competing guesses 
and (when necessary) reject one set of guesses and replace it with another” (Clark 2016, p. 194).
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traversed together (Clark 2016).6 Parallel hypothesis exploration in self-deception is in this context an 
extreme case in which the parallel computation does not stop when the fork has been reached; options 
which, given the evidence, should have been abandoned, are instead kept available.
Interestingly, for action (executing movements) to take place instead of perception (changing the 
current hypothesis about the state of the world), precision expectations have to be down-played, and 
insofar as this occurs, they have been argued to be self-deceptive:
In sum, action (under active inference) requires a kind of targeted dis-attention in which cur-
rent sensory input is attenuated so as to allow predicted sensory (proprioceptive) states to entrain 
movement. At first sight, this is a rather baroque […] mechanism […] involving an implausible 
kind of self-deception. According to this story, it is only by downplaying genuine sensory informa-
tion specifying how our bodily parts are actually currently arrayed in space that the brain can ‘take 
seriously’ the predicted proprioceptive information that determines movement, allowing those pre-
dictions to act […] directly as motor commands. (Clark 2016, p. 217) 
This quotation is interesting for two reasons. First, it demonstrates the wide scope in which the 
term ‘self-deception’ is used. Second, it leads into a discussion of which phenomena are appropriately 
labelled ‘self-deception’ and which should be termed ‘misrepresentation’ in the predictive processing 
framework. I think that the above example is one of misrepresentation, not self-deception, because 
none of the behavioral or phenomenological characteristics of self-deception are present. Thus, the 
fact that the predictive processing framework is able to incorporate misrepresentations does not mean 
that each case of misrepresentation is a case of self-deception, or that if misrepresentations are pro-
duced in particular ways they are necessarily also kinds of self-deception. The fulfilment of behavioral 
and phenomenological characteristics is important to self-deception. This can be illustrated by two 
examples. First, Jean Daunizeau et al. (Daunizeau et al. 2010) argue that “categorization errors are op-
timal decisions if the risk of committing an error quickly is smaller than responding correctly after a 
longer period” (p. 6). In such cases of a speed-accuracy conflict, a speedy decision and not an accurate 
one, is optimal.7 Second, Rosalyn Moran et al. (Moran et al. 2014) argue that with age the complexity 
of the Bayesian model (of the causes of sensory input) decreases over time. Here, the idea is the follow-
ing: to infer the causes of our sensations, a simpler or more complex model (with a higher number of 
parameters) can be constructed. Complexity can be roughly understood as the number of parameters 
needed to model those causes. The accuracy of the model (how well the model predicts the data) is 
not the only quantity that is minimized during prediction error minimization, rather, accuracy minus 
complexity is minimized8 (for an exact definition of accuracy and complexity see Friston 2010). Thus 
complexity is a penalty term. It is a penalty because a model is more useful if it is generalizable to 
different pieces of data, which are not necessarily consistent with each other. Imagine that you have a 
pool of different data instances and a model can predict every instance perfectly. When it encounters 
a new piece of data and cannot predict it, the necessity of a perfect prediction would enforce a change 
to the model introducing new parameters, thereby making the model more complex. Thus, according 
to Moran et al. (Moran et al. 2014), Occam’s razor, which is utilized here to avoid overfitting, leads to 
attenuated learning with age. This means that complexity reduction leads to the reduction of short-
term Bayesian updating (according to which each time one encounters an instance the model cannot 
predict, one would be prone to change the model) and a shift to enhanced top-down processing (Mo-
ran et al. 2014, p. 6). The authors voice the optimistic conclusion that “as we age, we converge on an 
6 Interestingly, competing affordances are resolved only when action is needed: “Instead, to minimize prediction error is to minimize failures to identify 
the affordances for action that the world presents. Here, a good strategy is to deliver (at every moment) a partial grip upon a number of competing 
affordances: an ‘affordance competition’ that is plausibly resolved only as and when action requires.” (Clark 2016, p. 202; my italics)
7 Specifically, it is Bayes-optimal.
8 The reason for this is that the quantity that is to be minimized is actually free energy, which can be approximated by prediction error (Friston 2010).
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accurate and parsimonious model of our particular world […] whose constancy we actively strive to 
maintain” (Moran et al. 2014, p. 1). Thus, the second example is one in which, given a complexity-ac-
curacy conflict, the less complex model, not the more accurate one, wins. I doubt that these two ways 
necessarily lead to self-deception, nor are they the only ways in which self-deception in the predictive 
processing framework occurs. This is because it is not true that every misrepresentation is self-decep-
tive, or, for that matter, that it is every misrepresentation which has been acquired in a certain way. 
Rather, if some phenomenon fits the phenomenological and behavioral characteristics, then it is more 
or less self-deceptive, depending on how many characteristics it fulfils.
The main insight into self-deception thus far from the combination of the predictive processing ap-
proach and applying the tools of alternation (#1), optimal degree of instability (#2), and counterfactual 
processing (#3), is that there is no need for external evidence for the alternation of explanatory mod-
els, but that a high level of exploration can be kept in order to ensure that ambiguity prevails.9 My main 
claim is that this high level of exploration, for the self-deceiver, is determined by the optimal degree of 
instability. This is congruent with psychological findings which show that self-deception supposedly 
correlates with openness to new experiences (Kurt and Paulhus 2008, p. 843; Paulhus and John 1998, 
p. 1030). To pin down the results so far, I have argued that in self-deception cases, the optimal degree 
of instability is such that there is more exploration than disambiguation. Self-deceivers, thus, seem 
to be open (on the personal level), but not open enough — they are not open to acknowledge their 
self-deception, and experience insight upon relinquishing their self-deception.
Not being open enough leads to a discussion of how intuitions contribute to self-deception, and 
how self-deception can be relinquished such that insight can kick in. In the previous section I hypoth-
esized that self-deception and intuitions have a common phenomenological characteristic — a trans-
parent signature of self-knowledge (Metzinger and Windt 2014). There is another feature that they 
might have in common, namely that one has to distract oneself in order to actually abandon both intu-
ition and self-deception. Regarding intuitions, it has been argued that to change someone’s intuitions, 
one needs to distract attention from the context about which intuitions are to be changed (Weatherson 
2014, p. 526). If in the case of self-deception there is not enough openness, then the same may be true 
regarding that phenomenon. Mere distraction is not enough, though. Changes in attention allocation 
have been argued to be a mechanism to uphold self-deception, not relinquish it (e.g., Noordhof 2009; 
for critique of the application of thought-suppression to self-deception see Lynch 2014). Thus, the ef-
fects of distraction can vary; an additional element is needed to make the acceptance of self-deceptive 
content possible. 
My hypothesis is that this element is not of conceptual, but of interoceptive nature. Compelling ar-
guments for this claim can be found when considering the following empirical evidence. Anosognosia 
(Turnbull et al. 2014) and unrealistic optimism (McKay et al. 2013) are (temporarily) attenuated by ca-
loric vestibular stimulation (CVS). CVS consists in applying cold water to the ear canal of the patient, 
eliciting a nystagmus, i.e. rapid eye movements. In other words, for a short period of time after CVS, 
anosognosics acknowledge their paralysis, and optimistic people become less overly optimistic. Thus, 
something non-cognitive — the vestibular apparatus — influences higher-order cognition. Interest-
ingly, CVS is also argued to “modulate the alternation rate in binocular rivalry” (Mast et al. 2014, p. 8). 
This, on the one hand, strengthens my analogy between binocular rivalry and self-deception. On the 
other hand, the fact that CVS influences binocular rivalry also makes the matter more complex: what 
is the underlying mechanism for such an inference? Oliver Turnbull et al. (Turnbull et al. 2014), on the 
premise that the vestibular sense influences both affective and spatial processing of information, view 
9 My idea bears a certain resemblance to the idea that tension between goal representations can be creative and upheld, instead of resolved: “Often, one 
does not (and perhaps cannot) seamlessly meld the two original conflicting goals into a unified higher-level goal, but rather holds them in creative 
tension with each other — both goals remain, and continue to pull in opposite directions in many instances, and one is simply required to decide one 
way or the other in any particular circumstance. Our view of cognitive coherence as a defeasible rational requirement (McIntyre 1990) enables us to 
permit this approach, and we argue further that in some cases this creative tension presents a preferable solution to integration.” (Saunders and Over 
2009, p. 328) 
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anosognosia as a “dynamic, emotional by-product of a cognitive deficit” (p. 24) in “veridical spatial 
cognition” (p. 21). In other words, they argue that anosognosics perceive the world (spatial cognition 
aspect) in an egocentric fashion, i.e. how they want the world to be (emotional by-product aspect). 
Given that both anosognosia and unrealistic optimism are reduced by CVS and the explanation of 
the former as an emotional by-product, this depiction might be applied to self-deception as well. The 
more cautious claim is, then, that emotions, by means of CVS as an intermediary, influence the pro-
cess of self-deception. In this vein, Bigna Lenggenhager and Christophe Lopez (Lenggenhager and 
Lopez 2015) voice a hypothesis that vestibular stimulation might influence interoception (p. 14). On 
balance, the point, in predictive processing terms, is that perceptual, interoceptive and possibly other 
kinds of inferences, are connected (Clark 2016), and in the case of self-deception, this connection 
plays a more important role than has been acknowledged so far. 
To sum up, while being self-deceived, there is exploration, which is bounded such that insight is 
precluded. In predictive processing, the sequences of beliefs about future actions are termed ‘policy’ 
and the value of a policy can be decomposed into extrinsic (utility) and intrinsic (exploration) reward 
(Friston et al. 2013). When the expected utility of a policy drops, exploration is engaged, such that 
alternatives are explored which might contradict the policy pursued before, allowing insight to occur. 
The central question now is why exactly such a policy is explored which leads to insight, given that 
previously, during the time of the self-deceptive episodue, uncertainty of the policy (which underlies 
exploration) was used to uphold the self-deceptive cycle (analogously to binocular rivalry), under-
mining insight. This is where motivation comes into the picture. Motivation determines when we start 
to self-deceive and when we relinquish self-deception. In the predictive processing framework, what 
motivation is and how it determines an agent’s actions can be described in a very general manner. A 
standard view, because of its proximity to the folk-psychological level of description, is that motiva-
tion encompasses both goal representations and the affective consequences of our actions. A more 
general view would be one in terms of the reduction of free energy (of which prediction error is an 
approximation). Free energy is an upper bound on surprise regarding the sensory states of the agent. 
Minimization of surprise is crucial for survival of the agent (Friston 2010). There is no need for a val-
ue function in free energy minimization, as free energy itself is actually the only ultimate value that 
exists, and whatever other descriptions of purportedly valuable states one might give, if they do not 
minimize free energy, they would not actually be valuable. A cost function can be defined as the “rate 
of change of value” (Friston 2010, p. 8). This just means that the bigger the positive difference in value 
between two states (the current one and the state to be visited), the better. For example, if money were 
the value in question, then for a beggar, winning a lottery would result in a huge change of value.10 If 
value is substituted by free energy reduction, then one would get Mateus Joffily and Giorgio Coricelli‘s 
(Joffily and Coricelli 2013) explanation of emotional valence as the rate of change of free energy, such 
that, for example, an agent who could reduce free energy the most would be very happy. The conse-
quence for self-deception of such a general account of value is that motivation should not be seen as 
an independent element that can be switched on and off. Rather, the sheer fact that agents reduce free 
energy, or pursue one policy and not another, is a demonstration of the ubiquity of motivation in the 
agent’s cognition and action. In the following section, I will turn my attention to the set of hypotheses 
that are explored in self-deception.
4  The Overtone Metaphor
In this section, I will apply the overtone metaphor to self-deception. Recall that my own philosophical 
thesis is that during self-deception, uncertainty is preserved and several hypotheses are explored, but 
10 The evolutionary value of a phenotype has been argued to depend on the amount of time that is spent by the phenotype in valuable states (Friston 
2010, p. 7).
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that they are at the same time bounded in order to preclude insight, and that affective consequences 
may play a role in overcoming the boundary. I will now describe how I think they relate to each other.
I borrowed the term ‘overtone’ from music theory where it denotes an additional frequency of a 
tone beyond the base frequency. Each tone that you hear, e.g. a musical instrument playing or a cup 
breaking, has an intensity, as well as one or several frequencies (the lowest being called fundamental). 
Those frequencies determine how the tone sounds (its timbre) and can be modelled as sine or cosine 
waves. Such wave functions (several added sine and cosine waves) describe an oscillation (how much 
it oscillates in each direction is the amplitude and how long a wave is — i.e., how long one has to wait 
until the same value will be repeated — is the frequency). For example, a tone played on a violin will 
sound different to the same tone being sung. This is due to the difference in the expression of over-
tones. Imagine, for example, that you have computer software with which you can produce sound 
waves. Each wave will sound a certain way, and if you click to add more and more waves, then the 
sound produced will differ. 
First and foremost, I want to mention that some authors in the self-deception literature (in virtue of 
the difficulty of ascribing a clear-cut belief to self-deceivers) have favored the view that self-deceptive 
attitudes oscillate in the degree of certainty (for a short summary see Pliushch and Metzinger 2015). 
Christoph Michel (Michel 2014) has even argued that the constancy of our beliefs is an accidental 
property thereof: at each moment in time attitudes are constructed from the evidence available at that 
time and, luckily, they often stay constant. Thus, what has been offered is the oscillation of one attitude 
over time. 
What I want to propose instead is that, in analogy to physical action (see the previous section), there 
is a set of hypotheses that changes over time. A self-deceiver’s optimal degree of instability (which de-
termines how much exploration is pursued, in order to preclude overfitting a model) is heightened so 
that constant exploration (of a certain number of hypotheses) is pursued at the cost of disambigua-
tion in favor of any particular hypothesis. These hypotheses are like overtones of the currently active 
self-deceptive hypothesis (the base frequency) so that what self-deceivers or observers perceive as one 
tone (self-deception) is actually a fusion of different frequencies. The hypotheses are those in which 
certain attributes — propositional content, transparency, and affective consequences — vary. It is a 
fusion insofar as the phenomenology is determined not only by the proposition that is currently ver-
bally affirmed, but by the entire set. One of the reasons I favor the overtone metaphor is that overtones 
are different depending on the kind of instrument being played, hence the richness and shrillness of 
the sounds also changes from instrument to instrument (and from human voice to human voice). 
Analogously, self-deception is idiosyncratic such that whether and how it develops depends on several 
factors, such as the phenotype of the agent and his personality traits. Depending on the amount of 
tension one experiences during self-deception, it can be compared to a consonant (pleasant, absent 
tension) or a dissonant (unpleasant) sound.11
Let me consider two examples that concern sets of hypotheses in which the transparency attribute 
varies. First, consider the following statement: “I know that we broke up but I don’t want to call him, 
because then it will really be over (I would know for sure).” The tools that a rational analysis would 
provide us with would not suffice to analyze such an example, because of the logical impossibility of 
believing a contradiction (knowing and not knowing the same proposition). Yet an agent might reflect 
on several models of reality that she is possessing at the same time — they are somehow connected 
with each other, overlaid upon each other so that in both cases only the agent remains constant, while 
thoughts and feelings change depending on the accepted reality model. In this example, I think that 
the base frequency is the knowledge about the break up, yet the other hypothesis — that it is not over 
— contributes to relieving the negative affective consequences of the first. The base frequency is trans-
parent (or maybe also unconscious) to a certain degree. 
11 I am grateful to Wanja Wiese for pointing this out to me.
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Second, consider the following study. Laura Aymerich-Franch (Aymerich-Franch et al. 2014) test-
ed the relationship between virtual self-similarity (the similarity between a person’s virtual avatar and 
their real-world appearance) and social anxiety. Virtual self-similarity was varied in that participants 
were assigned avatars that were more or less similar to their appearance. They were then required to 
give a talk in front of a virtual audience, a task expected to produce social anxiety. The results were 
not statistically significant, but the trend indicated that embodying dissimilar avatars reduces public 
speaking-induced anxiety. One interpretation of the results is that embodying dissimilar avatars was 
associated with a weaker sense of presence. Thus, if the avatar is not experienced as being oneself, 
then embodying it would not lead to strong reactions. Alternatively, the results can be interpreted as 
showing that the world/self-model that one possesses affects one’s cognitive and affective processes. 
Further, if one asked which self-model — one’s own or that of the avatar — functioned as the subject’s 
unit of identification during the public speaking task, my hypothetical answer would be: both, but 
each only to a certain degree. 
These two examples are very simplistic. Both involve only two representations, which means there 
is only one overtone. Richer examples of self-deception with several overtones are also possible. 
Among other things, an agent’s fears, hopes, and wishes, all of which are affective attitudes, can serve 
as overtones too.
My claim that overtones influence phenomenology rests on the hypothesis that counterfactuals 
possess such influence. In the previous section I used the claim that counterfactuals implement phys-
ical action to argue that several hypotheses might be explored at once. Notably, the role of counter-
factuals in predictive processing is not restricted to that of implementing physical action (see also 
Metzinger 2017). They have also been hypothesized to lead to certain kinds of phenomenology. In 
this vein, the concept of ‘counterfactual richness’ has been introduced by Anil Seth (Seth 2014) as a 
range of counterfactual sensorimotor contingencies12 and it is argued to influence objecthood and/
or the phenomenology of how real13 an object appears (Seth 2015b). The idea can be most intuitively 
described on the personal level as follows. We could use any given object in several ways. This means 
we can imagine how an object would change given our actions, which leads to a sense of objecthood. 
For example, if there is a potato in front of me, I see it as something I could peel, throw, or turn around 
its axis, instead of simply seeing a picture of a potato. What is invariant in all those counterfactual 
scenarios is the object — the potato. Counterfactual sensorimotor contingencies are the subpersonal 
equivalent of this idea. The implication of this idea is that insofar as our counterfactuals are not violat-
ed when we use objects, they appear real. 
Generalizing this line of thinking, this means that counterfactuals that represent sensorimotor 
contingencies influence certain aspects of our phenomenology. In transferring this claim from per-
ception to cognition, a problem arises: in cognition there are no sensorimotor contingencies. Luckily, 
exteroceptive (directed at the outer world) counterfactuals do not exhaust our possibilities, because 
given that there is autonomic control too, there may be interoceptive counterfactuals that also influ-
ence experience in certain ways. For example, while in allostatic control, proprioceptive and kinematic 
consequences of actions are represented and then fulfilled via active inference, in autonomic control, 
interoceptive counterfactuals may represent the affective consequences of actions. Interestingly, the 
idea that the affective dimension depends on the presence of counterfactuals of a certain kind does 
not depend on predictive processing. For example, Jérôme Dokic (Dokic 2012) hypothesizes that one 
12 But note that Karl Friston (Friston 2014) argues that there are also “purely sensory expectations that do not inform future or counterfactual outcomes 
— and have no sensorimotor contingency” (p. 120).
13 Referring to the need to distinguish the personal and subpersonal use of counterfactuals, the determination of the degree of realness by counterfac-
tuals leads to the possibly counter-intuitive conclusion that subpersonal counterfactual selection cannot determine personal counterfactual selec-
tion. Personal counterfactual selection is selection among the representations of possible phenomenal world- and self-models one could possess. If 
transparency correlates with counterfactual richness (Seth 2014; Metzinger 2014), then counterfactual richness would play a different role than the 
phenomenal possible worlds we might represent — it might aid in our experiencing those phenomenal possible worlds as real in the first place due a 
change in the degree of transparency. This conclusion came up in our discussion of mental agency with Wanja Wiese for the poster at KogWis14.
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could describe the degree of a metacognitive feeling modally as depending on the number of possible 
worlds in which a certain mental action would be successful. Thus, for example, a strong feeling of 
knowing indicates that one’s competence is robust and will not easily fail in nearby possible worlds. 
Drawing on these findings, I wish to extend the view found in the self-deception literature that incon-
sistent representations might produce tension (characterized by a feeling of uneasiness, see previous 
sections) and argue for a broader claim. Overtones enrich experience not only in degrees of transpar-
ency, but also through more nuanced affective consequences such as being glad that something is the 
case or anticipating that it is the case. 
Thus far in this section, I have focused on and elaborated one possibility for the application of the 
overtone metaphor: that it may be applied to self-deceptive hypotheses which, if phenomenally avail-
able, are often characterized as beliefs that something is the case, such as the belief that this paper is 
insightful. There is an alternative way in which the metaphor might be applied, namely with respect 
to the different ways in which self-deceptive beliefs are justified. Justification of a beliefs requires an 
epistemic agent model and, so self-deception about justification is a special case. For example, consid-
er a lazy person who is content not learning something new (such as the Italian language) in her spare 
time. Upon being questioned about why this is the case, several (possibly inconsistent) lines of argu-
mentation may be generated, for example, too much to do at work, too expensive, or no conversation 
partners available to practice with. If one line of reasoning no longer fits, such as a pay rise making 
paying for lessons no longer too expensive, another justification is chosen. The actual underlying rea-
son in this case, however, is just laziness, but this is a negative self-characteristic which not everyone 
is ready to accept.
In summary, I have shown that a predictive processing account of subpersonal hypothesis testing 
indicates that sets of hypotheses are tested in perception, cognition and action, but we also experience 
a more or less unified sequential phenomenology, even in cases of self-deception. To reconcile both 
these observations and offer a description of the self-deceivers’ inconsistency, I propose applying the 
overtone metaphor to self-deception: in cases of self-deception, several hypotheses are explored in 
parallel such that there is a basic phenomenally available hypothesis and one or more overtones that 
to different degrees also are reflected in the phenomenal experience.
5  Conclusion
In this paper, I introduced the overtone model of self-deception. After introducing the topic, I argued 
in the second section that in classical philosophical discussion, “self-deception” is a cluster concept 
that is characterized by behavioral and phenomenological profiles. I focused on the behavioral charac-
teristic of inconsistency. In the third section, I compared self-deception to binocular rivalry and came 
to the conclusion that self-deception is a kind of continued exploration in which disambiguation is 
precluded. My main claim in this paper was that several (subpersonal) hypotheses might be explored 
at once. In the final section, then, I applied the overtone metaphor to the hypotheses that are contin-
ually explored in self-deception. I argued that the phenomenology of the self-deceiver is determined 
by the fusion of the overtones that the self-deceiver possesses. What those overtones look like (or how 
they develop) depends on the idiosyncratic characteristics of the self-deceiver.14
14 I want to thank Thomas Metzinger, Wanja Wiese, Lisa Quadt and Paweł Gładziejewski for extremely helpful comments, as well as the Barbara-Wenge-
ler foundation (BWS) for funding my PhD thesis, ideas from which can be found in this paper. I am also very grateful to Lucy Mayne, who has proof-
read the English language.
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