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Abstract- In this paper Intelligent Electronic Devices (IED) 
that use ethernet for communicating with substation devices on 
the grid where modelled in OPNET. There is a need to test the 
communication protocol performance over the network. A 
model for the substation communication network was 
implemented in OPNET. This was done for ESKOM, which is 
the electrical power generation and distribution authority in 
South Africa. The substation communication model consists of 
10 ethernet nodes which simulate protection Intelligent 
Electronic Devices (IEDs), 13 ethernet switches, a server which 
simulates the substation Remote Terminal Unit (RTU) and the 
DNP3 Protocol over TCP/IP simulated on the model. DNP3 is a 
protocol that can be used in a power utility computer network 
to provide communication service for the grid components. It 
was selected as the communication protocol because it is widely 
used in the energy sector in South Africa. The network load and 
packet delay parameters were sampled when 10%, 50%, 90% 
and 100% of devices are online. Analysis of the results showed 
that with an increase in number of nodes there was an increase 
in packet delay as well as the network load. The load on the 
network should be taken into consideration when designing a 
substation communication network that requires a quick 
response such as a smart gird.  
Keywords—Distributed Network Protocol (DNP3), Intelligent 
Electronic Devices (IED’s), Network load, Packet delay, 
Substation Network Model.  
I. INTRODUCTION  
DNP3 is a data acquisition protocol used in the electric 
utility industry. It is an open [1], interoperable protocol used 
specifically in the Supervisory Control and Data Acquisition 
(SCADA) systems [2]. The Distributed Network Protocol 
(DNP)  was originally created by Westronic, Inc. in 1993 for 
the power industry. It uses three layers of the OSI model: the 
application layer, data link layer and physical layer. The 
physical layer can be used with a serial communication 
channel such as RS-232, as well as fiber. The main aim of 
this paper is to model a substation communication network, 
apply the DNP3 protocol and analyze its performance. 
DNP3 allows expansion and evolution without 
compromising reliability and interoperability of the  protocol 
as it follows an object-oriented approach. DNP3 can be 
modelled by using the ns-2 network simulation tool as was 
done in [3]. DNP3 uses three layers of the OSI model: the 
application layer, data link layer and physical layer. The 
structure of DNP3 is shown in [4]. DNP3 in a network 
environment involves encapsulation of data frames from the 
data link layer within the transport layer. In [5] an Automatic 
Circuit Recloser (ACRs) is used to combine communications 
via serial ports, one port is used for SCADA DNP3 the other 
for engineering access connections. The building of a DNP3 
message begins at the application layer all the way to the link 
layer. The DNP3 data link layer frame, which has a size of 
292 bytes, is encapsulated unto a TCP segment. The TCP 
segment is 556 bytes long. The TCP/IP packet has source and 
destination IP address for inclusion. There are 20 bytes for 
the IP header and 20 bytes for the TCP. The payload is about 
1460 bytes the details of which are given in [6]. The DNP3 
protocol is modelled in [6] using ns-2 software, while in this 
paper we carry out the modelling of DNP3 in a substation grid 
using OPNET.  
A split protocol design can be used to increase the speed 
response time for DNP3 devices as shown in [7]. The split 
protocol can be implemented in a utility network with high 
traffic. In [8] protocols from SCADA systems such as DNP3 
are migrated to a smart grid protocol design.  
An automatic network protection framework for DNP3 over 
TCP/IP is presented in [9]. Their system is capable of 
detecting old and new attacks.  
The Constrain Application Protocol (CoAP) which is a web 
transfer protocol is combined with DNP3 for Machine-to-
Machine (M2M) communication to be achieved in a smart 
grid, this is reported in [10]. CoAP can increase 
interoperability in a SCADA system.  
An evaluation of the DNP3 performance in an IEEE 802.11g 
wireless ad hoc network, encapsulated in TCP/IP is done in 
[11]. Results show there that DNP3 is useful for low cost 
smart grid applications.  
In [12] we see a communication system that multiplexes 
DNP3 traffic. This happens because several Master Terminal 
Units (MTUs) use the same Remote Terminal Units (RTUs). 
This is done to ensure that master stations can share access to 
the same network of remote terminal units prior to 
commissioning. OPNET [13] can be used to simulate and 
model DNP3 in a smart grid.  
The introduction in section 1 discusses literature review 
and introduces the concept, section 2 contains the 
methodology, this gives details on the simulation and 
modelling in OPNET, in section 3 the results are analyzed 
and discussed and finally section 4 gives the conclusion. 
II. METHODOLOGY 
A. Substation Communication Network Model 
The substation communication network model in Fig. 1 
consists of 10 nodes that represent protection IED, 10 
ethernet based switches that simulate protection IED 
switches, two backbone switches, one gateway switch and 
one substation Remote Terminal Unit (RTU) server . The link 
between the protection IED and an IED switch is connected 
with a 100BaseT cable. The link between the IED switch, 
backbone switch, gateway switch and substation RTU is 
1000BaseX. A server simulates the substation RTU. 
 
Fig. 1 OPNET Substation Communication Network Model 
B. Simulation Configuration 
Application definition is the profile in OPNET where  the 
configuration of DNP3 over TCP/IP is done. One row is 
selected, this allows the definition of one application. The 
application defined is TCP/IP as can be seen in  Fig.2.  
 
Fig. 2 Application definitions 
Fig. 3 shows the manual configuration table for the setting 
of the DNP3 over IP characteristics. The generation of the 
traffic between the source and destination is done in this 
table. The request and response sequence are also configured 
in this table. The transport protocol is selected from this table. 
 
Fig. 3 Manual configuration table for DNP3 
IED Traffic characteristics in Fig.4 are configured as 
follows: initialization time is set to 50 ms, request count is set 
to 3 seconds, inter-request time is set to 1 second, request 
packet size is set to 3222 bytes [14], packet per request is set 
to 3222 bytes and inter-packet time is set to 1 second as can 
be seen in Fig.4 
 
Fig. 4 IED Traffic characteristics 
Substation RTU traffic characteristics in Fig. 5 are set as 
follows: request processing time is set to 50 ms, response 
packet size is 1024 [13], packet per response is 1024 and 
inter-packet time is set at 1 second. 
 
Fig. 5 Substation  RTU Traffic characteristics 
III. RESULTS AND DISCUSSION 
The substation model has ten devices on the network and 
the parameters were taken at different loading of the network. 
The first measurement was taken when 10 percent of the 
devices were online. The second measurement was taken 
when 50 percent of the devices were online. The third when 
90 percent of the devices were in service and the fourth when 
all the devices were in service. It can be seen in Fig.6 that as 
the number of devices online increases the number of load 
packets increases. 
 
Fig. 6 Ethernet load packets 
Fig. 7 shows the ethernet load packets per second 
distribution with different percentage of IED devices online. 
The load on the network at 10% of the IED devices online is 
3 packets/sec, at 50% is 10 packets/sec, at 90% is 18 
packets/sec and at 100% is 20 packets/sec. 
 
Fig. 7 Ethernet load packets/sec 
Fig. 8 shows the received ethernet packets at the 
substation RTU end. In the figure it can be seen that with an 
increase in the number of devices online there is also an 
increase in traffic received.  
 
Fig. 8 Ethernet traffic received packets 
Fig. 9 shows the IP traffic sent from the 400 KV 
transformer IED. Fig.10 shows the IP traffic received at the 
substation RTU end as seen in the model in Fig. 1. These 
figures show that with an increase in the number of devices 
online there is an increase in the traffic on the network. The 
figures also show that the sent traffic is less than the received 
traffic. It is because the substation RTU in the model is 
receiving data from multiple devices at the same time as they 
come online. 
 
Fig. 9 IP traffic sent packets/sec from the 400 KV transformer IED end 
 
Fig. 10 IP traffic received packets/sec at the Substation RTU end 
Fig. 11 shows the sent and received traffic between the 
400 KV transformer protection IED and the IED switch. 
From the figure it can be seen that the sent traffic is more than 
the received traffic. The reason for this is that on the same 
link there is data losses along the line therefore the received 
data should be less than the sent data. 
 
Fig. 11 Traffic received and sent packets/sec at 400KV Transformer IED 
end.  
Fig. 12 shows ethernet delay for the model and that with 
an increase in devices online, there is also an increase in time 
delay. Fig. 12 shows that the time delay ranges between 
(0.160 – 0.2) ms.  
 
 
Fig. 12 Ethernet delay/sec 
Fig. 13 shows the sent throughput from the transformer 
IED, while the consecutive figure shows the received 
throughput at the substation RTU unit end. Both figures show 
that with an increase in the number of devices online, there is 
a corresponding increase in data throughput. The figures also 
show that the throughput is stable therefore the network 
model is operating correctly. In the figures it can be seen that 
the DNP3 protocol carries data in the range of kbps. These 
figures show that the received throughput exceeds the sent 
throughput because the substation RTU receives data from 
several devices coming online. 
 
Fig. 13 Sent throughput (bps) 
 
Fig. 14 Received throughput (bps) 
Table I below summarizes the ethernet delay and load on 
the network. This is determined at 10%, 50%, 90% and 100% 
of the devices online. The table indicates that the ethernet 
delay tends to saturate to some extent as you increase the 
number of devices online. The delay is in the region of 200 
 for these networks. 
 
TABLE I PERFORMANCE WHEN 10%, 50%, 90% AND 100% OF 





This paper shows the design of a substation 
communication network model using DNP3 protocol applied 
over the model with ethernet in OPNET. The modeling shows 
that DNP3 has a data rate in kbps and a delay in the range of 
0.2 ms. In addition, it has been observed in the simulation that 
with an increase in the number of IED devices in the 
substation network there is an increase in the ethernet delay 
and the packet load on the network. It can be concluded that 
when designing a substation communication network, the 
packet load on the network must be taken into consideration 
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