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1. INTRODUCTION 
Let (T, 5, CL) be a complete measure space with nonatomic finite measure p 
(we set p(T) = 1 w.1.o.g.). Let X be a metrizable Lusin space with metric d, 
for instance, a Polish space. Let u be a functional on X x T and let g, ,..., g, 
be nonnegative functionals on X x T with values possibly equal to +cc. 
Under various technical assumptions and via widely varying approaches, suf- 
ficient conditions were formulated in [l-4] for the existence of an optimal solu- 
tion for a version of the following optimization problem. 
subject to 
SUP s 4% t) W) (1) z&t?! T 
s &W, 444 G 1, i = l,..., n. T 
Here @ denotes the set of all measurable control functions from T into X, 
where X is equipped with its Bore1 u-algebra. Let us note here already that (2) 
can be trivially augmented with the “superfluous” constraint 
1 Q(t), t) p(dt) < 1, T 
where h = (l/n) J& g, . Our notation will follow that of [l]. 
Of the various approaches used to solve the existence question for (l)-(2), 
that suggested by [3] would seem to have the most universal appeal. It comprises 
two stages, which, in general terms, could be described as follows (cf. Remark 1). 
The first stage consists of extending the space X of control points and the various 
given functions on X x T. The extension of X is through compactification: One 
embeds X as a dense subset of a compact set 2’. One thereby also extends the 
set of control functions; let @ denote the set of (Borel) measurable control 
functions from T into 2. The extension to 2 x T of the various functionals 
on X x T has to be such that their relevant structural properties (such as 
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semicontinuity, measurability, etc.) are preserved. (Let g be a functional on 
X x T; by its extension 1 to X x T we mean, of course, a functional d on 
X x T such that its restriction to X x T equals g.) One thus determines an 
extension to @ for the various functionals on %! while retaining their structural 
properties. (For instance, the functional x + Jg(x(t), t) I on @ is extended to 
x + j-d(#), t) p(dt) on @.) In this way one obtains what we shall term an 
extended (or compactz&d) optimization problem, which-after suitable exten- 
sion-should be of a standard type for which existence results (such as compact- 
ness and semicontinuity-after relaxation) are well known, so that one may 
conclude that the extended problem has an optimal solution. In the second stage 
the constraints of the problem-in their suitably extended form-are utilized 
to conclude that the control functions in & satisfying the constraints must be 
control functions that only use control points in the “original” control space X. 
From this and the extension property of the functionals on & one concludes then 
that the optimal solution for the extended problem must be, after all, an optimal 
solution for the original optimization problem. The above approach is certainly 
not restricted to problem (l)-(2). M ore g enerally, it can also be formulated for 
optimal control problems, differential games, etc. However, it does not seem to 
lend itself very well for a general treatment and, as was done in [3] in this respect, 
we shall mainly restrict our considerations to the problem (l)-(2). 
In [3] an Alexandroff one-point-compactification was used to compactify 
the set of X of control points. The extended problem is to be of a standard 
type, upon which one applies the existence results from classical relaxed control 
theory [5] that require X to be compact metric. Hence, such a choice of com- 
pactification e tails that X must be locally compact and countable at infinity 
[6, Sect. 21. 
In this note we shall introduce a more natural compactification for the pro- 
blem, which only requires X to be a Lusin space; this reconciles the differences 
between the initial assumptions made in [I] and [3]. Unlike in [3], the main 
problem to tackle is that of suitably extending the functionals on X x T. 
The wide applicability ofthe approach is underlined by an example in Section 3, 
where we derive a new existence result for equilibrium points in differential 
games with integral constraints that generalizes [7, Theorem q. 
2. THE COMPACTIFIED OPTIMIZATION PROBLEM 
Let us make the following basic assumptions. 
Assumption (i). The functionals -II, g, ,...,g, are product measurable on 
X x T and 1.s.c. in their first argument. 
Here 1.s.c. stands for lower semicontinuous; likewise, U.S.C. will be short for 
upper semicontinuous. 
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Assumption (ii). For every t E T, /I E R the set {x E X 1 h(x, t) < /3} is 
compact. 
Assumption (iii). For every E > 0 there exists a p-integrable functional 1, 
on T such that u+(x, t) < l,(t) + &(x, t) for every x E X, t E T. 
Here U+ = max(u, 0). The relation between u+ and h as expressed in Assump- 
tion (iii) will also be denoted by U+ < h (cf. [2, 31). 
More details about the following compactification of the set X of control 
points can be found in [6, Sect. 2; 81. Let {xi}~=r denote a countable dense 
subset of X. The mapping r defined by n(x) = {d(x, xJ/(l + d(x, xi))}E1 , 
x E X, is a bicontinuous bijection between X and n(X), where the latter is 
equipped with the relative topology of pointwise convergence on H = [0, 11”. 
The set H is known under the name Hilbert cube; its topology is easily seen to be 
metrizable and makes H into a compact (we shall denote the metric on H by 
p). By definition, X is the continuous bijection image of a Polish space and is 
metrizable. In [8, Chap. III] it is shown that this is equivalent to having r(X) 
Bore1 measurable in H (cf. [6, Sect. 6, No. 1, Corollary 1; 8, Chap. 111.201). 
Thus X can be identified with a dense Bore1 measurable subset of the compact 
metric space X, where X is the closure of r(X) in H. The definition of the space 
%‘? of extended control functions is now clear: It consists of all (Borel) measurable 
mappings from T into X. The space @ of “original” control functions is (iden- 
tified with) a subset of &. 
According to the general scheme suggested in the Introduction, we now have 
to formulate suitable xtensions for the functionals u, g, ,..., g and h to X x T. 
This forms the crux of this note. As in [3], the extension h of h is made obvious 
by Assumption ii; one defines for every t E T, h(x, t) z h(x, t) if x E X, E + 00 
if x E X\X. Clearly, h can be said to satisfy Assumption (i) on X x T. The 
extension of the functionals g, ,..., g is certainly less direct than in [3], where 
one could exploit the fact that X is open in its Alexandroff compactification. Let 
g denote any of g, ,..., g and fix m E N for the moment. Define for x E J?, t E T, 
gyx, t) = $$q+, x’) + g(x’, 41. 
Let us note that this expression is inspired by the proof of a classical theorem 
due to Baire [9, Chap. IX, Sect. 41. It is easy to verify thatgtm) is nonnegative and 
(uniformly) continuous in its first argument. Also, it is measurable in its second 
argument by [IO, Lemma III.391 (h ere we use that (T, Y, p) is a complete 
measure space). Clearly, the functional gcrn) is product measurable on X x T 
[lo, Lemma III.141 and we have that gcrn+l) > gcrn) on X x T. Moreover, it is 
easy to derive from the lower semicontinuity property of g that on X x T 
(pointwise) lim, t gcrn) = g (this also follows directly from [l 1, Theorem 1, 
Lemma l] by observing that the family {-mp(x, .) ] m E iY> is of needle type 
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at x E X). The extension of g to X x T is now well defined by d E lim, t g(m); 
it is nonnegative and the monotone limit of the sequence {g”(“)}VL of Caratheodory 
functions where g”cnz) = min(gtm), m), m E f’V. Clearly, it could be said that g 
satisfies A sumption (i) on X x T. The extensions of gr ,..., g have thus been 
defined and will be indicated by gI ,..., tn , respectively. In extending the func- 
tional u we shall proceed as follows. First, we note that U- ~~ max(--u, 0) 
is nonnegative and I.s.c. in its first argument. For this reason its extension zi- 
has actually been introduced and discussed above. It remains to deal with u+ . 
Rather than trying to extend u+ to X x T, we shall directly extend the func- 
tional y: x -+ J u+(x(t), t) FL(&) f rom % to &. Let d > 0; by Assumption (iii) 
there exists p-integrable 1, such that f<(x, t) = U-+(X, t) - ch(x, t) - Z,(t) < 0, 
x E X, t E T. The functional fc is nonpositive and U.S.C. in its first argument, so 
its extensioni; is well defined by the above. We define now, for x E 92, 
(4) 
Note that this definition makes sense. Its justification lies in the fact that for 
every x E @ satisfying (2) one has that 
P(x) = jT u+Mt>, t> 44, (5) 
because then, for every E > 0, 
Thus, p unlike the other functionals x -+ Jk(x(t), t) p(dt), is not an extension 
from % to %?, but rather an extension from the feasible lements in *-i.e., 
those x E 4Y that satisfy (2)-to @. Clearly, this is of no further consequence. 
The compactified optimization problem corresponding to (l)-(2) is defined 
to be 
subject to 
and 
Note that the augmentation of (8) to (7) is nontrivial. 
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The existence of an optimal relaxed control function 8 for the problem (6)-(g) 
follows immediately from classical results of relaxed control theory and the 
above. We only sketch the argument. First, by [5, Chap. IV; 10, Chap. v], the 
space & f 11 1 d o a re axe control functions with respect to T and 2 is compact for 
the initial topology induced on & by all functionals 6 + j @j(t), t) p(dt), G a 
Caratheodory function on ;f: x T. Second, because the extensions 1 of g were 
shown to be the monotone limit of a sequence of Caratheodory functions on 
2 x T, the functionals 6 -+ J&i(t), t) p(dt) are 1.s.c. on &‘; here g stands for 
any of u- ,g, ,..., g . Third, the obvious extension of p to @ is, by (4) the 
infimum of a collection of U.S.C. functionals, hence U.S.C. on 9. 
The existence of an optimal classical control for (6)-(8) follows directly 
from an extreme-point argument and Lyapunov’s theorem. By the Bauer 
maximum principle [12, Theorem 25.91, the optimal relaxed solution 8 may be 
supposed to be an extreme element of the collection of those 6 E& that satisfy 
(7), (8). By [3, Proposition 11.2.21 (a result which is implicit in [13]) we have that 
8 is a convex combination of at most n + 2 extreme points 6, in 8. By [lo, 
Theorem IV.151 we have that the extreme points of & can be identified with 
elements of @. Since 8 satisfies (8), we must have, by definition of A, that every 
6, is also (equivalent o) an element of %. An application of Lyapunov’s theorem 
now furnishes an optimal classical control %E & for (6)--(8). Since every x E % 
satisfying (2) must also satisfy (7), (8), it follows that f~ % is also an optimal 
solution for the original problem (l)-(2). 
Remarks 
1. Actually, our approach is slightly different from that of [3]. In [3] one can 
already “return” to the original optimization problem after having formulated 
only the extensions of the constraint functionals and the corresponding expres- 
sions (7) and (8) (not (6)). In that approach (7), (8) are used to conclude that the 
collection of x E % satisfying (2) must be compact (cf. [3, proof of Proposition 
11.2.51). This bypass is made possible by the simple nature of the Alexandroff 
compactification, but seems not available for our more general approach. 
2. The initial assumption of completeness of the measure space (T, Y’, p) 
is not really essential. Ifp is not complete, one has to formulate the extensions g
more carefully, analogous to the argument given in [14, proof of Theorem 3.101. 
Since any measure space can be completed in a trivial way, the resulting ain in 
generality is negligible (but explains the absence of completeness in [l]). We 
therefore omit the argument. 
3. AN APPLICATION TO DIFFERENTIAL GAMES 
To illustrate that the approach discussed here has a far wider significance 
than that of problem (l)-(2), we shall sketch an application where we imple- 
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ment our results of Section 2 on compactification a d extension. This application 
generalizes to a considerable degree a well-known result by Varaiya on the 
existence of equilibrium strategies for nonzero-sum differential games with 
integral constraints [7; 15, Chap. 8, Sect. 41. 
Consider the following linear dynamical system, 
9(t) = WY(f) + 4x1(t), t) + C2(X2W, t>, O<t<l, (9) 
with initial condition 
Y(O) = Yo . 
Herey is an (Lebesgue) absolutely continuous [WP-valued function on T = [0, I], 
y. E IF!“, X is (p x p)- matrix-valued on T with integrable components, CJ is a 
measurable F&valued function on X x T continuous in its first argument, 
x9 E 4; % and X are as in Section 2 (it is notationally convenient to suppose that 
both players have the same space of control points; by adding suitable constraints 
to (10) one can always do so w.1.o.g.). By our assumptions the solution 
y z y( *; xl, xa) of (9), corresponding to a+, x2 E @‘, will exist. The control functions 
xl, xa E % are subject to (3), where h is as in Assumption (ii) of Section 2. The 
addition of more constraints is left to the reader, as is the trivial extension to 
games with more than two players. 
The payoff of the game for each playerj is given by 
P(xl, x”) = p( y( 1; x1, x2>> + P (Jr (pj(x’(t>, t)+ qj(x”(t>, t)) dt) . (10) 
Here @, t,P are (continuous) concave functionals on [WP and R, respectively, and 
pj, QJ’ are measurable functionals on X x T, bounded from above and continuous 
in their first argument, j = 1,2. We shall make the following assumption (and 
refer to Assumption (iii) in Section 2 for our notation). 
Assumption. We have s <h, where s stands for p-j, 4-3 and the absolute 
values of all components of cj, j = 1,2. 
We claim that under this assumption there exists an (Nash) equilibrium pair 
($1, ~2) E 42 such that for every pair (xl, x2) E ea satisfying (3), 
P(xr, x”) < Pr(zr, P) and Pyfl, x”) < P(51, 9). 
We only sketch a proof. We extend h as in Section 2. By [16, Chap. I, Sect. lo], 
for x1, x2 E 4, 
y(l ; x1, x”) = -4(l) (y. 4 J-/-l(t) (c’(xYt), t) + +2(t), t)) dt) , 
where A denotes the principal homogeneous solution. An application of both 
types of extensions discussed in Section 2 applied to negative and positive parts 
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of components of the IF-valued function (xl, x2, t) -+ cl(l)/l-l(t) (c’(xl, t) + 
c2(x2, t)) on X x X x T, with respect to both upper and lower semicontinuity of 
these functionals, yields that there exists a function (Sl, S2) -+ $( 1; Sr, S2) on g2 
with continuous components on the set g2, where 9 is the compact convex col- 
lection of all those 6 E 8 that satisfy (8) ( or, rather, its obvious relaxation). By the 
same argument one can extend the functionals ~5: (x1, x2) + l (@(xl(t), t) + 
qj(xs(t), t)) dt to continuous afIine functionals p on g2; hence the continuous 
concave extensions pj of Pj become @Sl, a2) 3 #( 9(1; 6l, a2)) + +V(?(Sl, s2)), 
?Y, S2 E #, j = 1,2. A multifunction d from g2 into itself, having nonempty 
compact convex values, is defined by setting, for &, g2 E @ d(8, g2) = 
((81, 6s) 1 f3l(8, ss) > pl(cr, 8s) and @6r, s2) > @(&, e2) for every or, l 2 E 4). 
It follows from the continuity of pj that d is a U.S.C. multifunction. By the 
Schauder-Tychonov fixed-point theorem [17, Theorem 3.6.11 there exists a 
pair 8l, s2 E g such that (8, s2) E @, %); hence (8, s2) is an equilibrium 
pair for the relaxed version of the compactified problem. By applying an extreme- 
point argument, quite similar to that of Section 2 (use the continuous affine 
functions v: (Sl, a2) -+ ( $1; S1, a2), il(S1, a2), i2(S1, S2)) and apply Caratheodory’s 
theorem to obtain v(8,82) as a convex combination of extreme points in v(g2); 
these extreme points are all the image of an extreme point in 8; now apply 
[3, Proposition II.2.21 and Lyapunov’s theorem, as in Section 2), we find a pair 
9, f2 E @ satisfying (8) such that ~(9, n2) = ~(81, 8”). This implies that 9, x2 
is an equilibrium point and also that 9, z2 E &, in view of the construction of &. 
Remark. In [7] the function h only depends on the control argument and 
is quadratic. Our assumption is valid there by a number of continuity and 
boundedness assumptions on the first and second derivatives of the functionals 
involved. Note that Lyapunov’s theorem is not used in [7]. Instead, extra 
convexity conditions have been imposed. 
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