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Abstract: Quantile regression has demonstrated promising utility in longitudinal data analysis. Existing work is
primarily focused on modeling cross-sectional outcomes, while outcome trajectories often carry more substantive
information in practice. In this work, we develop a trajectory quantile regression framework that is designed to
robustly and flexibly investigate how latent individual trajectory features are related to observed subject charac-
teristics. The proposed models are built under multilevel modeling with usual parametric assumptions lifted or
relaxed. We derive our estimation procedure by novelly transforming the problem at hand to quantile regression
with perturbed responses and adapting the bias correction technique for handling covariate measurement errors.
We establish desirable asymptotic properties of the proposed estimator, including uniform consistency and weak
convergence. Extensive simulation studies confirm the validity of the proposed method as well as its robustness.
An application to the DURABLE trial uncovers sensible scientific findings and illustrates the practical value of
our proposals.
Keywords: Corrected loss function; Latent longitudinal trajectory; Longitudinal quantile regression; Multilevel
modeling.
1. Introduction
Longitudinal data, characterized by repeated measurements from the same subject, pro-
vide the essential platform for exploiting the temporal patterns of scientific outcomes.
Such data frequently arise in biomedical research. A general account of methods for an-
alyzing longitudinal data can be found in various texts (Jones, 1993; Hand and Crowder,
1996; Verbeke and Molenberghs, 2000; Diggle et al., 2002; Fitzmaurice et al., 2004, among
others).
Quantile regression (Koenker and Bassett, 1978), given its robustness in handling
skewed responses and flexibility in characterizing covariate effects, has demonstrated promis-
ing utility in longitudinal data analysis. A common way to formulate longitudinal quantile
regression is to specify the outcome quantile at a given time point as a function of covari-
ates, sharing a similar spirit with the generalized estimating equation (GEE) approach
(Liang and Zeger, 1986). A number of authors have studied such a marginal quantile
regression model, including the GEE-type estimating equations and empirical-likelihood
approaches (Jung, 1996; He et al., 2003; Chen et al., 2004; Fu and Wang, 2012; Leng and
Zhang, 2014; Lu and Fan, 2015, among others). Extensions have also been proposed to
address data complications such as dropouts and censoring (Lipsitz et al., 1997; Wang
and Fygenson, 2009; Lee and Kong, 2013; Sun et al., 2016, for example). A more flexi-
ble modeling strategy for longitudinal quantile regression is to model outcome quantiles
conditioning on covariates as well as fixed or random individual parameters that capture
unobserved heterogeneity. Such conditional quantile regression models provide individual-
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specific interpretations and can be estimated through distribution-free or likelihood-based
approaches (Koenker, 2004; Harding and Lamarche, 2009; Galvao and Montes-Rojas, 2010;
Galvao, 2011, among others). It is worth noting that all these existing models are ori-
ented to infer about the quantiles of the longitudinal outcome at given time points (i.e.
cross-sectional quantiles).
In practice, there are many practical scenarios where the scientific interest pertains
to the within-subject trajectory of an outcome. To address such an interest, the current
modeling of cross-sectional quantiles may not suffice because the changing pattern of cross-
sectional quantiles over time often do not reflect the outcome changing pattern at the
subject level. For example, in the DURABLE trial (Buse et al., 2009) that evaluated
two starter insulin regimens in type 2 diabetes patients, how quickly HbA1c decreases
over time within a patient may be a more substantive efficacy measure than the patient’s
HbA1c level at each follow-up visit. This is because the trajectory of HbA1c would better
inform us the patient’s early response of treatment which is an effective indicator of the
likely need for change in (or intensification of) therapy (Fu et al., 2015). As shown by
Fig. 1, the 25th, 50th, and 75th cross-sectional quartiles of HbA1c are all decreasing with
time (see black solid lines), while examining the within-subject data suggests that some
subjects may have underlying HbA1c trajectories roughly unchanged or even increasing
over time (see red dotted lines). These subjects correspond to weak responders to the
assigned insulin treatment, which is of critical clinical importance but cannot be captured
by evaluating the temporal trend of the cross-sectional quantiles.
It is remarkable that the trajectory-related measures, such as the decreasing rate of
within-subject HbA1c values, unlike the cross-sectional measurements, are not directly
observable but may be accessible through trajectory modeling of HbA1c at the individual
level. To investigate whether and how a certain insulin treatment or individual character-
istics lead to more rapid reductions of HbA1c, a natural approach is to consider multilevel
modeling (MLM) (Raudenbush and Bryk, 2002). That is, one may assume a level-1 tra-
jectory model for the repeated HbA1c measurements within each subject, and then use a
level-2 model to link covariates with the latent individual-specific features that capture the
HbA1c reduction pattern based on the level-1 model. Traditional MLM for longitudinal
data (or repeated measures) generally adopts i.i.d. normal random errors at every level of
the model (Snijders and Bosker, 2002; Hedeker, 2006, for example). While this assump-
tion helps ensure the model identifiability and facilitates likelihood-based inferences, it
can induce potentially stringent data constraints. Integrating quantile regression into re-
peated measures MLM, for example in the level-2 model described above, can avoid some
of unverifiable distributional assumptions. It can also offer the same flexibility to explore
meaningful heterogeneous covariate effects as in the standard quantile regression.
In this paper, we propose a new longitudinal quantile regression framework that serves
to investigate individual trajectory features of longitudinal data under MLM. We shall re-
fer the new framework to as longitudinal trajectory quantile regression. Our new model is
easy to interpret, and complements the current marginal or conditional quantile regression
2
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Figure 1: DURABLE trial: HbA1c values over time. The solid black lines depict the 25th,
50th, and 75th quantiles of HbA1c at different time points; the red dotted lines examplify
the HbA1c trajectories of 5 subjects.
models that are focused on the cross-sectional quantiles. As a proof of concept, we illus-
trate in Section 2 the proposed framework assuming a polynomial trajectory model and
taking the outcome changing rate as the targeted trajectory feature. The main thrust of
our method is to deal with unobserved latent responses (e.g. decreasing rate of HbA1c) in
the quantile regression context without fully parametric modeling. Our key strategy is to
map the latent quantile regression model to a quantile regression problem with observed
but perturbed responses. As delineated in Section 3, we show that the bias caused by
the response perturbance can be corrected through adapting the technique for handling
covariate measurement errors (Stefanski and Carroll, 1990; Wang et al., 2012). Our esti-
mation method permits a less restrictive trajectory model for the correlated within-subject
measurements, for example, by allowing the error term to be non-normal. We carefully ex-
3
amine the developed inference procedures including the associated asymptotic properties
and computational features; see Section 4. Our simulations reported in Section 5 confirm
the validity of the proposed longitudinal trajectory quantile regression procedures and
demonstrate their satisfactory performance with finite sample sizes. The data application
presented in Section 6 represents a novel secondary analysis of the DURABLE study, which
reveals more robust and detailed heterogeneity patterns in longitudinal HbA1c outcomes.
2. The Proposed Longitudinal Trajectory Quantile Regression Framework
Consider a longitudinal study that consists of n subjects. For subject i, let Yi(t) denote
the outcome variable of interest. We adopt a polynomial trajectory model for Yi(t) that
takes the general form,
Yi(t) = f(t;αi) + i(t)
.
=
k∑
j=0
αijt
j + i(t), (2.1)
where f(t;αi) is a k-th order polynomial function of time t, αi = (αi0, αi1, . . . , αik)
> is an
unknown random parameter vector, and i(t) is a mean zero process independent of αi.
Here the random parameters in αi are not subject to the mean zero constraint and so they
are general enough to capture both the fixed and random effects (of covariates) on Yi(t).
Under model (2.1), f(t;αi) represents the underlying outcome trajectory of interest for
subject i determined by αi, and i(t) may play a role like a random noise or measurement
error.
Remark 1: It is important to point out that the main interest under model (2.1) is the
underlying trajectory for subject i, f(t;αi), and is not the conditional mean of Yi(t) given
a covariate vector, say X i, i.e. E(Yi(t)|X i) ≡ E(f(t;αi)|X i). This distinguishes model
(2.1) from the traditional conditional mean modeling of longitudinal data.
The polynomial specification of f(·) can flexibly characterize various types of outcome
temporal patterns. At the same time it provides the technical convenience that allows
a meaningful trajectory-related feature of interest, denoted by Bi, be represented as a
known parametric function of αi, φ(αi). With real data, the polynomial order k may
be determined by examining the observed within-subject longitudinal measurements. As
motivated by the application to the DURABLE trial, we consider the special case where
φ(αi) corresponds to the changing rate of the within-subject outcome trajectory at a given
time point t∗, which, under model (2.1), takes the form
Bi
.
= φ(αi) =
∂f(t;αi)
∂t
∣∣∣∣
t=t∗
=
k∑
j=1
jαijt
j−1
∗ . (2.2)
When k = 1, Bi is simply αi1, the random slope of the assumed linear trajectory. In
practice, t∗ is often pre-specified per study protocol. Studying other forms of φ(·), such
4
as the area under curve of Yi(t) in a given time interval, can be carried out based on the
same strategy presented in this work.
The focus of the proposed framework is to use quantile regression to permit a robust
and comprehensive examination of the relationship between a latent outcome trajectory
feature and the observed covariates. Let X˜ denote a (p − 1) × 1 vector of covariates,
X = (1, X˜
>
)>, and let B stand for the population analogue of Bi. The τth conditional
quantile of B given X is defined as QB(τ |X) .= inf{b : Pr(B ≤ b|X) ≥ τ}. We assume
the following quantile regression model:
QB(τ |X) = X>β0(τ), (2.3)
where τ ∈ (0, 1) and β0(τ) ∈ Rp is an unknown coefficient vector. The coefficients in β0(τ),
as interpreted in the standard quantile regression (Koenker, 2005), reveal the change in
the τ -th quantile of B per one unit covariate change. When all non-intercept coefficients in
β0(τ) are constant, model (2.3) reduces to a linear model where the regression coefficients
represent the location shift to the distribution of B resulted from one unit covariate change.
Models (2.1) and (2.3) together can be viewed as a multilevel model with level-1 units
consisting of the repeated measurements for each subject and level-2 units corresponding
to subjects. The multilevel model perspective enables us to employ quantile regression
to investigate the determinants of a latent trajectory feature of interest. The resulting
multilevel model encompasses common repeated measures models such as linear mixed
model with random intercept or slope. The quantile regression specification of the level-2
model avoids some of usual normality assumptions involved in the linear mixed models
and hence leads to improved robustness.
3. The Proposed Estimation
In longitudinal studies, the outcome process Yi(t) is usually not continuously observed;
rather Yi(t) is measured only at multiple discrete time points, say ti1 < ti2 < · · · < timi ,
where mi is the total number of observations for subject i. Let Yij denote the Y (t)
measured for subject i at time point tij. The observed data consist of {Yij, tij,X i : j =
1, . . . ,mi; i = 1, . . . , n}. Our data scenario accommodates both regular and irregular time
points for longitudinal measurements.
Model (2.1) implies that Yij = αi0 + αi1tij + αi2t
2
ij + . . .+ αikt
k
ij + ij with ij = i(tij)
for j = 1, . . . ,mi and i = 1, . . . , n. This can further be expressed in a matrix form,
Yi = Ziαi + i, (3.4)
where Yi = (Yi1, . . . , Yimi)
>, Zi = (zp,q) is a mi × (k + 1) matrix with zp,q = tq−1ip , and
i = (i1, . . . , imi)
>, and αi = (αi0, . . . , αik)>. Accordingly, we can write the latent response
in model (2.3) as Bi = γ
>αi, where γ = (0, 1, 2t∗, . . . , ktk−1∗ )
>.
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Estimating β0(τ) would be a trivial quantile regression problem if Bi (i = 1, . . . , n)
were known. In that case, a well-studied estimator is given by
argminβ∈Rp
n∑
i=1
ρτ (Bi −X>iβ), (3.5)
where ρτ (v)
.
= v{τ − I(v < 0)} is the quantile loss function (Koenker, 2005) and I(·) is
the indicator function. However, Bi is a function of the latent parameter αi in model
(2.1), which is not observable. Therefore, the standard quantile regression method is not
applicable to estimating β0(τ).
Since Bi’s are not observable, a natural thought to handle this problem is to replace
the Bi in (3.5) by its proxy that is obtainable from the observed data. For example, an
intuitive proxy of Bi is given by Bˆi = γ
>αˆi, where αˆi
.
= (Z>iZi)
−1Z>iYi. However, simply
substituting Bi with Bˆi in (3.5) to estimate β0(τ) can lead to biased estimation. This is
clearly shown by the simulation studies presented in Section 4 and can be explained as
follows.
First, by simple algebra, we show that under model (2.1),
Bˆi = Bi + ηi, (3.6)
where ηi = γ
>(Z>iZi)
−1Z>ii. We can see from (3.6) that Bˆi is an unbiased estimator of Bi,
but its difference from Bi may not be negligible because mi, the number of longitudinal
measurements within subject i used to construct Bˆi, is usually bounded. The error term
ηi in (3.6) has a similar flavor to covariate measurement errors concerned in literature
(Carroll et al., 2006, See a summary); both are mean zero but not negligible. Treating
the observable Bˆi’s as the true responses in model (2.3) constitutes a quantile regression
problem with perturbed responses. While several papers (He and Liang, 2000; Wei and
Carroll, 2009; Wang et al., 2012; Wu et al., 2015, for example) investigated quantile re-
gression with covariate measurement errors, how to deal with response perturbance hasn’t
been studied. The response perturbance ηi bears a notable distinction from a typical
covariate measurement error; that is, the latter is usually assumed to be independent of
covariates while ηi is clearly covariate dependent and thus cannot be simply ignored in the
regression setting.
In this work, we derive an appropriate bias-correction method to eliminate the bias
caused by ηi. Specifically, denote the data with observed responses as Oi = {Bˆi,Zi,X i}
and the data with unobserved responses as Ui = {Bi,Zi,X i}. Following the corrected
score argument in Stefanski (1989) and Nakamura (1990), we may obtain a consistent esti-
mator of β0 by minimizing
∑n
i=1 ρ
∗
τ (Oi,β), where ρ∗τ (·) satisfies E[ρ∗τ (Oi,β)|Bi,Zi,X i] =
ρτ (Bi−X>iβ). However finding such a ρ∗τ (·) is difficult because ρτ (v) involves an indicator
function and thus is not differentiable at v = 0. To overcome this difficulty, we propose to
approximate ρτ (v) by a smooth function ρτ,h(v), where h is a positive smoothing parame-
ter. The strategy of smoothing ρτ (·) was used and justified in various quantile regression
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settings (Wang et al., 2012; Wu et al., 2015, for example). Specifically, we shall adopt the
smoothing scheme used in Horowitz (1998). Define ρτ,h(v) = v{τ − 1 + K(v/h)}, where
K(·) is a smooth function satisfying limv→−∞K(v) = 0 and limv→∞K(v) = 1. It is clear
that 1−K(v/h) converges to I(v < 0) as h→ 0 and hence ρτ,h(v) = v{τ − 1 + K(v/h)}
approaches ρτ (v) as h→ 0.
Now our goal becomes finding a corrected quantile loss function ρ∗τ,h(Oi,β) such that
E[ρ∗τ,h(Oi,β)|Bi,Zi,X i] = ρτ,h(Bi −X>iβ). (3.7)
Given ρτ,h(Bi−X>iβ)→ ρτ (Bi−X>iβ) as h→ 0, an estimator of β0(τ) may be given by
β˜n,hn(τ) = argminβ∈Rp
n∑
i=1
ρ∗τ,hn(Oi,β), (3.8)
with hn → 0 as n→∞.
Since the distribution of Oi given (Bi,Zi,X i) is determined by the distribution of i,
(3.7) suggests that the form of ρ∗τ,h(·) depends on the distribution of i. In the following
two subsections, we shall construct ρ∗τ,h(·) for the cases where ij follows the normal and
the Laplace distributions respectively. The proposed methods then permit either normally
distributed or heavy-tailed errors in the adopted trajectory model (2.1). We also evaluate
the robustness of our method to misspecification of the distribution of i via simulations.
3.1 Normal trajectory random error
Assume that {ij, j = 1, . . . ,mi} are independent, and ij|(X i,Zi) ∼ N(0, δ(X i,Zi)σ2),
where δ(·) is a known positive scalar function and σ2 > 0. In this case, the within-subject
correlations in Yij’s are captured by the subject-specific latent random parameter αi.
Then (Z>iZi)
−1Z>ii ∼ N(0, δ(X i,Zi)σ2{Z>iZi}−1) and ηi = Bˆi−Bi ∼ N(0, σ2Di), where
Di = δ(X i,Zi)γ
>{Z>iZi}−1γ. This implies
D
−1/2
i (Bˆi −X>iβ)|(Bi,Zi,X i) ∼ N
(
D
−1/2
i (Bi −X>iβ), σ2
)
. (3.9)
Based on (3.9), we can derive a corrected quantile loss function ρ∗τ,h(·) by employing
the result established in Stefanski and Cook (1995). That is, given a sufficiently smooth
function g(·), and independent random variables, U ∼ N(µ, σ2) and V ∼ N(0, 1), it holds
that E[E{g(U + iσV )|U}] = g(µ), where i = √−1. By Taylor expansion and the moment
expression of standard normal distribution, E{g(U + iσV )|U} = ∑∞m=0 g(2m)(U) (−σ2)m2mm! .
Therefore
E
{ ∞∑
m=0
g(2m)(U)
(−σ2)m
2mm!
}
= g(µ). (3.10)
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The fact (3.10) provides the key insight on how to find the corrected quantile loss
function. Define ξˆi = D
−1/2
i (Bˆi −X>iβ) and ξi = D−1/2i (Bi −X>iβ). Viewing ξˆi as the
U in (3.10), we obtain from (3.9) and (3.10) that E[ρN∗τ,h(Oi,β, σ2)|Bi,X i,Zi] = ρτ,h (ξi),
where ρN∗τ,h(Oi,β, σ2) =
∑∞
m=0 ρ
(2m)
τ,h
(
ξˆi
)
(−σ2)m
2mm!
. Note ρτ (ξi) = D
−1/2
i ρτ (Bi − X>iβ) and
Di > 0 given Z
>
iZi > 0. Following the argument for (3.8), ρ
N∗
τ,h(Oi,β, σ2) may serve as
a corrected quantile loss function if σ2 is known. When σ2 is unknown, we propose to
employ ρN∗τ,h(Oi,β, σˆ2), where σˆ2 is a reasonable estimator of σ2 discussed in Section 3.3.
To compute ρN∗τ,h(·), it is easy to calculate that ρ(0)τ,h(v) = ρτ,h(v), ρ(1)τ,h(v) = τ − 1 +
{vK(v/h)}(1) and ρ(j)τ,h(v) = {vK(v/h)}(j) for j ≥ 2, where
{
vK
(
v
h
)}(j)
= j
hj−1K
(j−1) ( v
h
)
+
v
hj
K(j)
(
v
h
)
, j = 1, 2, . . . . Here we choose K(·) as an infinitely smooth function, such as
the distribution function of N(0, 1), which is adopted in our simulation studies. Solving
the minimization of
∑n
i=1
∑∞
m=0 ρ
(2m)
τ,h
(
ξˆi
)
(−σ2)m
2mm!
however involves an infinite series, and
thus may not be feasible. Following the practical recommendation of Stefanski (1989) and
Wu et al. (2015), we shall keep the first two summands in ρN∗τ,h(·) as an approximation to
ρN∗τ,h(·), which is found to be adequate in our simulation studies.
3.2 Laplace Trajectory Random Error
In this subsection, we consider the situation where the errors {ij, j = 1, . . . ,mi; i =
1, . . . , n} follow a univariate Laplace distribution. We adopt the classical definitions of
univariate and multivariate Laplace distributions (Kotz et al., 2001, see Chapter 6), some
related properties of which can be found in Lemma 1 of Wang et al. (2012).
Assume that {ij, j = 1, . . . ,mi} are independent and ij|(X i,Zi) ∼ L(0, δ(X i,Zi)σ2).
Here δ(·) is a known positive scalar function and σ2 > 0. It is easy to see that
D
−1/2
i (Bˆi −X>iβ)|(Bi,Zi,X i) ∼ L
(
D
−1/2
i (Bi −X>iβ), σ2
)
. (3.11)
By Lemma 2 of Wang et al. (2012), for a random variable U following the univariate
Laplace distribution L(µ, σ2) and a twice-differentiable function g(·),
E
{
g(U)− σ
2
2
g(2)(U)
}
= g(µ). (3.12)
ChooseK(·) be a twice-differentiable function, and denote ρL∗τ,h(v, σ2) = ρτ,h(v)−σ
2
2
∂2ρτ,h(v)
∂v2
=
v
{
τ − 1 +K ( v
h
)}− σ2
2
{
2
h
K(1)
(
v
h
)
+ v
h2
K(2)
(
v
h
)}
. We then obtain from (3.11) and (3.12)
that E[ρL∗τ,h(ξˆi, σ
2)|Bi,X i,Zi] = ρτ,h(ξi), where ξˆi = D−1/2i (Bˆi−X>iβ) and ξi = D−1/2i (Bi−
X>iβ) are the same as those defined in Section 3.1. A corrected quantile loss function for
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the Laplace error case (with known σ2) is thus given by
ρL∗τ,h(Oi,β, σ2) = ρL∗τ,h(ξˆi, σ2)ξˆi
{
τ − 1 +K
(
ξˆi
h
)}
− σ
2
2
{
2
h
K(1)
(
ξˆi
h
)
+
ξˆi
h2
K(2)
(
ξˆi
h
)}
.
(3.13)
It is interesting to note that the corrected quantile loss function for the Laplace error
case is exactly the same as the approximate corrected loss function derived for the normal
error case (that uses the first two summands in the infinite series). This fact enables a
unified corrected quantile loss function for estimating β0(τ) in the presence of normal or
Laplace trajectory errors. When σ2 are unknown, we shall plug in the estimator of σ2
presented in Section 3.3.
3.3 Estimation of σ2
In this subsection, we discuss how to estimate σ2. Define Y˜i = Yi/
√
δ(X i,Zi), Z˜i =
Zi/
√
δ(X i,Zi), and ˜i = i/
√
δ(X i,Zi). Write ˜i = (˜i1, ˜i2, . . . , ˜imi)
>. By the definition,
{˜ij, j = 1, . . . ,mi; i = 1, . . . , n} are independent and identically distributed (i.i.d.) with
E(˜ij) = 0 and var(˜ij) = σ
2.
Suppose their exists a constant M such that mi < M < ∞. Following the idea
of Sun et al. (2007), we estimate σ2 based on the residuals, ˆi = Y˜i − Z˜iαˆi = Y˜i −
Z˜i(Z˜
>
iZ˜i)
−1Z˜
>
iY˜i = (Imi − Pi)Y˜i, i = 1, . . . , n, where Pi = Z˜i(Z˜
>
iZ˜i)
−1Z˜
>
i . Let RSSi =
ˆ>i ˆi = Y˜
>
i (Imi − Pi)Y˜i, and q = k + 1, which correspond to the number of columns
of Z˜i. Pooling all RSSi (i = 1, . . . , n) together naturally leads to an estimator of σ
2,
σˆ2 = 1
N−qn
∑n
i=1 RSSi, where N =
∑n
i=1mi. By Lemma 1 of the Appendix, σˆ
2 is consistent
and asymptotically normal.
With the consistent estimator, σˆ2, our proposed estimator βˆ(τ) when σ2 is unknown is
given by βˆn,hn(τ) = argminβ∈B
∑n
i=1 ρ
∗
τ,hn
(Oi,β, σˆ2) . Here and in the sequel, the notation
ρ∗τ,h (Oi,β) in (3.7) is expanded to incorporate the additional argument from σ2 or σˆ2.
The ρ∗τ,hn(·) above stands for either ρN∗τ,h(·) or ρL∗τ,h(·).
3.4 Choose the smoothing parameter h
Motivated by the work of Delaigle and Hall (2008) and Wang et al. (2012), we propose a
modified simulation-extrapolation-type strategy to choose the smoothing parameter h.
For notation simplicity and clarity, in this subsection we drop the τ in β(τ) and use
βˆ(h) to denote the estimator associated with smoothing parameter h. Define M(h) =
E[{βˆ(h)−β0}>Ω−1{βˆ(h)−β0}], where Ω = cov{βˆ(h)}. It is natural to define the optimal
smoothing parameter as h0 = argminhM(h). However, since M(h) depends on unknown
β0, the minimization of M(h) cannot be carried out directly in practice. Instead, we
propose to approximate h0 through simulations.
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Specifically, let {η∗c1, . . . , η∗cn} and {η∗∗c1 , . . . , η∗∗cn} denote two sequences of i.i.d. random
variables fromN(0, σ2Di) if the normal trajectory error is assumed or from L(0, σ
2Di) if the
Laplace trajectory error is assumed, where c = 1, . . . , nc. When σ
2 is unknown, we replace
it by σˆ2. Let Bˆ∗ci = Bˆi + η
∗
ci and Bˆ
∗∗
ci = Bˆ
∗
ci + η
∗∗
ci . Let β
∗
c(h) and β
∗∗
c (h) be the proposed
estimators obtained from samples {(Bˆ∗ci,X i)}ni=1 and {(Bˆ∗∗ci ,X i)}ni=1, respectively. Define
M1(h) = n
−1
c
∑nc
c=1{β∗c(h)− βˆ(h)}>(S∗)−1{β∗c(h)− βˆ(h)} and M2(h) = n−1c
∑nc
c=1{β∗∗c (h)−
β∗(h)}>(S∗∗)−1{β∗∗c (h)− β∗(h)}, where S∗ and S∗∗ are the sample covariance matrices of
{β∗c(h) − βˆ(h) : c = 1, . . . , nc} and {β∗∗c (h) − β∗(h) : c = 1, . . . , nc}, respectively. Let
hˆ1 = argminhM1(h) and hˆ2 = argminhM2(h). Since Bˆ
∗∗
ci measures Bˆ
∗
ci in the same way
that Bˆ∗ci measures Bi, it is reasonable to expect that the relationship between hˆ2 and
hˆ1 is similar to that between hˆ1 and h0. Therefore, back extrapolation can be used to
approximate h0. In our implementation, we use the linear extrapolation from the pair
(log hˆ1, log hˆ2) and define the second-order approximation to h0 as hˆ0 = hˆ
2
1/hˆ2.
3.5 Computational considerations
The proposed estimator of β0(τ) is obtained through minimizing
∑n
i=1 ρ
∗
τ,hn
(Oi,β, σ2) (if
σ2 is known) or
∑n
i=1 ρ
∗
τ,hn
(Oi,β, σˆ2) (if σ2 is unknown). In either case, the objective
function (multiplied by 1/n) is smooth and converges to E{D−1/2i ρ(Bi−X>iβ)}, a convex
function of β, as n → ∞. This means, when n is large, the corrected objective function,∑n
i=1 ρ
∗
τ,hn
(Oi,β, σ2), should be close to a smooth convex function, and thus usual opti-
mization algorithms can work adequately for finding βˆ(τ). When n is not large enough,
setting h too small may yield a jagged corrected objective function that presents many
multiple local minimizers. Similar observations were made in others’ work, for example,
Stefanski and Carroll (1985, 1987), Nakamura (1990), and Wang et al. (2012). In that
case, one may consider increasing h; doing so often leads to a less rough objective function
better conforming to a convex pattern. In our implementation, we locate the minimizer of
the corrected objective function by using the R function optim(). We set the initial value
for searching the minimizer as the naive estimator obtained from qualtile regressing Bˆi on
X i.
4. Inferences
Inferences about βˆ(τ) are important in applications. In the Supplementary Materials, we
present the large sample properties of the proposed estimator, including uniform consis-
tency and weak convergence to a Gaussian process; see Section S1 of the Supplementary
Materials. By our theory, the limiting variance of n1/2{βˆ(τ) − β0(τ)} involves complex
quantities, estimation of which may be unstable with small or moderate sample sizes. In
this subsection, we propose to use a simple resampling approach to estimating the asymp-
totic variance. Our procedure adapts the perturbing technique proposed by Jin et al.
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(2001) to the estimation setting considered here.
Let ω1, ω2, . . ., ωn be independent variates from a nonnegative known distribution with
mean 1 and variance 1, for example, Exponential(1). With the data fixed at the observed
values, we repeatedly generate the variates {ω1, ω2, . . . , ωn} and obtain a large number of
realizations of σ2∗ =
(N−qn)−1∑ni=1 ωi RSSi
n−1
∑n
i=1 ωi
, and β∗(τ) = argminβ∈B
∑n
i=1 ωi ρ
∗
τ,h (Oi,β, σ2∗),
denoted by {β∗r(τ)}nbr=1. In the Supplementary Materials, we show that the conditional
distribution of n1/2{β∗(τ)− βˆ(τ)} given the observed data is asymptotically the same as
the unconditional distribution of n1/2{βˆ(τ)− β0(τ)}. Hence, the variance of βˆ(τ) can be
estimated by the sample variance of {β∗r(τ)}nbr=1. The confidence intervals for β(τ) can be
constructed using the normal approximation or by referring to the empirical percentiles of
β∗(τ).
When σ2 is known, we can skip the resampling step for σ2∗ and simply replace the σ
2
∗
in obtaining β∗(τ) by σ2. The justification of the presented resampling-based inference
procedure is provided in the Supplementary Materials (see Section S2)
In addition, we may conduct second-stage inference procedures to render useful sum-
maries of β0(τ) and explore the varying patterns of β0(τ) over τ , following the lines of
Peng and Fine (2009); please see the details in Section S3 of the Supplementary Materials.
5. Simulation Studies
We conduct extensive simulations to investigate the performance of the proposed method
with finite samples. We generate the longitudinal data based on models (3.4) and (2.3).
Specifically, we generate the longitudinal observations Yij as Yij = ai + bitij + ij, j =
1, . . . ,mi; i = 1, . . . , n, where ai is the random intercept, following the exponential distri-
bution, Exp(0.8), bi is the random slope generated from the following linear model with
heteroscedastic errors, bi = 2+X1i+X2i+(0.1+X1i+X2i)ei. We generate observation time
points, {tij, j = 1, . . . ,mi}, from a Poisson process with intensity 0.8 (i.e. tij is the sum
of j independent exponential variables Exp(0.8)). We specify {mi, i = 1, . . . , n} as i.i.d.
random variables that are defined as the integer part of 4+Ui, where Ui follows the uniform
distribution, Unif(0, 6). We generate X1i from the uniform distribution, Unif(0, 0.5), X2i
from the Binomial distribution, Ber(0.5), and ei from the standard Normal distribution,
N(0, 1). With the random slope bi being the trajectory feature of interest Bi, it is easy
to see that QBi(τ |X i) = β0(τ) + β1(τ)X1i + β2(τ)X2i with β0(τ) = 2 + 0.1Qe(τ) and
β1(τ) = β2(τ) = 1 +Qe(τ), where Qe(τ) is the τth quantile of ei.
We consider four different configurations for the error term in the trajectory model,
ij. We examine the cases with heavy-tailed trajectory errors and the cases where the
trajectory errors depend on the covariates X i . The specific configurations are listed as
follows:
Case 1: ij ∼ L(0, 1), the univariate asymmetric Laplace distribution.
Case 2: ij ∼ N(0, 1), the standard Normal distribution.
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Case 3: ij = 
∗
ij/(1 +Xi1) with 
∗
ij ∼ L(0, 1).
Case 4: ij = 
∗
ij/(1 +Xi1) with 
∗
ij ∼ N(0, 1).
In Case 3 and Case 4, (1+Xi1) serves as the δ(X i,Zi) in the trajectory error distributions
discussed in Sections 3.1 and 3.2.
Under each configuration, we simulate 1000 datasets of sample size 200 or 500. We
apply the proposed method to each simulated dataset, examining the covariate effects
on the 10th, 20th, . . ., 90th quantiles of Bi. We compare the proposed estimator with
the naive estimator, which is obtained by directly quantile regressing {Bˆi}ni=1 on {X i =
(X1i, X2i)
>}ni=1. Our proposed estimator is obtained through the optim() function in R
with the initial value set as he naive estimator. The bandwidth h is chosen as 0.8 and the
smoothing function K(·) is chosen as the standard normal distribution function. We use
the resampling method presented in Section 4 to estimate the asymptotic variance of the
proposed estimator, choosing nb = 200 and generating {ω1, . . . , ωn} from the exponential
distribution Exp(1).
In Figure 2, we present the simulation results for Case 1. We relegate the results for
Cases 2, 3 and 4 to the Supplementary Materials. In the figures we plot the empirical
bias, the empirical standard deviation (SD), the empirical coverage probability of 95%
confidence intervals, and the average of estimated standard deviations of the proposed
estimator over τ . It is clear that the proposed estimator yields considerable bias reductions
compared to the naive estimator. The bias reductions are most prominent at τ ’s close to 0
or 1. The bias of the proposed estimator deceases towards 0 as the sample size increases.
We also see from Figures 2 that proposed resampling based SD estimates well match the
empirical SDs, and decrease with the sample size at the expected rate. The empirical
coverage probabilities are close to the nominal level for all τ ’s and both sample sizes. We
have very similar observations for the simulations in Cases 2–4 (see the Supplementary
Materials, Figures S1–S3).
We further examine the robustness of our approach to the misspecification of the
trajectory error distribution. Specifically, we generate the ij from the uniform distribution
Unif(−√3/2,√3/2), while applying βˆ(τ) that assumes the Laplace or Normal trajectory
errors. The simulation results are given in Figure 3. We observe through comparing
Figure 3 and Figure 2 that the estimator that does not assume the correct trajectory
error distribution (Uniform versus Laplace) only yields slight elevated estimation bias.
Given the sample size n = 500, the empirical bias seems quite negligible. The impact of
misspecifying the error distribution on the variance estimation and coverage probabilities
is also minimal, particularly for the larger sample size. These results demonstrate the
robust performance of the proposed estimator.
In addition, we consider a setting where the longitudinal trajectory model is not linear
over time, as often encountered in practice. Specifically, the longitudinal observations are
generated from the following model:
Yij = ai + bitij + cit
2
ij + ij/(1 +X1i), j = 1, . . . ,mi; i = 1, . . . , n,
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Figure 2: Simulation results for Case 1. Lines in blue correspond to the results with
n = 200 and lines in red correspond to the results with n = 500. ESE stands for the
estimated standard error, SD stands for the empirical standard deviation, and CP stands
for the coverage probability of a 95% confidence interval.
and the trajectory feature is the changing rate of Yi(t) at a given time point t∗, i.e. Bi =
bi+2cit∗ = 2+X1i+X2i+(0.1+X1i+X2i)ei. Here we let ai ∼ Exp(0.15), ci ∼ Exp(0.15),
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Figure 3: Simulation results for the robustness study. Lines in blue correspond to the
results with n = 200 and lines in red correspond to the results with n = 500. ESE stands
for the estimated standard error, SD stands for the empirical standard deviation, and CP
stands for the coverage probability of a 95% confidence interval.
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Figure 4: Simulation results for quadratic trajectory model with Laplace errors. Lines in
blue correspond to the results with n = 200 and lines in red correspond to the results
with n = 500. ESE stands for the estimated standard error, SD stands for the empiri-
cal standard deviation, and CP stands for the coverage probability of a 95% confidence
interval.
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and t∗ = 1. We generate tij, X i and ei in the same way as before. The results when
ij follows from the Laplace distribution are plotted in Figures 4; see the Supplementary
Materials for the other results correspond to the normal error distribution. Similar to
Figure 2, Figure 4 suggests substantial bias reduction resulted from the proposed method as
compared to the naive ones. The coverage probabilities match quite well with the nominal
value especially when n = 500. The empirical standard errors and the estimated ones
agree well and decrease with the sample size as expected. Overall, the performance of the
proposed method are comparable between the cases with nonlinear and linear trajectory
models.
6. Analysis of the DURABLE Study
Diabetes is a chronic disease in which there are high blood sugar levels over a prolonged
period. It is a major cause of blindness, kidney failure, heart attacks, stroke and lower limb
amputation and is the 7th leading cause of death affecting 422 million people worldwide
(Roglic et al., 2016). Insulins are important treatments for diabetes. The DURABLE
Buse et al. (2009) trial was designed to study the efficacy, safety, and durability of two
common insulin initiation regimens: twice-daily insulin lispro mixture 75/25 (LM75/25)
versus once-daily insulin glargine (GL) added to oral antihyperglycemic drugs (OADs)
to achieve and maintain hemoglobin A1c (HbA1c) goals. This randomized, open label,
parallel study enrolled 2187 insulin-naive patients with type 2 diabetes from 11 countries,
aged 30 to 80 years, with HbA1c > 7.0% on at least two oral antihyperglycemic agents.
The HbA1c level was collected every 6 weeks during 24 weeks.
HbA1c level is an important index of glycemic control. To assess the efficacy of differ-
ent treatments, we analyze the longitudinal measurements of HbA1c under the proposed
quantile regression framework. Specifically, let Yij represent the j-th HbA1c measurements
of the ith individual recorded in the tijth week since the study enrollment (j = 1, . . . ,mi).
After examining the observed data, we assume a quadratic trajectory model for within-
subject HbA1c measurements during the 24 week follow-up period. That is,
Yij = αi0 + αi1tij + αi2t
2
ij + ij.
Under this model, the random intercept αi0 denotes the subject-specific baseline HbA1c
measurement, and the subject-specific decreasing rate of HbA1c at a specified time point t∗
is given by−αi1−2αi2t∗. In our analysis, we take t∗ = 3 (corresponding to 12 weeks) and set
Bi
.
= −αi1− 2αi2t∗, a meaningful trajectory feature which is not directly observed. Under
this setup, we exploit how treatments and other risk factors influence the HbA1c reduction
rate at 12 weeks after the initiation of the assigned insulin treatment. By adopting the
quantile regression modeling, we can further delineate whether and how their associations
with Bi vary across diabetes patients.
The covariate of our main interest is therapy, coded as 1 if the subject took the
LM75/25 regimen and 0 if GL regimen. We consider three other covariates according
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to our exploratory analysis: sulfouse, 1 if the subject uses the sulfonylurea (SU) and 0
otherwise; basfglu, baseline fasting plasma glucose; and basfins, baseline fasting insulin.
Here we standardize basfglu and basfins by subtracting their means and then dividing by
their standard deviations. Because the two regimes are added to OADs, we also include
the interaction term, therapy∗sulfouse, in our model to examine if the treatment effect
(i.e. LM75/25 versus GL) on the HbA1c decreasing rate is modified by the use of SU.
We exclude 107 subjects who have missing covariates in the analysis. We also exclude 263
subjects who have less than three measurements of HbA1c, because they do not contribute
information to studying Bi. There are 1,717 subjects in our analysis; 71 subjects are in
GL group without SU, 800 subjects are in GL group with SU, 65 subjects are in LM75/25
group without SU, and 781 subjects are in LM75/25 group with SU. The continuous
covariate basfglu ranges from 1.04 to 26, with mean=11 and standard deviation=3.6. The
basfins ranges from −2 to 143, with mean=10 and standard deviation=9.0.
We apply the proposed method to perform quantile regression for Bi on the covari-
ates specified above at quantile levels equally spaced between 0.1 and 0.8 with step size
0.02. For selecting the smoothing parameter h, we employ the procedure introduced in
Subsection 3.4 on a h-grid between 0.8 and 1.5 with step size 0.1. In Fig. 5, we plot the
proposed estimated coefficients (red solid line) along with the 95% pointwise confidence
intervals (red dot dashed lines) for τ ∈ [0.1, 0.8] based on 200 resampling samples. The
naive estimators (black dashed lines) are also plotted for comparisons. In Fig. 5, the es-
timated intercept coefficients represent the estimated quantiles of HbA1c decreasing rate
for subjects receiving GL therapy, no SU use, with baseline fasting glucose and baseline
fasting insulin set as 10.98mmol/L and 10.06 units (which are their observed average val-
ues in this dataset). For example, Fig. 5 shows that the estimated median rate of HbA1c
decreasing is about 0.34 (%) per month. Compared to the naive estimates, the proposed
estimates are generally less jagged (over τ) and have narrower confidence intervals. Some
naive estimates even lie outside the proposed confidence intervals. These observations
indicate the benefits of applying the proposed method over the naive approach.
To interpret the covariate coefficients in Figure 5, note that positive covariate coef-
ficients indicate quicker HbA1c decreasing over time given one unit increase in the cor-
responding covariate. We observe that the coefficients for baseline fasting glucose and
baseline fasting insulin are significantly different from 0 for all τ ’s considered. These re-
sults suggest that a higher baseline fasting glucose and a lower baseline fasting insulin
are significantly associated faster decreasing of HbA1c. These are sensible findings that
can explained as follows. First, a higher baseline glucose generally implicates a higher
baseline HbA1c. It is reasonable to expect a more rapid HbA1c reduction for those with
high baseline HbA1c values compared to those with low baseline HbA1c values. Secondly,
a lower baseline insulin may imply less insulin resistance. Consequently, it is associated
with a stronger response to an insulin treatment that is manifested by a quicker HbA1c
decreasing.
To evaluate the treatment effect, we examine the coefficient plots for therapy, sul-
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Figure 5: The DURABLE data example: the proposed coefficient estimates (red solid
line) and the 95% pointwise confidence intervals (red dot-dashed line), the naive coefficient
estimates (black long-dashed line) and 95% pointwise confidence intervals (black dashed
line)
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fuse, and therapy*sulfuse simultaneously. In the presence of the interaction term ther-
apy*sulfuse, the coefficients for therapy can be interpreted as the treatment effect for
subjects without SU use. The estimated coefficients for therapy suggest that the therapy
LM75/25 may offer some significant advantage over GL in terms of lowering HbA1c more
quickly among the “strong” responders of the insulin treatments (corresponding to the
large τ ’s) when SU is not used. For the subjects with sustained HbA1c, either due to low
baseline HbA1c or weak response to the insulin treatment, the GL and LM75/25 therapies
demonstrate little difference in the decreasing rate of HbA1c. The estimated coefficients
for sulfuse suggest some negative impact of using SU on the treatment efficacy in lower-
ing HbA1c. The negative impact seems diminished in “strong” responders of the insulin
treatment.
In Fig. 6, we plot the estimates for therapy coefficient + therapy*sulfouse coefficient
and sulfouse coefficient + therapy*sulfouse coefficient, which represent the treatment effect
for subjects with SU use and the effect of SU use for subjects receiving LM75/25. Com-
paring Fig. 6 with the plots for therapy and sulfuse in Fig. 5, we see that for subjects with
SU, choosing LM75/25 versus GL has little impact on the HbA1c decreasing rate, while
LM75/25 demonstrates some moderate advantage over GL for subjects without SU use.
This may be due to the fact that SU is a treatment for lowering postprandial blood glucose
level, GL is a basal insulin to lower the overall glucose level, and LM75/25 targets both
basal and postprandial. Therefore, when SU is added, both GL and LM75/25 will cover
basal and postprandial blood glucose, thereby resulting in similar glycemic control, and
hence similar HbA1c decreasing rates. Without SU, LM75/25 can cover postprandial glu-
cose, while GL cannot; therefore LM75/25 demonstrates some moderate benefit over GL.
It is also shown by comparing Fig. 6 with Fig. 5 that for subjects treated with LM75/25,
using SU may be associated with slower HbA1c reduction; its effect has a consistent di-
rection with but a smaller magnitude than that in subjects treated with GL, particularly
for τ ’s less than 0.5. The overall negative impact of SU may associate with hypoglycemic
events, as SU is a known significant factor to cause hypoglycemic events, which limits
titrating insulin (Fu et al., 2014) and then lead to worse glycemic control. The smaller
impact of SU use under LM75/25 (versus that under GL) may be explained by the bigger
overlap in glucose control coverage between SU and LM75/25. Despite these sensible ob-
servations regarding the interaction between therapy and sulfouse, the confidence intervals
for the coefficient for therapy*sulfouse (see Fig. 5) do not suggest statistical significance.
This is likely due to the small size of the group without SU use. A larger future study
may help provide a more confirmative conclusion.
Finally, we employ the proposed test T to assess whether or not the effects of therapy
and other covariates are constant over τ . We set τL = 0.1 and τU = 0.8 and adopt
Ξ(v) = I{v > (τL + τU)/2}. For the coefficient for therapy, we obtain T = 0.589, which
falls into the rejection region (−∞,−0.259) ∪ (0.291,∞) at level 0.05. This suggests that
the difference between LM75/25 and GL may vary across type II diabetes patients. For
example, it may differ by the status of SU use as suggested by Fig. 5 and Fig. 6. We also
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Figure 6: The DURABLE data example: the estimates for therapy coefficient plus ther-
apy*sulfouse coefficient and sulfouse coefficient plus therapy*sulfouse coefficient, and the
corresponding 95% pointwise confidence intervals. Red lines correspond to the proposed
method and black lines correspond to the naive method.
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reject the constancy of the effect of basfglu. This is consistent with our observation in Fig.
5, which is, baseline fasting glucose has a bigger influence on the upper quantiles of the
HbA1c decreasing rate. Our constancy tests suggest that the location-shift effects may be
adequate for sulfouse and basfins.
It is worth mentioning that we also apply the proposed method assuming the linear
trajectory model for within-subject HbA1c. We obtain quite similar results regarding
the covariate effects on the decreasing rate of HbA1c at the 12 weeks follow-up. The
counterparts of Fig. 5 and Fig. 6 are presented in the Supplementary Materials; see
Figures S5 and S6. This suggests the robustness of the proposed trajectory quantile
regression method to the specification of the underlying trajectory model.
7. Discussion
This work, to the best of our knowledge, is the first effort to utilize the device of quantile
regression to explore the associates of longitudinal outcome trajectory which may follow
heterogeneous patterns. As a proof of concept, we assume polynomial outcome trajectories
in the present paper, while the methodology can readily be extended to accommodate non-
parametric trajectories, for example, through B-Spline. The details with such extensions
will be spelled out in separate work.
In this paper, we derive the regression quantiles of the latent trajectory feature when
the error term in the trajectory model follows the Normal or Laplace distribution. Ap-
pealingly, they take the same practical form, as pointed out at the end of Section 3.2,
and are shown to have robust performance when the trajectory errors follow a different
distribution. It is worth noting that the bias correction strategy adopted in the proposed
estimation procedure can be further extended to a wider class of distribution families,
as long as their characteristic functions are proportional to the inverse of a polynomial;
see Hong and Tamer (2003) and Wang et al. (2012) for related discussions. This entails
broader applicability and enhanced usefulness of the proposed trajectory quantile regres-
sion framework.
Supplementary Materials
Supplementary Materials, which include large sample properties, justification of the
proposed resampling-based inference procedure, additional simulation studies, and linear
trajectory model for DURABLE data are available online.
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S1 Large Sample Properties
S1.1 Main Results
We investigate the large sample properties of the proposed estimator. In this subsection,
we establish the uniform consistency and weak convergence of the proposed estimator
βˆn,hn(τ), with a shorthand notation βˆ(τ) hereafter, for τ ∈ [τL, τU ].
We first introduce the notation. Let ‖ · ‖ denote the L2 norm of the corresponding
vector or matrix after vectorization. Define r0 = inf{j ≥ 1 :
∫∞
−∞ x
jK(1)(x)dx 6= 0}
and m0 = limn→∞ n−1
∑n
i=1
∫∞
0
dNi(t), where Ni(t) =
∑∞
j=1 I(tij ≤ t). Let FB(t|X) =
Pr(B ≤ t|X) and fB(t|X) = dFB(t|X)/dt. Define ψ∗τ,h(Oi, b, c2) = ∂ρ∗τ,h(Oi, b, c2)/∂b,
ψ∗τ,h,b(Oi, b, c2) = ∂ψ∗τ,h(Oi, b, c2)/∂b, ψ∗τ,h,c(Oi, b, c2) = ∂ψ∗τ,h(Oi, b, c2)/∂c2, and Uτ,h(b, c2) =
n−1/2
∑n
i=1 ψ
∗
τ,h(Oi, b, c2). Further denote µτ,h(b, c2) = E[n−1/2Uτ,h(b, c2)], Bτ (b, c2) =
limn→∞ ∂µτ,h(b, c2)/∂b, and Aτ (b, c2) = limn→∞ ∂µτ,h(b, c2)/∂c2, where we suppose the
sequence h → 0 as n → ∞. Let µ0(b) = E[D−1/2X{FB(X>b|X) − τ}] and B0(b) =
E[D−1/2XX>fB(X>b|X)].
We assume the following regularity conditions:
A1: (a) The expectation E(‖X i‖2) is bounded, and E(X iX>i ) is a positive definite
p × p matrix; (b) Di = δ(X i,Zi)γ>{
∫∞
0
Zi(t)Zi(t)
>dNi(t)}−1γ is bounded from infinity
and is bounded away from zero, where Zi(t) is a piecewise constant function satisfies
Zi(tij) = Zij, the jth row of Zi; (c) m0 is finite, and RSSi is bounded.
A2: (a) K(j)(·) is uniformly bounded for j = 0, 1, . . . , 4 in the Laplace error model
and for j ≥ 0 in the normal error model; (b) r0 ≥ 2 and for each integer j (0 ≤ j ≤ r0),∫∞
−∞ |xjK(1)(x)|dx <∞.
A3: For each integer j such that 1 ≤ j ≤ r0, F (j)B (t|X) is uniformly bounded over t
and X, where F
(j)
B (t|X) is the jth derivative of FB(t|X).
A4: Each component of β0(τ) is Lipschitz continuous for τ ∈ [τL, τU ].
A5: (a) For some d0 > 0 and c0 > 0, infb∈B(d0) eigmin B0(b) ≥ c0, where B(d) = {b ∈
Rp : infτ∈[τL,τU ] ‖b − β0(τ)‖ ≤ d0}, and eigmin(·) denotes the minimum eigenvalue of a
matrix; (b) infτ∈[τL,τU ] eigmin Bτ{β0(τ), σ2} > 0.
1
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A6: Their exists a neighborhood of σ2, denoted as A, such that ∂µτ,h(b, c2)/∂c2 is
bounded uniformly in β ∈ B(d0), c2 ∈ A and τ ∈ [τL, τU ] for every h > 0. Furthermore,
the limit Aτ{β0(τ), σ2} is also uniformly bounded.
A7: (a) supτ∈[τL,τU ] ‖E[ψ∗τ,h,b{Oi,β0(τ), σ2}]2‖ and supτ∈[τL,τU ] ‖E[ψ∗τ,h,c{Oi,β0(τ), σ2}]2‖
are bounded for every h > 0; (b) E[ψ∗τ,h,b{Oi,β(τ), σ2}]2 and E[ψ∗τ,h,c{Oi,β(τ), σ2}]2 are
component-wise continuous in sup-norm as a functional of β(τ) and σ2 for every h.
Assumption A1 assumes the boundedness of covariates, which is often met in prac-
tice. Assumption A2 imposes conditions on the smoothness of K(·). It often holds, for
example, when K(·) is chosen as the standard normal distribution function. Assumption
A3 gives some conditions for the conditional distribution function FB(t|X), which are
routine in quantile regression literature. Assumptions A4 and A5 are key to ensure the
identifiability of β0(τ), and to achieve the consistency of βˆ(τ) and the tightness of the
limit process of
√
n{βˆ(τ) − β0(τ)}. Similar assumptions have been adopted in various
quantile regression context, for example with censored data (Peng and Fine, 2009) and
longitudinal data (Sun et al., 2016). By Assumption A6, the variability associated with
σˆ2 has only tractable impact on the estimation of β0(τ). Following the arguments in
Wu et al. (2015), Assumption A7 holds for both the Laplace and the normal errors if we
choose K(·) as the standard normal distribution function.
Theorem 1. Suppose model (3) holds for τ ∈ [τL, τU ]. Under Assumptions A1–A6,
supτ∈[τL,τU ] ‖βˆ(τ)− β0(τ)‖
p−→ 0 as n→∞.
Theorem 2. Suppose model (3) holds for τ ∈ [τL, τU ]. Under Assumptions A1–A7,
n1/2{βˆ(τ) − β0(τ)} converges weakly to a mean zero Gaussian process whose covari-
ance at τ1, τ2 ∈ [τL, τU ] is Bτ{β0(τ1), σ2}−1Σ(τ1, τ2)Bτ{β0(τ2), σ2}−1, where Σ(τ1, τ2) =
limn→∞E{ξi(τ1)ξi(τ2)>} with
ξi(τ) = ψ
∗
τ,h{Oi,β0(τ), σ2}+Aτ{β0(τ), σ2}
{
n
N − qnRSSi − σ
2
}
.
The proofs of Theorems 1 and 2 are provided in the following Subsection S1.2.
S1.2 Proofs of Theorems 1 and 2
First, we present three technical lemmas that give the key results for proving Theorems
1-2. The proofs of these lemmas are provided in the Subsection S1.3.
Lemma 1. Under Assumption A1–(c), σˆ2 converges to σ2 almost surely when n → ∞.
Moreover,
√
n(σˆ2 − σ2) converges in distribution to N(0, ζ2/(m0 − q)2), where ζ2 =
Var(RSSi).
Lemma 2. Under Assumptions A1–A3, ‖µτ,h(b, σ2) − µ0(b)‖ ≤ O(hr0) uniformly over
b ∈ Rp as n→∞.
2
Lemma 3. For any sequence {βˇ(τ) : τ ∈ [τL, τU ]} that satisfies supτ∈[τL,τU ] ‖βˇ(τ) −
β0(τ)‖ p−→ 0, we have
sup
τ∈[τL,τU ]
∥∥∥Uτ,h{βˇ(τ), σˆ2} −Uτ,h{β0(τ), σ2}
− n1/2 [µτ,h{βˇ(τ), σˆ2} − µτ,h{β0(τ), σ2}] ∥∥∥ p−→ 0
as n→∞.
Next, we present the proofs of Theorems 1-2.
Proof of Theorem 1: First, for any u ∈ Rp satisfying ‖u‖ = 1 and for any δ ≥ d0,
u> [µ0{β0(τ) + uδ} − µ0{β0(τ)}] ≥ u> [µ0{β0(τ) + ud0} − µ0{β0(τ)}] ≥ 0.
Following the arguments in the Appendix of Peng and Fine (2009), we can show that
‖µ0{β0(τ) + uδ} − µ0{β0(τ)}‖2 · ‖u‖2 ≥
(
u> [µ0{β0(τ) + uδ} − µ0{β0(τ)}]
)2
≥ c20d20,
under Assumption A5–(a). Therefore, we have infb/∈B(d0) ‖µ0(b)− µ0{β0(τ)}‖ ≥ c0d0.
Next, by simple algebraic manipulation, we have
µ0{βˆ(τ)} − µ0{β0(τ)} = n−1/2Uτ,h{βˆ(τ), σˆ2} − µ0{β0(τ)}
−
[
n−1/2Uτ,h{βˆ(τ), σˆ2} − µτ,h{βˆ(τ), σˆ2}
]
−
[
µτ,h{βˆ(τ), σˆ2} − µτ,h{βˆ(τ), σ2}
]
−
[
µτ,h{βˆ(τ), σ2} − µ0{βˆ(τ)}
]
.
= I− II− III− IV.
By the definitions of βˆ(τ) and β0(τ), n
−1/2Uτ,h{βˆ(τ), σˆ2} = 0, and µ0{β0(τ)} = 0. Then
I = 0. For II, consider G1 = {ψ∗τ,h(O, b, c2) : b ∈ Rp, τ ∈ [τL, τU ]} for any fixed h > 0
and c2 > 0. The functional class G1 is Glivenko-Cantelli (van der Vaart and Wellner,
1996) under Assumptions A1, A2–(a) and A4. It then follows from the Glivenko–Cantelli
theorem that
sup
τ∈[τL,τU ]
‖n−1/2Uτ,h{βˆ(τ), σˆ2} − µτ,h{βˆ(τ), σˆ2}‖ = o(1) a.s.
for any h > 0. For III, a Taylor expansion of µτ,h{βˆ(τ), c2} around σ2 implies that
µτ,h{βˆ(τ), σˆ2} − µτ,h{βˆ(τ), σ2} = ∂µτ,h{βˆ(τ), c
2}
∂c2
∣∣∣∣∣
c2=σ2∗∗
· (σˆ2 − σ2),
3
where σ2∗∗ lies between σˆ
2 and σ2. By the uniformly bounded condition of ∂µτ,h{b, c2}/∂c2
stated in Assumption A6 and the strong consistency of σˆ2 given in Lemma 1, we have
sup
τ∈[τL,τU ]
‖µτ,h{βˆ(τ), σˆ2} − µτ,h{βˆ(τ), σ2}‖ = o(1) a.s.
for every h > 0. For IV, Lemma 2 implies that
sup
τ∈[τL,τU ]
‖µτ,h{βˆ(τ), σ2} − µ0{βˆ(τ)}‖ < c0d0/8
when h is sufficiently small. Hence, we have show that
sup
τ∈[τL,τU ]
‖µ0{βˆ(τ)} − µ0{β0(τ)}‖ = op(1) (S1.1)
when n is large enough and consequently h is small. Thus, their exists n0 > 0, such that
for n ≥ n0, supτ∈[τL,τU ] ‖µ0{βˆ(τ)}−µ0{β0(τ)}‖ < c0d0/2 with probability 1. This implies
that {βˆ(τ) : τ ∈ [τL, τU ]} ⊆ B(d0) with probability 1 when n ≥ n0. Note that
sup
τ∈[τL,τU ]
‖βˆ(τ)− β0(τ)‖ = sup
τ∈[τL,τU ]
‖B0{β˘(τ)}−1[µ0{βˆ(τ)} − µ0{β0(τ)}]‖,
where β˘(τ) is between βˆ(τ) and β0(τ) and lies in B(d0) when n ≥ n0. Following (S1.1)
and Assumption A5, we immediately get the uniform consistency of βˆ(τ).
Proof of Theorem 2: According to Lemma 3 and Uτ,h{βˆ(τ), σˆ2} = 0, we have
−Uτ,h{β0(τ), σ2}
= n1/2
{
µτ,h{βˆ(τ), σˆ2} − µτ,h{β0(τ), σ2}
}
+ o[τL,τU ](1)
= Bτ{β0(τ), σ2} · n1/2{βˆ(τ)− β0(τ)}
+Aτ{β0(τ), σ2} · n1/2(σˆ2 − σ2) + o[τL,τU ](1),
where o[τL,τU ](1) denotes a term that converges uniformly to 0 in probability in τ ∈ [τL, τU ].
Hence, under Assumption A5–(b),
n1/2{βˆ(τ)− β0(τ)}
= −Bτ{β0(τ), σ2}−1
[
Uτ,h{β0(τ), σ2}+Aτ{β0(τ), σ2} · n1/2(σˆ2 − σ2)
]
+ o[τL,τU ](1)
= −Bτ{β0(τ), σ2}−1
[
n−1/2
n∑
i=1
ψ∗τ,h{Oi,β0(τ), σ2}
4
+ n−1/2
n∑
i=1
Aτ{β0(τ), σ2}
(
n
N − qnRSSi − σ
2
)]
+ o[τL,τU ](1). (S1.2)
For any h > 0, consider G2 = {ψ∗τ,h{Oi,β0(τ), σ2}+Aτ{β0(τ), σ2}( nN−qnRSSi − σ2) : τ ∈
[τL, τU ]}. Under Assumptions A1, A2–(a), A4 and A6, G2 is a uniformly bounded class,
the entropy number of which behaves polynomially in 1/ for every  > 0 (van der Vaart
and Wellner, 1996). Note that h depends on n and goes to 0 as n → ∞. According
to Theorem 2.11.22 in van der Vaart and Wellner (1996) that states the central limit
theorem for classes of functions changing with n,
n−1/2
n∑
i=1
{
ψ∗τ,h{Oi,β0(τ), σ2}+Aτ{β0(τ), σ2}
(
n
N − qnRSSi − σ
2
)}
converges weakly to a zero-mean Gaussian process for τ1, τ2 ∈ [τL, τU ] with covariance
matrix Σ(τ1, τ2) = limn→∞E{ξi(τ1)ξi(τ2)>}, where
ξi(τ) = ψ
∗
τ,h{Oi,β0(τ), σ2}+Aτ{β0(τ), σ2}
{
n
N − qnRSSi − σ
2
}
.
It then follows from (S1.2) that n1/2{βˆ(τ)−β0(τ)} converges weakly to a Gaussian process
with covariance matrix Bτ{β0(τ1), σ2}−1Σ(τ1, τ2)Bτ{β0(τ2), σ2}−1.
S1.3 Proofs of Technical Lemmas
Proof of Lemma 1: First, given the observation times mi =
∫∞
0
dNi(t), we can show
that E(RSSi) = (mi − q)σ2. This is because
E(RSSi) = E(Y˜
>
i (Imi −Pi)Y˜i) = E(˜>i (Imi −Pi)˜i)
= σ2 · trace(Imi −Pi) = (mi − q)σ2.
Under Assumption A1–(c), it follows from the strong law of large numbers for triangular
arrays that σˆ2 converges almost surely to σ2.
Moreover, by the Lindeberg–Feller central limit theorem for triangular arrays, we have
n−1/2
∑n
i=1(
n
N−qnRSSi − σ2)
1
n
∑n
i=1(
n
N−qn)
2Var(RSSi)
=
√
n(σˆ2 − σ2)
1
n
∑n
i=1(
n
N−qn)
2Var(RSSi)
converges in distribution to N(0, 1). Note that 1
n
∑n
i=1(
n
N−qn)
2Var(RSSi) converges to
Var(RSSi)/(m0 − q)2. It then follows from the Slutsky’s theorem that
√
n(σˆ2 − σ2) con-
verges in distribution to N(0, ζ2/(m0 − q)2).
5
Proof of Lemma 2: Note that
‖µτ,h(b, σ2)− µ0(b)‖ = ‖E[ψ∗τ,h(Oi, b, σ2)]− µ0(b)‖
=
∥∥∥∥ ∂∂bE[ρ∗τ,h(Oi, b, σ2)|Ui]− µ0(b)
∥∥∥∥
=
∥∥∥∥ ∂∂bE[ρτ,h(Ui, b)]− µ0(b)
∥∥∥∥ ,
where the first term
∂
∂b
E[ρτ,h(Ui, b)]
=
∂
∂b
E
[
D
−1/2
i (Bi −X>ib)
{
τ − 1 +K
(
D
−1/2
i (Bi −X>ib)
h
)}]
= E
[
−D−1/2i X i
{
τ − 1 +K
(
D
−1/2
i (Bi −X>ib)
h
)}]
+E
[
D
−1/2
i (Bi −X>ib)K(1)
(
D
−1/2
i (Bi −X>ib)
h
)
−D−1/2i X i
h
]
,
and the second term
µ0(b) = E
[
D−1/2X[I{D−1/2(B −X>b) < 0} − τ ]]
provided D−1/2 is positive definite as implied by A1–(b). Thus
‖µτ,h(b, σ2)− µ0(b)‖
≤
∥∥∥∥∥E
[
D
−1/2
i X i
{
K
(
D
−1/2
i (Bi −X>ib)
h
)
− I{D−1/2i (Bi −X>ib) > 0}
}]∥∥∥∥∥
+
∥∥∥∥∥E
[
D
−1/2
i X i
D
−1/2
i (Bi −X>ib)
h
K(1)
(
D
−1/2
i (Bi −X>ib)
h
)]∥∥∥∥∥
.
= ‖Ih1(b)‖+ ‖Ih2(b)‖. (S1.3)
Write
Ih2(b) = E
[
D−1/2X E
{
D−1/2(B −X>b)
h
K(1)
(
D−1/2(B −X>b)
h
) ∣∣∣∣∣Z,X
}]
6
= E
[
D−1/2X
∫ ∞
−∞
tK(1)(t)fB(D
1/2ht+X>b|X)D1/2hdt
]
= E
[
X
∫ ∞
−∞
K(1)(t)htfB(D
1/2ht+X>b|X)dt
]
. (S1.4)
A Taylor series expansion implies that
fB(D
1/2ht+X>b|X)
=
r0−2∑
i=0
1
i!
f
(i)
B (X
>b|X)(D1/2ht)i + 1
(r0 − 1)!f
(r0−1)
B (t
∗|X)(D1/2ht)r0−1, (S1.5)
where t∗ is between X>b and D1/2ht +X>b. By substituting (S1.5) into (S1.4), we can
obtain
Ih2(b) = E
[
D(r0−1)/2X
hr0
(r0 − 1)!
∫ ∞
−∞
tr0K(1)(t)f
(r0−1)
B (t
∗|X)dt
]
.
Using Assumptions A1–(a), A1–(b), A2–(b), A3, and the Lebesgue dominated conver-
gence theorem, we have that
h−r0Ih2(b)→
∫ ∞
−∞
tr0K(1)(t)dt
1
(r0 − 1)!E
[
D(r0−1)/2Xf (r0−1)B (X
>b|X)
]
.
Hence
sup
b∈Rp
‖Ih2(b)‖ = O(hr0) (S1.6)
under Assumptions A1–A3.
Next, we show that supb∈Rp ‖Ih1(b)‖ = O(hr0). Using the Taylor series expansion and
integration by parts, we have
Ih1(b)
= E
[
D−1/2X E
{
K
(
D−1/2(B −X>b)
h
)
− I{D−1/2(B −X>b) > 0}
∣∣∣∣∣Z,X
}]
= E
[
D−1/2X
∫ ∞
−∞
{
K
(
D−1/2(t−X>b)
h
)
− I{D−1/2(t−X>b) > 0}
}
dFB(t|X)
]
= E
[
D−1/2X
∫ ∞
−∞
{K (t)− I(t > 0)} dFB(D1/2ht+X>b|X)
]
= E
[
D−1/2X
{
FB(X
>b|X)−
∫ ∞
−∞
K(1)(t)FB(D
1/2ht+X>b|X)dt
}]
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= −E
[
D−1/2X
∫ ∞
−∞
1
r0!
F
(r0)
B (t
†|X)(D1/2ht)r0K(1)(t)dt
]
,
where t† is between X>b and D1/2ht +X>b. Based on similar arguments for Ih2(b), we
can also obtain that
sup
b∈Rp
‖Ih1(b)‖ = O(hr0). (S1.7)
By (S1.3), (S1.6), and (S1.7), we get
sup
b∈Rp
‖µτ (b, σ2)− µ0(b)‖ ≤ O(hr0).
Proof of Lemma 3: If we can show
sup
τ∈[τL,τU ]
Var
[
ψ∗τ,h{βˇ(τ), σˆ2} − ψ∗τ,h{β0(τ), σ2}
] p−→ 0,
then Lemma 3 follows by using the results in Alexander (1984) and the arguments for
theorem 1 of Lai and Ying (1988). Taylor series expansion and the equivalence of the
finite-dimensional norms of the matrix imply that
Var
[
ψ∗τ,h{βˇ(τ), σˆ2} − ψ∗τ,h{β0(τ), σ2}
]
≤ ‖E[ψ∗τ,h,b{β∗(τ), σ2∗}]2‖ · ‖βˇ(τ)− β0(τ)‖2
+‖E[ψ∗τ,h,c{β∗(τ), σ2∗}]2‖ · ‖σˆ2 − σ2‖2,
where β∗(τ) is between βˇ(τ) and β0(τ), σ
2
∗ is between σˆ
2 and σ2. For every h > 0, under
Assumption A7–(a), we can find some C0 > 0 and n1 such that for n > n1,
sup
τ∈[τL,τU ]
‖E[ψ∗τ,h,b{β0(τ), σ2}]2‖ ≤ C20/4
and
sup
τ∈[τL,τU ]
‖E[ψ∗τ,h,c{β0(τ), σ2}]2‖ ≤ C20/4.
Under Assumption A7–(b), we have
sup
τ∈[τL,τU ]
‖E[ψ∗τ,h,b{β∗(τ), σ2∗}]2 − E[ψ∗τ,h,b{β0(τ), σ2}]2‖ ≤ C20/4.
and
sup
τ∈[τL,τU ]
‖E[ψ∗τ,h,c{β∗(τ), σ2∗}]2 − E[ψ∗τ,h,c{β0(τ), σ2}]2‖ ≤ C20/4.
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Furthermore, notice that supτ∈[τL,τU ] ‖βˇ(τ) − β0(τ)‖
p−→ 0, and σˆ2 p−→ σ2 by Lemma 1.
Hence, for any  > 0 and η > 0, there exists n2 such that for n > n2,
Pr
(
sup
τ∈[τL,τU ]
‖βˇ(τ)− β0(τ)‖ >
√
η/C0
)
< /2
and
Pr
(‖σˆ2 − σ2‖ > √η/C0) < /2.
Consider the case supτ∈[τL,τU ] ‖βˇ(τ)−β0(τ)‖ ≤
√
η/C0 and ‖σˆ2−σ2‖ ≤ √η/C0. It follows
immediately that
sup
τ∈[τL,τU ]
Var
[
ψ∗τ,h{βˇ(τ), σˆ2} − ψ∗τ,h{β0(τ), σ2}
] ≤ η.
Therefore, for any  > 0, η > 0, and n > n3 = max(n1, n2),
Pr
(
sup
τ∈[τL,τU ]
Var
[
ψ∗τ,h{βˇ(τ), σˆ2} − ψ∗τ,h{β0(τ), σ2}
]
> η
)
≤ Pr (‖βˇ(τ)− β0(τ)‖ > √η/C0)+ Pr (‖σˆ2 − σ2‖ > √η/C0)
< .
This implies that
sup
τ∈[τL,τU ]
Var
[
ψ∗τ,h{βˇ(τ), σˆ2} − ψ∗τ,h{β0(τ), σ2}
] p−→ 0.
S2 Justification of the Proposed Resampling-based Inference
Procedure
Given E(ωi) = 1, following the arguments in the proof of Theorem 2, we can obtain
n1/2{β∗(τ)− βˆ(τ)}
= −Bτ{β0(τ), σ2}−1
[
n−1/2
n∑
i=1
ωi ψ
∗
τ,h{Oi, βˆ(τ), σˆ2}
+ n−1/2
n∑
i=1
ωi Aτ{β0(τ), σ2}
(
n
N − qnRSSi − σ
2
)]
+ o[τL,τU ](1).
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Because
n−1/2
n∑
i=1
ψ∗τ,h{Oi, βˆ(τ), σˆ2} = o[τL,τU ](1),
and
n−1/2
n∑
i=1
(
n
N − qnRSSi − σˆ
2
)
= o[τL,τU ](1),
we have
n1/2{β∗(τ)− βˆ(τ)}
= −Bτ{β0(τ), σ2}−1
[
n−1/2
n∑
i=1
(1− ωi)ψ∗τ,h{Oi,β0(τ), σ2}
+ n−1/2
n∑
i=1
(1− ωi)Aτ{β0(τ), σ2}
(
n
N − qnRSSi − σ
2
)]
+ o[τL,τU ](1)
= −Bτ{β0(τ), σ2}−1 · n−1/2
n∑
i=1
(1− ωi)ξi(τ) + o[τL,τU ](1).
Using the fact that var(ωi) = 1, by the arguments of Lin et al. (1993), the conditional
distribution of n1/2{β∗(τ) − βˆ(τ)} given the observed data is asymptotically equivalent
to the unconditional distribution of n1/2{βˆ(τ)− β0(τ)}.
S3 Additional Simulation Results
In this Section, we present some simulation results not included in the main manuscript.
Fig. S1, Fig. S2 and Fig. S3 present the simulation results for Cases 2, 3, and 4
respectively. The simulation results for the quadratic trajectory model with Normal
errors are given in Fig. S4.
S4 Linear Trajectory Model for DURABLE Data
In this Section, we analyze the DURABLE data using the linear trajectory model for
longitudinal measurements of HbA1c and quantile regression model for the corresponding
decreasing rate.
Let Yij represent the j-th HbA1c measurements of the ith individual recorded in the
tij week since the study enrollment (j = 1, . . . ,mi). We assume a linear trajectory model
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Figure S1: Simulation results for Case 2. Lines in blue correspond to the results with n = 200 and lines
in red correspond to the results with n = 500. ESE stands for the estimated standard error, SD stands
for the empirical standard deviation, and CP stands for the coverage probability of a 95% confidence
interval.
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Figure S2: Simulation results for Case 3. Lines in blue correspond to the results with n = 200 and lines
in red correspond to the results with n = 500. ESE stands for the estimated standard error, SD stands
for the empirical standard deviation, and CP stands for the coverage probability of a 95% confidence
interval.
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Figure S3: Simulation results for Case 4. Lines in blue correspond to the results with n = 200 and lines
in red correspond to the results with n = 500. ESE stands for the estimated standard error, SD stands
for the empirical standard deviation, and CP stands for the coverage probability of a 95% confidence
interval.
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Figure S4: Simulation results for quadratic trajectory model with Laplace errors. Lines in blue correspond
to the results with n = 200 and lines in red correspond to the results with n = 500. ESE stands for the
estimated standard error, SD stands for the empirical standard deviation, and CP stands for the coverage
probability of a 95% confidence interval.
14
Table S1: Summary statistics for the DURABLE data
Category by therapy and SU use
GL LM75/25 GL LM75/25
no SU no SU SU SU
n 81 76 880 853
(%) (4.29 %) (4.02 %) (46.56 %) (45.13 %)
for within-subject HbA1c measurements during the 24 week follow-up period. That is,
Yij = αi0 + αi1tij + ij.
Under this model, the random intercept αi0 denotes the subject-specific baseline HbA1c
measurement, and the subject-specific decreasing rate of HbA1c at every time point is
given by −αi1. In this analysis, we set Bi .= −αi1, and exploit how treatments and other
risk factors influence the HbA1c reduction rate after the initiation of the assigned insulin
treatment via quantile regression.
The covariates considered in this analysis is the same as in the quadratic trajectory
model, including therapy, sulfouse, basfglu, basfins, and therapy∗sulfouse. We exclude
subjects with only one HbA1c measurement. This leads to a sample size of 1,890 subjects
for this data analysis. The continuous covariate basfglu ranges from 0.23 to 26, with
mean=11 and standard deviation=3.7. The basfins ranges from −2 to 143, with mean=10
and standard deviation=9.2. Table S1 presents other summary statistics for the discrete
covariates therapy and sulfouse.
We apply the proposed method to perform quantile regression for Bi on the covari-
ates specified above at quantile levels equally spaced between 0.1 and 0.8 with step size
0.02. For selecting the smoothing parameter h, we employ the procedure introduced in
Subsection 3.4 on a h-grid between 0.8 and 1.5 with step size 0.1. In Fig. S5, we plot the
proposed estimated coefficients (red solid line) along with the 95% pointwise confidence
intervals (red dot dashed lines) for τ ∈ [0.1, 0.8] based on 200 resampling samples. The
naive estimators (black dashed lines) are also plotted for comparisons. In Fig. S6, we plot
the estimates for therapy coefficient + therapy*sulfouse coefficient and sulfouse coefficient
+ therapy*sulfouse coefficient, which represent the treatment effect for subjects with SU
use and the effect of SU use for subjects receiving LM75/25. The interpretations of the
results in Fig. S5 and Fig. S6 are very consistent with the results obtained based on
a quadratic trajectory model. This suggests the robustness of the proposed trajectory
quantile regression method to the specification of the underlying trajectory model.
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Figure S5: The DURABLE data example: the proposed coefficient estimates (red solid line) and the 95%
pointwise confidence intervals (red dot-dashed line), the naive coefficient estimates (black long-dashed
line) and 95% pointwise confidence intervals (black dashed line)
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