Phylogenetic comparative methods (PCMs), especially ones based on linear models, have played a 17 central role in understanding species' trait evolution. These methods, however, usually assume that 18 phylogenetic trees are known without error or uncertainty, but this assumption is most likely 19 incorrect. So far, Markov chain Monte Carlo, MCMC-based Bayesian methods have mainly been 20 deployed to account for such 'phylogenetic uncertainty' in PCMs. Here, we propose an approach 21 with which phylogenetic uncertainty is incorporated in a simple, readily implementable and reliable 22 manner. Our approach uses Rubin's rules, which are an integral part of a standard multiple 23 imputation procedure, often employed to recover missing data. We see true phylogenetic trees as 24 missing data under this approach. Further, unmeasured species in comparative data (i.e. missing 25 trait data) can be seen as another source of uncertainty in PCMs because arbitrary sampling of 26 species in a given taxon or 'species sampling uncertainty' can affect estimation in PCMs. Using two 27 simulation studies, we show our method can account for phylogenetic uncertainty under many 28 different scenarios (e.g. uncertainty in branching and branch lengths) and, at the same time, it can 29 handle missing trait data (i.e., species sampling uncertainty). A unique property of the multiple 30 imputation procedure is that an index, named 'relative efficiency', could be used to quantify the 31 number of trees required for incorporating phylogenetic uncertainty. Thus, by using the relative 32 efficiency, we show the required tree number is surprisingly small (~50 trees). However, the most 33 notable advantage of our method is that it could be combined seamlessly with PCMs that utilize 34 multiple imputation to handle simultaneously phylogenetic uncertainty (i.e. missing true trees) and 35 species sampling uncertainty (i.e., missing trait data) in PCMs. 36
possibility that we could seamlessly combine multiple imputation with PCMs to handle missing 90 trait data, thus, addressing species sampling uncertainty simultaneously. There are two ways of 91 imputing missing phenotypic data. The one is that we directly use a phylogenetic correlation 92 (variance-covariance) matrix in the multiple imputation process (e.g., Bruggeman, et al. 2009 , 93 Goolsby, et al. 2017 ; see below for more details). The other is that we employ (phylogenetic) 94 eigenvectors from a phylogenetic correlation (or variance-covariance) matrix (Penone, et al. 2014) . 95
These two approaches, surprisingly, have never been systematically compared in terms of 96 performance in augmenting missing comparative data. 97
Below, we first describe Rubin's rules associated with multiple imputation, and explain the 98 rationale and potential advantages of our proposed method. Then, we conduct two simulation 99 studies: 1) using 12 phylogenetic trees covering different taxa, we compare the performance of our 100 proposed method to other methods such as methods using only one phylogenetic tree and the AIC-101 based method; and 2) we test how the proposed method can perform with different degrees and 102 types of missing data, when used with the two types of multiple imputation methods (i.e., the one 103 using a phylogenetic correlation matrix and the other phylogenetic eigenvectors). 104
As an example of applying this three-step process to PCMs, let us assume that we have complete 115 data for species traits (see Discussion for cases where missing data exist). Then, what remains 116 missing is the 'true phylogenetic tree'; note that this is the central reason for us using (a part of) 117 multiple imputation to account for phylogenetic uncertainty. Currently, a standard approach to 118 creating candidate trees is to use Bayesian phylogenetic methods, as mentioned above, such as 119 BEAST and MrBayes, which yield a posterior distribution of phylogenetic trees (for a guidance on 120 building phylogenetic trees, see Garamszegi and Gonzalez-Voyer 2014). Alternatively, we can use 121 We consider this tree generation stage as our imputation step (the first step). The second step can be 123 conducted using any frequentist or Bayesian statistical procedures including PCMs, such as 124 independent contrasts, PGLS and phylogenetic mixed models. Say, we will run PGLS with m 125 randomly sampled phylogenetic trees from a Bayesian posterior tree set, which will result in m sets 126 of results. Then, by combining these result sets via Rubin's rules (the final step), we will have 127 integrated phylogenetic uncertainty in our estimates from PGLS. 128
Rubin's rules are a set of formulas for combining multiple statistical results, and they are as follows 129 (Rubin 1987) . With m imputations, parameters can be estimated by: 130
where is a k length vector and an average of b j , and b j is the jth set (of m) of k parameter 132 estimates (e.g. regression coefficients). An overall variance-covariance matrix of is obtained by: 133
,
(2) 134
where V is the overall (total) variance(-covariance) matrix for , the within-imputation variance(-137 covariance) matrix, is the average of the variance-covariance matrix, W j for b, and B is the 138 between-imputation variance(-covariance) matrix for b j ; note that the standard error of the ith 139 parameter (of k) is (subscript denotes the ith row and ith column, or ith diagonal element). 140 Also, the term, (1+1/m) in Equation (2) can be seen as a correction for m not being infinite. An 141 important concept in multiple imputation is called, 'fraction of missing information', usually 142 denoted by γ and given by: 143
where is the initial estimate of the fraction of missing information, ranging from 0 to 1 (see 145 below; cf. Equation (12)), and the term, tr(BV -1 ) denotes the trace of the resulting matrix from BV -1 . 146
We can appreciate why is termed 'the fraction of missing information' because it represents a 147 proportion of the between-imputation variance to the total (overall) variance (note that it may be 148 easier to see this in Equation (8) below). In other words, it represents the proportion of the 149 parameter uncertainty due to using different trees. We can obtain statistical significance and 150 confidence intervals based on t distributions with the degrees of freedom of the following: 151
where is the degrees of freedom to be used for t values ( ). However, since the parameters 153
will not be influenced equally by the phylogenetic uncertainty, it is probably better to obtain a 154 fraction of missing information value for each parameter ( ) rather than omnibus values as in 155
Equations (5 and 6) (Lipsitz et al. 2002) . Such separate values of the degree of freedom (νi) can be 156 obtained by: 157 , (7) 158 .
(8) 159
However, the formulation of νi or assumes a very large sample size, n (which is the length of data 160 when no data are missing; Rubin and Schenker 1986, Rubin 1987 where is the degrees of freedom for ith parameter, especially suitable when sample size, n is 166 small. The degrees of freedom, νobs denotes the observed degrees of freedom, whereas νcom denotes 167 the complete degrees of freedom (i.e. the degrees of freedom for the complete data set assuming no 168 missing data). In the next section, we will compare the performance of both νi (hereafter denoted 169 "original df") and (hereafter denoted "corrected df"). 170
Once we have an estimate of the corrected degrees of freedom, we can obtain a refined estimate of 171 the fraction of missing information, for each parameter: 172
Then, we can use to find a very useful quantity called 'relative efficiency', which is given by: 174
where is relative efficiency of the ith parameter and ranges from 0 to 1. Relative efficiency 176
represents the efficacy of multiple imputation process, compared to the case of m being infinite. In 177 other words, this number can be used to assess how many imputations (m) are needed to account for 178 uncertainty due to missing data. In our case, relative efficiency can indicate how many phylogenetic 179 trees we should use for analysis (typically, the number of required trees to account for phylogenetic 180 uncertainty are chosen arbitrarily). Notably, to achieve fairly high relative efficiency, the required 181 number of m is surprisingly low, even when the fraction of missing information is relatively large. 182
For example, with γ = 0.5 and m = 5, relative efficiency is 90.91%, while it is 95.24% when γ = 0.5 183 and m = 10. Rubin's (1987) initial recommendation of m was low (3-10) probably due to 184 computational limitation at that time, but current thinking is to use much larger m, aiming at over 185 99% relative efficiency (e.g. Graham, et al. 2007 , von Hippel 2009 , Nakagawa 2015 . As you see in 186
Equation (13), we obtain a relative efficiency value (εi) for every parameter and such values vary 187 among parameters. For assessing efficiency of a model, we will use the relative efficiency (ε * ) that 188 is obtained from the largest value of the fraction of missing information, following McKnight et al. 189 (2007) ; that is: 190
where denotes the maximum (largest) value of ; the use of the maximum value of 192 ensures all parameters will achieve at least a certain relative efficiency level or above. We can 193
* easily automate calculations involving the above formulae with currently available R packages for 194 multiple imputation such as mice (reviewed in Nakagawa and Freckleton 2011; see also Penone, et 195 al. 2014). 196 Simulation studies 197 Incorprating phylogenetic uncertainty as missing data 198 In order to assess the overall quality of our new method and compare it to existing ones, we 199 performed a simulation study using 12 trees extracted from TreeBase (the number of tips ranging 200 from 67 to 174; www.treebase.org, see Supplementary Table 1 ). We simulated data sets in which a 201 variable y was linearly predicted from a variable x, with an intercept of 5 and a slope of 2. The error 202 structure of this relationship was constrained by the phylogenetic tree chosen among the 12 trees 203 (hereafter called the 'true tree'), following a Brownian motion model. Different residual standard 204 deviations were used (sigma, σ = 2, 5, 10 or 15). From the true tree, a distribution of trees was 205 created by altering branch lengths and topology. To alter branch lengths, random noise drawn from 206 a uniform distribution centered around 0 was added to the true value. The maximum level of that 207 noise varied between 0% (no branch length noise), 10%, 20%, 40%, 70% or 90% of the true branch 208 length. To alter topology, we randomly "swapped" branches belonging to a focal clade to a sister 209 clade. To choose the branch to swap, a tip was chosen at random, and a "threshold" was chosen 210 from a uniform distribution with the thresholds of [0.1, 1]. The node just below this threshold in the 211 path from the tip chosen to the root was swapped. We used several levels of topological noise (no 212 swaps, i.e. no topological noise, or 1, 2, 5, 10, 20, 30 swaps in the tree). To construct the 213 distribution of trees, the probability of each swap was set to 0.5. For each set of parameters (true 214 tree, level of branch noise, level of topological noise), we constructed a distribution of 100 trees and 215 replicated the analysis 100 times. This resulted in 2016 conditions, hence 201,600 different 216 analyzes. Using the simulated phenotypes and tree distributions, we compared GLS using the true 217 tree or two types of consensus trees (majority rule or consensus), with both multiple GLS with pooling of the results using AIC averaging (as in Garamszegi and Mundry 2014) and pooling with 219
Rubin's rules as described above (either using the original degrees of freedom, df, or the corrected 220 df as in Equation (9)). 221
The accuracy of the intercept and slope were only slightly influenced by the different parameters 222 (Table 1 and Fig. S1 , S2 and S3). On the contrary, the estimation of the residual standard deviation 223 depended strongly on the method used (as well as, trivially, the true parameter sigma, and to a far 224 lesser extent, all of the other parameters, see Table 1 ). Notably, the estimation of residual standard 225 deviation was biased upward for the two methods using consensus trees (strict or majority rule, see 226
Fig. S1, S2 and S3). 227
The coverage of the confidence interval for the slope was heavily influenced by the method used 228 and more marginally by other parameters (except the true parameter sigma which had negligible 229 influence, Table 1 ). The coverage was correctly calibrated when using the true tree (True GLS, Fig.  230 1) and heavily mis-calibrated when using consensus trees (strict and majority rule consensus GLS, 231 Fig. 1 ). Accounting for uncertainty yielded better-calibrated coverages. AIC averaging was the 232 closest to correct calibration. It was, however, slightly but consistently too liberal ( Fig. 1 ). Using 233
Rubin's rule yielded conservative coverages. Contrary to AIC averaging, the coverage was sensitive 234 to the level of branch length and/or topological noise, decreasing when the noise increased (thus 235 being even more conservative, Fig. 1 ). 236
In order to assess the behavior of the proposed method using Rubin's rules to account for 237 phylogenetic uncertainty, we also conducted a study using different sample size for the trees (T = 238 10, 20, 50 or 100) and computed the relative efficiency as shown in Equation (14). This analysis 239 revealed two interesting patterns (Fig. 2) . First, no efficiency lower than 0.90 was recorded for a 240 total of 806,400 simulated data sets, even for a sample size of trees as low as T = 10. Second, the 241 relative efficiency depended strongly on the number of trees used ( Fig. 2 and Table 1 ). It also 242 depended on the level of branch length noise, and to a lesser extent, on the level of topological noise 243 ( Fig. 2 and Table 1) , as well as, even more marginally, on the nature of the true tree (Table 1) . 244
Third, in order to reach a relative efficiency over 0.99, on average, only 50 trees were necessary 245 even with high levels of branch length and topological noise. With 100 trees, the relative efficiency 246 was always over 0.99. 247 248 We then investigated the possibility to combine the ability of multiple imputation to account 249 simultaneously for phylogenetic uncertainty and missing phenotypic values. To do so, we 250 conducted a study with parameters fixed to the following values: the residual standard deviation σ 251 was set to 5, the branch length noise to 20% and topological noise to 2 swaps. For simulated data 252 according to these parameters, we deleted records of phenotypic values at various proportions 253 MARphylo), while using eigenvectors resulted in a stronger bias, strongly increasing with the 267 proportion of missing values. Overall, the level of bias strongly depended on the characteristics of 268 the true tree and the method used, and only slightly on the rate of missing values (Table 2) .
Incorporating both phylogenetic uncertainty and missing trait data
Coverage analysis of the confidence intervals ( Fig. 3B) show that the matrix method is slightly too 270 liberal when values are missing completely at random (MCAR) or missing at random according to 271 the environmental variable (MARvar), but slightly conservative when they are missing at random 272 according to the phylogeny (MARphylo). By contrast, the eigenvector method produced the 273 coverage too liberal to be useful, although, interestingly, decreasing with the proportion of missing 274 values. Overall, the coverage depended mostly the true tree and method used, and only marginally 275 on the mechanism and rate of missing values ( Table 2 ). The strong influence of the true tree on the 276 estimate and its coverage is mainly driven by a strong instability of the eigenvector method 277 regarding a particular tree (Tree #11 in Figure S4 and Table S1 ). Removing this tree from the 278 analysis does not qualitatively impact the results shown in Fig. 3 
. However, this example makes an 279
interesting point about the eigenvector method being potentially very sensitivity to the nature of a 280 phylogenetic tree. 281
Discussion

282
The aim of this article is to introduce a simple and readily implementable method (i.e. Rubin's 283 rubles) to account for phylogenetic uncertainty in phylogenetic comparative methods, PCMs. More 284 practically, we explored the use of Rubin's rules simultaneously handling phylogenetic uncertainty 285 and species sampling uncertainty (i.e. missing trait data; see Paterno, et al. 2018) . Via a simulation 286 study using a simple PGLS, we compared the proposed method using Rubin's rules with other 287 existing methods across different levels of branch length and topological noise, and we also 288 assessed the number of trees required to accurately account for phylogenetic uncertainty. Further, 289
we tested the practicality of our method to handle missing trait data under different imputation 290
procedures and missing-data mechanisms. Four main results have emerged from our simulation 291 study. 292
First, in terms of error rate, methods ignoring phylogenetic uncertainty performed poorly and had a 293 bad coverage for the slope confidence interval (CI). These findings are concordant with the previous work by de Villemereuil et al. (2012) comparing different methods. Both our proposed 295 methods using Rubin's rule and the AIC-based method were much closer to the expected results 296 using a PGLS with the true tree. Hence, using a consensus tree (either being a strict consensus or a 297 majority rule based one) will yield too narrow CI, meaning that any test framework linked to it (e.g. 298 slope significance testing) will yield an uncontrolled type I error rate. 299
The second main result is that the behavior of the methods accounting for phylogenetic uncertainty 300 differed between them and depends on the level of phylogenetic noise in the tree distribution. 301
Whereas the AIC-based method was consistently slightly too liberal, our proposed method using 302
Rubin's rule was, by contrast, slightly conservative. The method assuming infinite sample size 303 ("original df") was less conservative than the method correcting for small sample size ("corrected 304 df"). This conservative behavior depended on the level of noise: our proposed method became more 305 conservative as the level of phylogenetic noise increased. The AIC-based method was, on the 306 contrary, less sensitive to the level of noise. 307
The third main result is that the number of phylogenetic trees needed to correct for phylogenetic 308 uncertainty is surprisingly low. The required number of trees is far less than 1000 (as in Garamszegi 309 and Mundry 2014), and probably less than 100 (as in de Villemereuil, et al. 2012). It is likely to be a 310 matter of dozens. In our simulation, sets of 50 randomly selected trees achieved almost always over 311 99% relative efficiency; in other words, using 50 trees should be almost as good as using an infinite 312 number of trees. For low to medium levels of noise, even a sample size as low as 10 trees almost 313 always yielded over 99% relative efficiency. As a whole, we recommend the use of over 50 314 phylogenetic trees in a PCM to account for phylogenetic uncertainty. However, for any given 315 analysis and tree set, we recommend checking the number of trees needed to reach a relative 316 efficiency of 99% (Nakagawa 2015) . In practice, indeed, the required number of trees required to 317 achieve high efficiency will strongly depend on the phenotypic data (e.g., phylogenetic signal), the 318 complexity of the model and the variability in the tree estimates (e.g. strong topological and branch 319 length uncertainty). We note that the statistical literature has discussed other criteria apart from the 320 we did. However, this process might not conserve all the properties of the multiple imputation 347 model (e.g., it might slightly decreased covariance between species in the multiple imputation). 348
Work is being conducted on a more proper multiple imputation method using a matrix method for 349 missing values in the context of phylogenetic comparative analysis (S. Blomberg, Pers. Comm., see 350 also the package in development at https://github.com/pdrhlik/phylomice). We provide 351 implementations of our method using R at GitHub repository 352 (https://github.com/devillemereuil/SimulTrees). 353
It is notable that the procedure known as 'data augmentation' can also be used for dealing with 354 values can be recovered accurately from these predictors. In contrast, because multiple imputation 363 separates the steps of data imputation and analysis, we do not need to clutter a statistical model for 364 analysis (i.e. the analysis step) with many variables, which assist in recovering missing values 365 (known as auxiliary variables; Enders 2010, Nakagawa 2015). Technically speaking, auxiliary 366 variables are supported to make missing values to fulfill the assumption of missing at random, 367 MAR (Little and Rubin 2002) . In a multiple imputation procedure, we need add auxiliary variables 368 only to a statistical model for imputation (i.e. the imputation step). For example, known data on 369 species body size can be used during the imputation step to help recover missing data on species 370 longevity, given the strong correlation between the two. However, because multiple imputation 371 separates imputation and analysis, body size does not need to be a part of the final model. The use of multiple imputation probably has wider applications over data augmentation. Most importantly, 373 to integrate phylogenetic uncertainty in a comparative data set with missing data, one just needs to 374 conduct extra imputations (e.g. more m as in Equation (1)) to include the adequate number of trees, 375 which can be measured by the efficiency index as in Equation (13). 376
In conclusion, the method using Rubin's rules is readily usable for all comparative biologists. 377
Clearly, the use of multiple imputation used with the matrix method is extremely useful not only for 378 imputing missing trait data, but also for integrating phylogenetic uncertainty, even simultaneously, 379
as we have shown above. We expect such a simultaneous use of these two aspects of multiple 380 imputation to be common in phylogenetic comparative analyses in the near future. The boxes depict the 50% inter-quantile interval, the whiskers depict the 95% inter-quantile interval 514 and the horizontal bar is the average estimate. The red lower dot is the minimal relative efficiency 515 yielded during the simulations. 516 the data and mechanism of missing values: MCAR, missing completely at random; MARvar, 520 missing at random according to the environmental variable: MARphylo, missing at random according the phylogeny. Grey area in B is the zone of non-significance for a binomial test with a 522 true probability of 0.05 (i.e. expected complementary coverage). 523 Figure S1 . Average estimates of the intercept, slope and residual standard deviation for the 524 different estimation methods and true vales for sigma, according to the level of branch length noise. 525
The true value of the intercept is 5 and the true value for the slope is 2. 526 Figure S2 . Average estimates of the intercept, slope and residual standard deviation for the 527 different estimation methods and true vales for sigma, according to the level of topological noise 528 (i.e. number of swaps). The true value of the intercept is 5 and the true value for the slope is 2. 529 Figure S3 . Average estimates of the intercept, slope and residual standard deviation for the 530 different estimation methods and true vales for sigma, according to the true tree used to construct 531 the distribution of trees. The true value of the intercept is 5 and the true value for the slope is 2. 532 The true value of the slope is 2. 535 Table 1 . Variance partitioning using a linear model to model the distribution of the inferred parameters, confidence interval coverage and efficiency. The total R² of the linear model is given, followed by the relative contribution (i.e. relative Pratt's measure; Pratt 1987) from each parameter to the total R². Relative contributions sum up to 1. "Number of trees" was available only for the study of efficiency.
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