Abstract: This paper addresses the problem of joint multi-source localization and environment perception in wireless sensor networks (WSNs) based on received signal strength (RSS). Contrary to the traditional RSS approaches which assume known number of sources and known parameter of environments, we propose to estimate the sources with unknown number and the unknown environmental parameter simultaneously. By assuming that the sources are sparse in the sensing field, a non-convex 1 regularized least squares problem is formulated. This non-convex problem is then decomposed to two simple subproblems, one for multi-source localization and another for environment perception. A joint multi-source localization and environment perception algorithm is proposed, with extensive simulations to validate its effectiveness.
INTRODUCTION
Source localization is one of the most important applications of wireless sensor networks (WSNs) [1, 2, 3] . Typical scenarios include localizing acoustic sources or thermal sources from sensing fields, via fusing distributed measurements from acoustic sensors or temperature sensors. Therein the localization methods are mainly based on received signal strength (RSS). Generally speaking, current RSS approaches have two basic assumptions: (1) The number of sources is known in prior, for both single-source and multi-source cases. Within the singlesource regime, an Expectation Maximization (EM) solution is given in [4] , and the Cramer-Rao bound is derived as well. This solution is then extended to the multi-source case where the number of sources is fixed and known [5] . (2) It is assumed that the strength of acoustic signal attenuates as a function of distance from the source, following a known influence function. Sources are then localized through the distribution of signal strength of the sensors. These two assumptions are basically not suitable for the dynamic and uncertain nature of WSN applications. Sources may appear and disappear from time to time; the influence functions of environments may change according to ambient factors, such as atmosphere pressure and background temperature. These issues lead to two challenging topics: multi-source localization with unknown number of sources and environment perception to adapt ambient changes. In this paper we address these two challenges jointly. The methodologies, as well as our contributions, are two-fold:
(1) In place of the assumption of known number of sources, we assume that the sources are sparse in the sensing field. This assumption is generally reasonable in practical applications. Hence we can formulate the localization task as a sparse signal recovery problem with an 1 regularized least squares cost function. (2) We assume that the influence function is expressed as a known parameterized structure with unknown parameters. The parameters represent the changing environments due to ambient factors. Through minimizing the cost function we can jointly recover the locations of sources and optimize the environmental parameters. The rest of this paper is organized as follows. Section II provides the basic models and develops the problem formulation. A joint multi-source localization and environment perception algorithm is proposed in Section III. Simulation results are shown in Section IV. Section V concludes the paper and discusses several future directions.
PROBLEM FORMULATION
Suppose that we are monitoring a homogeneous twodimensional sensing area, in which multiple sources are emitting signals and a large-scale WSN is deployed to collect measurements. Assumptions about the sources and sensing measurements are as follows: (A1) The emitted signal attenuates as a monotonically decreasing function of the distance from the source. This influence function f (d, θ) is identical to all sources in the sensing field; herein d is the distance from the source and θ is the unknown parameter representing ambient factors;
The received signal strength of multiple sources at one sensor will be linearly superimposed. (A3) The sources are confined to a set of points in the sensing field, say, to sensor points or grid points. Further we assume the sources are sparse; that is, the number of sources is much smaller than the number of candidate points. The assumptions A1 and A2 are common in traditional RSS-based localization approaches; however θ is often assumed to be known in prior. One of the focuses of this paper is to address the issue of unknown environmental parameter θ. On the other hand, the assumption A3 is traditionally replaced by the one that the number of sources is known, which leads to arbitrary accuracy of localization. The second focus of this paper is to identify unknown number of sources, via exploiting the sparsity of sources and at the cost of accuracy. Note that when the network is largescale, the sparsity of sources can be guaranteed and the localization accuracy will be acceptable. Consider the case that the sources are confined to the sensor points and denote the set of
According to the assumptions A1 and A2, the measure-
is the strength of the source at sensor point v j , and e i is the random measurement noise. Our objective is to estimate θ and
. Note that c j = 0 means that there is no source at the sensor point v j ; otherwise there is a source with strength c j . Therefore jointly estimating c and θ leads to joint multi-source localization and environment perception. From the assumptions above, we can readily have an ordinary least squares formulation to estimate c and θ:
However, the ordinary least squares formulation ignores sparsity of the sources and leads to a non-sparse estimation of c, which means a non-neglectable number of false alarms. Motivated by this fact, we alternatively formulate the following 1 regularized least squares problem with non-negative constraints:
In the 1 regularized least squares, ||c|| 1 = vi∈L |c i |, namely the 1 norm of c, is appended to the squared error term. Via tuning the non-negative weight λ, the estimation achieves the tradeoff between sparsity of the solution and amount of the squared error. Large λ may lead to small squared error but numerous false alarms, while small λ may lead to a sparse solution but bad fitting to the measurements. For more details readers are referred to the literature of statistical estimation [6] and compressive sensing [7] .
LOCALIZATION AND PERCEPTION
The difficulty of joint multi-source localization and environment perception is that the 1 regularized least squares problem Eq. (2) is generally non-convex. Specifically, in this paper we consider a Gaussian-shaped influence func-
Eq. (2) turns to be:
Let the objective function in Eq. (3) as J(c, θ) . The nonconvexity of J(c, θ) leads to a multi-modal and difficult optimization problem, especially given that the dimension of the decision variables {c, θ} is large.
To address this issue, we divide the difficult problem Eq. (3) to a couple of simple subproblems. It is apparent that given any fixed θ, J(c, θ) is quadratic to c. There are mature optimal algorithms to solve this non-negative quadratic program, such as the Gauss-Seidel approach [8, 9] :
We define J 1 as the optimal value of the quadratic program Eq. (4), given any θ. Therefore through solving Eq. (4) for a series of θ, we can get a series of J 1 (θ), which is the function of θ. Therefore the second subproblem arises: how can we solve the optimal θ for J 1 (θ)? That is:
Interestingly we find that J 1 (θ) is often convex to θ via extensive simulations, though it is hard to be proved theoretically. The difficulty to solve Eq. (5) is that we are unable to get the derivatives of J 1 (θ) over θ, while the good news is that the decision variable is only a scalar. In this paper the Gauss-Seidel approach is applied to solve Eq. (4). The basic ideas to solve Eq. (5) are: firstly we use the differences of the objective function J 1 (θ) to approximate its derivatives; secondly we apply the gradient descent algorithm [10] for optimization, via using a varying step-size. The joint multi-source localization environment perception algorithm is summarized as in Table 1 . In the gradient descent algorithm, the choice of step-size is a nontrivial task. Large step-size brings vibrations of convergence, while small step-size results in slow convergence rate. The philosophy beneath the varying step-size scheme is, if the current move improves the performance, then the exploration of the solution space is successful and the next move should be more adventurous; otherwise we are at the risk of overlooking the optimal solution and the next move should be more cautious. In summary we decompose the difficult joint multi-source localization and environment perception problem Eq. (3) into two simple subproblems Eq. (4) and Eq. (5); one is for multi-source localization and another is for environment perception. The two subproblems are solved via the Gauss-Seidel approach and the gradient descent algorithm with varying step-size, respectively. (4) 
SIMULATIONS
In the simulations we assume that 100 sensors are deployed as a 10 × 10 grid in a two dimensional sensing area 
Noise-Free Case
For simplicity we firstly assume that the measurements are noise-free. Figure 1 depicts the objective landscape of J 1 (θ) versus θ. It is shown to be convex and the optimal solution is near to the true value of θ, namely θ = 10. This nice property of convexity enables the proposed joint multi-source localization and environment perception algorithm to be a globally optimal one. Figure 2 shows the convergence of the estimation of θ. The proposed algorithm converges to near the optimal value θ = 10 within 50 iterations, demonstrating the power of the gradient descent algorithm with varying step-size. It should be emphasized again that the perfect convergence comes from the convexity of J 1 (θ). In Figure 3 we show the estimation of the sources for various settings of λ. When λ is smaller than a certain threshold, the solution is the sparsest one, namely c = 0. Increasing λ gets to better estimation of the strengthes in the noise-free case. When λ → ∞, the solutions converges to the true values 1 and 0.5, respectively. However, large λ may lead to numerous false alarms for the noise-polluted case. Hence there is a tradeoff between sparsity and the accuracy of the solution. In [6, 9] , the authors provide more detailed discussions about the choice of λ.
Noise-Polluted Case
Secondly we consider the noise-polluted case. Suppose that random noises uniformly distributed in [−σ/2, σ/2] are imposed to the sensor measurements. In the following all experiments are repeated by 100 times to calculate the mean values, and λ is fixed as 10. Figure 4 and Figure  5 illustrate the estimations of θ and strengthes of sources versus the noise level σ. The estimations are resilient to the measurement noises. This is not surprising since that here the objective function is a variant of the ordinary least squares formulation. Figure 6 shows the sparsity of the solution for different noise levels. The main advantage of the 1 regularized least squares over the ordinary least squares is that the solution is sparse. Therefore, the number of false alarms are greatly reduced, even under the existence of large random noises.
CONCLUSIONS
Two commonly used assumptions hinder the application of traditional RSS methods for multi-source localization: known number of sources and known influence function. In this paper we address this issue under a unified joint multitarget localization and environment perception framework. In place of the assumption of known number of sources, we assume that the sources are sparse in the sensing field. Further we assume that the influence function is expressed as a known parameterized structure with unknown parameters. The sources and the environmental parameter are then jointly estimated. The global non-convex optimization problem is decomposed to two simple subproblems, namely multi-source localization and environment perception. The proposed algorithm is proved to be efficient, as demonstrated with extensive simulations. Our future directions include: (1) Check the convexity of J 1 (θ). Is it possible to provide conditions under which J 1 (θ) is convex? If so, then Eq. (5) has no other local optima except the global optimum. (2) Analyze the convergence rate of the gradient descent algorithm with varying step-size. Provided that J 1 (θ) is convex, choosing different varying factor v may influences the convergence rate. Furthermore, good initial estimation of θ can also improve the convergence rate. Coarse estimation of θ from the measurements is hence beneficial. (3) Analyze the performance bound of the 1 regularized least squares estimator. The simulation results shows that the solutions are biased due to the appended 1 term. Is there any information-theoretic bound for the bias and the variance of the solution, as discussed in [5] ? (3) Develop decentralized algorithms. The proposed algorithm in this paper is a centralized one. However, in large-scale WSNs, decentralized infrastructure is more robust and scalable than its centralized counterpart [9] . Via limiting sensors to local communications, [11] and [12] have proposed decentralized multi-source localization and decentralized learning algorithms, respectively. Hence it is an interesting topic to develop decentralized joint multisource localization and environment perception algorithms based on the proposed centralized one in this paper.
