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Abstract
We developed a novel state-space-based numerical method for evolution of the particle density function,
that describes particle-laden flows. The problem is stated purely in a deterministic Eulerian framework.
The method is coupled to an incompressible three-dimensional Navier-Stokes solver. We focus on dilute
suspensions where the volume fraction and mass loading of the particles in the flow are low enough so
that the approximation of one-way coupling remains valid. The transport equation for the particle density
function is derived from the governing equation of the particle dynamics described in a Lagrangian frame, by
treating position and velocity of the particle as state-space variables and referring to the Liouville equation.
The particle-density function is approximated as a discrete mixture of parametric density functions, in the
least-squares kernel density method. The method generates the governing equations for the parameters of the
kernel density functions. The resulting system of hyperbolic equations are solved using a high-order accurate
numerical method for non-conservative hyperbolic equations. The numerical framework results in an efficient
implementation where realizability and conservation properties are satisfied. The method is validated by
comparing the results obtained from the Lagrangian particle tracking method for various flows, which include
a one-dimensional manufactured flow, the Taylor-Green vortex flow, a two-dimensional manufactured non-
stationary flow and a three-dimensional flow. Finally, simulation of a particle-laden decaying isotropic
turbulent flow is performed. The focus on turbulent flow is dictated by the knowledge that even in isotropic
turbulent flows, the distribution of particles is not uniform. For example, heavier-than-fluid particles tend
to accumulate in regions of low vorticity and high strain rate. This leads to large regions in the flow where
particles appear to be sparsely distributed. The new approach can capture the statistics of the particle in
such sparsely distributed regions in an accurate manner compared to other numerical methods and presents
substantial advancement over alternative established methods.
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Chapter 1
Introduction
Particle-laden turbulent flows commonly occur in a number of engineering and natural systems. Examples
of such flows are: aerosols, sprays, combustion, cumulus clouds in the atmosphere, sedimentation in rivers,
pollutant dispersion in urban or industrial environments and bubbly flows. These flows are also referred
to as turbulent disperse multiphase flows and they differ from the free surface flows and other multiphase
flows as interface dynamics is of secondary importance. In these flows there is a carrier phase and a disperse
phase, with flow being classified as a dilute suspension, a dense suspension or a granular flow, depending on
the volume fraction and mass loading of the disperse phase. Here, we concentrate on dilute suspensions in
turbulent flows since they provide a stepping stone to dense suspensions.
In a dilute suspension, particle motion and dynamics are governed by the carrier phase, but particles
may or may not affect the flow dynamics, thus leading to a two-way or a one-way coupling with the flow,
respectively. A review of the turbulent disperse multiphase flow focused on one-way and two-way coupling
is provided in [1–6]. Disperse multiphase flows exhibit a variety of interesting phenomena that become
important in the context of a turbulent carrier-phase flow. At high Reynolds number, the stochastic nature
of the turbulent carrier phase and the distribution of the disperse phase makes the problem of the turbulent
disperse multiphase flow far more complex than a single phase turbulent flow. Some of the key features of
these flows include a large-scale preferential accumulation of the disperse phase, turbophoresis phenomena,
a crossing trajectory effect, and modulation of the carrier-phase turbulence structure by the disperse phase
[7–14]. These characteristic features depend predominantly on the Stokes number, which is defined as a ratio
of the particle response time to the time scale associated with the flow. The level of preferential concentration
peaks near a Stokes number of unity, i.e., when the particle response time is close to the flow time scale. It
is now well accepted that the particle distribution is not uniform even in an isotropic turbulent flow. For
example, heavier-than-fluid particles tend to accumulate in regions of low vorticity and high strain rate and
lighter-than-fluid particles (or bubbles) tend to congregate in vortical regions. The clustering of particles
occurs due to the tendency of inertial particles to distribute preferentially at the periphery of strong vortical
regions and to segregate into straining regions.
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Particle-laden turbulent flows have been investigated in detail in several flow configurations in the past, for
example, decaying and isotropic turbulence [15, 16, 9, 10, 13], inhomogeneous turbulence [17], homogeneous
free-shear flows [18] and wall-bounded flows [19, 8, 7, 12, 11, 14]. We are particularly interested in a
particle-laden decaying isotropic turbulent flow, as this case will provide a good example to validate the
new state-space based method which is presented in this work. As mentioned earlier, even in this flow,
particles show preferential accumulation behavior at Stokes number of order unity leading to large regions
in the flow where particles remain sparsely distributed. Although the particle number density may be small
in these regions, their extent is large and the particles tend to reside at these locations over long periods of
time, relatively speaking. One objective of the present work is to develop a computational method that can
accurately capture the statistics associated with the disperse phase in such sparsely populated regions, which
are important because the volume occupied is large with respect to the volume occupied by the regions of
high concentration.
Several numerical methods can be used to study these flows depending on the particle diameter, Stokes
number, particle response time and the method by which the carrier-phase is simulated [2, 6]. These
methods can be classified into different categories, namely: a one-fluid approach, the two-fluid approach, the
Lagrangian particle tracking method, the statistical approach, and the fully resolved method. The level of
accuracy that can be achieved from these methods increases with either increased complexity of the method
or the computational expense associated with them. A detailed description of these methods is provided in
§2.4.
We present a new state-space based numerical framework to investigate particle-laden flows in an efficient
and accurate manner. This framework extends the least-squares kernel-density (LSQKD) method for solving
the transport of a particle-density function (pdf) in state space [20] to the multimodal distributions in the
context of incompressible three-dimensional Navier-Stokes equations. The particle-laden flow is considered
to be a dilute suspension with one-way coupling which is valid for a flow having a low volume fraction and
mass loading of the disperse phase. In this method, the problem is stated purely in a deterministic Eulerian
framework, which facilitates and improves computational efficiency. The carrier phase is governed by the
incompressible Navier-Stokes equations and is simulated using a collocated-variable flow solver [21]. The
disperse phase dynamics is first stated in the Lagrangian frame and then the transport equation for the
particle-density function is derived by referring to the Liuoville equation, by treating position and velocity
of the particles as state-space variables. The transport equation is usually referred to as the Williams’ spray
equation [22]; a kinetic Boltzmann equation. The new numerical framework is advantageous compared to
other methods that are used to investigate particle-laden flows because it produces solutions that are smooth,
no numerical noise as in Lagrangian methods, it can be integrated naturally with the Eulerian solvers of the
2
carrier phase, and it can be programmed efficiently on modern computers. The generality of the method
allows natural extensions to include the two-way coupling regimes, polydisperse systems and to include
physical effects like collision, coalescence and evaporation of particles.
1.1 Specific research objectives
The work presented in this thesis was divided into several stages and had multiple objectives which are
summarized below
• Design and development of an incompressible flow solver using collocated variables: This
was the first part of the research activity, where the aim was to address the following question:
“Can a new collocated spatial discretization for solving the incompressible Navier-Stokes equations
be designed such that it is well-posed, mimetic, non-dissipative and does not suffer from numerical
splitting error?”
Here, the well-posed requirement refers to a mathematical formulation where velocity and pressure
fields are strongly coupled and do not suffer from the well know decoupling observed in textbook
discretization of the incompressible Navier-Stokes equations using collocated variables. The mimetic
requirement implies that the discretization mimics the continuum conservation equations, for example
conservation of mass, momentum, and energy. The non-dissipative requirement implies zero or minimal
numerical dissipation, so that the method can be used for long-time integration of turbulent flows.
Finally, the discretization was required to avoid any form of time splitting errors, in order for velocity
components and pressure to achieve an uniform order of accuracy in time.
• Design of the state-space based method for the disperse phase: This part was focused to
address the following question:
“How to adapt the least-squares kernel-density (LSQKD) method of Pantano and Shotorban [20] for a
fully three-dimensional particle-laden flow, so that a realizable theoretical formulation can be obtained,
which is analytically tractable and can be numerically implemented in an efficient manner?”
The LSQKD method was designed to solve the Liouville equation, which is a conservation equation
for the particle-density function. The objective of this part of the research activity was to extend and
adapt the LSQKD method so that a fully three-dimensional particle-laden flow can be described purely
in a Eulerian framework, including the particles statistics. The realizability property implies that the
formulation satisfies the non-negativity and normalization condition of the pdf. The requirement of
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analytically tractable implementation implies that suitable transformations can be performed which
leverages properties of the multivariate Normal density functions and leads to a formulation which is
highly local in the Eulerian space and can be implemented numerically in an efficient manner.
• Extension of the state-space based method to the flow solver: The third part was aimed at
developing a purely Eulerian numerical framework by extending the new state-space based theoretical
formulation, designed in the second part, to the three-dimensional incompressible flow solver developed
in the first part, so that particle-laden flows can be simulated. This required a one-way coupling of the
collocated flow solver, which uses a new spatial discretization inspired by the Box scheme, with the
state-space based method using the finite volume method.
• Validation and application of the new state-space based method: The final part of this
research work was aimed at validating the new computational framework by comparing it with the
Lagrangian particle tracking method, illustrating various features of the method and finally, using it
to simulate a particle-laden decaying homogeneous isotropic turbulent flow.
1.2 Thesis layout
This thesis is organized as follows. An overview of particle-laden turbulent flows focusing on their classi-
fication, governing parameters and dynamics is presented in chapter 2. In this chapter, various numerical
methods used to investigate particle laden flows are described with a particular emphasis given on various
statistical approaches. Chapter 3 describes the problem specification and the governing equations for the
disperse flow in the limit of a dilute suspension within the one-way coupled regime. A top-level overview
of the computational framework is presented in chapter 4, where we identify the components of the frame-
work and describe the numerical tools and high-performance libraries used to develop the framework. A
complete description of the numerical method developed to solve incompressible Navier-Stokes equations is
presented in chapter 5. The state-space based numerical method designed to simulate the disperse phase is
described in chapter 6. Results of the validation study is presented in chaper 7 and the direct numerical
simulation of a particle-laden decaying homogeneous isotropic turbulence is described in chapter 8. Finally,
accomplishments of this research work and future directions are summarized in chapter 9.
4
Chapter 2
Particle-laden turbulent flows
A particle-laden turbulent flow is characterized by the presence of a wide spectrum of length and time
scales which makes investigation of such flows a challenging task. The length scales are associated with
the microphysics of the disperse phase and fine and large scale structures of the turbulent carrier phase.
Investigation of such flows in the past in different configurations like isotropic turbulence, homogeneous
free-shear flows, wall bounded flows and separated flows have provided insight into dynamics of particle
motion. Some of the key features of these flows include a preferential concentration of particles, effect of
turbulence on the interphase coupling, turbophoresis phenomena, crossing trajectory effect and modulation
of turbulence structure of the carrier phase by the particles. Due to the ubiquitous nature of the problem
of turbulent disperse multiphase flows, it has drawn considerable attention of the researchers over the years
to understand the dynamics of these flows by analytical, experimental and computational means. In this
chapter a brief overview of the past studies is provided, in terms of classification of particle-laden turbulent
flows, parameters which govern such flows, different computational approaches used to study these flows and
challenges associated with those methods.
2.1 Classification of particle-laden flows
A particle-laden turbulent flow can be classified as a dilute suspension, dense suspension or a granular flow
depending on two parameters namely, volume fraction Φv and the mass loading Φm of the disperse-phase
[1, 2]. The volume fraction is defined as the ratio of volume occupied by the disperse phase to the total
volume and the mass-loading is defined as the ratio of mass of the disperse phase to the carrier phase. This
classification based on these two critical parameters can be further described as:
• Dilute suspension: When the volume fraction of the disperse phase is small, i.e., Φv ≤ 10−3, the
particle-particle interaction and collision effects become negligible. Depending upon the mass loading
parameter the flow can be further classified to be one-way or two-way coupled. In case of a one-way
coupling, the mass loading is small and Φv ≤ 10−6, the dominant effect is observed in terms of the effect
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of carrier-phase turbulence on the dynamics of the disperse phase. In this case momentum transfer
from particles to turbulence is negligible. When the mass loading is high and 10−6 ≤ Φv ≤ 10−3,
the feedback effect by the disperse phase on the carrier phase can not be ignored and this leads to
a two-way coupled flow. Here, momentum transfer from particle to turbulent carrier-phase is large
enough to modulate the carrier phase turbulence structure.
• Dense suspension: When the volume faction, Φv ≥ 10−3, the effect of particle-particle interaction,
collision, coalescence and breakup becomes important and the flows are also referred to as four-way
coupled. The four-way implies particle to fluid and particle to particle interactions.
• Granular flow: With a further increase in the particle volume fraction, i.e. when Φv ∼ O(1), the
role of interstitial fluid becomes unimportant and the dynamics is mainly governed by the particle to
particle collisions.
Many engineering and natural systems belong to the category of a dilute suspension with either one-way or
two-way coupling. Therefore, we focus on characteristics and dynamics of dilute suspensions. Furthermore,
when the volume fraction is small; for example, particles in aerosols, motion of cloud droplets in atmo-
sphere, sedimentation in rivers, aggregation and deposition of pulp fibers in paper manufacturing, floatation
operations in ore processing; then the two-way coupling effects becomes negligible and one only needs to
consider the effect of turbulence of carrier-phase on the dynamics of particle motion. Therefore, we focus
on dilute suspensions with one-way coupling in the present study to demonstrate the advantages of the new
computational approach.
2.2 Governing parameters
There are several parameters that characterize the dispersion of particles in a turbulent flow. Some of these
parameters are Stokes number (St), particle to fluid density ratio (ρp/ρ), ratio of length scale (dp/η) and
particle Reynolds number (Rep), where ρp is density of particle, ρ is density of the carrier-phase, dp is particle
diameter and η is a length scale associated with the carrier phase. The Stokes number is defined as,
St =
τp
τ
, (2.1)
where τp is the particle response time and τ is the time scale associated with the carrier phase. Stokes number
can be macroscopic (StL) or microscopic (StK) depending on whether integral time-scale or Kolmogorov
time-scale is used for time-scale of the carrier phase. In wall-bounded flows, the time-scale for the carrier
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phase can be based also on wall units leading to another Stokes number denoted by St+. Similarly the
length-scale, η, associated with the carrier phase can be either integral or Kolmogorov length scale. The
particle response time for Stokes flow is expressed as,
τp =
ρpd
2
p
18µφ (Rep)
, (2.2)
where µ is the carrier-phase viscosity and φ (Rep) is a correction term which accounts for finite value of Rep.
One commonly used expression for φ(Rep) for finite Rep is given by,
φ (Rep) = 1 + 0.15Re
0.687
p , for 1 ≤ Rep ≤ 800. (2.3)
For particle Reynolds number less than unity, φ (Rep) = 1, is a good approximation. The particle Reynolds
number is defined as,
Rep =
ρ |vrel| dp
µ
, (2.4)
where |vrel| is the magnitude of relative velocity given by,
vrel = u (xp, t)− vp, (2.5)
where u (xp, t) is the carrier-phase velocity at the particle location xp and vp is the particle velocity.
The Stokes number is a measure of the inertia of particles and determines the degree to which a particle is
expected to be in kinematic equilibrium with the surrounding fluid and it dictates particle’s response to the
carrier phase [23]. In particular, when St≪ 1, the particles behave like a passive tracer of the fluid and this
case is referred to as a pure suspension where particles quickly respond to the fine-scale turbulent fluctuations
of the carrier-fluid motion. On the other hand, when St≫ 1, particles are unresponsive to the carrier-fluid
turbulent fluctuations and their trajectory is mainly controlled by their inertia, mean convection and gravity.
This case is also referred to as a pure saltation. In the intermediate situation, when St ∼ O(1), particles
follow the large scale carrier-fluid motion and this regime becomes important as it leads to a preferential
concentration of particles which will be discussed later.
The dynamics of the particles is generally stated in the more convenient Lagrangian frame where the
equation of motion obeyed by each particle includes evolution of its position xp and velocity vp as a function
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of time, given by
dxp
dt
= vp, (2.6a)
mp
dvp
dt
= F , (2.6b)
where mp is the mass of the particle and F is the force exerted by the fluid on the particle. A general form
for this force term [24], is given by
F = mp
vrel
τp
+ (mp −mf ) g +
πρd2p
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CL |vrel|2L+mf Du
Dt
+ CMmf
(
Du
Dt
− dvp
dt
)
+
3
2
d2p
√
πρµ
∫ t
t0
1√
t− s
d (u− vp)
ds
ds, (2.7)
where terms on the right-hand-side denote forces due to effect of viscous drag, gravity, Saffman’s lift force
due to shear in the carrier flow, fluid pressure gradient and viscous stresses, inertia of virtual mass and
Basset history terms, respectively. In Eq. (2.7), mf is the mass of the displaced fluid, g is the acceleration
due to the gravity, CL is the lift coefficient, L is the direction-cosines vector and CM is the added mass
coefficient. Note that the force term expressed in Eq. (2.7) is in additive form. However there might be
non-linear interaction between various forces. Such interactions are not well understood but are presumed
to be typically small enough to be neglected for many conditions. Note that
D
Dt
(·) is the total derivative
following the fluid element and
d
dt
(·) is the derivative following the particle.
The importance of different forces on particles in a turbulent flow depends on several parameters governing
such flows [3, 25]. For example, in a dilute particle-laden flow with a one-way coupling, forces due to viscous
drag and gravity are dominant compared to other forces. The role of Saffman’s lift force becomes important
in the regions of large velocity gradients. In a wall-bounded turbulent flow, it becomes large in the viscous
sublayer region, particularly for denser and larger particles, as in this region the normal component of velocity
and gradient of the streamwise velocity is large compared to other regions. The lift force plays an important
role in the increase of the deposition rate of particles. However its inclusion in Eq. (2.7) does not affect the
velocity statistics of the particle as it is still smaller compared to the Stokesian drag force.
2.3 Dynamics of particle-turbulence interaction
As mentioned earlier, the dynamics of particle-turbulence interaction involves some key features including
preferential segregation or clustering of particles, effect of turbulence on the particle motion through the
interphase momentum transfer and turbulence modulation by the particles in case of a two-way coupling. A
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brief description of these key features is discussed in this section.
2.3.1 Preferential concentration
Particles in a turbulent flow show preferential accumulation due to their inertia and interaction with the
carrier phase [26, 27, 7–14]. This is also known as inertial clustering and is a key feature of such flows.
In particular, solid particles, heavier than the carrier-fluid, prefer to segregate in the low enstrophy and
high-strain regions of the fluid whereas bubbles, lighter than the carrier-fluid, tend to accumulate in high
enstrophy regions of the fluid. This tendency of preferential accumulation depends upon the particle response
time. In the case of particles with a very large or a very small response time compared to the flow time-scale,
the distribution of particles tend to be random or uniform. The level of preferential concentration peaks
near a Stokes number of unity, i.e., when the particle response time is close to the flow time scale. Such
dense clustering of particles have been observed in isotropic turbulence, homogeneous free-shear turbulence
and also in turbulent channel flow.
In homogeneous isotropic turbulent flows, the three-dimensional intense vortex structures of the carrier
phase, which are characteristics of small-scale turbulence play a significant role in the preferential accumu-
lation of particles. Due to inertial bias or crossing-trajectory effect, particles tend to move away from eddies
and concentrate in the convergence regions of the flow [16, 26, 27]. The inertia of particles prevent them from
following the carrier phase streamlines and therefore this process is also referred to as an inertial clustering.
The role of preferential accumulation is important in natural and industrial systems. For example, it may
provide explanation to statistics of cloud droplets and rain initiation process [28, 29]. In a turbulent channel
flow, preferential concentration of particles occur in the low-speed streaks leading to a suppression of particle
velocity in the viscous sublayer and buffer region. Such preferential concentration of particles in the viscous
sublayer is promoted by the quasi-streamwise vortices or coherent structures in that region, which are also
responsible for the production of turbulent kinetic energy. The distribution of particles in the near-wall
regime is affected by the sweep and ejection motion of the carrier fluid. At the core of the channel, particles
again show a preferential concentration due to a low turbulence intensity which cannot support significant
turbulence dispersion [30]. In homogeneous free-shear flows, large particles tend to move away from the
mixing-layer due to centrifugal effect, intermediate particles may be trapped in the vortex rings and smaller
particles follow the carrier-phase. In particular, the imposed mean shear is responsible for such preferential
orientation of particles [31].
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2.3.2 Effect of turbulence on particles
The stochastic nature of the carrier-phase turbulence affects the distribution of disperse phase and thus
makes the problem of turbulent disperse multiphase flow far more complex than a single phase turbulent
flow. The effect of turbulence on disperse phase is so pronounced that even a first order statistics like mean
velocity or distribution of particles can not be predicted by simple gradient diffusion models and requires
better statistical models [17]. An accurate prediction of instantaneous and mean dispersion of particles in
a turbulent flow depends upon a description of the turbulent flow encountered along the trajectory of each
particle. For example, in a turbulent channel flow, the near-wall turbulence dictates preferential accumulation
of particles through the sweeping and ejection mechanisms [8, 7, 12]. Turbulence also enhances particle-
particle collisions which become important in some cases like, initiation and development of rain drops due
to collision-coalescence phenomena observed in dilute suspended cloud droplets in the atmosphere [13]. The
effect of turbulence of the carrier-phase fluid combined with the inertia of the disperse phase leads to the
observation of several interesting phenomena like turbophoresis, crossing trajectory effect and preferential
concentration.
The crossing trajectory effect [26, 10, 4], also known as inertial bias, is defined as deviation of particle from
that of a fluid point which coincided with it at the injection with equal velocity. This effect becomes prominent
for St ∼ O(1), i.e., when particle response time is comparable to the flow time-scale. Turbophoresis becomes
important in the near-wall region where flux of particle toward the wall due to gradients in the fluid is larger
than the flux away from the wall due to diffusion [17, 8, 6]. These effects causes the fluctuations observed in
the particle velocity to be different from the fluid velocity fluctuations and lead to a pronounced anisotropy
in velocity fluctuations of particles [18]. We have already discussed the preferential accumulation of particles
which is dictated by Stokes number and vortical structures present in the flow.
2.3.3 Turbulence modulation by particles
In the case of a two-way coupled turbulent disperse multiphase flow, the presence of particles modulate
structure of the carrier-phase turbulence by the momentum exchange process. Such modification occurs in
the form of changes in production and dissipation of turbulent kinetic energy (TKE), distortion of eddies and
flow topology, attenuation/augmentation in the intensity of fluctuations and the turbulence energy spectrum
[9–11, 4, 6, 5, 14]. The mechanism of such modulation of turbulence by the disperse phase is not understood
completely and is an area of active research. This process involves a large range of length scale varying
from the particle diameter to the size of largest eddies. To have an accurate description of such modulation,
it would require resolving particles motion and modification imposed by them on the turbulence in their
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vicinity. This kind of resolution is limited to only few particles.
The turbulence modulation by particles can be characterized by parameters like particle diameter (dp),
particle Reynolds number (Rep), Stokes number (St) and mass loading (Φm) and it can be understood in
terms of modification to the energy spectrum and flow topology of the carrier phase. Due to a preferential
concentration and a selective augmentation or attenuation of energy content of different length scales, a
non-uniform disturbance occurs to the turbulence energy spectrum corresponding to a single phase flow.
Preferential concentration increases small-scale turbulent velocity fluctuations and at the same time increases
dissipation rate, thus causing a disruption in the balance of turbulence production and dissipation. Particles
also distorts the energy cascade mechanism by acting as a sink of energy transfer from small wave numbers
and as a source for large wave numbers. It has been observed that particles modify the turbulence structure
in the near-wall region of a turbulent channel and thus control the laminarization process of the near-wall
turbulence. For example, particles moving inwards toward the wall, dump their momentum abruptly in the
viscous sublayer and transfer topological information from the buffer region to the near wall region. Particles
feedback to the carrier phase causes turbulence intensities to be more anisotropic as mass loading is increased
by increasing characteristic length scale in the streamwise velocity fluctuations and reducing energy transfer
between streamwise and other components.
The modulation of TKE of the carrier-phase is generally characterized in terms of governing parameters
of particle-laden flow. For example, when dp / η, where η is Kolmogorov length scale, attenuation or
augmentation of turbulence can occur depending on the Stokes number. When St ≫ 1, the major effect is
suppression of energy of eddies of all sizes which occurs due to enhanced inertia, increased dissipation and
enhanced effective viscosity of such flows. Such a suppression of TKE has been observed in case of isotropic
turbulence and a turbulent channel flow, with level of attenuation larger in the later flow configuration.
However when St ≪ 1, then the energy of all eddies increase leading to a reduction in Kolmogorov length
scale and augmentation of turbulence. For St ∼ O(1), the energy content of large scale is reduced and
small scale is enhanced. Increasing Φm reduces energy of small wavenumbers and increase it for large
wavenumbers. When dp ' η, turbulence augmentation occurs due to enhanced velocity fluctuations due to
vortex shedding, wake dynamics and buoyancy induced instabilities due to density variation arising from
preferential clustering of particles. In general it has been observed that larger particles compared to the
integral length scale augments the turbulence.
There is enough evidence from previous studies that the level of attenuation observed in experiments is
much higher than that predicted by numerical simulations. This may be due to the limited number of particles
and use of point force approximations. To better understand the mechanism of turbulence modulation by
particles it is necessary to account for finite particle size for which new modeling is essential. In fully resolved
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DNS of flow around finite particle size, it has been observed that there is a clear crossover point in the energy
spectrum which explain increased dissipation rate at small wave numbers and increased energy at high wave
numbers. In previous studies, some new parameters have been identified like ‘Particle moment number’ [32]
and ‘Stokes load’ [33], which helps to understand the mechanism of turbulence modulation by the disperse
phase.
2.4 Numerical methods
In this section we describe different numerical methods that are used to investigate dilute suspensions and we
highlight the advantages and limitations of these methods. The effectiveness of different numerical method
depends on the flows parameters such as the particle diameter, Stokes number, particle response time and
the method by which carrier-phase is simulated [2, 6]. These methods are:
• Dusty gas: It is a one-fluid method, where particles are assumed to follow the carrier-phase [34, 35].
It requires solving only a concentration equation for the disperse phase and is applicable for particles
with a small response time.
• Equilibrium Eulerian: It retains simplicity of the dusty gas method but allows for particle velocity to
be different compared to the local carrier-phase velocity [36–38]. This method can capture phenomena
like turbophoresis and preferential accumulation, but is accurate only for St / 0.2.
• Two-fluid: In this method carrier and disperse phases are considered to be interpenetrating and
requires momentum equation for the particulate phase [9, 10]. The exchange of momentum with
the carrier phase occurs through source/sink terms. This approach removes the restriction on Stokes
number as required in the previous two methods but it is an expensive method for a polydisperse
system. Furthermore, it requires that the concentration gradient should not be very high for the
disperse phase as it leads to numerical instabilities.
• Eulerian-Lagrangian: This is the most common approach to investigate particle-laden flows where
Lagrangian tracking of particle is performed and the carrier-phase is simulated using a Eulerian frame-
work [39, 40, 26, 16, 1]. There is no fundamental limitation on Stokes number, but this approach
is computationally expensive as it requires tracking of large number of particles. In particular, for a
two-way coupled case, it requires enough particles in each computational cell to allow the reconstruc-
tion of a smooth Eulerian representation of the feedback force from the particles on the carrier-phase.
Accuracy of the statistics associated with the disperse phase is dependent on the number of particles,
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particularly in regions where particles are sparsely distributed. In general the convergence rate of
this method scales poorly as N−1/2, where N is the number of particles in any parcel of the domain.
Regions that have low particle density tend to be poorly converged because N is small in comparison
with regions where N is large.
• Statistical: In this approach a transport equation for the particle density function (pdf) associated
with the disperse phase is derived from the particle dynamics described in the Lagrangian frame by
referring to the Liouville equation. Different methods are used to solve this transport equation and they
are described in §2.4.1. This approach has several advantages compared to other methods described
above. For example, if the flow is simulated using the large eddy simulation (LES) method, then closure
in the state space is at a basic level, promising to have a greater chance of success. Furthermore, the
number of terms requiring closure is smaller when compared to deterministic methods. It also provides
a natural way to formulate correct boundary conditions. In addition, it establishes a natural length
scale which can verify validity of the gradient diffusion approximation.
• Fully resolved: In this approach all the details of the flow surrounding the particle are accurately
resolved. This method becomes essential when particle size is comparable to or greater than the
Kolmogorov scale or the smallest resolved eddies in case of a LES [41–45]. This is the most expensive
approach; thus limiting its application to systems having very small number of particles.
2.4.1 Statistical methods for transport of particle density function
In this section1, we first describe a general form of the transport equation for the particle density function
corresponding to the dynamical system of particles and then provide a brief overview of different numerical
methods that are used to solve this equation. In some cases we refer to the probability density function,
instead of the particle density function in this section, as the methods described here are much more general
and are used to solve problems from different areas of physics. Finally, we present a brief description of the
least-squares kernel-density method, which will be described further in a great detail in chapter 6.
Consider a dynamical system governed by
dX
dt
= F (X, t), (2.8)
whereX(t) is a vector and F is a vector function. This deterministic system can be solved if the initial value
X(t = 0) = X0 is provided. In case an uncertainty exists in the initial condition, X0 becomes a random
1Contents of this section are taken from Pantano and Shotorban [20]
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vector with a know distribution. Sampling independent initial conditions, X0, from the known distribution
leads to realizations of the trajectories X(t) through Eq. (2.8). The one-time probability density function
associated with the dynamical system given by Eq. (2.8) is denoted by P (ξ, t), where ξ = {ξ1.ξ2, . . . , ξN} is
the state-space vector corresponding to the vector of random variablesX = {X1,X2, . . . XN}. The transport
equation for P (ξ, t) is given by
∂P
∂t
+
N∑
i=1
∂
∂ξi
[Fi(ξ, t)P ] = 0, (2.9)
which is also known as the Liouville equation and it represents the conservation of the probability density
function in the state space. It is similar to the Williams’ spray equation [22], which is a general form of the
transport equation for the particle density function.
The computational cost associated with solving the transport equation for the pdf increases as the
dimension of the state-space vector increases. For example, in particle-laden turbulent flows, the dimension
of the state-space vector is six, three corresponding to the particle position and three corresponding to
the velocity of the particle, which increases to eight if particle size and temperature are also considered.
The increase in the dimension of the state-space vector coupled with the nonlinearity associated with F ,
makes solving Eq. (2.9) a challenging task. This has lead to the development of different methods to solve
Eq. (2.9). In general the methods are classified as direct and approximate methods. The salient features of
these methods are summarized below:
• Direct approximation methods: In these methods, a discretization is performed directly in the
state space of the independent variables. These include the method of characteristics [46, 47], finite-
difference [48], finite-volume [49], finite-element [50], and spectral methods [51]. These methods are
only suitable for applications where the dimension of the state-space vector is small, otherwise they
lead to very large computational problems which are impractical to solve with available computational
resources. As mentioned earlier, for a particle-laden turbulent flow, the state-space dimension is at
least six and thus it is unsuitable for a direct discretization and thus approximate methods are the
only viable options.
• Lagrangian tracking: This is the most popular approach where ‘notional’ particles are tracked and
can be used to reconstruct the probability density function [52]. It is a robust approach and can deal
with problems having large state-space dimension. However its convergence rate decreases very slowly
with the number of particles (as N−1/2)) and in consequence it can be very costly computationally.
Furthermore, by its nature, the coupling of the method with a carrier phase described in the typical
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Eulerian frame can introduce a stochastic noise that is not easy to remove.
• Polynomial chaos expansion: It is generally used to study uncertainty in a dynamical system and
the pdf transport equation is not used, instead a spectral representation of the random variables is
used [53–55]. Expansion using orthogonal polynomials is performed to propagate uncertainties in the
dynamical system. It has a high computational cost for systems having large state-space dimension
and can only be applied efficiently to problems having moderate nonlinearities.
• Method of moments (MOM): In this method the pdf is approximated by using a presumed shape
consisting of a discrete sum of Dirac’s delta function with time evolving parameters. There are different
versions of these methods, which depends on the way of obtaining time evolution equations so that
the pdf can be reconstructed from its moments. For example, in the quadrature method of moments
(QMOM) [56] the dynamics of moments are evaluated after closing the source terms using a quadrature
method, whereas in the direct quadrature method of moments (DQMOM) [57–60], the time evolution
equations for the quadratuture weights and abcissas that reconstruct the pdf having same moments are
solved. These methods are one of the popular statistical methods to investigate particle-laden turbulent
flows. In particular, they are suitable for simulation of polydisperse multiphase flows. They offer several
advantages namely, they are purely described in a Eulerian framework and thus have a finite and
predetermined cost, can be formulated to allows for adaptation, can handle particle trajectory crossing
behavior, can incorporate multiple physical effects, for example, collision, evaporation and coalescence
and are easier to parallelize. These methods share similarity with the Eulerian multi-fluid method
which is suitable for simulation of polydisperse flows having no particle trajectory crossing behavior
[61–63]. In the Eulerian multi-fluid method, a direct discretization of the pdf equation is performed
in the particle’s size state-space, but the velocity state-space is presumed to behave as a Dirac’s delta
function, which reduces the state-space dimension and leads to conservation equations for the moments
of the pdf. This method has origins from the sectional method for sprays [64]. However, the use of
Dirac’s delta function by the class of Method of Moments and the multi-fluid approach mandates use
of moments of the pdf and thus introduces the limitations of Hausdroff moment theorem. This affects
the ability of these methods to reconstruct the pdf from its known moments in an accurate manner.
Furthermore, these kind of methods fail to preserve the realizability properties when implemented
using higher-order finite volume methods and thus require further modifications; see for example the
Eulerian multi size moment methods [65].
• Rayliegh-Ritz methods: This is a global approximation technique, which in the context of pdf
evolution equations, allows a linear combination of smooth partial pdfs to be used and governing
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equations for the weights and partial pdfs are derived by a separation-of-variable technique [66]. Several
methods belong to this class and they differ by choice of the global approximation function and type
of minimization approach to derive the equations. These kind of methods have been used in various
fields and are well known in the statistical community under the name of non-parametric estimation
[67, 68]. However, their application to investigate dynamical systems is limited. The least-squares
kernel-density method of Pantano and Shotorban [20] belongs to this category and differs from other
methods of this class as it uses a dynamic constrained residual minimization approach.
2.4.2 The least-squares kernel density method
The least-squares kernel-density method is a global approximation approach and belongs to the class of
Rayliegh-Ritz methods decribed earlier. It combines elements of the DQMOM and the partial pdf approach.
Here, the pdf is modeled as a weighted sum of presumed smooth shape functions referred to as kernel
density function (KDF) with time evolving unknown parameters. A governing system of equations for
the KDF parameters and the weights are obtained by performing a global minimization of the state-space
integral of the square of the residual of the governing transport equation. The minimization is constrained
by the normalization condition of the pdf and uses a Lagrange multiplier approach to formulate the dynamic
constrained minimization problem. There are several advantages of this method which are summarized below
• It does not suffer from limitations imposed by the Hausdroff theorem, which applies to all moment
based approaches.
• As the shape of the KDF is chosen, the nonlinear coefficients of the evolution equation for KDF param-
eters and weights can be obtained by performing all required quadratures, in state-space, analytically,
thus eliminating the cost of performing numerical quadratures.
• A variety of kernel density functions can be chosen based on available approximate information about
the pdf to be modeled.
• Similar to the DQMOM, it has a predetermined cost and is thus efficient in comparison to other
methods.
• It can be applied to nonlinear problems.
• It provides a metric of error in terms of the integrated least-squares residual in the state-space, which
can be used as a guidance for formulating an adaptive approach.
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This method has been used to simulate problems ranging from a one-dimensional to three-dimensional
state space in an accurate and efficient manner. A complete detail of this method is provided in [20].
Extension of this method to solve the general form of the Fokker-Planck equation is described in [69]. In
this research activity, the LSQKD method is adapted for investigation of the fully three-dimensional disperse
multiphase flows. While performing the adaptation, the method has been modified and reformulated with
realizable variables to ensure realizability constraints of the pdf approximation. A complete detail of the
new theoretical formulation is presented in chapter 6.
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Chapter 3
Disperse flow formulation
In this chapter we present the governing equations for the particle-laden disperse flows, which are stated
purely in a deterministic Eulerian framework. A particle-laden disperse flow comprises of a carrier-phase
and a disperse phase. The carrier-phase is considered to be an incompressible fluid. We consider a dilute
suspension where the volume fraction Φv and mass loading Φm of the disperse phase are low enough so that
the approximation of one-way coupling remains valid. Furthermore, the disperse phase is considered to be
heavier than the carrier-phase and particles are of uniform size and shape. In the one-way coupling regime,
the carrier phase affects the dynamics of the disperse phase and there is no feedback from the disperse to the
carrier phase. We further assume that there are no additional physical effects such as collisions, coalescence,
evaporation etc. of the particles.
3.1 Governing equations for the carrier phase
The motion of the incompressible carrier fluid with a constant density ρ, and kinematic viscosity ν, is governed
by the incompressible Navier-Stokes equations and the incompressibility condition, enforcing conservation
of mass, given by
∂u
∂t
+
1
2
[∇ · (uu) + u ·∇u] = −∇p+ ν
(
∇2u+ 1
3
∇(∇ · u)
)
, (3.1)
∇ · u = 0, (3.2)
in the computational domain Ω, where u represents the velocity field and p represents the physical pressure
divided by ρ. The nonlinear advection term in Eq. (3.1) is expressed in the skew-symmetric form introduced
by Temam [70]. This form has the property that it conserves discrete kinetic energy in the inviscid limit;
a desirable property for long-time integration of turbulent flows [71]. The viscous term in Eq. (3.1) is
expressed in stress form since it is convenient when dealing with different types of boundary conditions on
finite domains [72]. The disperse flow is considered to be a dilute suspension having a one-way coupling
and thus there is no feedback force from the disperse phase to the carrier phase. But the framework can
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be extended to study a two-way coupled flow by including an additional body force term in the momentum
balance equation given by Eq. (3.1), as a feedback effect from the disperse phase, which leads to an exchange
of momentum between two phases.
3.2 Governing equations for the disperse phase
The dynamics of the disperse phase is generally described in the Lagrangian frame. Here, the particle
trajectory is governed by Newton’s equations describing the evolution of the center of mass of the particle
with time, given by
dxp
dt
= vp, (3.3a)
dvp
dt
= ap =
u(xp(t), t)− vp
τp
− gp, (3.3b)
where xp, vp and ap denote position, velocity, and acceleration of the particle, respectively, and τp =
ρpd
2
p/18ν is the particle response time, where ρp is the particle density and dp is the particle diameter. The
action of gravity is felt through the reduced body force gp = (1 − ρ/ρp)g, where g is the acceleration due
to gravity. Note that we have ignored the effect of forces due to pressure drag, Saffman’s lift force, fluid
pressure gradient, inertia of virtual mass and Basset history terms and only considered the effect of forces
due to viscous drag and gravity. A more general analytical representation of the total force acting on the
particle derived by Maxey and Riley [24] is given by Eq. (2.7).
When the total number of particles is conserved, the evolution equation for the particle-density function
(pdf) denoted by f(x,v; t) is derived by referring to the Liouville equation and treating position and velocity
of particles as state-space variables. The expected number of particles within a volume of space of dimension
dx and within a volume of velocity space dv is f(x,v; t) dxdv. The transport equation is given by,
∂f
∂t
+∇ · (vpf) +∇v · (apf) = 0. (3.4)
There are six independent variables in this equation, namely, the particles position xp and their velocity vp,
in addition to time. Eq. (3.4) is a reduced version of the kinetic (Boltzmann-like) equation where collision
of particles is ignored, which is within the assumption of a dilute particle-laden flow. This equation is
usually referred to as Williams’ spray equation [22] where effects like evaporation, collision and coalescence
of particles are ignored. Note that we use the acronym pdf to denote the particle density function, which
should not be confused here with the acronym PDF used to refer to the probability density function in
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statistics. Throughout the text, there will be no confusion between the two names because occurrences of
the probability density function will be rare and we will denote them explicitly. The relation between the
pdf and the PDF is through the particle number density, α(x, t), according to
fp = α
−1f, (3.5)
where fp denotes the PDF and
α(x, t) =
∫
f(x,v; t)dv. (3.6)
Further details of the differences between the two functions and their interpretation can be found in [73].
A convenient simplification can be achieved by observing that the state-space variables xp and vp are both
independent variables and therefore the velocity can be taken out of the second term in Eq. (3.4) (in general
ap can be a function of vp), giving
∂f
∂t
+ vp ·∇f +∇vp · (apf) = 0. (3.7)
For sake of clarity, the subscript ‘p’ in xp and vp will be dropped from here onwards. By definition, the pdf
must satisfy the realizability constraints, which are the normalization condition
∫ ∫
f(x,v; t)dvdx = n, (3.8)
where n is the total number of particles, and the non-negativity property
f(x,v; t) ≥ 0, (3.9)
at every instant in time.
The scope of the present work is to develop a numerical framework to efficiently and accurately solve
Eq. (3.7). Note that this framework can be extended to incorporate the physical effects ignored earlier by
either extending the list of state-space variables or adding source terms in the evolution equation of the
pdf. For example, the effect of evaporation can be included by adding the size of particles to the list of
state-space variable and by specifying an equation for the rate of change of size of the particle. Similarly,
effects of particle collisions can be included by adding a source term to Eq. (3.7); based on collision kernels,
like the BGK approximation [74].
20
Chapter 4
The numerical framework
The state-space based numerical framework designed to investigate particle-laden turbulent flows is based
on the extension of the least-squares kernel-density (LSQKD) method [20] to three-dimensional incompress-
ible flows. In this chapter, a top-level description of this framework is presented in terms of its essential
components, employed algorithms and numerical libraries. The detailed description of the incompressible
flow solver [21] and the LSQKD method is presented in chapters 5 and 6, respectively.
Figure 4.1 shows the essential elements of the state-space based framework. At the top-level we have a
method which can be used to investigate particle-laden turbulent flows. As mentioned in chapter 2, these
type of flows comprise of a carrier phase and a disperse phase. In this study, we focus on a dilute suspension
within the one way coupling regime. Therefore, only the turbulent carrier-phase affects the dynamics of
the disperse phase as shown in figure 4.1. One can incorporate the two-way coupling regime within this
framework by incorporating a feedback forcing from the disperse phase to the carrier phase. The carrier-
phase is considered to be an incompressible flow and therefore, can be simulated using the incompressible
flow solver (BoxNS solver). The acronym BoxNS stands for Box Navier-Stokes, since the solver utilizes a
new spatial discretization inspired by the Box scheme [75–77] and it solves the incompressible Navier-Stokes
equations. The main features of the solver are: it uses a well-posed stable formulation on a collocated
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Figure 4.1: The state-space based numerical framework.
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Figure 4.2: The incompressible flow solver.
grid arrangement for all the field variables, has the discrete conservation properties, can handle variety of
boundary conditions and can be used for performing high-fidelity simulations. The disperse phase problem
is expressed purely in a deterministic Eulerian framework and is based on a state-space description. The
governing system of equations are solved using the LSQKD method, which is designed to solve the Liouville
equation; a transport equation for the particle-density function (pdf). It represents conservation of the
pdf in the state space. The LSQKD method is based on a global approximation technique, where the pdf
is approximated by a discrete weighted mixture of a parametric family of kernel density functions (KDF)
with parameters varying in space and time. The governing equations for the mixture weights and KDF
parameters are obtained by performing a minimization of the integrated residual of the transport equation
on the state-space subject to a constraint of local conservation of the particle number density. The details
about building blocks of the BoxNS solver and the LSQKD method are described next.
4.1 The Incompressible flow solver
Figure 4.2 shows the constituents of the three-dimensional, parallel, collocated incompressible flow solver.
The BoxNS solver utilizes a collocated discretization in space for all the field variables. The field variables
include velocity, pressure and passive scalars. The spatial discretization is inspired by the Box scheme
[75–77]. The discretization of the incompressible Navier-Stokes equations is based on the weak form of the
governing equations, where the momentum balance equations are discretized in a staggered manner and
mass conservation equation is discretized at the collocated location, leading to a well-posed, stable and non-
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dissipative formulation having a strong coupling of the velocity and pressure fields. The use of weak form
of equations and consistent underlying interpolants allows for a natural way to handle variety of boundary
conditions. Overall, the method is second-order accurate in space. The time advancement of the semi-discrete
equations is performed using a third-order accurate implicit-explicit (IMEX) method where a combination
of a multi-stage IMEX Runge-Kutta [78] method and a multi-step IMEX total variation bounded method
[79] is used, leading to an efficient approach. The details of spatial and temporal discretization approach
is provided in chapter 5. The solver has the ability to solve passive scalar transport equations where the
equations are discretized following the weak formulation at the collocated locations.
The solver is parallelized using the standard domain decomposition approach provided by the message-
passing-interface (MPI) library, which is discussed further in §4.4. For post-processing, the solver is designed
to write data in various formats namely, text and binary TecplotTM, raw binary and the high-performance
hierarchical data format (HDF) [80]. The HDF format ensures that the data is platform independent and
can be analyzed by a separate post-processor module. The paradigm of each processor handling a separate
data file is followed as opposed to writing a single file from a master processor. This ensures that large
datasets can be handled efficiently and the method remains scalable. The solver requires a parallel and
efficient sparse linear system solver for the associated pressure-Poisson problem and this is achieved by using
the hypre library [81].
4.2 Least-squares kernel-density method
Figure 4.3 shows main components of the LSQKD method for simulation of the disperse phase. Using
this method an approximation of the particle density function is constructed through a discrete mixture of
parametric family of smooth kernel density functions which are also referred to as the mixture components.
In this study, the KDF is chosen to be a trivariate Gaussian (Normal) density function with parameters
dependent on space and time. The system of equations for the mixture wights and KDF parameters are
obtained by performing a global minimization of the integrated residual over the state-space of the velocity
of the disperse phase. The residual corresponds to the transport equation of the particle density function,
which is derived from the Lagrangian dynamics of particles by referring to the Liouville equation. This
kind of approximation belongs to the class of Rayliegh-Ritz method. To ensure the conservation of number
of particles in a closed or a periodic domain, a constrained minimization is performed through a Lagrange
multiplier approach. The spatial discretization of the resulting system of equations is performed using a
fourth-order-accurate finite-volume method [82] due to the hyperbolic nature of the system of equations.
Since the incompressible flow solver is collocated and uses a grid arrangement similar to a finite volume
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Figure 4.3: The least-squares kernel-density method.
method, the coupling to the state-space method can be accomplished easily. This coupling employs a WENO
interpolation and reconstruction method due to differences in the nature of the stored field variables. For
example, the velocity components are stored as nodal values, whereas as state-space parameters are stored in
form of cell-averages, thus necessitating the use of higher-order interpolation and reconstruction. The time-
integration, parallelization and post-processing methods are the same as those used by the flow solver. The
inversion of the linear system of equations produced by the LSQKD method to obtain the nonlinear terms
of the governing system of equations for the KDF parameters is performed by using the Gauss elimination
method provided by the LAPACK library.
4.3 Coupling of the LSQKD method with the BoxNS solver
The state-space based numerical framework is capable of simulating particle-laden flows in the regime of
a dilute suspension with a one-way coupling; i.e., only the carrier-phase affects the dynamics of the dis-
perse phase with no feedback effect from the disperse to the carrier-phase. Therefore, the extension of the
state-space based method requires transfer of information only in one direction. However, it still requires
interpolation and reconstruction methods as the flow solver uses a collocated nodal storage, whereas the
state-space based method uses a cell-averaged collocated storage for the field variables. Therefore, a method
is required to reconstruct cell-average quantities from nodal quantities and vice versa. This is achieved by
using a fifth-order accurate WENO reconstruction algorithm described by [83] and implemented by Robert
Knaus [82]. Following steps are performed at each time step after advancing the carrier-phase field variables
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Figure 4.4: Decomposition of a single domain data shown in subfigure (a) into 24 domains shown in subfigure
(b) using the message-passing-interface library.
• Transfer the nodal values of the velocity components to the state-space based module.
• Transform cell averaged parameters of the kernel density functions to nodal values using a fifth-order
accurate WENO reconstruction algorithm.
• Calculate the nonlinear coefficients of the evolution equation for the KDF parameters.
• Use the fourth-order accurate method to calculate the non-conservative fluxes and source terms.
• Update the cell-averaged parameters of the kernel-density function.
• Proceed to the next time step.
4.4 Numerical implementation
In this section we describe the key elements and methods that are used to develop the framework. The
computer program is mainly based on the FORTRAN programming language with additional post-processing
modules written in C and Python. The choice of FORTRAN as the main programming language was based on
several criteria that include efficiency, availability of high-performance numerical libraries and its simplicity.
As mentioned earlier, the parallelization is performed using the standard domain decomposition technique
and is performed using the MPI library, where a three-dimensional domain is decomposed along the three
Cartesian directions. Figure 4.4(a) and (b) shows a single domain data and a decomposed data into 24
domains obtained by performing domain decomposition. The parallelization follows the paradigm of a
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separate data segment for each processor to ensure that large scale computation can be done in a scalable
manner. This is consistent with the single-program multiple data (SPMD) model. The post-processors are
written using C and Python languages to analyze the large scale datasets obtained from parallel simulations.
The numerical implementation relies on several high-performance numerical libraries, tools and modules
which reduced the overall time of development of the framework. Furthermore, such usage ensured that the
framework is robust, accurate, scalable and efficient. A brief description of these libraries are summarized
below:
• BLAS: The Basic Linear Algebra Subprograms library available from the Netlib repository [84] is used
to perform vector-vector, matrix-vector and matrix-matrix operations. These subprograms are highly
efficient and optimized and improves robustness of the computer code.
• LAPACK: The Linear Algebra PACKage available from the Netlib repository is used to perform
matrix inversion and singular value decomposition in the least-squares kernel-density method.
• hypre: This is a library of high performance preconditioners that features parallel multigrid methods
for sparse linear systems [81]. It has been used to solve the embedded pressure-Poisson problem in
the incompressible flow solver. Furthermore, it is also used to solve linear systems which results from
implicit treatment of the field variables.
• MPI: The message-passing-interface library is used to perform scalable parallelization of the numerical
method by using the domain decomposition technique.
• HDF: Hierarchical Data Format library is used to write very large datasets in binary format which
allows to share data across different platforms and allows access to data in different programming
languages. Since our main code is in FORTRAN but the post-processor uses a C interface, this was
a natural choice for writing large datasets obtained from parallel simulations. The use of this library
ensures high-performance, portability and extensibility.
• TecplotTM: Tecplot is a commercial software to perform data visualization [85]. The I/O library
provided by Tecplot have been utilized to write out binary datasets for small to medium size simulations.
• FFTW: This library has been used to perform discrete Fast Fourier Transform (FFT) and inverse
FFT to transform data from the physical to wavenumber space and vice-versa [86]. It is used to
generate initial conditions for simulation of a homogeneous isotropic turbulent flow with a specified
energy spectrum in the wavenumber space.
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• Random: This module available from the Netlib repository is utilized to specify initial conditions for
the Lagrangian particle tracking simulations where it is used to specify the position and velocity of
particles following the uniform and multivariate normal distributions, respectively.
• M4: The m4 macro programming language is utilized to efficiently write repeatable segments of code
governed by parameters. For example, it has been used to write boundary discretization at corners
of a computational domain, which differ mainly by axis rotation and sign inversion. This lead to an
efficient code and reduced the overall time in development of the numerical framework.
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Chapter 5
A collocated method for the
incompressible Navier-Stokes
equations
1The search for an ideal well-posed, or stable, numerical method for the incompressible Navier-Stokes equa-
tions using a collocated grid arrangement of all the fields has a long history. The word ‘ideal’ is used to
emphasize a method that mimics as many conservation properties of the continuum governing equations
as possible, including discrete conservation of mass in closed as well as open domains and minimal or zero
numerical dissipation in the inviscid limit while retaining stability. In recent years, these methods are being
referred to as mimetic [87–91]. The main advantage of the collocated grid is that all fields are defined on the
same lattice, or grid-function topology, and this simplifies management of the datastructures substantially
in a computer program. Some other advantages of collocated grids include the efficient calculation of coef-
ficients and geometric interpolation factors, easier extension to non-orthogonal and unstructured grids and
simplifications for adaptive grids and multigrid algorithms. Unfortunately, most collocated methods derived
by textbook application of discretization techniques are ultimately unstable or ill-posed. They invariably
lead to a discretization where the underlying pressure Poisson equation has more kernel modes than are
strictly present in the continuous case (which is just one, a constant hydrostatic mode); the checkerboard
mode being the most well known. This problem is sometimes referred to in the mathematical literature as
lack of strict ellipticity of the discrete pressure Poisson equation or a violation of the inf-sup condition in a
velocity-pressure saddle-point formulation [92]; velocity-pressure decoupling. A popular approach used for
finite volume non-orthogonal and unstructured grids is to use the pressure weighted momentum interpolation
method proposed by Rhie and Chow [93]. In this method, the main idea is to devise a pressure-wighted
momentum interpolation approach to obtain cell-face velocities that ensure better velocity-pressure coupling,
removing the checkerboard mode. Analysis of this method shows that the stabilization arises thanks to the
effective addition of a fourth-order dissipation term to the pressure equation. Many extensions and modifi-
cations have been done to the original interpolation method over the years [94–109]. Some of the prominent
modifications are associated with the minimization of the sensitivity of the method to the under-relaxation
parameters and time-step size, handling the appearance of spurious kernel modes associated with the pressure
1This chapter is based on Ranjan and Pantano [21]
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for small time step size, large pressure gradients or body forces, extension to different flow configurations,
and modification of the interpolation formula for the cell-face velocity to make it more robust. One can also
approximately correct the momentum-pressure coupling problem associated with a collocated method by
employing a biased momentum or pressure discretization or introducing numerical stabilization approaches
to ensure stronger velocity-pressure coupling [110–112]. Such biasing of the stencils can be done in space or
in time, or both. In all these approaches, there is invariably added artificial numerical dissipation that can
be substantial at high Reynolds numbers or for flows with sharp gradients in the velocity field, but most
importantly, the damping introduced is usually beyond the control of the user. This can introduce gross
errors in the calculated solution and, more important, the simulations give no symptom that something is
amiss.
Non-dissipative methods, generally employing centered or symmetric stencils, are less forgiving since
they will tend to fail if resolution is not proper. This can be an important asset of a method; i.e., self-
diagnose a lack of resolution. Retaining a centered stencil usually requires post-processing or modifying
the consistent pressure Poisson equation to filter the undesirable kernel modes [113, 72, 114]. While this is
theoretically possible, this can only be accomplished reliably and efficiently for very simple geometries and
small problems, necessitating the complete determination of the null space of the discrete Poisson equation.
It is also possible to avoid kernel modes by using an approximate pressure Poisson formulation whereby the
continuum pressure Poisson equation is discretized independently of the momentum equation. This approach
has two consequences: first, mass conservation (continuity) is only enforced in the best of cases to within the
order of accuracy of the discretization while momentum conservation is not enforced discretely and second,
boundary conditions need to be derived for this independent discretization of the pressure Poisson equation.
The latter issue can be quite involved and many papers document different solutions to this problem [115–
125]. Substantial analysis is needed to avoid an inconsistent discretization in time [72]. Each of these methods
has its own sets of advantages and limitations. Finally, one can avoid any specific treatment to ensure strong
velocity-pressure coupling by relying on boundary conditions. It is well known that using an odd number
of control volumes with uniform grids effectively sets the amplitude of the spurious kernel modes to zero
[126]. This strategy does not really correct for what is an otherwise weak elliptic pressure problem and the
appearance of spurious modes may still occur depending on grid refinement and flow conditions [104].
The established solution that results in a semi-discretely well-posed problem (also referred to as stable;
although it is largely decoupled from the stability of the time-integration method) is to stagger the velocity
[127–134]. This works very well in practice, it does not introduce biasing of the stencils, and the pressure
Poisson problem does not possess spurious kernel modes unless the original continuum problem is ill-posed.
But, extension of the staggered grid to complex geometries becomes cumbersome where a collocated dis-
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cretization using non-orthogonal and unstructured grids is simpler. In principle, one can solve the resulting
coupled velocity-pressure problem directly, as is done mostly in finite-element and in some finite-volume
formulations [126, 135], but often, for transient problems, the strict staggered formulation is approximately
solved using some form of projection method [136, 70, 137–143, 118, 144–146, 132, 147–149, 121, 150–153];
although the details of such approximation are not the main concern of this paper.
The question that we would like to discuss here is how to use a collocated grid arrangement on a logically
Cartesian grid, that results in a well-behaved numerical approximation to the incompressible Navier-Stokes
equations. There is one method that when applied to the scalar advection equation using a collocated
grid gives exact discrete conservation and strong coupling: that is the Box method. We will discuss the
properties of this method briefly and explain how to adapt it to construct an incompressible Navier-Stokes
solver. The relevant aspect of the Box method in this discussion is that it evaluates the governing equation
at a location that is staggered about the location where the field is discretized. A form of this idea has been
used previously with a compact finite-difference method [154, 153]. In the present paper, we consider strictly
centered discretizations (with no artificial numerical dissipation) in a collocated variable arrangement, and
focus on a numerical method that start by discretizing the primitive momentum and continuity equations and
then derive the corresponding pressure Poisson equation from these discrete equations. We avoid involving
any form of the continuum equations after the semi-discretization is performed, including for boundary
conditions, since it will be shown that the boundary conditions for the pressure are inherited from those
of the momentum equations. This prevents introduction of a commutation error anywhere in the pressure
discretization. The aim of this paper it to present a new numerical method that focuses on the following
important issues: discrete conservation of mass, momentum, and kinetic energy; discrete divergence-free
satisfied to round-off error in all cases; free from numerical dissipation; well-behaved discrete pressure problem
(no extraneous kernel modes); consistent boundary conditions for velocity and pressure; uniform order of
accuracy in time for velocity and pressure; and an efficient algorithm (requiring no more than one or two
Poisson-like solves per time step).
5.1 Preliminaries
There are two elements that will be used in the derivation of the method: first, the concept of staggered
evaluation of a governing equation as exemplified in the Box scheme, and second, the equivalence between a
finite-difference method and a finite-element method derived using the weak form of the equations using the
Galerkin approach. These two elements are discussed next.
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Figure 5.1: Sketch of the one-dimensional spatial discretization. Symbol (#) denotes location of unknowns
at center of the element and vertical bar denotes face of an element.
5.1.1 The Box scheme
The Box scheme was introduced originally by Wendroff [75] to solve hyperbolic conservation laws, and it
was later extended and popularized by Keller [76, 77] for parabolic problems. This scheme is also referred
as a two-point implicit central-difference scheme [155]. First, we briefly describe the Box method applied to
the scalar advection equation to illustrate the idea that will be pursued later. The one-dimensional linear
advection equation for the scalar field q(x, t), in the domain x ∈ [0, L] for t > 0 is given by
∂q
∂t
+ a
∂q
∂x
= 0, a > 0, (5.1)
with q(x, 0) = q0(x) and q(0, t) = qbc(t) denoting the initial and boundary conditions, respectively. The
one-dimensional domain is discretized using Nx equally spaced elements of length h = L/Nx. Figure 5.1
shows a sketch of the grid or nodal points where q is defined. The discrete form of Eq. (5.1) using the Box
scheme is given by
Mx
(
qn+1 − qn)+ a∆t
2
Dx
(
qn+1 + qn
)
= 0, (5.2)
where Mx and Dx are averaging and forward-difference operators, respectively, and q is the vector of
unknowns, qnj , at time level n at the j
th grid location. The matrices Mx and Dx are defined by
(Mxq)
n
j+ 1
2
=
1
2
(
qnj + q
n
j+1
)
, (Dxq)
n
j+ 1
2
=
1
h
(
qnj+1 − qnj
)
. (5.3)
As shown in Gustafsson [156], this method is second-order accurate in space and time, unconditionally stable
and achieves exact energy conservation for the one-dimensional scalar equation. On a finite or periodic
domain, invertibility of Mx requires odd Nx; even number of points produces singular mass matrices. One
serious problem of the method is that it does not tolerate a change in sign of a. The solution either
propagates to the right, as in Eq. (5.1), or to the left when a < 0, but a cannot change signs in the domain.
In particular, it cannot be employed directly to the Burger’s equation because the method can be easily
proven to be unstable [157]. Another limitation of the method is that it is strongly tied to the Crank-
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Figure 5.2: Sketch of the interpolants φx(x) and test functions ψx(x). Symbol (#) denotes collocated
location where unknowns are defined and vertical bar denotes face of element where conservation equations
are discretized. Dashed and dashed-dotted lines denote piecewise linear interpolants for shape and test
functions, respectively.
Nicholson time-integration scheme. Employing an explicit time-marching method implies a severe time-step
restriction that decreases with Nx and not with h, see Gustafsson [156]. This limitation can only be removed
by changing the approximation of the spatial derivative, Dx; which dilutes the strength of the original method
when applied to general equations. As will be shown later, by performing a linearized stability analysis, it is
better to replace the second Eq. (5.3) by Eq. (5.16b) since it can be easily shown to be of the same order of
accuracy but with improved stability properties. Finally, we have not discussed the discrete implementation
of boundary conditions because they do not generalize to the Navier-Stokes system; a particular solution to
this important aspect of the numerical method will be discussed in section 5.4.1.
Although this scheme is formally second-order accurate in space, it has some fine properties which make
it competitive with other higher-order schemes in many applications. It has a compact structure which
leads to a smaller error coefficient, and it has better phase and amplitude error properties compared to
the corresponding second-order accurate centered finite-difference scheme. Furthermore, this scheme can be
implemented efficiently, since the computational work for time advancement is only slightly greater than
that of explicit time-advancement schemes. This scheme has been used in past to solve boundary layer flows
[158–161], Euler equations [155, 162] and convection-diffusion equations [163, 164, 157]. The scheme has
also been generalized to finite volume method, non-conforming mesh and has been analyzed for existence of
solution, accuracy and stability in terms of the mixed finite element methods for elliptic problems [165, 166].
Note that it has not been applied successfully to the incompressible Navier-Stokes equations. A recent
discussion of this scheme and its variants can be found in Gustafsson [156].
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5.1.2 Galerkin derivation of finite-difference equations
In the Box scheme, the unknowns are defined at the nodal locations shown in Figure 5.1 while the governing
equation is discretized at the midpoint between nodes, sometimes called the faces of the finite-length cell or
element associated with each node. One can interpret this discretization strategy as staggering the evaluation
of the differential equation about the nominal location of the interpolating solution vector. This approach
can be viewed as a particular case of the Petrov-Galerkin finite element method; where interpolating and
test functions are not elements of a common space, but of two related spaces [165, 167, 164]. Here, the
interest is in symmetric projection where there is no bias of the test functions in any particular direction
(no upwinding). In this context, Eq. (5.1) can be derived using a finite element point of view with a
Petrov-Galerkin projection method. It can be shown to be equivalent to Eq. (5.2) after a particular type of
simplification. The simplification will not alter the order of accuracy in space or time, but it can alter the
dispersion properties of the scheme.
Consider the weak form of Eq. (5.1), given by
∫ L
0
(
∂q
∂t
+ a
∂q
∂x
)
ψ(x)dx = 0, (5.4)
where ψ(x) is a test function of compact support and select piecewise linear interpolants, ϕj(x), such that
q(x, t) ≈
∑
ϕj(x)qj(t). (5.5)
The functions qj(t) denote the approximation of q(x, t) evaluated at xj and ψ is approximated by piecewise
linear test functions, ψj+ 1
2
(x), centered at the midpoint between nodes, xj+1/2 = (xj + xj+1)/2. Figure 5.2
shows ϕj(x) and ψj+ 1
2
(x). These functions are defined by
ϕj(x) =

x− xj−1
xj − xj−1 , for x ∈ [xj−1, xj ],
xj+1 − x
xj+1 − xj , x ∈ [xj , xj+1],
0, otherwise,
(5.6)
ψj+ 1
2
(x) =

x− xj− 1
2
xj+ 1
2
− xj− 1
2
, for x ∈ [xj− 1
2
, xj+ 1
2
],
xj+ 3
2
− x
xj+ 3
2
− xj+ 1
2
, x ∈ [xj+ 1
2
, xj+ 3
2
],
0, otherwise.
(5.7)
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Using these interpolating and test functions, one obtains the following semi-discrete form of Eq. (5.1)
d
dt
(
M˜xq
)
+ aD˜xq = 0, (5.8)
where
(
M˜xq
)
j+ 1
2
=
1
48
(qj−1 + 23qj + 23qj+1 + qj+2) ,
(
D˜xq
)
j+ 1
2
=
1
8h
(qj+2 + 5qj+1 − 5qj − qj−1) . (5.9)
This method can be transformed into Eq. (5.2) by using the Crank-Nicholson time-integration scheme and
lumping, or reducing the bandwidth of, M˜x and D˜x (these matrices have four entries in each row, while Mx
and Dx have two); see [72]. Lumping works as follows: for M˜x: replace qj−1 by qj and qj+2 by qj+1 results
inMx (similarly, using higher-order interpolation replacements one can lump Dx). Consistently lumping the
stencils does not affect the order of accuracy. Thus, we can see that, by using linear interpolants to represent
the solution and evaluating the equation at face centers, i.e., in staggered manner, we can recover the Box
scheme. This type of spatial discretization can be called a collocated nodal approximation with a staggered
balance of the conservation equation. In finite-element theory, M˜x and Mx are known as the “consistent”
and “lumped” mass matrices, respectively; in the rest of the paper we will not use the “lumped” qualification
and the adjective “consistent” will be used if necessary to avoid confusion. Extension of these ideas can be
carried over to multiple dimensions. Here, lumping will not only include the stencil reduction but also the
transformation of the weak-form stencils to tensor product stencils. This will not alter the order of accuracy
of the method but will modify the dispersion properties of the scheme [137, 168, 169].
Using very similar ideas, one can perform the spatial discretization of the incompressible Navier-Stokes
equations using a collocated nodal approximation for the velocity and pressure fields, with a staggered
balance of the momentum equation and a collocated discretization of the incompressibility equation starting
from a weak formulation. In the next sections, we provide details of the discretization of the governing
equations and the method that can be used to solve them, where the similarity and differences with the
Box scheme would become more apparent. Moreover, the reliance on the weak formulation will naturally
resolve the handling of boundary conditions and lead to a stable problem for the pressure. In this paper, a
rigorous functional analysis based on Hilbert spaces will not be documented since the objective is to explain
the construction of the method, the guiding rules we followed, and the observed properties in several relevant
examples.
34
5.2 Governing equations
The motion of an incompressible fluid with constant density ρ, and kinematic viscosity ν, is governed by the
incompressible Navier-Stokes equations
(
∂u
∂t
+N(u)
)
= −∇p+ ν
(
∇2u+ 1
3
∇(∇ · u)
)
, (5.10)
and the incompressibility condition, enforcing conservation of mass, given by
∇ · u = 0, (5.11)
in the computational domain Ω, where u ≡ (u, v, w) represents the velocity field, p represents the physical
pressure divided by ρ. Eq. (5.10) is also referred to below as the momentum balance equation. The term
N(u) in Eq. (5.10) represents the non-linear advection which can be expressed in different forms. We have
considered divergence and skew-symmetric forms in this paper, which are given by
Divergence: N(u) =∇ · (uu), (5.12a)
Skew-symmetric: N(u) =
1
2
[∇ · (uu) + u ·∇u] . (5.12b)
The skew-symmetric form was introduced by Temam [70], and has the property that it conserves the
discrete kinetic energy in the inviscid limit; a desirable property for long-time integration of turbulent flows
[71]. The viscous term in Eq. (5.10) was written in stress form since it will be convenient when dealing
with boundary conditions on finite domains later [72]. The complete set of governing equations is obtained
by specifying initial and boundary conditions which depend on a specific flow configuration; discussed in
subsequent sections. Next, we discuss the key spatial discretization step followed by the temporal integration
of Eq. (5.10) and Eq. (5.11) in an accurate, consistent, stable and efficient manner.
5.3 Numerical method
In this section, we describe the general discretization strategy in space. This is followed by the temporal
integration of the discrete system derived in the first part. Afterwards, two different approaches to solve
the discrete pressure Poisson equation are described. Finally, we discuss a simplified stability analysis that
includes the main features of the method.
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Xi+1/2, j, kXi-1/2, j, k
Yi, j+1/2, k
Yi, j-1/2, k
u, p
i, j, k
Figure 5.3: A computational cell in the interior of the domain Ω projected in two dimensions on the x − y
plane. Symbol ( ) denotes location of all variables, () denotes the location of x momentum balance and
() denotes the location of y-momentum balance.
5.3.1 Spatial discretization
Figure 5.3 shows a computational cell centered at a location with integer indices (i, j, k), in the interior of
the domain Ω, projected on the x− y plane. The momentum equation is discretized in a staggered manner
at the face center of the computational cells, whereas the incompressibility equation is discretized at the
collocated nodal location (cell center). It will become useful to refer to the x, y, and z components of the
momentum equation by X, Y , and Z, respectively. These equations will be evaluated at the face-centers
located at (i± 1
2
, j, k), (i, j± 1
2
, k) and (i, j, k± 1
2
), respectively; resulting in a collocated nodal approximation
with staggered momentum balance. The grid spacing is denoted by ∆x, ∆y, and ∆z, in the x, y, and z
coordinate directions, respectively.
To construct the discretization for velocity, piecewise linear interpolants are used to represent the solution
and half-cell shifted interpolants are used to represent the test functions to discretize the governing equations,
as in Eqs. (5.6)–(5.7). Figure 5.4 shows the interpolants used to define shape and test functions, projected
on the x− y plane in the interior of the computational domain, for X and Y equations. This arrangement
of variables is similar to the Box scheme, discussed in section 5.1.1, and it shows some resemblance with
the finite volume method. However, the derivation of the discrete set of equations in the present method
deviates beyond this similarity in arrangement. The differences are associated with the choice of shape
and test functions and further segregation of the momentum and pressure equations. To arrive at the
discretization of the pressure gradient term, we employ piecewise constant pressure interpolating functions,
since only first-order derivatives of the pressure are present in the equations; this is consistent with the
standard approach in second-order finite elements.
With the spatial arrangement described above, applying the test functions to Eq. (5.10), integrating,
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(y)
ϕxi-1 (x)
i-1, j
i, j+1
i+1, ji, j
i, j-1
ϕxi+1 (x)ϕxi (x)
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-
1
(y)
ϕy j
+
1
(y)
(a)
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(y)
ψxi+1/2 (x)
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i, j+1
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ψy j
+
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(b)
Figure 5.4: Piecewise linear interpolants for shape functions (φx(x) and φy(y)) (a) and test functions (ψx(x)
and ψy(y)) (b) for x and y momentum equations projected on the x − y plane. Test functions in (b) for x
and y momentum equations are denoted by dashed and dashed-dotted lines, respectively.
and lumping the stencils as was shown in Section 5.1.2, leads to the following semi-discrete form of the
momentum equation,
Xi+ 1
2
,j,k :
(
Mx
du
dt
)
i+ 1
2
,j,k
+Nxi+ 1
2
,j,k + (G
xp)i+ 1
2
,j,k − ν (Kxu)i+ 1
2
,j,k = 0, (5.13a)
Yi,j+ 1
2
,k :
(
My
dv
dt
)
i,j+ 1
2
,k
+Ny
i,j+ 1
2
,k
+ (Gyp)i,j+ 1
2
,k − ν (Kyv)i,j+ 1
2
,k = 0, (5.13b)
Zi,j,k+ 1
2
:
(
Mz
dw
dt
)
i,j,k+ 1
2
+Nzi,j,k+ 1
2
+ (Gzp)i,j,k+ 1
2
− ν (Kzw)i,j,k+ 1
2
= 0, (5.13c)
where u, v and w denote the vectors of discretized nodal values of the velocity field components (u
will not be confused with the continuum velocity vector used earlier, since both notations are never used
simultaneously). The terms Nx, Ny, and Nz constitute non-linear advection and part of the diffusion terms,
as shown below, and Kxu, Kyv, and Kzw constitute the principal part of the viscous terms of the x, y, and
z components of the momentum equation, respectively. For example, Nx, when using the divergence form
of advection, and Kxu are discrete representations of the following continuum terms in the X equation
Nx =
∂u2
∂x
+
∂uv
∂y
+
∂uw
∂z
− ν
3
∂
∂x
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
, (5.14a)
Kxu =
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
u. (5.14b)
Analogous terms are derived from the Y and Z components of the Navier-Stokes equations. Note that
the viscous term is split between Nx and Kx for reasons that will become apparent when discretizing the
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equations in time using a semi-implicit method in problems with non-uniform grids. The discrete form of
Nx at the face-center location (i+
1
2
, j, k) is given by
Nxi+ 1
2
,j,k =
[
Dxf (uu) +M
x (Dyc (uv) +D
z
c (uw))
]
i+ 1
2
,j,k
− ν
3
[
Lxfu+D
x
f (D
y
cv +D
z
cw)
]
i+ 1
2
,j,k
, (5.15)
where D
(.)
f and L
(.)
f are four-point operators for first- and second-order derivatives at the face centers, and
D(.)c and L
(.)
c are the regular centered finite-difference operators for first- and second-order derivatives at the
collocated location; (.) denotes any of the coordinate directions. These operators are given in expanded form
by
(Mxq)i+ 1
2
,j,k =
qi+1,j,k + qi,j,k
2
, (Myq)i,j+ 1
2
,k =
qi,j+1,k + qi,j,k
2
, (Mzq)i,j,k+ 1
2
=
qi,j,k+1 + qi,j,k
2
,
(5.16a)
(Dxfq)i+ 1
2
,j,k =
qi+2,j,k + qi+1,j,k − qi,j,k − qi−1,j,k
4∆x
, (5.16b)
(Dycq)i,j,k =
qi,j+1,k − qi,j−1,k
2∆y
, (Dzcq)i,j,k =
qi,j,k+1 − qi,j,k−1
2∆z
, (5.16c)
(Lxfq)i+ 1
2
,j,k =
qi+2,j,k − qi+1,j,k − qi,j,k + qi−1,j,k
2∆x2
, (5.16d)
(Lycq)i,j,k =
qi,j+1,k − 2qi,j,k + qi,j−1,k
∆y2
, (Lzcq)i,j,k =
qi,j,k+1 − 2qi,j,k + qi,j,k−1
∆z2
, (5.16e)
(Gxq)i+ 1
2
,j,k =
qi+1,j,k − qi,j,k
∆x
, (Gyq)i,j+ 1
2
,k =
qi,j+1,k − qi,j,k
∆y
, (Gzq)i,j,k+ 1
2
=
qi,j,k+1 − qi,j,k
∆z
. (5.16f)
The shifted derivative, L
(.)
f , has a four-point-wide stencil and the centered derivative, L
(.)
c , is the three-
point-wide finite-difference representation of the second order derivative. Both are second-order accurate at
the face and cell center of the computational cell. Analogous finite-difference approximations can be derived
by rotating indices and using the applicable grid spacing for the cell faces in the y and z directions. Using
the base finite-difference formulas above, the discrete viscous operator can be written as
(Kxu)i+ 1
2
,j,k = (L
x
fu)i+ 1
2
,j,k + [M
x(Lyc + L
z
c)u]i+ 1
2
,j,k . (5.17)
Note that products of the L(.)c and M
(.) matrices corresponding to stencils in distinct coordinate directions
commute because of the tensor product nature of the operators. The discrete form of the continuity equation,
Eq. (5.11), at the cell center, is given by
Dxcu+D
y
cv +D
z
cw = 0. (5.18)
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The discrete Eq. (5.13) and Eq. (5.18) can be used both in the interior of the computational domain, Ω,
and next to the boundaries. The discrete N (.) and K(.) terms have particular forms next to a boundary and
are obtained using the weak form of the governing equations and consistent interpolants for shape and test
functions that enforce the required boundary conditions. The approach to obtain the boundary discretization
will be discussed in §5.4.1. Before dwelling on these details, we discuss the structure of the equations to
clarify the method of solution and the pressure-momentum coupling in the discrete setting.
The semi-discrete form of the governing equations, Eq. (5.13) and Eq. (5.18), can be written in a condensed
operator notation (matrix) form, given by
Mq˙ +N (q) + Gp− νKq = 0, (5.19a)
Dq = 0, (5.19b)
where
q =

u
v
w
 , N =

Nx
Ny
Nz
 , G =

Gx
Gy
Gz
 , D =
(
Dxc D
y
c D
z
c
)
, (5.20)
M =

Mx 0 0
0 My 0
0 0 Mz
 , and K =

Kx 0 0
0 Ky 0
0 0 Kz
 . (5.21)
The appearance of the mass matrix, M, in Eq. (5.19) is the consequence of the staggered evaluation
of the momentum equations. The main advantage of staggering the evaluation of the equation is that the
gradient operator, G, has a stencil of width two, as opposed to a stencil of width three in the default collocated
discretization. This will lead to a crucial property of the momentum-pressure coupling, as will be seen below.
An important operator will be used to manipulate the discrete equations to isolate the discrete pressure-
Poisson equation (PPE) from Eq. (5.19). Note that the approach which is described next for obtaining a
consistent and exact form of the discrete PPE requires no approximation to any of the already derived discrete
operators and suffers no commutation errors. In most finite-element based methods, a further lumping of
the mass matrix is performed to arrive at an approximate discrete PPE [137, 169, 170, 168]. This lumping
is performed to avoid involving the inverse of the consistent mass matrix, which is generally a dense matrix,
involved in the construction of the discrete PPE. In the context of finite-difference or finite-volume methods,
a similar modification is usually employed where the consistent form of the discrete PPE is replaced by an
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approximate projection approach [171, 118, 121, 125]. Such approximations cause the discrete divergence of
the velocity field to be of the same order of accuracy as that of the spatial discretization, whereas a consistent
form of discrete PPE ensures the discrete divergence of velocity field to be zero up to round-off error. Let the
vector linear operator, with domain defined on the staggered locations and range defined on the collocated
locations, be given by
S =

Sx
Sy
Sz
 , (5.22)
where
(Sx TX)i,j,k =
Xi+ 1
2
,j,k −Xi− 1
2
,j,k
∆x
, (Sy TY )i,j,k =
Yi,j+ 1
2
,k − Yi,j− 1
2
,k
∆y
, (Sz TZ)i,j,k =
Zi,j,k+ 1
2
− Zi,j,k− 1
2
∆z
.
(5.23)
The following important discrete identities can be verified by substitution of the corresponding stencils.
First, there is a divergence identity
D = STM, (5.24)
a gradient identity
L = STG, (5.25)
where L is the discrete second-order accurate narrow-stencil Laplacian operator at the collocated location.
This can be verified by using Eq. (5.23) on Eq. (5.16f), resulting in
L = (Lxc + Lyc + Lzc). (5.26)
Second, there is a Laplacian identity, obtained by applying Eq. (5.23) to Eq. (5.17), given by
STK = L˜D, (5.27)
that reflects a commutation-and-exchange (S by D) property. Finally, there is a global Laplacian defined by
Lˆ =M−1K. (5.28)
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The matrices L and L˜ are identical in the interior cells of the computational domain. They differ only in
their structure close to the boundaries of the domain (for non-periodic or finite Ω). This is a consequence of
the fact that L˜ contains the stencils that embed the boundary conditions of the velocity field, while L only
reflects the pressure role as the intermediary field that enforces mass conservation. Generally, one needs to
differentiate between the two matrices because they reflect different boundary conditions.
According to the usual point of view in finite elements, the pressure behaves mathematically as a dis-
tributed Lagrange multiplier that ensures the divergence-free property of the velocity field. In the continuum
setting, the pressure obeys a PPE obtained by taking the divergence of the momentum equation [72]. The
equivalent discrete result can be arrived at by using Eq. (5.24) to obtain the discrete divergence of the
momentum equation to extract the discrete PPE. This is a key property of the discretization. Note that
applying ST to Eq. (5.19a) consists strictly in performing linear combinations of the original discrete equa-
tions; the original continuum problem is never invoked and no commutation errors are incurred. Using the
property in Eq. (5.24) in the first term of the left-hand side of Eq. (5.19a), we have
STMdq
dt
= Ddq
dt
=
d
dt
(Dq) = 0, (5.29)
after using Eq. (5.19b). The remaining terms can be rearranged to give the discrete PPE
Lp = −STN (q). (5.30)
There are three important properties of Eq. (5.30) that we highlight. First, the discrete approximation of
the Laplacian, given in Eq. (5.26), possesses only the constant hydrostatic kernel mode. Second, boundary
conditions on the velocity appear consistently through the discrete approximations of the velocity and its
boundary condition present in N . There are no separate boundary conditions for the discrete pressure, since
they are inherited from the primitive problem, Eq. (5.19a). Third, and finally, there is no commutation error
introduced in this equation for the pressure since only linear operations on the original discrete momentum
equations were performed. These three observations ensure that no extraneous elements are introduced in
the pressure problem, and we refer to the resulting PPE as discretely consistent. Note that up to now, the
primitive velocity-pressure problem is still as difficult as Eq. (5.19) because p is an instantaneous function
of q (one cannot obtain p without knowing q) and the only thing that has been achieved is the exact
replacement of Eq. (5.19b) by Eq. (5.30).
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5.3.2 Time integration
The semi-discrete velocity and pressure equations presented in Eq. (5.19a) and Eq. (5.30) need to be advanced
in time in an efficient manner. One popular strategy to advance this type of system in time is to use a
fractional-step method [136, 70, 137, 138, 168, 99, 102, 147, 114]. The method is based on the Hodge
decomposition where the velocity field is expressed as a sum of divergence-free and curl-free parts. This
ensures that the velocity and pressure fields can be obtained in a decoupled manner and thus provide
an efficient way to obtain solution of the time-dependent incompressible Navier-Stokes equations. In this
approach, an intermediate velocity vector, q∗, is obtained by advancing Eq. (5.19a) and neglecting the term
Gp. Then, Eq. (5.30) is solved using q∗ which also includes a non-zero divergence term for q∗ and finally the
resulting pressure is used to correct q∗ and complete the time advancement. A delicate aspect of this strategy
is to find consistent boundary conditions for q∗ and p [169, 170, 142, 172, 173, 143, 118, 132, 151] and to
perform a consistent splitting of the equations to avoid loss of accuracy in time [174, 145, 146, 148, 150, 152].
Instead, in the present method, we show an alternative approach whereby the time advancement is achieved
by employing a consistent additive semi-implicit time integration method. Here, the discrete system of ODEs
obtained after spatial discretization is decomposed into two parts, one part requires explicit evaluation while
the other is implicit. For example, given the vector functions f and g, such that
dq
dt
= f(q, t) + g(q, t), (5.31)
the semi-implicit time integration method requires explicit evaluations of f while g is implicit in q. The
splitting of a problem into f and g parts affect the stability and efficiency of the method but not the truncation
error. The main advantage of a consistent semi-implicit integrator is that it prevents the occurrence of
first-order splitting errors in time. These can easily be introduced by either incorrectly staging the time
advancement using two unrelated time-integration methods for f and g (which generally will lead to a first-
order in time method) and by the need to discover boundary conditions for intermediate stages in the two
unrelated methods [175]. Semi-implicit methods are designed precisely to avoid these problems and have
consistent order-of-accuracy and desirable stability properties.
We employ a third-order IMEX (implicit-explicit) time integration method because, in principle, it can
advance the equations explicitly in the inviscid limit while remaining stable; provided the applicable CFL
restriction is enforced. A second-order explicit time integration method is generally unstable for such pure
advection problems for any time step size using non-dissipative spatial discretizations (the eigenvalues of the
linearized advection equation is purely imaginary). This idea of convectively stable time-marching scheme is
also used in consistent splitting schemes in the framework of projection method [174, 145, 146, 148, 150, 152]
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and some high order purely explicit methods for moderate to large Reynolds number flows [120]. The key
decision that must be made is to identify which parts of the system of equations will require explicit or
implicit evaluation. We make this decision based on several criteria. First, it is highly desirable to evaluate
all nonlinear terms explicitly. Second, from the purely incompressible flow point of view, one desires that the
velocity field at the end of the time step is exactly incompressible. Inspecting Eq. (5.19) and remembering the
Lagrange multiplier role of the pressure in these problems, one concludes that at least p must be evaluated
implicitly so that the resulting velocity field at the end of the time step is exactly incompressible. Third, for
efficiency reasons, one desires as few implicit terms, in g, as possible and preferably only linear terms. Fourth,
and finally, if one interprets the incompressible Navier-Stokes equations as a limit of the compressible Navier-
Stokes equations as the Mach number goes to zero, the stability result discussed in [176] also encourages the
pressure to be evaluated implicitly. They show that the correct choice is to evaluate at least the pressure
term, Gp, implicitly while the advection term can be advanced explicitly. Eq. (5.19b) is here also interpreted
as enforced at the end of the time step. In addition, it is also desirable to treat the viscous term implicitly for
wall-bounded flows at high Reynolds numbers, when the grid is finely spaced in the wall normal direction,
to avoid the restrictive viscous stability time step limit.
To select the type of IMEX method, we need to consider the fact that the PPE equation, an expensive
elliptic problem, should be solved as few times as possible during each time step. This encourages one to
consider multi-step methods. In our approach, we have implemented a combination of semi-implicit multi-
step TVB (total-variation-bounded) method [79] with a multi-stage semi-implicit Runge-Kutta method [78].
Note that the TVB is a multi-step scheme and thus suffers from the well known startup problem. Therefore,
the multi-stage RK method will provide the earlier time levels required by the multi-step scheme during
startup or time step adaptation. While it takes some effort to implement both methods, it is worth in terms
of flexibility and to ensure time accuracy of the solution. In the formulation of the TVB and RK schemes,
a parameter η is introduced to condense the two cases of explicit and implicit diffusion; η is either one or
zero for explicit or implicit viscous integration, respectively. The time step advancement of Eq. (5.19a) for
the TVB method obeys
[(
1
∆t
M− γ1ν(1− η)K
)
qn+1 + γ1Gpn+1
]
=
−
3∑
m=1
[(αm
∆t
M− νdmK
)
qn+1−m + βmN (qn+1−m) + γm+1Gpn+1−m
]
, (5.32)
where ∆t is the time-step size, dm = (γm+1(1− η) + βmη), superscript n and n+1 denote current and next
time levels, respectively, and the coefficients αm, βm and γm are provided in Hundsdorfer and Ruuth [79].
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Applying ST to Eq. (5.32), and imposing the discrete divergence-free condition at the next time level (n+1),
i.e., Dqn+1 = 0, leads to the following discrete PPE
Lpn+1 =− 1
γ1
3∑
m=1
[
βmEn+1−m − γm+1Lpn+1−m
]
, (5.33)
where En+1−m = STN (qn+1−m). As in the semi-discrete case, Eq. (5.30), the properties of the spatial
discretization lead to the discrete PPE in which the pressure field at the next time level (n+1) is decoupled
from the velocity field at the current time level (no form of ad-hoc splitting of the discrete equations is
involved). After the pressure is known, it can be used in Eq. (5.32) to update the velocity at the next time
level, (n + 1). Note that the commutation property, Eq. (5.27), is necessary to achieve segregation of the
pressure problem. A.2 describes briefly how Eqs. (5.32)–(5.33) can also be casted and solved exactly as a
fractional step method if so desired without affecting the temporal order of accuracy. In each case, the overall
computational cost is the same: one pressure Poisson solve followed or preceded by one advection-diffusion
solve; the former using the equations above and the latter with fractional-step update.
In the explicit viscous treatment, η = 1, the velocity update using Eq. (5.32) can be performed in an
efficient manner owing to the compact and tensor-product structure of the mass matrix; there is no coupling
between the y or z direction indices in the Mx, and similarly for the other matrices. For example, for u,
one can update one line of unknowns in the x−direction by applying a combination of the Thomas and
Shermann-Morrisson algorithms to solve the system of equations exactly. This is very efficient because
the banded nature of M (.) can be exploited with minimal memory cost and operation counts (they are one-
dimensional problems for which the transversal indices are dummy). However, for implicit viscous treatment,
η = 0, the velocity at the next time level is obtained by applying M−1 to Eq. (5.32) and using Eq. (5.28),
to obtain the following sparse system of equations
(
I − γ1ν∆tLˆ
)
qn+1 = −γ1∆tM−1Gpn+1
−
3∑
m=1
[(
I − dmν∆tLˆ
)
qn+1−m + βm∆tM−1N (qn+1−m) + γm+1∆tM−1Gpn+1−m
]
, (5.34)
where I denotes the identity matrix. These implicit linear equations were solved using hypre [81] with the
PCG (pre-conditioned conjugate gradient) method.
Since the multi-step TVB method requires the vector of state at two previous time steps, a semi-implicit
RK method of the same order of accuracy is used to obtain the solution at those times. Applying the
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four-stage semi-implicit RK method to the semi-discrete equations given in Eq. (5.19a), we get
qm+1 = qm + bm+1r
m+1, with m = 0, . . . , 3, (5.35)
where
Mrm+1 = am+1Mrm −∆t
[N (qm)− νηKqm + Gpm+1 − ν(1− η)K (qm + c¯m+1rm + cm+1rm+1)] .
(5.36)
The coefficients a1 = c¯1 = 0 and other coefficients are provided in Yoh and Zhong [78]. The stage number,
m = 0 and 3 correspond to the time levels n and (n + 1), respectively, for the velocity field. Applying the
linear operator ST to Eq. (5.36), combining with Eq. (5.35) and enforcing Dqm+1 = 0, leads to the following
discrete PPE
Lpm+1 = −Em +
[am+1
∆t
I + ν(1− η)c¯m+1L˜
]
Drm +
[
1
bm+1∆t
I + νem+1L˜
]
Dqm. (5.37)
where em+1 = (1 − (1 − η)cm+1/bm+1). The last term equals zero, to machine-accuracy, in our method
but retaining it ensures that the flow is discretely incompressible even if the initial condition is not exactly
incompressible. This may occur when considering complex situations where a discretely divergence-free
initial condition is too hard to construct. Furthermore, since the RK method is only used sporadically,
the overhead of retaining the Dqm is minimal. These terms were not retained in Eq. (5.32) and Eq. (5.33)
because it was presumed that the startup RK integration produced a divergence free velocity field. But, they
should be retained if time-dependent velocity boundary conditions are used because the boundary data may
not lead to an exactly divergence-free velocity at the boundary and this could introduce a mass conservation
error into the domain. Similar to the multi-step method, Eq. (5.37) can be solved to obtain the pressure
field since it is decoupled from the next stage velocity field. Once the pressure field is obtained, rm+1 can be
obtained from Eq. (5.36) by solving a sparse system of equations, which can finally be used in Eq. (5.35) to
update the velocity field. Note that p4 is not exactly the final pressure pn+1 in the multi-stage RK scheme.
The final step pressure field, at time level (n+1), is obtained by solving Eq. (5.30) using the updated velocity
field, qn+1. This extra Poisson solve is necessary only if the pressure field is required for post-processing or
for the multi-step scheme, and thus it does not affect the overall efficiency of the method.
This completes the description of the time integration methods to advance the velocity and pressure field
in time. The method can be applied to periodic boundary conditions in the three Cartesian directions. To
handle other boundary conditions, there are some further modifications which will be discussed in §5.4.1,
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but those modifications are consistent with the approach presented here and thus retain the essence of the
complete method presented above.
5.3.3 Discrete pressure-Poisson equation
In the previous section, we have derived the discrete and consistent (in time) form of the PPE and now we
describe briefly two methods to solve the system of equations for p, which has the form
Lp = f , (5.38)
where L is a negative semi-definite singular matrix and f is known. A numerical issue that one must address
is how to solve this equation given that it is singular (a constant hydrostatic mode is present). The optimal
approach differs depending on the structure of L. The matrix L is symmetric for fully periodic problems
and several other cases possessing symmetries in the domain shape and boundary conditions. However, for
certain types of boundary conditions, e.g., inflow-outflow boundary conditions, it becomes asymmetric due
to the particular form of discretization used in the present method. In the first case, L = LT , Eq. (5.38) can
be solved using a Lagrange multiplier method by maximizing the cost function
Jp = 1
2
pTLp− pTf − δ(1Tp), (5.39)
where δ is the Lagrange multiplier and 1 is the one vector. This will eliminate the hydrostatic mode by
imposing the condition
1Tp =
∑
i,j,k
pi,j,k = 0. (5.40)
Maximizing Jp with respect to p and δ, leads to the following system of equations
 L −1
−1T 0

 p
δ
 =
 f
0
 . (5.41)
Eq. (5.41) has the structure of a saddle point problem, derived from Eq. (5.39), and details of optimal
solution strategies for this type of systems can be found in Benzi et al. [177]. In our case, we used the
multigrid solver hypre [81].
Another approach which is commonly used to solve the discrete PPE, is to set the value of the pressure
to zero at an arbitrary location of the domain. This requires eliminating one equation from the system of
equations given by Eq. (5.38) and one unknown from the vector p. This modified system of equations is
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Figure 5.5: Stability limit of the RK and TVB methods for one-dimensional scalar advection-diffusion
equation with an explicit treatment of advection and diffusion terms. Solid and dashed curves denote RK
and TVB methods, respectively.
non-singular (if there was exactly one kernel mode in L, our case) and thus it can be solved in an iterative
manner using a multigrid solver. Once p is obtained, a constant can be added to the pressure to ensure that
Eq. (5.40) is satisfied, which is equivalent to the solvability condition that is usually attached to the continuum
PPE. The benefit of this approach is that it can be used when L is asymmetric. In our implementation,
we found that it was optimal to drop the equation corresponding to the geometrical center of the domain.
That produced the lowest condition number of the reduced system. Dropping a point at the boundary of
the domain generally resulted in a high condition number (which we avoided since it makes the system of
equations harder to solve).
5.3.4 Stability of the method
In this section, we investigate the linear stability of the coupled spatial discretization with the semi-implicit
time integration method by considering the one-dimensional scalar advection-diffusion equation. The one-
dimensional linear advection-diffusion equation for a scalar field q ≡ q(x, t), for t > 0, is given by
∂q
∂t
+ a
∂q
∂x
= ν
∂2q
∂x2
, a > 0, (5.42)
with periodic boundary condition; in order for Neumann analysis to be applicable. A one-dimensional domain
of length L is discretized using Nx equally spaced elements of length h = L/Nx. The semi-discrete form of
Eq. (5.42) with staggered evaluation is given by
Mx
dq
dt
+ aDxfq = νL
x
fq, (5.43)
47
where q denotes the vector of unknowns and Mx, Dxf , and L
x
f are the face-centered mass, first- and second-
order derivative operators introduced in section 5.3.1. Let us consider a particular Fourier mode representing
the solution at the jth grid location, by
qj(t) = qˆ(t)e
ijθ, θ ∈
[
0,
Nx − 1
Nx
π
]
, (5.44)
where θ = κh and κ is the wave-number. Generally, for centered finite-difference methods, θ varies from
0 to π, but with staggered discretization it only approaches π asymptotically as N−1x . Using Eq. (5.44) in
Eq. (5.43) with the stencils Eq. (5.16b) and Eq. (5.16d) leads to
cos
θ
2
dqˆ
dt
= −qˆ
(
i
a
h
cos
θ
2
+ 2
ν
h2
sin
θ
2
)
sin θ, (5.45)
and using trigonometric relationships, this can be simplified to
dqˆ
dt
= −qˆ
(
i
a
h
sin θ + 4
ν
h2
sin2
θ
2
)
. (5.46)
Figure 5.5 shows the stability limits of RK and TVB methods in terms of the CFL, λ = a∆t/h, and diffusion,
α = ν∆t/h2, numbers. Finite stability regions are found, with the RK admitting larger times steps than the
TVB method, just as it is commonly the case with these two types of methods. The stability limits shown
in figure 5.5 can be taken as a guideline for the full Navier-Stokes equations. Several cases with different
sets of boundary conditions have been tested, and the method is verified to be stable.
Finally, if Eq. (5.16b) is not used and, instead, the Box scheme approximation, second Eq. (5.3), is used
(being a reasonable choice since it has a better error coefficient), one finds
dqˆ
dt
= −qˆ
(
i
2a
h
tan
θ
2
+ 4
ν
h2
sin2
θ
2
)
. (5.47)
Unfortunately, Eq. (5.47) is impractical because the maximum wavenumber supported by the mesh θ =
(1 − 1/Nx)π implies that the tangent term becomes increasingly large as Nx increases (independent of h,
e.g., by increasing L). This is not fatal in the Box scheme because the underlying time integration scheme,
Crank-Nicholson, is A-stable. But, Eq. (5.47) cannot be used in combination with explicit schemes at all;
unless extremely small time steps are taken. This is the reason one has to adopt Eq. (5.46).
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Figure 5.6: Piecewise linear interpolants for shape functions (φx(x) and φy(y)) (a) and test functions (ψx(x)
and ψy(y)) (a) for x and y momentum equations near the bottom wall projected on the x − y plane. Test
functions in (b) for x and y momentum equations are denoted by dashed and dashed-dotted lines, respectively.
5.4 Generalizations
In this section, we discuss more general boundary conditions, the extension of the method to non-uniform
grids and the approach to ensure discrete mass conservation for inflow-outflow boundary conditions.
5.4.1 Boundary conditions
Modifications of the previous algorithm are required to accommodate more general boundary conditions. We
will concentrate on Dirichlet boundary conditions but analogous formulations can be developed to incorporate
stress conditions (as was done in some of the examples below). Following the strategy presented earlier, the
discrete equations are obtained from a weak interpretation of the governing equations by employing suitable
interpolants near the boundary that interpolate exactly through the boundary conditions and using shifted
test functions to establish the equations.
For concreteness, consider a periodic flow in the streamwise, x, and spanwise, z, directions with no-slip
boundary condition at two walls perpendicular to the y direction; i.e., a periodic channel flow. Figure 5.6
shows the interpolants for shape and test functions near the bottom wall of the channel, for the computational
cell centered at the index location (i, 1, k) and projected on the x − y plane. Note that the grid/cell
arrangement is that characteristic of a finite volume discretization; that, of course, can be considered as a
particular type of finite element. The stencils that result from the weak form of the momentum conservation
equation are detailed in A.1.1. While these formulas contain more terms than those inside the domain,
they do not alter the structure of the discrete problem. The only terms that require special attention are
those pertaining to the discrete continuity equation. Adjacent to the bottom wall, at (i, 1, k), the continuity
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equation is given by
(Dq)i,1,k = (Dxcu)i,1,k +
vi,2,k + vi,1,k − 2vi,wall,k(t)
2∆y
+ (Dzcw)i,1,k = 0, (5.48)
where vi,wall,k(t) is the specified value of the y component of velocity at the wall (zero if there is no inflow
at the boundary). Subtracting the derivative with respect to time of the known or specified vi,wall,k(t) from
the vertical momentum equation Yi, 3
2
,k, dividing by ∆y, and adding S
x and Sz applied to the streamwise
and spanwise momentum equations, respectively, leads to
d
dt
(Dq)i,1,k + (Sx TNx)i,1,k + 1
∆y
Ny
i, 3
2
,k
+ (Sz TNz)i,1,k + (L
x
cp)i,1,k +
pi,2,k − pi,1,k
∆y2
+ (Lzcp)i,1,k
− ν
((
Sx TKxu
)
i,1,k
+
1
∆y
(Kyv)i, 3
2
,k +
(
Sz TKzw
)
i,1,k
)
= − 1
∆y
d
dt
vi,wall,k(t). (5.49)
The first term in the left-hand side is zero, per Eq. (5.48), and therefore this equation is the corresponding
boundary version of Eq. (5.30); the PPE at the wall. Knowledge of the boundary condition, vi,wall,k(t),
allows one to invert for the pressure without further coupling to the fluid acceleration. In practice, the
equation above must be discretized in time using one of the semi-implicit methods discussed in section 5.3.2
but the algebraic structure does not change.
Until this point, the method follows identical steps to those described in the earlier sections for the
fully periodic boundary conditions. However, an important difference arises for the system of equations
in the y direction after the PPE is solved in the semi-implicit time integration. Consider fixed i and k
indices. If the domain is decomposed in Ny vertical cells, there are only (Ny − 1) faces to evaluate the
vertical momentum equation. There is an accounting difference between staggered evaluation locations and
the collocated arrangement of unknowns (this does not affect the discrete PPE). Such accounting mismatch
between number of equations and unknowns is observed in the Box scheme [178], which necessitates the use
of additional constraints. There are different ways to resolve this problem; i.e., lacking one equation per
(i, k) pair. The first approach is to choose to evaluate one additional vertical momentum equation; e.g., at
the bottom or top cell centers. But, this is undesirable because it induces an asymmetry in the equations
(a form of biasing or upwinding) that we would like to avoid at all cost. Another solution could be to
choose one equation at the bottom for one (i, k) pair and one equation at the top for another adjacent set of
(i, k), an alternating solution. Nevertheless, this is still unsatisfactory because the choice is quite arbitrary.
Furthermore, this formulation produced degenerate systems in our attempts and was not completely stable.
A second approach is to write additional y momentum equation at the bottom and top boundaries of
the domain, leading to an over-determined system. The resulting system can be solved using linear-least
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squares; e.g., see Perot and Subramanian [179]. Here, while we observed some degree of Gibbs phenomena
in the computed solutions, the main problem is that having more equations than unknowns implies discrete
violation of either mass or momentum conservation. The least-squares minimal norm solution cannot satisfy
exactly all the equations simultaneously. The third, and final approach we advocate, is to supplement the
original under-determined system with a smoothness condition. In this paper, we are mostly interested
in reasonably smooth solutions of the incompressible Navier-Stokes equations and therefore, we propose to
attach this property to complete the system of equations for the y component of the momentum equation.
A generalization of this idea can be carried out if there are more than one non-periodic directions, as we
have done for the lid-driven cavity flow example later on.
The smoothness requirement is hereby enforced by requiring that a certain functional attains a minimum
at each instant. The natural constraint can be casted as a total-variation minimization (TVM) of the velocity
difference between adjacent cells, with cost function given by
J ∗v =
∑
i,j,k
[
(vi+1,j,k − vi,j,k)2 + (vi,j+1,k − vi,j,k)2 + (vi,j,k+1 − vi,j,k)2
]
, (5.50)
where the sum covers the valid range of indices for each of the squares of the velocity difference. Minimizing
Eq. (5.50) is constrained by the y momentum equations, that have the general structure
Ayv = f , (5.51)
where f is the known and complete right-hand side of Eq. (5.34), before multiplication byM−1 since My is
not a square matrix, resulting in
Ay =My − γ1∆tν(1− η)Ky, (5.52)
for the multi-step semi-implicit integrator (an analogous expression can be derived for the RK method from
Eq. (5.36)). A new cost function that includes the constraining equations, Eq. (5.51), is constructed with
the aid of the method of Lagrange multipliers, giving
Jv = J ∗v + ζT (Ayv − f) , (5.53)
where ζ is the vector of multipliers (one for each vertical momentum equation). Determining the derivative
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of Jv with respect to all the unknowns and equating them to zero gives
 Ay 0
L Ay T

 v
ζ
 =
 f
0
 , (5.54)
where L is a Laplacian-like smoothing matrix, defined by
Lv =
∂J ∗v
∂v
. (5.55)
The system of equation given by Eq. (5.54) has full rank and can be solved in an iterative or direct manner.
This will lead to a TVM solution for the y component of the velocity field. In practice, we do not always solve
the extended system of equations given by Eq. (5.54) in this general manner. Next, we describe in detail the
simplifications that can be made to reduce Eq. (5.54) to systems of decoupled pentadiagonal equations for
the types of boundary conditions we used in the examples.
We consider the flow in a periodic channel with Dirichlet boundary condition imposed on the bottom
and top walls. The approach described here simplifies Eq. (5.54) to systems of decoupled tridiagonal and
pentadiagonal matrices in two- and three-dimensions, respectively. For the sake of simplicity, we consider
a two-dimensional flow with explicit treatment of the diffusion term. Extension to three-dimensions and
implicit diffusion uses an analogous procedure.
Lets consider a vertical column of cells with Ny unknowns and (Ny − 1) equations. Since we have Nx
such columns, the number of unknowns are Nx ×Ny, whereas the number of equations are Nx × (Ny − 1).
The y-momentum equation can be expressed as

My 0 .. .. 0
0 My .. .. 0
0 .. .. .. 0
0 .. .. My 0
0 .. .. 0 My


q1
..
..
..
qNx

=

f1
..
..
..
fNx

. (5.56)
The size of My is (Ny − 1)×Ny, qi is Ny × 1 and f i is (Ny − 1)× 1, where i varies from 1 to Nx; Eq. (5.56)
is undetermined. The cost function JV∗ given by Eq. (5.50), in two-dimensions, reduces to
J ∗v =
∑
i,j
[
(vi+1,j − vi,j)2 + (vi,j+1 − vi,j)2
]
, (5.57)
where vi,j for j = 1, . . . Ny, denote the unknowns represented by column vectors qi. We would like to
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minimize Eq. (5.57) with the constraints imposed by Eq. (5.56). The solution to this problem can be
obtained in an efficient manner through a re-partitioning of the problem, according to

M¯y m 0 0 .. .. .. 0 0
0 0 M¯y m .. .. .. 0 0
0 0 .. .. .. .. .. 0 0
0 0 .. .. .. M¯y m 0 0
0 0 .. .. .. 0 0 M¯y m


q1
..
..
..
qNx

=

f1
..
..
..
fNx

, (5.58)
where M¯y is a square matrix of size (Ny − 1)× (Ny − 1) and m is a vector of size (Ny − 1)× 1. If we write
qi as
qi =
 q¯i
vi,Ny
 , (5.59)
where q¯i is a column vector given by
q¯i =

vi,1
vi,2
..
vi,Ny−1

, (5.60)
then using Eq. (5.58) we get
q¯i = M¯
y −1
(
f i − vi,Nym
)
, ∀i. (5.61)
In Eq. (5.61) we know everything except vi,Ny , which is obtained by minimizing Eq. (5.57) and is described
next. Let us define
ci = M¯
y −1 fi, di = M¯
y −1m. (5.62)
We define two auxiliary vectors namely ai and bi of size (Ny − 2)× 1 that can be obtained by performing
a shift operation on the vectors ci and di, respectively. The shift operation is defined for example as follows
(ai)j = (ci)j − (ci)j+1 , for j = 1, . . . , Ny − 2. (5.63)
53
Similarly one can obtain vector bi from di. With all these definitions we can express J ∗v in Eq. (5.57) in
terms of the unknowns vi,Ny . The modified expression is given by
J ∗v =
Nx∑
i=1
aTi ai − vi,Ny
[
aTi bi + b
T
i a− 2 (ci)Ny−1
(
1 + (di)Ny−1
)]
+ v2i,Ny
[
bTi bi +
(
1 + (di)Ny−1
)2]
+
Ny∑
j=1
Nx−1∑
i=1
[
(ci)j − (ci+1)j − vi,Ny (di)j + vi+1,Ny (di+1)j
]2
. (5.64)
Minimizing J ∗v with respect to vi,Ny , the only undetermined quantities, through
∂J ∗v
∂vi,Ny
= 0, ∀i, (5.65)
leads to the following tridiagonal system of equations for vi,Ny
K1i vi−1,Ny +K
2
i vi,Ny +K
3
i vi+1,Ny = Ei −Hi, ∀i, (5.66)
where
K1i = −2dTi di−1, K2i = Gi + 4dTi di, K3i = −2dTi di+1, ∀i, (5.67)
with K11 = K
3
Nx = 0 and
K2i = Gi + 2d
T
i di, for i = 1 and i = Nx. (5.68)
The expressions for Ei, Gi and Hi are given by
Ei = a
T
i bi + b
T
i ai + 2 (ci)Ny−1
[
1 + (di)Ny−1
]
, (5.69)
Gi = 2
[
bTi bi +
(
1 + (di)Ny−1
)2]
, (5.70)
Hi = 2d
T
i (ci−1 − 2ci + ci+1) , (5.71)
with
H1 = 2d
T
1 (c2 − c1) , HNx = 2dTNx (cNx−1 − cNx) . (5.72)
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Thus, once we solve for vi,Ny using Eq. (5.66), we can solve for q¯i using Eq. (5.61) and Eq. (5.59) provides the
complete solution q, of the undetermined set of equation. Note that with the above discussed re-partitioned
approach we only need to store a few one-dimensional auxiliary vectors and perform direct solves of the
tridiagonal system of equations. This results in very little, negligible, overhead above the Navier-Stokes
solver.
5.4.2 Non-uniform grids
In many flows, one encounters rapid variations of the velocity field that is localized in some regions of the
computational domain. For example, in wall-bounded flows at high Reynolds numbers, a sharp gradient
of the streamwise velocity in the wall-normal direction is observed near the wall boundaries, whereas at
a distance from the wall, the velocity variations can be smaller. This is, in part, a consequence of the
no-slip condition. To resolve such sharp variations in the flow, in a computationally efficient manner, it is
advantageous to use a non-uniform grid, so that the regions having sharper gradients have a denser grid,
compared to other regions. To illustrate the extension of the present numerical method to incorporate non-
uniform grids, we focus on the flow through a periodic channel with a non-uniform grid near the wall; e.g.,
non-uniform in the y direction and uniform in the streamwise (x) and spanwise (z) directions, respectively.
The momentum equation is discretized using modified shape and test functions to account for the non-
uniform grid in the wall-normal direction. Now, it is more convenient to use the grid cell coordinates denoted
by yj for the j
th collocated location in that direction, instead of the spacing. The semi-discrete form of the
governing equation given by Eq. (5.13) changes slightly as all the derivatives in the y-direction will have
a different form owing to the non-uniform grid. The operators at the face-centers, Gy and Lyf and at the
cell-center, Lyc , D
y
c and S
y are modified according to
(Gyp)i,j+ 1
2
,k =
pi,j+1,k − pi,j,k
yj+1 − yj , (5.73a)
(Lyfv)i,j+ 12 ,k =
2
yj+2 − yj+1 + yj − yj−1
(
vi,j+2,k − vi,j,k
yj+2 − yj −
vi,j+1,k − vi,j−1,k
yj+1 − yj−1 ,
)
, (5.73b)
(Lycp)i,j,k =
2
yj+1 − yj−1
(
pi,j+1,k
yj+1 − yj −
pi,j,k (yj+1 − yj−1)
(yj+1 − yj) (yj − yj−1) +
pi,j−1,k
yj − yj−1
)
, (5.73c)
(Dycv)i,j,k =
vi,j+1,k − vi,j−1,k
yj+1 − yj−1 , (5.73d)
Syi,j,k =
2
(
Yi,j+ 1
2
,k − Yi,j− 1
2
,k
)
yj+1 − yj−1 . (5.73e)
In addition, modified forms of N and near boundary stencils are required. These modified terms are
provided in their expanded forms in A.1.2. With all these modifications, the numerical method follows
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the steps described earlier to perform time advancement since all commutation properties remain valid,
Eqs. (5.24)–(5.27). With these modifications, the formal spatial order of accuracy of the numerical method
can reduce to first order if the changes in the grid spacing are too abrupt. Otherwise, approximately second-
order of accuracy is recovered since the constant in the truncation error depends on the grid ratio and the
constant is very small for small grid variations.
5.4.3 Mass conservation for inflow-outflow boundary conditions
Discrete conservation of mass in a point-wise and global manner is one of the important features of the
present method. This property is important for advection dominated flows and for flows involving scalar
transport [180]. It is ensured in the present method for periodic and Dirichlet boundary conditions, without
requiring any modifications. However, problems with outflow or open boundary conditions require a specific
treatment. In this section, we present an approach to ensure discrete conservation of mass for inflow-
outflow boundary condition in a channel. This type of flows belongs to the category of spatially evolving
flows. At the inflow, we enforce a Dirichlet boundary condition and at the outflow we enforce homogeneous
Neumann condition for the velocity field. Unfortunately, global mass balance through inflow and outflow
boundaries is not achieved to round-off error (there is always an error of the order of the truncation error
of the method). This violation of global discrete mass balance prevents the velocity field from achieving full
discrete divergence free status. This problem can be resolved by including a constraint to enforce the global
mass balance [181, 134]. This idea is similar to the regularization approach [147, 182] used for inflow-outflow
cases to ensure global mass balance when a convective boundary condition is used at the outflow boundary.
Adding an additional constraint to satisfy the global mass balance leads to an overdetermined system of
equations. To make the system of equations consistent, we choose a pivot location on the outflow boundary
and ignore the momentum equation in the boundary-normal direction at that location. There, we use the
mass balance constraint to obtain the boundary-normal velocity at that location. Note that this pivot
location is the same location where pressure is set to be zero to remove the hydrostatic mode associated with
the discrete PPE system. The implementation detail on uniform grid with an explicit treatment of diffusion
is discussed here. Extension to an implicit treatment of diffusion follows similarly. Let the pivot location be
denoted by (ip, jp, kp) on the outflow boundary. Discrete global mass balance using one-point quadratures
yields
uip,jp,kp =
∑
i,j,k=inflow
ui,j,k −
∑
i,j,k=outflow
i6=ip
ui,j,k , (5.74)
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Figure 5.7: The physical and computational domain for a curvilinear grid system and the grid layout in
curvilinear coordinates with the velocity components arrangement.
where u is the boundary-normal velocity. The other velocity variables are obtained from their respective
momentum conservation equations. But, this velocity is coupled to the velocity at other locations along
the boundary-normal direction through the “mass” matrix and hence a back-substitution step is required to
update the values along this direction. For example, at location (ip − 1
2
, jp, kp), we have
(Mxu)ip− 12 ,jp,kp
= fip− 12 ,jp,kp , (5.75)
where fip− 12 ,jp,kp is a known value on the right-hand-side and uip−1,jp,kp is coupled to uip,jp,kp . This leads to
an update of all the values along the pivot location in the boundary-normal direction for the boundary-normal
velocity. This approach ensures global and point-wise mass balance. Note that because of Eq. (5.74) followed
by the back-substitution step, additional round-off errors are introduced and thus the discrete divergence at
the pivot location is generally an order of magnitude higher than that at other points in the computational
domain, although still of the order of machine accuracy.
5.4.4 Formulation for curvilinear grids
The method presented in this paper is showcased for Cartesian structured grids. However, it can be extended
to a general curvilinear grid system to expand its domain of applicability. In this section, we present a brief
description of the governing equations that can be used in conjunction with the discrete formulation presented
in this work. Note that, we only present the mathematical formulation for such an extension and the actual
implementation has not been performed. Figure 5.7 shows the physical and computational domain and
the grid layout for a curvilinear grid system in two-dimensions. The grid layout shows the arrangement of
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Cartesian and transformed velocity components. As discussed in [99], the incompressible form of Navier-
Stokes and continuity equations in the curvilinear coordinates can be expressed in strong-conservation form
as
∂J−1ui
∂t
+
∂Fik
∂ξk
= 0,
∂Uj
∂ξj
= 0, (5.76)
where i, j, k = 1, 2, 3; J−1 is the inverse of the Jacobian of the grid transformation, ui represents the Cartesian
velocity components, Uj is the volume flux normal to the surface of constant ξj , i.e. the contravariant velocity
times J−1 and summation is implied for repeated indices. The flux term, Fik, is given by
Fik = Ukui + J
−1 ∂ξk
∂xi
p− νGkn ∂ui
∂ξn
, (5.77)
where Gkn is the mesh skewness factor. Furthermore, the following transformation properties are used
J−1 = det
(
∂xi
∂ξj
)
, Uj = J
−1 ∂ξj
∂xi
ui, G
kn = J−1
∂ξk
∂xj
∂ξn
∂xj
. (5.78)
With these definitions, one can express Eq. (5.76) in terms of Uj by premultiplying the momentum balance
equation by
∂ξj
∂xi
, leading to
∂Uj
∂t
+
∂ξj
∂xi
∂Fik
∂ξk
= 0. (5.79)
Note that Eq. (5.79) is not in the strong-conservation form. However, now we can apply the method proposed
in this paper to discretize Eq. (5.79) in the computational space. The main objective of moving away from
the strong-conservation form is to retain some of the properties of the discrete operators. For example, if
we discretize Eq. (5.79), we still have the property given by Eq. (5.24), and therefore, we can derive the
discrete version of pressure-Poisson equation by combining discrete versions of mass- and momentum-balance
equations, if viscous diffusion is treated explicitly in time. An actual implementation of the curvilinear
formulation is out of scope of the present work and therefore, it is not discussed further in this work.
5.5 Computational assessment of the method
In this section, we present results of the spatial and temporal convergence rate assessment of the numerical
method for some flow examples. Since a closed form solution of the incompressible Navier-Stokes equations
is available only in few simple cases, most of the flows considered in this section employ the method of
manufactured solutions to measure accuracy [183]. These cases demonstrate the order of accuracy of the
numerical method, verifies correctness of the code and illustrates the applicability of the method to incorpo-
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Figure 5.8: Temporal (a) and (b) and spatial (c) and (d) order of accuracy for the Taylor-Green vortex flow.
Symbols (), (∆) and (3) denote error norms for u, v and p, respectively. Dashed and dashed-dotted lines
denote reference lines. Table on the right shows the maximum value of divergence of the velocity field.
rate different types of boundary conditions. The convergence rate assessment uses L2 and L∞ error norms.
Four cases have been considered here to illustrate periodic, Dirichlet and Neumann boundary conditions.
5.5.1 Taylor-Green vortex
We first consider the Taylor-Green vortex flow, which is an analytical time-dependent solution to the in-
compressible Navier-Stokes equations in a fully periodic two-dimensional domain. The flow decays in time
at a rate controlled by viscosity. The velocity and pressure fields corresponding to this flow in the domain
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[0, 2π]× [0, 2π] are given by
u(x, y, t) = F (t) sin(x) cos(y), (5.80a)
v(x, y, t) = −F (t) cos(x) sin(y), (5.80b)
p(x, y, t) =
1
4
F 2(t) (cos(2x) + cos(2y)) , (5.80c)
where F (t) is
F (t) = e−2νt. (5.81)
Figure 5.8 shows the behavior of the temporal and spatial order of accuracy in logarithmic scaling and the
maximum value of the discrete divergence for different spatial grid sizes; ν = 0.5 in all cases. A fixed grid
with 41× 41 points is used for the temporal convergence rate assessment, figures 5.8 (a) and (b). Different
solutions are obtained by varying time-step size up-to t = 0.4. A solution obtained using a very small
time-step size, ∆t = 10−5 is considered to be an exact solution for computing the error norms. Third-order
accuracy in time is achieved for the velocity and pressure fields in both L2 and L∞ norms. The results
show uniform order of accuracy in time for the velocity and pressure fields and clearly indicate that the
method does not suffer from time-splitting errors in the pressure field, as has been observed in some of the
splitting and projection methods used to solve the incompressible Navier-Stokes equations [184, 185, 151].
The spatial convergence rate is determined by comparing the solutions at, t = 0.01 with a fixed time-step
size of ∆t = 10−4 and varying spatial grid size. Second-order spatial accuracy is observed for the velocity
and the pressure field in both L2 and L∞ error norms in figures 5.8 (c) and (d). This is consistent with the
interpolants used to represent the solution in space. Owing to the symmetry of the interpolants, one can
in principle achieve third order of accuracy in a pure advection problem (not shown here). However, the
present discrete PPE is only second-order accurate and thus we achieve second-order of accuracy in space
for all fields. The L∞ value of the discrete divergence for different grid sizes is close to the machine accuracy.
The conservation of discrete kinetic energy is satisfied only when discrete operators satisfy the continuous
counterparts, and it implies stability of the numerical method [122, 114]. A collocated scheme based on cell-
face velocity interpolation, generally, suffers from kinetic energy conservation error due to interpolation error
associated with the cell-face velocity and an inconsistent pressure field to ensure mass conservation [109]. The
discrete conservation of kinetic energy becomes important while studying unsteady and particularly turbulent
flows, as it is well known that methods with low or no numerical dissipation over-perform dissipative methods
and should be used for long time integration. We have used the Taylor-Green vortex flow to asses conservation
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Figure 5.9: Temporal evolution of the relative change in kinetic energy for two cases, namely, Taylor-Green
vortex flow (a) and (c) and manufactured flow (b) and (d), using a 31 × 31 grid. Solid and dashed lines
denote divergence and skew-symmetric forms, respectively, for the advection term. The thick line denotes
solution obtained using the Rhie and Chow momentum interpolation method [93]. Subfigures (c) and (d)
show zoom in of subfigures (a) and (b), respectively, for the new method.
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of kinetic energy in the inviscid limit (ν → 0); kinetic energy is conserved in the continuum inviscid limit.
Therefore, we investigate the time evolution of the discrete kinetic energy using a 31×31 grid. The non-linear
advection term was expressed in two different forms, namely, divergence and skew-symmetric forms given by
Eq. (5.12); the latter is known to conserve kinetic energy [71] up to the truncation error of the time integrator.
The change in kinetic energy is defined as ∆E = E(t)−E0, where E0 is the total initial kinetic energy and
E is the total kinetic energy at time t > 0. Figure 5.9(a) shows the evolution of ∆E/E0 with time for the
two discretizations of the advection term and results using the Rhie and Chow pressure weighted momentum
interpolation method [93], which is commonly used for solving the incompressible Navier-Stokes equations
on collocated grids. Figure 5.9(c) shows a rescaled vertical axis, where it can be observed that the relative
change in kinetic energy is close to the machine precision, round-off error, using both forms of advection
up-to time, t = 15. Beyond this time, the divergence form shows increasing ∆E which eventually increases
exponentially and finally blows up (there is no possible regularization of the flow in the inviscid limit and
the fields degenerate into a random noise-like state). With the skew-symmetric form, ∆E remains close to
the machine precision till t = 35. Eventually, exponential growth occurs with this form as well since there
is always a small amount of dispersion error in the third-order time integration method that contributes to
gain or loss of E [186]. It is evident that the Rhie and Chow method incurs significant numerical dissipation
compared to the present method in this ideal pure-inviscid case.
Although Taylor-Green vortex flow is a good example case to investigate conservation properties, in the
inviscid limit the flow is steady. Therefore, we considered an unsteady situation of a two-dimensional flow
in the domain [−1, 1]× [−1, 1] with initial condition given by
uo(x, y) = 1− cos(πx) sin(πy), (5.82a)
vo(x, y) = 1 + sin(πx) cos(πy). (5.82b)
The flow given in Eq. (5.82) does satisfy the divergence-free condition. This flow corresponds to an advecting
vortex in the computational domain through the diagonal. The temporal evolution of the relative change in
kinetic energy is shown in Figure 5.9 (b), where it can be observed that the skew-symmetric form outperforms
the divergence form of advection up-to t = 60; which is about 30 flow-through times (with respect to the
mean advection speed). Here, ∆E is not close to machine precision but it is about 10−5, which is still
a very low value for such a long-time integration in the grid of 31 × 31 points. This very small value is
connected to the third-order time-integrator truncation error. The divergence form results in exponential
growth after approximately t = 10. Figure 5.9(d) shows a rescaled vertical axis of figure 5.9(b). Somewhat
differently from the previous case, the Rhie and Chow method shows some dissipation but also oscillation in
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this test case. Based on this study we infer that the method conserves kinetic energy discretely in space (with
the skew-symmetric form) within the accuracy of the time integrator, and thus it is suitable for long-time
integration. Finally, we remark that the inviscid test is just a practical means to measure the degree of
conservation of kinetic energy of a method. If one looks at the solution after some time from such a test,
one will see essentially numerical noise, because the inviscid equations do not have regular solutions on a
finite mesh. The reason this test is usually considered is because in large-eddy simulation (LES) one cannot
rely on the ability of the subgrid-scale model to always provide the correct amount of dissipation that the
flow expects. This results in localized regions in the domain where the numerical method needs to support
an essentially inviscid solution for short periods of time, until the subgrid-scale model is activated again.
Conserving kinetic energy implies that there is no artificial numerical dissipation, which is undesirable since
it can interfere dramatically with the subgrid-scale model action.
The results presented here illustrate various salient features of the numerical method presented in §5.3.
For example, it demonstrated that the collocated grid can achieve uniform order of accuracy in space and
time, there are no spurious kernel modes associated with the pressure and approximate conservation of
discrete kinetic energy is achieved in the inviscid limit.
5.5.2 Manufactured flow in a periodic channel
Laminar flow in a periodic channel has a simple analytical solution to the incompressible Navier-Stokes
equation. However, it is an example of a parallel flow where the streamwise component of the velocity
depends only on the wall-normal coordinate. Here, the numerical method achieves the expected order of
accuracy in time and space (not shown). To verify the application of the numerical method to a non-parallel
flow, we construct a flow field using the method of manufactured solutions [183]. The constructed flow is
defined in a periodic channel with no-slip boundary condition on the top and bottom walls while a source
term is added to the Navier-Stokes equations to create the non-parallel flow. This flow is a more realistic
test of the numerical method applied to a problem with Dirichlet boundary. The flow obeys
u(x, y) =
4
π
y
(
1− y2) cos (πx), (5.83a)
v(x, y) = − (1− y2)2 sin (πx), (5.83b)
p(x, y) = (1− y2)2 sin (πx), (5.83c)
in the domain [−1, 1]× [−1, 1]. Note that the solution given in Eq. (5.83) satisfies the boundary conditions
and the velocity field is divergence free, but it does not satisfy the momentum equations. Introducing
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Figure 5.10: Temporal (a) and (b) and spatial (c) and (d) order of accuracy for the manufactured flow in a
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Eq. (5.83) into Eq. (5.10) leads to residual terms that can be used as a body force to enforce that Eq. (5.83)
is a steady solution. The body force terms denoted by fx and fy corresponding to the x and y components
of the momentum equation are given by
fx =− 2
π
(
1− y2) (1− y4) sin 2πx+ π (1− y2)2 cosπx− ν cosπx [−4πy (1− y2)− 24
π
y
]
(5.84a)
fy =− 4y
(
1− y2)3 − 4y (1− y2) sinπx− ν sinπx [4− 12y2 + π2 (1− y2)2] (5.84b)
The simulation is initialized with zero velocities, and the solution is computed on a fixed grid of size
41× 41 till t = 0.4 with varying time-step size to perform the temporal order-of-accuracy convergence study.
The solution obtained using a small time-step size, ∆t = 10−5 is considered as an exact solution when
calculating the L2 and L∞ error norms. The spatial convergence rate is determined by using the initial
condition given by Eq. (5.83) and then obtaining the solution on varying grid sizes using a fixed time-step
size, ∆t = 10−5, at t = 0.01. The manufactured solution is the exact solution used in the calculation of the
norms. In all cases, ν = 0.01.
Figure 5.10 shows the temporal and spatial convergence rate in logarithmic coordinates and a table
showing the maximum value of the divergence of the velocity field as a function of spatial grid size. Third-
order of accuracy in time is achieved for the velocity and the pressure in both L∞ and L2 error norms in all
cases; figures 5.10 (a) and (b). Second-order spatial accuracy is observed for the velocity in both error norms
in figures 5.10 (c) and (d). For the pressure field, second-order of accuracy is observed in the L2 error norm
(the proper norm of the method) and ultimately first order in the L∞ norm. These results are expected since
we use linear interpolants in space to represent the solution at the collocated location but piecewise-constant
interpolants for the pressure. The reduction in the order of accuracy in the pressure field in the L∞ norm is
associated with the reduction in the order of accuracy near the boundary. There, the spatial discretization
for the discrete PPE is formally only first-order accurate. The maximum value of the divergence of the
velocity field is close to the tolerance (10−14) used as the stopping criteria for the iterative solution of the
discrete PPE and thus we can say that the method yields the discrete divergence of the velocity field up to
the round-off error.
As mentioned in §5.4.2, using a non-uniform grid results in, strictly speaking, a first-order of accuracy
method in the finite-difference sense. We investigate the spatial convergence rate by using the method
of manufactured solutions with the initial conditions given by Eq. (5.83) using a non-uniform grid. The
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Figure 5.11: Spatial order of accuracy for the manufactured flow in a periodic channel with non-uniform
mesh. Symbols (), (∆) and (3) denote error norms for u, v and p, respectively. Dashed-dotted line with no
symbol denotes a reference line. Table on right shows the maximum value of the divergence of the velocity
field.
coordinate in the wall-normal (y) direction was stretched according to
y(ξ) = ymin +
Ly
2
1 + tanh
(
δ
(
ξ−ymin
Ly
− 12
))
tanh(δ/2)
 , (5.85)
where δ is the stretching parameter and ξ is the logical grid coordinate. A value of δ = 2.75 was used in these
simulations resulting in finer grid adjacent to the channel walls. Figure 5.11 shows the L2 and L∞ error
norm, and the maximum value of divergence of the velocity field obtained on this grid. We observe similar
behavior as that of the uniform grid case except that pressure is second-order-accurate in L∞ error norm,
which might be caused by the maximum error occurring in the interior as opposed to near the boundary in
the uniform grid case. Furthermore, the divergence of the velocity field is close to round-off error.
The results presented in this section illustrate that the numerical method shows the expected spatial and
temporal accuracy with Dirichlet boundary conditions. It also shows application of a non-uniform grid in
the wall-normal direction. Furthermore, it shows that the discrete divergence of the velocity field is close to
the tolerance specified for the iterative solver for the discrete PPE and is close to the round-off error.
5.5.3 Manufactured flow in a channel with inflow-outflow boundary condition
Flow in a channel with an inflow-outflow boundary condition is an example of a spatially evolving flow. This
flow configuration is used in numerous studies to understand boundary layer behavior. This flow also illus-
trates a combination of Dirichlet and Neumann boundary conditions. We use the method of manufactured
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shows the maximum value of the divergence of the velocity field.
67
solutions to construct a steady flow field, given by
u(x, y) =
(
1− y2)− 4y (1− y2) (1− x2)3 , (5.86a)
v(x, y) = 6x
(
1− x2)2 (1− y2)2 , (5.86b)
p(x, y) = sin (πx) cos (πy), (5.86c)
in the domain [−1, 1]× [−1, 1]. The corresponding body force terms are given by
fx = 12x
(
1− x2)2 (1− y2)2 [y − 4 (1 + y2) (1− x2)3]+ π cos(πx) cos(πy)
− ν [24y (1− x2) ((1− 5x2) (1− y2)+ 1)− 2] (5.87a)
fy = −144y
(
1− y2)3 (1− x2)4 x2 + 6 (1− x2) (1− y2)2 [1− y2 − 4y (1− y2) (1− x2)3]
− π sin(πx) sin(πy)− 24νx
[(
1− x2)2 (3y2 − 1)+ (1− y2)2 (5x2 − 3x)] (5.87b)
Solutions are obtained up-to time, t = 1.0, on varying spatial grid sizes with a fixed time-step size,
∆t = 5× 10−4 for spatial convergence rate assessment. Eq. (5.86) is used to specify the initial condition. A
fixed grid of size, 41× 41 is used and solutions are obtained up-to time, t = 0.1, with varying time-step sizes
for temporal convergence rate. The solution obtained with time-step size, ∆t = 10−5 is assumed to be the
exact solution for calculating the error norms. The flow was initialized with the uniform inflow velocity to
ensure divergence is zero initially; ν = 0.01 in all cases. The velocity is imposed at the top and bottom walls
of the channel and at the inflow boundary. The homogeneous Neumann condition is imposed for the velocity
components and for the pressure field, pressure gradient in the x direction is extrapolated from the interior,
at the outflow boundary. Figure 5.12 (a) and (b) shows the temporal convergence rate using L2 and L∞ error
norms. We observe third-order accuracy in time for the velocity components and the pressure. Figure 5.12
(c) and (d) shows the spatial convergence rate and we observe second-order spatial accuracy for the velocity
components and the pressure field in both error norms. Figure 5.12 also shows the maximum value of the
discrete divergence of the velocity for varying spatial grid size, which always occurs at the pivot location
used in solving the discrete PPE and ensuring global mass balance, as described in §5.4.3. The maximum
value of the discrete divergence is an order of magnitude larger than what was observed in the previous cases
because of the higher stopping criteria tolerance (10−13) used for the BICGStab iterative solver; compared
to the other cases (10−14) where PCG solver is used. The L2 norm of divergence of velocity field varies from
O(10−15) to O(10−13), as the spatial grid is refined.
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Mesh size L∞(∇ · v)
20× 20 1.78× 10−15
40× 40 5.00× 10−15
60× 60 5.88× 10−15
80× 80 8.95× 10−15
100× 100 1.32× 10−14
120× 120 1.33× 10−14
140× 140 1.66× 10−14
160× 160 2.22× 10−14
180× 180 2.00× 10−14
200× 200 2.50× 10−14
300× 300 3.75× 10−14
Figure 5.13: Temporal (a) and (b) and spatial (c) and (d) order of accuracy for the manufactured flow in
a confined cavity. Symbols (), (∆) and (3) denote error norms for u, v and p, respectively. Dashed and
dashed-dotted lines with no symbol denote reference lines. Table on right shows the maximum value of the
divergence of the velocity.
Finally, we consider a flow configuration with Dirichlet boundary condition on all the boundaries. Such
a flow configuration is chosen to illustrate the application of the TVM approach in both directions, and it
also shows handling of the corner regions in a computational domain. Similar to the earlier cases, we use
the method of manufactured solutions to construct the flow field which is given by
u(x, y) = −2y (1− x2)2 (1− y2) , (5.88a)
v(x, y) = 2x
(
1− x2) (1− y2)2 , (5.88b)
p(x, y) =
(
1− x2)2 (1− y2)2 , (5.88c)
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in the domain [−1, 1]× [−1, 1]. The corresponding body force terms are given by
fx =− 8xy2
(
1− x2)3 (1− y2)2 − 4x (1− x2)3 (1− y2)3 − 4x (1− x2) (1− y2)2
− ν
[
−16x2y (1− y2)+ 8y (1− x2) (1− y2)+ 12y (1− x2)2] (5.89a)
fy =− 8x2y
(
1− x2)2 (1− y2)3 − 4y (1− x2)3 (1− y2)3 − 4y (1− x2)2 (1− y2)
− ν
[
16xy2
(
1− x2)− 8x (1− x2) (1− y2)− 12x (1− y2)2] (5.89b)
Solutions are obtained on varying spatial grids with a fixed time-step size, ∆t = 10−5, up-to time, t = 0.01
for spatial convergence rate assessment. Eq. (5.88) is used to specify the initial conditions. A fixed grid
of size, 40 × 40 is used to obtain solutions up-to time, t = 0.4 with varying time-step size for temporal
convergence rate assessment. Zero velocity is used as the initial condition. The solution obtained with a
time-step size, ∆t = 10−5 is considered to be the exact solution for calculating the error norms; ν = 0.01
in all cases. Figure 5.13 (a) and (b) shows the temporal convergence rate obtained using both L2 and L∞
norms. Similar to the earlier cases, we observe third-order of accuracy in time for the velocity and the
pressure. Figure 5.13 (c) and (d) shows the spatial convergence rate using L2 and L∞ norms. Second-order
spatial accuracy is observed for the velocity. The pressure shows second- and first-order accuracy in L2 and
L∞ error norms, respectively. These observations are similar to the earlier cases. Figure 5.13 also shows that
the maximum value of the discrete divergence of the velocity for varying spatial grids is close to round-off
error.
Based on the results discussed in this section, we conclude that the numerical method achieves uniform
order of accuracy in time across all fields and does not suffer from O(∆t) time splitting error even in the
presence of boundary layers. In space, the observed order of accuracy is consistent with the discretization
proposed in the paper. The maximum value of the discrete divergence is of the order of round-off error.
5.6 Flow examples
In this section, we present simulations of some common flow problems. The examples span laminar flows as
well as a fully developed turbulent flow. The laminar-regime problems include flow in a lid driven cavity,
flow over a backward-facing step and the Kovasznay flow. These flows have been extensively used in past as
standard test cases to evaluate stability and accuracy of numerical methods for the incompressible Navier-
Stokes equations.
70
Bottom wall
u
=
v
=
0
u = v = 0
Top surface
Side
w
all
u = 1, v = 0
u
=
v
=
0
Si
de
w
al
l
Cavity
y
x
Figure 5.14: Geometry and boundary conditions for flow in a lid driven cavity.
Table 5.1: Stream-function and vorticity at center of the primary vortex at Re = 1000.
Present Ghia et al. [187] Kim and Moin [138] Benjamin and Denny [188]
(100 × 100) (129 × 129) (97 × 97) (101 × 101)
ψc -0.118 -0.118 -0.116 -0.118
ωc -2.043 -2.050 -2.026 -2.044
5.6.1 Lid-driven cavity flow
Figure 5.14 shows the geometry and boundary conditions for the flow in a lid driven cavity. The top surface,
the lid of a square cavity, is driven at a uniform horizontal velocity, u = 1, and the remaining sides are
immobile. Just as it is well known, increasing the Reynolds number, Re, based on the cavity height and
the lid velocity, produce vortical flows inside the cavity. Figure 5.15 shows streamlines and iso-contours of
vorticity at three different Reynolds number. At Re = 1, the streamlines and vorticity contours are nearly
symmetric. As the Re increases, the center of the primary vortex shifts away from the centerline. Two
secondary corner eddies are clearly observed at Re = 400 and 1000. When the Re increases further, a third
corner eddy is observed at the top-left corner. These qualitative results agree with the reported results in
earlier studies.
Further quantitative comparisons of results from the simulation at Re = 1000 also show good agreement
with earlier studies. For example, the center of the primary vortex is located at (xc, yc) = (0.53, 0.565). Fig-
ure 5.16 show profiles of horizontal and vertical components of the velocity along the vertical and horizontal
mid-planes. The profiles show good agreement with the results reported by Ghia et al. [187]. Table 5.1
shows the magnitudes of the stream-function, ψc, and vorticity, ωc, at the center of the primary vortex from
the present method, compared with earlier studies [187, 188, 138].
Table 5.2 shows results for stream-function and vorticity at the center of the primary vortex for different
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(a) Streamline (b) Vorticity
(c) Streamline (d) Vorticity
(e) Streamline (f) Vorticity
Figure 5.15: Streamlines and contours of vorticity at Re = 1 (a, b), Re = 400 (c, d) and Re = 1000 (e, f).
Solid and dashed curves represent positive and negative values, respectively.
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Figure 5.16: Profile of horizontal (a) and vertical (b) velocity components along the vertical and horizontal
mid planes at Re = 1000. Symbol () indicates results reported by Ghia et al. [187] and dashed-dotted
curve are curves to represent the planes.
Table 5.2: Stream-function and vorticity at center of the primary vortex for different Reynolds numbers.
Present Ghia et al. [187] Kim and Moin [138] Schreiber and Keller [189]
Re ψc (ωc) ψc (ωc) ψc (ωc) ψc (ωc)
1 -0.100 (-3.212) - -0.099 (-3.316) -0.100 (-3.232)
100 × 100 65 × 65 121 × 121
100 -0.103 (-3.154) -0.103 (-3.166) -0.103 (-3.177) -0.103 (-3.182)
100 × 100 129 × 129 65 × 65 121 × 121
400 -0.114 (-2.289) -0.114 (-2.295) -0.112 (-2.260) -0.113 (-2.281)
100 × 100 257 × 257 65 × 65 141 × 141
1000 -0.118 (-2.043) -0.118 (-2.050) -0.116 (-2.026) -0.116 (-2.026)
100 × 100 129 × 129 97 × 97 141 × 141
3200 -0.121 (-1.951) -0.120 (-1.989) -0.115 (-1.901) -
150 × 150 129 × 129 97 × 97
4000 -0.121 (-1.939) - -0.114 (-1.879) -0.112 (-1.805)
150 × 150 97 × 97 161 × 161
5000 -0.121 (-1.928) -0.119 (-1.860) -0.112 (-1.812) -
150 × 150 257 × 257 97 × 97
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Figure 5.17: Sketch of the geometry and boundary conditions for flow over a backward-facing step (not to
scale).
values of Reynolds numbers, compared with previous results [187, 138, 189]. Note that the numerical method
presented here is in primitive variable form, thus the values of streamfunction and vorticity are obtained
as a post-processing step. First, we obtain the vorticity using a second-order-accurate finite-difference
approximation on the collocated grid. Then, streamfunction is obtained by solving the Poisson equation,
∇2ψ = −ω, in the computational domain with applicable boundary conditions for ψ, using a second-order
accurate finite-difference method.
5.6.2 Flow over a backward-facing step
Here, the laminar flow over a backward-facing step is simulated at different Reynolds numbers. Figure 5.17
shows a sketch of the geometry and boundary conditions for this flow configuration. At the inflow boundary,
x = 0, a parabolic velocity profile is imposed and at the outflow boundary, homogeneous Neumann boundary
condition is imposed for the velocity components. The outflow boundary is located at x = 30 (unit length
is the step height). The Reynolds number, Re is defined as
Re =
2
3
UmaxD
ν
, (5.90)
where Umax is the maximum velocity at the inlet andD = 2 is the hydraulic diameter of the inlet. Simulations
at different values of Re on a 129 × 32 grid were performed (this grid was assessed to be adequate up to
Re = 500). This flow is a canonical example of a separating-reattaching flow. A characteristic feature of
this flow is the presence of a primary recirculating zone adjacent to the step. As Re increases, the size of the
recirculating zone increases. The reattachment length can be parameterized as a function of the Reynolds
number. Increasing Re further leads to the formation of a secondary recirculating zone on the top wall.
Figure 5.18 shows the variation of the non-dimensional reattachment length, xr as a function of Re where
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Figure 5.18: Non-dimensional reattachment length, xr as a function of Reynolds number. Solid, dashed and
dashed-dotted curves denotes present simulation, Armaly et al. [190] and Kim and Moin [138], respectively.
Symbols (◦) denote measured data of Armaly et al. [190].
the present results are compared with those of earlier studies [138, 190]. The reattachment length shows
good agreement with earlier results. Figure 5.19 shows the streamlines of the flow at different Reynolds
numbers within the range considered here. We can observe the presence of a recirculating zone adjacent
to the step. As Re increases, the size of this primary recirculating zone increases. At Re = 500, we can
observe the formation of a secondary recirculating zone on the top wall. The results for this flow show
good agreement with the results reported in previous studies. Furthermore, the streamlines corresponding
to the Re = 0 case demonstrates the ability of the present numerical method to also access the Stokes limit
accurately. Note that the numerical method was not modified in any way to reach the Re = 0 limit. Only a
rescaling of the viscous term was employed to eliminate the advection terms of the Navier-Stokes equations.
We have verified that the convergence is uniform in Reynolds number by comparing with the Stokes solution.
In the Stokes limit, the incompressible Navier-Stokes equations can be solved by a stream-function, ψ(x, y),
formulation obeying the biharmonic equation, given by
∇4ψ = 0, (5.91)
in [0, 10]× [0, 2]. The velocity can be obtained after ψ is known from
u =
∂ψ
∂y
, v = −∂ψ
∂x
. (5.92)
The governing equation for ψ(x, y) is accompanied by boundary conditions which in the backward facing-step
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(a) Re = 0
(b) Re = 1
(c) Re = 100
(d) Re = 200
(e) Re = 300
(f) Re = 400
(g) Re = 500
Figure 5.19: Streamlines at different Reynolds number in backward-facing step flow. Solid and dashed curves
denote positive and negative values of the stream-function, respectively.
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Figure 5.20: Spatial accuracy for the backward-facing step flow in the Stokes limit using L2 and L∞ error
norms. Symbols () and (∆) denote errors for u and v, respectively.
flow are given by
ψ(x = 0, y) = f(y),
∂ψ
∂x
(x = 0, y) = 0, ψ(x = 10, y) = g(y),
∂ψ
∂x
(x = 10, y) = 0, (5.93a)
ψ(x, y = 0) = 0,
∂ψ
∂y
(x, y = 0) = 0, ψ(x, y = 2) = 1,
∂ψ
∂y
(x, y = 2) = 0. (5.93b)
where f(y) and g(y) are given by
f(y) =
 5− 12y + 9y
2 − 2y3, 1 ≤ y ≤ 2
0, 0 ≤ y ≤ 1
(5.94a)
g(y) =
y2
4
(3− y) , 0 ≤ y ≤ 2. (5.94b)
The solution to Eq. (5.91) with Eq. (5.93) is obtained by using an independent second-order-accurate finite-
difference solver on a 1601×321 grid. This solution is regarded as the exact solution to perform convergence
rate assessment. Figure 5.20 shows the L2 and L∞ error norms obtained by comparing the results from the
method discussed in this paper for Re = 0 with the streamfunction solution. We observe second- and first-
order accuracy in L2 and L∞ error norms for both components of the velocity field. The first order accuracy
in the L∞ error norm is of course attributed to the use of a first-order stencil near the no-slip boundary.
These results show that the present method can be used also in the Stokes limit without incurring loss of
accuracy.
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(a) Re = 1 (b) Re = 40
Figure 5.21: Contours of the streamlines ψ(x, y) for Kovasznay flow at Re = 1 and 40 overlaid with the curves
of the exact streamlines. The solid and dashed curves denote positive and negative values, respectively.
5.6.3 Kovasznay flow
Kovasznay flow [191] is a steady analytical solution to the incompressible Navier-Stokes equations in two-
dimensions. It is similar to a laminar flow over a periodic array of cylinders and thus is a good example of
a non-parallel flow with non-linear effects. The analytical solution is given by
u(x, y) = 1− eζx cos(2πy), (5.95a)
v(x, y) =
ζ
2π
eζx sin(2πy), (5.95b)
p(x, y) =
1− e2ζx
2
, (5.95c)
where ζ is a parameter given by
ζ =
Re
2
−
√
Re2
4
+ 4π2. (5.96)
We obtained the numerical solution to this flow in a two dimensional domain [−0.5, 1.0] × [−0.5, 1.5] at
Re = 1 and 40 with the Dirichlet boundary condition specified on all the boundaries on a 100×100 grid. The
initial condition was chosen to be zero for both velocity components. Then, time integration was performed
till a steady state was reached. Figure 5.21 shows the contours of the streamlines for the Kovasznay flow
overlaid with the streamlines of the exact analytical solution. We observe an excellent agreement between
the numerical and the analytical results. Second- and first-order of accuracy in the L∞ error norm (not
shown here) was observed for the velocity and pressure fields, respectively. This example illustrates the
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Figure 5.22: Flow configuration in a periodic channel.
Table 5.3: Simulation parameters for Case A (coarse) and Case B (fine).
Parameter Case A Case B
(Lx × Ly × Lz) (2πh× 2h× πh) (4πh× 2h× 2πh)
(nx × ny × nz) (129× 66× 129) (257× 132× 257)
(∆x+, ∆z+) (9, 4.5) (4.5, 2.25)
(∆y+min, ∆y
+
max) (0.8, 9) (0.4, 4.5)
applicability of the numerical method to another highly viscous flow without affecting the accuracy of the
method.
5.6.4 Fully developed turbulent flow in a channel
Finally, a three-dimensional direct-numerical simulation (DNS) of a fully developed turbulent flow in a
periodic channel is performed at friction Reynolds number Reτ = 180 to illustrate the applicability of the
numerical method for complex flow simulations. Figure 5.22 shows the channel geometry and its parameters.
Periodic boundary conditions are imposed in the streamwise (x) and spanwise (z) directions, and the no-slip
condition is imposed on the top and bottom walls of the channel. Two simulations, labeled Cases A and
B are performed, first at a coarse resolution in a smaller domain, and second at a fine resolution in a large
domain. Table 5.3 lists the simulation parameters, including domain extents and grid resolution used in
these two cases. A uniform grid is used in the streamwise and spanwise directions and a non-uniform grid
is used in the wall-normal direction with a finer resolution close to the walls to resolve the near wall region.
The non-uniform grid is generated using the stretching function given by Eq. (5.85), where δ = 3.0. The
flow configuration and grid resolution are similar to the DNS performed by Kawamura et al. [192]. The
solver was parallelized using the message-passing-interface (MPI) library by performing a standard domain
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Figure 5.23: Time evolution of the pressure gradient and relative error in the target flowrate in early stages
of the simulation of case B.
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Figure 5.24: Time evolution of the streamwise pressure gradient in the fully developed turbulence state.
decomposition of the computational domain. The simulations were performed using 24 and 144 processors
for Cases A and B, respectively.
The flow is initialized by imposing three-dimensional perturbations over the mean velocity profile. The
flow in the channel is driven by utilizing a target flowrate proportional-integral controller in the streamwise
direction [128]. The target flowrate was specified and the streamwise pressure gradient was obtained by
integrating the feedback control law, given by
dpx
dt
= α (Fa − Fr) , (5.97)
where px is the streamwise pressure gradient, α is a parameter, Fa and Fr are the actual and target mass
flow-rates, respectively. Figure 5.23 shows the time evolution of the pressure gradient and percent relative
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Figure 5.25: Contours of the instantaneous streamwise velocity (a) and the pressure field (b) near the bottom
wall for Case B.
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Figure 5.26: Profile of mean streamwise velocity normalized by wall-shear velocity in inner (a) and global
(b) coordinates. In (a), the profile is compared with the “Law of the wall” and DNS data of Kim et al. [193].
Solid line is simulation data, dashed line is u+ = y+ and dashed-dotted line is u+ = 2.5 ln y++5.5. Symbol
() denotes DNS data of Kim et al. [193]. Lines with color blue and green denote coarse and fine simulation
data, respectively.
error in the target flowrate in the early stages for case B. The time is non-dimensionalized by streamwise
extent of the domain, Lx and the bulk velocity, Ub. It can be observed that there are large oscillations in
both the quantities in the beginning which subsided as time progresses. Once the flow reaches a statistically
steady-state, the turbulence statistics are gathered. To ensure that the flow has reached a statistical steady
state, i.e., a fully developed state, the pressure gradient is monitored over the time. Figure 5.24 shows
the time evolution of px for the two cases in the statistically steady state. We can observe instantaneous
variations about the mean value and the variation appears to be similar to a point-wise temporal variation of
a physical quantity in the fully developed turbulence state. Turbulence statistics are obtained by averaging
along streamwise and spanwise directions and then obtaining a running average over time.
Figure 5.25 shows contours of instantaneous streamwise velocity and the pressure near the bottom wall,
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Figure 5.27: Profile of turbulence intensities (a,b) compared with DNS results of Kim et al. [193]. Symbols
(), (∆) and (◦) denote DNS data of Kim et al. [193] whereas lines denote present simulation data. Profiles
of Reynolds shear stress (c, d) normalized by wall-shear velocity compared with DNS results of Kim et al.
[193]. Symbols () denote DNS data of [193] whereas lines denotes simulation data. Lines with color blue
and green denote coarse and fine simulation data, respectively.
i.e., at y+ = 0.4, for Case B. We can observe the intermittent or streaky pattern of the streamwise velocity
near a wall typical of turbulent wall-bounded flows. These flows show streaks of high-speed fluid embedded
in low-speed regions of the fluid. The streaks are aligned along the net mean flow direction. The presence
of these streaks leads to a high level of shear rate, which in turn is responsible for production of turbulence
kinetic energy near the wall. The intermittent behavior can be attributed to the bursting of large magnitude
events followed by less violent periods. These observations are consistent with earlier studies of a fully
developed turbulent channel flow and turbulent boundary layer [193–195]. The contours of the pressure
field also show the intermittent behavior, and we observe rounded regions of high-amplitude, high-frequency
fluctuations. This is consistent with the earlier studies, see [196] and references therein.
Figure 5.26 shows profiles of the mean streamwise velocity normalized by the wall-shear velocity (wall
82
yu
-1 -0.5 0 0.5 10
0.2
0.4
0.6
0.8
1
1.2
(a)
y
v
-1 -0.5 0 0.5 1-0.3
-0.2
-0.1
0
0.1
0.2
(b)
y
w
-1 -0.5 0 0.5 1-0.2
-0.1
0
0.1
0.2
(c)
y
p
-1 -0.5 0 0.5 1-0.02
-0.01
0
0.01
0.02
(d)
Figure 5.28: Instantaneous wall-normal profiles of the velocity components and the pressure field at five
arbitrary locations in the three-dimensional domain.
inner-coordinates). The results are compared with the DNS data of Kim et al. [193] (symbols); also shown
the “Law of the wall” profile for reference. We can observe that both cases yield good agreement in the
inner viscous layer and in the approximately logarithmic region. Case A shows a minor overprediction that
can be attributed to the coarseness of the grid in this simulation. Note that the simulation by Kim et al.
[193] was performed using a high-order spectral method and used much finer grid compared to the coarse
case presented here. The finer simulation, Case B, shows excellent agreement. Figure 5.27 shows turbulence
intensities and Reynolds shear stresses for both cases compared with the DNS data of Kim et al. [193].
Generally, we observe the same level of agreement, better for Case B owing to the higher resolution, with
the reference DNS data. We also observe that the statistics appear to converge with grid refinement, despite
Case A being quite coarse.
It is important that the numerical method leads to an accurate and stable representation of the flow field
in the near-wall region. The mean description of the turbulent flow through first- and second-order statistics
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can sometimes hide oscillations and rapid spurious variations produced by the discretization. Problems
do not manifest themselves in the statistics due to the smoothing induced as part of averaging process.
Thus, although the statistical results could give the impression of good (or sometimes bad) agreement, the
instantaneous flow might not extend smoothly to the boundaries or may exhibit unrealistic grid-to-grid
oscillations. To illustrate that the present numerical method does not suffer from such issues, figure 5.28
shows instantaneous velocity and pressure profiles along the wall-normal coordinate at five arbitrarily chosen
locations in the computational domain in Case B. We do not observe any rapid oscillations occurring near
the boundaries and all the fields extend smoothly throughout domain. This illustrates the stable nature of
the numerical method and boundary treatment used in the present approach.
Based on the results; both instantaneous and mean quantities, presented in this section for the fully
developed turbulent channel flow in three-dimensions, we conclude that the present numerical method can
be used to perform high-fidelity simulations. This example exercised important features of the numerical
method that are desirable for long-time integration. For example, low energy dissipation, and stable and
accurate representation of the flow in the interior as well as near the boundaries.
5.7 Summary
A new finite-difference numerical method to solve the time-dependent incompressible Navier-Stokes equation
in the primitive variable formulation is presented. The method employs a common collocated variable
arrangement in space for velocity and pressure and can be applied on a logically Cartesian grid. To achieve
a well-behaved discretization, the momentum equations are discretized at the intermediate location between
nodes, cell faces, while the continuity equation is discretized at the nodal location, cell center. This staggered
evaluation of momentum is inspired by the Box scheme. The new numerical method enforces discrete
conservation of mass, momentum, and energy as it discretizes the conservative form of equations. The
advantage of the current approach is that it is possible to extract the discrete pressure Poisson equation
from the discretized momentum equations without introducing any form of splitting or additional truncation
error. This ensures that mass conservation is enforced always to round-off error regardless of the boundary
conditions. Furthermore, centered stencils are employed to ensure that no numerical dissipation is introduced
by the discretization. This is particularly suitable for performing long-time integration of turbulent flows.
Although the variables are collocated in space, the staggered evaluation of the momentum equations preempts
the appearance of the spurious pressure kernel modes in the embedded elliptic problem for the pressure field; a
common problem of standard collocated centered discretizations. The semi-discrete equations are integrated
in time using a consistent additive semi-implicit method. Uniform high-order of accuracy in time is obtained
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for velocity and pressure. The spatial order of accuracy is consistent with the type of interpolants used to
represent the field variables and this is verified in the examples using the applicable norms. This method was
used to simulate some flows to illustrate its capability to incorporate different types of boundary conditions
and different flow regimes, from Stokes flow to turbulent flow. Comparisons with results in the literature
show that the new method is accurate.
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Chapter 6
The state-space based method for the
disperse phase
In this chapter, we describe the theory of approximation of the particle density function by the least-squares
kernel-density (LSQKD) method and derive the formulation which can be solved numerically in an efficient
manner. First, we describe the approximation of the pdf through a discrete mixture of a parametric family of
trivariate kernel-density functions (KDFs). Next, the governing system of equations for the KDF parameters
are derived by using a modified form of the LSQKD method. Afterwards, we describe a realizable variable
formulation obtained by performing a change of variables, which ensures that the discrete mixture weights
satisfy realizability constraints. It will be shown that the derivation of the governing system of equation is
tractable and the numerical implementation is efficient using the new realizable variable formulation. Finally,
we describe the numerical implementation of the LSQKD method.
6.1 An approximation to the particle-density function
According to the general theory of mixtures of probabilities, see [197], we construct an approximation for
the pdf, f(x,v; t), composed of a discrete mixture of N kernel density functions given by
f ≈ P =
N∑
j=1
αjPj , (6.1)
where αj ≡ αj(x, t) are the mixture weights and Pj are the KDFs, which are also referred as mixture
components. We consider the KDF to be the parametric family of trivariate Normals or Gaussian density
functions, which are given by
Pj ≡ K(v,pj(x, t)) = 1|Σj |1/2(2π)3/2 exp
[
−1
2
(v − µj)TΣj−1(v − µj)
]
, (6.2)
where K represents the parametric family of the Normal density function, pj(x, t) denotes the list of pa-
rameters of Pj which includes the mean µ
j(x, t) and the components of the covariance matrix Σj(x, t) given
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by
Σ =

σ21 ρ12σ1σ2 ρ13σ1σ3
ρ12σ1σ2 σ
2
2 ρ23σ2σ3
ρ13σ1σ3 ρ23σ2σ3 σ
2
3
 , (6.3)
where σi denotes the standard deviation of the velocity vector in the i
th direction and ρik denotes correlation
between ith and kth component of the velocity vector, with both i and k ranging from 1 to 3. We have dropped
superscript ‘j’ in Eq. (6.3) for clarity. Note that by construction, Σ is symmetric and it is required to be semi-
positive definite (allowing for singularity enables the consideration of the limit to Dirac’s delta distributions).
The vector pj = (µj ,σj ,ρj) condenses the list of parameters of the jth KDF, with µj = {µj1, µj2, µj3},
σj = {σj1, σj2, σj3} and ρj = {ρj12, ρj13, ρj23}. The aggregated list of parameters is denoted by the vector
p = {∪jpj ∪ αj , ∀j}. Thus for a discrete mixture composed of N components, the size of the unknown
vector p is 10N for a trivariate pdf approximation. These unknown parameters depend on both space and
time and once they are known, Eq. (6.1) can be used to construct the approximation to the pdf. Using the
properties of the Gaussian kernel, the particle number density is given by
α(x, t) =
N∑
j=1
αj(x, t). (6.4)
The approximation of the pdf follows the LSQKD method presented in [20], where the state-space vari-
ables are partitioned into two sets of local (x, t) and global v variables. The partitioning of the state-space
variables is done so that the nonlinearity induced by the spatial variations of the carrier-phase velocity u(x, t)
can be resolved accurately. Therefore, the position state-space coordinate is dealt locally in a classical man-
ner and the velocity state-space coordinate is treated globally. Here, the word global refers to the fact that
the functional form of the approximate function in the velocity space coordinates has a global extent (the
function has a support that covers the whole space of admissible values of v).
6.1.1 Special theory for Normal mixtures
Before introducing the details of the approximation method, we discuss the classical origin of density esti-
mation based on mixtures. This will be carried out in the case of PDF (probability densities) for simplicity.
We consider the general expression for the approximation of a PDF fp(x) of a random variable X, according
to
fp(x) =
x
K(µ, s)G(x− µ, s)dµds, (6.5)
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where
G(z, σ) =
1√
4πs
e−
z2
4s , (6.6)
denotes the Gaussian kernel-density function, where 2s = σ2. K must obey the normalization condition of
fp, such that ∫
dx
x
K(µ, s)G(x− µ, s)dµds =
x
K(µ, s)dµds = 1. (6.7)
The characteristic function of fp is defined by
ψf (λ) = E[e
iλx], (6.8)
where E[ ] denotes the expectation, with inverse
fp(x) =
1
2π
∫
e−iλxψf (λ)dλ. (6.9)
Performing the Fourier transform of Eq. (6.5), gives
ψf (λ) =
x
K(µ, s)eiµλ−sλ
2
dµds. (6.10)
But, since the double Fourier-Laplace transform of K is defined according to
Kˆ(ξ, ζ) =
∫ ∞
0
∫ ∞
−∞
K(µ, s)eiµξe−sζdµds, (6.11)
we can deduce the following relationship between fp and Kˆ,
ψf (λ) = Kˆ(λ, λ
2), (6.12)
where Kˆ(0, 0) = 1; as required by the normalization condition, Eq. (6.7).
Given fp, and therefore ψf , there are an infinite number of K that one could use to express fp as a
convolution of Gaussian kernel-density functions. This is a consequence of the fact that K is nominally a
function of two independent variables while ψf is a function of only one independent variable. This may
appear redundant at first sight and even ill-designed but observe that the purpose is to approximate ψf in
the most convenient way. The objective is not to construct a mathematical edifice to replace ψf uniquely
with K. On the contrary, the purpose of mixture methods is to use simple but flexible functions and allow
the blending of the functions to accomplish the goal of constructing an accurate approximation. Operating
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with the higher-dimensional K has some advantages, since one can focus on an optimization problem instead,
i.e., to find the least costly K that best approximates ψf . In the usual density estimation context, Kˆ is a
function of just one variable (because the variance is fixed – the width parameter of the kernel) but in the
present generalization we allow the flexibility introduced by two parameters.
The most common, and practical, approach is to define
Kˆ(ξ, ζ) = Kˆ1(ξ)Kˆ2(ζ), (6.13)
such that the mean (dual of ξ) and the variance (dual of ζ) can be best approximated separately. We can
see that it is possible to define, for example, Kˆ1 as a function of ψf and Kˆ2, according to
Kˆ1 =
ψf (λ)
Kˆ2(λ2)
, (6.14)
provided Kˆ2 is never zero. In practice, one does not employ to the Fourier-Laplace space to approximate
fp (although it is perfectly possible), and one prefers the physical (or state) space formulation, which is
described next.
6.1.2 The least-squares kernel-density method
The assumed pdf expressed in Eq. (6.1), does not obey the transport equation for f given by Eq. (3.7)
exactly. Introducing Eq. (6.1) in Eq. (3.7) leads to a residual R, given by
R =
(
∂p
∂t
+ v · ∂p
∂x
)
· ∂P
∂p
+
∂
∂v
· (aP ) . (6.15)
In the LSQKD method, we minimize the integral of the squared-residual in the state space of the velocity
through
J =
∫ ∞
−∞
R2dv. (6.16)
Inspection of the structure of the equations readily indicates that there are a number of choices that can be
employed to ensure that the total number density is conserved. In other terms, if α(x, t) is not known (not
solved for as a separate field) one is limited to enforcing a global conservation principle over the whole space.
This constraint can be seen to be lacking because one can prove easily that α(x, t) obeys the governing
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equation
∂α(x, t)
∂t
+∇ · µ(x, t) = 0, (6.17)
where
µ(x, t) =
N∑
j=1
∫
vαjPjdv =
N∑
j=1
αjµ
j . (6.18)
Note that the constraint given by Eq. (6.17) is local in space and it ensures the global conservation of the
total number of particles
d
dt
∫
Ω
α(x, t)dx = 0. (6.19)
In the original version of the LSQKD method [20], a global constraint was used to construct the least-
squares minimization problem through the Lagrange multiplier approach. However, the global constraint
leads to a coupling of the KDF parameters on the spatial domain resulting into a very large linear system,
which is computationally expensive to solve. With the local constraint approach introduced here, Eq. (6.17),
the conservation of total number of particles is still satisfied by construction in addition to ensuring local
conservation with a method that is localized in space. Furthermore, it allows for a natural selection of the
mixture weights αj(x, t) of the mixture components, as will become apparent shortly. Finally, it should be
observed that in the case of a single KDF, the local constraint is not required as α1(x, t) is the same as the
particle number density α(x, t) and the resulting conservation equation generated by the KDF method is
identical to Eq. (6.17).
Incorporating the local conservation equation into the minimization procedure employs a Lagrange mul-
tiplier, and results in the extended cost function
Jc =
∫
R2dv + ζ [α˙(x, t) +∇ · µ(x, t)] , (6.20)
where ζ is the Lagrange multiplier. After minimizing Eq. (6.20) with respect to p˙ ≡ ∂p
∂t
(the actual unknown)
and ζ we get
A s
sT 0

p˙
ζ
 =
−C ·∇p−D
−∇ · µ
 , (6.21)
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where
s =
∂α
∂p
, (6.22)
is a vector and
A =
∫ (
∂P
∂p
⊗ ∂P
∂p
)
dv, (6.23)
C =
∫ (
∂P
∂p
⊗ ∂P
∂p
⊗ v
)
dv, (6.24)
while
D =
∫ (
∂P
∂p
∂
∂v
· (aP )
)
dv = −
∫
a · ∂
2P
∂v∂p
Pdv =
∫
a ·
N∑
j=1
∂2P
∂µj∂p
Pdv, (6.25)
where the last integral has used the fact that
∂2P
∂v∂p
= −
N∑
j=1
∂2P
∂µj∂p
, (6.26)
which is a property of some of the parametric family of probability densities, such as the Normal density
given by Eq. (6.2), where the mean parameters appear just as shifts of the state space coordinates.
Various terms of Eq. (6.21), namely s, A, C and D can be given a physical interpretation. The vector s is
part of the Jacobian of the mapping from p to α. A is a rank-two symmetric tensor with a size of 10N×10N
for a discrete mixture comprised of N trivariate KDFs. Both s and A ensure a coupling between mixture
components; evident through Eq. (6.21). The term C is a rank-three tensor which can be expressed as three
(because the formulation here is for a three-dimensional domain) rank-two tensors of size 10N × 10N which
are symmetric by definition. It plays a role of a flux of the KDF parameters in physical space. Finally, the
term D brings the effect of the carrier-phase flow on the transport of the KDF parameters. Note that it
is the term which enforces a one-way coupling with the carrier phase. This is the only term that needs to
be modified if additional physical effects need to be taken into account, such as evaporation, combustion,
collision, etc.
Now we transform Eq. (6.21) to a more suitable form so that a numerical method designed for hyperbolic
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equations can be used. We define
A˜ =
A s
sT 0
 (6.27)
and assume for the time being that the inverse of A˜ exist, this will be discussed further shortly, we write
A˜−1 =
E d
e f
 . (6.28)
Using these definitions, Eq. (6.21) can be written as
∂p
∂t
= −E (C ·∇p+D)− d∇ · µ, (6.29)
which upon a further rearrangement leads to
∂p
∂t
+ B ·∇p+ ED = 0, (6.30)
where
B = EC + F and F = d∂µ
∂p
. (6.31)
Note that Eq. (6.30) is generally in non-conservation form but it can be transformed into an alternative form
(more convenient for numerical purposes) having conservative and non-conservative terms, by performing
integration by parts leading to
∂p
∂t
+∇ · (Bp) = (∇ · B)p− ED, (6.32)
where the left-hand side is in conservation form and the rest of the terms on the right-hand side are in non-
conservative forms. This is a convenient form because it is better adapted to numerical methods for hyperbolic
system of equations. However for the time being, we consider Eq. (6.30) as the governing equation for the
unknown KDF parameters for simplicity. An advantage of using Eq. (6.32) is that it has the conservative
flux term and one can compute fluxes employing flux-limiter methods. However, this would require to work
with the system of equations in the characteristic form, which in turn requires identifying the associated
eigensystem. To avoid this complexity while presenting the state-space based method, we chose to work
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with the system of equations in non-conservative form; knowing that the method will be numerically stable
as long as the solution remains regular.
A few additional comments are in order at this point. For the particular case when the pdf is approximated
by using a single KDF, the constrained minimization problem reduces to a classical minimization problem
with no constraints, as the conservation of particle number density is ensured by construction. This implies
that the residual given by Eq. (6.16) is minimized when
A∂p
∂t
+ C · ∂p
∂x
+D = 0, (6.33)
which can be expressed in a form suitable for numerical implementation as given by Eq. (6.32), where
E = A−1 and B = EC. We can further observe that in this particular case, the transport equations for KDF
parameters are identical to those resulting from the Galerkin approach
∫
RΨdv = 0, (6.34)
where the test functions are defined as
Ψ =
∂P
∂p
. (6.35)
6.1.3 Formulation using intermediate variables
In this section we describe a transformation of the dependent variables that ensures the implementation is
realizable and analytically tractable. By tractable, we imply that it is convenient to derive analytical forms
of A, C, D and F , so that the numerical implementation is efficient and simplified. In addition to simplicity,
this formulation also ensures the realizability constraint of the mixture weights.
By definition of the pdf, it must satisfy the following realizability constraints – the normalization con-
dition and the non-negativity property given by Eq. (3.8) and Eq. (3.9), respectively. For the constructed
approximation of the pdf, the normalization condition requires
∫
α(x, t)dx = n, (6.36)
where n is the total number of particles and α(x, t) is given by Eq. (6.4). The non-negativity condition
requires that the mixture weights, αj(x, t) ≥ 0. In a periodic domain, the normalization condition reduces
to a global conservation of the total number of particles n, which is given by Eq. (6.19). For an approximation
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to the pdf with a single KDF, Eq. (6.19) is equivalent to a transport equation for the mixture weight, whereas
for a discrete mixture composed of N KDF, this is ensured by the local constrained minimization problem
discussed in §6.1.2. Therefore, we only need to ensure that the non-negativity constraint is satisfied at all
spatial locations and at every instant in time. The intermediate variables, which are presented now ensure
this and it also makes derivation of the transport equations for the KDF parameters more tractable.
We re-write the approximation P to the pdf f as
P =
N∑
j=1
P ∗j =
N∑
j=1
exp gj(v,p
∗j), (6.37)
where P ∗j are the mixture components based on intermediate variables denoted by p
∗j ,
gj = −1
2
(v − µj)TΛj(v − µj) + βj , (6.38)
βj = ln
(
αj |Λj |1/2
(2π)3/2
)
, (6.39)
and
Λj = Σj−1. (6.40)
Clearly, by definition Λj is a symmetric matrix and can be described completely by six parameters. By
performing the above transformation, we have changed to a new set of intermediate variables for each KDF,
denoted by p∗j = {βj ,µj ,λj} from the original variables denoted by pj = {αj ,µj ,σj} with
µj = {µj1, µj2, µj3}, (6.41a)
λj = {λj11, λj22, λj33, λj12, λj13, λj23}, (6.41b)
for j = 1, 2, . . . N . This change of variables ensures the non-negativity constraint of the mixture weights
αj ≥ 0 due to the use of the exponential transformation in Eq. (6.37). Furthermore, we will observe next
that it leads to a simplified derivation of various terms of Eq. (6.30) which is very useful for the numerical
implementation.
Since the form of the transport equation given by Eq. (6.30) is invariant under the change of variables, in
the intermediate formulation we denote the various terms with a superscript ‘∗’ to differentiate them from
the original formulation. We can observe that we need to derive analytical expressions for the elements of
A∗ and C∗. To obtain these terms, we need the derivative of P with respect to p∗ which is equivalent to
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taking the derivative of P ∗j with respect to p
∗j , i.e.,
∂P
∂p∗
=
∂
∂p∗
N∑
j=1
P ∗j =
∂P ∗j
∂p∗j
, (6.42)
since each KDF is independent from other KDF parameters. In vector form, the derivative can be expressed
as
∂P ∗j
∂p∗j
=
{
∂P ∗j
∂βj
,
∂P ∗j
∂µj
,
∂P ∗j
∂λj
}T
, (6.43)
with its components in their expanded form given by
∂P ∗j
∂βj
= P ∗j , (6.44a)
∂P ∗j
∂µjk
= P ∗j
∂gj
∂µjk
= −1
2
P ∗j
(
−δlkΛjlm(vm − µjm)− (vl − µjl )Λjlmδmk
)
= P ∗j Λ
j
km(vm − µjm), (6.44b)
∂P ∗j
∂λjlm
= P ∗j
∂gj
∂λjlm
= −1
2
P ∗j δpq,lm(vp − µjp)(vq − µjq)
= −P ∗j clm(vl − µjl )(vm − µjm), (6.44c)
where
clm =

1
2
l = m
1 l 6= m
, (6.45)
and summation is implied over repeated indices, except that there is no summation on l and m whenever
the symbol clm appears (this is why the Latin character ‘c’ is used instead of a Greek one). The derivative in
Eq. (6.44c) takes into account that Λj is a symmetric matrix and the repeated coefficients have been counted
twice in clm. For derivation of an analytical expression of D∗ we need second-order derivatives of Pj with
respect to p∗j as described by Eq. (6.25). These derivatives are represented in a vector form by
∂2P ∗j
∂µj∂p∗j
=
{
∂2P ∗j
∂βj∂µj
,
∂2P ∗j
∂µj∂µj
,
∂2P ∗j
∂λj∂µj
}T
, (6.46)
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with its components in their expanded form given by
∂2P ∗j
∂µjq∂βj
=
∂P ∗j
∂µjq
= P ∗j Λ
j
qm(vm − µjm), (6.47a)
∂2P ∗j
∂µjq∂µ
j
k
=
∂
∂µjq
[
P ∗j Λ
j
km(vm − µjm)
]
=
∂P ∗j
∂µjq
Λjkm(vm − µjm) + P ∗j Λjkm
∂
∂µjq
(vm − µjm)
= P ∗j
(
ΛjqlΛ
j
km(vl − µjl )(vm − µjm)− Λjkq
)
, (6.47b)
∂2P ∗j
∂µjq∂λ
j
lm
= −clm ∂
∂µjq
[
P ∗j (vl − µjl )(vm − µjm)
]
= −clm
{
∂P ∗j
∂µjq
(vl − µjl )(vm − µjm)− P ∗j
[
δlq(vm − µjm) + (vl − µjl )δmq
]}
= clmP
∗
j
[
δlq(vm − µjm) + δmq(vl − µjl )− Λjqp(vp − µjp)(vl − µjl )(vm − µjm)
]
. (6.47c)
Apart form the derivatives of P with respect to p∗ we need several integrals on the velocity state-
space volume to get analytical forms of various terms of the transport equation given by Eq. (6.30) for the
KDF parameters. Now we introduce a transformation that simplifies the evaluation of such integrals. This
transformation will result in re-scaled Gaussian density functions and will make analytical evaluation of the
integrals much simpler.
In general, we need expressions for integrals involving products of two kernel density functions expressed
as
P ∗i P
∗
j = exp gi × exp gj = exp(gi + gj). (6.48)
We expand gi + gj using their definition, given by Eq. (6.38), and after some simplification we can write
gi + gj = β
ij − 1
2
(
v − µij)T Λij (v − µij) , (6.49)
with
βij = −1
2
Z˜ij + βi + βj , (6.50a)
µij = Λij−1X˜ij , (6.50b)
Λij = Λi + Λj , (6.50c)
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where the other intermediate quantities are defined by
X˜ij =
(
µiTΛi + µjTΛj
)T
, (6.51a)
Y˜ ij = µiTΛiµi + µjTΛjµj , (6.51b)
Z˜ij = Y˜ ij − X˜ijTΛij−1X˜ij . (6.51c)
Note that the matrix Λij is a symmetric matrix by definition. The simplification introduced above is obtained
by the standard process of completion of squares (in vector form), according to
(v − µi)TΛi(v − µi) + (v − µj)TΛj(v − µj) = vTΛiv − 2µiTΛiv + µiTΛiµi
+ vTΛjv − 2µjTΛjv + µjTΛjµj
= vTΛijv − 2X˜ijTv + Y˜ ij
= vTΛijv − X˜ijTΛij−TΛijTv − vTΛijΛij−1X˜ij + Y˜ ij
= (v − µij)TΛij(v − µij) + Z˜ij , (6.52)
After these manipulations, Eq. (6.48) can be expressed as
P ∗i P
∗
j = exp(gi + gj) = e
βij exp
[
−1
2
(
v − µij)T Λij (v − µij)] , (6.53)
and it can be observed that the second exponential term in the right-hand-side is a trivariate non-normalized
Gaussian density function with a mean µij and the covariance matrix Λij−1. This simplifies evaluation of
the integral over the velocity state-space coordinate as we know the analytical expressions for the raw and
central moments of the trivariate Gaussian density function.
Now we can obtain explicit forms of the integrals that are required to obtain various terms of Eq. (6.30).
For example, consider the following integral
Iij =
∫
P ∗i P
∗
j dv, (6.54)
which is equivalent to a zeroth order moment of the non-normalized trivariate Gaussian density function and
can be expressed explicitly as
Iij = (2π)3/2
eβ
ij
|Λij |1/2 . (6.55)
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In a similar way, the higher-order moment integrals can be calculated using the higher-order moments
formulas for the trivariate Gaussian. This allows the components of A∗, C∗ and D∗ to be obtained in an
explicit manner. These higher-order moments are calculated first as raw moments and then as centered
moments with respect to the mean of the kernel density functions. For example, the first-order raw moment
is given by
Aijk =
∫
vkP
∗
i P
∗
j dv =
∫
vk exp(gi + gj)dv = e
βij
∫
vk exp
[
−1
2
(v − µij)TΛij(v − µij)
]
dv
= (2π)3/2
eβ
ij
|Λij |1/2µ
ij
k . (6.56)
with the corresponding central moment with respect to a vector z1 given by
A¯ijk (z
1) =
∫
(vk − z1k)P ∗i P ∗j dv = Aijk − z1kIij . (6.57)
In a similar way, we can obtain the higher order raw and central moments. The second-order raw moment
is given by
Bijkl =
∫
vkvlP
∗
i P
∗
j dv =
∫
vkvl exp(gi + gj)dv = e
βij
∫
vkvl exp
[
−1
2
(v − µij)TΛij(v − µij)
]
dv
= (2π)3/2
eβ
ij
|Λij |1/2
{
Λij−1kl + µ
ij
k µ
ij
l
}
, (6.58)
with the corresponding central moment about z1 and z2 given by
B¯ijkl(z
1,z2) =
∫
(vk − z1k)(vq − z2l )P ∗i P ∗j dv = Bijkl − (z1kAijl + z2l Aijk ) + z1kz2l Iij . (6.59)
The third-order raw moment is given by
Cijklm =
∫
vkvlvmP
∗
i P
∗
j dv = e
βij
∫
vkvlvm exp
[
−1
2
(v − µij)TΛij(v − µij)
]
dv
= (2π)3/2
eβ
ij
|Λij |1/2
[
µijk Λ
ij−1
lm + µ
ij
l Λ
ij−1
km + µ
ij
mΛ
ij−1
kl + µ
ij
k µ
ij
l µ
ij
m
]
, (6.60)
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with the corresponding central moment about z1, z2 and z3 given by
C¯ijklm(z
1,z2,z3) =
∫
(vk − z1k)(vl − z2l )(vm − z3m)P ∗i P ∗j dv
= Cijklm − z1kBijlm − z2l Bijkm − z3mBijkl
+ z1kz
2
l A
ij
m + z
1
kz
3
mA
ij
l + z
2
l z
3
mA
ij
k − z1kz2l z3mIij . (6.61)
The fourth-order raw moment is given by
Dijklmn =
∫
vkvlvmvnP
∗
i P
∗
j dv = e
βij
∫
vkvlvmvn exp
[
−1
2
(v − µij)TΛij(v − µij)
]
dv
= (2π)3/2
eβ
ij
|Λij |1/2
[
Λij−1kl Λ
ij−1
mn + Λ
ij−1
km Λ
ij−1
ln + Λ
ij−1
kn Λ
ij−1
lm + µ
ij
k µ
ij
l Λ
ij−1
mn
+µijk µ
ij
mΛ
ij−1
ln + µ
ij
k µ
ij
n Λ
ij−1
lm + µ
ij
l µ
ij
mΛ
ij−1
kn + µ
ij
l µ
ij
n Λ
ij−1
km + µ
ij
mµ
ij
n Λ
ij−1
kl
+µijk µ
ij
l µ
ij
mµ
ij
n
]
, (6.62)
with the corresponding central moment about z1, z2, z3 and z4 given by
D¯ijklmn(z
1,z2,z3,z4) =
∫
(vk − z1k)(vl − z2l )(vm − z3m)(vn − z4n)P ∗i P ∗j dv
= Dijklmn − z1kCijlmn − z2l Cijkmn − z3mCijkln − z4nCijklm
+ z1kz
2
l B
ij
mn + z
1
kz
3
mB
ij
ln + z
1
kz
4
nB
ij
lm + z
2
l z
3
mB
ij
kn + z
2
l z
4
nB
ij
km + z
3
mz
4
nB
ij
kl
− z1kz2l z3mAijn − z1kz2l z4nAijm − z1kz3mz4nAijl − z2l z3mz4nAijk
+ z1kz
2
l z
3
mz
4
nI
ij . (6.63)
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Finally, the fifth-order raw moment is given by
Eijklmnq =
∫
vkvlvmvnvqP
∗
i P
∗
j dv = e
βij
∫
vkvlvmvnvq exp
[
−1
2
(v − µij)TΛij(v − µij)
]
dv
= (2π)3/2
eβ
ij
|Λij |1/2
[
µijk µ
ij
l µ
ij
mµ
ij
n µ
ij
q + µ
ij
k
(
Λij−1lm Λ
ij−1
nq + Λ
ij−1
ln Λ
ij−1
mq + Λ
ij−1
lq Λ
ij−1
mn
)
+µijl
(
Λij−1km Λ
ij−1
nq + Λ
ij−1
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ij−1
mq + Λ
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kq Λ
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)
+ µijk µ
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l µ
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k µ
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l µ
ij
n Λ
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mq
+µijm
(
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ij−1
nq + Λ
ij−1
kn Λ
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lq + Λ
ij−1
kq Λ
ij−1
ln
)
+ µijk µ
ij
l µ
ij
q Λ
ij−1
mn + µ
ij
k µ
ij
mµ
ij
n Λ
ij−1
lq
+µijn
(
Λij−1kl Λ
ij−1
mq + Λ
ij−1
km Λ
ij−1
lq + Λ
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kq Λ
ij−1
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)
+ µijk µ
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mµ
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q Λ
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k µ
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n µ
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ij−1
lm
+µijq
(
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ij−1
mn + Λ
ij−1
km Λ
ij−1
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ij−1
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ij−1
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)
+ µijl µ
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mµ
ij
n Λ
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kq + µ
ij
l µ
ij
mµ
ij
q Λ
ij−1
kn
+µijl µ
ij
n µ
ij
q Λ
ij−1
km + µ
ij
mµ
ij
n µ
ij
q Λ
ij−1
kl
]
, (6.64)
with the corresponding central moment about z1, z2, z3, z4 and z5 given by
E¯ijklmnq(z
1,z2,z3,z4,z5) =
∫
(vk − z1k)(vl − z2l )(vm − z3m)(vn − z4n)(vq − z5q )P ∗i P ∗j dv
= Eijklmnq − z1kDijlmnq − z2lDijkmnq − z3mDijklnq − z4nDijklmq − z5qDijklmn
+ z1kz
2
l C
ij
mnq + z
1
kz
3
mC
ij
lnq + z
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4
nC
ij
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5
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ij
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2
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3
mC
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knq
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4
nC
ij
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2
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5
qC
ij
kmn + z
3
mz
4
nC
ij
klq + z
3
mz
5
qC
ij
kln + z
4
nz
5
qC
ij
klm
− z1kz2l z3mBijnq − z1kz2l z4nBijmq − z1kz2l z5qBijmn − z1kz3mz4nBijlq
− z1kz3mz5qBijln − z1kz4nz5qBijlm − z2l z3mz4nBijkq − z2l z3mz5qBijkn
− z2l z4nz5qBijkm − z3mz4nz5qBijkl + z1kz2l z3mz4nAijq + z1kz2l z3mz5qAijn
+ z1kz
2
l z
4
nz
5
qA
ij
m + z
1
kz
3
mz
4
nz
5
qA
ij
l + z
2
l z
3
mz
4
nz
5
qA
ij
k
− z1kz2l z3mz4nz5qIij (6.65)
With all the building blocks described above, now we can calculate the components of A∗ that appear in
the intermediate formulation. One can observe from the definition of A∗ provided in Eq. (6.23), that there
are six types of terms required to assemble it, given by
A∗βi,βj =
∫
∂P
∂βi
∂P
∂βj
dv =
∫
∂P ∗i
∂βi
∂P ∗j
∂βj
dv =
∫
P ∗i P
∗
j dv = I
ij , (6.66)
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A∗
βi,µjk
=
∫
∂P
∂βi
∂P
∂µjk
dv =
∫
∂P ∗i
∂βi
∂P ∗j
∂µjk
dv =
∫
P ∗i P
∗
j Λ
j
km(vm − µjm)dv
= ΛjkmA¯
ij
m(µ
j), (6.67)
A∗
βi,λjlm
=
∫
∂P
∂βi
∂P
∂λjlm
dv =
∫
∂P ∗i
∂βi
∂P ∗j
∂λjlm
dv
= −
∫
P ∗i P
∗
j clm(vl − µjl )(vm − µjm)dv = −clmB¯ijlm(µj ,µj), (6.68)
A∗
µiq,µ
j
k
=
∫
∂P
∂µiq
∂P
∂µjk
dv =
∫
∂P ∗i
∂µiq
∂P ∗j
∂µjk
dv =
∫
P ∗i Λ
i
qm(vm − µim)P ∗j Λjkn(vn − µjn)dv
= ΛiqmΛ
j
knB¯
ij
mn(µ
i,µj), (6.69)
A∗
µiq,λ
j
lm
=
∫
∂P
∂µiq
∂P
∂λjlm
dv =
∫
∂P ∗i
∂µiq
∂P ∗j
∂λjlm
dv
= −
∫
P ∗i Λ
i
qn(vn − µin)P ∗j clm(vl − µjl )(vm − µjm)dv
= −ΛiqnclmC¯ijnlm(µi,µj ,µj), (6.70)
and
A∗
λikq,λ
j
lm
=
∫
∂P
∂λikq
∂P
∂λjlm
dv =
∫
∂P ∗i
∂λikq
∂P ∗j
∂λjlm
dv
=
∫
P ∗i ckq(vk − µik)(vq − µiq)P ∗j clm(vl − µjl )(vm − µjm)dv
= ckqclmD¯
ij
kqlm(µ
i,µi,µj ,µj). (6.71)
Note that the calculation and assembly of A∗ is localized in space and can be performed at every grid point in
the computational domain independently of the other grid points. This enables a high degree of parallelism
that can be exploited computationally for efficiency. Similar to A∗, six type of terms are required to assemble
C∗, given by
C∗βi,βj ,r =
∫
∂P
∂βi
∂P
∂βj
vrdv =
∫
∂P ∗i
∂βi
∂P ∗j
∂βj
vrdv =
∫
P ∗i P
∗
j vrdv = A
ij
r , (6.72)
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C∗
βi,µjk,r
=
∫
∂P
∂βi
∂P
∂µjk
vrdv =
∫
∂P ∗i
∂βi
∂P ∗j
∂µjk
vrdv =
∫
P ∗i P
∗
j Λ
j
km(vm − µjm)vrdv
= Λjkm
[
B¯ijmr(µ
j ,µj) + µjrA¯
ij
m(µ
j)
]
, (6.73)
C∗
βi,λjlm,r
=
∫
∂P
∂βi
∂P
∂λjlm
vrdv =
∫
∂Pi
∂βi
∂Pj
∂λjlm
vrdv
= −clm
∫
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∗
j (vl − µjl )(vm − µjm)vrdv
= −clm
[
C¯ijlmr(µ
j ,µj ,µj) + µjrB¯
ij
lm(µ
j ,µj)
]
, (6.74)
C∗
µiq,µ
j
k,r
=
∫
∂P
∂µiq
∂P
∂µjk
vrdv =
∫
∂P ∗i
∂µiq
∂P ∗j
∂µjk
vrdv
=
∫
P ∗i Λ
i
qm(vm − µim)P ∗j Λjkn(vn − µjn)(vr − µjr + µjr)dv
= ΛiqmΛ
j
kn
[
C¯ijmnr(µ
i,µj ,µj) + µjrB¯
ij
mn(µ
i,µj)
]
, (6.75)
C∗
µiq,λ
j
lm,r
=
∫
∂P
∂µiq
∂P
∂λjlm
vrdv =
∫
∂P ∗i
∂µiq
∂P ∗j
∂λjlm
(vr − µjr + µjr)dv
= −clm
∫
P ∗i Λ
i
qn(vn − µin)P ∗j (vl − µjl )(vm − µjm)(vr − µjr + µjr)dv
= −clmΛiqn
[
D¯ijnlmr(µ
i,µj ,µj ,µj) + µjrC¯
ij
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, (6.76)
and
C∗
λikq,λ
j
lm,r
=
∫
∂P
∂λikq
∂P
∂λjlm
vrdv =
∫
∂P ∗i
∂λikq
∂P ∗j
∂λjlm
(vr − µjr + µjr)dv
= ckqclm
∫
P ∗i (vk − µik)(vq − µiq)P ∗j (vl − µjl )(vm − µjm)(vr − µjr + µjr)dv
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[
E¯ijkqlmr(µ
i,µi,µj ,µj ,µj) + µjrD¯kqlm(µ
i,µi,µj ,µj)
]
. (6.77)
The components of D∗ can calculated in a similar way. First, we simplify Eq. (6.25) in the following manner
D∗ =
∫ (
u− v
τ
− g
)
· P
N∑
q=1
∂2P
∂µq∂p∗
dv
=
(uk
τ
− gk
) N∑
j=1
N∑
q=1
∫
P ∗j
∂2P ∗q
∂µqk∂p
∗
dv − 1
τ
N∑
j=1
N∑
q=1
∫
P ∗j
∂2P ∗q
∂µqk∂p
∗
vkdv. (6.78)
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Therefore, one observes that there are three types of terms required to assemble D∗, given by
D∗βi =
(uk
τ
− gk
) N∑
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, (6.79)
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and
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Finally, for F∗, three types of terms are required, given by
F∗i,βk,r = di
∂
∂βk
N∑
j=1
(2π)
3/2
eβ
j
µjr
|Λj |1/2 = di
(2π)
3/2
eβ
k
µkr
|Λk|1/2 , (6.82)
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F∗i,µkl ,r = di
∂
∂µkl
N∑
j=1
(2π)
3/2
eβ
j
µjr
|Λj |1/2 = di
(2π)
3/2
eβ
k
δlr
|Λk|1/2 , (6.83)
and
F∗i,λklm,r = di
∂
∂λklm
N∑
j=1
(2π)
3/2
eβ
j
µjr
|Λj |1/2 = −
di
2
(2π)
3/2
eβ
k
δlr
|Λk|3/2
∂|Λk|
∂λklm
, (6.84)
where individual terms of
∂|Λk|
∂λklm
are given by
∂|Λ|
∂λ11
= λ22λ33 − λ223,
∂|Λ|
∂λ22
= λ11λ33 − λ213,
∂|Λ|
∂λ33
= λ11λ22 − λ212, (6.85a)
∂|Λ|
∂λ12
= 2 (λ13λ23 − λ12λ33) , ∂|Λ|
∂λ13
= 2 (λ12λ23 − λ13λ22) , ∂|Λ|
∂λ23
= 2 (λ12λ13 − λ23λ11) , (6.85b)
where the superscript ‘k’ has been dropped for clarity and |Λ| is given by
|Λ| = −λ11λ223 − λ22λ213 − λ33λ212 + 2λ12λ13λ23 + λ11λ22λ33. (6.86)
6.1.4 The realizable variable formulation
We now address the issue of realizability of the covariance matrix Σ, which in its matrix form is expressed
by Eq. (6.3). The realizability constraint requires that Σ is symmetric and semi-positive-definite matrix. By
construction, Σ is symmetric and it is semi-positive-definite provided that the starting matrix Σ at t = 0 is
semi-positive-definite and that detΣ ≥ 0 at subsequent times. Here, it is assumed that the probability of two
eigenvalues of Σ simultaneously changing sign is negligible; a fact that will not be allowed computationally as
it will be seen below. To avoid the case of the KDF approaching a delta function, we require the covariance
matrix to be positive definite which is ensured when detΣ > 0 (enforcing realizability when the matrix
is singular is a more challenging mathematical problem which is seldom encountered in the applications
discussed here). This translates into the following constraints on variances and cross correlations
σi > 0 for i = 1, 2, 3 (6.87)
−1 ≤ ρ12 ≤ 1, −1 ≤ ρ13 ≤ 1, and
ρ12ρ13 −
√
(1− ρ212)(1− ρ213) ≤ ρ23 ≤ ρ12ρ13 +
√
(1− ρ212)(1− ρ213). (6.88)
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Following definition of cross correlations ensures that Eq. (6.88) is satisfied
ρ12 = tanhχ12, (6.89a)
ρ13 = tanhχ13, (6.89b)
ρ23 = tanhχ12 tanhχ13 + sechχ12 sechχ13 tanhχ23, (6.89c)
This further ensures that detΣ, given by
detΣ = (σ1σ2σ3 sechχ12 sechχ13 sechχ23 )
2
, (6.90)
is always semi-positive definite. If the variances are not equal to zero (in fact they are required to remain
positive), then detΣ will be a positive definite matrix. Another useful property of the transformation given
in Eq. (6.89) is that χ12, χ13 and χ23 ∈ R, i.e., they are unbounded and thus it is more suitable for numerical
implementation.
Therefore, to ensure realizability of the covariance matrix, we apply a final transformation of the unknown
variables and we solve for qj = {βj ,µj ,σj}, instead of the intermediate variable p∗j = {βj ,µj ,λj} for each
KDF, where
σ = {σ1, σ2, σ3, χ12, χ13, χ23}T , (6.91)
with superscript ‘j’ being dropped for clarity. Note that we still use the intermediate variables to obtain the
various terms of Eq. (6.30). We can express Λ as a function of σ through
λ11 = − 1
σ21
[
− (coshχ12 coshχ13 coshχ23)2 + (coshχ23 sinhχ12 sinhχ13)2 + (sinhχ23)2
+ sinhχ12 sinhχ13 sinh 2χ23] , (6.92a)
λ22 =
(coshχ12 coshχ23)
2
σ22
, (6.92b)
λ33 =
(coshχ13 coshχ23)
2
σ23
, (6.92c)
λ12 =
coshχ12 coshχ23 (sinhχ13 sinhχ23 − coshχ23 sinhχ12)
σ1σ2
, (6.92d)
λ13 =
coshχ13 coshχ23 (sinhχ12 sinhχ23 − coshχ23 sinhχ13)
σ1σ3
, (6.92e)
λ23 = −coshχ12 coshχ13 sinh 2χ23
2σ2σ3
. (6.92f)
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It is straightforward to modify Eq. (6.30) to the realizable variable formulation, resulting in
∂q
∂t
+ J−1
(
B · ∂p
∗
∂x
+ ED
)
= 0, (6.93)
where
J = ∂p
∗
∂q
, (6.94)
is the Jacobian, resulting from change of variables from p∗ to q, which can be explicitly calculated since
we know the functional form of p∗ in terms of q. This results in an essentially block-diagonal matrix of N
blocks of size 10× 10, where the jth block in the matrix corresponds to the jth KDF and is given by
J j =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0
∂λj
∂σj

, (6.95)
where Eq. (6.92) can be used to obtain explicit form of
∂λj
∂σj
. Computationally, only the last block of the
matrix in Eq. (6.95) is implemented.
To summarize the developments in this section, the new variables enable us to perform a time-advancement
of the unknown vector field q, which represents the unknown parameters of the kernel density functions in
realizable form. At each time-step, we transform q to p∗ so that terms such as A∗, C∗, D∗ and F∗ can be
calculated explicitly as described in §6.1.3 using the more convenient variables. In fact, the transformation of
q to p∗ requires only a transformation of σ to λ, which can be performed by using Eq. (6.92). We can further
calculate the Jacobian analytically and finally, we use a numerical method suitable for solving this type of
hyperbolic system of equations. The details of the numerical method used for solving Eq. (6.93) is described
in section 6.2. If so desired, one can transform to the original variables p from q by first transforming q to
the convenient variables p∗ and then followed by a transformation to the original variables which is described
in A.3.
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6.2 Numerical Implementation
In this section we describe the numerical method to solve Eq. (6.93). First, we will briefly describe the
spatial discretization and the time-integration approach. Next, we present a penalty method to ensure lower
boundedness of the variances and finally, we address the issue of conservation of the total number of particles
in the computational domain.
6.2.1 Spatial discretization and time integration
The KDF parameters are governed by Eq. (6.93) which is a hyperbolic system of equations. Therefore,
the finite volume discretization approach is a natural choice to perform the spatial discretization. Ideally,
one would like to work with equations in conservation form, which enable the use of standard methods
that, when needed, can add explicit diffusion along the characteristic directions via flux limiters. This
ensures that the method remains stable on a finite size computational grid regardless of the possibility of
discontinuities that could form in the solution. However, here we adopt a simpler strategy and work with the
form of the equation which is expressed purely in the non-conservative form. This choice is made because
the state of development of non-conservative numerical approximation methods is not as mature as that of
conservative systems. The main difficulty in our case is that one faces the determination of the characteristic
directions from hyperbolic equations whose advection matrix is only known numerically. This presents
some further research problems associated with ensuring continuity of the eigensystem representation from
neighboring cells, which is required in high-order methods (as those used below), that have not been resolved
so far. To be more precise, the eigensystem of the matrix B˜ has to be determined analytically (which is not
straightforward) or numerically. In the latter case, one must ensure that the eigenvectors and eigenvalues
are ordered consistently at all grid cells of the computational domain. This can always be accomplished if
the eigenvalues are all different, but as it is well known, we expect some eigenvalues to have multiplicities
greater than one (advection modes) and this will require an implicit ordering that must be maintained across
grid points. Such an identification of the ordered eigensystem is out of scope of the present work, where
the emphasis is on presenting a numerical method which can solve for the transport equation of the KDF
parameters in an efficient manner so that approximation to the particle-density-function can be obtained
accurately.
The use of a finite volume discretization requires taking a volume average of Eq. (6.93), which leads to
∂q¯
∂t
+
1
VΩ
∫
Ω
B˜ · ∂p
∗
∂x
+ D¯ = 0, (6.96)
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where q¯ is expressed as
q¯ =
1
VΩ
∫
Ω
qdx, (6.97)
VΩ is the volume of the computational cell and
B˜ = J−1B, (6.98a)
D¯ =
1
VΩ
∫
Ω
J−1EDdx. (6.98b)
The unknown vector q¯ denotes the cell-averaged unknowns which are stored at the cell-centers. Note that
the state-space based method is coupled to the collocated incompressible flow solver, which has the same grid
arrangement as the finite volume method (by design), with all the field variables stored at the cell-centers.
Therefore, coupling of the state-space based method to the collocated flow solver is simple. Furthermore, to
calculate J , B and D, we need to transform q¯ to p∗, which is obtained by first transforming cell-averaged q¯
to a pointwise q at the cell center and then using the analytical expressions to recover p∗. In the intermediate
step, where we need to reconstruct pointwise values from cell-averaged quantities, we use a fifth-order accurate
weighted essentially non-oscillatory (WENO) reconstruction method described by Titarev and Toro [83] and
implemented by Robert Knaus [82]. The WENO reconstruction and interpolation method is described in
§A.4. Once we have pointwise evaluations, the last term in Eq. (6.96) can be calculated by performing
cell-averages of J−1ED using a fourth-order accurate method. The second term in Eq. (6.96) is responsible
of spatial coupling and is calculated numerically using a fourth-order accurate method described by Knaus
and Pantano [82]. We briefly describe the method for evaluation of the integral term in Eq. (6.96) through
a simple example.
Consider the following integral over a computational cell-volume
I =
1
VΩ
∫ ∫ ∫
VΩ
a(x)
db
dx
(x) dx dy dz, (6.99)
where a(x) and b(x) are analogous of a component of B˜ and p∗, respectively. A modified Gauss quadrature
rule is used in the direction of the derivative term, i.e, x−direction and a regular Gauss quadrature rule is
used in the other two directions orthogonal to the derivative term. a(x) is expanded in terms of a Hermite
polynomial through
a˜(x) =
m∑
k=1
hk(x)a(xk) +
m∑
k=1
h¯ka
′(xk), (6.100)
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where
hk(x) = [1− 2l′k(xk)(x− xk)] lk(x)2, (6.101a)
h¯k = (x− xk)lk(x)2, (6.101b)
and
lk(x) =
(x− x1) . . . (x− xk−1)(x− xk+1) . . . (x− xm)
(xk − x1) . . . (xk − xk−1)(xk − xk+1) . . . (xk − xm) . (6.102)
Similarly b(x) is expanded, but with an additional order through
b˜(x) =
m+1∑
k=1
gk(x)b(xk) +
m+1∑
k=1
g¯kb
′(xk), (6.103)
where gk and g¯k are defined specifically for b(x), similar to hk and h¯k defined for a(x) and is based on a
different polynomial l˜k(x). Note that lk(x) and l˜k(x) are defined separately for a(x) and b(x), respectively,
as these terms in the integrand of Eq. (6.99) use different points for evaluation of the quadrature along
x−direction. For a standard Gaussian quadrature, the derivative terms, for example, a′(xk), should yield
zero contribution to the integral, i.e.,
H¯k =
1
π′(x)
∫ 1
−1
π(x)lk(x)dx = 0, (6.104)
with
π(x) = (x− x1)(x− x2) . . . (x− xm). (6.105)
However, the modified Gaussian quadrature seeks to estimate a(x)b′(x) through the quadrature where the
Hermite expansions for a(x) and b′(x) are multiplied together leading to
I˜(x) =
∑
j
∑
k
hj(x)g
′
j(x)a(xj)b(xj)
+
∑
j
∑
k
hj(x)a(xj) [gj(x)b
′(xk) + g¯
′
k(x)b
′(xk) + g¯k(x)b
′′(xk)]
+
∑
j
∑
k
h¯j(x)a
′(xj) [g
′
k(x)b(xk) + gk(x)b
′(xk) + g¯
′
k(x)b
′(xk) + g¯(x)b
′′(xk)] . (6.106)
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Therefore, the weights of the quadrature are defined through
wjk =
∫
hk(x)g
′
j(x)dx, (6.107)
and the abscissa are obtained by solving the remainder of the system involving the derivative terms of either
b(x) or a(x) while enforcing symmetry. Note that H¯k is required to be zero in the modified Gauss quadrature,
similar to the case in a standard Gaussian quadrature given by Eq. (6.104). The abscissa of a(x) are simply
the ones associated with the standard mth-degree Gaussian quadrature. In general, the weights and abscissa
can be derived by solving a nonlinear system of equations for both the values of the weights and locations
of the abscissa, designed by requiring exact solutions to polynomials of a certain order. For example, for
na+ nb < m,
na∑
k
nb∑
j
wjkx
j
ax
k
b =
[−1 + (−1)(na+ nb)]nb
na+ nb
, (6.108)
where xa and xb corresponds to abscissa for a(x) and b(x), respectively. With these definitions, the integral
in Eq. (6.99) is thus given by
I =
1
VΩ
∫ ∫ ∫
VΩ
a(x)
∂b
∂x
(x) dx dy dz
=
∑
j
∑
k
∑
l
∑
m
wlwmwjka(xj , yl, zm)b(xk, yl, zm), (6.109)
where wl and wm are weights corresponding to the standard Gaussian quadrature along y and z directions,
respectively, and wjk is the weight corresponding to the modified Gaussian quadrature along x−direction.
A similar approach is used in evaluating integrals involving derivatives in y and z directions.
Application of this method leads to the semi-discrete system of equations which in a condensed operator
notation is expressed as
dq¯
dt
= G¯, (6.110)
where G¯ includes the non-conservative rate of change and the body force terms. Time integration of the
semi-discrete system of equations given by Eq. (6.110) uses a third-order accurate method, consistent with
the time integration method used by the flow solver. The flow solver uses a combination of the multi-stage
implicit-explicit (IMEX) Runge-Kutta (RK) method [78] for the first few time steps and the multi-step
implicit-explicit total-variation bounded (TVB) method [79] for the later time steps. We follow the same
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approach for the time advancement of the semi-discrete system of equations given by Eq. (6.110) so that
we have a fully consistent method in time for all the field variables. However, we treat all the terms on
the right-hand-side of Eq. (6.110) in a purely explicit manner for efficiency reasons. This implies that there
will be some restriction on the time-step size. This CFL-like restriction is governed by the mean state-space
velocity µ and the response time, τ , of the particles, which can be analyzed rigorously by determining the
eigenvalues of B˜ and performing a temporal stability analysis. However in our computational experiments it
was found that the heuristic estimates based on the CFL analogy was sufficiently accurate to preclude any
numerical instabilities. Based on the numerical experiments, as long as the time-step size is less than the
particle response time and the CFL condition is satisfied based on the mean velocity of the particles, the
overall method remains stable.
This completes the description of spatial and temporal discretization methods through which one can
advance q¯ in time and thus obtain the parameters of the kernel density functions, which in turn can be used
to construct the approximation of the particle-density function.
6.2.2 Boundedness property of variances
As mentioned in §6.1.4, the covariance matrix Σ is required to be a symmetric and positive-definite matrix.
By construction, it satisfies these two properties provided that the cross-correlations satisfy Eq. (6.88) and the
variances remain positive. Strictly speaking, the covariance matrix is required to be semi-positive definite,
which allows the appearance of singularities in the form of delta functions. However, for computational
purposes we require Σ to remain always positive-definite, so that the kernel density function never approaches
to the distribution limit, i.e., it never becomes a delta function (if one is interested in singular distributions,
it might be advisable to use the direct quadrature method of moments [59, 60], which is designed to be exact
for singular density functions). This in turn implies that in the case of the evolution of the actual pdf to a
delta function limit, it will be regularized as a numerical delta function having a small non-zero thickness in
state-space. Therefore, it is required that the variances associated with each of the kernel density functions
are bounded below by a small value, i.e.,
σi ≥ σmin > 0, for ∀i, (6.111)
where σmin is a user selected parameter. To be precise, this constant should be chosen to be smaller than
the typical scale of variation of the velocity of the carrier flow (so as to be undetectable). Ensuring that
the variances satisfy Eq. (6.111), is accomplished by a penalty method in the time evolution equation of σi,
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implemented in the following manner
∂σi
∂t
= Gσi −
σi − σmin
τo
H(σmin − σi), (6.112)
where τo is another empirical parameter proportional to the time-step size, Gσi is the forcing term corre-
sponding to σi obtained from Eq. (6.93) and H is the Heaviside unit step function. Addition of this penalty
term to the equation for variances ensures a lower bound on σi and thus the kernel density function will
never become singular, i.e., a delta function. Note that, β is a function of detΣ for each KDF and thus to
ensure consistency, the evolution equation of β is also modified to account for the inclusion of penalty terms
in the evolution equation of variances. This leads to following additional term in the evolution equation of β
∂β
∂t
= Gβ +
3∑
i=1
1
σi
σi − σmin
τo
H(σmin − σi). (6.113)
The effect of the inclusion of penalty terms will be illustrated on a simple one-dimensional example, which
will be described in §7.1. In the flows considered, it was seldom necessary to employ this penalty term except
when calculating a flow with low-dimensional structure. For example, when simulating a two dimensional
flow with the three-dimensional formulation (since the state space variables associated with the passive third
direction invariably approaches the singular distribution, irrespective of initial conditions). Without the
penalty terms, due to the round-off errors associated with the time-integrator, eventually the numerical
solution shows unstable behavior which can be stabilized only by restricting the variances approaching a
value of zero.
6.2.3 Conservation of total number of particles
The particle number density, α(x, t) is governed by the transport equation given by Eq. (6.17) and satisfies
the global conservation property given by Eq. (6.19) which implies that the total number of particles remains
constant in a computational domain that is closed or periodic. When we approximate the pdf using more than
one KDF, one must ensure local conservation of the particle number density through the local constrained
minimization approach, which in turn ensures a conservation of the total number of particles. In the pdf
approximation based on a single KDF using the original variable formulation, we have a transport equation for
the mixture weight α(x, t), which ensures global conservation. However in the realizable variable formulation
we obtain a transport equation for β(x, t), which is expressed in a non-conservative form (one invariably
trades realizability by conservation). In the continuum sense, one still recovers the transport equation for
α(x, t) in the conservative form, but numerically, there is always some truncation error associated with the
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time integrator and the finite order of the quadratures, which leads to a violation of conservation of the total
number of particles. Therefore, we need to address this problem in the numerical implementation which is
described next.
After each time-step, a post-processing step is performed to ensure conservation of the total number of
particles. After the time advancement of the KDF parameters, β(x, t) is transformed to α(x, t) and then a
damping function (similar to a low pass filter in physical space) is applied to α(x, t) in the following manner
αˆ(x, t) = α(x, t)
a1 + a2
1 +
(
α(x,t)
αc
)m
 , (6.114a)
α˜(x, t) = αˆ(x, t)
α0∫
Ω
αˆ(x, t)dx
, (6.114b)
where a1, a2, m and αc are empirical constants, αˆ(x, t) is an intermediate quantity, α˜(x, t) is the modified
particle number density and α0 is the initial total number of particles given by
α0 =
∫
Ω
α(x, t)dx. (6.115)
Note that by construction of α˜(x, t) as given by Eq. (6.114b), the total number of particles remains equal
to its initial value at every instant in time. Furthermore, the modification of α(x, t) through Eq. (6.114a)
is similar to the application of a low pass filter, where high values of particle number density are damped
more compare to the lower values of particle number density, so that α(x, t) is bounded below away from
zero. The parameter αc is the critical value of α(x, t) above which some damping is applied. Other empirical
constants have been fixed after performing some numerical experiments with a1 = a2 = 0.5 and m = 6. An
example case is described in §7.5, which shows the effect of not performing the additional post-processing
step described here, resulting in lack of conservation of the total number of particles in a fully periodic
computational domain. It is emphasized that the damping approach described here is done purely for a
realizable numerical implementation of the LSQKD method to counter numerical discretization and time
advancement errors introduced by the numerical method. These are errors that become noticeable only after
very long time integrations.
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Chapter 7
Application of the numerical
framework
The results obtained from the validation study of the new state-space based numerical framework for particle-
laden flows are presented first. The validation study is aimed at illustrating various features of the state-
space method showing its ability to simulate simple to complex flows in an accurate manner. The study is
performed by comparing the results obtained from the Lagrangian particle tracking (LPT) method with the
LSQKD method with the same initial conditions. The LPT method is also coupled to the three-dimensional
collocated flow solver and the position and velocity of particles are advanced in time by using the consistent
third-order accurate time integration method to integrate Eq. (3.3) in a purely explicit manner. We present
results obtained by simulating four different cases using the two methods. These cases include, a one-
dimensional steady manufactured flow, the Taylor-Green vortex flow in a frozen and a decaying state, an
unsteady two-dimensional flow representing an advecting vortex and a fully three-dimensional particle-laden
flow where carrier-phase is governed by a manufactured flow evolving in time. These cases are chosen to
illustrate various features of the method, for example, applicability to a range of Stokes numbers, satisfaction
of all the realizability constraints of the pdf, ability to capture statistics of the disperse phase in an accurate
manner and numerical stability of the method. Following these results, we show the effect of not performing
the extra post-processing step described in §6.2.3, which leads to a lack of conservation of particles in the
computational domain. Finally, we compare the computational cost of LSQKD and LPT methods.
All the simulations presented in this section use a single kernel density function to approximate the
actual particle density function. It is well known that when the Stokes number is above a critical value,
the particles show the well known crossing-trajectory behavior and the pdf looses the mono-kinetic behavior
leading to the appearance of singularities usually referred to as “delta-shocks” [62, 60, 198]. Therefore, all
the simulations are stopped before this problem arises. To simulate such cases for long-time, it would require
approximating the actual pdf using multiple kernel density functions, as formulated previously.
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Figure 7.1: Time evolution of mean velocity µ1(t) and variance σ
2
1(t) for three particle response time. Dashed,
solid and dashed-dotted curves denote τp = 0.5, 1 and 2 units, respectively. Symbols (, ∆ and ◦) denote
analytical solution.
7.1 A one-dimensional manufactured flow
We consider a manufactured, steady, one-dimensional flow where the velocity of the carrier phase is given by
u(x) = 1 + η sinx, x ∈ [0, 2π], (7.1)
where η is a constant. When η = 0, this represents an uniform flow field and thus the equation of motion for
the particle can be solved analytically. The statistics corresponding to the disperse phase, which includes
mean velocity and its variance are given by
µ1(t) = 1 + (µ0 − 1)e−t/τp , (7.2a)
σ21(t) = σ
2
0e
−2t/τp , (7.2b)
where µ0 and σ0 are initial values of the mean velocity and its variance for the disperse phase, respectively,
and τp is the particle response time.
Figure 7.1 shows time evolution of the mean velocity and its variance for the disperse phase, at three
values of particle response time, with µ0 = 2 and σ0 =
√
0.2. The figure also shows a comparison of the
numerical results with the analytical solution given by Eq. (7.2). We observe an excellent agreement between
the analytical and numerical results. Note that with η = 0, the solution is uniform in space but it depends
upon the response time of the particle. We observe that the mean velocity of the particle reduces in time
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Figure 7.2: Time evolution of σ1 and β with the penalty formulation. Thin solid, dashed and dashed-dotted
curves denote value of τo equal to 2∆t, 5∆t and 10∆t, respectively. The thin solid curve with symbol ()
denotes analytical solution and thick solid line represents reference values σmin and βmax.
and approaches the flow velocity. The rate of approach towards the flow velocity increases with decreasing
particle response time, which is consistent with the physics. The variance of the velocity decreases at an
exponential rate. Physically, this would approach a value of zero as time is increased, which implies that the
actual pdf will approach the distribution limit, i.e., a delta function. As mentioned in §6.2.2, we use a penalty
function approach, to ensure that the variance of velocity of the disperse phase is bounded below by a small
value denoted by σmin and saturates to a constant value in case the physical value of variance goes further
below. Figure 7.2 shows the time evolution of σ1 and β obtained at larger times and the results are compared
with the analytical solution for three different values of τo = 2∆t, 5∆t and 10∆t units. We observe that
when σ1 approaches σmin the penalty function prevents σ1 from dropping further, which eventually saturates
with time. As τo increases the saturation occurs at a lower value of σ1 and over a longer period of time. In
the case of β, the analytical solution grows with time, but with the penalty formulation it also saturates to
a constant value and the constant value is higher for larger τo. Figure 7.2 also shows the reference values
σmin and βmax, which are 0.007 and 6.6151, respectively. All other simulations presented next have used a
fixed value of the empirical constant, τo = 5∆t.
Now we consider the case when η = 0.5, which corresponds to a one-dimensional manufactured flow of the
carrier phase with spatial variation along the x-direction. In this case, apart from the effect of the particle
response time, there is a spatial coupling induced by the second term of Eq. (6.96), which results into a
spatial variation of the statistics associated with the disperse phase. The initial conditions for the disperse
phase corresponds to a uniform distribution of particles with a mean velocity µ1(x, 0) = 1 and the variance
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Figure 7.3: Statistics of the disperse phase at time, t = 4 and Stokes number St = 1. Subfigures (a), (b) and
(c) show the spatial variation of particle number density, mean velocity and its variance, respectively. Black
and blue colors represent results obtained from LSQKD and LPT methods, respectively. Solid, dashed and
dashed-dotted curves denote 81, 41 and 21 grid points for the LSQKD method and 2.5×105, 106 and 4×106
particles for the Lagrangian particle tracking method.
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Table 7.1: L∞ error in the values of particle number density, mean velocity and variance obtained using
LSQKD and LPT methods on a fixed grid of 41 points. Comparison is made with base results obtained
using LPT method with 4× 106 particles.
Method Eα Eµ1 Eσ1
LSQKD 0.019 0.012 0.008
LPT (2.5× 105) 0.026 0.004 0.008
LPT (1× 106) 0.015 0.002 0.001
σ1(x, 0) =
√
0.05. The results are compared with the LPT simulations, which is initialized with a uniform
distribution of particles in the computational domain where particle location is prescribed randomly from a
uniform distribution and the velocity of particles are initialized with random Gaussian distribution with the
same mean and variance values as those in the LSQKD method. The simulations using the LSQKD method
are performed at three grid resolutions, namely 21, 41, and 81 grid points, whereas in the LPT method three
simulations are performed with 2.5 × 105, 106 and 4 × 106 particles. All the simulations are performed at
Stokes number St = 1, where it is defined based on the average flow through time for the carrier phase,
which is τf = 2π.
Figure 7.3 shows the spatial variation of the statistics corresponding to the disperse phase obtained using
the two methods. These statistical results include number density, mean velocity, and the variance of particles
at t = 4 (which is sufficiently long for meaningfully large variations to develop). We can observe that these
results obtained using the two methods agree reasonably well. The LSQKD method is able to capture local
peaks and the overall shape of the statistics associated with the disperse phase. In particular, the particle
number density and the mean velocity are obtained accurately and a small difference in the variance of the
pdf is observed. With an increase in the grid resolution in the LSQKD method, and increase in the number
of particles in the LPT method, the results show convergence of the statistics. Table 7.1 shows the L∞
error in the results obtained using LSQKD and LPT method. Here we consider results obtained using LPT
method with 4 × 106 particles that were separated into 41 bins as an exact solution for comparison. The
statistics show convergence as the particles number is increased. In particular, the particle number density
requires more number of particles to converge. This will be apparent from the results presented in the next
section.
Figure 7.4 and 7.5 show the time evolution of average and variance of position and velocity of particles
for St = 1 obtained using LSQKD and LPT methods as a function of time at different grid resolutions and
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number of particles. These quantities are defined through
〈xp〉(t) =
∫ xmax
xmin
x α(x, t)dx, (7.3a)
〈up〉(t) =
∫ xmax
xmin
µ1(x, t) α(x, t)dx, (7.3b)
〈x′2p 〉(t) =
∫ xmax
xmin
x2 α(x, t)dx− 〈xp〉(t)2, (7.3c)
〈u′2p 〉(t) =
∫ xmax
xmin
[
µ1(x, t)
2 + σ1(x, t)
2
]
α(x, t)dx− 〈up〉(t)2, (7.3d)
〈x′pu
′
p〉(t) =
∫ xmax
xmin
xµ1(x, t) α(x, t)dx− 〈xp〉(t)〈up〉(t). (7.3e)
The average position and velocity obtained using the two methods agrees very well till about time, t = 3,
whereas the covariance of the particle position and velocity agrees well up-to time t = 2. Beyond this time
there are differences in results which are apparent in the second-order statistics. However, as we increase
the grid resolution in the LSQKD method, we do observe a convergence towards the results predicted by
the LPT method. The first-order statistics shows an excellent agreement at the finest grid resolution. Note
that to get such an accurate statistics using the Lagrangian particle tracking method, one needs a very
large number of particles even in this one-dimensional flow. However in the LSQKD method, the cost is
pre-determined based on the grid resolution and it provides smoother statistics. The grid resolution study
presented here for the one-dimensional flow clearly demonstrates that the LSQKD method approaches the
correct solution with a fine enough grid and provides accurate values for higher-order statistics. But note
that as in all statistical methods, the rate of convergence is always lower for high-order statistics as opposed
to low-order statistics.
Now we consider the one-dimensional flow as a function of Stokes number to illustrate the applicability
of the LSQKD method to handle such situations. Typically, a small Stokes number corresponds to situation
where particles respond quickly to the flow and in the limit of St approaching zero, particles behave like a
tracer following the carrier phase. On the other hand, when Stokes number is larger than O(1), then particles
take long time to respond to the flow due to their inertia and particle-crossing-trajectory is a dominant
behavior. Therefore, the examples with different Stokes number will demonstrate that the LSQKD method
can handle these different regimes.
Figure 7.6 shows the average position and velocity of particles as a function of time for four different
Stokes numbers, St = 0.01, 0.1, 1 and 10, obtained using the two methods. The LSQKD method uses 41
grid points and LPT method uses 4 × 106 particles. We can observe that the results obtained using two
different methods show an excellent agreement. At lower values of Stokes number, with an increase in the
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Figure 7.6: Average position and velocity of particles for different values of Stokes number obtained using
LSQKD and LPT methods. Solid, dashed, dash-dotted and dash-dot-dotted curves denote results obtained
using the LSQKD method and symbols (), (∆), (⋄) and (◦) denote results obtained using the LPT method
for St = 0.01, 0.1, 1 and 10, respectively.
average position of the particles, the average velocity decreases, as at a lower Stokes number, particles tend
to follow the carrier-phase, which has a velocity magnitude less than 1 for x ∈ (π, 2π). At a higher Stokes
number, particularly St = 10, the mean position and velocity of particles do not show significant change.
This occurs due to inertia of particles as they take long time to respond to the carrier-fluid.
Figure 7.7 shows results of the second-order statistics, which include variance and covariance associated
with the position and velocity of particles at four different Stokes number, St = 0.01, 0.1, 1 and 10, obtained
using two different methods. We observe an excellent agreement of the results. At a particular time, as the
Stokes number is increased we observe a reduction in the magnitude of the higher-order statistics. This can
be again attributed to the effect of inertia of the particles, which leads to a slower response by the disperse
phase to the carrier-phase.
Based on the results presented in this section for a one-dimensional manufactured flow coupled with the
disperse phase, it can be concluded that the LSQKD method can capture the statistics of the disperse phase
in an accurate manner. Particularly, the zeroth and first-order statistics are observed to be in excellent
agreement and the second-order statistics showed a good agreement with the LPT method. Note that the
Lagrangian simulation were performed using a large number of particles for this one-dimensional flow, cost
of which grows as we increase the number of particles. Furthermore, to realistically obtain the statistics for
a fully three-dimensional flow using the LPT method, the number of particles required is enormous whereas,
the LSQKD method has a fixed cost specified by the chosen grid and can provide smoother statistics. We
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also demonstrated here the penalty treatment that ensures that the approximation of the pdf always results
in a finite variance in the velocity state space; the numerical solution never approaches a delta function by
design of the method. Finally, we demonstrated that the LSQKD method can simulate particle-laden flows
in different regimes of Stokes number.
7.2 Taylor-Green vortex flow
We consider a two dimensional particle-laden laminar flow, where the carrier-phase flow is the Taylor-Green
vortex flow, given by
u1(x, y, t) = F (t) sinx cos y, (7.4a)
u2(x, y, t) = −F (t) cosx sin y, (7.4b)
in a periodic domain x ∈ [0, 2π] and y ∈ [0, 2π], where
F (t) = e−2νt, (7.5)
122
and ν is the kinematic viscosity. The particle density function is approximated using a single KDF with the
initial conditions given by
α(x, y, 0) = no, (7.6a)
µ1(x, y, 0) = u1(x, y, 0), µ2(x, y, 0) = u2(x, y, 0), (7.6b)
σ1(x, y, 0) = σ2(x, y, 0) =
√
0.05, (7.6c)
χ12(x, y, 0) = 0, (7.6d)
where no is the initial particle number density. Initially, we focus on the case where the carrier-phase flow
field is in a frozen state, equal to the initial condition and only the disperse phase evolves dynamically
in time, i.e., F (t) = 1, ∀t. As in the one-dimensional case, we will compare results obtained using the
LSQKD and LPT methods. In the LPT method, the position of particles are initialized randomly within
the computational domain following the uniform distribution. The velocity of particles are chosen randomly
from a Gaussian distribution with a specified mean and variance matching the initial conditions used by
the LSQKD method. Two simulations were performed using the LPT method, one using 106 and other
using 4 × 106 Lagrangian particles to illustrate a strong dependence of smoothness of the statistics of the
disperse phase on the number of particles. We obtain solutions on a fixed Cartesian grid of size 41× 41 with
a value of ν = 0.5 and ∆t = 0.002. The simulations are performed at a fixed Stokes number St = 1, with
the characteristic flow time scale defined based on the size of the domain and maximum magnitude of the
carrier phase velocity. The simulations were performed till time t = 1 because up to this time the pdf can be
approximated using a single kernel density function, i.e., the pdf shows a mono-kinetic behavior. However,
beyond this time, the pdf clearly has a multi-modal structure and thus, can not be modeled using a single
kernel density function. This is attributed to the particle-trajectory crossing phenomena which implies that
the particles can have different velocities at the same location and thus necessitates the use of multiple kernel
density functions to approximate the actual pdf [62, 60, 198]. Nevertheless, the time t = 1 is still large to
validate the LSQKD method for its usefulness to capture statistics of the disperse phase. Note that one still
needs to approximate the pdf using multiple KDFs to obtain results at longer times.
Figure 7.8 shows the contours of the particle number density obtained using LSQKD and LPT methods
at time t = 1. We can observe a good agreement in the results obtained using the LSQKD and LPT methods.
In particular, the number density is higher at the center and corners of the computational domain. This
occurs because there are four cells of higher vorticity and thus particles tend to move away from the high
vorticity regions to segregate into regions of lower vorticity and higher strain-rate. This is referred to as a
123
(a) (b) (c)
Figure 7.8: Contours of the particle number density α(x, y, t) obtained using LSQKD method (a) and LPT
method [subfigures (b) and (c)] for Stokes number St = 1 at time t = 1. The carrier-phase flow is the frozen
Taylor-Green vortex flow. Subfigures (b) and (c) correspond to simulation by the LPT method using 106
and 4× 106 particles, respectively.
preferential accumulation of the inertial particles. Note that, apart from capturing the spatial distribution,
the results show a good agreement for the quantitative values of the particle number density (the figures use
the same contour levels for both methods). The statistics obtained using the LSQKD method are smoother
compared to the LPT method because the LSQKD method uses an Eulerian representation which is purely
deterministic whereas the LPT method results are obtained by using the binning method that contains a
stochastic-looking component that depends on the number of particles in a bin. The number of bins used
to obtain the results presented here is equal to the number of computational cells used in the KDF method,
for consistency. Although, we observe that the smoothness of the statistics of the disperse phase improves
with increasing number of particles, the statistics still shows small scale variations.
Figure 7.9 shows contours of the mean velocity of particles obtained using LSQKD and LPT methods
at time t = 1. The results obtained using the two methods compare very well. We can further observe
that the level of smoothness in the velocity components obtained using 106 particles is comparable to the
LSQKD method. A sharp change in the spatial distribution of the mean velocity of the disperse phase occurs
across the cells of the Taylor-Green vortex. The contours of the velocity in each cell of the Taylor-Green
vortex distorts in shape with the time. In fact particles tend to spiral away from the center of the vortex
cells to the regions of low vorticity. Figure 7.10 clearly shows this behavior, where vectors of the mean
velocity of particles is shown overlayed on the contours of the magnitude of the axial vorticity of the carrier
phase obtained using the LSQKD method at times t = 0 and 1. The darker regions corresponds to higher
axial vorticity magnitude. Initially, the particles follow the background frozen flow where in each cell of the
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(a) µ1(x, y) (b) µ1(x, y) (c) µ1(x, y)
(d) µ2(x, y) (e) µ2(x, y) (f) µ2(x, y)
Figure 7.9: Contours of the mean velocity components, µ1(x, y, t) and µ2(x, y, t) of the disperse phase
obtained using LSQKD method (a) and LPT method [subfigures (b) and (c)] for Stokes number St = 1 at
time t = 1. The carrier-phase flow is the frozen Taylor-Green vortex flow. Subfigures (b) and (c) correspond
to simulation by the LPT method using 106 and 4× 106 particles, respectively.
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(a) t = 0 (b) t = 1
Figure 7.10: Contours of magnitude of vorticity overlayed with particle mean velocity vectors at times t = 0
and t = 1 obtained using the LSQKD method. Darker regions correspond to higher magnitude of vorticity
of the frozen Taylor-Green vortex flow.
Taylor-Green vortex they tend to rotate about the center of the vortex cells. But at a later time, t = 1,
we can observe that the particles are thrown away from the center of the vortex regions towards regions of
lower magnitude of vorticity. This is a classical phenomena observed in particle-laden flow where preferential
accumulation of particles is observed due to the relative inertia of particles, with respect to their fluid-parcel
equivalents, when Stokes number is close to unity.
Finally, we compare the second-order statistics of the disperse phase obtained from the two methods.
Figure 7.11 shows results for variances and cross-correlation at St = 1 and at time t = 1. We can clearly
observe that the results show good qualitative agreement in terms of the spatial distribution. The results
obtained from the LSQKD method are smooth due to the Eulerian representation of the field. However, the
results obtained with the LPT method show small scale statistical noise which reduces with an increase in the
number of particles. This is due to an increase in the number of samples for the stochastic sampling approach
used to obtain statistics from the LPT results. Overall the peak values of variances and cross-correlations
obtained using the LSQKD method matches closely to that obtained from the LPT method.
Clearly from the results for the statistics of the disperse phase, we can observe that the pdf looses the
mono-kinetic behavior by this time, as we can observe that fields such as the velocity components and the
cross-correlations show a rapid change across the vortex cells. This kind of behavior is referred as “delta-
shocks” [60], which occurs due to the particle-trajectory-crossing phenomena. As mentioned earlier, to obtain
correct statistics of the disperse phase, one needs to approximate the pdf using more than one kernel density
function.
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Figure 7.11: Contours of variances σ1(x, y, t) and σ2(x, y, t) and cross-correlation ρ12(x, y, t) of the disperse
phase obtained using LSQKD method (a) and LPT method [subfigures (b) and (c)] for Stokes number
St = 1 at time t = 1. The carrier-phase flow is the frozen Taylor-Green vortex flow. Subfigures (b) and (c)
correspond to simulation by the LPT method using 106 and 4× 106 particles, respectively.
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Figure 7.12: Contours of the particle number density α(x, y, t) obtained using LSQKD method (a) and LPT
method [subfigures (b) and (c)] for Stokes number St = 1 at time t = 1. The carrier-phase flow is the
Taylor-Green vortex flow. Subfigures (b) and (c) correspond to simulation by the LPT method using 106
and 4× 106 particles, respectively.
Now we consider the case when the carrier-phase flow is of unsteady form, i.e., the Taylor-Green vortex
flow that decays in time. In this case both carrier and disperse phases evolve in time and illustrates a
full coupling of the state-space based method with the flow solver. The initial conditions, grid resolution
and number of particles remain same as of previous case. Figure 7.12 shows the particle number density
obtained using the two methods. Clearly the results obtained using both methods show excellent agreement
both qualitative and quantitative. Similar to the frozen Taylor-Green vortex flow, we observe a preferential
segregation of particles leading to regions of high and low particle number density. Both methods capture
the locations of peaks in the particle number density accurately. Similar to previous case, we again observe
that the level of smoothness obtained using the LPT method improves with increasing number of particles.
This again demonstrates a strong dependence of LPT method on having large number of particles to ensure
converged statistics of the disperse phase in regions where particles observe a sparse distribution.
Figures 7.13 and 7.14 show contours of the first- and second-order statistics of the disperse phase obtained
using LSQKD and LPT methods at time t = 1. The results for the mean velocity components, shown in
figure 7.13 show an excellent agreement, where we observe that the contours of velocity components distorts
in time in each vortex cell. In this case, the carrier phase evolves with time with a reduction in the velocity
magnitude. Similar to the previous case, we can observe that 106 particles in the LPT method produced
accurate statistics for the velocity components. However for the second-order statistics including variances
and cross-correlation, shown in figure 7.14, the LPT method needs more particles to retrieve smooth statistics
free from small scale variations. Overall, both LSQKD and LPT methods show good agreement for the
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(a) µ1(x, y) (b) µ1(x, y) (c) µ1(x, y)
(d) µ2(x, y) (e) µ2(x, y) (f) µ2(x, y)
Figure 7.13: Contours of the mean velocity components, µ1(x, y, t) and µ2(x, y, t) of the disperse phase
obtained using LSQKD method (a) and LPT method [subfigures (b) and (c)] for Stokes number St = 1 at
time t = 1. The carrier-phase flow is the Taylor-Green vortex flow. Subfigures (b) and (c) correspond to
simulation by the LPT method using 106 and 4× 106 particles, respectively.
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Figure 7.14: Contours of variances σ1(x, y, t) and σ2(x, y, t) and cross-correlation ρ12(x, y, t) of the disperse
phase obtained using LSQKD method (a) and LPT method [subfigures (b) and (c)] for Stokes number St = 1
at time t = 1. The carrier-phase flow is the Taylor-Green vortex flow. Subfigures (b) and (c) correspond to
simulation by the LPT method using 106 and 4× 106 particles, respectively.
130
second-order statistics of the disperse phase (if enough particles are used in the LPT method).
It is evident from the results presented in this section that the LSQKD method provides smoother
statistical results compared to the LPT method owing to a purely Eulerian representation, whereas a Eulerian
reconstruction of the particle data obtained using the LPT method requires many particles to achieve the
same degree of convergence (which scales as N−1/2 with N being the number of particles). A major drawback
of the Lagrangian method is that it requires a very large number of particles in order for a smooth and
accurate statistical result to be reconstructed. However, in the state-space based method, there is no such
limitation. In fact it can provide accurate statistics in regions of the computational domain where small
number of particles are observed. This is highly important in the case of particle-laden turbulent flows where
at St = 1, particles tend to accumulate in regions corresponding to lower vorticity and higher strain rate
and thus leaving substantial voids in the flow domain. In such cases, we need substantially larger number of
particles in the Lagrangian method to retrieve equally smooth statistics of the disperse phase.
7.3 A manufactured two-dimensional unsteady flow
Now, we consider another unsteady particle-laden two-dimensional flow in the domain [0, 2π]× [0, 2π] with
initial condition given by
u(x, y, 0) = 1 + sin(x) cos(y), (7.7a)
v(x, y, 0) = 1− cos(x) sin(y). (7.7b)
The flow given in Eq. (7.7) does satisfy the divergence-free condition and periodic boundary conditions
and it corresponds to the advection of Taylor-Green like vortex cells in the computational domain through
the diagonal. Figure 7.15 shows the particle number density obtained at time t = 1 at Stokes number
St = 1 using two methods. The time scale of the flow is based on the size of the computational domain
and the average velocity of the carrier phase. The initial conditions are the same as those used earlier for
the simulation of particle-laden Taylor-Green vortex flow. Similar to the particle-laden Taylor-Green vortex
flow, with the LPT method, two simulations are performed using 106 and 4× 106 particles, to illustrate the
convergence of statistics of the disperse phase with increasing number of particles. The results obtained using
the two methods again show good agreement. We observe regions of high particle number density which
translates along the diagonal of the computational domain due to the carrier phase flow that represents
advection of the vortex along the diagonal direction. The regions of high particle number density again
corresponds to regions of lower vorticity and vice-versa. It can be observed from figure 7.15(b) and (c), that
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Figure 7.15: Contours of the particle number density α(x, y, t) obtained using LSQKD method (a) and
LPT method [subfigures (b) and (c)] for Stokes number St = 1, at time, t = 1. The carrier-phase is a
manufactured two-dimensional unsteady flow. Subfigures (b) and (c) correspond to simulation by the LPT
method using 106 and 4× 106 particles, respectively.
with increasing number of particles (four times), the statistics of the disperse phase obtained using the LPT
method shows convergence to smoother statistics and contours of particle number density looks much closer
to that obtained using the LSQKD method.
7.4 A three-dimensional manufactured flow
We simulate a manufactured three-dimensional unsteady laminar particle-laden flow in a fully periodic
domain [0, 2π]× [0, 2π]× [0, 2π], where the initial condition for the carrier-phase is given by
u1(x, 0) = sinx cos y + sin y cos z + sin z cosx, (7.8a)
u2(x, 0) = − cosx sin y, (7.8b)
u3(x, 0) = − cos z sinx. (7.8c)
The flow satisfies the divergence-free condition and periodic boundary conditions. We solve for the disperse
phase with St = 1, where the flow time scale is based on the size of the computational domain and the
maximum magnitude of the velocity. This example demonstrates application of the state-space based method
coupled to a nonlinear fully three-dimensional unsteady flow. Similar to earlier cases, we compare the results
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(a) z = pi (b) z = pi
(c) y = pi (d) y = pi
(e) x = pi (f) x = pi
Figure 7.16: Contours of particle number density α(x, y, z, t) on x−y, x−z and y−z planes at x = π, y = π
and z = π, respectively at Stokes number St = 1 and time t = 0.7 units obtained using LSQKD [subfigures
(a), (c) and (e)] and LPT [subfigures (b), (d) and (f)] methods. The carrier-phase flow is a time evolving
three-dimensional flow.
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obtained using the two methods. For the LSQKD method the initial condition uses the following values
α(x, 0) = no, (7.9a)
µ1(x, 0) = u1(x, 0), µ2(x, 0) = u2(x, 0), µ3(x, 0) = u3(x, 0), (7.9b)
σ1(x, 0) = σ2(x, 0) = σ3(x, 0) =
√
0.05, (7.9c)
ρ12(x, 0) = ρ13(x, 0) = ρ23(x, 0) = 0. (7.9d)
The LPT simulation is initialized by specifying the position of 5×106 particles randomly in the computational
domain following a uniform distribution and the velocity is specified with the same mean and variance used
by the LSQKD method obtained randomly from a trivariate Gaussian distribution.
Figure 7.16 shows contours of the particle number density α(x, y, z, t) on the three planes x − y, x − z
and y − z at z = π , y = π and x = π, respectively, at time t = 0.7. As the flow evolves the particles that
were initially distributed uniformly in the computational domain tend to segregate preferentially in different
regions that are clearly observed in the results (from both methods). The darker regions shows higher particle
number density and it is observed in all the three planes. Such behavior is well known for particle-laden
flows with Stokes number close to unity. The results obtained using both methods agree reasonably well
and predict the peaks of particle number density on the three different planes. As in the previous flows, the
LSQKD method predicts smoother results when compared with the LPT method.
7.5 Numerical conservation of number of particles
In a fully periodic domain, the total number of particles is conserved at every instant in time and this is
ensured in the present numerical method by a post-processing step after time advancement of β, which is
described in detail in §6.2.3. We want to quantify the percentage change in the total number of particles
that would be observed if this correction was not employed by comparing the variation of the total number
of particles with respect to the initial value as a function of time without the conservation correction, given
by
En(t) =
∫
Ω
(α(x, 0)− α(x, t)dx)∫
Ω
α(x, 0)dx
× 100%. (7.10)
Figure 7.17 shows the time evolution of En(t) at different grid resolution for case of a particle-laden flow
where the carrier-phase is the frozen Taylor-Green vortex flow and when there is no post-processing step
performed. We can observe that although the total number of particles should be conserved, computationally
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Figure 7.17: Time evolution of the percentage change in the total number of particles En(t) in the com-
putational domain. Thick solid, dashed, dash-dotted and thin solid curves denote a grid size of (21 × 21),
(41×41), (81×81) and (101×101) points, respectively. The carrier-phase is the frozen Taylor-Green vortex
flow.
there is about 2% change in the Taylor-Green vortex flow at a coarse grid resolution (21× 21). As the grid
resolution increases, the percent change in the number of particles decreases at a particular instant in time.
As mentioned in §6.2.3, the non-conservation of total number of particles is attributed to the effect of the
numerical truncation error of the associated time integrator and spatial discretization and to the fact that β,
which is a realizable variable, is not a discretely conserved quantity. This leads to a small non-conservation
of the total number of particles as one evolves in time. However once we follow the post-processing step
described in §6.2.3, exact conservation is achieved. Note that this post-processing step is an artifact of
the use of the realizable variable β, in lieu of the mixture weight α(x, t), and use of a time integrator to
advance the semi-discrete equations. The alternative to the formulation preferred here, one using α, will
ensure discrete conservation at the cost of violating realizability of the field (α becoming negative from time
to time and at various locations). This will preferentially happen at regions of large gradients in α, as it
is well known (the only known way to avoid this is to use a highly dissipative first-order upwind method).
The exponential mapping involved in the definition of β removes this constraint because in a logarithmic
scale large variations in α translate in small variations in β (which is the reason the realizable variables are
introduced).
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Table 7.2: Computational time (in seconds) taken by LSQKD and LPT methods for performing 50 time
steps of the one-dimensional flow at different grid resolutions.
Grid points LSQKD CD LPT (106) LPT (2× 106) LPT (4× 106)
21 133.1 5.7 14.1 27.7 55.1
41 260.5 11.1 14.4 28 55.6
81 519.8 21.9 15.4 29.2 56.8
7.6 Computational cost
In this section we compare the computational cost of the two methods for two cases. The first case corre-
sponds to the one dimensional manufactured flow studied in §7.1 and the second case corresponds to the
Taylor-Green vortex flow discussed in section 7.2. Note that these cases are simulated using a serial version
of the code and therefore, cost of parallelization is not included. It is well known that with an increase
in the number of processors, the Eulerian approach is highly scalable with increase in the number of grid
points whereas the Lagrangian approach does not scale with a similar increase in the number of particles,
thus leading to substantial difference in the computational cost of parallelization. For simplicity this cost is
not included in this comparison.
Table 7.2 shows a comparison of the computational time taken by both methods at different grid res-
olutions and for different number of particles for simulation of the one-dimensional case. For reference
purposes, the computational time of the centered, second-order-accurate finite-difference discretization (CD)
of Eq. (6.93) is also included in table 7.2. As expected, the time taken by the LSQKD method increases
with increasing number of grid points. In particular, as the grid points are doubled, the time taken increases
by nearly two-fold. On a fixed grid size, the time taken by the LPT method increases with an increasing
number of particles. In particular, the time taken increases by two times if the number of particles are
doubled. For a fixed number of particles, with an increase in the number of grid points leads to a very
small increase in the computational time. We can clearly observe that the LPT method is much cheaper
compare to the LSQKD method in this case. The cost associated with the LSQKD method is mainly due
to the high-order evaluation of the integral term in Eq. (6.96) which is computationally very expensive, but
provides higher-order accuracy. This is evident from the computational time of the centered-finite-difference
method, which is an order of magnitude smaller than the LSQKD method and is comparable to the LPT
method. This clearly demonstrates that the increase in the cost is attributed to the increased level of the
attained accuracy by the LSQKD method.
Next, we compare the computational time taken by the two methods for simulation of the particle-
laden Taylor-Green vortex flow. Table 7.3 shows a comparison of the computational time taken by these
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Table 7.3: Computational time (in seconds) taken by LSQKD and LPT methods for performing 10 time
steps of the Taylor-Green vortex flow at different grid resolutions.
Grid points LSQKD CD LPT (106) LPT (2× 106) LPT (4× 106) LPT (adjusted)
21 × 21 262.3 6.6 6.7 13.4 26.3 70.7
41 × 41 994.6 23.0 7.2 13.9 27.1 277.8
81 × 81 3937.2 86.7 10.1 16.8 35.8 1432.2
methods at different grid resolutions and for different number of particles. Table 7.3 also shows an estimate
of the computational time of the LPT method to retrieve smooth second-order statistics, free from small
scale variations. Based on the results presented in §7.1, about 24000 particles per computational cell are
required to yield second-order statistics that are as smooth as those predicted with LSQKD. This is used
as a reference to estimate computational time of the LPT method for this case. The results are similar as
those observed in the one-dimensional case. For the LSQKD method, the computational time increases by
four times as the grid size is doubled in both directions. On a fixed grid, the time taken by LPT method
increases by a factor of two when the number of particles are doubled. Also, the time taken by the LPT
method for fixed number of particles shows a small variation as the grid size is doubled. Similar to the
one-dimensional case, we observe that the LPT method is much cheaper compared to the LSQKD method
for same reasons as explained earlier. Although, the estimated computational time of the LPT method is
smaller than the LSQKD method, the computational time increases rapidly with increasing grid resolution.
Clearly, the computational time of the LPT method will be higher than the LSQKD method for simulation
of three-dimensional flows.
Although the LSQKD method appears to be computationally more expensive than the LPT method for
these simple cases, one still needs to consider other aspects of the LPT method that can cause additional
computational expense. First, the evaluation of the carrier-phase velocity at the particle location needs
an interpolation method, which is only second-order accurate in the examples described here. However,
a higher-order interpolation is generally necessary to obtain the carrier-phase velocity to avoid numerical
diffusion, which would add to the computational cost. In addition, if the underlying computational grid is
not a Cartesian grid, for example, an unstructured grid, then this interpolation step is even more expensive.
The second aspect is related to the difference in parallelization of LSQKD and LPT methods, which is
mentioned earlier. Note that the parallelization is necessary to simulate realistic flow cases. Since, the
LSQKD method is based on a purely Eulerian description, it is highly scalable with increase in the problem
size when parallelized using the standard domain decomposition technique. However, parallelization of the
LPT method is not perfectly scalable with increase in number of particles, as the processors do not have
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uniform distribution of the computational work. As we have observed in the examples described earlier,
there is preferential accumulation of particles, therefore, when the LPT method is parallelized using the
standard domain decomposition technique, some processors may have a large number of particles and some
may have only few particles, resulting in a non-uniform distribution of computational work across different
processors. Furthermore, after each time advancement step, some particles will move from one processor to
other processors, which requires synchronization and exchange of particles across different processors and
thus increases the computational expense. Note that these costs are not included in the results shown in this
section, but for realistic flow simulations, one needs to consider these additional costs for a fair comparison
of the two methods.
Therefore, we can conclude that although the LSQKD method appears to be an expensive compared
to the LPT method for the example cases shown here; for realistic parallel flow simulations, it provides
a scalable and accurate approach where the computational cost is pre-determined. Further extensions to
incorporate additional physical effects, for example collisions and two-way coupling, can be handled in an
efficient manner in the state-space based framework due to a purely Eulerian description compared to the
LPT method.
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Chapter 8
Particle-laden decaying isotropic
turbulent flow
We present results obtained from direct numerical simulation (DNS) of a particle-laden decaying homoge-
neous isotropic turbulent flow using the LSQKD method at two different grid resolutions. The simulations
at two different grid resolutions are based on similar initial conditions and they are used to show grid conver-
gence. First, the carrier-phase statistics are described to illustrate that the grid resolution used in this study
is sufficient enough to accurately obtain the turbulence statistics corresponding to the carrier phase. After-
wards, the statistics of the disperse phase are described, highlighting the advantages of the new state-space
based method.
8.1 Statistics of the carrier phase
The carrier phase is considered to be a decaying homogeneous isotropic turbulent flow. DNS of the carrier-
phase flow is performed using the BoxNS solver at two different grid resolutions, labeled as Case A and B,
respectively, in a periodic cubical domain of size L = 2π. These two cases use 953 and 1273 grid points,
and are simulated in parallel using 60 and 72 processors, respectively. The initialization of the flow field is
performed by specifying the initial energy spectrum E(κ, 0), introduced by Kraichnan [199], and is given by
E(k, t = 0) = 16
√
2
π
q20
(
κ4
κ5p
)
exp
[
−2
(
κ
κp
)2]
, (8.1)
where κ =
√
κ · κ, is the magnitude of the wavenumber vector κ in the spectral space, κp is the wavenumber
corresponding to the peak of the energy, and q0 ≡ q(t = 0), is the initial value of the turbulence intensity
q(t) (root-mean-square velocity), which is defined as
q(t) =
(
2
3
k(t)
) 1
2
=
(
1
3
〈ui(x, t)ui(x, t)〉
) 1
2
. (8.2)
In Eq. (8.2), 〈.〉 denotes an average over the computational domain, ui(x, t) is the fluctuating velocity field,
and k(t) is the turbulent kinetic energy. By specifying the value of q0, κp and the kinematic viscosity ν,
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Table 8.1: Parameters for direct numerical simulation a decaying isotropic turbulent flow at time t = 0.
Case Grid points λ l η ∆x/η Reλ k ǫ τ0
A 953 0.48 0.62 0.052 1.27 23.13 1.62 1.53 0.64
B 1273 0.48 0.62 0.052 0.95 22.96 1.61 1.52 0.64
the description of the initial condition for the carrier-phase is complete. Following the method described by
Rogallo [200], the initial divergence-free velocity field in the spectral space for the carrier phase is generated,
which has the energy spectrum given by Eq. (8.1), with a peak wavenumber of κp = 4. This initial flow field
is then transformed to the physical space and is given as an input to the incompressible flow solver.
Table 8.1 shows the simulation parameters at time t = 0 corresponding to the two cases. Note that the
two cases, Case A and B, are simulated using similar initial conditions. The time t is non-dimensionalized
using the initial eddy-turnover time τ0 ≡ τ(0). The eddy-turnover time τ(t) is defined on the basis of the
integral length scale l(t) and the turbulence intensity q(t), through
τ(t) =
l(t)
q
. (8.3)
The integral length scale l(t), is a representative of the large-scale eddies present in the flow, and is given by
l(t) =
π
q(t)2
∫ pi
0
1
κ
E(κ, t)dκ. (8.4)
The Taylor microscale λ(t) is another characteristic length scale, which represents the scale at which viscosity
affects the dynamics of turbulent eddies, and is defined as
λ(t) = 15
[
q(t)2ν
ǫ(t)
] 1
2
, (8.5)
where ǫ(t) is the energy dissipation rate given by
ǫ(t) = 2ν 〈sijsij〉 = 2ν
∫ ∞
0
κ2E(κ, t)dκ. (8.6)
In Eq. (8.6), sij denotes the fluctuating rate of strain of the velocity field ui, and is given by
sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (8.7)
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Figure 8.1: Time evolution of the energy spectrum E(κ, t) of the carrier-phase for two cases. Subfigures
(a) and (b) correspond to Cases A and B, respectively. Thick solid curve denotes the initial specified
energy spectrum. Thin solid, dashed and dash-dotted curves denote spectrum at time t = 0, 0.94 and 1.88,
respectively.
The Kolmogorov length scale η(t), a representative of the smallest scale present in the flow is defined as
η(t) =
(
ν3
ǫ(t)
) 1
4
. (8.8)
The Taylor microscale Reynolds number defined using the Taylor microscale λ and turbulence intensity q is
given by
Reλ =
λq
ν
. (8.9)
The two simulations are initialized with similar conditions leading to a value of Reλ ≈ 23 and are simulated
up to 5 eddy-turnover times. The grid resolution in these two cases is sufficient, as at t = 0, ∆x/η ≈ 1 and
in general, ∆x/η ≈ 2 is considered to be sufficient enough to capture small scales of the flow [201].
Figure 8.1 shows the energy spectrum E(κ, t) for Case A and B at three different times t = 0, 0.94,
and 1.88. We can observe that initially the energy spectrum is narrow in the wavenumber space and it
evolves with the time to a broader range of wavenumbers. This occurs because energy spreads to the higher
wavenumbers (smaller scales) due to the nonlinear cascade process. This causes an increase in the energy
dissipation rate at early times which is apparent in figure 8.3. With an increase in the time, the peak value
of the energy decreases due to a decrease in the level of turbulence intensity.
Figure 8.2 shows the time evolution of the turbulence statistics of the carrier phase. These statistics
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Figure 8.2: Time evolution of the carrier-phase turbulence statistics in two cases. Subfigures (a), (b) and
(c) show Reynolds number based on Taylor microscale Reλ, skewness Su, and normalized Kolmogorov
scale ηκmax, respectively. Dashed and solid curves in subfigures (a), (b) and (c) represent Cases A and B,
respectively.
include the Reynolds number based on the Taylor microscale Reλ, skewness Su and the normalized Kol-
mogorov scale ηκmax. It is evident from figure 8.2(a) that Reλ decays in time because the turbulent kinetic
energy is transferred to the smaller scales of the flow, which is dissipated through the viscous dissipation
process, leading to a decrease in the Taylor microscale λ. This is a characteristic feature of a decaying
homogeneous isotropic turbulent flow [202]. The skewness Su(t) is defined as
Su(t) =
− 13
3∑
i=1
〈(
∂ui
∂xi
)3〉
[
1
3
3∑
i=1
〈(
∂ui
∂xi
)2〉] 32 , (8.10)
and is a measure of the average rate of production of enstrophy by vortex stretching or the rate of nonlinear
energy transfer from the lower to higher wavenumbers. The value of skewness varies between 0.48 and 0.33
for values of Reλ lying between 20 and 60, respectively [202]. It can be observed in figure 8.2(b) that initially
the value of Su is low which increases in about one eddy-turnover time to a value of about 0.4, signifying
that a state of fully developed turbulence is reached by this time, which is independent from the initial
conditions. Afterwards, the value of skewness lies within the expected range. Figure 8.2(c) shows the time
evolution of ηκmax, where κmax is the highest resolved wavenumber along a direction given by
κmax =
πN
L , (8.11)
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Figure 8.3: Time evolution of the normalized turbulent kinetic energy k/ko and the energy dissipation rate
ǫ/ǫ0, of the carrier phase in two cases. Solid and dashed curves represent k/ko and ǫ/ǫo, respectively. Black
and red color curves denote Cases A and B, respectively.
where N is the number of grid points. A simulation is considered to be well resolved if the smallest scales
are captured, i.e., ηκmax ≥ 1 [203]. It can be observed that ηκmax ≥ 1 at all times in both simulations;
implying that both simulations are well resolved.
Figure 8.3 shows the normalized turbulent kinetic energy k/ko and the energy dissipation rate ǫ/ǫo, where
ko and ǫo are the initial values of the turbulent kinetic energy and the energy dissipation rate, respectively. In
the absence of turbulence production, the kinetic energy decays monotonically with time. Initially, at about
t = 0.7, the energy dissipation rate shows a slight increase. This occurs due to a nonlinear energy cascade
from the large to the small scales of the flow. Following this initial period of a small increase in the energy
dissipation rate, both turbulent kinetic energy and the energy dissipation rate decreases monotonically with
time. Note that the rate of decay of these quantities increases with increasing time. These results are
consistent with the well known isotropic turbulence physics [202, 201].
Figure 8.4 shows the magnitude of vorticity, ω in two cases at time t = 0, 0.94 and 1.88, respectively, on
the x−y plane. We can observe that as time increases, the overall value of ω reduces which is consistent with
the decaying turbulence. The scale separation in the vorticity field is clearly evident with the increasing time,
which is consistent with the spread observed in the energy spectrum shown in figure 8.1. Both simulations
are able to capture these scale variations accurately; signifying that these simulations are well resolved.
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(a) t = 0 (b) t = 0.94 (c) t = 1.88
(d) t = 0 (e) t = 0.94 (f) t = 1.88
Figure 8.4: Contours of the magnitude of the vorticity ω at time t = 0, 0.94 and 1.88 in two cases. Subfigures
(a–c) and (d–f) correspond to Cases A and B, respectively.
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(a) t = 2 (b) t = 2.5 (c) t = 3
(d) t = 2 (e) t = 2.5 (f) t = 3
Figure 8.5: Contours of the particle number density α(x, t) at time t = 2, 2.5 and 3 in two cases. Subfigures
(a–c) and (d–f) correspond to Cases A and B, respectively.
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8.2 Statistics of the disperse phase
In this section we describe the results for the disperse phase in the two cases described earlier for an initial
Stokes number of unity. The Stokes number St, is defined as a ratio of the particle time constant τp and
the initial eddy-turnover time τ0. The simulation of the disperse phase is started at time t = 1.88, which is
about two eddy-turnover time and is performed up to t = 3. At the time when the disperse-phase simulation
is initiated, the carrier-phase flow is in a fully developed turbulent state. The disperse-phase simulation
is performed using the LSQKD method with a single kernel density function (KDF). The carrier-phase
turbulence decays with time and leads to an increase in the eddy-turnover time and therefore, the effective
Stokes number decreases, since τp is kept constant. The initial conditions for the disperse phase follows an
uniform distribution of particles in the computational domain and the initial values of the KDF parameters
are given by
µ1(x, 0) = µ2(x, 0) = µ3(x, 0) = 0, (8.12a)
σ1(x, 0) = σ2(x, 0) = σ3(x, 0) = q0, (8.12b)
ρ12(x, 0) = ρ13(x, 0) = ρ23(x, 0) = 0. (8.12c)
One can define the Stokes number Stη, based on a ratio of the particle time constant τp to the Kolmogorov
time scale tη for the carrier-phase, which is a characteristic time of the small-scales present in the flow, and
is given by
τη =
(
ν
ǫ(t)
)1/2
. (8.13)
The value of Stη at the time when disperse phase simulation is initiated is 9.37 and 9.43 in Cases A and B,
respectively.
Figure 8.5 shows contours of the particle number density α(x, t) on the x − y plane at time t = 2, 2.5
and 3 in two cases. Initially, the particles are distributed uniformly in the entire computational domain,
which is apparent from the results shown at time t = 2. With an increase in time, due to their inertia,
particles tend to show a preferential accumulation, which is evident in results shown at time t = 2 and 3.
In particular, at time t = 3, we observe regions of relatively lower and as well as higher particle number
density, with a variation ranging from 75% to 150% of the initial value. This preferential accumulation is
a well known phenomena for inertial particles, due to which particles heavier than the carrier fluid tend to
accumulate in regions of high-strain rate and lower vorticity. We observe this accumulation in both cases.
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Figure 8.6: Probability density function of the particle number density α at time t = 2, 2.5 and 3 in two
cases. Dashed and solid curves denote Cases A and B, respectively.
Furthermore, due to a preferential accumulation of particles, there are larger regions in the flow where we
have fewer particles, creating void-like regions in the domain, which can be clearly observed in Case B. With
the LSQKD method, presented in this study, we can accurately obtain statistics of the disperse phase in
these regions. However, to obtain accurate and smooth statistics in these void-like regions, by a method
like Lagrangian particle tracking (LPT), will require a very large number of particles, leading to a huge
computational expense. These relatively large void-like regions play a significant role particularly in case of
the two-way coupled particle-laden flows, where the disperse phase modulates the carrier-phase turbulence.
In these flows, compared to the LPT method, the LSQKD method can produce a smooth feedback force to
the carrier-phase in these particle depleted regions; implying an efficient numerical approach.
Figure 8.6 shows the probability density function (PDF) of the particle number density α(x, t) for the full
domain at time t = 2, 2.5 and 3 in two cases. Initially, α(x, t) follows an uniform distribution with a value
of 1. As time increases, the shape of the PDF broadens due to the finite inertia of particles, which leads to
a preferential accumulation described earlier. By the time t = 3, the PDF attains a positively skewed shape
with a peak value around 1. This clearly shows that even in an isotropic turbulent flow, disperse phase show
selective segregation in the domain due to their inertia, which prevents them from following the carrier-phase
streamlines. This is consistent with the past studies of such flows [16, 26, 27].
Figures 8.7 and 8.8 show contours of the first- and second-order statistics of the disperse phase for Case
B at time t = 3 on the same x − y plane which was used earlier in figure 8.5. In figure 8.7, the three
components of the mean velocity µ(x, t) are shown. Initially, a zero value of the mean velocity was specified
for the disperse phase. With an increase in the time, the disperse phase responds to the evolving carrier-
phase flow field leading to non-zero values of the mean velocity components. In figure 8.8, the variances,
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(a) µ1(x, t) (b) µ2(x, t) (c) µ3(x, t)
Figure 8.7: Contours of the mean velocity components µ1(x, t), µ2(x, t), and µ3(x, t) on the x− y plane at
time t = 3 in Case B.
(a) σ1(x, t) (b) σ2(x, t) (c) σ3(x, t)
(d) ρ12(x, t) (e) ρ13(x, t) (f) ρ23(x, t)
Figure 8.8: Contours of variances σ1(x, t), σ2(x, t), and σ3(x, t) and cross-correlations ρ12(x, t), ρ13(x, t),
and ρ23(x, t) on the x− y plane at t = 3 in Case B.
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σ1(x, t), σ2(x, t), and σ3(x, t) and the cross-correlations, ρ12(x, t), ρ13(x, t), and ρ23(x, t) are shown. At the
start of the disperse phase simulation, the value of variances and cross-correlations were specified to be 1
and 0, respectively. With an increase in time, as the disperse phase responds to the carrier-phase velocity
fluctuations, the value of variances decreases and the cross-correlations attain non-zero values. Earlier, we
observed in figure 8.5(f), large regions where particle number density was small. We can observe that in
those regions, the first- and second-order statistics can be obtained accurately. These results clearly show
that the LSQKD method is a numerically efficient approach compared to a method such as LPT, which
requires a very large number of particles to produce higher-order statistics of the disperse phase, free from
the statistical noise.
Figures 8.9 and 8.10 show the time evolution of the average and variance of position and velocity of
particles in Cases A and B, respectively. These quantities are defined through
〈xp〉(t) =
∫ pi
−pi
x α(x, t)dx, (8.14a)
〈up〉(t) =
∫ pi
−pi
µ(x, t) α(x, t)dx, (8.14b)
〈xp′xp′〉(t) =
∫ pi
−pi
xx α(x, t)dx− 〈xp〉(t)〈xp〉(t), (8.14c)
〈u′pu
′
p〉(t) =
∫ pi
−pi
[µ(x, t)µ(x, t) + Σ(x, t)] α(x, t)dx− 〈up〉(t)〈up〉(t). (8.14d)
In both cases, the average 〈xp〉 and the variance 〈x′px
′
p〉 of position and the average velocity 〈vp〉 of the
disperse phase, along the three directions, remain nearly constant to their initial values up to time t = 2.2,
and afterwards, these quantities show deviation from the initial values. This occurs due to the finite inertia
of the particles, which prevents them from following the carrier-phase streamlines. This behavior is different
from the passive tracers, which respond immediately to the changes in the carrier-phase velocity field since
they have zero inertia. The magnitude of the deviation from the initial value is different in three directions,
implying an anisotropic behavior of the disperse phase which is probably a residual effect of the initialization
of the turbulence field. The variance in the velocity of the particle decreases monotonically in time in both
cases. As time increases, the mean velocity of particles approach the carrier-phase fluid velocity and thus
the variance decreases. The monotonic decay of variance is observed to be nearly the same in the three
directions in both cases, with small variations observed in Case B at later times.
Based on the results presented in this section, we can conclude that the new state-space based method,
presented in this study, can be used to simulate particle-laden turbulent flows in an accurate and efficient
manner. The accuracy and efficiency are evident from the results obtained in the relatively large particle
depleted regions in the computational domain. These regions are commonly observed in such flows due to
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Figure 8.9: Time evolution of the average and variance of position and velocity of particles in Case A. Solid,
dashed and dash-dotted curves denote components in x−, y− and z−direction respectively.
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Figure 8.10: Time evolution of the average and variance of position and velocity of particles in Case B. Solid,
dashed and dash-dotted curves denote x, y and z components, respectively. respectively.
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a preferential accumulation of particles, when St ≈ O(1). It is expected that the statistics of the disperse
phase in these regions becomes important when there is a two-way coupling with the carrier phase. This
necessitates the use of a numerical method that can accurately predict the statistics in these regions and can
provide smooth feedback force to the carrier phase. To this end, the method presented here is advantageous.
Furthermore, the LSQKD method can also capture the higher-order statistics of the disperse phase more
efficiently compared to the Lagrangian particle tracking method which is very expensive if information about
the tails of a pdf is required.
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Chapter 9
Conclusions
In this chapter, first the accomplishments of this research activity are highlighted in terms of the specific
research objectives described in §1.1 and then the future scope of the present work is discussed. The future
scope describes different directions one can pursue originating from the work presented here.
9.1 Research accomplishments
The specific accomplishments of this research activity are summarized below:
• Design and development of an incompressible flow solver using collocated variables: This
part of the research work was aimed at design and development of a new numerical method for solving
the incompressible Navier-Stokes equations on a collocated grid arrangement, which is well-posed,
mimetic and non-dissipative. This objective was achieved resulting in design of a new collocated
spatial discretization inspired by the Box scheme and lead to development of BoxNS, a parallel, three-
dimensional incompressible flow solver. The solver was validated for its spatial and temporal accuracy,
where it showed an expected second-order accuracy in space and an uniform third-order accuracy
in time. The discretization ensured that the discrete mass conservation equation can be replaced
by a discretely exact pressure-Poisson equation; ensuring no time splitting errors. Due to use of a
collocated discretization for the field variables, including velocity and pressure, the implementation
and management of datastructures is simplified. The solver allows for an easier inclusion of additional
scalar transport equations. The underlying idea of using the weak form of governing equations and
use of consistent interpolants for test and shape functions ensures that different types of boundary
conditions can be incorporated. The new method has discretely conserving properties and it ensures
that a discretely divergence-free velocity field up to the machine accuracy can be obtained even for
flows with open boundary conditions. The solver has been used to simulate various flows ranging from
laminar to fully developed turbulent flows, showing its ability to perform high-fidelity simulations.
• Design of the state-space based method for the disperse phase: The objective of this part of
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the research activity was to adapt the least-squares kernel-density method of Pantano and Shotorban
[20] for a fully three-dimensional particle-laden flow. This objective was achieved resulting in a real-
izable theoretical formulation which can be used to investigate particle-laden flows. In this method,
the particle-density function (pdf) is approximated through a discrete mixture of parametric family of
smooth kernel density functions. These smooth KDF have been chosen to be the trivariate Gaussian
(Normal) density function in the velocity state-space, with parameters varying in space and time. A
new realizable theoretical formulation is developed through various transformations that ensures that
the approximation to the pdf satisfies the realizability constraints such as the non-negativity and nor-
malization conditions. Furthermore, the realizable formulation leverages several analytical properties
of the trivariate Gaussian density function that simplified the theoretical development. In particular,
all the integrals over the velocity state-space can be performed analytically, thus leading to an efficient
and accurate method. Finally, a new local constrained minimization approach is developed for the
multi-KDF approximation, which is more suitable for efficient numerical implementation compared to
the original global minimization approach described by Pantano and Shotorban [20].
• Extension of the state-space based method to the flow solver: This part of the research activity
was aimed at development of a modular numerical framework by extending the new state-space based
theoretical formulation to the BoxNS solver so that simulation of particle-laden flows can be performed.
The computational framework allows use of multiple kernel density functions to approximate the pdf
and thus can handle situations when the pdf deviates from the mono-kinetic behavior in the velocity
state-space. The spatial discretization of the state-space based formulation is performed using a fourth-
order accurate finite volume method and it is coupled to the BoxNS solver through use of fifth-order
accurate WENO interpolation and reconstruction schemes. Such interpolation and reconstruction is
necessary because flow solver uses nodal discretization whereas state-space based method uses a cell-
average based discretization. A consistent third-order time integration is performed for all the field
variables corresponding to the carrier and the disperse phases. The framework is parallelized using
domain decomposition technique and is scalable and therefore, can be used to perform high-fidelity
simulations of particle-laden turbulent flows. Finally, the modular implementation of the framework
allows for an easier extension to simulate particle-laden flows within the regime of two-way coupling
and incorporation of additional physical effects, for example, collision, coalescence and evaporation.
• Validation and application of the new state-space based method: The final part of this
research work was aimed at validation of the new state-space based numerical method and simulation
of a particle-laden decaying homogeneous isotropic turbulent flow. To perform the validation study,
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results obtained using the new method was compared with the Lagrangian particle tracking (LPT)
method. The comparisons with the LPT simulation showed an excellent agreement for the disperse
phase statistics. The statistics of the disperse phase obtained from the state-space based method does
not suffer from small scale variations as observed by the LPT method. This occurs because unlike
the state-space based method, the LPT meted uses the stochastic sampling technique to generate
statistics for the disperse phase, which requires large number of samples to smooth out statistical
noise. Furthermore, the state-space based method can capture higher-order statistics more accurately
at a smaller computational cost compared to the LPT method.
Finally, the new framework was used to perform direct numerical simulation of a particle-laden decaying
homogeneous isotropic turbulent flow at Reynolds number based on Taylor microscale of about 23 and
Stokes number of unity based on the particle time constant and eddy-turnover time. The results showed
that the new method was able to obtain the statistics for the carrier and dispersed phases accurately.
In particular, preferential accumulation of the disperse phase occurs due to inertia of particles, leading
to relatively larger regions of fewer particles. These results show that unlike the LPT method, the
LSQKD method can obtain accurate statistics associated with the disperse phase even in the regions
where particles are sparsely distributed in a cost effective manner.
9.2 Future scope
Some of the directions that one can pursue to extend this research activity in future are summarized below:
• Development of a variable density flow solver: The numerical method to solve the incompressible
Navier-Stokes equations can be extended to develop a solver for the variable density Navier-Stokes
equations. This is a natural extension to the existing solver and it will allow simulation of more
general and complex flows. Furthermore, it will allow extension of the state-space based framework, as
one can simulate the two way-coupled flows where mass exchange becomes important. For example,
when the disperse phase undergoes evaporation leading to a phase change. Another possible extension
is to develop the method suitable for handling curvilinear grids. This would allow use of the solver
to simulate flow around complex geometries. It will require transforming the governing equations to a
computational space and then use of the spatial discretization developed in this work.
• Extension of the state-space based formulation: The theoretical formulation can be extended to
incorporate two-way coupled regime of a dilute suspension where momentum transfer from the disperse
phase to the carrier phase can not be ignored. This will require evaluation the feedback force exerted
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by the disperse phase on the carrier-phase. This type of extension can be utilized to study modulation
of turbulence structure and dynamics of the carrier-phase which is an active area of research. In case
of the LPT method, there may be non-smooth variation of the feedback force due to fewer number
of particles in a computation cell, but with the LSQKD method this problem will be eliminated due
to a purely Eulerian description of the field variables. Another followup work can be inclusion of
different types of boundary conditions so that realistic flow configurations can be simulated. Finally,
one can include additional physical effects like collisions, evaporation and coalescence by considering a
more general form of the transport equation for the particle density function and a higher dimensional
state-space.
156
Appendix A
A.1 Discrete form of advection and diffusion terms
The discrete operators referred in earlier sections of the paper are described and presented in their expanded
forms at the Dirichlet boundary and for non-uniform grid in the wall-normal direction.
A.1.1 Dirichlet boundary
The expanded forms of the advection and diffusion operators are considered here for flow in a periodic
channel with Dirichlet boundary condition on the top and bottom walls, as discussed in §5.4.1. The boundary
operators are provided only near the bottom wall; similar but reflected operators are obtained near the top
wall. The operators Nx and Kx are still given by Eq. (5.15) and (5.17). At j = 1, however, the operators
in y direction must be modified, according to
(Dycq)i,1,k =
2 (qi,2,k − qi,wall,k)
3∆y
, (A.1a)
(Lycq)i,1,k =
4 (qi,2,k − 3qi,1,k + 2qi,wall,k)
3∆y2
, (A.1b)
where qi,wall,k denotes the specified boundary value; analogous forms are obtained for the z momentum
equation. The expanded form of Ny and Ky, at the face-center location
(
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3
2
, k
)
are given by
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My (Dxc (uv) +D
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(Kyv)i, 3
2
,k = (L
f
yv)i, 3
2
,k + [M
y (Lxc + L
z
c)v]i, 3
2
,k , (A.2b)
where D(.)c and L
(.)
c are regular centered finite-difference operator for first- and second-order derivatives at
the collocated location. The face centered operators in the y direction denoted by Dyf and L
y
f are given in
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their expanded form by
(
Dyfq
)
i, 3
2
,k
=
qi,3,k + qi,2,k − 2qi,wall,k
8∆y
, (A.3a)(
Lyfq
)
i+ 1
2
,j,k
=
4 (qi,3,k − qi,2,k − 2qi,1,k + 2qi,wall,k)
7∆y2
. (A.3b)
A.1.2 Non-uniform grid
The operators in the interior and near the bottom wall of a periodic channel with non-uniform grid in the
wall-normal direction are detailed here. The operators Nx and Kx are still given by Eq. (5.15) and (5.17),
respectively. However, the non-uniform grid in the wall-normal direction modifies the operators Dyc and L
y
c ,
which in the interior of the domain are given by
(Dycq)i,j,k =
qi,j+1,k − qi,j−1,k
yj+1 − yj−1 , (A.4a)
(Lycq)i,j,k =
2
yj+1 − yj−1
[
qi,j+1,k
yj+1 − yj −
qi,j,k (yj+1 − yj−1)
(yj+1 − yj) (yj − yj−1) +
qi,j−1,k
yj − yj−1
]
. (A.4b)
Near the bottom walls of the channel (similarly near the top wall) one recovers, after using the one-
dimensional Galerkin formulation, the expressions
(Dycq)i,1,k =
qi,2,k − qi,wall,k
y2 − ywall , (A.5a)
(Lycq)i,1,k =
2
y2 − ywall
[
qi,2,k
y2 − y1 −
qi,1,k (y2 − ywall)
(y2 − y1) (y1 − ywall) +
qi,wall,k
y1 − ywall
]
, (A.5b)
where ywall denote location of the bottom wall. These modified operators are also used for the z momentum
equation. The operators Ny and Ky are given in the interior of the domain by
Ny
i,j+ 1
2
,k
=
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My (Dxc (uv) +D
z
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(A.6a)
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2
,k . (A.6b)
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as well as the operators Dyf and L
y
f , given by
(Dyfq)i,j+ 12 ,k =
qi,j+2,k − qi,j−1,k + qi,j+1,k − qi,j+1,k
yj+2 + yj+1 − yj − yj−1 , (A.7a)
(Lyfq)i,j+ 12 ,k =
2
yj+2 − yj+1 + yj − yj−1
[
qi,j+2,k − qi,j,k
yj+2 − yj −
qi,j+1,k − qi,j−1,k
yj+1 − yj−1
]
. (A.7b)
Near the bottom wall these operators are given by
(Dyfq)i, 32 ,k =
qi,3,k + qi,2,k − 2qi,wall,k
y3 + y2 − 2ywall (A.8a)
(Lyfq)i, 32 ,k =
2
y3 − y2 + y1 − ywall
[
qi,3,k − qi,1,k
y3 − y1 −
qi,2,k − qi,wall,k
y2 − ywall
]
. (A.8b)
A.2 Relationship with the fractional step method
Fractional step method belongs to the class of projection method originally proposed by Chorin [136] and
Temam [70] in the late sixties. In projection method velocity field is expressed as sum of divergence free and
curl free parts via the Hodge decomposition, which allows to solve for the velocity and pressure field in a
decoupled manner and thus provide an efficient way to obtain solution of the time-dependent incompressible
Navier-Stokes equations. This method introduces an intermediate velocity field which can be obtained in
the first sub-step by excluding the pressure gradient term. This intermediate velocity is then projected to
ensure that the divergence-free condition is satisfied for the final velocity field at the end of second sub step.
Over the years this method has evolved into several popular forms with extensions named as fractional step
[137, 138, 168, 99, 102, 147, 204, 114], pressure correction [139, 140, 171, 205, 184, 206, 180, 153, 207],
velocity correction [208, 141, 209, 144], algebraic projection based on inexact block LU decomposition [142,
143, 210, 211, 132, 151], consistent splitting method based on auxiliary variable [174, 145, 146, 148, 150, 152],
continuous projection [212, 131] and approximate projection [118, 121, 125] methods. Analysis of these
methods in terms of the time-splitting errors associated with the pressure field, handling of the boundary
condition for the intermediate velocity field, stability and convergence properties and development of the
higher order form of these methods has been subject of considerable discussion in the past [169, 170, 213, 172,
173, 214, 118, 215, 133, 149, 185]. The work presented here does not make an attempt to do an exhaustive
review or comparison with these methods, since the class of projection method is a time splitting of the
governing equation, whereas the work presented in this paper is focussed towards introduction of a new
spatial discretization approach which naturally leads to a divergence free velocity field without introducing
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Figure A.1: Temporal (a) and (b) and spatial (c) and (d) order of accuracy for the Taylor-Green vortex flow
using fractional step approach. Symbols (), (∆) and (3) denote error norms for u, v and p, respectively.
Dashed and dashed-dotted lines with no symbol denote reference lines. Table on right shows the maximum
value of divergence of the velocity field.
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Figure A.2: Temporal (a) and (b) and spatial (c) and (d) order of accuracy for the flow in a periodic channel
using method of manufactured solution and fractional step approach. Symbols (), (∆) and (3) denote
error norms for u, v and p, respectively. Dashed and dashed-dotted lines with no symbol denote reference
lines. Table on right shows the maximum value of divergence of the velocity field.
any intermediate velocity field. As mentioned earlier, no splitting of the equations is performed in the
approach presented here which naturally leads to an uniform order of accuracy for velocity and pressure
fields in time. However in this section we demonstrate that the idea of projection method can also be used
with the the form of spatial discretization introduced in this paper.
The additive semi-implicit method used for time integration can be re-casted as a fractional-step method
to solve Eq. (5.19), in the spirit of Kim and Moin [138]. This is provided here for completeness and to
demonstrate that the spatial discretization introduced in this paper does not require a particular form
of time integrator, and it can be re-casted as a fractional-step method, if so desired, without requiring
any alterations to the semi-discrete equations. In the fractional-step method, an intermediate velocity is
introduced, denoted here by q∗, that does not satisfy the divergence-free condition. It is obtained by a
partial advance of the velocity including only the advective, diffusive, and body-force terms but excluding
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the pressure-gradient term. The final velocity is then obtained by discretely projecting the intermediate
velocity to the divergence-free space. With this type of splitting the implicit pressure gets decoupled from
the velocity at the next time level (exactly what is achieved with the additive semi-implicit method from a
more general point of view). This is the main feature of the fractional-step method which makes it an efficient
approach to solve the time-dependent incompressible Navier-Stokes equations. As discussed in §5.3.2, such
decoupling of the implicit pressure field with the next-time level velocity occurs naturally in our method and
it does not require the introduction of any intermediate velocity and, more important, boundary conditions
for this quantity. One can show with some effort that the multi-step TVB scheme can indeed be written
as a fractional-step method; since the implicit decomposition is acting on linear operators. Applying the
TVB scheme to the semi-discrete equations given by Eq. (5.19) while treating diffusion terms implicitly, for
generality, leads to
(
1
∆t
M− γ1νK
)
q∗ = −
3∑
m=1
[(αm
∆t
M− γm+1νK
)
qn+1−m + βmN (qn+1−m)
]
, (A.9a)
1
∆t
M (qn+1 − q∗) = −Gp∗,n+1 (A.9b)
Dqn+1 = 0 (A.9c)
where p∗ is the pseudo-pressure field. One can verify by adding the first two equations that it results in the
original Eq. (5.32) plus viscous term that is absorbed into the new pseudo-pressure p∗. First, we obtain q∗
through Eq. (A.9)(a), since everything is known in this equation. Note that q∗ satisfies the same boundary
conditions as q. The issue of boundary condition for the intermediate velocity field has been widely discussed
in the literature [169], but within the functional-space naturally introduced by the Galerkin formulation this
question is resolved naturally here. The pseudo-pressure is obtained by applying ST to Eq. (A.9b) and using
Eq. (A.9c) to get
Lp∗,n+1 = 1
∆t
Dq∗. (A.10)
The pseudo-pressure is decoupled from the next-time level velocity. Finally, using Eq. (A.9)b, the next-time
level velocity can be updated. The actual pressure field, p, in terms of the pseudo-pressure field, p∗, is
obtained by comparing Eq. (A.9) with Eq. (5.32) to yield
pn+1 =
1
γ1
(
p∗
n+1 −
3∑
m=1
γm+1p
n+1−m
)
− ν∆tLp∗n+1. (A.11)
Note that there is no need to bring in any continuum equations or approximations to derive an equation for
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the pseudo-pressure. The approach discussed above is applicable to the fully periodic boundary conditions.
When we have Dirichlet boundary conditions, say in a periodic channel, the formulation is still valid, except
that the diffusion is treated implicitly only in the wall normal direction and the system of equations in
the wall-normal direction is not complete, which require usage of TVM approach as described earlier, and
therefore some further work is required to formulate the method in fractional-step form. In these cases, it is
not worth using a fractional-step formulation and the additive semi-implicit formulation is more efficient.
Figure A.1 and A.2 show results of temporal and spatial accuracy analysis using the fractional step
method for the Taylor-Green vortex flow and the manufactured flow in a periodic laminar channel, respec-
tively. These results confirm that the fractional step method and the time-integration approach presented
in this work give identical convergence rates in space and time.
A.3 Transformation to original variables
If so desired, one can transform the convenient variables to the original variables. We consider the case when
the approximation to the PDF is performed using a single KDF. A similar approach can be followed when
we have the discrete mixture composed of more that one KDF. The transformation to the original variables
obeys the rules of differentiation. We have following relation between convenient variables p∗ and the actual
variables p
∂p∗ = T∂p, (A.12)
where
T =
∂p∗
∂p
. (A.13)
Then, starting from the system of equations for the KDF parameters
A∗ ∂p
∗
∂t
+ C∗ · ∂p
∗
∂x
+D∗ = 0, (A.14)
leads to
A∗T ∂p
∂t
+ C∗T · ∂p
∂x
+D∗ = 0, (A.15)
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and we can define
A = A∗T, (A.16)
C = C∗T, (A.17)
D = D∗. (A.18)
Note that this is but one possible definition; premultiplying by T−1 gives a consistent tensor formulation.
But, after the transformation in Eq. (6.32) one can see that it does not matter for the end formulation since
the final equations are tensor invariant since the needed matrices are
A−1C = T−1A∗−1C∗T, (A.19)
and
A−1D = T−1A∗−1D∗. (A.20)
The matrix T consists of block matrices for each j, of the form
T =

1
α
0 0 0
1
2|Λ|
∂|Λ|
∂σlm
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0
∂λpq
∂σlm

, (A.21)
where we assume the ordering of the unknowns is p∗ = {β,µ,λ} and p = {α,µ,σ}.
A.4 WENO reconstruction and interpolation
The WENO interpolation and reconstruction method is used to obtain values at the Gauss quadrature
locations while performing integrals of the form given by Eq. (6.99) and for performing cell-average to
pointwise transformations [216, 83]. The interpolation method assumes that the field variable is defined in a
pointwise manner and directly interpolates its value at a desired spatial location. However, the reconstruction
method assumes that the field variable is defined as a cell-averaged quantity, for example, q¯ and follows a
one-dimensional approach to reconstruct the pointwise value of the variable q¯ at a desired spatial location.
For example, for integrals of the form given by Eq. (6.99), the modified Gauss quadrature described in §6.2.1
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requires evaluation of p(x) and B(x) at separate quadrature points. Since B(x) is defined as a cell-averaged
quantity and therefore it requires a WENO reconstruction, whereas p(x) is defined in a pointwise manner and
thus, it requires the WENO interpolation. Next, we describe the WENO interpolation and reconstruction
procedure.
The WENO is a method in which weights are constructed to choose a low-order, dissipative stencil to
interpolate (or reconstruct) the value of a field variable near sharp gradients, and to use a larger, higher-order
stencil in smooth regions. The 5th-order WENO interpolation is developed by defining an interpolating
polynomial of order 4 through S = {pi−2, ..., pi+2}. The stencil is then broken into three substencils,
S−1 = {pi−2, pi−1, pi}, S0 = {pi−1, pi, pi+1}, and S+1 = {pi, pi+1, pi+2}. Interpolating polynomials are
constructed for each of these stencils, namely, h−1, h0, and h+1. The linear weights are chosen such that
the value of subpolynomials matches the polynomial based on a wider stencil. These linear weights are then
modified such that a greater importance is given on subpolynomials with lower total variation, providing
robustness for problems containing sharp gradients. The subpolynomials are given by
h−1 = pi−2
[
1
2
ξ(1 + ξ)
]
− pi−1
[
ξ(2 + ξ)
]
+ pi
[
1
2
(1 + ξ)(2 + ξ)
]
, (A.22a)
h0 = pi−1
[
1
2
ξ(−1 + ξ)
]
+ pi
[
1− ξ2
]
+ pi+1
[
1
2
(1 + ξ)(2 + ξ)
]
, (A.22b)
h+1 = pi
[
1
2
(−2 + ξ)(−1 + ξ)
]
− pi+1
[
ξ(−2 + ξ)
]
+ pi+2
[
1
2
ξ(−1 + ξ)
]
, (A.22c)
and the wider stencil polynomial is expressed as
hwide = pi−2
[
1
24
(ξ + 1)ξ(ξ − 1)(ξ − 2)
]
− pi−1
[
1
6
(ξ + 2)ξ(ξ − 1)(ξ − 2)
]
+ pi
[
1
4
(ξ + 2)(ξ + 1)(ξ − 1)(ξ − 2)
]
− pi+1
[
1
6
(ξ + 2)(ξ + 1)ξ(ξ − 2)
]
+ pi+2
[
1
24
(ξ + 2)(ξ + 1)(ξ − 1)
]
. (A.23)
As mentioned earlier, the linear weights are chosen such that, at a desired location ξ, the sum of subpolyno-
mials matches the wider stencil polynomial through
hwide(ξ) = (
1∑
j=−1
γjhj)(ξ), (A.24)
165
yielding the following the linear weights
γ−1 =
1
12
(ξ − 2)(ξ − 1), (A.25a)
γ0 =
1
6
(2− ξ)(2 + ξ), (A.25b)
γ+1 =
1
12
(ξ + 1)(ξ + 2). (A.25c)
The WENO procedure forms the nonlinear weights according to the variation (W 2,2 seminorm), in both the
case of reconstruction and interpolation,
βl =
r−1∑
m=1
∆ξ2m−1
∫ ξi+1/2
ξi−1/2
(
dm
dxm
hl(ξ)
)2
dξ, (A.26)
and thus the nonlinear weight ωk corresponding to the k
th subpolynomial is given by
αk =
γj
(ε+ βj)2
, ωk =
αk∑1
j=−1 αj
. (A.27)
The reconstruction follows a very similar derivation to the interpolation approach. In the reconstruction
approach, it is assumed that the field variable is defined as a cell-averaged quantity, like what is given
by solving for the variable through a finite-volume discretization. However, the interpolation procedure is
undertaken instead for a surrogate primitive variable,
P (xi+1/2) =
∫ xi+1/2
xmin
p(ξ)dξ =
i∑
l=0
∆xp¯l, (A.28)
where xmin denotes a domain boundary and p¯l is the cell-averaged variable at the l
th grid location. As we
know the pointwise values of P , we can perform the WENO interpolation, with the value of p obtained
through the relationship p(x) = P ′(x). The subpolynomials are then derived for the 5th-order WENO at a
point x = ξ,
h−1 = pi−2
[
1
24
(−1 + 12ξ(1 + ξ)
]
+ pi−1
[
1
12
− ξ(2 + ξ)
]
+ pi
[
1
24
(23 + 12ξ(3 + ξ))
]
, (A.29a)
h0 = pi−1
[
1
24
(−1 + 12ξ(−1 + ξ)
]
+ pi
[
13
12
− ξ2
]
+ pi+1
[
1
24
(−1 + 12ξ(1 + ξ))
]
, (A.29b)
h+1 = pi
[
1
24
(23 + 12ξ(−3 + ξ)
]
+ pi+1
[
1
12
− ξ(−2 + ξ)
]
+ pi+2
[
1
24
(−1 + 12ξ(−1 + ξ))
]
. (A.29c)
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The polynomial with a wider stencil, in the general case of ξ, is defined similarly,
hwide = pi−2
[
1
1920
(9 + 40(−1 + ξ)ξ(−5 + 2(−1 + ξ)ξ))
]
+ pi−1
[
1
480
(−29 + 20ξ(−17 + 2ξ(9− 2(−1 + ξ)ξ)))
]
+ pi
[
1067
960
− 11
8
ξ2 +
1
4
ξ4
]
+ pi+1
[
1
480
(−29 + 20ξ(17− 2ξ(−9 + 2(1 + ξ)ξ)))
]
+ pi+2
[
1
1920
(9 + 40(1 + ξ)ξ(−5 + 2(1 + ξ)ξ))
]
. (A.30)
It is constructed in the same manner as the subpolynomials, except over the the entire 5 points, for again a
4th-degree polynomial interpolant, yielding the same 5th-order accuracy as the interpolation procedure. The
linear weights are
γ−1 =
9 + 200ξ − 120ξ2 − 160ξ3 + 80ξ4
80(−1 + 12ξ(1 + ξ)) , (A.31a)
γ0 =
49− 4548ξ2 + 5360ξ4 − 960ξ6
40− 6720ξ2 + 5760ξ4 , (A.31b)
γ+1 =
9− 200ξ − 120ξ2 + 160ξ3 + 80ξ4
80(−1 + 12ξ(−1 + ξ)) . (A.31c)
In this reconstruction, the possibility exists that some of the linear weights are negative. This leads to
instability in the discretization. The center point ξ = 0, the only point in the method exhibiting negative
weights, therefore requires a special treatment. The presence of the negative linear weights causes instability
with the time integration [217]. The center point is split,
γ˜+i =
1
2
(γi + θ|γi|), γ˜−i = γ˜+i − γi, (A.32)
with i ranging between -1 and 1. The value of θ is taken as θ = 3 in accordance to [217]. These values are
scaled,
σ± =
1∑
j=−1
γ˜±j , γ
±
i = γ˜
±
i /σ
±. (A.33)
The wide polynomial is then
hwide(x) = σ
+
wide
h+ − σ−
wide
h−, (A.34)
with the split polynomials
h±
wide
(x) =
1∑
j=−1
γ±j hj(x). (A.35)
The split wide polynomials, h±
wide
(x), can then be used to define linear weights individually, yielding positive
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linear weights for both of the two split polynomials. This center reconstruction is also used to generate
pointwise values of p∗ from the cell-averaged q¯, for evaluation of terms in Eq. (6.96).
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