We study a property shared by some members of a certain family of Nim-like arrays. The arrays are recursively generated in a manner related to the operation of Nim-addition, and the property involves a kind of self-referential relationship between entries and their indices. We conclude with some numerical evidence that the property in fact holds for only a few members of the family.
Introduction
The game of Nim is a two person combinatorial game consisting of at least one pile of stones in which the players alternate turns removing any number of stones they wish from a single pile of stones; the winner is the player to take the last stone. Given combinatorial games G 1 and G 2 , we can form a new game by taking their direct sum G 1 ⊕ G 2 ; this is the game in which a player, on their turn, has the option of making a move in exactly one of the games G 1 or G 2 as long as that game is not yet exhausted (in Nim this simply means having several independent piles of stones). Again, the winner is the last player to make a move. We call two games G 1 and G 2 "equivalent" if for every game H the game G 1 ⊕ H has the same winner as the game G 2 ⊕ H . Nim's importance was established by the Sprague-Grundy Theorem [7, 8] (also developed in [6, Chapter 11] ), which essentially asserts that Nim is universal among finite impartial two player combinatorial games in which the winner is the player to move last. Briefly, that is to say that every such game G is, vis-à-vis direct summation, equivalent to a single-pile Nim game. We denote by Nim s the Nim game with one pile of s stones.
In [9] , Stromquist and Ullman define "sequential compounding," an operation on combinatorial games. In essence, the sequential compound G → H of games G and H is the game in which play proceeds in G until there are no moves left, at which point play switches to H . Thus, if H = Nim 0 , we have G → H = G. If H = Nim 1 , then G → H is misère play on G (in which the last player to take a stone loses rather than wins). Stromquist and Ullman consider games of the form (G 1 ⊕ G 2 ) → H , where G 1 , G 2 , and H are independent impartial combinatorial games, but before our previous papers [1, 2] , little was understood about this type of sequential compounding for H equivalent to Nim s with s > 1. Such games give rise to a family A * = {A s } s∈N 0 of recursively generated arrays (we write N 0 for N ∪ {0}), and this family is the object of our study. Here, s is the Grundy-value (see [4] ) of H , and for a fixed value of s the rows and columns of A s are indexed by the Grundy values of G 1 and G 2 , respectively. Our papers [1, 2] explore some of the algebraic, combinatorial, and graphical properties of this family. In particular, [1] discusses how each A s may be viewed as defining on N 0 the structure Fig. 1 , where each of i, j, s denotes a nonnegative integer, and suppose that each box contains the quantity of stones indicated by the corresponding variable. On each player's turn they may choose one box and remove any number of stones from that box, subject to the condition that a box may only be chosen if all the boxes directly above it in the diagram are empty. The Locator Theorem tells us that if s ∈ {0, 1, 2, 3, 5, 7}, then for all but a few values of i, j (the restrictions depending on s) the game is a second-player win. Further details are given at the end of Section 3.
Another interesting application of the Locator Theorem is developed in [3] . For each value of s one can associate to A s a group of affine permutations of the integers [5] ; the Locator Theorem tells us that for s ∈ {0, 1, 2, 3, 5, 7} these groups are generated by involutions.
Background: the arrays A s
We begin by constructing a family of infinite arrays using the mex operation: Definition 2.1. For a set X ⊆ N 0 = {0, 1, 2, 3, . . .} we define mex( X) to be the smallest non-negative integer not contained in X , i.e.,
Here, mex stands for minimal excluded value. 
See, for example, Fig. 2 , which shows principal subarrays in seeds 0, 2, and 3. In all arrays the index i = 0, 1, 2, . . . increases down the page and j = 0, 1, 2, . . . increases to the right. These arrays will be useful in the calculations to come.
Note that both the top row (row i = 0) and the left column (column j = 0) of A s always have entries in the order
. . (see Property 2.8 below).
The array A 0 is well known as the Nim addition table, and has been extensively studied in the setting of combinatorial game theory. We denote by Nim s the s-stone, single-pile Nim game and we denote by |H| the Grundy value of a game H , that is, the unique number to which H is equivalent (see [4] for details). Let G 1 , G 2 be games with |G 1 | = i and |G 2 | = j (so G 1 , G 2 are equivalent to Nim i , Nim j respectively). Then the (i, j)-entry of A 0 is equal to the Grundy value 0 1 3 4 5 6 7 0 1 2 4 3 6 5 8 1 2 0 5 6 3 4 9 3 4 5 0 1 2 7 6 4 3 6 1 0 7 2 5 5 6 3 2 7 0 1 4 6 5 4 7 2 1 0 3 7 8 9 6 5 4 1 2 4 5 6 7 0 1 2 3 5 4 7 6 1 2 0 4 3 6 5 8 2 3 4 0 1 7 8 5 4 5 3 1 0 2 9 10 5 4 6 7 2 0 1 3 6 7 5 8 9 1 0 2 7 6 8 5 10 3 
A 0 (7, 7) (above) and A 2 (7, 7) and A 3 (7, 7) (below, left and right). We end this section with a recapitulation of some key definitions and propositions from our papers [1, 2] . Definition 2.6. By algorithm 1, we mean the algorithm described above in Definition 2.3, using the mex operation to fill in increasingly large subarrays containing the seed. Algorithm 2 succeeds in correctly filling out a finite portion of A s because when computing mex( X) for a set X , only those entries less than mex( X) are actually relevant to the calculation.
As proved in [2] , the rows, columns, and diagonals in A s do eventually settle into distinct periodic or arithmetically periodic patterns for s 2. These patterns are frequently complicated to compute, with the behavior in the first few rows and diagonals the easiest to find by hand. As an example, we give the following properties from [1] , both of which will be needed below. For the reader who wishes to consult reference [1] , which makes use of an operation * , we note that for small values of i, j we have m i ( j) = i * j, but for i, j > s we do have m i ( j) = i * j. 
Property 2.8. For all seeds s and all k,
Property 2.9 may easily be verified using algorithm 2.
The Locator Theorem
We first discuss seeds 0 and 1 since these behave very differently from other seeds.
Proposition 3.1. For both seeds 0 and 1, the Locator Property holds for all (i, j).
Proof. As seed 0 represents two piles of stones being played in usual Nim, a i, j is found by bit-wise XOR [4] . Specifically, we can compute a i, j = i ⊕ j. Since bit-wise XOR is associative, we have
for all i, j, so the Locator Property holds for seed 0.
Note now that A 1 differs from A 0 only in A 1 (1, 1) . Thus, in seed 1, as long as either i > 1 or j > 1 the same calculation as for seed 0 gives m i (m i ( j)) = j. It is simple to confirm that each of the remaining four entries in A 1 (1, 1) also satisfies the Locator Property. 2
The proof of the remainder of our main result rests on the idea of a set of indices being Left-or Up-complete, which we define here. Even though they are similar, Left-and Up-completeness do not work quite the same. 
Before proceeding with an example, we remind the reader that rows and columns are indexed from 0.
For example, in seed s = 3 (see Fig. 4 ), the set {0, 1, 2, 3} is 2-Left-complete because the entries in row 2 equal to 0, 1, 2, 3 are located in columns indexed by 2, 0, 1, 4 (respectively), and m 2 ({0, 1, 2, 3}) = {1, 2, 0, 4}. Similarly, the set Y = {0, 1, 2, 3, 4} is 3-Up-complete in seed s = 3 because the entries equal to j = 3 in rows 0, 1, 2, 3, 4 are located in columns 0, 3, 4, 1, 2 (respectively) and m {0,1,2,3,4} (2) = {1, 2, 0, 4, 3}. Note that for Left-completeness, we are looking for the column locations of several values in a single row, whereas in Up-completeness, we are looking for the column locations of a single value in several rows.
We note two important properties of Up-complete and Left-complete sets that readily follow from the definitions: 
Property 3.3. A union of i-Left-complete sets is i-Left-complete and a union of j-Up-complete sets is j-Up-complete.

Proof.
To demonstrate the first assertion we use Properties 2.8 and 2.9 repeatedly. That {0, 1, . . . , k} for k < s is not 0-Left-complete when s 2 follows by noting that if k < s then in row 0, the entry k We now have a list of columns in which j does not appear in row i; those arising because j is already in that column (enumerated in Up(i, j) in a row of smaller index), and those arising because an entry smaller than j is already in that column (enumerated in Left(i, j)) in row i.
If we are using algorithm 2 for filling in the mex table, so that all values appear as early as they can, then the entry j appears in the first non-forbidden column in row i i.e., in the column with the smallest non-forbidden index. But this is precisely the mex of the forbidden column numbers. Thus the entry j in row i goes into the column numbered m = mex(Left(i, j) ∪ Up(i, j)) = a i, j . In other words, entry j in row i appears in column a i, j , so a i, These lemmas can readily be proven by induction using Fig. 2 ; the details are left to the reader, but note that the patterns are established by considering even and odd cases and that [2] provides many useful lemmas. We do not include the necessary lemmas for seeds 5 and 7, but the reader can easily surmise them. We now return to the game described in the introduction and depicted in Fig. 1 . That game can be described as (i, j) . The beginning of a winning strategy for the second player would be to mirror any move by the first player in an "i" pile in the other "i" pile, and similarly for the " j" pile, as long as this returns the game to a configuration for which the Locator Property holds.
A computational result
We conclude by computationally examining, for each seed from 0 to 200, the percentage of entries for which the Locator Property holds (this is expressed more precisely below). Our results suggest that the Locator Property does not hold for seeds other than s = 0, 1, 2, 3, 5, 7. Thus ρ s gives a measure of the extent to which entries in A s satisfy the Locator Property. Fig. 5 displays the values of ρ s for seeds other than {0, 1, 2, 3, 5, 7}.
Note that in the definition of P s the conditions j > s and a i, j > s reflect the fact that for entries with small column indices and entries near the diagonal, respectively, we only have Left-completeness for non-singleton sets (see Lemmas 3.7 and 3.8).
