The face ring of a simplicial complex modulo m generic linear forms is shown to have finite local cohomology if and only if the link of every face of dimension m or more is nonsingular, i.e., has the homology of a wedge of spheres of the expected dimension. This is derived from an enumerative result for local cohomology of face rings modulo generic linear forms, as compared with local cohomology of the face ring itself. The enumerative result is generalized in slightly weaker form to squarefree modules. A concept of Cohen-Macaulay in codimension c is defined and characterized for arbitrary finitely generated modules and coherent sheaves. For the face ring of an r-dimensional complex ∆, it is equivalent to nonsingularity of ∆ in dimension r − c; for a coherent sheaf on projective space, this condition is shown to be equivalent to the same condition on any single generic hyperplane section. The characterization of nonsingularity in dimension m via finite local cohomology thus generalizes from face rings to arbitrary graded modules.
Introduction
In the 1970's Reisner (building on unpublished work of Hochster) and Stanley revolutionized the study of face enumeration of simplicial complexes through their use of the face ring, also called the Stanley-Reisner ring. Reisner proved that the face ring of a simplicial complex is Cohen-Macaulay if and only if the link of every face in the simplicial complex, including the empty face, is nonsingular, by which we mean that all reduced cohomology groups, except possibly in the maximum dimension, vanish [11] . Stanley used this to completely characterize the f -vectors of Cohen-Macaulay complexes [15] .
A natural question which follows these results is, "What happens if singularities are allowed?" The weakest relaxation possible is to permit nontrivial cohomology of the whole complex (the link of the empty face) in lower dimensions. Schenzel proved that for pure complexes, the face ring is Buchsbaum if and only if this is the only additional cohomology of links [13] . The primary tool used in the proof of both Reisner's and Schenzel's theorems is local cohomology of the face ring with respect to the irrelevant ideal. In the CohenMacaulay case all but the top local cohomology modules vanish, while in the Buchsbaum case these modules have finite dimension as vector spaces. Rings with this property, that is, those whose local cohomology modules below their Krull dimension have finite dimension, are called generalized Cohen-Macaulay rings or rings with finite local cohomology.
Our first goal is to extend these ideas to arbitrary singularities. The main result along simplicial lines, Theorem 2.3, says that if the dimension of the singular set is m − 1, then except for top cohomological degree, all of the local cohomology modules of the face ring modulo m generic linear forms have finite dimension and vanish outside of Z-graded degrees i for 0 ≤ i ≤ m. Theorem 2.3 is verified easily after Theorem 5.3. Theorem 5.3 is an enumerative result for Hilbert series of local cohomology of face rings modulo generic linear forms proved using a combinatorial description of the finely graded module structure of the local cohomology H i m (k[∆]) due to Gräbe [6] , which we review in Section 3. We treat isolated singularities in Section 4, and the general case in Section 5. Theorem 2.3 is not limited to a simplicial phenomenon; it is an instance of a rather general phenomenon in commutative algebra and algebraic geometry, stated and proved here in the language of sheaves on projective schemes as Theorem 7.7, and reinterpreted in terms of commutative algebra in Theorem 7.9. The first observation, made precise in Theorem 6.9, is that singularity in a fixed dimension is equivalent to a condition that we call Cohen-Macaulay in a fixed codimension: roughly speaking, the local rings at all points of some fixed codimension are Cohen-Macaulay. At first sight, this condition sounds like Serre's condition S k , which has been treated in combinatorial settings such as affine semigroup rings and toric varieties [12] , but it is subtly different; see Remark 6.10. The second, harder and deeper homological observation is that the Cohen-Macaulay condition in a fixed codimension satisfies a Bertini-type persistence under generic hyperplane section, but also the converse: if a single generic hyperplane section of a coherent sheaf is Cohen-Macaulay in codimension c, then so is the original sheaf; this is made precise in Theorem 7.7.
Having seen in Section 7 that Theorem 2.3 extends beyond the simplicial realm, we do the same for the enumerative result from which it follows: in Theorem 8.5, we extend Theorem 5.3 to the squarefree modules introduced by Yanagawa [19] .
Singularity dimension and finite local cohomology
For all undefined terminology we refer our readers to [1, 9, 16] . Throughout, ∆ is a simplicial complex of dimension d − 1 with vertex set [n] = {1, . . . , n}, and k is a field. If F ∈ ∆ is a face, then the link of F is
In particular, lk ∅ = ∆. Definition 2.1. The face F is nonsingular with respect to k if the reduced cohomologỹ H i (lk F ; k) of the link of F with coefficients in k vanishes for all i < d − 1 − |F |. Otherwise F is a singular face. The singularity dimension of ∆ is the maximum dimension of a singular face. If ∆ has no singular faces, then ∆ is Cohen-Macaulay (over k) and we (arbitrarily) declare the singularity dimension of the complex to be −∞.
For a field k, which we assume is infinite but of arbitrary characteristic, the face ring of ∆ (also known as the Stanley-Reisner ring) is
where the Stanley-Reisner ideal is Modules with finite local cohomology were introduced in [2] , [17] , and [18] . Connections between face rings and modules with finite local cohomology have been studied in [5] and [20] .
Here we show that the connection between algebraic properties of k[∆] and the singularities of the complex is given by the following. We give two proofs: the one in Section 5 uses simplicial techniques on local cohomology; the one in Section 7 frames it as a special case of the general theory of modules and sheaves that are Cohen-Macaulay in a fixed codimension, via Theorem 6.9.
Local cohomology of face rings
This section explains Gräbe's results on the combinatorial structure of the local cohomology of a face ring as a Z n -graded module over the polynomial ring S = k[x 1 , . . . , x n ]. Denote by |∆| the geometric realization of ∆. For a face τ ∈ ∆, the subcomplex cost τ = {σ ∈ ∆ : σ ⊃ τ } is the contrastar of τ . The i-th local cohomology of ∆ along τ is the simplicial i-th cohomology
of the pair (∆, cost τ ) with coefficients in k. For τ ⊆ σ ∈ ∆, the inclusion ι : cost τ → cost σ induces a contravariant map ι * :
and sum |U| = n ℓ=1 u ℓ . Fix the standard basis {e ℓ } n ℓ=1 for Z n , and write N for the set of nonnegative integers.
We consider the Z n -grading of k[x 1 , . . . , x n ] obtained by declaring the variable x ℓ to have degree e ℓ . This grading refines the usual Z-grading and induces a Z n -grading on k[∆] and its local cohomology modules; see [9, Chapter 13] , for example. Thus, in particular,
Theorem 3.1 (Gräbe). The following is an isomorphism of Z n -graded k[∆]-modules:
and the k[∆]-structure on the U-th component of the right-hand side is given by
We note that the isomorphism of (1) on the level of vector spaces (rather than k[∆]-modules) is attributed to Hochster in [16, Section II.4] , and that
is the reduced cohomology of ∆ itself, by definition. Proof. An easy computation using eq. (1) implies that for i < d,
The result now follows from the definition of singularity dimension.
Simplicial isolated singularities
Before proceeding to the proof of Theorem 2.3, we consider a special case.
Definition 4.1. ∆ has isolated singularities if the singularity dimension of ∆ is zero.
For the rest of this section we assume that ∆ has isolated singularities. To begin with, we compute
Since ∆ has isolated singularities, Theorem 3.1 says that
Let θ = n t=1 a t x t be a linear form in S with a t = 0 for all t. We use the exact sequence
) Since the map ·θ, that is multiplication by θ, is injective for any face ring, the above sequence is in fact short exact. The corresponding long exact sequence in local cohomology is
Here, δ is the connecting homomorphism, the notation (−1) indicates a Z-graded shift up by 1 (thus M(−1) j = M j−1 for any Z-graded S-module M), and (·θ) * is the map induced by multiplication, hence it is just the module action of multiplication by θ on
be the map on simplicial local cohomology defined by
By Gräbe's description of the S-module structure of the local cohomology modules, using the standard Z-grading (in which deg x t = 1 ∈ Z for all t) and the above long exact sequence,
In particular,
has finite dimension as a vector space over k for i < d − 1 . Under certain conditions it is possible to extract even more precise information. We say that ∆ has homologically isolated singularities if in dimensions i in the range 0 ≤ i ≤ d − 2, the kernel of the above map f i decomposes as a direct sum:
Equivalently, ∆ has homologically isolated singularities if for 0 ≤ i ≤ d − 2, the images ι * H i {t} (∆) for t = 1, . . . , n are linearly independent subspaces of H i ∅ (∆). Evidently, any complex with only one isolated singularity has homologically isolated singularities. Other possibilities include (among many) pinching off homologically independent handles of a handlebody or coning off boundary components of a manifold-with-boundary having appropriate homological properties.
Suppose ∆ has homologically isolated singularities. In addition to the vector space structure of (2), the Z-grading implies that the S-module structure of 
Main enumerative theorem for face rings
We now proceed to the proof of the main theorem. As before, let ∆ be
In particular, we assume that every square submatrix of the n × d-matrix A = (a t,p ) is nonsingular and the θ's satisfy the prime avoidance argument in the proof of Theorem 5.3 below.
Each
) that increases the Z-grading by 1. The key objects in the proof are the kernels of these maps and their intersections: 
For a general m, we prove the following (where we set
We defer the proof to the end of the section. Using Lemma 5.1, we can say even more.
Moreover, the map ⊕ i≥m+1 ker ℓ m,i
Proof. We prove the statement on the dimension of ker 
The second step in the above computation is by the inductive hypothesis. Comparing the resulting inequality to that of Lemma 5.1 shows that this inequality is in fact equality, and hence that the map (·θ m+1 ) * : ker 
Proof. The proof is by induction on m, with the m = 0 case being evident. For larger m, we want to mimic the proof given in Section 4. One obstacle to this approach is that the map
might not be injective anymore. However, a "prime avoidance" argument together with the genericity assumption on θ m+1 implies that ·θ m+1 :
) is injective, and hence one has the corresponding long exact sequence in local cohomology; see, for instance, [3, Chapter 3] for details on "prime avoidance" arguments. Since H 
Proof of Lemma 5.1.
To prove this, fix such a z. From eq. (4) and the definition of ker ℓ m,i , it follows that
For a given T ∈ V i , we refer to the m conditions imposed on z by eq. (6) as "the system defined by T ", and denote this system by S T . Define a partial order, ≻, on V i as follows: T ′ ≻ T if either |s(T ′ )| > |s(T )|, or s(T ′ ) = s(T ) and the last non-zero entry of T ′ − T is positive. To finish the proof, we verify by a descending (with respect to ≻) induction on T ∈ V i , that z T +et = 0 for all t with T + e t ∈ V i+1 . For T ∈ V i , there are two possible cases (we assume that s(T ) = F = {f 1 < . . . < f j }).
Case 1. T ∈ W i,F . Then for each t / ∈ F , either F ′ := F ∪ {t} / ∈ ∆, in which case T + e t / ∈ V i+1 , or T + e t ∈ W i+1,F ′ , in which case z T +et = 0 by eq. (5). Similarly, if t = f r for some r > m, then T + e t ∈ W i+1,F , and z T +et = 0 by (5). Finally, for any t ∈ F , s(T + e t ) = s(T ) = F , and so Φ s(T +et),s(T ) is the identity map. Thus the system S T reduces to m linear equations in m variables:
Since the matrix (a fr,p ) 1≤r,p≤m is nonsingular, (z T +et = 0 for all t) is the only solution of S T .
Case 2. T / ∈ W i,F , and so T fs ≥ 2 for some s ≤ m. Then for any t / ∈ F , T ′ := T − e fs + e t ≻ T , as T ′ has a larger support than T , and T ′ + e fs = T + e t . Hence z T +et = z T ′ +e fs = 0 by the inductive hypothesis on T ′ . Similarly, if t ∈ F − {f 1 , . . . , f m }, then t > f s , and so T ′′ := T − e fs + e t ≻ T . As T ′′ + e fs = T + e t , the inductive hypothesis on T ′′ imply that z T +et = 0. Thus, as in Case 1, S T reduces to system (7), whose only solution is trivial.
Complexes Cohen-Macaulay in a fixed codimension
Our goal for this section, in Theorem 6.9, is to rephrase the notion of singularity dimension of a simplicial complex ∆ as a local geometric condition on the (spectrum of) the face ring k[∆], analogous to-and generalizing-the Cohen-Macaulay condition. Remark 6.4. If ∆ is pure, then it would be enough to require that lk F is Cohen-Macaulay for every face F of dimension r − c; but if ∆ has dimension r and is not pure, then it is possible for lk F to be Cohen-Macaulay without ∆ being CM of dimension r − |F | along F (such a face F is singular in ∆ unless lk F is k-acyclic). This occurs, for example, when F is a facet of dimension < r, in which case lk F = {∅} is Cohen-Macaulay of dimension −1. Proof. Use Lemma 6.7 for the first sentence and add Corollary 6.6 for the second.
Remark 6.10. Definition 6.8 is related to, but different from, Serre's condition S c . Both conditions can be interpreted as stipulating the Cohen-Macaulay condition near the prime ideals of certain large irreducible subvarieties, but S c requires a module to be Cohen-Macaulay near every prime whose local ring has depth at least c, whereas Definition 6.8 requires a module to be Cohen-Macaulay at every prime whose local ring has dimension at least c. These two conditions manifest differently in local cohomology: a module M over a regular local ring with maximal ideal m satisfies Serre's condition S c when its local cohomology H ∨ < dim M − c for i < dim M (apply local duality to Corollary 7.3 below). When M is a ring, this means that the homology of its dualizing complex has dimension < dim M − c except at the end where it has dimension dim M. In short, Serre's condition bounds the cohomological degrees of the nonvanishing local cohomology modules, whereas CM in a fixed codimension bounds their Krull dimensions. See [10] for recent work on combinatorial implications of Serre's conditions on face rings.
Modules Cohen-Macaulay in a fixed codimension
With Theorem 6.9 in mind, Theorem 2.3 is a statement about the behavior, under quotients by generic linear forms, of certain graded rings that are Cohen-Macaulay in a fixed codimension. The end result of this section, Theorem 7.9, demonstrates the rather general nature of this statement: it holds for any finitely generated graded module over any finitely generated standard Z-graded k-algebra, where k is an infinite field.
Since the point of the developments of this section is to ignore certain modules of finite length, the main result is best proved in the language of sheaves on projective schemes, which we do in Theorem 7.7. In that formulation, it is especially easy to see how the developments here relate general Bertini-type theorems in modern algebraic geometry; see Remark 7.10.
We begin by rephrasing Definition 6.8 in geometric terms. Recall that the dimension of a point p in a scheme is the supremum of the lengths ℓ of chains p = p ℓ > · · · > p 1 > p 0 where p i > p j means that p j lies in the closure of p i . We use the convention that a sheaf or module is zero if and only if its Krull dimension is negative. 
F is coherent and X is noetherian. At any point p in the support of F , the germ F p at p has dimension at most r−dim p and depth equal to δ−dim p−max{i : Ext
The following algebraic version is immediate from the affine case of Proposition 7.2. Theorem 7.7. Fix a coherent sheaf F on P n and a linear form θ on P n vanishing on a hyperplane H. Assume that θ is nonzero at every associated point of i Ext i P n (F , O P n ). For c < dim F , the sheaf F is CM in codimension c if and only if its restriction F | H is. If F is Cohen-Macaulay (this is the case of c ≥ dim F ), its restriction F | H is also Cohen-Macaulay.
Proof. As the final sentence is well-known for Cohen-Macaulay sheaves, we fix c < dim F . Let E• be a resolution of F by locally free sheaves, and write E
• for the dual complex of sheaves. Thus the cohomology of E
• is Ext
; this is by the genericity hypothesis on θ, which also guarantees that the cohomology sheaves of E
• | H are obtained by restricting those of E • to H. The dimensions of the cohomology sheaves decrease by precisely 1 (recall our negative dimension convention) by genericity again and the Hauptidealsatz; geometrically: H is transverse to every component in the support of each Ext sheaf. Consequently, dim Ext
where the "⇐" direction requires the hypothesis dim F − c > 0. Now apply Proposition 7.2 to Ext Remark 7.10. The first result in the general direction of Theorems 7.7 and 7.9 was proved by Flenner for subschemes of spectra of local rings [4, Satz 3.3] . It is a special case of Spreafico's very general Bertini-type theorem for local geometric conditions satisfying certain natural axioms [14, Corollary 4.3] ; for the purposes here, the reader can check that CM in codimension c is a valid choice for Spreafico's "property P". However, Flenner and Spreafico proved their results for subschemes, not coherent sheaves, and the "if" direction of Theorems 7.7 and 7.9 does not fall under Spreafico's framework: one cannot conclude that a variety is (for instance) smooth by knowing that a generic hyperplane section is smooth. In contrast, the constrained version of the Cohen-Macaulay condition furnished by Definition 7.1 lifts from hyperplane sections because a hyperplane in projective space intersects every subvariety of positive dimension and-generically, at least-reduces its dimension by 1, the operative subvariety being the locus where a sheaf fails to be CM in codimension c. The failure of hyperplanes to meet subschemes of dimension 0 accounts for the failure of the "if" direction when the codimension c is large.
Squarefree modules modulo systems of parameters
In Section 5, we derived the simplicial Theorem 2.3 from the simplicial calculations of Hilbert series of local cohomology modules that constitute Theorem 5.3. Having taken the former to its natural generality in Sections 6 and 7, we now generalize the latter in Theorem 8.5, where
by Theorem 3.1. It is possible to imagine that generalizations to arbitrary N n -graded modules could exist, but we limit ourselves here to the class of squarefree modules, introduced by Yanagawa [19] .
is squarefree if its generators and relations all lie in squarefree degrees, meaning those in {0, 1} n ⊂ Z n .
The point of squarefree modules is that, like face rings k[∆], all of the information can be recovered easily from the finite-dimensional vector subspace in squarefree degrees.
One of the fundamental conclusions of Section 5 is that the entirety of the interesting combinatorial information encoded by the local cohomology of k[∆] is distilled into the finite length modules in Z-graded degrees zero and above that remain after applying Theorem 5. In fact, the squarefreeness of these Ext modules is the key to Theorem 8.5, via the general enumerative statement about arbitrary squarefree modules in Proposition 8.3. First, we need a lemma, whose proof relies on a key feature (the squarefree filtration) of squarefree modules. 
As a standard Z-graded module, kF is a polynomial ring in |F | many variables generated in degree |F |.
The squarefree module M has a filtration
such that each quotient M j /M j−1 is isomorphic, as a Z n -graded module, to kF for some squarefree vector F [19, Proposition 2.5]. If the filtration has length 1, and so M = kF , then the module Tor S t (kF, R) vanishes for t > 0 whenever |F | ≥ m. This is because Θ is a regular sequence on kF in that case. When |F | < m, on the other hand, Tor 
where E F is the piece of E in Z n -graded degree F . In contrast, for all i > m,
Proof. The formula for dim k E i simply expresses the fact that E and its associated graded module for the squarefree filtration (8) have the same Hilbert function, which is the sum of the Hilbert functions of the associated graded modules kF ; the binomial coefficient counts the monomials of degree i − |F | in (at most) |F | many variables. The binomial coefficient in the formula for dim k (E/ΘE) i counts the monomials of degree i − |F | in |F | − m variables, which is the dimension of the i-th Z-graded piece of kF/ΘkF . It therefore suffices to show that the Hilbert functions of E/ΘE and gr E/Θ gr E agree in degrees > m. To see this, tensor the short exact sequence 0 → E j−1 → E j → E j /E j−1 → 0 with S/Θ and note that it remains exact in Z-graded degrees > m by Lemma 8.2.
For the next result, assume that a system Θ = θ 1 , . . . , θ m of generic linear forms has been fixed, and set R = S/ΘS. The standard Z-graded canonical module of S is ω S = S(−n), whereas the Z-graded canonical module of R is ω R = R(−(n − m)) = R ⊗ S ω S (m). 
