The formation of 2 was confirmed by a series of 1D NOE measurements that mapped interactions between the hydride ligands and the protons of the bound Qu ligands. Complete ligand assignment was achieved using COSY methods with heteronuclear multiple quantum correlation (HMQC) spectra being used to locate the corresponding 15 N signals associated with the bound Qu ligands. These spectra yielded 15 Five further 15 N resonances were located at  192.9, 226.2, 246.5, 282.9 and 283.6 in this spectrum.
Of these, the signal at  192.9 arises from the IMes ligand's nitrogen centre while the bound N 3e -Qu site provides the signal at  246.5 which couples strongly (14 Hz) to hydride H a . Thus their mutual trans orientation is confirmed. The N 1e signal of this ligand appears at  283.6 and connects to a  9.40 aromatic resonance through a J NH coupling of 16 Hz. Hence upon binding to iridium, the 15 
NMR characterisation for 3 in MeOD
N
Effect of time on inorganic product speciation
This change is reflected in the hydride region of the corresponding 1 H NMR spectra. After catalyst activation, just one hydride signal results due to 4 when the substrate is completely converted. As the complex is vastly outnumbered by the substrate, the hydride intensities are often very weak and only clearly visible through hyperpolarisation. As the reaction the proceeds the hydride region becomes complicated as 3,4-dihydroquinazoline competes with quinazoline for binding until eventually 5 dominates (Fig S1) . Figure S1 . Series of four hyperpolarised 1 H NMR spectra showing the conversion of 4 (upper) into 5
(lower) with reaction time.
. . Analysis of these data yield rate constants for hydride site interchange and H 2 loss as detailed in Table S13 . Figure S2 : Typical kinetic trace associated with the EXSY data used to determine rate constants for H 2 loss and H a -H b site interchange in 2.
Hydride ligand interconversion rate and rate of exchange into free hydrogen as determined via EXSY data for 2

DFT calculations
All DFT calculations were performed on the full molecule (without simplification) using the Gaussian 09 software package. [2] Solvent effects were modelled using the integral equation formalism variant (IEFPCM) of the Polarizable Continuum Model (PCM) [3] [4] [5] with the solvent specified as methanol or dichloromethane as appropriate. Structures were optimised using the PBE0 functional of Adamo et al. [6] This hybrid functional has been shown to perform well for transition metals [7, 8] and a recent review of DFT by Tsipis recommends its use. [9] The def2-SVP basis set of Ahlrichs [10] [11] [12] [13] was used for all atoms, except the hydride ligand atoms for which the def2-TZVPP basis set [10] was used, and iridium to which the LANL08(f) basis set was assigned together with the associated effective core potential (ECP). [14] Frequency calculations were used to identify local minima as well as first-order saddle points (transition states) and also provided zero-point energies and thermal corrections to the energy at 298.15 K. Thermodynamic parameters were determined from single point energy calculations performed on the optimised structures using the def2-TZVPP [10] [11] [12] [13] 15] basis sets for all atoms, along with the GD3BJ empirical dispersion correction from Grimme which includes BeckJohnson damping [16] . The thermal energy corrections were then applied to obtain chemical enthalpies and free energies.
The effects of Basis Set Superposition Error (BSSE) were assessed by conducting counterpoise calculations [17, 18] on 2. These calculations suggest that the magnitude of the errors arising for the Ir-N bond is small and so could reasonably be neglected (~ 4 kJ mol -1 ) whereas the Ir-Cl bond has a larger error at 27 kJ mol -1 and so was included in the stability calculations.
The Free Energy profile for the catalytic cycle shown in Scheme 2 is shown below in Figure S3 
