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Resumen
Se estudian sistemas iterados de funciones en el grupo de Heisenberg, se analiza la dimensio´n
fractal de ciertos subconjuntos de este grupo y se presentan ciertos conjuntos invariantes
respecto a dichos sistemas iterados.
Introduccio´n
Los fractales son, quiza´s, el ejemplo ma´s latente de que nuestro mundo es bastante intrincado e
impredecible y nada lineal e ideal como lo pensamos.
El primer ejemplo de fractal fue´ presentado por Giuseppe Peano, matema´tico italiano en el an˜o
de 1980 y recibio´ el nombre de curva de peano; ocurrio´ un cambio decisivo en su estudio con
el descubrimiento de la geometr´ıa fractal por el matema´tico france´s Benoit Mandelbrot en la
de´cada de los setenta, quien utilizo´ otra idea de dimensio´n diferente a la usada en el geometr´ıa
eucl´ıdea y doto´ a los fractales de una dimensio´n no entera; caracter´ıstica adicional a su auto-
semejanza, la que los vuelve interesantes a la vista de cualquiera, sin ser muy erudito.
John E. Jutchinson, en su art´ıculo fractal and self-similarity [2], expone una teor´ıa bastante
formal de los que e´l llama conjuntos estrictamente auto-similares, demostrando que dado F =
{f1, f2, . . . , fn}, un conjunto finito de contracciones, llamado comu´nmente sistemas iterados de
funciones (SIF), sobre un espacio me´trico completo, entonces existe un u´nico conjunto compacto
K invariante con respecto a F ; cuando el espacio me´trico completo es el espacio eucl´ıdeo, surgen
conjuntos invariantes que son los ejemplos cla´sicos de fractales.
Para el grupo de Heisenberg, denotado por H = R2 × R, la ley que lo define es una operacio´n
que involucra el producto interno usual de R2, e induce una me´trica dH, llamada la me´trica
de Heisenberg, formando as´ı, el espacio me´trico completo de Heisenberg (H, dH), en el cual se
definen ahora los SIF, estos sistemas iterados de funciones sobre el espacio me´trico completo
(H, dH), denotados por FH, sera´n el objeto de este trabajo con el propo´sito de estudiar los
conjuntos invariantes que ellos generan a partir de los sistemas iterados de funciones cla´sicos del
plano.
As´ı las cosas, se analizaran los SIF FH y sus conjuntos invariantes KH.
El trabajo se desarrolla en cuatro partes, en la primera de ellos se encuentra una resen˜a de
los antecedentes ba´sicos acerca del surgimiento de la teor´ıa cla´sica de fractales, esto como una
introduccio´n para el lector a quien el te´rmino fractal le suena desconocido. En la segunda, se
plantea de manera detallada como el grupo de Heisenberg (espec´ıficamente la ley que lo define)
hace surgir una teor´ıa muy rica en cuestio´n de sistemas iterados de funciones FH y de conjuntos
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invariantes con propiedades muy interesantes. Dada la caracter´ıstica de que los fractales tienen
una dimensio´n no entera, estos objetos se hacen tan especiales que se clasifican dentro de otra
geometr´ıa, la geometr´ıa fractal, as´ı, se hace necesario reunir la teor´ıa que permita entender y
apreciar el concepto de dimensio´n fractal, disponie´ndose para esto de la tercera parte. Por u´ltimo,
como una de las consecuencias ma´s importantes del surgimiento de los SIF sobre (H, dH), esta´ la
aparicio´n de subconjuntos KH de H, por esto se presenta en la parte final un caso especial de
estos, llamado el cuadrado de Heisenberg, denotado por QH.
1. Fractales.
Con el descubrimiento de una nueva geometr´ıa en 1977, debido a la publicacio´n The Fractal
Geometry of Nature por Benoit Mandelbrot, nace una visio´n ma´s clara del mundo en el que
vivimos. Esta geometr´ıa, llamada geometr´ıa fractal, nos descubre feno´menos naturales en su
forma ma´s extraordinaria dejando al descubierto la naturaleza incierta de lo que nos rodea.
Para muchos, el descubrimiento de la geometr´ıa fractal significo´ el poder retratar tantos objetos
que antes eran muy dif´ıcil de imaginar en la pantalla de un computador, o quiza´s, hasta en nuestra
mente. Pero as´ı como es de extraordinario el mundo f´ısico que nos rodea es extraordinario el
conocimiento del hombre, por el cual hoy d´ıa se tiene una idea particular de como clasificar a
muchos de esos objetos bajo un nombre bastante preciso, fractales; estos entes matema´ticos
constituyen el pilar del ana´lisis en la geometr´ıa fractal.
Los fractales poseen dos caracter´ısticas ba´sicas: primero, su autosemejanza, es decir, que tiene
la propiedad de ser copias escalizadas de alguna parte de s´ı mismos probablemente rotadas y
trasladadas. Y como segunda caracter´ıstica, los fractales poseen una dimensio´n no entera, esto
significa que ellos son completamente diferentes de las gra´ficas de l´ıneas y secciones co´nicas que
se aprenden en un curso elemental de Geometr´ıa Euclidiana.
Pero esta definicio´n de dimensio´n no es aquella que se aprende en un curso de geometr´ıa vectorial
o topolog´ıa sujetas a espacios vectoriales y cubrimientos abiertos del espacio respectivamente.
Para calcular la dimensio´n de los entes fractales, Felix Hausdorff en el an˜o 1918 generaliza las
ideas de Carathe´odory formalizando lo que hoy se conoce como la dimensio´n Hausdorff.
En esta seccio´n no se da la definicio´n formal de dimensio´n Hausdorff (ver detalles en la tercera
parte de este escito), ma´s bien se presenta una variante de ella conocida como la dimensio´n por
conteo de cajas original—que sera´ suficiente para ilustrar algunos ejemplos de (Box-Couting)—
que en la mayor´ıa de los casos coincide con la fractales en el plano y dar una definicio´n de los
mismos.
1.1. Dimensio´n fractal
Definicio´n 1.1. Sea A = {x | x ∈ R} un conjunto de puntos. Se obtiene una copia escalizada
de e´ste si se opera el conjunto A con un r ∈ [0, 1], tal que rA = {rx}. Entonces un conjunto A
es autosemejante cuando es la unio´n de N conjuntos que son congruentes con rA.
Definicio´n 1.2. Sea (X, d) un espacio me´trico y A un subconjunto de X . El dia´metro de A es:
diamd(A) := sup{d(a, a′), a, a′ ∈ A}.
Se escribira´ diam en vez de diamd cuando no haya confusio´n.
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Definicio´n 1.3. Se llama recubrimiento de un conjunto E en un espacio me´trico (X, d) a la
coleccio´n {Gα} de subconjuntos de X , tales que
E ⊂
⋃
α
Gα.
Definicio´n 1.4. Sea A ⊂ R2, δ > 0 un nu´mero real positivo y Nδ(A) el menor nu´mero de
subconjuntos de dia´metro a lo ma´s δ que cubren a A. Entonces se define D, la dimensio´n fractal
(o caja) como:
D(A) = l´ım
δ→0
lnNδ(A)
ln1/δ
Ejemplo 1.5. El conjunto de Cantor.
Este conjunto se define cla´sicamente como el resultado de un proceso de sustraccio´n de abiertos
sobre el intervalo [0, 1]. En efecto, dado el intervalo cerrado [0, 1] se extrae de e´l la tercera parte
central, esto es (1/3, 2/3), lo que deja dos segmentos de recta cada uno de longitud tres veces
menor que el inicial, se toman estos dos segmentos y se repite el proceso inicial efectuado a [0, 1]:
a los intervalos cerrados [0, 1/3] y [2/3, 1] se les extrae sus terceras partes centrales (1/9, 2/9)
y (7/9, 8/9). De esta manera se continua indefinidamente para obtener as´ı el El Conjunto de
Cantor C, formado por todos aquellos puntos que quedan al final de todas las extracciones.
Anotaciones puntuales e importantes del conjunto de Cantor, C son:
Es no vac´ıo, pues, al final de todas las extracciones quedan por lo menos los puntos ex-
tremos de los intervalos.
Es cerrado, ya que C resulta ser la interseccio´n infinita de cerrados.
Es compacto, pues, es cerrado y acotado en R.
Observe que el conjunto de Cantor puede ser descompuesto en dos subconjuntos distintos, estos
son, la parte comprendida en el intervalo [0, 1/3] y la parte comprendida en el intervalo [2/3, 1],
subconjuntos que resultan ser semejantes al conjunto original C, teniendo como u´nica diferencia
que son un tercio ma´s pequen˜os que el conjunto original C (es decir, r = 1/3 en la definicio´n
1.1, nota´ndose as´ı, la primera caracter´ıstica que identifica un fractal, la autosemejanza.
Para el conjunto de Cantor, segu´n la definicio´n 1.4 Nδ(C) = 2 y bδ = 1/3, as´ı que:
D(C) = l´ım
δ→0
ln2
ln3
/∈ Z,
donde Nδ es el nu´mero de nuevos segmentos en el proceso inicial y δ es el factor de escala
de reduccio´n del conjunto inicial, concluyendo que la dimensio´n del conjunto de Cantor es un
nu´mero no entero.
Ejemplo 1.6.
La Curva de Koch.
El proceso mediante el cual se genera este conjunto es totalmente inverso a la creacio´n del
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conjunto de Cantor, pues en vez de hacer sustracciones, se hacen adiciones. En efecto, se parte
de un segmento de recta (de longitud uno por simplicidad) del cual se extrae la tercera parte
central reemplazandola por un tria´ngulo equila´tero al cual se le suprime la base, este tria´ngulo
tiene lados de longitud 1/3. Se aplica el mismo proceso con cada segmento de recta presente en
las iteraciones; siguiendolo indefinidamente se obtiene una curva de longitud infinita llamada,
La Curva de Koch y se denota por K.
No´tese que cada cuarta parte de la curva K es una versio´n reducida de toda la curva, es decir,
K es autosemejante, con r = 1/3, as´ı que: Nδ(K) = 4 y δ = 1/3, por tanto:
D(K) = l´ım
δ→0
ln4
ln3
/∈ Z.
Definicio´n 1.7. Dado A ⊂ R2, se dice que A es un fractal si es autosemejante y su dimensio´n
fractal es un nu´mero no entero.
En la construccio´n de los anteriores fractales, se escogio´ una figura inicial y aplicando cierto
proceso se obtuvo una figura final (frecuentemente el objeto fractal), en esta aplicacio´n resultan
involucradas ciertas funciones de reemplazo o sustitucio´n, las cuales se llevan al infinito (se
aplican indefinidamente).
Por ejemplo, con el conjunto de Cantor C, se parte de la figura o conjunto inicial I = [0, 1], al
definir
f0 : R −→ R
t → f0(t) = t3
y
f1 : R −→ R
t → f1(t) = t + 23
se tiene que:
f0(I) = [0, 1/3] y f1(I) = [2/3, 1].
Iterando el proceso, al final se obtiene:
C =
⋃
(fi ◦ fj ◦ · · · )(I).
Para la curva de Koch, seal un segmento de recta de longitud uno, al definir:
g0 : R2 −→ R2
(x, y) → g0(x, y) = (x3 ,
y
3
)
= A0
[
x
y
]
, donde A0 =
[
1/3 0
0 1/3
]
.
g1 : R2 −→ R2
(x, y) → g1(x, y) = (x−
√
3y + 2
6
,
√
3x + y
6
)
= A1
[
x
y
]
+
[
1/3
0
]
, donde A1 =
[
1/6 −√3/6√
3/6 1/6
]
.
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g2 : R2 −→ R2
(x, y) → g2(x, y) = (x+
√
3y
6
+
1
2
,
−√3x + y
6
+
√
3
6
)
= A2
[
x
y
]
+
[
1/2√
3/6
]
, donde A2 =
[
1/6
√
3/6
−√3/6 1/6
]
.
g3 : R2 −→ R2
(x, y) → g3(x, y) = (x + 23 ,
y
3
)
= A3
[
x
y
]
+
[
2/3
0
]
, donde A3 =
[
1/3 0
0 1/3
]
.
Iterando estas funciones se obtiene al final:
K = ⋃(gi ◦ gj ◦ gk ◦ gl ◦ · · · )(l).
Las funciones involucradas en estos procesos tienen caracter´ısticas comunes y resultan tener una
dina´mica especial, fue J. Hutchinson [2] en el 1981 el primero en estudiar estos sistemas de
funciones, creando los sistemas iterados de funciones y obteniendo una unidad dentro de todo
aquel proceso de creacio´n de figuras nuevas tanto en el a´mbito matema´tico como computacional.
Definicio´n 1.8. Una funcio´n f : X −→ X , en el espacio me´trico (X, d) es una contraccio´n si
existe un nu´mero 0 ≤ r < 1, tal que
d(f(x), f(y))≤ rd(x, y), ∀x, y ∈ X,
r es el factor de contraccio´n.
Definicio´n 1.9. Una funcio´n S : X −→ X en el espacio me´trico (X, d), es una semejanza si
d(S(x), S(y)) = rd(x, y), ∀x, y ∈ X
y algu´n r fijo.
Definicio´n 1.10. Un sistema iterado de funciones (SIF) sobre un espacio me´trico completo
(X, d) es una coleccio´n finita
F = {f1, f2, . . . , fn}
de funciones contractivas de (X, d) en s´ı mismo; cada una con factor de contraccio´n ri respec-
tivamente. El factor de contraccio´n para F esta´ definido por
r = ma´x{ri | i = 1, 2, . . . , n}.
Observacio´n 1.11. Algunos autores usan SIF “Hiperbo´lico” para distinguir la anterior defini-
cio´n de una mucho ma´s simple, dada como una coleccio´n finita de funciones que actu´a sobre un
conjunto arbitrario.
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As´ı las cosas, para la construccio´n del conjunto de Cantor se tiene el sistema iterado de funciones
F = {f0, f1} sobre el espacio me´trico (R, dμ) tal que C =
⋃
fi∈F
fi(C),
en este caso se dice que C es el invariante del sistema F .
Y para la curva de Koch, dado el espacio me´trico (R2, dμ) y las funciones go, g1, g2, y g3 definidas
antes, se tiene que el SIF para K es
G = {g0, g1, g2, g3} tal que K =
⋃
gi∈K
gi(K).
Definicio´n 1.12. El conjunto invariante para una coleccio´n finita de funciones contractivas F
es el u´nico conjunto compacto no vac´ıo K ⊂ X que es invariante bajo la accio´n de los elementos
de F , esto es:
K =
⋃
f∈F
(K).
John E. Hutchinson en su art´ıculo fractal and self-similarity, ver seccio´n 3.1 de [1] , garantiza la
existencia de tales conjuntos invariantes. En efecto,
Teorema 1.13. Dado F = {f1, f2, . . . , fn} un conjunto finito de contracciones sobre un espa-
cio me´trico completo, entonces existe un u´nico conjunto compacto no vac´ıo K, invariante con
respecto a F , es decir que:
K =
n⋃
i=1
Fi(K).
1.2. El espacio de los fractales
A partir de un espacio me´trico completo (X, d), es posible construir otro espacio me´trico com-
pleto cuyos puntos sean subconjuntos del primero.
Definicio´n 1.14. Dado un espacio me´trico completo (X, d), el espacio de los fractales es la
pareja (H(X), dh), donde H(X) es el conjunto de partes compactas de X diferentes de vac´ıo, y
dh es la distancia Hausdorff definida por:
dh(A,B) = ma´x{d(A,B), d(B,A)} para todo A,B ∈ H(X),
con d(A,B) = supa∈A{infb∈B{d(a, b)}}.
Definicio´n 1.15. Sea f : X −→ X una funcio´n en el espacio me´trico (X, d), se dice que x0 es
un punto fijo de f si
f(x0) = x0.
De esta manera, dado el espacio me´trico de los fractales (H(X), dh) es posible hallar en e´l un
comportamiento adecuado para la convergencia de algunas funciones que generan fractales, esto
se logra por medio del
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Teorema 1.16 (Completez del espacio de los fractales). Sea (X, d) un espacio me´trico
completo, entonces (H(X), dh) es un espacio me´trico completo y adema´s si {An}∞n=1 ∈ H(X) es
una sucesio´n de cauchy, entonces A = l´ımn→∞ An se puede caracterizar como
A = {x ∈ X | existe una sucesio´n de cauchy {xn} ∈ An que converge a x}.
Para demostraciones al respecto ver [2] y [7].
Los puntos fijos de una funcio´n constituyen la base del ana´lisis de los fractales, pues estos surgen
de funciones en el espacio de los fractales definido anteriormente. Un teorema bastante conocido
en la teor´ıa de los sistemas dina´micos es el teorema del punto fijo (ver [8]) que garantiza la
existencia y unicidad de aquellos puntos.
Teorema 1.17 (Teorema del punto fijo). Sea f : X −→ X una funcio´n contractiva definida
sobre un espacio me´trico completo (X, d). Entonces f tiene un u´nico punto fijo x0 ∈ X y,
adema´s, para cualquier x ∈ X la sucesio´n {f◦n(x)}∞n=0 converge a x0, esto es, l´ımn→∞ f◦n(x) =
x0 para todo x ∈ X .
Donde f◦n denota la composicio´n de f consigo mismo n-veces, es decir,
f◦n = f ◦ f ◦ · · · ◦ f︸ ︷︷ ︸
n−veces
.
Ahora veamos como surgen las funciones contractivas en el espacio me´trico de los fractales.
Definicio´n 1.18. Sea f : X −→ X una funcio´n contractiva con factor de contraccio´n s y (X, d)
un espacio me´trico completo. Entonces
f˜ : H(X) −→ H(X), definida como f˜(A) = {f(x) | x ∈ A} para todo A ∈ H(X)
es una funcio´n contractiva en (H(X), dh) con factor de contraccio´n s.
Definicio´n 1.19. Se define el operador
W : H(X) −→ H(X) como W (M) =
n⋃
i=1
wi(M),
para todo M ∈ H(X) y toda coleccio´n finita de contracciones {wi | i = 1, 2, . . . , n} en el espacio
de los fractales H(X), con factor de contraccio´n si, respectivamente.
El operador W resulta ser una aplicacio´n contractiva con factor de contraccio´n
s = ma´x{si | i = 1, 2, . . . , n}.
Debido a la completez del espacio me´trico de los fractales (H(X), dh) y el teorema del punto
fijo, se concluye que W tiene un u´nico punto fijo A ∈ H(X) tal que
A = W (A) =
n⋃
i=1
wi(A),
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a este punto fijo se le llama atractor del SIF o fractal determin´ıstico generado por el SIF W =
{w1, w2, . . . , wn}.
Adema´s, para cualquier B ∈ H(X)
l´ım
n→∞W
◦n(B) = A.
Nota´ndose as´ı, que el atractor del SIF resulta ser un conjunto invariante para el conjunto de
funciones {wi, i = 1, 2, . . . , n}, por tanto muchos conjuntos de tipo fractal se pueden obtener
como el atractor de un SIF.
2. Los sistemas iterados de funciones en el grupo de Heisenberg.
El estudio del grupo de Heisenberg se motiva en su aparicio´n en el ana´lisis de varias variables
complejas y en la meca´nica cua´ntica.
A continuacio´n se consideran los sistemas iterados de funciones en el grupo de Heisenberg H,
espec´ıficamente el sistema estara´ formado por funciones contractivas afines que actu´an sobre el
grupo de Heisenberg, y que surgen como levantamientos de funciones afines en el plano.
Se considera el grupo de Heisenberg H = (R3, ∗) como un grupo homoge´neo dotado de la
distancia de Heisenberg dH.
Definicio´n 2.1. Sea H = R2 × R. El par (H, ∗), donde ∗ es la operacio´n definida por:
(x, t) ∗ (x′, t′) = (x + x′, t+ t′ + 2〈x, Jx′〉)
con J : R2 −→ R2 dada por J(x1, x2) = (−x2, x1), y 〈, 〉 el producto interno usual de R2, se
llama el grupo de Heisenberg y se denota por H.
Observacio´n 2.2. Los elementos neutro e inverso del grupo H son respectivamente, 0 = (0, 0, 0)
y p−1 = −p, para todo p ∈ H.
Definicio´n 2.3. La funcio´n | · |H : H −→ R definida por
|(x, t)|H := (‖x‖4 + t2)1/4 (2.3.1)
para todo x ∈ R2, t ∈ R, es la norma de Heisenberg.
Definicio´n 2.4. La funcio´n dH : H× H −→ R definida por
dH(p, q) := |p−1 ∗ q|, (2.4.1)
donde ∗ denota la ley del grupo y | · |H la norma de Heisenberg, es la me´trica o distancia de
Heisenberg. A (H, dH) se le llama el espacio me´trico de Heisenberg.
Esta distancia o me´trica es homoge´nea, esto es, dH(δrp, δrq) = rdH(p, q) donde δr : H −→ H, r >
0 es la dilatacio´n de Heisenberg (ver ejemplo 2.18)
Definicio´n 2.5. La funcio´n
τp0 : H −→ H
definida por τp0(p) = p0 ∗ p , con p0 ∈ H, se llama traslacio´n a izquierda.
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Definicio´n 2.6. Una transformacio´n af´ın W en R2 es una composicio´n de una transformacio´n
lineal y una traslacio´n, esto es:
W (x, y) =
[
a b
c d
] [
x
y
]
+
[
e
f
]
,
donde la transformacio´n lineal esta´ representada por la matriz
[
a b
c d
]
(con respecto a la base
cano´nica de R2) y la traslacio´n esta´ representada por el vector (e, f).
Definicio´n 2.7. Sea f : R2 −→ R2. Una funcio´n F : H −→ H se llama un levantamiento de f
si:
π ◦ F = f ◦ π.
Aqu´ı π : H −→ R2, denota la funcio´n proyeccio´n
π(x, t) = x.
Las transformaciones afines son muy u´tiles, ya que estas permiten realizar escalamiento en cada
eje, rotaciones, reflexiones y traslaciones de ima´genes.
Observacio´n 2.8. Para que una transformacio´n af´ın sea una funcio´n contractiva se requiere
que la norma de la matriz asociada a la parte lineal sea menor que uno.
Para asegurar que el estudio de SIF en el grupo de Heisenberg tiene un contenido no-trivial,
es necesario garantizar la existencia de endomorfismos lipschitzianos adecuados en el grupo de
Heisenberg.
Definicio´n 2.9. Una funcio´n f : X −→ X se llama r-lipschiziana, r > 0 si
d(f(x), f(y))≤ r · d(x, y) para todo x, y ∈ X. (2.9.1)
Adema´s, f es lipschitziana si es r-lipschitziana para algu´n r <∞. El ı´nfimo de todos los r tales
que (2.9.1) se satisface para todo x, y ∈ X se llama la constante de Lipschitz de f ; y se denota
por LIP (f).
Definicio´n 2.10 (Desigualdad de Hadamard). Si A ∈Mn(C)+, entonces
detA ≤
n∏
i=1
aii.
En el caso de matrices reales, si A > 0 (es decir, que para cada i, j, aij > 0), la igualdad vale si
y solo si A es diagonal.
Observacio´n 2.11. Dado f : Rn −→ Rn una funcio´n r-lipschitziana y diferenciable, la de-
sigualdad de Hadamard implica que
|detDf(x)| ≤ rn, (2.11.1)
casi en todas parte, es decir, que satisface (2.11.1) excepto en un conjunto de medida cero.
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Definicio´n 2.12. Un sistema iterado de funciones afines (SIFA) consiste de un sistema de
funciones contractivas afines.
Definicio´n 2.13. Un sistema iterado horizontal de funciones es una coleccio´n de contracciones
del grupo de Heisenberg H, con respecto a la me´trica de Heisenberg y se denota por FH.
Definicio´n 2.14. Los conjuntos invariantes KH, para sistemas iterados de funciones horizontal
FH, se conocen como fractales horizontales.
Si una funcio´n af´ın de R3 es lipschitziana con respecto a dH, entonces esta debe tener una forma
especial, de hecho, esta necesariamente aparece como un levantamiento de una funcio´n af´ın de
R
2.
Proposicio´n 2.15. Sea F : R3 −→ R3 una funcio´n af´ın de la forma
F (x, t) = (Ax + ta + b, 〈d, x〉+ ct+ τ)
donde A es una matriz real 2 × 2, a, b, d ∈ R2 y c, τ ∈ R2. Entonces F es lipschitziana con
respecto a la distancia de Heisenberg dH, si y solo si las siguientes relaciones se cumplen
a = (0, 0), d = −2ATJb, c = detA. (2.15.1)
Demostracio´n. ⇒) Supongamos que F es lipschitziana, veamos que (2.15.1) se cumple.
En efecto, si F es lipschitziana, Sea L = LIP (F ), entonces
dH
(
F (0, 0), F (x, t)
)≤ LdH((0, 0)(x, t))
para todo (x, t) ∈ R2 ×R.
Utilizando (2.3.1) y (2.4.1) resulta:
dH
(
(b, τ), (Ax+ t · a + b, 〈d, x〉+ ct+ τ))
=
∣∣(−b,−τ) ∗ (Ax + t · a + b, 〈d, x〉+ ct+ τ)∣∣
H
=
∣∣∣∣(Ax + t · a, 〈d, x〉+ ct+ 2〈−b, J(Ax+ t · a + b)〉)
∣∣∣∣
H
.
Ahora bien,
〈x, Jy〉 = −〈Jx, y〉.
En efecto, si x = (x1, x2) y y = (y1, y2)
〈x, Jy〉 = 〈(x1, x2), (−y2, y1)〉
= −x1y2 + x2y1
= −(y1(−x2) + (x1)y2)
= −〈(−x2, x1), (y1, y2)〉
= −〈Jx, y〉,
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y 〈x, Jx〉 = 0, puesto que 〈
(x1, x2), (−x2, x1)
〉
= −x1x2 + x2x1 = 0.
Luego
dH
(
(b, τ), (Ax+ t · a + b, 〈d, x〉+ ct + τ)) =
=
∣∣(−b,−τ) ∗ (Ax + t · a + b, 〈d, x〉+ ct+ τ)∣∣
H
=
∣∣∣(Ax + t · a, 〈d, x〉+ ct+ 2〈−b, J(Ax+ t · a + b)〉)∣∣∣
H
=
∣∣∣(Ax + t · a, 〈d, x〉+ ct+ 2〈Jb, b〉+ 2〈Jb, Ax+ t · a〉)∣∣∣
H
=
∣∣∣(Ax + t · a, 〈d, x〉+ ct+ 2〈Jb, Ax+ t · a〉)∣∣∣
H
=
[
‖Ax + t · a‖4 + (〈d, x〉+ ct+ 2〈Jb, Ax+ t · a〉)2]1/4.
Por tanto
‖Ax + t · a‖4 + (〈d, x〉+ ct + 2〈Jb, Ax+ t · a〉)2 ≤ L4(‖x‖4 + t2)
para todo (x, t) ∈ R2 ×R.
Ahora, para x = 0, se tiene que:
‖t · a‖4 + (ct+ 2〈Jb, t · a〉)2 ≤ L4 · t2 para todo t ∈ R.
As´ı que, a = (0, 0), pues t · a = 0 para todo t ∈ R.
Por otra parte, para t = 0, se tiene que:
‖Ax‖4 + (〈d, x〉+ 2〈Jb, Ax〉)2 ≤ L4 · ‖x‖4 para todo x ∈ R
as´ı, (〈d, x〉+ 2〈Jb, Ax〉)2 ≤ L4‖x‖4 para todo x ∈ R2∣∣〈d, x〉+ 2〈Jb, Ax〉∣∣ ≤ L2‖x‖2, de donde∣∣〈d, x〉+ 2〈A∗Jb, x〉∣∣ ≤ L2‖x‖2
pero como A ∈M2(R), entonces A∗ = AT = AT , luego∣∣〈d, x〉+ 2〈ATJb, x〉∣∣ ≤ L2‖x‖2 para todo x ∈ R2∣∣〈d + 2ATJb, x〉∣∣ ≤ L2‖x‖2
de manera que
〈d+ 2ATJb, x〉 = 0 para todo x ∈ R2.
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Concluyendo que:
d = −2ATJb.
Por otro lado 〈
Ax1, JA(x2 − x1)
〉
= −〈JAx1, A(x2− x1)〉
= −〈JAx1, Ax2 −Ax1〉
= −〈JAx1, Ax2〉+ 〈JAx1, Ax1〉
es decir, que: 〈
Ax1, JA(x2 − x1)
〉
= 〈Ax1, JAx2〉. (2.15.2)
Ahora, tomando la matriz A como A =
[
a b
c d
]
y los vectores x1, x2 como x1 = (x11, x12) y
x2 = (x21, x22) se tiene que:
〈Ax1, JAx2〉 =
〈[
a b
c d
] [
x11
x12
]
, J
[
a b
c d
] [
x21
x22
]〉
=
〈
(ax11 + bx12, cx11 + dx12), J(ax21 + bx22, cx21 + dx22)
〉
= 〈(ax11 + bx12, cx11 + dx12), (−cx21− dx22, ax21 + bx22)〉
= −ax11cx21 − adx11x22 − bcx12x21 − bdx12x22
+ cax11x21 + bcx11x22 + dax12x21 + dbx12x22
= (ad− bc)x12x21 − x11x22(ad− bc)
= detA(x12x21 − x11x22)
= detA
〈
(x11, x12), (−x22, x21)
〉
= detA〈x1, Jx2〉
es decir, que:
〈Ax1, JAx2〉 = detA〈x1, Jx2〉. (2.15.3)
Concluyendo de (2.15.2) y (2.15.3) que:〈
Ax1, JA(x2 − x1)
〉
= 〈Ax1, JAx2〉 = detA〈x1, Jx2〉.
Entonces, usando estas u´ltimas identidades, las relaciones encontradas antes y la condicio´n de
Lipschitz sobre F para los puntos (x1, t1) y (x2, t2), se tiene:∣∣∣(A(x2 − x1), c(t2 − t1)− 2detA〈x1, Jx2〉)∣∣∣
H
≤ L
[
‖x2 − x1‖4 +
(
t2 − t1 − 2〈x1, Jx2〉
)2]1/4
entonces,
‖A(x2 − x1)‖4 +
(
c(t2 − t1)− 2detA〈x1, Jx2〉
)2 ≤ L4[‖x2 − x1‖4 + (t2 − t1 − 2〈x1, Jx2〉)2]
de donde, (
c(t2 − t1)− 2detA〈x1, Jx2〉
)2 ≤ L4[‖x2 − x1‖4 + (t2 − t1 − 2〈x1, Jx2〉)2].
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Escogiendo t2− t1 = 2〈x1, Jx2〉, donde x1 = 0 y x2 = x1+ s ·Jx1 , para cualquier s ∈ R, se tiene
que: (
2c〈x1, Jx2〉 − 2detA〈x1, Jx2〉
)2 ≤ L4(‖x2 − x1‖4) (2.15.4)
pero
〈x1, Jx2〉 = −〈Jx1, x2〉
= −〈Jx1, x1 + s · Jx1〉
= −〈Jx1, x1〉 − 〈Jx1, s · Jx1〉
= −s〈Jx1, Jx1〉
= −s‖Jx1‖2.
Entonces (2.15.4) se convierte en
4
(〈x1, Jx2〉)2(c− detA)2 ≤ L4‖s · Jx1‖4, luego
4
(−s‖Jx1‖2)2(c− detA)2 ≤ L4|s|4‖Jx1‖4, as´ı las cosas
4(c− detA)2 ≤ L4|s|2 para todo s ∈ R.
Dado que s es arbitrario, se obtiene que c = detA.
⇐) Supongamos que las condiciones (2.15.1) se satisfacen, veamos que F es lipschitziana, es
decir, que F es r-lipschitziana para algu´n r <∞. En efecto, como
F (x, t); = (Ax + t · a + b, 〈d, x〉+ ct+ τ),
as´ı, que para todo (x, t), (y, s) ∈ R2 × R
dH
(
F (x, t), F (y, s)
)
≤ dH
[(
Ax + b,−2〈Jb, Ax〉+ detA t + τ), (Ay + b,−2〈Jb, Ay〉+ detA s + τ)]
=
∣∣(Ay −Ax, detA(s− t) − 2〈Jb, Ay〉+ 2〈Jb, Ax〉)− 2〈Ax+ b, J(Ay + b)〉∣∣
H
=
[
‖A(y − x)‖4 + (detA(s− t)− 2〈Jb, Ay〉+ 2〈Jb, Ax〉+ 2〈JAx, Ay〉+ 〈JAx, b〉+ 2〈Jb, Ay〉+
2〈Jb, b〉)2]1/4
=
[
‖A(y − x)‖4 + (detA(s − t)− 2detA〈x, Jy〉)2]1/4 .
Entonces,
d
1/4
H
(
F (x, t), F (y, s)
)
= ‖A(y − x)‖4 + (detA(s− t)− 2detA〈x, Jy〉)2.
Dada la matriz A ∈ M2(R), existe M ∈ R+ tal que ‖A‖ ≤ M , adema´s, para la funcio´n
f : R2 −→ R2 definida por f(x) = Ax + b se tiene que para cualquier x, y ∈ R2, d(f(x), f(y))=
d(Ax + b, Ay + b) =
∣∣A(x− y)∣∣ ≤M |y − x| = Md(x, y), es decir,
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d
(
f(x), f(y)
) ≤Md(x, y), para todo x, y ∈ R2,
con lo que la funcio´n f es lipschitziana, luego aplicando la desigualdad (2.11.1) a la funcio´n
f(x) = Ax + b se encuentra que:
|detA| ≤M2, esto es, (detA)2 ≤M4.
As´ı las cosas,
[
dH
(
F (x, t), F (y, s)
)]1/4
≤M4‖x− y‖4 + M4(s − t− 2〈x, Jy〉)2
= M4
(
‖x− y‖4 + (s − t− 2〈x, Jy〉)2)
obtenie´ndose:
dH
(
F (x, t), F (y, s)
)
= Md
(
(x, t), (y, s)
)
para todo (x, t), (y, s) ∈ R2 ×R
concluyendo que F es lipschitziana. 
Ahora bien, para cualquier funcio´n f : R2 −→ R2 lipschitziana, muchas funciones diferentes
F : H −→ H sirven como levantamientos de f . Sin embargo, si se adiciona que F sea lipschitziana
con respecto a dH, entonces F queda determinada en forma u´nica por las formulas:
F (x, t) : =
(
f(x), λt+ h0(x)
)
(2.15.5)
∇h0 = 2(λ · J −Df∗ · Jf) (2.15.6)
casi en todas partes.
Ademas, tales levantamientos existen si y solo si detDf es constante casi en todas partes, tales
levantamientos no son u´nicos, de hecho, cualquier dos levantamientos de una funcio´n en R2
difieren solamente por adicio´n de una constante.
El siguiente teorema comprueba este hecho.
Sea c = (2 +
√
3h)1/4 ≈ 1,3899 . . .
Teorema 2.16 (Existencia y unicidad de levantamientos lipschitzianos horizontales).
Sea f : R2 −→ R2 r-lipschitziana con detDf ≡ λ casi en todas partes. Entonces existe un
levantamiento cr-lipschitziano F : H −→ H.
Si F˜ es otro levantamiento lipschitziano de f , entonces F˜ (x, t) = F (x, t+ τ) para algu´n τ ∈ R.
Rec´ıprocamente, si f : R2 −→ R2 es lipschitziana con levantamiento lipschitziano, entonces
existe λ ∈ R tal que detDf ≡ λ casi en todas partes.
Demostracio´n. ⇐)Asuma que f es una funcio´n de Lipschitz de R2 con levantamiento lips-
chitziano F en H. Por el teorema de Rademacher, f es diferenciable casi en todas partes. El
teorema de diferenciabilidad de Pansu [9] implica que F es p-diferenciable en casi todo punto p0
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de H. Por definicio´n, esto significa que existe un homomorfismo homoge´neo DPF (p0) : H −→ H
tal que
δ1/ ◦ τ−1F (p0) ◦ F ◦ τp0 ◦ δ (2.16.1)
converge localmente y uniformemente a DPF (p0) cuando  → 0. El p-diferencial de F en p0 es
el homomorfismo de grupo DPF (p0).
Escoja un punto p0 = (x0, t0) ∈ H tal que f es diferenciable en x0 y F es Pansu-diferenciable
en p0 como tambie´n en (x0,−t0) (esta ultima restriccio´n es solamente un detalle te´cnico que se
usara en (2.16.3). Casi todo punto p0 es de este tipo.
El objetivo, es hallar el p-diferencial DPF en p0. La proyeccio´n π conmuta por todo (2.16.1), de
donde
π ◦DPF (p0) = Df(x0) ◦ π. (2.16.2)
Dado que DPF (p0) es un homomorfismo de grupo, y en particular un endomorfismo lipschitziano
de H, se tiene, por la proposicio´n (2.15),
DPF (p0)(ej, 0) = (∂xjf(x0), 0) j = 1, 2,
y DPF (p0)(0, 1) = (0, μ), donde μ = detDf(x0).
As´ı,
DPF (p0) =
(
Df(x0) 0
0 detDfxo
)
.
Dado que F es un levantamiento de f , se puede escribir F (x, t) =
(
f(x), h(x, t)
)
. Para hallar
una formula para h : H −→ H, se usa la t-coordenada de DPF en (2.16.1) para obtener
l´ım
→0
−2
(
h(x0 + x, t0 + 2〈x0, Jx〉+ 2t)
−h(x0, t0)− 2
〈
f(x0), Jf(x0 + x)
〉)
= detDf(x0) · t
(2.16.3)
para todo (x, t) ∈ H. Tomando x = 0, se halla que
∂
∂t
(
h(x0, t0)
) · t = detDf(x0) · t
para todo t ∈ R, y por tanto
h(x0, t0) = detDf(x0) · t0 + h0(x0) (2.16.4)
para algu´n h0 : R2 −→ R. Note que (2.16.4) se cumple para todo t0 ∈ R y a priori solamente
para casi todo x0 ∈ R2. La funcio´n h0 es tambie´n a priori solamente definida casi en todas
partes.
Sin embargo, dado que h es una funcio´n continua se obtiene de (2.16.4) que h0 y as´ı λ(x0) :=
detDf(x0), son ambas continuas en casi todo x0. Adema´s, estas funciones tienen extensiones
continuas tales que (2.16.4) se cumple en todas partes. En lo que sigue se trabaja con estas
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extensiones continuas de h0 y λ y bajo la afirmacio´n de que (2.16.4) se cumple en todas partes.
Ahora, sea t = 0 en (2.16.3), se baja un factor de  en el denominador y se usa (2.16.4) para
obtener:
l´ım
→0
(
h0(x0 + x)− h0(x0) + t0
(
λ(x0 + x)− λ(x0)
)

+ 2〈x0, Jx〉λ(x0 + x)
)
= 2
〈
f(x0), J(Df(x0)x)
〉
.
Usando la igualdad de arriba una vez con t0 y otra con −t0 y sumando, se deduce que
l´ım
→0
h0(x0 + x)− h0(x0)

= 2
〈
f(x0), J(Df(x0)x)
〉− 2〈x0, Jx〉 · λ(x0)
= 2
(
λ(x0)〈Jx0, x〉 − 〈Df(x0)∗ · Jf(x0), x〉
)
.
As´ı, se muestra que Δh0(x0) existe y satisface
∇h0(x0) = 2
(
λ(x0)J(x0)−Df(x∗0 · Jf(x0))
)
(2.16.5)
para casi todo x0.
Se mostrara ahora que detDf es casi en todas partes una constante. Para esto se recuerda
(2.16.3) y se usa la formula expl´ıcita para h de (2.16.4) para obtener
l´ım
→0
−2
(
(λ(x0 + x)− λ(x0))(t0 + 2〈x0, Jx〉) + h0(x0 + x)− h0(x0)
+2λ(x0)〈x0, Jx〉 − 2〈f(x0), Jf(x0 + x)〉
)
= 0
de donde se obtiene, bajando un factor de  en el denominador,
l´ım
→0
λ(x0 + x)− λ(x0)

t0 = 2〈f(x0), J(Df(x0)x)〉 − 2λ(x0)〈x0, Jx〉 − ∇h0(x0)x
= 0
para todo x ∈ R2. Por tanto, de (2.16.5), λ(x0) = detDf(x0) ≡ λ para casi todo x ∈ R2.
Usando la continuidad de λ se ve que λ es constante.
⇒) Ahora, solo basta probar que siempre existe un levantamiento lipschitziano tal que detDf ≡
λ.
Asuma que f es r-lipschitziana, la desigualdad (2.11.1) nos da que |λ| ≤ r2.
Colo´quese
F (x, t) =
(
f(x), λt+ h0(x)
)
,
donde h0 esta´ dado(salvo una constante aditiva) por (2.16.5).
Se requiere que F sea cr-lipschitziana en la me´trica dH, donde c = (2 +
√
3)1/4.
Para ver esto se calcula directamente
dH
(
F (x, t), F (y, s)
)4 = |f(y)− f(x)|4 + |λ(s− t) + h0(y)− h0(x)− 2〈f(x), Jf(y)〉|2.
La parte dif´ıcil de la prueba sera´ estimar el segundo te´rmino del lado derecho en la anterior
ecuacio´n. Por tanto sea
A := λ(s− t) + h0(y)− h0(x)− 2〈f(x), Jf(y)〉.
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Estimando la expresio´n de arriba se hace uso de (2.16.5) que se cumple casi en todas partes.
Para hacer los ca´lculos formalmente correctos se imponen algunas restricciones iniciales en los
puntos x, y ∈ R2. Se fija primero x ∈ R2 y un valor ρ. Dado que (2.16.5) se cumple casi en todas
partes se cumple que para y en un conjunto L1-medible completamente sobre la circunferencia
∂B(x, ρ), (2.16.5) se cumple en los puntos
x0 = ξ(t) =
y − x
|y − x| t+ x
para L1.
En lo que sigue se trabaja con los puntos x, y ∈ R2.
Se hace f = (u, v). Dado que h0 es pre-escrita por su gradiente, es natural escribir
h0(y)− h0(x) =
∫ |y−x|
0
〈∇h0(ξ(t, ξ′(t))〉dt
= 2
∫ |y−x|
0
〈v(ξ)∇u(ξ)− u(ξ)∇v(ξ), ξ′〉dt+ 2λ
∫ |y−x|
0
〈J(ξ), ξ′〉dt
= 2
∫ |y−x|
0
〈v(ξ)∇u(ξ)− u(ξ)∇v(ξ), ξ′〉dt− 2λ〈x, Jy〉.
Similarmente, se escribe〈
f(x), J(f(y))
〉
=
〈
f(x), J(f(y)− f(x))〉
=
∫ |y−x|
0
〈v(x)∇u(ξ)− u(x)∇v(ξ), ξ′〉dt.
Combinando los dos ca´lculos anteriores, se halla
A2 =
∣∣∣∣λ(s− t− 2〈x, Jy〉)
+ 2
∫ |y−x|
0
〈
(v(ξ)− v(x))∇u(ξ)− (u(ξ)− u(x))∇v(ξ), ξ′〉dt∣∣∣∣2.
(2.16.6)
A continuacio´n, sean p y q los exponentes conjugados, es decir, p−1 + q−1 = 1 cuyos valores
exactos se escogen despue´s. Usando la estimacio´n (x+y)2 ≤ px2+qy2, x, y ≥ 0, y |λ| ≤ r2 junto
con la desigualdad de Cauchy-Schwarz, se tiene que:
A2 ≤ pr4(s− t− 2〈x, Jy〉)2
+ 4q
(∫ |y−x|
0
|f(x)− f(ξ)|
√
|∇u(ξ)|2 + |∇v(ξ)|2dt
)2
≤ pr4(s− t− 2〈x, Jy〉)2 + 2qr4|y − x|4
(2.16.7)
dado que f es r-lipschitziana, y por tanto |∇v(ξ)|, |∇u(ξ)| ≤ r2.
Poniendo todo junto, se obtiene
dH
(
F (x, t), F (y, s)
)4 ≤ (2 +√3)r4dH((x, t), (y, s))4.
Dado que la estimacio´n uniforme anterior se cumple para un conjunto denso de (x, t), (y, s), esto
se, se cumple en todas partes, por continuidad. 
495
Memorias XVIII encuentro de geometr´ıa y VI de aritme´tica
Observacio´n 2.17. La proposicio´n (2.15) junto con el teorema anterior, muestran que toda
funcio´n af´ın lipschitziana con respecto a la distancia de Heisenberg surge como un levantamiento
de funciones afines del plano. En efecto, toda funcio´n af´ın de Lipschitz F : H −→ H, surge como
un levantamiento de una funcio´n af´ın f(x) = Ax + b y esta´ dada por
F (x, t) = A˜b
(
x
t
)
+ b˜,
donde
A˜b =
(
A 0
−2(Jb)TA detA
)
, b˜ =
(
x
τ
)
,
y τ es una constante real.
Expl´ıcitamente F (x, t) =
(
f(x), detA · t− 2〈Ax, Jb〉)+ τ .
Verificandose (2.16.7) con h0(y) = −2〈Ay, Jb〉+ τ . En efecto:∣∣h0(y)− h0(x)− 2〈f(x), Jf(y)〉+ 2λ〈x, Jy〉∣∣ = ∣∣−2〈Ay, Jb〉+ τ + 2〈Ax, Jb〉
−τ − 2〈Ax+ b, J(Ay + b)〉+ 2detA〈x, Jy〉∣∣
=
∣∣−2〈Ay, Jb〉+ 2〈Ax, Jb〉
+2〈JAx, b〉+ 2〈Jb, Ay〉+ detA〈x, Jy〉∣∣ = 0.
Para as´ı deducir que la constante de Lipschitz de F como endomorfismo de (H, dH) es igual a
la constante de Lipschitz de f como endomorfismo de (R2, dE).
Ejemplo 2.18. Escoja A = rI, r > 0 (donde I denota la matriz ide´ntica 2 × 2) y b = 0.
Entonces para f(x) = Ax = rI, el levantamiento correspondiente a τ = 0 esta´ dado por
F (x, t) = (Ax + b,−2〈Ax, Jb〉+ τdetA + τ)
= (A, τdetA)
= (rx, τr2)
esto es, F (x, t) = (rx, τr2), llamada la dilatacio´n de Heisenberg.
Ejemplo 2.19. Escoja A = I y b ∈ R2 cualquiera. Entonces para f(x) = Ax + b = x + b, el
levantamiento correspondiente, para τ ∈ R cualquiera esta´ dado por:
F (x, t) = (Ax + b,−2〈Jb, Ax〉+ tdetA + τ)
= (x + b,−2〈Jb, x〉+ t + τ)
= (x + b, t+ τ + 2〈b, Jx〉).
Por la definicio´n de la ley ∗ del grupo de Heisenberg resulta que:
F (x, t) = (b+ x, t+ τ + 2〈b, Jx〉) = (b, τ) ∗ (x, t),
esto es,
F (x, t) = (b, τ) ∗ (x, t)
que resulta ser la traslacio´n a izquierda de Heisenberg.
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Proposicio´n 2.20. Sean f1, f2 : R2 −→ R2 funciones de Lipschitz con
detDfi ≡ λi
casi en todas partes, i = 1, 2. Para cada i = 1, 2, sea Fi un levantamiento lipschitziano de fi.
Entonces F1 ◦ F2 es un levantamiento lipschitziano de f1 ◦ f2.
Demostracio´n. Sea π : H −→ R2 la funcio´n proyeccio´n, entonces
π ◦ (F1 ◦ F2) = π(F1(F2))
= (π ◦ F1) ◦ F2
= (f1 ◦ π) ◦ F2
= (f1 ◦ (π ◦ F2))
= f1 ◦ (f2 ◦ π)
= (f1 ◦ f2) ◦ π.
Concluyendo que
π ◦ (F1 ◦ F2) = (f1 ◦ f2) ◦ π,
en consecuencia, F1 ◦F2 es un levantamiento de f1◦f2. Ahora veamos que F1◦F2 es de Lipschitz.
En efecto, F1 y F2 son de Lipschitz, as´ı que:
dH
(
F1(x, t), F1(y, s)
) ≤ r1dH((x, t), (y, s))
y
dH
(
F2(x, t), F2(y, s)
) ≤ r2dH((x, t), (y, s))
para algu´n r1, r2 > 0 y todo (x, t), (y, s) ∈ R2 ×R. Por tanto
dH
(
(F1 ◦ F2)(x, t), (F1 ◦ F2)(y, s)
)
= dH
(
F1(F2(x, t)), F1(F2(y, s))
)
≤ r1dH
(
F2(x, t), F2(y, s)
)
≤ r1r2dH
(
(x, t), (y, s)
)
,
entonces para r1r2 = r3 > 0, se encuentra que
dH
(
(F1 ◦ F2)(x, t), (F1 ◦ F2)(y, s)
) ≤ r3dH((x, t), (y, s))
para algu´n r3 > 0 y todo (x, t), (y, s) ∈ R2 × R.
Luego, F1 ◦ F2 resulta ser un levantamiento de Lipschitz de f1 ◦ f2. 
Teorema 2.21 (Existencia de SIF horizontales). Sea F = {f1, f2, . . . , fM} un SIF sobre
R2, donde cada fi es ri-lipschitziana para algu´n ri < 1/c y satisface detDfi ≡ λi.
Para cada i sea Fi un levantamiento de fi en H.
Entonces FH = {F1, F2, . . . , FM} es un sistema iterado de funciones sobre H. Se denota por K
y KH los conjuntos invariantes de F y FH respectivamente, de tal manera que:
π(KH) = K (2.21.1)
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Demostracio´n. Por el teorema (2.16) se tiene que los Fi son funciones cri-lipschitzianas para
cada i, as´ı las cosas, para Lip(Fi) = Li se tiene que Li ≤ cri para algu´n ri < 1/c, luego
Li ≤ cri < c( 1c ) = 1, esto es, Li < 1 para cada i.
De manera que Lip(Fi) < 1 para cada i, obtenie´ndose as´ı que cada Fi es una contraccio´n de H,
entonces FH = {F1, F2, . . . , FM} es un SIF sobre H.
Sea K y KH los conjuntos invariantes para F y FH respectivamente, como la funcio´n proyeccio´n
π es continua, y KH es un conjunto compacto, entonces π(KH) es un conjunto compacto no
vacio´ de R2, adema´s
π(KH) = π
(M⋃
i=1
Fi(KH)
)
=
M⋃
i=1
(π ◦ Fi)(KH)
=
M⋃
i=1
(fi ◦ π)(KH)
=
M⋃
i=1
fi(π(KH)),
as´ı,
π(KH) =
M⋃
i=1
fi(π(KH)),
de donde resulta que π(KH) es un conjunto invariante para el SIF dado por F = {f1, f2, . . . , fM},
pero el conjunto invariante para este SIF es u´nico, por tanto π(KH) = K. 
Definicio´n 2.22. Al conjunto invariante KH, se le llama un levantamiento horizontal de K.
Observacio´n 2.23. 1. Cuando las funciones fi F resultan ser contracciones afines del plano,
la condicio´n ri < 1/c se puede debilitar a ri < 1, ya que en este caso las funciones
Fi ∈ FH tiene constante de Lipschitz igual a las funciones fi (ver nota 2.17), y as´ı para
Lip(Fi) = Li, se tiene que Li ≤ ri < 1,concluyendo que Lip(Fi) < 1.
2. Dado que los levantamientos horizontales en H de funciones lipschitzianas no son u´nicos,
se sigue que los levantamientos horizontales de conjuntos invariantes no son u´nicos. En
realidad, dado un SIF F = {f1, f2, . . . , fM} sobre R2 con conjunto invariante K, el espacio
asociado a todos los SIF FH = {F1, F2, . . . , FM} que surgen como levantamientos (y por
tanto todo levantamiento horizontal KH de K)esta´ parametrizado de manera natural por
un espacio Euclidiano M -dimensional, a saber, las t-coordenadas de los puntos fijos de las
funciones que surgen como levantamientos.
Definicio´n 2.24. El levantamiento horizontal principal de un SIF F sobre R2 se define como
el SIF FH sobre H para el que todos los puntos fijos de las funciones que surgen como levan-
tamientos tienen t-coordenada cero.
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3. Dimensio´n.
El matema´tico alema´n Felix Hausdorff, a principios del siglo XX, hace un ana´lisis de dimensio´n,
considerando en primera instancia que los objetos a los cuales se les va a calcular su taman˜o se
subdividan en copias exactas de s´ı mismos, para construir una dimensio´n de auto-semejanza D
de un objeto, como el nu´mero que satisface la ecuacio´n NrD = 1, pero como no todos los objetos
mantienen esta propiedad de estar subdivididos en copias exactas de s´ı mismos, Hausdorff ma´s
adelante define lo que hoy se conoce como la dimensio´n Hausdorff, y con ella resuelve el problema
de estimar el taman˜o de los objetos fractales.
Definicio´n 3.1. Sea r un factor de escala cualquiera en el que se ha subdividido un objeto A en
N copias de s´ı mismo, entonces la dimensio´n de auto-semejanza D, es el nu´mero que satisface:
NrD = 1.
Definicio´n 3.2. Sea O(n) el grupo ortogonal de matrices de orden n × n. El grupo ortogonal
especial esta dado por:
SO(n) = {A ∈ O(n) | detA = 1}
Definicio´n 3.3. Sea SO(n) el grupo ortogonal especial de matrices de orden n × n. El grupo
conforme esta dado por:
CO+(n) = {A ∈Mn×n : A = ρR, donde ρ ∈ R+ y R ∈ SO(n)}
Definicio´n 3.4. Sea A una coleccio´n finita de elementos en el grupo conforme CO+(n), la
dimensio´n de semejanza de A, es el u´nico valor s que satisface:∑
A∈A
‖A‖s = 1,
donde ‖ · ‖ denota el operador norma.
Definicio´n 3.5. Sea (X, d) un espacio me´trico. Para α ≥ 0 se denota Hαd como la medida
α-dimensional Hausdorff sobre X , definida por:
Hαd (A) := l´ım
δ→0
inf
∑
n
diam(An)α,
donde el ı´nfimo es tomado sobre todos los cubrimientos contables de A por subconjuntos A1, A2, . . .
que satisfacen diamAn < δ.
Definicio´n 3.6. La dimension Hausdorff de A ⊂ X es
dimd(A) := inf{α : Hαd = 0}
:= sup{α : Hαd =∞}.
Se escribira´ HαE y dimE , respectivamente, para la medida y dimension Hausdorff en los espacios
R
2, R3; y Hα
H
y dimH para los elementos correspondientes de H.
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Teorema 3.7. Dada N : R3 −→ R una norma cualquiera, entonces existen
A,B ∈ R+ tal que A‖x‖ ≤ N (x) ≤ B‖x‖ (3.7.1)
donde ‖ · ‖ es la norma usual en R3
Demostracio´n. Consideremos N (x) = ‖x‖M = ma´x{|x1|, |x2|, |x3|}, es claro que
(ma´x |xi|)2 ≤
3∑
k=1
x2k ≤ 3(ma´x |xi|)2 con i = 1, 2, 3.
as´ı que
ma´x |xi| ≤ ‖x‖ ≤
√
3ma´x |xi|
es decir, ‖x‖M ≤ ‖x‖ ≤
√
3 ‖x‖M de donde
1√
3
‖x‖ ≤ ‖x‖M ≤ ‖x‖.
Por otro lado, dada N : R3 −→ R, una norma cualquiera, esta es continua.
En efecto
N (x) = N
( 3∑
k=1
xkek
)
≤
3∑
k=1
|xk|N (ek)
donde β = {e1, e2, e3} es la base usual de R3.
Si ma´x{N (e1), N (e2), N (e3)} = M , entonces
N (x) ≤M
3∑
k=1
|xk| ≤ 3M‖x‖M ≤ 3M‖x‖.
Por la desigualdad triangular |N (x)−N (y)| ≤ N (x− y) ≤ 3M‖x− y‖, luego para todo  > 0,
existe δ = 3M tal que ‖x− y‖ < δ implica
|N (x)−N (y)| ≤ 3M‖x− y‖ < 3Mδ = .
Lo que permite concluir que N : R3 −→ R es continua, por tanto alcanza un ma´ximo B y un
mı´ı nimo A en el conjunto cerrado y acotado
S3 = {x ∈ R3 | ‖x‖ = 1}.
Para x ∈ R3, si x = 0 se tiene (3.7.1).
Si ‖x‖ = α = 0, entonces
N (x) = αN (α−1x), pero como ‖α−1x‖ = 1, α−1x ∈ S3
luego se tiene que
A ≤ N (α−1x) ≤ B y as´ı A ≤ α−1N (x) ≤ B o´ Aα ≤ N (x) ≤ Bα.
Por tanto, (3.7.1) se satisface. 
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El lema a continuacio´n es una herramienta para la demostracio´n de la proposicio´n 3.10 que da
propiedades de continuidad absoluta entre las medidas Hausdorff con respecto a las distancias
dE y dH.
Lema 3.8. Sea A un subconjunto acotado de (R3, dE) y sea b ≥ 1 una cota para A con respecto
a dE. Entonces existe una constante positiva c = c(b) tal que para p, p′ ∈ A se tiene:
1
c
dE(p, p′) ≤ dH(p, p′) ≤ c(dE(p, p′))1/2.
Demostracio´n. Tomemos b = k y definamos el conjunto
S˜3 = {x ∈ R3 | ‖x‖ = k}
si ‖x‖ = α, entonces por hipotesis ‖x‖ = α < k lo que implica que
1
k
‖x‖ = α
k
= β, esto es, ‖x‖ = βk.
Es claro que 1α‖x‖ = 1, entonces kα‖x‖ = k y as´ı kαx ∈ S˜3. Luego, usando el teorema anterior
con A˜ el mı´nimo de N (x) en S˜3 y B˜ el ma´ximo de N (x) en S˜3 se tiene:
A˜ ≤ N
(k
α
x
)
≤ B˜ o k−1αA˜ ≤ N (x) ≤ k−1αB˜
esto es, k−1A˜‖x‖ ≤ N (x) ≤ k−1B˜‖x‖ lo que implica que:
A˜
b
‖x‖ ≤ ‖x‖H
Concluyendo para c = b
A˜
que
1
c
‖x‖ ≤ ‖x‖H,
Por tanto se satisface
1
c
dE(p, p′) ≤ dH(p, p′), (3.8.1)
par todo p, p′ ∈ A.
Por otro lado, por hipotesis se pude asegurar que
x21 + x
2
2 + x
2
3 ≤ b2
as´ı que:
(x21 + x
2
2) ≤ b2 − x23
(x21 + x
2
2)
2 ≤ (b2 − x23)2
(x21 + x
2
2)
2 + x23 ≤ (b2 − x23)2 + x23
≤ b4 + x23
≤ b4x23 + b4x22 + b4x21 = b4(x23 + x22 + x21)
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de manera que
((x21 + x
2
2)
2 + x23)
1/4 ≤ b(x23 + x22 + x21)1/4
es decir,
‖x‖H ≤ b‖x‖1/2.
Satisfaciendose
dH(p, p′) ≤ c(dE(p, p′))1/2. (3.8.2)
con c = c(b) = b y para todo p, p′ ∈ A
As´ı las cosas, de (3.8.1) y (3.8.2) se concluye el lema. 
Proposicio´n 3.9. 1. Sea (Xi, di)(i = 1, 2) dos espacios me´tricos y sea
f : (X1, d1) −→ (X2, d2)
una funcio´n r-lipschitziana continua, esto es,
d2
(
f(x), f(y)
) ≤ d1(x, y) ∀x, y ∈ X1.
Entonces Hαd2(f(A)) ≤ LαHαd1(A).
2. Sea (X,d) un espacio me´trico y sea Y ⊆ X . Denote por dY la me´trica sobre Y inducida
por d. Entonces
Hαd (A) = HαdY (A) para todo A ⊆ Y.
3. Sea (X, d) un espacio me´trico y sea dt(x, y) := (d(x, y))t para x, y ∈ X y t ∈ (0, 1).
Entonces dt es una distancia sobre X y
Hαd (A) = Hα/tdt (A) para todo A ⊆ X, t ∈ (0, 1).
Para demostraciones al respecto ver [3] y [12].
Proposicio´n 3.10. Las medidas Hausdorff satisfacen las siguientes propiedades de continuidad
absoluta:
1. Hα
H
 Hα/2E
2. HαE HαH
Demostracio´n. 1. Suponga queHα/2E (A) = 0 y denote por
√
dE : R3 × R3 → [0,+∞)
la distancia
√
dE(p, p′) := (dE(p, p′))1/2 si p, p′ ∈ R3. Entonces por la proposicio´n anterior
(3) con t = 1/2 tambie´n se tiene que
0 = Hα/2E (A) = Hα√dE (A). (3.10.1)
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Sea An := A ∩ BE(0, n). Aplicando el lema 3.8 con A = An existe una constante cn que
depende solo de n, tal que para todo p, p′ ∈ An se tiene
1
cn
dE(p, p′) ≤ dH(p, p′) ≤ cn
√
dE(p, p′). (3.10.2)
Sea d(n)
H
y
√
d
(n)
E las restricciones de las distancias dH y
√
dE a An. Por la desigualdad
de la derecha en (3.10.2) y la proposicio´n anterior (1) con X1 = X2 = An, f = id, d1 =√
d
(n)
E , d2 = d
(n)
H
y L = cn, se tiene que
Hα
d
(n)
H
(An) ≤ cαnHα√
d
(n)
E
(An).
Por otro lado, de la proposicio´n anterior (2)
HαH (An) = Hαd(n)
H
(An)
y
Hα√
d
(n)
E
(An) = Hα√dE (An).
Por tanto
Hα
H
(An) = Hα
d
(n)
H
(An) ≤ cαnHα√
d
(n)
E
(An) = Hα√dE (An)
as´ı, por (3.10.1)Hα√
dE
(An) = 0, con lo que HαH(An) ≤ 0, entonces tomando limite cuando
n→∞ se tiene que Hα
H
(An) = 0 .
2. Suponga que Hα
H
(An) = 0 de la desigualdad de la parte izquierda de (3.10.2) con An =
A ∩BE(0, n) se tiene que
1
cn
dE(p, p′) ≤ dH(p, p′)
entonces
dE(p, p′) ≤ cndH(p, p′),
aplicando la proposicio´n anterior (1) con L = cn, d1 = dH, d2 = dE, f = id y An = X1 = X2
se obtiene que
HαE(An) ≤ cαnHαdH(An)
por tanto HαE(An) ≤ 0, tomando limite cuando n→∞ se concluye que HαE(An) = 0

Dada la relacio´n anterior de continuidad absoluta:
HαE HαH
para la medida Hausdorff α-dimensional, para cualquier α ≥ 0, se puede concluir que
dimEA ≤ dimHA
para cualquier subconjunto A de H. Como se menciono´ en la primera parte, un conjunto es
auto-semejante, de manera no formal, si se descompone en partes que son semejantes al conjunto
inicial. A continuacio´n se da la definicio´n de fractal auto-semejante en un sentido ma´s estricto.
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Definicio´n 3.11. Un conjunto A ⊂ Rn se llama fractal auto-semejante si es el atractor de una
coleccio´n S = {s1, s2, . . . , sN} de semejanzas y sus partes semejantes no se traslapan una a una,
esto es:
1. A = S(A) =
⋃N
i=1 Si(A)
2. Para cierto s, es Hs(A) > 0 y Hs(si(A) ∩ sj(A)) = ∅ si i = j
La primera condicio´n de la anterior definicio´n es aquella que se entiende como que el objeto es la
union de N copias escalizadas de s´ı mismos, y la segunda condicio´n es un detalle ma´s te´cnico que
se entiende como que la medida de las intersecciones (si(A)∩sj(A)), si las hay, sean despreciadas
con respecto a la medida del conjunto A. Esta ultima condicio´n se verifica si la interseccio´n de
cualquiera si(A) son vac´ıas, luego (2) puede ser sustituida por la condicio´n del conjunto abierto,
definida como sigue.
Definicio´n 3.12. Un SIF F sobre un espacio me´trico completo X satisface la condicio´n del
conjunto abierto, si existe un subconjunto abierto y acotado O ⊂ X tal que
1. f(O) ⊂ O para todo f ∈ F y
2. f(O) ∩ g(O) = ∅ para todo f, g ∈ F , f = g.
La importancia de esta definicio´n para el ca´lculo de las dimensiones Hausdorff de conjuntos
auto-semejantes deriva del siguiente resultado que fue probado por Moran [11] en 1946 y re-
descubierto por Hutchinson [2] en 1981.
Proposicio´n 3.13. Sea F un SIF auto-semejante en Rn que satisface la condicio´n del conjunto
abierto. Sea K el conjunto invariante para F . Sea A la coleccio´n de matrices conformes que
surgen como partes lineales de los elementos de F (contada la multiplicidad).
Entonces la dimensio´n Hausdorff de K es igual a la dimensio´n de semejanza de A. Adema´s,
0 < HsE(K) <∞.
Ejemplo 3.14. El SIF F = {f0, f1} del conjunto de Cantor satisface la condicio´n del conjunto
abierto con O = (0, 1) en la definicio´n 3.12, adema´s, el conjunto A de matrices conforme
esta´ dada por
A = {A1, A2}, con A1 =
(
1/3
)
y A2 =
(
1/3
)
.
Entonces, por la proposicio´n inmediatamente anterior la dimensio´n Hausdorff de C, es el u´nico
s tal que:
‖A1‖s + ‖A2‖s = 1, esto es (1/3)s + (1/3)s = 1
de manera que
s =
ln(1/2)
ln(1/3)
=
ln 2
ln 3
.
Por tanto
dimC ≈ 0, 6309.
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La siguiente proposicio´n extiende los resultados de Moran-Hutchinson a escenarios del grupo de
Heisenberg.
Proposicio´n 3.15. Sea FH un SIF auto-semejante en H que satisface la condicio´n del conjunto
abierto. Asuma que FH es un levantamiento de F , y sea A la coleccio´n de matrices conformes
que surgen cono partes lineales de los elementos de F (contando la multiplicidad). Entonces la
dimensio´n Heisenberg de KH es igual a la dimensio´n de semejanza de A.
Para una prueba de este teorema puede verse [6], en el cual se utilizan algunos resultados de
[13].
A continuacio´n se enuncia una proposicio´n que garantiza que la condicio´n del conjunto abierto
que satisface un SIF F , la adquieren tambie´n sus levantamientos.
Proposicio´n 3.16. Sea F = {f1, f2, . . . , fN} un SIF sobre R2 y
FH = {F1, F2, . . . , FN}
un levantamiento horizontal de F a H. Si F satisface la condicio´n del conjunto abierto, entonces
FH satisface la condicio´n del conjunto abierto.
Demostracio´n. Dado (2.15.5), cada levantamiento Fj ∈ FH puede ser escrito en la forma
Fj(x, t) = (fj(x), λjt + hj(x)),
donde hj satisface la ecuacio´n ∇hj = 2(λjJ − Df∗j · Jfj). Sea O un conjunto abierto en R2
que verifica la condicio´n del conjunto abierto para F . Entonces K ⊂ O, para K el conjunto
invariante del SIF F .
EscojaR > 0 tan grande que O ⊂ B(0, R), ma´x{|f1(O)|, . . . , |fN |} ≤ R y ma´x{|h1(O)|, . . . , |hN(O)|} ≤
R2, y sea
L :=
5R2
1− r2ma´x
.
se mostrara´ que el conjunto abierto U := O× (−L, L) verifica la condicio´n del conjunto abierto
para FH. En efecto, los conjuntos Fj(U) son disjuntos dos a dos dado que los correspondientes
fj(O) lo son. Para completar la prueba es suficiente mostrar que Fj(U) ⊂ U para cada j, para
esto basta mostrar que
|λjt+ hj(x)| < L
para todo (x, t) ∈ U . Aplicando el teorema 2.16, espec´ıficamente (2.16.7), se tiene que:
|hj(x)− hj(0)− 2〈fj(0), Jfj(x)〉| ≤
√
2 +
√
3 r2j |x|2
y as´ı,
|hj(x)| < |hj(0)|+ 2|fj(0)| · |fj(x)|+ 2r2j |x|2 ≤ 5R2.
Dado que |λj| ≤ r2j ≤ r2ma´x,
|λjt + hj(x)| < r2ma´xL + 5R2 = L.

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As´ı las cosas, se establece el siguiente corolario de la proposicio´n 3.15.
Corolario 3.17. Sea F un SIF auto-semejante en el plano que satisface la condicio´n del con-
junto abierto y sea FH un levantamiento de F en el grupo de Heisenberg. Entonces
dimEK = dimEKH = dimHKH = s,
donde s denota la dimensio´n de semejanza para la familia asociada de matrices conformes.
Adema´s,
0 < HsE(K) ≤ HsE(KH) y
HsH(KH) <∞.
4. Conjuntos invariantes.
4.1. El cuadrado de Heisenberg
Existe una pregunta de co´mo entender la relacio´n entre las medidas Hausdorff HαE y HβH sobre
H = R3 asociadas con las me´tricas Heisenberg y Euclidianas.
Una versio´n de esta cuestio´n fue probada por Gromov [14], problema enunciado as´ı:
Problema de Gromov: Para α ∈ [0, 3] fijo, ¿cua´les son los posibles valores de β = dimHS
cuando S ⊂ H es cualquiera?, con dimES = α.
Este problema es fundamental para comprender propiedades de las medidas Hausdorff con re-
specto a la me´trica de Heisenberg. Este cuestiona o pregunta que conjuntos son “ma´s cercana-
mente euclidianos ”(β es ma´s pequen˜o para α fijo ) y cuales son “ma´s cercanamente menos
no-euclidianos ”(β es ma´s grande para α fijo).
Recientemente una respuesta casi completa para el problema de Gromov fue obtenida por
Balogh–Rickly–Serra-Cassano [5]. A continuacio´n se formula una versio´n levemente diferente
del enunciado original en [5].
Teorema 4.1. (Balogh–Rickly–Serra-Cassano [5], teoremas 1.1 y 1.2).
Sea S ⊂ H con dimES = α ∈ [0, 3] y dimHS = β ∈ [0, 4].
Entonces
ma´x{α, 2α− 2} := β−(α) ≤ β ≤ β+(α) := mı´n{2α, α + 1}. (4.1.1)
Adema´s,
1. Para cada α ∈ [0, 3] existe un conjunto Sα ⊂ H con HαE(Sα) <∞ y Hβ+(α)H (Sα) > 0,
2. Para cada α ∈ [0, 2) ∪ {3} existe un conjunto Sα ⊂ H con HαE(Sα) > 0 y Hβ−(α)H (Sα) =
Hα
H
(Sα) <∞ y
3. Para cada α ∈ [2, 3) y cada δ ∈ (0, 1) existe un conjunto Sα,δ ⊂ H con Hα−δE (Sα,δ) > 0 y
Hβ−(α)
H
(Sα,δ) = H2α−2H (Sα,δ) <∞.
Las te´cnicas usadas en la prueba del teorema 1.1 de [5] esta´n basadas sobre unos cubrimien-
tos de bolas de Heisenberg por bolas pequen˜as Euclidianas y viceversa. Esta herramienta de
cubrimientos mutuos hab´ıa sido ya propuesta por Gromov en [12]. La prueba del teorema 1.2 de
[5] cuenta con algunos argumentos ma´s delicados involucrando recientes resultados del taman˜o
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de conjuntos de tipo-Cantor y caracter´ısticos de superficies regulares en los espacios me´tricos
(R3, dH)y (R3, dE).
Sin embargo, estas te´cnicas no son suficientes para obtener ejemplos que muestren la presicio´n
en la cota inferior en (4.1.1) en el caso 2 ≤ α < 3. En particular en [5] no hay ejemplos de
conjuntos S con la propiedad de que
dimES = dimHS = 2.
Como una consecuencia de muchos de los resultados en el art´ıculo Hausdorff dimensions of self-
similar and self-affine fractals in the Heisenberg group, es que tales ejemplos pueden ser hallados
y as´ı completar el problema de Gromov, de manera ma´s precisa
Teorema 4.2. Para cada α ∈ [0, 3] existen subconjuntos Sα ⊂ H con
HαE(Sα) > 0 y Hβ−(α)H (Sα) <∞, donde
β−(α) = ma´x{α, 2α− 2}.
Observacio´n 4.3. los ejemplos relevantes para los casos 0 ≤ α < 2 y α = 3 del teorema 4.2
son dados previamente por Balogh–Rickly–Serra-Cassano [5]; ver teorema 4.1.
En el presente cap´ıtulo la idea principal es analizar la obtencio´n del ejemplo para α = 2 en el
que se cumple dimES = dimHS = 2 y el caso faltante para 2 < α < 3 sera´ planteado al final del
cap´ıtulo.
El caso de especial intere´s es aquel cuando α = β−(α) = 2.
El ejemplo que figura en este caso es un conjunto auto-semejante QH ⊂ H que se conoce como
el cuadrado de Heisenberg, este conjunto se obtiene como un conjunto invariante para cualquier
levantamiento horizontal de sistema iterado de funciones
F = {f0, f1, f2, f3} (4.3.1)
donde
f0(x) = 12 (x), f1(x) =
1
2 (x+ e1), f2(x) =
1
2 (x + e2)
f3(x) = 12(x + e1 + e2),
con e1, e2 los vectores base de R2.
En efecto, cada fi ∈ F es ri-lipschitziana con ri = 1/2 para todo 0 ≤ i ≤ 3. Para c =
(2+
√
3)1/4 ≈ 1,3899 . . . se tiene que ri < 1/c, adema´s, por la nota 2.11 aplicada a fi : R2 −→ R2
se tiene que:
|detDfi(x)| ≤ (1/4) (4.3.2)
casi en todas partes, pero
Dfi(x) =
(
1/2 0
0 1/2
)
entonces
(
Dfi
)
es diagonal, de manera que la igualdad en (4.3.2) se cumple obteniendo:
detDfi ≡ 1/4
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casi en todas partes.
Entonces por el teorema 2.16 existen los levantamientos cri-lipschitzianos
Fi : (H, dH) −→ (H, dH) de cada fi, levantamientos dados por
Fi(x, t) = (fi(x), detAi · t− 2〈Aix, Jbi〉+ τ)
para cualquier τ ∈ R, y fi(x) = Aix + bi, donde
f0(x) = A0x + b0 =
[
1/2 0
0 1/2
] [
x1
x2
]
+
(
0
0
)
=
1
2
x.
f1(x) = A1x + b1 =
[
1/2 0
0 1/2
] [
x1
x2
]
+
(
1/2
0
)
=
1
2
(x + e1).
f2(x) = A2x + b2 =
[
1/2 0
0 1/2
] [
x1
x2
]
+
(
0
1/2
)
=
1
2
(x + e2).
f3(x) = A3x + b3 =
[
1/2 0
0 1/2
] [
x1
x2
]
+
(
1/2
1/2
)
=
1
2
(x + e1 + e2).
Expl´ıcitamente,
F0(x1, x2, t) = (
1
2
x,
1
4
t + τ0) = (
1
2
x1,
1
2
x2,
1
4
t + τ0)
F1(x1, x2, t) = (
1
2
x +
1
2
e1,
1
4
t− 1
2
x2 + τ1) = (
1
2
x1 +
1
2
,
1
2
x2,
1
4
t− 1
2
x2 + τ1)
F2(x1, x2, t) = (
1
2
x1,
1
2
x2 +
1
2
,
1
4
t+
1
2
x1 + τ2)
F3(x1, x2, t) = (
1
2
x1 +
1
2
,
1
2
x2 +
1
2
,
1
4
t+
1
2
x1 − 12x2 + τ3)
donde τ = (τ0, τ1, τ2, τ3) ∈ R4. Entonces por el teorema 2.21
FH = {F0, F1, F2, F3}
es un sistema iterado de funciones sobre H y
π(KH) = K.
para K y KH los conjuntos invariantes para los SIF F y FH respectivamente.
Para el SIF F = {f0, f1, f2, f3}, el conjunto invariante Kes un cuadrado unitario cerrado Q =
[0, 1]× [0, 1] subconjunto del plano.
De hecho,
f0(Q) = [0, 1/2]× [0, 1/2] f1(Q) = [1/2, 1]× [0, 1/2]
f2(Q) = [0, 1/2]× [1/2, 1] f3(Q) = [1/2, 1]× [1/2, 1].
Para concluir que
Q = f0(Q) ∪ f1(Q) ∪ f2(Q) ∪ f3(Q) =
3⋃
i=0
fi(Q)
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Por otro lado, como existe la funcio´n proyeccio´n continua 1-lipschtziana
π : H −→ R2 tal que
π(QH) = Q
entonces por la proposicio´n 3.9 se tiene que
HαE(π(QH)) ≤ (1)αHE(Qα)
para cualquier α, por tanto
H2E(Q) ≤ H2E(QH),
pero como H2E(Q) = 1, entonces
0 < 1 = H2E(Q) ≤ H2E(QH)
tambie´n H2
H
(QH) <∞.
Adema´s, el SIF (4.3.1) satisface la condicio´n del conjunto abierto, concluyendo por el corolario
3.17 que
dimEQ = dimEQH = dimHQH = 2 = s.
Por tanto
Teorema 4.4. Sea F el SIF (4.3.1) y sea FH cualquier levantamiento horizontal de F . Denote
por Q = [0, 1]× [0, 1] y QH los conjuntos invariantes para F y FH, respectivamente.
Entonces,
dimHQH = dimEQH = dimEQ = 2.
Adema´s,
0 < 1 = H2E(Q) ≤ H2E(QH) y H2H(QH) <∞.
4.2. Comparacio´n de las dimensiones Euclidianas y Heisenberg
En esta seccio´n se discute la aplicacio´n del teorema 4.4 a el problema de Gromov. En particular,
se prueba el teorema 4.2, cuyo enunciado recordamos a continuacio´n.
Teorema 4.5. Para cada α ∈ [0, 3] existen subconjuntos Sα ⊂ H con
HαE(Sα) > 0 y Hma´x{α,2α−2}H (Sα) <∞.
Recordamos nuevamente que los ejemplos relevantes para los casos 0 ≤ α < 2 y α = 3 del
teorema 4.5 son dados por Balogh–Rickly–Serra-Cassano [5].
La prueba que a continuacio´n se presenta hace uso de diferentes hechos no mostrados en el
transcurso del trabajo, es ma´s, en ella se presentan referencias diferentes al articulo trabajado
[6], esta prueba no es mas que una ilustracion para los interesados, por tanto no cuenta con
detalles precisos.
Demostracio´n. Por el teorema 4.4, cada levantamiento horizontal QH del cuadrado unitario sirve
como el ejemplo deseado S2 en el teorema 4.5 en el caso α = 2. En donde H2H(S2) <∞ mientras
que H2E(S2) ≥ H2E(Q) = 1.
Para tratar el caso 2 < α < 3, se construyen ciertos conjuntos tipo-producto sobre QH. Sea
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p = α − 2 y considere un conjunto de Cantor Cp en el t-axis con 0 < HpE(Cp) < ∞ y 0 <
H2p
H
(Cp) <∞. La construccio´n de tal conjunto es esta´ndar, ver [5].
Para precisio´n, escoja s < 1 de modo que
2sp = 1,
se vera Cp como el conjunto invariante asociado con el sistema GH = {G1, G2}, donde G1 y G2
son las funciones
√
s-lipschitzianas de (H, dH) definidas por G1(x, t) = (
√
sx, st) y G2(x, t) =
(
√
sx, 1 + s(t− 1)).
El conjunto Sα es definido como el siguiente producto de QH con Cp:
Sα := {(x, t+ t′) : (x, t) ∈ QH, (0, t′) ∈ Cp}.
The estimate HαE(Sα) = H2+pE (Sα) > 0 es una consecuencia de la estructura producto de Sα,
como sigue. Para x ∈ Q defina
tx = ma´x{t : (x, t) ∈ QH}
y Φ : Q×Cp −→ Sα,
Φ(x, (0, t)) = (x, tx + t).
la funcio´n Φ es bi-lipschitziana incrustada de Q×Cp en Sα. As´ı es suficiente mostrar que
HαE(Q× Cp) = H2+pE (Q×Cp) > 0.
Esto se sigue de [14], dado que H2E(Q) = 1 y HpE(Cp) > 0.
Para mostrar the estimate H2α−2
H
(Sα) = H2+2pH (Sα) < ∞ se usan los cubrimientos de Sα por
ima´genes de semejanzas de Q y Cp. Fije δ > 0 y escoja
m >
1
4
+
1
2p
+
log 1/δ
log 2
.
Sea n = [2pm], donde [x] denota el entero ma´s grande menor o igual que x, y considere el
cubrimiento de Sα con los conjuntos
Svw := {(x, t+ t′) : (x, t) ∈ Fw(QH), (0, t′) ∈ Gv(Cp)},
done w y v recorre sobre todos los conjuntos Wm = {1, 2, 3, 4}m y Vn = {1, 2}n respectivamente.
Para estimar el diamH(Svw), escoja (x, t+ t′) y (x˜, t˜+ t˜′) en Svw con
diamH(Svw) = dH((x, t+ t′), (x˜, t˜+ t˜′))
y se calcula
diamH(Svw)4 = |x˜− x|4 + (t˜− t + t˜′ − t′ − 2〈x, Jx˜〉)2
≤ 2(|x˜− x|4 + (t˜− t− 2〈x, Jx˜〉)2 + (t˜′ − t′)2)
≤ 2
(
(
1
2
)4m + α2n
)
< δ4.
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As´ı,
H2+2p
H,δ (Sα) ≤
∑
w∈Wm
∑
v∈Vn
diamH(Svw)2+2p
≤ 21/4 · 4m · 2n ·
(
(
1
2
)4m + α2n
)(1+p)/2
≤ C(p)22m(1+p)
(
(
1
2
)2m(1+p) + α2m(1+p)p
)
= 2C(p) <∞
como se deseaba. 
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