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selecting time-series hyperparameters
with the artificial jackknife
Filippo Pellegrino
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Abstract
This article proposes a generalisation of the delete-d jackknife to solve hyperparameter
selection problems for time series. This novel technique is compatible with dependent
data since it substitutes the jackknife removal step with a fictitious deletion, wherein
observed datapoints are replaced with artificial missing values. In order to emphasise
this point, I called this methodology artificial delete-d jackknife. As an illustration, it
is used to regulate vector autoregressions with an elastic-net penalty on the coefficients.
A software implementation, ElasticNetVAR.jl, is available on GitHub.
Keywords: Jackknife, Hyperparameter optimisation, Model selection, Time series.
Introduction
Using large datasets with standard predictive models is not straightforward. There
is often a proliferation of parameters, high estimation uncertainty and the tendency
of over-fitting in-sample, but performing poorly out-of-sample. This so-called “curse
of dimensionality” is often dealt by regularising statistical models with a collection of
tuning parameters. Since the latter are often determined before the estimation process
takes place, they are denoted as hyperparameters. This paper proposes a systematic
approach for selecting them in the case of time-series data.
There is a large number of techniques for high-dimensional prediction problems.
Classical methods include ridge (Hoerl and Kennard, 1970), LASSO (Tibshirani, 1996)
and the elastic-net (Zou and Hastie, 2005) regressions. They make the estimation feasi-
ble for linear regressions by penalising the magnitude of the coefficients to downweight
the variables that do not help in predicting. The strength of the penalties is tuned
with a vector of hyperparameters.
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In the statistical learning literature, regression trees (Morgan and Sonquist, 1963;
Breiman et al., 1984; Quinlan, 1986) are also used to explore high-dimensional datasets.
These techniques can handle non-linearities and complex data generating processes.
However, they must be regulated via a range of penalties and stopping rules to perform
well out-of-sample. This is again achieved using hyperparameters.
Large datasets are also commonly handled with Bayesian methods. In this litera-
ture, hyperparameters are necessary to define prior distributions (Gelman et al., 2014)
and obtain parsimonious models with shrinkage techniques similar (or equivalent) to
ridge and LASSO (Giannone et al., 2017), and the elastic-net (Li et al., 2010).
Hyper-parameters are also crucial for low-dimensional problems. For example, hy-
perparameters such as the number of lags for autoregressive models are fundamental
for structuring forecasting exercises.
Cross-validation (Stone, 1974) is among the most well-known approaches for select-
ing hyperparameters in independent data settings. It is a statistical method to estimate
the expected accuracy of a model on unseen data. Its basic formulation is straightfor-
ward: data is split into complementary partitions, and the resulting subsamples are
used to train and test (or validate) a predictive method. The performance within the
validation samples is used as an estimate of the prediction error on unseen data points
and the hyperparameters are generally selected to minimise this measure.
Cross-validation is challenging for time series since the variables are ordered and
autocorrelated. Several authors have proposed generalisations for dependent data. One
of the first contributions is Snijders (1988): this paper used insights from Brown et al.
(1975) and Ljung and Söderström (1983) to propose a cross-validatory method based
on realised pseudo out-of-sample errors. Snijders (1988) proposed splitting the ob-
served data into complementary partitions, using the first as a training sample and
measuring the pseudo out-of-sample error using the remaining observations. Hence,
the hyperparameters are selected to minimise this error measure.
Snijders (1988) is very intuitive and consistent with the structure of the data, but
it is not necessarily robust, since it uses only a single training and validation set.
Kunst (2008) proposed overcoming this downside by applying standard pseudo out-of-
sample evaluations to random subsamples. However, the results are relatively difficult
to interpret since the algorithm used to generate these partitions is initialised with
in-sample regression parameters.
Burman et al. (1994) introduced a different way to address this problem: the so-
called “h-block cross-validation”. This methodology, built on Györfi et al. (1989) and
Burman and Nolan (1992), uses blocking techniques to generate validation samples
independent from the training data. The authors proposed creating a set of train-
ing samples by removing, in turn, each block of dimension 2h + 1 (for a given h)
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from the data. h-block cross-validation then uses the median item of this block as a
one-dimensional validation set. Even though h-block cross-validation has interesting
properties, keeping a fixed distance between the partitions is costly, since a large share
of observations is lost in the process. This is especially severe when there are not
numerous observations, because the number of validation samples available is small.
Most recently, Bergmeir et al. (2017) proposed cross-validating autoregressive mod-
els with uncorrelated errors with techniques developed for i.i.d. data. This approach
makes good use of all available observations, but its properties do not hold for models
with correlated errors and it disregards the order in the data.
Jackknife (Quenouille, 1956; Tukey, 1958), and bootstrap (Efron, 1979a,b, 1981)
can be used as alternative approaches to estimate the prediction error on unseen data-
points and thus select hyperparameters. These techniques are typically more efficient
than cross-validation (Efron, 1979a; Efron and Gong, 1983) since they measure the
accuracy of a model on the average prediction error committed over a large range of
data subsamples. Bootstrap builds these partitions sampling with replacement from
the data. Instead, jackknife constructs subsamples by removing sets of observations
from the observables. In particular, the delete-d jackknife (Wu, 1986; Shao and Wu,
1989) generates a sequence of partitions by removing, in turn, all the combinations of
d > 0 observations from the data.
Jackknife and bootstrap require modifications to be compatible with time series,
since the subsampling schemes do not take the data order into account. Kunsch (1989)
extended these methodologies to stationary series. Building on Carlstein (1986), Kun-
sch proposed developing block-wise subsampling schemes. Let q be an integer lower
or equal to the total number of observed time periods. The “block jackknife” gen-
erates the partitions by removing or down-weighting, in turn, all the q-dimensional
blocks of observations from the data. Instead, the “block bootstrap” draws with
replacement a fixed number of q-dimensional blocks of observations from the data.
Politis and Romano (1992, 1994) developed this technique further proposing the so-
called “stationary bootstrap”. This approach wraps the data “in a circle”, so that the
first observation follows the last, and generates the bootstrap samples drawing blocks
of random length.
This paper introduces a version of the standard delete-d jackknife compatible with
time series. In this version of the jackknife, the data removal step is replaced with a
fictitious deletion that consists in imposing (artificial) patterns of missing observations
on the data. I called this new approach “artificial delete-d jackknife” (or “artificial
jackknife”) to emphasise that d observations are artificially removed from the original
data to generate each subsample. This article proposes using this new methodology to
compute a robust measure of forecasting accuracy (or, artificial jackknife error) as a
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(a) Observed stationary time series. (b) Bootstrap subsamples.
(c) Block jackknife subsamples. (d) Artificial delete-d jackknife subsamples.
Figure 1: Subsampling schemes for dependent data. (b) Blocks of random (stationary bootstrap)
or fixed (block bootstrap) length are drawn with replacement from the data. (c) Subsamples are
constructed down-weighting, in turn, all the q-dimensional blocks of consecutive observations from the
data. As in subsection 1.1 the down-weighting scheme is operated by turning blocks of consecutive
observations into missing values. (d) Subsamples are constructed imposing (artificial) patterns of
missing data to the original sample. This is a generalisation of the delete-d jackknife.
means for selecting hyperparameters.
The advantages of this approach are due to the finite-sample properties of the arti-
ficial jackknife. In fact, all errors based on pseudo out-of-sample evaluations converge
in probability to the true error with the same rate (as shown in the appendix). How-
ever, the artificial jackknife error has a smaller finite-sample variance than the pseudo
out-of-sample error and the block jackknife. This is crucial for stability and to select
hyperparameters when the number of observations (i.e., time periods) is limited.
The artificial delete-d jackknife is compatible with methods able to handle missing
observations only. Within the scope of this paper, this is not a strong restriction. Most
forecasting problems with missing observations in the measurements can be written
in state-space form and estimated via a large number of methods, as surveyed in
Shumway and Stoffer (2011, ch. 6) and Särkkä (2013, ch. 12).
As an illustration, this paper uses the artificial jackknife to regulate and find the
optimal number of lags of penalised vector autoregressions (VARs) estimated on foreign
exchange rates and real GDP data. The VAR coefficients are penalised using a variation
of the elastic-net (Zou and Hastie, 2005) that allows for varying levels of shrinkage at
different lags. This configuration allows to test the artificial jackknife in a setting
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with a complex hyperparameter structure. The vector autoregressions are written in
state-space form and estimated with an Expectation-Conditional Maximisation (ECM)
algorithm (Meng and Rubin, 1993). This is a secondary contribution of the paper that
permits to handle missing observations in the measurements, which is crucial to have
full compatibility with the artificial delete-d jackknife. A software implementation in
the Julia programming language, ElasticNetVAR.jl, is available on GitHub and it
includes both the estimation and hyperparameter selection algorithms.1
Notation
This brief section provides a concise reference on the mathematical notation used
throughout this article. More specialised notation is described in the sections below
whenever it is deemed necessary.
asymptotic theory, statistics and probability. The expected value and prob-
abilities are indicated with the symbols E and Pr. M1,M2, . . . denote generic positive
and finite constants (unless otherwise stated).
matrix notation. Matrices, vectors and vector-valued functions are written using
bold symbols (or, bold notation). The (i, j)-th element of a generic matrixA is denoted
as Ai,j . The j-th row of A is indicated as A′j (column vector). The notation A1:i,1:j
is used to refer to the matrix built by taking the first i rows and j columns of A.
‖A‖F =
√∑
i
∑
j |Ai,j|2 and ‖A‖max = maxi,j |Ai,j| denote the Frobenius and max
norm of A. vec(A) and vech(A) indicate the vectorised and half-vectorised versions of
A. vec(A) and vech(A) are column vectors. Finally, the symbol ⊙ is used to denote
the Hadamard (or element-wise) product.
set notation. The calligraphic alphabet is used to denotes sets only. Standard
notation is used for number sets, intervals and operations.
special symbols. 0j×k and ιj×k denote j×k matrices of zeros and ones. Ik indicates
a k×k identity matrix. I denotes an indicator function equal to one when the condition
in its subscript is verified (zero otherwise).
use of brackets. For grouping, the preferred sequence of brackets in this article is
{[()]}. For sets and intervals, I used {} and [()]. For composite functions I denoted in
bold the outer parenthesis. For instance, g(f(...)) for some generic functions f and g.
1ElasticNetVAR.jl is available at https://github.com/fipelle/ElasticNetVAR.jl.
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1. Methodology
1.1. Forecast error and jackknife
One of the objectives of time series analysis is to forecast the future. This article
aims to tune a model via a vector of hyperparameters γ, in order to maximise the
expected forecasting accuracy. This subsection formally defines the problem.
Let
Y := (Y1 . . .YT )
be a n× T sample of n time series with T observations such that
Yt+1 = f(Xt,Ψ) +Vt+1, (1)
where Xt is a matrix of predictors, Vt+1
i.i.d.∼ (0n×1,Σ), Σ is positive definite and
p ≤ t ≤ T − 1. The predictor includes data on Y referring up to time t − p + 1, and
thus the autoregressive model is of order p. Besides, f is a continuous function and no
assumptions are made on the distribution of the error.
Define s ⊆ [1, T ] as a set of integers such that |s| ≥ p and let
θˆs(γ) =
vec (Ψˆs(γ))
vec (Σˆs(γ))
 (2)
be a finite vector of parameters for the model in Equation 1 estimated using the ob-
servations for the time periods included in s only. Assume that
E(Vt+1|Xt) = E
[
Vt+1|Xt, θˆs(γ)
]
= 0. (3)
Thus, the forecast for Yt+1 conditional on θˆs(γ) and Xt is
Yˆt+1|s(γ) := E
[
Yt+1|Xt, θˆs(γ)
]
= f(Xt, Ψˆs(γ)). (4)
For simplicity, this article uses the notation Yˆt+1|s(γ) ≡ Yˆt+1|s(γ) for a prediction
generated using autoregressive coefficients estimated on the first s-th time periods,
where p ≤ s ≤ T and s = [1, s].
In order to determine the precision of an autoregressive model, it is necessary to
define a function to measure the forecast error and to distinguish between cases in
which the target horizon for the predictions is included in s with those where it is not.
Intuitively, it is easier to forecast a point in time contained in s, since this information
is also factored into the estimation of the autoregressive coefficients used to generate
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the forecast itself. This article measures the error with the loss function2
L(Yt+1, Yˆt+1|s(γ)) :=
∑
i∈D(t+1)
wi
[
Yi,t+1 − Yˆi,t+1|s(γ)
]2
,
and denotes a generic forecast for t+ 1 as
in-sample, for t+ 1 ≤ max(s),
pseudo out-of-sample, for max(s) < t+ 1 ≤ T,
out-of-sample, for t+ 1 > T,
where D(t + 1) := {i : 1 ≤ i ≤ n and Yi,t+1 6= NA}, NA defines a missing value and
each wi, for i = 1, . . . , n, is a given positive finite constant.3
An ideal way for selecting the optimal vector of hyperparameters is to find the
minimiser for the out-of-sample error. However, future observations are obviously
unknown and thus this measure cannot be computed. The best alternative is to find a
minimiser for an estimator of the “true error”
err :=
n∑
i=1
wi E
[
|Yi,t+1 − fi (Xt,Ψ)|2
]
=
n∑
i=1
wi E(V 2i,t+1) =
n∑
i=1
wiΣi,i,
where f (Xt,Ψ) is the prediction for t + 1 based on true values for the autoregressive
parameters reported in Equation 1. Hereinafter in the document, the “true forecast”.
The simplest estimator for err is the “in-sample error”. This is a measure of the
squared difference between the data and the prediction calculated on the basis of the
full information set. Formally, the in-sample error is
err(γ) :=
1
T − p
T∑
t=p+1
L(Yt, Yˆt|T (γ)).
The main feature of the in-sample error is that the conditioning set to estimate the
coefficients of the autoregressive model is identical to the one used for assessing its
accuracy. As it will be made clear in the following pages, more sophisticated estimators
for the true error requires partitioning the data. For short time-series problems this
is difficult, since there are often not enough observations to perform this operation.
Therefore, the in-sample error estimator has an obvious advantage. On the other
hand, reusing the same sample tends to overestimate the forecast accuracy, as the
coefficients are estimated to have the best fit on the observed data.
2In section 3 there is a small discussion regarding viable alternatives for the loss function.
3If for a generic t > 0 the cardinality |D(t)| = 0 the corresponding loss is equal to zero.
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A popular approach to overcome this downside is the “pseudo out-of-sample error”
êrr(γ) :=
1
T − t0
T−1∑
t=t0
L(Yt+1, Yˆt+1|t(γ)),
where p ≤ t0 ≤ T − 1. This estimator measures the average loss of one step ahead
pseudo out-of-sample predictions computed at regular intervals. Differently from the
in-sample estimator, the conditioning set for the coefficients estimation is not the same
used for measuring the model accuracy.
The pseudo out-of-sample error can be extended to forecast horizons larger than one.
However, this is not necessary to select the hyperparameters, when long run predictions
are calculated iteratively from the one step ahead forecast. When the model is correctly
specified, producing iterative forecasts is more efficient than horizon-specific models.
However, the main downturn is that the latter are more robust to misspecification
(Marcellino et al., 2006).4 For simplicity, this paper focuses only on the one-step ahead
forecast, wherein iterative and direct forecasts are identical. Implicitly, this approach
is also consistent with iterative forecast methods.
Unfortunately, the pseudo out-of-sample error can be either overconfident or under-
confident depending on the time periods used for estimating and validating the model.
This paper uses jackknife (Quenouille, 1956; Tukey, 1958) to improve the estimator.
Generally speaking, jackknife averages out the pseudo out-of-sample errors computed
on a series of partitions generated from the data. Let J be a generic family of sets of
pairs wherein the coordinates for each item (i, t) are 1 ≤ i ≤ n and 1 ≤ t ≤ T . The
generic jackknife pseudo out-of-sample error is
e˜rr(J,γ) :=
1
|J| · (T − t0)
|J|∑
j=1
T−1∑
t=t0
L(Y−jt+1, Yˆ
−j
t+1|t(γ)),
where Y−j is the n× T matrix such that
Y −ji,t :=
Yi,t, if (i, t) /∈ Jj,NA, if (i, t) ∈ Jj,
Yˆ
−j
t+1|t(γ) is analogous to Yˆt+1|t(γ), but based on the data Yˆ
−j
, and p ≤ t0 ≤ T − 1.
The collection of sets J controls the partitioning algorithm. This paper uses it to
characterise different implementations of the jackknife.
The main version for dependent data is the “block jackknife” (Kunsch, 1989). This
4See also Bhansali (1997), Liu (1996), Weiss (1991) and Clark and McCracken (2005) for more details.
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technique partitions the data into “block jackknife samples” by removing or down-
weighting, in turn, all the unique non-interrupted blocks of 1 ≤ q ≤ T observations.
This article constructs the individual blocks by replacing, in turn, all the unique
non-interrupted blocks of q observations with missing values. This is compatible with
Kunsch (1989) since imposing blocks of NAs can be interpreted as fully down-weighting
groups of observations.5 The block jackknife pseudo out-of-sample error is
e˜rrBJK(q,γ) ≡ e˜rr(B(q),γ), (5)
where B(q) is the family of sets
B(q) := {B(1, q), . . . ,B(T − q + 1, q)}
and
B(j, q) := {(i, t) : 1 ≤ i ≤ n and j ≤ t ≤ j + q − 1}.
Equation 5 is the average of the pseudo out-of-sample errors estimated on each sub-
sample. The main issue with this measure is that the number of partitions that can
be generated from the data is generally small. Thus, the overall improvement over the
standard pseudo out-of-sample error is limited.
This paper proposes a generalisation of delete-d jackknife (Shao and Wu, 1989)
compatible with time-series problems: the artificial delete-d jackknife. The existing
approach generates subsamples by removing, in turn, all the combinations of d > 0
observations from the data. This is clearly incompatible with dependent data, since
the autocorrelation structure would break in the subsampling process. The artificial
jackknife overcomes this complexity by generating the partitions replacing, in turn,
all the combinations of d observations with (artificial) missing values. This allows to
handle dependent data, as the resulting partitions keep the original ordering and the
autocorrelation structure is not altered. Moreover, this approach permits to generate
a much larger number of subsamples than block jackknife. In fact, it is interesting to
notice that the block jackknife in Equation 5 is a special case of the artificial delete-d
jackknife, in which only a limited and specific subset of observations is replaced with
missing values (i.e. blocks of consecutive datapoints).
5Furthermore, it simplifies the use of the block jackknife to estimate hyperparameters in forecasting
settings. In fact, by processing the data via filtering and smoothing techniques compatible with miss-
ing observations, it is easier to estimate forecasting models without pre-processing the measurements
to remove breaks introduced in the subsampling process. See for example section 2.
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Additional notation is necessary to formalise the artificial jackknife. Let
P := {i : 1 ≤ i ≤ n} × {t : 1 ≤ t ≤ T}
be the set of all data pairs. Hence, define A(d) as a family of sets with cardinality
|A(d)| = (nT )!
d! (nT − d)!
such that each element is a d-dimensional combination of P. Thus, the artificial
jackknife pseudo out-of-sample error can be simply formulated as
e˜rrAJK(d,γ) ≡ e˜rr(A(d),γ). (6)
When nT is large and
√
nT < d < nT the cardinality |A(d)| can be very large.
Therefore, it would not be computationally feasible to compute Equation 6 evaluating
all combinations. Following common practice (Efron and Tibshirani, 1994, pp. 149),
this computational issue is handled in two steps. First, A˜(d) ⊂ A(d) is constructed
by drawing at random, without replacement, for a large number of times from A(d).
Hence, the artificial jackknife is computed using A˜(d). Formally,
e˜rrAJK(d,γ) ≈ e˜rr(A˜(d),γ). (7)
The closer is |A˜(d)| to |A(d)| the more precise is this approximation.
1.2. Optimal number of artificial missing observations
The artificial jackknife is a function of the number of missing values (d) that are
used for partitioning the data. This subsection details a simple approach for selecting
an optimal number of artificial missing observations.
Let the |A(d)| pseudo out-of-sample errors used for computing the artificial jack-
knife error follow a common finite-sample distribution with variance σ2(A(d),γ). The
finite-sample variance of the artificial jackknife is
var
[
e˜rrAJK(d,γ)
]
=
σ2(A(d),γ) · {1 + [|A(d)| − 1] · ρ¯(A(d),γ)}
|A(d)| , (8)
where ρ¯(A(d),γ) is the average correlation across all the pseudo out-of-sample errors.
Equation 8 is the variance of the average of |A(d)| identically distributed but not
independent (i.d.) pseudo out-of-sample errors. This formula shows that the artificial
jackknife error is at least as efficient as a standard pseudo out-of-sample error.
This paper proposes selecting d to maximise the efficiency of the artificial jackknife
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pseudo out-of-sample error. Trivially, this is
dˆ := argmin
d
ρ¯(A(d),γ).
The average correlation between the pseudo out-of-sample errors is at its minimum
when the subsamples are the most diverse. This article models it as a negative function
of the total number of partitions |A(d)| and a positive function of the amount of
subsamples with points in time where all series are artificially missing
Id≥n
(
nT − n
d− n
)
T +
⌊d/n⌋∑
i=2
(−1)i−1
(
T
i
)(
nT − in
d− in
)
,
where the values in parentheses are binomial coefficients.6 Obviously, if ⌊d/n⌋ < 2 the
output of the sum operator is equal to zero.
The exact functional form of the dependency of ρ¯(A(d),γ) on these metrics is
unknown. This paper assumes the simple linear relation
ρ¯(A(d),γ) ∝ −
(
nT
d
)
+ Id≥n
(
nT − n
d− n
)
T +
⌊d/n⌋∑
i=2
(−1)i−1
(
T
i
)(
nT − in
d− in
)
,
and proposes selecting the optimal d as
dˆ = argmax
d
(
nT
d
)
− Id≥n
(
nT − n
d− n
)
T −
⌊d/n⌋∑
i=2
(−1)i−1
(
T
i
)(
nT − in
d− in
)
. (9)
The maximisation is trivial since the objective function is particularly fast to compute
for each admissible value of d, that is every integer d ∈ [1, nT ]. Intuitively, the resulting
value for dˆ gives the A(d) with larger cardinality that is also compatible with a low
number of subsamples that include points in time with missing observations only.7
1.3. Asymptotic properties for estimators based on pseudo out-of-sample evaluations
The asymptotic properties for error estimators based on pseudo out-of-sample eval-
uations are studied in the appendix. Proposition 1 examines the case of a standard
pseudo out-of-sample error with complete data. Proposition 2 extends the results to
data with missing observations. Finally, Corollary 2.1 generalises these findings to the
case of a generic jackknife error.
6Subsamples with contemporaneous all-missing observations are also affecting estimation methods, as
they are unable to exploit the multivariate information set to fill the artificial missing values.
7For the truncated version of the jackknife (Equation 7), it is convenient to exclude from A˜(d) all the
random combinations with blocks of missing observations contemporaneous across all time series.
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1.4. Hyperparameters selection
This subsection introduces two well-known algorithms used for exploring grids
of candidate hyperparameters: “grid search“ and “random search” (Brooks, 1958;
Karnopp, 1963; Rastrigin, 1963). For simplicity of notation, these algorithms are de-
scribed with the artificial jackknife error. However, this is without loss of generality: in
section 2, these search algorithms are used for selecting hyperparameters on the basis
of the remaining error estimators in subsection 1.1.
Let the search region for k generic hyperparameters H ⊂ Rk be a compact set. The
optimal vector of hyperparameters in this region is the
argmin
γ∈H
e˜rrAJK(d,γ).
The most classical approach to find the minimiser is defining some small to medium
sized search regions and to let the candidate that returns the lowest expected error be
the optimal vector of hyperparameters. This method is known as grid search. It is
efficient in moderate dimensions, but when the search region includes a large number of
candidates it is not feasible to try them all. On the other hand, large H are helpful to
find better optima. Grid search is sometimes complemented by user expertise. In this
case, the search region is limited to an area that is reasonable according to a judgmental
component. This is also called “manual search” (Bergstra and Bengio, 2012).
One way to explore wider grids is to perform a random search. Define HRS ⊆ H
as a set of unique candidate hyperparameters constructed via means of independent
draws from a uniform distribution with the same bounds of H. Then, the random
search estimate for γˆAJK is
γˆAJK := argmin
γ∈HRS
e˜rrAJK(d,γ)
and this randomly generated subset of H is explored via grid search. This formulation
for the random search is rather naive. Nonetheless, Bergstra and Bengio (2012) showed
that it is (at least) as good as more advanced versions of random search. More details
on these algorithms can be found in Solis and Wets (1981) and Andradóttir (2015).
Random search tends to be less effective for cases where the number of hyperparam-
eters to tune is very large. For these cases, alternative and more powerful techniques
(e.g., simulated annealing, particle swarm optimization) surveyed in Weise (2009) could
help. However, since they would inevitably increase the computational burden and the
complexity of the hyperparameter optimisation, they are left for future research.
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Figure 2: Absolute correlation between foreign exchange rate and real GDP data reported in Table 2.
The calculations are performed using data from Q1-1995 to Q4-2018.
2. Empirical application: exchange rates and GDP growth
This article illustrates the functionality of the artificial delete-d jackknife by tuning
stable penalised vector autoregressions of order p on exchange rates and GDP growth.
The time series for the exchange rates and GDP growth are collected from the Federal
Reserve Board H.10 and OECD databases and include regular quarterly observations
from Q1-1960 to Q4-2018, for a set of major economies (see Table 2).
Starting with the contribution of Meese and Rogoff (1983), a large body of empir-
ical economic research has found that forecasting models for exchange rates based on
macroeconomic data or theory are often outperformed by simple univariate techniques
and parsimonious multivariate methods. This is driven by multiple factors, including
the small correlation between the exchange rates and GDP growth (Figure 2) and the
small predictability of financial returns.
This series of complexities makes it a good real-world dataset to benchmark different
techniques for selecting hyperparameters. This application does not intend to find the
best model (among a class of techniques) for predicting exchange rates. In fact, the
penalised vector autoregression serves as a simple example of a forecasting model that
requires hyperparameters, and the aim of this application is to show that the artificial
jackknife is a good means for selecting tuning hyperparameters compared to other
well-known approaches for validation.
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The estimation algorithm proposed in subsection 2.1 and in the appendix is an
efficient way to estimate the model in the presence of arbitrary patterns of missing
observations (as in the case of the artificial delete-d jackknife). The remaining part of
this section is structured as follows: subsection 2.1 describes the details regarding the
penalised vector autoregressions, while subsection 2.2 shows the empirical results.
2.1. Penalised vector autoregressions
A stable VAR(p) implies that
Yt+1 = ΨXt +Vt+1, (10)
where Vt+1
w.n.∼ N(0n×1,Σ), Xt = (Y′t . . .Y′t−p+1)′, Ψ is a n × np matrix that can be
partitioned as Ψ = (Ψ′1 . . .Ψ
′
n)
′, and t = p, . . . , T − 1.
This paper considers the estimation of penalised VARs such that8
Ψˆ
′
i(γ) := argmin
ψ∈Rnp
 12(T − p)
T−1∑
t=p
(Yi,t+1 −ψ′Xt)2 + g(ψ,γ)
 , (11)
where
g(ψ,γ) := λ
n∑
v=1
p∑
l=1
βl−1
[1
2
(1− α)ψ2l+(v−1)p + α
∣∣∣ψl+(v−1)p∣∣∣] ,
or, equivalently,
g(ψ,γ) := λ
np∑
j=1
β⌊(j−1)/n⌋
[1
2
(1− α)ψ2j + α |ψj |
]
, (12)
γ := (p λ α β)′ is a given vector of hyperparameters (with λ ≥ 0, 0 ≤ α ≤ 1, β ≥ 1)
and i = 1, . . . , n. The function g(ψ,γ) is a generalisation of the well-known classic
elastic-net penalty (Zou and Hastie, 2005; Zou and Zhang, 2009) that allows to shrink
more distant lags via β. For α = 1 and α = 0 this is equivalent to the so-called LASSO
(Tibshirani, 1996) and ridge (Hoerl and Kennard, 1970) penalties. These cases are
described below. When λ = 0 the vector autoregression coefficients are not penalised.
LASSO and ridge penalties perform differently in various settings and applications,
as extensively described in Zou and Hastie (2005). LASSO gives a sparse representation
of the model and thus a simple regression in few predictors. This is in contrast with
ridge and it is crucial when researchers aim to detect and select important subsets of
8As highlighted in Hastie et al. (2015, pp. 9) some references do not use the 1/(T −p) factor for ridge,
LASSO and elastic-net. This is irrelevant for the VAR coefficients. However, it is useful to make λ
comparable with varying number of observations.
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regressors. However, the stability of LASSO coefficients is rather poor over time, as
the model is agnostic on which variables to select among groups of highly correlated
predictors. In similar settings, ridge performs better than LASSO. See De Mol et al.
(2008) and Giannone et al. (2017) for results on economic and financial data. The
elastic-net penalty combines ridge and LASSO. For 0 < α < 1 the model allows for a
sparse model and benefits from the co-movement of correlated predictors.
With respect to the standard elastic-net penalty, Equation 12 includes an extra
hyperparameter to penalise more distant lags. This idea is commonly used in time
series. A clear parallel can be made by looking at Bayesian VARs with Minnesota
priors (Doan et al., 1984; Litterman, 1986). In stationary settings, this set of priors
shrinks the vector autoregression toward a white noise (i.e., it shrinks the coefficients to
zero) and penalises more distant lags. The model in Equation 11 would give a similar
output for α = 0. However, differently from a standard Bayesian VARs with Minnesota
priors, it can also give a sparse representation of the model.
When α = 0 the estimation is straightforward since the penalty is differentiable.
However, for 0 < α ≤ 1 this is no longer the case, due to the LASSO component of
the elastic-net penalty. Algorithms to estimate VARs when α = 1 are discussed in
Kock and Callot (2015), Cavalcante et al. (2017), Barigozzi and Brownlees (2018) and
similar ideas could be generalised for any α. However, these methods are not directly
compatible with missing observations in the measurements which is a crucial issue for
this paper, since missing values are used to define the artificial jackknife.
The estimation method used in this paper builds on the approximation proposed
in Fan and Li (2001) and Hunter and Li (2005). Suppose that an initial value for the
coefficients Ψ0 is given. The LASSO component of the penalty in Equation 12 is
λα
np∑
j=1
β⌊(j−1)/n⌋ |ψj | ≈ λα
np∑
j=1
β⌊(j−1)/n⌋
∣∣∣Ψ0i,j∣∣∣+ ψ2j −
(
Ψ0i,j
)2
2
(∣∣∣Ψ0i,j∣∣∣+ ε)
 ,
for ψj ≈ Ψ0i,j and a small ε > 0. This local quadratic approximation makes the LASSO
component differentiable with respect to the VAR coefficients. Also, it is easy to
employ within iterative algorithms, wherein the coefficients in the k-th iteration provide
satisfactory initial values for the procedure in the (k + 1)-th iteration. For instance,
the elastic-net penalty for the (k + 1)-th iteration of a generic iterative algorithm is
λ
np∑
j=1
β⌊(j−1)/n⌋
12(1− α)ψ2j + α
∣∣∣Ψˆki,j∣∣∣+ ψ2j −
(
Ψˆki,j
)2
2
(∣∣∣Ψˆki,j∣∣∣+ ε)

 , (13)
where Ψˆ
k
are the coefficients estimated in the k-th iteration.
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This paper uses the penalty in Equation 13 within an Expectation-Conditional
Maximisation (ECM) algorithm (Meng and Rubin, 1993). This allows to estimate
these VARs via penalised maximum likelihood in the presence of missing observations
in the data. Details are reported in the appendix.
2.2. Results
This subsection uses the methodology described in subsection 1.4 to tune penalised
VARs. Results are showed for two datasets: the first including foreign exchange rates
only and the second with real GDP data as well.
In both cases, the hyperparameters are tuned using data from Q1-1960 to Q4-1999
and for those based on pseudo out-of-sample criteria, the presample ends in Q4-1979.
Furthermore, the grid of candidates is set to be
H =Hp ×Hλ ×Hα ×Hβ ,
with Hp := {1, 2, 3, 4, 5}, Hλ := [10−4, 5], Hα := [0, 1] and Hβ := [1, 5]. H is uniformly
explored and a resulting subset of 1,000 random candidates are used for all error esti-
mators and datasets. Finally, the cardinality of A˜(d) is set to 5,000, the weights in w
are equal to 1/9 for the FX rates and zero otherwise, and d is tuned as in Equation 9.9
Table 1 summarises the output of the hyperparameter selection for all methods
and datasets. The table includes two blocks: the first refers to the dataset with foreign
exchange rates only, while the second to the complete dataset. The tuning process
uses data for all countries excluding the Euro Area and New Zealand, because data
referring to these countries has a significant number of real missing observations in the
pre-sample used for estimators based on pseudo out-of-sample criteria. The last column
shows forecasting results for VARs with data for the Euro Area and New Zealand
based on hyperparameters selected without. From Table 1 it also emerges that the
artificial jackknife selects more parsimonious models for exchange rates, compared to
other estimators. The artificial jackknife selects one lag (whereas those preferred by
the block jackknife, pseudo out-of-sample and in-sample errors have at least 2) and a
high shrinkage factor λˆ. Furthermore, the hyperparameters selected from the artificial
jackknife approach more closely LASSO VARs. Finally, γˆ is more robust for changes
in the data in the case of the artificial jackknife.
In this table, the estimated hyperparameters are compared against each other from
a forecasting perspective as well. The last two columns show the average pseudo
out-of-sample MSE committed predicting exchange rates from Q1-2000 o Q4-2018.
9The weights are re-scaled to sum to one when some of the FX rates are missing - i.e., if at any point
in time m exchange rates are missing, the weights for the observed ones are set to 1/(9−m).
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Dataset Estimator used for selecting γˆ γˆ =
(
pˆ λˆ αˆ βˆ
) Realised error
Ex. EA & NZ All countries
FX only
Artificial jackknife (1, 4.99, 0.94, 1.00) 20.31 21.75
Block jackknife, q = ⌈0.1 · T ⌉ (3, 4.24, 0.70, 4.53) 21.19 22.45
Block jackknife, q = ⌈0.2 · T ⌉ (5, 4.66, 0.89, 3.91) 20.34 21.86
Pseudo out-of-sample error (4, 3.79, 0.67, 4.71) 21.11 22.71
In-sample error (5, 1.05, 0.25, 1.08) 27.07 31.31
Complete
Artificial jackknife (1, 4.82, 0.99, 1.00) 20.58 22.24
Block jackknife, q = ⌈0.1 · T ⌉ (4, 4.72, 0.54, 4.86) 22.24 24.74
Block jackknife, q = ⌈0.2 · T ⌉ (4, 4.98, 0.98, 4.64) 20.79 23.76
Pseudo out-of-sample error (2, 4.72, 0.51, 4.04) 21.58 24.16
In-sample error (5, 0.06, 0.23, 3.13) 31.11 39.87
Table 1: Hyperparameters and average MSE for a range of error estimators.
Notes: The realised errors are the average pseudo out-of-sample MSE committed predicting foreign
exchange rates from Q1-2000 to Q4-2018, and computed by re-estimating the VARs every quarter.
For this forecasting exercise, the vector of hyperparameters are kept constant over
the evaluation and the VARs are re-estimated every quarter. What emerges from
Table 1 is in line with Meese and Rogoff (1983), since the most parsimonious models
perform best, and including real GDP growth only succeeded in marginally worsening
the accuracy. By using equal weighting (as in this example) it is not obvious ex-ante
which series will be predicted best, since the target of the error estimators is the average
MSE across all variables. Table 3 proves this point by showing the realised MSE per
currency.
Figure 3 breaks down the average realised errors into theirs components. This chart
shows the pseudo out-of-sample MSE for the VARs relative to a random walk model.
Figures lower than one indicate currencies for which the VARs was more accurate than
the random walk. The dotted line denotes the point where the models perform the
same. It emerges that the VARs with the hyperparameters selected with the artificial
jackknife perform better than the benchmark models overall. This higher stability to
changes in the data follows from the finite-sample variance of the artificial jackknife
error reported in subsection 1.2.
3. Concluding comments
This article proposes a new approach for selecting hyperparameters in time series
denoted as artificial delete-d jackknife: a generalisation of the delete-d jackknife.
By contrast with existing approaches, the artificial delete-d jackknife can parti-
tion dependent data into a large set of unique partitions, even when T is relatively
small. These partitions are used to construct a robust forecast error estimator, based
on pseudo out-of-sample evaluations. The errors based on pseudo out-of-sample evalu-
ations converge in probability to the true error (see appendix). However, the artificial
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delete-d jackknife has strong finite-sample advantages, as described in subsection 1.2.
As an illustration, the artificial jackknife is used to tune elastic-net vector autore-
gressions estimated on real-world data (i.e., exchange rates and real GDP growth).
Since this version of the jackknife introduces arbitrary patterns of missing data into
the measurements, it is shown how to estimate these autoregressive models with these
complexities. The appendix describes an ECM algorithm compatible with the struc-
ture of the penalty. The empirical results are promising for the artificial jackknife. It
is more stable to changes in the data compared to the block jackknife and a simpler
pseudo out-of-sample error. Also, it selects hyperparameters that give more accurate
penalised vector autoregressions.
While the theory developed in this paper is based on a weighted mean square loss,
the artificial jackknife error could be extended to other loss functions for prediction and
classification problems. Also, it could be extended to compute the uncertainty around
sample statistics in time series. These and a few other points are not fully developed
in this article and they are left for future research.
Finally, there is space to test the artificial jackknife in empirical studies. For in-
stance, the data studied in section 2 could be analysed and forecasted through the lens
of a more sophisticated model. Alternatively, the weight vector could be structured
differently (e.g., looking at the trade volumes of each exchange rate). The applica-
tion above is a simple example to test the performances of the artificial jackknife on
real-world data. However, thorough applied work could exploit its benefits further.
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appendix
A1: Asymptotic results
Proposition 1. Assume that for all t > 0, T > 0 and any finite n > 0
n∑
i=1
wi ≤M1, (14)
n∑
i=1
n∑
j=1
| cov(Vi,t, Vj,t)| ≤ M2, (15)
n∑
i=1
n∑
j=1
| cov(V 2i,t, V 2j,t)| ≤ M3, (16)
E
[
‖f(Xt,Ψ)− f(Xt, Ψˆt(γ))‖2F
]
≤M4/t, (17)
lim
T→∞
t0/T = 0, (18)
where M1,M2,M3,M4 ∈ (0,∞). Let êrrT (γ) be the pseudo out-of-sample error esti-
mated on a dataset with T time periods
êrrT (γ) = +
1
T − t0
T−1∑
t=t0
n∑
i=1
wi V
2
i,t+1 (19)
+
1
T − t0
T−1∑
t=t0
n∑
i=1
wi
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]2
+
2
T − t0
T−1∑
t=t0
n∑
i=1
wi Vi,t+1
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]
,
where fi(Xt,Ψ) ≡ [f(Xt,Ψ)]i for i = 1, . . . , n, and any matrix of finite coefficients Ψ .
Under Equations 1–4 and Equations 14–18 it holds that
lim
T→∞
T
lnT
E
[∣∣∣êrrT (γ)− err∣∣∣
]
≤M1M4.
The proof of Proposition 1 relies on the following three lemmas and it is reported
hereinafter. Each term on the RHS of Equation 19 is linked to one of these lemmas.
Lemma 1. Under Equations 1–4, Equation 14, Equation 16, Equation 18 it holds that
lim
T→∞
T E

∣∣∣∣∣∣ 1T − t0
T−1∑
t=t0
n∑
i=1
wi V
2
i,t+1 − err
∣∣∣∣∣∣
2
 ≤M21 M3.
proof. First, recall that w is a vector of given positive and finite scalars, the model
parameters are finite and Vt+1
i.i.d.∼ (0n×1,Σ), where Σ is a positive definite matrix.
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Furthermore, recall that err =
∑n
i=1wiΣi,i. Using the bias-variance decomposition
E

∣∣∣∣∣∣ 1T − t0
T−1∑
t=t0
n∑
i=1
wi V
2
i,t+1 −
n∑
i=1
wiΣi,i
∣∣∣∣∣∣
2

=
bias
 1
T − t0
T−1∑
t=t0
n∑
i=1
wi V
2
i,t+1
2 + var
 1
T − t0
T−1∑
t=t0
n∑
i=1
wi V
2
i,t+1
 .
The bias is equal to zero since
bias
 1
T − t0
T−1∑
t=t0
n∑
i=1
wi V
2
i,t+1
 = 1
T − t0
T−1∑
t=t0
n∑
i=1
E
(
wi V
2
i,t+1
)
−
n∑
i=1
wiΣi,i = 0.
The variance is
var
 1
T − t0
T−1∑
t=t0
n∑
i=1
wi V
2
i,t+1

=
1
(T − t0)2
T−1∑
t=t0
T−1∑
s=t0
n∑
i=1
n∑
j=1
wiwj
[
E
(
V 2i,t+1 V
2
j,s+1
)
− E
(
V 2i,t+1
)
E
(
V 2j,s+1
)]
=
1
(T − t0)2
T−1∑
t=t0
T−1∑
s=t0
n∑
i=1
n∑
j=1
wiwj cov
(
V 2i,t+1, V
2
j,s+1
)
.
Given that Vt+1 is i.i.d. (for any t > 0)
var
 1
T − t0
T−1∑
t=t0
n∑
i=1
wi V
2
i,t+1
 = 1
(T − t0)2
T−1∑
t=t0
n∑
i=1
n∑
j=1
wiwj cov
(
V 2i,t+1, V
2
j,t+1
)
.
Considering that all weights are positive and following Equation 14 and Equation 16
E

∣∣∣∣∣∣ 1T − t0
T−1∑
t=t0
n∑
i=1
wi V
2
i,t+1 −
n∑
i=1
wiΣi,i
∣∣∣∣∣∣
2

≤ M
2
1
(T − t0)2
T−1∑
t=t0
n∑
i=1
n∑
j=1
cov
(
V 2i,t+1, V
2
j,t+1
)
≤ M
2
1 M3
T (1− t0/T ) .
Under Equation 18,
lim
T→∞
T E

∣∣∣∣∣∣ 1T − t0
T−1∑
t=t0
n∑
i=1
wi V
2
i,t+1 − err
∣∣∣∣∣∣
2
 ≤M21 M3.
Q.E.D.
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Lemma 2. Under Equations 1–4, Equation 14 and Equations 17–18 it holds that
lim
T→∞
T
lnT
E

∣∣∣∣∣ 1T − t0
T−1∑
t=t0
n∑
i=1
wi
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]2∣∣∣∣∣
 ≤M1M4.
proof. Under Equation 14 and Equation 17,
E

∣∣∣∣∣ 1T − t0
T−1∑
t=t0
n∑
i=1
wi
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]2∣∣∣∣∣

≤ 1
T − t0
T−1∑
t=t0
n∑
i=1
wi E
[
|fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))|2
]
≤ 1
T − t0
T−1∑
t=t0
n∑
i=1
wi E
[
‖f(Xt,Ψ)− f(Xt, Ψˆt(γ))‖2F
]
≤ M4
T − t0
T−1∑
t=t0
1
t
n∑
i=1
wi
≤ M1M4
T − t0
T−1∑
t=t0
1
t
,
where the third step follows from the fact that all weights are positive. Note that
T−1∑
t=t0
1
t
=
T−t0∑
s=1
1
s+ t0 − 1 ≤
T∑
s=1
1
s+ t0 − 1 ≤
T∑
s=1
1
s
≤
∫ T
1
1
s
ds ≤ lnT + 1.
Hence,
E

∣∣∣∣∣ 1T − t0
T−1∑
t=t0
n∑
i=1
wi
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]2∣∣∣∣∣
 ≤ (ln T + 1)(M1M4)T (1− t0/T ) .
Under Equation 18, it holds that
lim
T→∞
T
lnT
E

∣∣∣∣∣ 1T − t0
T−1∑
t=t0
n∑
i=1
wi
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]2∣∣∣∣∣
 ≤M1M4.
Q.E.D.
Lemma 3. Under Equations 1–4, Equations 14–15 and Equations 17–18 it holds that
lim
T→∞
√
T E

∣∣∣∣∣ 2T − t0
T−1∑
t=t0
n∑
i=1
wi Vi,t+1
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]∣∣∣∣∣
 ≤ 4M1
√
M2
√
M4.
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proof. It follows from the Cauchy-Schwarz inequality that
E

∣∣∣∣∣ 2T − t0
T−1∑
t=t0
n∑
i=1
wi Vi,t+1
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]∣∣∣∣∣

≤ 2
T − t0
T−1∑
t=t0
n∑
i=1
wi E
[
| Vi,t+1 | |fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))|
]
≤ 2
T − t0
T−1∑
t=t0
n∑
i=1
wi
√
E
[
| Vi,t+1 |2
]√
E
[
|fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))|2
]
.
Under Equations 14–15 and Equation 17,
2
T − t0
T−1∑
t=t0
n∑
i=1
wi
√
E
[
| Vi,t+1 |2
]√
E
[
|fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))|2
]
≤ 2
√
M2
T − t0
T−1∑
t=t0
n∑
i=1
wi
√
E
[
|fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))|2
]
≤ 2
√
M2
T − t0
T−1∑
t=t0
n∑
i=1
wi
√
E
[
‖f(Xt,Ψ)− f(Xt, Ψˆt(γ))‖2F
]
≤ 2
√
M2
√
M4
T − t0
T−1∑
t=t0
1√
t
n∑
i=1
wi
≤ 2M1
√
M2
√
M4
T − t0
T−1∑
t=t0
1√
t
.
Note that
T−1∑
t=t0
1√
t
=
T−t0∑
s=1
1√
s+ t0 − 1 ≤
T∑
s=1
1√
s+ t0 − 1 ≤
T∑
s=1
1√
s
≤
∫ T
1
1√
s
ds ≤ 2
√
T − 1.
Thus,
E

∣∣∣∣∣ 2T − t0
T−1∑
t=t0
n∑
i=1
wi Vi,t+1
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]∣∣∣∣∣
 ≤ 2M1
√
M2
√
M4 (2
√
T − 1)
T (1− t0/T )
and, under Equation 18,
lim
T→∞
√
T E

∣∣∣∣∣ 2T − t0
T−1∑
t=t0
n∑
i=1
wi Vi,t+1
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]∣∣∣∣∣
 ≤ 4M1
√
M2
√
M4.
Q.E.D.
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proof of proposition 1. From Equation 19 it follows that
E
[∣∣∣êrrT (γ)− err∣∣∣
]
≤+ E
∣∣∣∣∣ 1T − t0
T−1∑
t=t0
n∑
i=1
wi V
2
i,t+1 −
n∑
i=1
wiΣi,i
∣∣∣∣∣

+ E

∣∣∣∣∣ 1T − t0
T−1∑
t=t0
n∑
i=1
wi
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]2∣∣∣∣∣

+ E

∣∣∣∣∣ 2T − t0
T−1∑
t=t0
n∑
i=1
wi Vi,t+1
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]∣∣∣∣∣
 .
By Lemmas 1 to 3 the second term has the slower rate of convergence. Therefore,
under Equation 18,
lim
T→∞
T
lnT
E
[∣∣∣êrrT (γ)− err∣∣∣
]
≤M1M4.
Q.E.D.
Proposition 2. Assume that there are tNA periods such that
lim
T→∞
tNA/T = 0 (20)
where the data includes missing observations, and recall that in the presence of NAs
êrrT (γ) = +
1
T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1
+
1
T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]2
+
2
T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi Vi,t+1
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]
.
Under the assumptions of Proposition 1 and Equation 20, it holds that
lim
T→∞
T
lnT
E
[∣∣∣êrrT (γ)− err∣∣∣
]
≤M1M4.
Remark (Limiting number of missing observations). Before going through the proof
of Proposition 2, note that Equation 20 serves a crucial purpose: limiting the number
of periods with missing observations, as T approaches infinity. This implies that as T
increases the information set expands, because new datapoints are generally observed.
In absence of Equation 20, the total number of missing values could be predominant.
The proof of Proposition 2 relies on the following lemma and it is reported hereinafter.
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Lemma 4. Under the same assumptions of Lemma 1 and Equation 20 it holds that
lim
T→∞
T E

∣∣∣∣∣∣ 1T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1 − err
∣∣∣∣∣∣
2
 ≤M21 M3.
proof. Similarly to Lemma 1, using the bias-variance decomposition
E

∣∣∣∣∣∣ 1T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1 −
n∑
i=1
wiΣi,i
∣∣∣∣∣∣
2

=
bias
 1
T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1
2 + var
 1
T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1
 .
Consider that
1
T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1 =
1
T − t0
T−1∑
t=t0
I|D(t+1)|=n n∑
i=1
wi V
2
i,t+1 + I|D(t+1)|6=n
∑
i∈D(t+1)
wi V
2
i,t+1
 .
Hence,
bias
 1
T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1

=
T − t0 − tNA
T − t0
n∑
i=1
wiΣi,i +
1
T − t0
T−1∑
t=t0
I|D(t+1)|6=n
∑
i∈D(t+1)
wiΣi,i −
n∑
i=1
wiΣi,i
≤ 1− t0/T − tNA/T
1− t0/T
n∑
i=1
wiΣi,i +
tNA/T
1− t0/T M5 −
n∑
i=1
wiΣi,i,
where
M5 := sup
t
I|D(t+1)|6=n ∑
i∈D(t+1)
wiΣi,i

and thus 0 ≤ M5 < ∑ni=1wiΣi,i. Next, since Vt+1 is i.i.d. (for any t > 0)
var
 1
T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1
 =
+
1
(T − t0)2
T−1∑
t=t0
I|D(t+1)|=n
n∑
i=1
n∑
j=1
wi wj cov
(
V 2i,t+1, V
2
j,t+1
)
+
1
(T − t0)2
T−1∑
t=t0
I|D(t+1)|6=n
∑
i∈D(t+1)
∑
j∈D(t+1)
wiwj cov
(
V 2i,t+1, V
2
j,t+1
)
.
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Under Equation 14 and Equation 16,
var
 1
T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1

≤ (T − t0 − tNA) (M
2
1 M3)
(T − t0)2 +
tNAM
2
1 M6
(T − t0)2
≤ (1− t0/T − tNA/T ) (M
2
1 M3)
T (1− t0/T )2 +
(tNA/T ) (M21 M6)
T (1− t0/T )2 ,
where
M6 := sup
t
I|D(t+1)|6=n ∑
i∈D(t+1)
∑
j∈D(t+1)
| cov(V 2i,t+1, V 2j,t+1)|

and thus 0 ≤ M6 < M3. Under Equation 18 and Equation 20,
lim
T→∞
bias
 1
T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1
 = 0,
lim
T→∞
T var
 1
T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1
 ≤M21 M3.
As a result,
lim
T→∞
T E

∣∣∣∣∣∣ 1T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1 − err
∣∣∣∣∣∣
2
 ≤M21 M3.
Q.E.D.
Remark (Upper bounds in Lemma 4). DefiningM5 andM6 to be equal to
∑n
i=1wiΣi,i
and M3 would give loose upper bounds for the bias and variance. This would mask
the relevancy of Equation 20. This is not ideal especially for the case in which tNA is
large and all series are always jointly missing.
proof of proposition 2. In the presence of missing observations,
E
[∣∣∣êrrT (γ)− err∣∣∣
]
≤+ E
∣∣∣∣∣ 1T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1 −
n∑
i=1
wiΣi,i
∣∣∣∣∣

+ E

∣∣∣∣∣ 1T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]2∣∣∣∣∣

+ E

∣∣∣∣∣ 2T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi Vi,t+1
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]∣∣∣∣∣
 .
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Note that
E
[∣∣∣êrrT (γ)− err∣∣∣
]
≤+ E
∣∣∣∣∣ 1T − t0
T−1∑
t=t0
∑
i∈D(t+1)
wi V
2
i,t+1 −
n∑
i=1
wiΣi,i
∣∣∣∣∣

+ E

∣∣∣∣∣ 1T − t0
T−1∑
t=t0
n∑
i=1
wi
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]2∣∣∣∣∣

+ E

∣∣∣∣∣ 2T − t0
T−1∑
t=t0
n∑
i=1
wi Vi,t+1
[
fi(Xt,Ψ)− fi(Xt, Ψˆt(γ))
]∣∣∣∣∣
 .
By Lemmas 2 to 4 the second term has the slower rate of convergence. Thus, under
Equation 18 and Equation 20,
lim
T→∞
T
lnT
E
[∣∣∣êrrT (γ)− err∣∣∣
]
≤M1M4.
Q.E.D.
Corollary 2.1. Let e˜rrT (J,γ) be a generic jackknife pseudo out-of-sample error based
on a dataset with T time periods. Under the assumptions of Proposition 2, it holds that
lim
T→∞
T
lnT
E
[∣∣∣e˜rrT (J,γ)− err∣∣∣
]
≤M1M4.
proof. It follows from the argument in subsection 1.2 that e˜rrT (J,γ) is the average
of a number of i.d. pseudo out-of-sample errors. Trivially, this implies that the bounds
in Proposition 2 do not change.
Q.E.D.
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A2: Estimation of penalised VARs for data with missing observations
The Expectation-Conditional Maximisation algorithm
The artificial delete-d jackknife introduces missing values into the data. However,
typical estimation methods for the penalised vector autoregressions in subsection 2.1
are not compatible with incomplete time series. This subsection details a method
to fit these models in the presence of missing values. The approach is based on the
Expectation-Conditional Maximisation (ECM) algorithm (Meng and Rubin, 1993) and
shares similarities with Shumway and Stoffer (1982).
Re-write the vector autoregression in the state-space form
Yt = BXt + Et, (21)
Xt = CXt−1 + Vt, (22)
where
Xt :=
(
Y˜
′
t Y˜
′
t−1 . . . Y˜
′
t−p+1
)′
,
Vt :=
(
V˜
′
t 01×np−n
)′ w.n.∼ N
0np×1,
Σ˜ 0n×np−n
0np−n×n 0np−n×np−n
 ,
B :=
(
In 0n×np−n
)
,
R := ε · In,
C :=
(
Ψ˜
′
C′
)′
,
C :=
(
Inp−n 0np−n×n
)
,
X0
w.n.∼ N(µ0,Ω0) and Et w.n.∼ N(0n×1,R). Ψ˜, Σ˜ are matrices with the same size and
characteristics of Ψ, Σ. µ0 and Ω0 are np× 1, and np× np.
This state-space represents the VAR since Equation 21 restricts Y˜t ≈ Yt and thus
Ψ˜ ≈ Ψ, V˜t ≈ Vt, and Σ˜ ≈ Σ. The precision of this approximation is inversely pro-
portional to (and controlled by) ε.10 The advantage of this state-space with respect
to alternative representation is that the vector autoregression coefficients are in the
transition equation (Equation 22) only. The observation equation (Equation 21) pa-
rameters are all fixed and given. This notably simplifies the calculations required to
estimate the model.
10In this article ε is set to 10−8.
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Let
Γ(γ) := λ

In 0n×n . . . 0n×n
0n×n β · In . . . 0n×n
... . . . . . .
...
0n×n . . . . . . β
p−1 · In

ˆ˙Φ
k
(γ) :=

√
1∣∣∣ ˆ˜Ψk(γ)1,1∣∣∣+ε . . .
√
1∣∣∣ ˆ˜Ψk(γ)1,np∣∣∣+ε
...
. . .
...√
1∣∣∣ ˆ˜Ψk(γ)n,1∣∣∣+ε . . .
√
1∣∣∣ ˆ˜Ψk(γ)n,np∣∣∣+ε
 .
Hence, the complete data11 penalised log-likelihood can be written as
lnL(ϑ,γ|Y,X) ≃− 1
2
ln |Ω0| − 12 Tr
[
Ω−10 (X0 − µ0)(X0 − µ0)′
]
(23)
− T
2
ln |Σ˜| − 1
2
Tr
[ T∑
t=1
Σ˜
−1
(X1:n,t − Ψ˜Xt−1)(X1:n,t − Ψ˜Xt−1)′
]
− T
2
ln |R| − 1
2
Tr
[ T∑
t=1
R−1(Yt −BXt)(Yt −BXt)′
]
− Tr
{
(1− α)
2
Σ˜
−1
Ψ˜Γ(γ)Ψ˜
′
︸ ︷︷ ︸
Ridge
+
α
2
Σ˜
−1
[
Ψ˜⊙ ˆ˙Φ
k
(γ)
]
Γ(γ)
[
Ψ˜⊙ ˆ˙Φ
k
(γ)
]′
︸ ︷︷ ︸
LASSO
}
where
ϑ :=
(
vec(B)′ vech(R)′ vec(Ψ˜)′ vech(Σ˜)′ vec(µ0)
′ vech(Ω0)′
)′
,
and X1:n,t is a column vector formed by taking the first n rows of Xt. With complete
data, the parameters could then be estimated finding the maximisers for Equation 23.
However, this is not feasible since the data used in this article includes missing obser-
vations and the latent states are unknown.
One way to tackle this issue is via the ECM algorithm. Assume that an initial
estimate ϑˆ
0
(γ) for the parameters ϑ is given. The algorithm starts with the “E-step”,
that is the operation of computing the expectation of the complete-data penalised
log-likelihood, conditional on ϑˆ
0
(γ) and the full information set
I := {Y1, . . . ,YT}.
11As if the states were known and the data was fully observed.
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Next, the CM-step estimates the parameters ϑˆ
1
(γ) to conditionally maximise the ex-
pected penalised log-likelihood calculated in the E-step. Afterwards, ϑˆ
1
(γ) is used for
initialising a new iteration of the ECM algorithm. The expectation and conditional
maximisation steps are then repeated until convergence.
It is convenient to formalise the E-step for the generic (k+1)-th iteration by using
the Kalman smoother12 output
Xˆt := E
[
Xt
∣∣∣I, ϑˆk(γ)],
Pˆt := Cov
[
Xt
∣∣∣I, ϑˆk(γ)],
Pˆt,t−1 := Cov
[
Xt,Xt−1
∣∣∣I, ϑˆk(γ)],
where ϑˆ
k
(γ) is the vector of parameters ϑ estimated in the k-th iteration of the ECM
ϑˆ
k
(γ) :=

vec(Bˆ
k
(γ))
vec(Rˆ
k
(γ))
vec( ˆ˜Ψ
k
(γ))
vec( ˆ˜Σ
k
(γ))
vec(µˆk0(γ))
vec(Ωˆ
k
0(γ))

.
Since the observation equation coefficients are constant and known, then
Bˆ
k
(γ) = B,
Rˆ
k
(γ) = R,
for each k ≥ 0. The recursion used for calculating these Kalman smoother estimates
is the same as those in Shumway and Stoffer (1982).
At the beginning of the (k + 1)-th iteration, the expected penalised log-likelihood
Q
[
ϑ,γ
∣∣∣I, ϑˆk(γ)] := E[ lnL(ϑ,γ|Y,X) ∣∣∣I, ϑˆk(γ)].
12A Kalman smoother compatible with missing observations in the measurements.
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It follows that
Q
[
ϑ,γ
∣∣∣I, ϑˆk(γ)] ∝− 1
2
ln |Ω0| − 12 Tr
[
Ω−10
(
Dˆ− Xˆ0µ′0 − µ0Xˆ
′
0 + µ0µ
′
0
) ]
(24)
− T
2
ln |Σ˜| − 1
2
Tr
[
Σ˜
−1 (
Eˆ− FˆΨ˜′ − Ψ˜Fˆ′ + Ψ˜GˆΨ˜′
) ]
− T
2
ln |R| − 1
2
Tr
{
T∑
t=1
R−1E
[
(Yt −BXt)(Yt −BXt)′
∣∣∣I, ϑˆk(γ)]}
− Tr
{
(1− α)
2
Σ˜
−1
Ψ˜Γ(γ)Ψ˜
′
+
α
2
Σ˜
−1
[
Ψ˜⊙ ˆ˙Φ
k
(γ)
]
Γ(γ)
[
Ψ˜⊙ ˆ˙Φ
k
(γ)
]′}
where
Dˆ := E
[
X0X0
∣∣∣I, ϑˆk(γ)] = Xˆ0Xˆ′0 + Pˆ0,
Eˆ :=
T∑
t=1
E
[
X1:n,tX
′
1:n,t
∣∣∣I, ϑˆk(γ)] = T∑
t=1
(
XˆtXˆ
′
t + Pˆt
)
1:n,1:n
,
Fˆ :=
T∑
t=1
E
[
X1:n,tX
′
t−1
∣∣∣I, ϑˆk(γ)] = T∑
t=1
(
XˆtXˆ
′
t−1 + Pˆt,t−1
)
1:n,1:np
,
Gˆ :=
T∑
t=1
E
[
Xt−1X
′
t−1
∣∣∣I, ϑˆk(γ)] = T∑
t=1
(
Xˆt−1Xˆ
′
t−1 + Pˆt−1
)
.
Note that since B and R are constant the corresponding part of the expected penalised
log-likelihood is not important for the estimation.
Lemma 5. At the (k + 1)-th iteration of the ECM, the model in Equations 21–22 has
(a) optimal initial conditions
µˆk+10 (γ) = Xˆ0, (25)
Ωˆ
k+1
0 (γ) = Pˆ0, (26)
(b) optimal VAR coefficients
ˆ˜Ψ
k+1′
i (γ) =
{
Gˆ + Γ(γ)⊙
[
(1− α) Inp + α Φˆk
′
i (γ) · 11×np
]}−1
Fˆ
′
i, (27)
for i = 1, . . . , n,
(c) optimal variance-covariance matrix of the VAR residuals
ˆ˜Σ
k+1
(γ) = +
1
T
[
Eˆ− Fˆ ˆ˜Ψ
k+1′
(γ)− ˆ˜Ψ
k+1
(γ) Fˆ
′
+ ˆ˜Ψ
k+1
(γ) Gˆ ˆ˜Ψ
k+1′
(γ)
]
(28)
+
(1− α)
T
ˆ˜Ψ
k+1
Γ(γ) ˆ˜Ψ
k+1′
+
α
T
[
ˆ˜Ψ
k+1
⊙ ˆ˙Φ
k
(γ)
]
Γ(γ)
[
ˆ˜Ψ
k+1
⊙ ˆ˙Φ
k
(γ)
]′
.
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proof. The CM-step computes the VAR parameters to maximise Equation 24
ϑˆ
k+1
(γ) = argmax
ϑ
Q
[
ϑ,γ
∣∣∣I, ϑˆk(γ)].
The initial conditions for the states are calculated as in Shumway and Stoffer (1982).
Instead, the VAR coefficients are computed differently, since the LASSO component of
the elastic-net penalty introduces some additional complexity in the estimation.
(a) The derivatives of Equation 24 with respect to the initial conditions are
∂Q
[
ϑ,γ
∣∣∣I, ϑˆk(γ)]
∂µ0
= −1
2
Ω−10
(
2Xˆ0 − 2µ0
)
,
∂Q
[
ϑ,γ
∣∣∣I, ϑˆk(γ)]
∂Ω0
= −1
2
Ω−10 +
1
2
Ω−10
(
Dˆ− Xˆ0µ′0 − µ0Xˆ
′
0 + µ0µ
′
0
)
Ω−10 .
Thus the maximisers for the conditional expectation of the penalised log-likelihood are
µˆk+10 (γ) = Xˆ0,
Ωˆ
k+1
0 (γ) = Pˆ0.
(b) The partial derivative of Equation 24 with respect to the VAR coefficients Ψ˜ is
∂Q
[
ϑ,γ
∣∣∣I, ϑˆk(γ)]
∂Ψ˜
= Σ˜
−1
{
Fˆ− Ψ˜Gˆ−
[
(1− α)Ψ˜+ αΨ˜⊙ Φˆk(γ)
]
Γ(γ)
}
,
where
Φˆ
k
:= ˆ˙Φ
k
⊙ ˆ˙Φ
k
.
Since Γ(γ) is diagonal, this follows from
{[
Ψ˜⊙ ˆ˙Φ
k
(γ)
]
Γ(γ)
}
⊙ ˆ˙Φ
k
(γ) =
{[
Ψ˜Γ(γ)
]
⊙ ˆ˙Φ
k
(γ)
}
⊙ ˆ˙Φ
k
(γ),
or, equivalently, [
Ψ˜Γ(γ)
]
⊙ Φˆk(γ) =
[
Ψ˜⊙ Φˆk(γ)
]
Γ(γ).
For i = 1, . . . , n, the first order conditions VAR coefficients are
Fˆ
′
i − Gˆ ˆ˜Ψ
k+1′
i (γ)− (1− α)Γ(γ) ˆ˜Ψ
k+1′
i (γ)− αΓ(γ)
[
ˆ˜Ψ
k+1′
i (γ)⊙ Φˆ
k′
i (γ)
]
= 0.
35
Furthermore, given that
Γ(γ)
[
ˆ˜Ψ
k+1′
i (γ)⊙ Φˆ
k′
i (γ)
]
=
{
Γ(γ)⊙
[
Φˆ
k′
i (γ) · 11×np
]}
ˆ˜Ψ
k+1′
i (γ),
the optimal VAR coefficients can be conveniently constructed one row at the time via
ˆ˜Ψ
k+1′
i (γ) =
{
Gˆ+ Γ(γ)⊙
[
(1− α) Inp + α Φˆk
′
i (γ) · 11×np
]}−1
Fˆ
′
i,
for i = 1, . . . , n. When λ = 0, then Γ(γ) is a matrix of zeros and the coefficients are
analogous to those proposed in Shumway and Stoffer (1982). Alternatively, the VAR
is estimated using the elastic-net penalty and this is tuned on the basis of α and Γ(γ).
(c) Finally, the partial derivative of Equation 24 with respect to the inverse of the
variance-covariance matrix of the VAR residuals is
∂Q
[
ϑ,γ
∣∣∣I, ϑˆk(γ)]
∂Σ˜
−1 =+
T
2
Σ˜− 1
2
(
Eˆ− FˆΨ˜′ − Ψ˜Fˆ′ + Ψ˜GˆΨ˜′
)
− 1
2
{
(1− α)Ψ˜Γ(γ)Ψ˜′ + α
[
Ψ˜⊙ ˆ˙Φ
k
(γ)
]
Γ(γ)
[
Ψ˜⊙ ˆ˙Φ
k
(γ)
]′}
,
since − ln |Σ˜| = ln |Σ˜−1|. Hence,
ˆ˜Σ
k+1
(γ) = +
1
T
[
Eˆ− Fˆ ˆ˜Ψ
k+1′
(γ)− ˆ˜Ψ
k+1
(γ) Fˆ
′
+ ˆ˜Ψ
k+1
(γ) Gˆ ˆ˜Ψ
k+1′
(γ)
]
+
(1− α)
T
ˆ˜Ψ
k+1
Γ(γ) ˆ˜Ψ
k+1′
+
α
T
[
ˆ˜Ψ
k+1
⊙ ˆ˙Φ
k
(γ)
]
Γ(γ)
[
ˆ˜Ψ
k+1
⊙ ˆ˙Φ
k
(γ)
]′
.
Q.E.D.
Lemma 6. For λ > 0, the estimator ˆ˜Σ
k+1
(γ) is always positive definite.
proof. Note that for any non-zero u ∈ Rn and Ψ˜, and setting λ > 0
u′Ψ˜Γ(γ)Ψ˜
′
u =
[
Γ˙(γ)′Ψ˜
′
u
]′[
Γ˙(γ)′Ψ˜
′
u
]
= ‖Γ˙(γ)′Ψ˜′u‖22 > 0,
where Γ˙(γ) is the lower-triangular Cholesky decomposition of Γ(γ). The squared
norm is greater then zero since the non-zero elements of the diagonal matrix Γ(γ) are
positive. Also, the same result applies to
(
Ψ˜⊙ ˆ˙Φ
k
(γ)
)
Γ(γ)
(
Ψ˜⊙ ˆ˙Φ
k
(γ)
)′
since all the
elements of ˆ˙Φ
k
(γ) are strictly greater than zero. Hence, Equation 28 is always positive
definite for λ > 0, regardless of the value of α and β. Obviously, if ˆ˜Ψ
k+1
(γ) is a matrix
of zeros then ˆ˜Σ
k+1
(γ) = 1
T
Eˆ that is also positive definite.
Q.E.D.
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Initialisation of the Expectation-Conditional Maximisation algorithm
Let Y , X be a copy of the data in Equation 10 wherein, for each series, the missing
values are replaced with the sample averages for the observed datapoints. The ECM
is initialised estimating the (exact) elastic-net VAR with objective
1
2(T − p)
T−1∑
t=p
(Yi,t+1 −ψ′X t)2 + λ
np∑
j=1
β⌊(j−1)/n⌋
[1
2
(1− α)ψ2j + α |ψj |
]
(29)
via the coordinate descent algorithm in Friedman et al. (2010).
This routine estimates each equation i = 1, . . . , n of the VAR separately performing
the following operations. First, it sets all coefficients equal to zero. Then, it loops over
them until convergence and, at the step 1 ≤ r ≤ np, it estimates ˆ˜Ψ0i,r minimising the
objective function while keeping the other parameters constant. Formally,
ˆ˜Ψ0i,r(γ) =
S

∑T−1
t=p
[
Yi,t+1−
∑
j 6=r
ˆ˜Ψ0
i,j
(γ)Xj,t
]
·Xr,t
T−p
, λαβ⌊(r−1)/n⌋

1
T−p
‖X ′r‖22 + λ(1− α)β⌊(r−1)/n⌋
(30)
where S(z, ζ) := sign(z)max(|z| − ζ, 0) is the soft-thresholding operator. Equation 30
is analogous to the formulas reported in Hastie et al. (2015, pp. 56, 109). The classic
algorithm for the elastic-net penalty is generalised to handle Equation 29. Since the
observed data is standardised, then the object at the denominator 1
T−p
‖X ′r‖22 ≈ 1.
ˆ˜Σ
0
(γ) is the variance covariance matrix of the sample residuals.
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Algorithm: Vector autoregression with elastic-net penalty
Initialization
for i← 1 to n do
for iter ← 1 to maxiter do
for j ← 1 to np do
Estimate the ˆ˜Ψ0i,r(γ) via Equation 30;
end
if converged then
Store the parameters and stop the loop.
end
end
end
The variance-covariance matrix of the VAR residuals ˆ˜Σ0i,r(γ) is initialised via
Σˆ(γ) = 1T−p
∑T
t=p+1
[
Y t − Ψˆ(γ) ·X t
] [
Yt − Ψˆ(γ) ·X t
]′
.
Estimation
for k ← 1 to maxiter do
for j ← 1 to np do
Run the Kalman filter and smoother using ϑˆ
k−1
(γ);
if converged then
Store the parameters and stop the loop.
end
Estimate µˆk0(γ) and Ωˆ
k
0(γ) according to Equation 25 and Equation 26;
Compute Eˆ, Fˆ and Gˆ;
Estimate ˆ˜Ψ
k
(γ) and ˆ˜Σ
k
(γ) as in Equation 27 and Equation 28;
Build ϑˆ
k
(γ);
end
end
Notes
• The results are computed fixing maxiter to 1000. This is a conservative number, since the
algorithm generally requires less iterations to converge.
• In the estimation (initialisation) algorithm the convergence is confirmed when the percentage
difference between the penalised log-likelihood (objective function) at two consecutive
iterations is smaller than 10−3. ε is summed to the denominator of the percentage difference
to always ensure numerical stability.
An implementation for Julia, ElasticNetVAR.jl, is available on GitHub.
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A3: Tables and charts
Mnemonic Name
AUD Foreign Exchange Rate: Australia (Australian Dollar / US Dollar)
CAD Foreign Exchange Rate: Canada (Canadian Dollar / US Dollar)
EUR Foreign Exchange Rate: Euro area (Euro / US Dollar)
JPY Foreign Exchange Rate: Japan (Yen / US Dollar)
NZD Foreign Exchange Rate: New Zealand (New Zealand Dollar / US Dollar)
NOK Foreign Exchange Rate: Norway (Krone / US Dollar)
SEK Foreign Exchange Rate: Sweden (Krona / US Dollar)
CHF Foreign Exchange Rate: Switzerland (Franc / US Dollar)
GBP Foreign Exchange Rate: United Kingdom (Pound / US Dollar)
AU GDP Real GDP: Australia (SA)
CA GDP Real GDP: Canada (SA)
EA GDP Real GDP: EA19 (SA)
JP GDP Real GDP: Japan (SA)
NZ GDP Real GDP: New Zealand (SA)
NO GDP Real GDP: Norway (SA)
SW GDP Real GDP: Sweden (SA)
CH GDP Real GDP: Switzerland (SA)
UK GDP Real GDP: UK (SA)
US GDP Real GDP: USA (SA)
Table 2: Data used in section 2.
Notes: The series are transformed in monthly growth rates. Before the start of the Euro, EUR is
constructed as a synthetic currency calculated averaging the local currencies with 1997 GDP
weights. Data ranges from Q1-1960 to Q4-2018.
Source: Federal Reserve Board, Haver, OECD.
Dataset Estimator used for selecting γˆ AUD CAD JPY NOK SEK CHF GBP
FX only
Artificial jackknife 32.11 13.98 17.12 25.79 23.59 14.64 14.96
Block jackknife, q = ⌈0.1 · T ⌉ 36.05 15.45 16.28 25.94 24.35 15.84 14.41
Block jackknife, q = ⌈0.2 · T ⌉ 31.79 14.25 16.55 24.85 23.66 16.16 15.10
Pseudo out-of-sample error 35.89 14.74 16.27 26.01 24.49 16.02 14.37
In-sample error 39.27 16.86 22.34 33.39 34.46 22.23 20.95
Complete
Artificial jackknife 33.96 14.43 16.65 25.97 23.92 14.03 15.09
Block jackknife, q = ⌈0.1 · T ⌉ 38.90 16.13 16.63 27.48 26.81 14.12 15.58
Block jackknife, q = ⌈0.2 · T ⌉ 34.73 14.58 16.36 25.96 23.82 14.49 15.59
Pseudo out-of-sample error 36.13 14.73 17.45 27.05 25.34 14.75 15.62
In-sample error 43.78 17.85 27.68 37.68 41.19 25.84 23.71
Table 3: Breakdown of the average MSEs (ex. EA and NZ).
Notes: The table reports the pseudo out-of-sample MSEs committed predicting foreign exchange
rates from Q1-2000 to Q4-2018, and computed by re-estimating the VARs every quarter.
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(a) Artificial jackknife
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(b) Block jackknife, q = ⌈0.1 · T ⌉
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(c) Block jackknife, q = ⌈0.2 · T ⌉
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(d) Pseudo out-of-sample
FX ex. EA and NZ All ex. EA and NZ FX All
Figure 3: Relative mean squared errors for the VARs in section 2.
Notes: This table shows the MSEs for the VARs relative to a random walk. The pseudo out-of-sample
MSEs refers to the time frame Q1-2000 to Q4-2018. The vector autoregressions are re-estimated every
quarter, while the hyperparameters are kept constant at their optimal values.
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