Three dual-task experiments were conducted to examine whether the underadditive interaction of the Simon effect and stimulus onset asynchrony (SOA) on Task 2 performance is due to decay. The experiments tested whether the reverse Simon effect obtained with an incompatible stimulus-response (S-R) mapping would show an overadditive interaction with SOA, as predicted by R. De Jong, C.-C. Liang, and E. Lauber's (1994) dual-process model. Tone or letter identification tasks with vocal or keypress responses were used as Task 1. Task 2 was keypresses to arrow direction (or letter identity in Experiment 1). For all experiments, the normal Simon effect showed an underadditive interaction with SOA, but the reverse Simon effect did not show an overadditive interaction. The results imply that the dual-process model is not applicable to the dual-task context. Multiple correspondence effects across tasks implicate an explanation in terms of automatic S-R translation.
paradigm, Pashler (1984) suggested that there is a fixed central bottleneck, located at decision-related stages of human information processing, in which processing is serial. Stages prior or posterior to decision-related stages are assumed to process the two tasks in parallel. The slowing of RT2 at short SOAs occurs because the response-selection stage for Task 2 (T2) cannot start until the corresponding stage in Task 1 (T1) has been completed (see Figure  1 ). That causes "slack" (Schweickert, 1980) , or a delay, between the completion of perceptual processing of $2 and selection of R2. In contrast, when SOA increases, response selection for T1 may have been completed before response selection for T2 commences, and thus response selection for T2 can occur immediately on completion of the perceptual processing of $2.
On the basis of locus of slack logic, the RSB model makes several predictions for the PRP paradigm (Pashler, 1998, pp. 279-282) , the most important of which involve effects of independent variables that influence the duration of either perceptual processing or response-selection processing for T2. First, if there is a bottleneck in response selection, then slowing the prebottleneck perceptual processing of $2 by a certain amount of time may not increase RT2 correspondingly. Specifically, at short SOAs, the delay of response selection for T2 allows the extra perceptual processing time for $2 to be absorbed into the slack and, thus, to have a small effect on RT2. However, at long SOAs, increasing $2 perceptual processing time will delay all the processing after it, without its being absorbed into the slack. Therefore, factors affecting the perceptual processing of $2, such as stimulus intensity and display size, should have a larger effect on RT2 at long than at short SOAs. In other words, these perceptual variables should produce an underadditive interaction with SOA.
The second important prediction of the RSB model concerns manipulations of the duration of the response-selection stage of T2. If a bottleneck is located at the response-selection stage, variables that affect the duration of this stage will be subject to the bottleneck, and the increases in processing time therefore cannot be absorbed into the slack. Consequently, the duration of this stage should have a constant effect on RT2 that is independent of SOA. In other words, manipulation of a variable affecting the responseselection stage on T2 will have an additive effect with SOA. Pashler's (1984) response-selection bottleneck model for dualtask performance. The response-selection stage for Task 2 (bottom) cannot begin until the response selection in Task 1 (top) has been completed. S1 = the first stimulus; $2 = the second stimulus; R1 = response to S1; R2 = response to $2; RT1 = reaction time for Task 1; RT2 = reaction time for Task 2; SOA = stimulus onset asynchrony. Pashler and Johnston (1989) confirmed the predicted underadditive interaction with SOA of a perceptual variable, $2 intensity. In their Experiment 1, for T1 participants were asked to classify a tone as low or high pitched by making a keypress response with one hand; for T2 a single visual letter (A, B, or 6") was identified by a keypress of the other hand. For T2 the visual intensity (or contrast) of the letters, either white (high intensity) or gray (low intensity) against a dark background, was manipulated. The effect of $2 intensity was significantly larger at long SOAs than at short SOAs. This underadditive pattern of results is consistent with the RSB model, according to which the additional time to process a low-intensity $2 could be absorbed into the slack at short SOAs. Underadditive interactions also have been obtained for other perceptual variables such as display size (De Jong, 1993; Pasl'der, 1984) .
Results Consistent With Pashler's RSB Model
In addition, Pashler and Johnston (1989) obtained evidence consistent with the prediction of an additive effect of a responseselection variable with SOA. Specifically, repetition of $2 from the previous trial speeded responding but did not interact significantly with SOA. Pashler (1989) obtained further evidence in support of the predicted additive effect with a different manipulation of response-selection difficulty. In his Experiments 3 and 4, T2 was to identify the highest digit in the display by making one of four keypress responses (difficult task) or vocal naming responses (easy task). The keypress and vocal responses both showed a substantial PRP effect, with RT2 a constant 150 ms slower in the manual response condition than in the vocal naming condition across all SOAs.
McCann and Johnston's (1992b) Study of ResponseSelection Variables
One of the most widely cited studies in which responseselection variables influenced the PRP effect in a manner consistent with the RSB model is that of McCann and Johnston (1992b) . They manipulated stimulus-response (S-R) mapping to alter the response-selection processing for T2, using randomly intermixed SOAs of 50, 150, 300, and 800 ms. In their Experiment 1, T2 involved mapping six stimuli onto six responses: Three sizes of triangles and three sizes of circles were mapped onto the index, middle, and ring fingers of each hand consistently or arbitrarily.
For the consistent mapping, the sizes of stimuli corresponded to the positions of responding fingers. For the arbitrary mapping, the sizes of stimuli were arbitrarily mapped to the positions of responding fingers. As predicted by the RSB model, SOA had a similar effect for both mappings, with RT2 being approximately 60 ms slower with the arbitrary mapping than with the consistent mapping.
McCann and Johnston's (1992b) Experiment 2 also had two levels of response-selection difficulty. In the easy condition, participants were asked to respond "right" to an arrow pointing in the right direction or "left" to an arrow pointing in the left direction. In the difficult condition, a letter-recognition task was used and participants were asked to respond "left" or "right" to the letter M or T. The locations of the arrows and letters were manipulated as irrelevant information and were either on the right or the left side of the computer screen. Compared with the letter stimuli, the arrow stimuli have natural associations with the concept of right and left and should be more easily coded in terms of right or left. Responses were in fact slower for the letter task than for the arrow task, and this effect of response-selection difficulty was additive with SOA, an outcome consistent with the RSB model.
McCann and Johnston's (1992b) Experiment 2 included a second variable presumed to affect response selection, the relationship between stimulus location, which was irrelevant to the task, and the position of the correct response. When stimulus location is irrelevant, responding typically is faster and more accurate when the stimulus and response locations correspond than when they do not (e.g., Craft & Simon, 1970; Umilt~ & Nicoletti, 1985 , 1990 . The advantage when the irrelevant stimulus location corresponds with that of the response is called the Simon effect (see Lu & Proctor, 1995, for a review) . ~ This effect is usually attributed to competition in response selection between the spatial code activated by stimulus location and the spatial response code derived from the relevant stimulus information (e.g., Hommel, 1994; Lu & Proctor, 1995; Umilt~ & Nicoletti, 1985 , 1990 . McCann and Johnston's (1992b) results showed an underadditire interaction of the Simon effect and SOA, an outcome that is inconsistent with the RSB model if the Simon effect is attributable to response selection. That is, the Simon effect was smaller at short SOAs (e.g., 3 ms at the 50-ms SOA) than at long SOAs (e.g., 36 ms at the 800-ms SOA). One possible way to reconcile the underadditivity between SOA and the Simon effect with the RSB model is to accept that "the Simon effect is not an S-R compatibility [i.e., response-selection] effect at all, but rather has its locus in stimulus identification" (McCann & Johnston, 1992b, p. 480) , as advocated by Hasbroucq and Guiard (1991) . Attributing the Simon effect to stimulus identification would allow the effect to be absorbed into slack prior to the RSB and produce the underadditive interaction. This explanation cannot be given much credence, however, because logical and empirical evaluations of Hasbroucq and Guiard's arguments (e.g., O'Leary, Barber, & Simon, 1994; Proctor & Wang, 1997) have led to the conclusion that "the available evi-
The term Simon effect is sometimes used to refer to correspondence effects for irrelevant location information in general and sometimes restricted to tasks in which the relevant stimulus dimension is not spatial (e.g., Kornblum & Lee, 1995; Lu & Proctor, 1995) . We use the term in the more general sense here. dence unequivocally points to the response-selection stage as the locus of the Simon effect" (Hommel, 1995, p. 773) .
Decay Accounts of the Simon Effect
Another way to reconcile the underadditivity between SOA and the Simon effect with the RSB model is to accept the hypothesis that the Simon effect is reduced when delays are inserted between stimulus onset and response selection due to "rapid dissipation of the 'initial response tendency' following stimulus onset" (McCann & Johnston, 1992b, p. 480) . Simon, Acosta, Mewaldt, and Speidel (1976) were the fast to investigate the duration of the irrelevant spatial information on choice RT. In one experiment, participants were told to delay executing the response to a red or green light until a response signal was heard. The interval between the onset of the stimulus and the onset of the response signal was varied among 0, 150, 250, and 350 ms. The results showed that the effect of the irrelevant spatial information on response selection only persisted for 250 ms. Simon et al. argued that longer intervals allowed participants to override the initial incorrect response tendency and to complete the process of separating the irrelevant spatial information from the relevant stimulus information. As a result, no interference was found when execution of the response was delayed for several hundred milliseconds.
The most vocal advocate for the decay account has been Hommel (see Hommel, 1997 , for a discussion of his position and the relevant evidence). Hommel advocated a temporal overlap model in which the magnitude of the Simon effect is a function of the overlap of the response activation produced by the irrelevant location information and the relevant stimulus information. The activation of the corresponding response produced by stimulus location is presumed to build quickly because of the strong associations between corresponding locations; it then decays because stimulus location is irrelevant to the task. Consequently, any manipulation that slows the processing of the relevant stimulus information will decrease the temporal overlap with the irrelevant response activation and reduce the magnitude of the Simon effect. Hommel (1993) conducted experiments in which he varied the time to process the relevant stimulus information by manipulating the retinal eccentricity of the stimuli, stimulus quality, and stimulus contrast. In all cases, the Simon effect was smaller for the conditions in which stimulus identification was more difficult and, consequently, overall RT slower. Hommel (1994) and Roswarski and Proctor (1996) obtained similar results for situations in which stimulus location could be coded with respect to multiple frames of reference. When the relevant stimulus discrimination was easy (e.g., discriminating red and green colors), Simon effects were present for all reference frames, but the effects diminished when the discrimination was more difficult (e.g., discriminating a rectangle from a square). Hommel (1993) conducted an experiment that more directly tested the temporal overlap hypothesis. The relevant stimulus dimension in this experiment was letter identity, and the letter could appear in a left or right location. In the condition of greatest interest, the stimulus built up gradually across a period of 196 ms such that no letter-identity information was available prior to the end of the period. The Simon effect produced in this condition was significantly smaller than that produced when the letter-identity information was available at stimulus onset. Thus, delaying the identity information reduced the Simon effect as predicted by the temporal overlap model. Preexposing irrelevant information has been shown to reduce the effects of such information on performance in several other studies (e.g., Kornblum, 1994; Lu & Proctor, in press; Stuffer & Yakin, 1994) .
The view that the activation produced by irrelevant location information decays across time was incorporated into a dualprocess model developed by De Jong, Liang, and Lauber (1994) to explain both the Simon effect and a reversal of it that occurs when the relevant S-R mapping is incompatible. The reversal was fn'st demonstrated by Hedge and Marsh (1975) , who labeled the response keys by color, thus allowing the mapping of stimulus colors to response colors to be compatible or incompatible. In one condition of their study, red or green circles were presented on either the left or right side of a panel. Participants were asked to respond to the stimulus color by pressing either the same color button (the S-R compatible condition) or the opposite color button (e.g., press the green response key for the red stimulus; the S-R incompatible condition). The S-R compatible condition showed a normal Simon effect, but the S-R incompatible condition showed a reverse Simon effect for which responses were faster when the response location did not correspond with the stimulus location than when it did. Hedge and Marsh's interpretation was in terms of what they called logical recoding rules that were appropriate for the relevant S-R dimension (color) but misapplied to the irrelevant S-R dimension (location). In the compatible condition the rule was "same," that is, respond with the color that is the same as the stimulus, but in the incompatible mapping condition the rule was "opposite," that is, respond with the color opposite that of the stimulus. Misapplication of the "same" rule to stimulus location in the compatible mapping condition would produce the corresponding response and, hence, a normal Simon effect. However, misapplication of the "opposite" rule in the incompatible condition would produce the noncorresponding response and, hence, a reverse Simon effect.
De Jong et al.'s (1994) model includes an unconditional component, automatic priming of the spatially corresponding response, that is like the temporal overlap model and McCann and Johnston's (1992b) decay notion. For this component, the corresponding response is assumed to be activated immediately after the onset of the stimulus and to decay over time if the response is delayed. In addition, the model includes a conditional component, which is an S-R transformation rule, either compatible or incompatible, as defined by the instructions. It is much like Hedge and Marsh's (1975) concept of logical recoding, with the "same" or "opposite" rule being misapplied to the irrelevant location dimension. An important characteristic of the conditional component is that it does not arise at the point of stimulus presentation but rather at the time that the translation rule is applied to the relevant and irrelevant stimulus dimensions. Thus, the contribution of this component to RT is independent of the length of time that intervenes between stimulus presentation and response selection.
De Jong et al.'s (1994) dual-process model of the Simon effect makes distinct predictions for compatible and incompatible relevant S-R mappings. Figure 2 shows the predictions of the dualprocess model for the normal and reverse Simon effects on the basis of these two components. According to this model, the unconditional component (which is always activation of the corresponding response location) will decay with slower response processing, whereas the conditional component (which is activa- 
RT Bins
The results of this experiment and the other experiments reported by De Jong et al. (1994) were consistent with the predictions of the dual-process model that, although the normal Simon effect decreases across time, the reverse Simon effect increases. A small normal Simon effect was obtained with the compatible S-R color mapping, and a reverse Simon effect was obtained with the incompatible mapping. De Jong et al. partitioned the RT distributions for each participant into five 20% bins and computed mean RTs for each bin. This bin analysis showed the normal Simon effect for the compatible color mapping to decrease from approximately 30 ms for the fastest responses to 0 ms for the slowest responses. In contrast, the reverse Simon effect increased from approximately 30 ms for the fastest responses to 70 ms for the slowest responses. Thus, although the relative magnitudes of the normal and reverse Simon effects were not as predicted by the model, their time courses were as predicted. Lu and Proctor (1994) showed, similarly, that the normal Simon effect decreased and the reverse Simon effect increased as the difficulty of the discrimination for the relevant stimulus dimension increased. tion of the corresponding response when the relevant S-R mapping is compatible and of the noncorresponding response when it is incompatible) will stay constant across time. The predicted magnitude of normal and reverse Simon effects can be obtained by adding the two components together. Because both components favor the corresponding response when the relevant S-R mapping is compatible, the Simon effect that occurs in this situation will decrease as response selection is delayed. However, because the conditional component favors the noncorresponding response but the unconditional component favors the corresponding response when the relevant S-R mapping is incompatible, the reverse Simon effect that occurs in this situation will increase as response selection is delayed.
To test their model, De Jong et al. (1994) used variants of Hedge and Marsh's (1975) procedure in which the response keys were labeled at the bottom of the display screen. In their Experiment 1 the stimulus colors were red and blue. In one condition the response labels were colors, and in another they were the corresponding color words. In both conditions, the assignment of the colors to the response keys varied randomly from trial to trial and was designated when the labels appeared 1,500 ms before the stimulus onset. For these conditions, the compatibility of the S-R color mapping was varied between blocks of trials. In a third condition, for which the keys were labeled by colors, the S-R color mapping varied within blocks of trials and was designated by a precue that appeared 1,400 ms before the stimulus onset.
The Present Study and Experiments
The experiments we present here were designed for two interrelated purposes. The first purpose was to evaluate why the underadditive pattern between the Simon effect and SOA in McCann and Johnston's (1992b) PRP study deviated from the additive pattern predicted by the RSB model. The second purpose was to test whether De Jong et al.'s (1994) dual-process model of response selection provides a sufficient account of these deviations. Three experiments were conducted using a dual-task procedure similar to McCann and Johnston's Experiment 2. We used a single tone as S 1 in Experiments 1 and 2 and a visual letter as S1 in Experiment 3. $2 was a left-or fight-pointing arrow in all three experiments, intermixed with visual letter stimuli in Experiment 1. We used not only a compatible mapping of the arrows to the responses but also an incompatible mapping. As in McCann and Johnston's experiment, $2 was presented to the left or right of fixation, with stimulus location being irrelevant. $2 location corresponded with response location on half of the trials and not on the other half. Responses were vocal for T1 and manual for T2 in Experiment 1 and manual for both T1 and T2 in Experiments 2 and 3.
If De Jong et al.'s (1994) account of the Simon effect is accurate and applicable to the dual-task context, the elevation of RTs at short SOAs due to the PRP effect should cause a decrease in the influence of the unconditional component (automatic activation of the corresponding response). The conditional component, which favors the corresponding response for the S-R compatible mapping but the noncorresponding response for the S-R incompatible mapping, should stay constant. If the magnitude of the Simon effect in the dual-task context is solely a function of the combined effects of the two components, then in the compatible mapping condition the Simon effect should decrease as SOA decreases, whereas in the incompatible mapping condition the reverse Simon effect should increase as SOA decreases. In other words, the dual-process model predicts that the normal Simon effect should be underadditive with SOA, as in McCann and Johnston's (1992b) study, but the reverse Simon effect should be overadditive.
Experiment 1
For the first experiment we conducted a duai-task study similar to McCann and Johnston's (1992b) Experiment 2. They presented two tones (reference and comparison) sequentially as S 1 and asked participants to respond vocally as to whether the comparison tone was higher or lower in pitch than the reference tone. We also required high-low pitch judgments but simplified the task by presenting only a single tone as S1. $2 was either a letter (M or 20 or an arrow (fight-or left-pointing), randomly intermixed, as in McCann and Johnston's experiment. We anticipated that a PRP effect would be obtained and that the Simon effect for the compatible mapping should replicate the pattern of underadditive effects with SOA. The question of primary concern, then, was whether the incompatible mapping condition would show the overadditive interaction of the reverse Simon effect and SOA predicted by De Jong et al.'s (1994) duai-process model.
Method
Participants. Forty-two Purdue University undergraduate students participated in partial fulfillment of a course requirement. Their mean age was 20 years, with a range of 18 to 35 years. Half of the participants performed with the S-R compatible mapping for T2, whereas the other half performed with the S-R incompatible mapping.
Apparatus and stimuli. Stimulus presentation, timing, and data collection were controlled using IBM-compatible microcomputers driven by Micro Experimental Laboratory Version 2.0 (MEL 2.0) software (Schneider, 1995) . T1 was a tone discrimination task in which a 300-or 900-Hz tone was generated by the computer. T2 was either an arrow identification task or a letter identification task. For the arrow task, an arrow pointing to either the left or the right was presented 8 cm to the fight or left of a central fixation cross. The fixation cross was a standard character from the computer's set and measured 0.5 cm in height and 0.35 cm in width. The arrows were 1.4 cm in width and 0.8 cm in height. At a viewing distance of 55 cm, each arrow subtended a visual angle of 1.46 ° × 0.83 °. For the letter task, the letters M or T had to be discriminated. The letters were 0.4 cm in width and 0.8 cm in height and were presented in the same locations as the arrows. Each letter subtended a visual angle of approximately 0.42 ° × 0.83 °. All visual stimuli were presented in white on a black background monitor. Vocal responses were spoken into a microphone that was connected to the voice key of a MEL 2.0 standard serial response box. The response box has a row of five buttons, and the keypress responses were made on the two outer buttons, which were 1 cm square and separated by 8 cm, center to center.
Design and procedure. T2 mapping was a between-subjects variable.
Each participant received four regular blocks of 128 trials each and one practice block of 32 trials. The arrow and letter stimuli were randomly mixed as $2 for an equal number of trials within blocks.
Each trial was initiated by the experimenter, who pressed the space bar of the keyboard when a "continue" instruction appeared on the screen prior to the first trial of each block and immediately following the previous trial for all others. The fixation cross was then presented for 500 ms in the center of the screen. One hundred ms after offset of the fixation cross, the tone (S1) was sounded for 250 ms. The arrow or letter ($2) followed S1 after one of four SOAs and remained on the screen until a response was recorded. The SOA between S1 and $2 was randomly selected from 50, 150, 300, or 800 ms within blocks. Each block consisted of the 32 combinations of those five variables: S 1 (high or low pitch tone), $2 type (arrow or letter), $2 location (left or fight), R2 location (left or right, specified by arrow direction), and SOA (50, 150, 300, or 800 ms). Therefore, there were four occurrences for each combination within a block. For purposes of data analysis, the variables of $2 location and R2 location were recoded as $2-R2 correspondence (S2R2CORR: corresponding or noncorresponding).
For T1, participants were asked to respond to the tone pitch by speaking the word "high" or "low" into the microphone. The identity of each spoken response was entered into the computer by the experimenter, who pressed either the 1, 2, or 0 key on the computer keyboard for "low," "high," or no response, respectively. For manual responses, participants were instructed to rest their left and fight index fingers on the left and fight response buttons. Participants in the compatible mapping group responded to a left-pointing arrow with the "left" response and a fight-pointing arrow with the "fight" response, whereas participants in the incompatible mapping group responded with the opposite pairings. The letter stimuli required the same keypress responses on the response box as the responses to the arrow stimuli. Within each mapping group, approximately half of the participants were to make the left response to the letter M and the fight response to the letter T, and half used the reverse assignment.
Participants were instructed to respond to SI before $2 and to respond as quickly and accurately as possible for both tasks, as in most PRP experiments. Feedback for incorrect responses, "Incorrect TONE/ ARROW/LETTER response," was presented in the center of the screen for 800 ms. Only correct trials with both RT1 and RT2 greater than 100 ms and less than 3,000 ms were included in the RT data. The proportion of errors for each task was determined without regard to whether the response for the other task was correct.
Resul~
Task 1 RT and error. There were no significant effects found for RT1, and the error data yielded only a significant main effect of SOA, F(3, 120) = 2.73,p < .047, MSE = 0.003 (see Table 1 ).
The proportion of errors tended to be a decreasing function of SOA. No other effects were significant.
Task 2 RT and error. There was a main effect of SOA, F(3, 120) = 135.92, p < .001, MSE = 14,262, and no interaction of SOA with group (F < 1). Thus, a sizable PRP effect was obtained (RTs of 771,720, 661, and 595 ms, for the 50-, 150-, 300-, and Note. $2 = second stimulus; R2 = response to $2.
800-ms SOAs, respectively). The main effect of type was significant, F(1, 40) = 17.04, p < .001, MSE = 63,735, with mean RT being longer for the letter stimuli (715 ms) than for the arrow stimuli (658 ms). In addition, type interacted significantly with group, F(1, 40) = 7.39, p < .01, MSE = 63,735, with the difference between the compatible and incompatible mapping groups being larger for the arrow stimuli (123 ms) than for the letters (48 ms). Type entered into a two-way interaction with SOA, F(3, 120) = 4.18, p < .0075, MSE = 3,891, and also into a three-way interaction with SOA and group, F(3, 120) = 6.87, p <
.001, MSE = 3,891. The difference between the letter stimuli and arrow stimuli increased from 47 ms at the longest SOA to 78 ms at the shortest SOA (see Table 2 ). However, this increase was significant for the incompatible mapping group, F(3, 60) = 8.12, p < .001, MSE = 5,102, but not for the compatible mapping group (F< 1). The main effect of S2R2CORR was not significant (F < 1), nor was the interaction of this variable with SOA, F(3, 120) = 1.34, p = .2658, MSE = 3,730, indicating that there was no Simon effect overall and that this pattern did not vary as a function of SOA. However, S2R2CORR interacted with group, F(I, 40) = 5.63, p < .023, MSE = 8,266. Whereas the compatible mapping group showed a Simon effect of 9 ms, the incompatible mapping group showed a reverse Simon effect of -14 ms. The three-way interaction of S2R2CORR x SOA × Type was significant, F(3, 120) = 3.50, p < .0178, MSE = 2,421. Averaged across the compatible and incompatible mapping groups, there was no significant S2R2CORR x SOA interaction for the arrows, F(3, 120) = 1.12, p = .3423, MSE = 3,310. For letters, however, the Simon effect was negative at the two shortest SOAs and positive at the two longest SOAs, F(3, 120) = 3.42, p < .0194, MSE = 2,840. The three-way interaction of S2R2CORR × SOA X Group was not significant (F < 1). However, the compatible mapping group exhibited a nonsignificant underadditive interaction of the Simon effect with SOA, F(3, 60) = 2.10, p = Table 2 ).
The error data showed significant main effects of group, F(1, 40) = 4.26, p < .045, MSE = 0.084, type, F(1, 40) = 14.49, p < .005, MSE = 0.007, and SOA, F(3, 120) = 9.00, p < .001, MSE = 0.003. The compatible mapping group had a lower error rate than the incompatible mapping group (.03 and .06, respectively). Participants committed fewer errors with the arrow stimuli (.036) than with the letter stimuli (.054), and error rates increased from .04 to .06 as SOA increased from 50 ms to 800 ms. The main effect of S2R2CORR was significant, F(1, 40) = 7.86, p < .0078, MSE = 0.006, as was the interaction with group, F(1, 40) = 11.65, p < .0015, MSE --0.006. The normal
Simon effect was evident in the error data for the compatible mapping group, and a reverse Simon effect was evident for the incompatible mapping group. The main effect is an overall reverse Simon effect that is due to the normal Simon effect in the compatible mapping group (.0027) being smaller than the reverse
Discussion
Figure 3. Mean response times for Task 2 in Experiment 1 as a function of stimulus onset asynchrony (SOA) and stimulus-response (S-R) correspondence (Stimulus 2 with Response 2) for S-R compatible and incompatible mapping groups.
Simon effect in the incompatible mapping group (-.027). In addition, the three-way interaction of S2R2CORR, group, and type was significant, F(1, 40) = 5.73, p < .0214, MSE = 0.006. As with the RT data, this interaction is due to the arrow stimuli's showing a normal Simon effect for the compatible mapping group (.0137) and a reverse effect for the incompatible mapping group (-.0365), but the letter stimuli's showing small reversed effects for both the compatible mapping group (-.009) and the incompatible mapping group (-.017). Most important, the S2R2CORR x SOA × Group interaction was significant, F(3, 120) = 4.06, p < .0087, MSE = 0.003. The error data showed the pattern of underadditivity with SOA for the normal Simon effect in the compatible mapping group and the reverse Simon effect in the incompatible mapping group. The absence of an interaction of S2R2CORR × SOA (F < 1) indicates that the underadditive pattern did not differ reliably for the compatible and incompatible mapping groups. However, for the incompatible mapping group the interaction of S2R2CORR × SOA was significant, F(3, 60) = 2.91, p < .042, MSE = 0.004, but for the compatible mapping group it was not, F(3, 60) = 1.26, p = .297, MSE = 0.002.
A PRP effect of 183 ms was obtained for the S-R compatible mapping group, which is similar to the value of 198 ms obtained by McCann and Johnston (1992b) . The normal Simon effect for the compatible mapping group showed a trend to decrease at short SOAs relative to long SOAs for both RTs and errors. Thus, we basically replicated the pattern of underadditivity for the compatible mapping that McCann and Johnston reported, with the major difference being that the Simon effect was only 19 ms at the 800-ms SOA in our study compared to 36 ms in their study.
The PRP effect for the incompatible mapping group was 170 ms and did not differ significantly from that of the compatible mapping group. The reverse Simon effect for the incompatible mapping group showed little influence of SOA for the RT data, but the error data showed a significant underadditive interaction. Of most importance, the incompatible mapping group showed no evidence of the overadditive interaction of the reverse Simon effect and SOA that is predicted by De Jong et al.'s (1994) dual-process model.
The picture regarding the change in the Simon effect with SOA is not as clear when the functions are considered separately for arrows and letters. Such consideration is warranted because the mapping of the letters to responses was the same for both mapping groups. For the compatible mapping group, the arrow RTs show the magnitude of the Simon effect to decrease as SOA decreases from 800 ms to 150 ms; however, the effect is as large at the 50-ms SOA as at the 800-ms SOA. The letters show little Simon effect at the two longest SOAs, with a tendency toward a reversal of the Simon effect at short SOAs (see Table 2 ). Our results suggest that the underadditive pattern for the compatible mapping group when RTs for arrows and letters are combined may be an artifact of averaging across two different effect patterns. However, it is important to emphasize that none of the relevant statistical comparisons that would support the apparent differences in these functions were significant. McCarm and Johnston (1992b) only reported their SOA functions for the Simon effect averaged across the two stimulus types, but they provided us with the means for each stimulus type. Their results differ from ours in that the Simon effect functions for arrows and letters are similar, but we defer detailed discussion of this point until the General Discussion section. For the incompatible mapping group, the arrows, which are the only stimuli to which the "opposite" rule applies, show a large reverse Simon effect that decreases as SOA decreases. In contrast, the letters show a tendency for a small normal Simon effect at the 800-ms SOA that changes to a small reverse Simon effect at the 50-ms SOA (see Table 2 ).
McCann and Johnston (1992b) reported that RT was slower to the letter stimuli than to the arrow stimuli for T2 and that this difference did not interact with SOA. We, too, found slower responses to letters than to arrows and, for the compatible mapping group that is comparable with their study, no interaction of this effect with SOA. However, the incompatible mapping showed an overadditive interaction of stimulus type and SOA. Whereas there was no difference in mean RT for the arrows and letters at the 800-ms SOA, there was an advantage for the arrows of 66 ms at the 50-ms SOA. This overadditive interaction pattern implies that the arrows could be processed more efficiently than letters during the period of maximal PRP effect for the incompatible mapping group. Only the arrow stimuli showed clear normal and reverse Simon effects.
Experiment 2
In Experiment 2, we made two methodological changes, to examine the generalizability of the underadditive interaction obtained in Experiment 1 and McCann and Johnston's (1992b) study. First, only the arrows were used as $2. This change was made because the mapping of the letter stimuli cannot be varied in compatibility and the results of Experiment 1 suggest that the underadditive interaction of the Simon effect with SOA for the compatible mapping could possibly be an artifact of averaging across the arrow and letter stimuli. Second, manual responses to the tones were used for T1. This was in part because a pilot experiment we conducted showed little PRP effect when vocal responses were used for the tones and only arrow stimuli for T2. By reducing the compatibility of the stimulus and response sets for T1 and making the responses for both tasks spatial in nature, we reasoned that a substantial PRP effect, necessary to evaluate De Jong et al.'s (1994) model, should be obtained.
The use of keypress responses for T1 also provides another avenue for evaluating the RSB model. Hommel (1998) demonstrated that correspondence relations between the response for "1"2 and the stimulus or response for T1 affect RT1. For example, if T1 involves a left or right keypress to a red or green color and T2 a vocal "red" or "green" response to the letter S or H, R1 is faster when the 'I"2 color response corresponds with the S1 color than when it does not. Such influence of R2 on T1 performance is important because it implies that response activation for "I"2 is occurring prior to completion of response selection for T1, counter to the RSB model. In our experiment, two T1-T2 spatial correspondence relations were examined: the relation between R2 signaled by the relevant arrow direction and R1 indicated by tone pitch and the relation of the irrelevant location of $2 to either R1 or R2 location. Analyses of these relations should indicate whether response activation from the relevant and irrelevant $2 information occurs prior to completion of response selection for T1.
Me~od
Participants. Forty-four undergraduates at Purdue University, ranging in age from 18 to 23 years, participated in this experiment for course credit. Half of the participants performed the S-R compatible task, whereas the other half performed the S-R incompatible task. They all had normal or corrected-to-normal vision and had not participated in Experiment 1.
Apparatus, stimuli, and procedure. The apparatus, stimuli, and procedure were the same as in Experiment 1, except as noted. The primary differences were that manual responses were required for both tasks and only arrow stimuli were used for T2. The responses were the Z and X keys (pressed with the left middle and index fingers) for one task and the N and M keys (pressed with the right index and middle fingers) for the other task. These pairs of keys were located on the bottom row of a standard computer keyboard, with a 6.3-cm gap between the two pairs, and were centered about the body midline. Half of the participants used the Z and X keys for T1 and the N and M keys for T2, and half used the reverse assignment. The experiment consisted of eight regular blocks of 64 trials each and one practice block of 16 trials.
Results
Task 1 RT and error. The RTls were significantly different across SOAs, F(3, 126) = 8.76,p < .001, MSE = 79,811, which reflected that RT1 increased as SOA incre~ed. Moreover, SOA also affected response accuracy, F(3, 126) = 63.07, p < .001, MSE = 0.008, with the error rate being particularly high at the 300-ms SOA (see Table 1 ). No other effects were significant.
Task 2 RTand error. The main effects of group and SOA were significant for RT2, F(1, 42) = 4.95, p < .032, MSE = 721,727, and F(3, 126) = 645.26,p < .001, MSE = 22,610, respectively, as was their interaction, F(3, 126) = 4.71,p < .004, MSE = 22,610. Responses were slower for the incompatible mapping group than for the compatible mapping group. In addition, RT2 was slowed considerably at short SOAs (see Table 2 ). This indicates that the PRP effect existed in these dual-task conditions. The difference in RTs between the compatible and incompatible mapping groups increased from 67 ms to 149 ms as SOA decreased from 800 ms to 50 ms.
The S2R2CORR × Group interaction was significant, F(1, 42) = 6.78, p < .013, MSE = 8,052, as was the main effect of S2R2CORR, F(1, 42) = 5.67,p < .022, MSE = 8,052. A normal Simon effect was obtained for the compatible mapping group (24 ms), F(1, 21) = 12.35, p < .002, MSE = 6,556, but there was no reverse Simon effect overall for the incompatible mapping group (-lms;F<
1).
The interaction of S2R2CORR x Group x SOA was significant, F(3, 126) = 3.29, p < .023, MSE = 25,889, as was the two-way interaction excluding group, F(3, 126) = 3.00, p < .033, MSE = 7,863. Both the normal Simon effect for the compatible mapping group and the reverse Simon effect for the incompatible mapping group showed underadditive interactions with SOA, with the pattern being stronger for the compatible mapping than for the incompatible mapping (see Figure 4) .
Because the results implied that as SOA decreased, the magnitude of the normal Simon effect in the compatible mapping group was different from that of the reverse Simon effect in the incompatible mapping group, an individual analysis of variance (ANOVA) was carried out for each group. The main effect of SOA was significant for both compatible, F(3, 63) = 318.97, p < .001, MSE = 19,251, and incompatible mapping groups, F(3, 63) = 330.21, p < .001, MSE = 26,016. Whereas the interaction of S2R2CORR × SOA was significant for the compatible mapping group, F(3, 63) = 4.61, p < .006, MSE = 8,702, it was not for the incompatible mapping group, F(3, 63) = 2.10, p = .109, MSE = 6,601. The normal Simon effect for the compatible mapping decreased as SOA decreased; the reverse Simon effect for the incompatible mapping did not show a consistent pattern across SOAs but tended to be evident only at the two longest SOAs.
For the error data, the only significant main effect was that of SOA, F(3, 126) = 4.15, p < .008, MSE = 0.002. Participants made fewer errors as SOA increased from 50 ms to 800 ms (.05 and .03, respectively). The interaction of S2R2CORR and group was significant, F(1, 42) = 11.22, p < .002, MSE = 0.002, reflecting that a normal Simon effect for the compatible mapping group was obtained but a reverse Simon effect for the incompatible mapping group was not.
Correspondence relations between T1 and 12. For both T1 and T2, there is one source of information on each trial that provides relevant information about the location of the response that is to be made. There are also two sources of irrelevant location information when both tasks are considered. One is the correspondence between R1 location and R2 location (R1R2CORR), and the other is the correspondence between $2 location and the location for either R1 (S2R1CORR) or R2 (S2R2CORR, as in the main data analysis). We examined RT1 and RT2 as a function of both sources of irrelevant location information. Separate analyses are reported for the compatible and incompatible mapping groups because they most clearly convey the major outcomes.
For the compatible mapping group, RT1 showed a significant main effect of R1R2CORR, F(1, 21) = 6.71, p < .017, MSE = 19,621, and a nonsignificant trend for S2R1CORR, F(I, 21) = 3.19, p = .089, MSE = 14,724. The former effect reflects that RT1 was 27 ms faster when R2 location corresponded with that of R1, and the latter effect reflects that RT1 was 17 ms faster when $2 location corresponded with R1 location. More important, the two-way interactions of R1R2CORR and S2R1CORR with SOA were significant as well, Fs(3, 63) = 3.22 and 2.81, ps < .029 and .047, MSEs = 11,752 and 13,966, respectively. There was no interaction of R1R2CORR with S2RICORR (F < 1) or three-way interaction of these variables with SOA, F(3, 63) = 1.72, p = .172, MSE = 17,472. The correspondence effect for R1R2 was 69 ms at the 50-ms SOA and decreased as SOA increased. The correspondence effect for S2R1 was largest at the 50-and 150-ms SOAs, being 32 ms and 41 ms, respectively (see Table 3 ). In sum, the effects of both R2 location and $2 location on RT1 were strongest at the short SOAs.
The pattern of RT2 for the compatible mapping group looked somewhat different across SOAs. As with RT1, the main effects of R1R2CORR and S2R2CORR were significant, Fs(1, 21) = 4.79 and 14.32, ps < .040 and .001, MSEs = 19,947 and 6,604, as were their interactions with SOA, Fs(3, 63) = 5.51 and 5.04, ps < .002 and .003, MSEs = 5, 230 and 8, 707 . In addition, the three-way interaction of R1R2CORR, S2R2CORR, and SOA was significant, F(3, 63) = 3.35, p < .024, MSE = 8,730. The R1R2CORR effect reflects that RT2 was 24 ms faster when R1 location corresponded with that of R2, and the S2R2CORR effect reflects that RT2 was 24 ms faster when $2 location corresponded with R2 location (this is the Simon effect indicated in the main RT2 data analysis). As for RT1, the effect of R1R2CORR was a decreasing function of SOA. However, the effect of S2R2CORR was an increasing function of SOA. The three-way interaction seems to come about primarily because at the 150-ms SOA there was a benefit only when both types of correspondence were present.
For the incompatible mapping group, RT1 showed only a significant effect of R1R2CORR, F(1, 21) = 11.38, p < .0029, MSE = 6,991. Responses were 21 ms faster when R2 location corresponded with that of R1 than when it did not. Although the interaction with SOA was not significant, F(3, 63) = 1.76, p = .1634, MSE = 14,219, the response correspondence effect was only apparent at the three shortest SOAs.
RT2 for the incompatible mapping group showed no significant effects involving either R1R2CORR or S2R2CORR, with only the main effect of R1R2CORR, F(1, 21) = 2.48, p = .1299, MSE = 12,334, and the two-way interaction of SOA and S2R2CORR, F(3, 63) = 1.87, p = .1443, MSE = 7,435, showing F ratios greater than 1. The mean data show a correspondence effect of R1R2CORR at the two shortest SOAs but not at the two longest ones. They also show a reverse correspondence effect of S2R2CORR at the 300-ms SOA, with a similar, though reduced, difference at the 800-ms SOA.
A final analysis was conducted to determine whether the R1R2CORR effects for RT1 and RT2 depended on interresponse time (IRT). Because the R1R2CORR effects were largest at the 50-ms SOA, we restricted the IRT analysis to that SOA. Following Hommel (1998) , for each participant the difference between RT1 and RT2 was determined for each trial, and the IRT distributions as a function of R1R2CORR were partitioned into quintiles. The mean RT1 and RT2 for both mapping groups were calculated for each quintile (see Figure 5) . ANOVA of RT1 showed that, other than the correspondence main effect, only the IRT quintile effect was significant, F(4, 168) = 7.82,p < .0001, MSE = 17,691. RT1 decreased across IRT quintiles. Most important, neither the Correspondence × Quintile interaction (F < 1) nor the three-way interaction of these variables with group, F(4, 168) = 1.25, p = .2908, MSE = 12,509, was significant. For RT2, in addition to the correspondence main effect, the group and quintile main effects, as well as their interaction, were significant (Fs --> 7.35, ps --< .003). Again, the interaction terms involving both quintile and correspondence were not significant. Thus, the R1R2CORR effect for either RT1 or RT2 did not depend on IRT. Note. For Task 1, the first of the two correspondence terms in each row refers to Response 1 -Response 2 correspondence (R1R2CORR), and the second to Stimulus 2 -Response 1 correspondence (S2R1CORR). For Task 2, the first correspondence term refers to RIR2CORR, and the second to Stimulus 2 -Response 2 correspondence (S2R2CORR). Corr = corresponding; Noncorr = noncorresponding.
Discussion
A substantial PRP effect was evident for both the compatible and incompatible mapping groups. The normal Simon effect for the compatible mapping group showed an underadditive interaction with SOA, with the effect decreasing in magnitude as SOA decreased. The results from this mapping group replicate the underadditive effect obtained by McCann and Johnston (1992b) , in this case when only arrow stimuli were used for T2 and both T1 and T2 required manual responses. Thus, the underadditive pattern is not restricted to the specific task conditions examined by McCann and Johnston and in our Experiment 1. This outcome is consistent with the prediction of De Jong et al.'s (1994) dualprocess model that the normal Simon effect should decrease as RTs increase.
The incompatible mapping group did not show a reverse Simon effect overall. However, the reversed effect was apparent in the means at the two longest SOAs, and there was a nonsignificant trend toward an underadditive interaction with SOA. Thus, there was no evidence of the overadditive interaction of the reversed Simon effect with SOA predicted on the basis of De Jong et al.'s (1994) model, with the tendency being toward underadditivity.
Responses for both T1 and T2 were faster when the relevant stimulus information for the two tasks indicated the same relative response location than when it indicated different relative response locations. These effects of R1-R2 correspondence, which were decreasing functions of SOA, are counter to the depiction by the RSB model of T1 and T2 as being processed along separate paths that are independent except for a delay in response selection for T2. That R2 is faster on average when it corresponds with R1 is not too surprising because R1 precedes R2. The finding that R1 is faster when it corresponds with R2 is much more surprising, as Hommel (1998) emphasized, because this should not occur if translation of the relevant $2 information into a response code does not begin until R1 selection has been completed, as claimed by the RSB model. The result that the magnitude of the correspondence effect of R2 on RT1 did not interact with IRT indicates that the effect is not due to a subset of trials on which R1 is delayed until T2 is completed and grouped with 1t2 for execution.
For the compatible mapping group, the irrelevant location of $2 produced a Simon effect for T1 with respect to the location of the correct response for that task. This outcome could come about in either of two ways. First, $2 location could directly affect R1, as has been found in the accessory stimulus version of the Simon task in which responses to a relevant visual stimulus are affected by the location of an irrelevant tone stimulus (e.g., Stoffels, van der Molen, & Keuss, 1989) . Second, the outcome could be a consequence of response activation for T2 affecting the response activation for T1. One result that seems more consistent with the latter alternative than the former is that when the reverse Simon effect for the incompatible mapping group was not statistically signifi-conditional component) occurs, and, hence, the "opposite" code is not generated. The purpose of Experiment 3 was to evaluate this possibility by presenting a central visual stimulus as S 1 to reduce the tendency to shift attention immediately to the location of the arrow at short SOAs.
Method
Participants. Forty-four students from the same participant pool as in the previous experiments participated for course credit. Half of the palticipants performed with the S-R compatible mapping for T2 and half with the incompatible mapping.
Apparatus, stimuli, and procedure. The timing of events was similar to that in Experiment 2, with the letter M or T displayed at the location of the fixation point that offset 100 ms before letter onset. The other difference was that the letter remained on the screen until R1 was made, whereas the tones in Experiment 2 were displayed for a fixed duration of 250 ms.
Half of the participants in each mapping condition responded to the letters with the index and middle fingers of the left hand and to the arrows with the index and middle fingers of the right hand, and half with the opposite assignment. Within each of these subgroups, the letter M was assigned to the index finger and the letter T to the middle finger, or vice versa, for approximately equal numbers of participants. Finally, the number of trials was reduced to 256 trials plus 16 practice trials. Figure 5 . Mean response times for Task 1 and Task 2 at 50-ms stimulus onset asynchrony in Experiment 2 as a function of interresponse time (IRT) quintile and correspondence of response locations for Task 1 and Task 2. For stimulus-response (S-R) compatible mapping, the mean IRT quintiles were 325, 413, 461,510, and 702 ms with correspondence and 333, 401, 454, 507, and 672 ms with noneorrespondence. For S-R incompatible mapping, the mean IRT quintiles were 404, 500, 548, 626, and 954 ms with correspondence and 404, 500, 550, 620, and 870 ms with noncorrespondence. RT1 = reaction time for Task 1; RT2 = reaction time for Task 2.
Results
cant, there was no statistically significant correspondence effect of $2 location on RT1, either.
E x p e r i m e n t 3
Although De Jong et ai. (1994) described the conditional component in their dual-process model as being constant with respect to the point in time after stimulus onset at which the response is selected (see Figure 2) , one might argue that the conditional component decreases in magnitude as responses are delayed under the dual-task conditions of Experiments 1 and 2. 2 Specifically, Pashler (1991) showed that attention could be shifted to a visual location for T2 when T1 involved responding to a tone. Thus, in Experiments 1 and 2, it is possible that attention shifted to $2 immediately at its onset, while the participant was engaged in processing the auditory S 1. If the location code for the stimulus is determined relative to the direction of attention, $2 may no longer be coded as left or right by the time that R2 selection (i.e., the Task 1 R T and error. The RTls were significantly different across SOAs, F(3, 126) = 5.01, p < .003, MSE = 39,186. RTI was a O-shaped function of SOA, being fastest at the 300-ms SOA (see Table 1 ). The main effect of group was significant as well, F(1, 42) = 5.01, p < .031, MSE = 1,526,433. RT1 was slower when T2 was incompatible (M = 854 ms) than when it was compatible (M = 707 ms). For the error data, the main effects of Group, F(1, 42) = 9.91, p < .003, MSE = 0.005, and SOA, F(3, 126) = 5.84, p < .001, MSE = 0.001, as well as their interaction, F(3, 126) = 2.78, p < .044, MSE = 0.001, were significant. Participants in the compatible mapping group committed more errors than those in the incompatible mapping group (.046 and .021, respectively). Although the overall error rate tended to decrease as SOA increased, individual analyses for each mapping group showed that the decrease was significant for the compatible mapping group, F(3, 63) = 5.89,p < .0013, MSE = 0.002, but not for the incompatible mapping group, F(3, 63) = 1.42, p = .2447, MSE = 0.001 (see Table 1 ).
Task 2 R T and error. The main effects of group, F(I, 42) = 16.67, p < .0002, MSE = 1,561,064, and SOA, F(3, 126) = 292.98, p < .0001, MSE = 42,411, as well as their interaction, F(3, 126) = 4.45, p < .0053, MSE = 42,411, were significant. Responses were slower for the incompatible mapping group than for the compatible mapping group. In addition, RT2 was slowed considerably at short SOAs (see Table 2 ). This indicates that the PRP effect existed in these dual-task conditions. The difference in RTs between the compatible and incompatible mapping groups increased from 204 ms to 305 ms as SOA decreased from 800 ms to 50 ms.
The S2R2CORR × Group interaction was significant, F(I, 42) = 12.77,p < .001, MSE = 25,266. A normal Simon effect was Neither the two-way interaction of S2R2CORR x SOA nor the three-way interaction of these factors with group was significant (Fs < 1). Individual ANOVAs for the compatible mapping group showed a nonsignificant trend for the interaction of S2R2CORR x SOA, F(3, 63) = 2.34, p = .0823, MSE = 10,207, that was significant when the 50-ms SOA was excluded, F(2, 42) = 3.81, p < .0303, MSE = 9,090. In contrast, similar ANOVAs for the incompatible mapping group showed no tendency toward an interaction of S2R2CORR x SOA, regardless of whether the 50-ms SOA was included or excluded (Fs < 1). In sum, the normal Simon effect for the compatible mapping group decreased as SOA decreased, whereas the reverse Simon effect for the incompatible mapping group did not show any consistent pattern across SOAs (see Figure 6 ).
For the error data, the main effects of Group, F(1, 42) = 6.54, p < .0142, MSE = 0.017, and SOA, F(3, 126) = 5.69, p < .001, MSE = 0.005, were significant. The error rate tended to be higher for the incompatible mapping group (.067) than for the compatible mapping group (.042). Participants committed more errors when SOA increased from 50 ms to 800 ms. The Group × SOA interaction was significant, F(3, 126) = 5.5, p < .001, MSE = 0.005. The two-way interaction of Group X S2R2CORR, F(1, 42) = 12.8, p < .001, MSE = 0.006, and the three-way interaction of these factors with SOA, F(3, 126) = 12.37, p < .0001, MSE = 0.003, were significant as well. Individual analyses for each mapping group showed the SOA x S2R2CORR interaction to be significant for both the compatible mapping group, F(3, 63) = 15.91, p < .0001, MSE = 0.002, and the incompatible mapping group, F(3, 63) = 3.73, p < .0155, MSE = 0.004. With the compatible mapping, the Simon effect for errors was much larger at the 800-ms SOA than at any other SOA; with the incompatible mapping, there was a similar, but weaker, pattern for the reverse Simon effect.
Correspondence relations between T1 and T2. As for Experiment 2, we examined both RT1 and RT2 as a function of two sources of irrelevant location information: R1R2CORR and S2R1CORR for RT1, and R1R2CORR and S2R2CORR for RT2. Separate analyses for the compatible and incompatible mapping groups are reported as in Experiment 2.
For the compatible mapping group, RT1 showed a significant main effect of R1R2CORR, F(1, 21) = 6.23, p < .021, MSE = 15,520, with RT1 being 24 ms faster when R2 location corresponded with that of RI than when it did not. The effect of S2R1CORR was not statistically significant (F < 1), but similar to Experiment 2, the mean RT1 was 8 ms faster when $2 location corresponded with R1 location. The two-way interaction of R1R2CORR and SOA was significant, F(3, 63) = 5.09,p < .0032, MSE = 7,313, but that of S2R1CORR and SOA was not (F < 1). The correspondence effect for R1R2 was 58 ms at the 50-ms SOA and decreased as SOA increased. Finally, there was no interaction of R1R2CORR with S2R1CORR, F(1, 21) = 3.16, p < .09, MSE = 19,831, or three-way interaction of these variables with SOA, F(3, 63) = 2.12, p = .1065, MSE = 10,007.
As in Experiment 2, the main effects of R1R2CORR and S2R2CORR for RT2 were significant for the compatible mapping group, Fs(1, 21) = 9. 19 and 13.35, ps < .006 and .002, MSEs = 18, 938 and 25, 785 . The SOA interacted with R1R2CORR, F(3, 63) = 5.62, p < .002, MSE = 6,898, but not significantly with S2R2CORR, F(3, 63) = 2.34, p = .0823, MSE = 10,207. Neither the two-way interaction of R1R2CORR and S2R2CORR (F < 1) nor the three-way interaction of those variables with SOA, F(3, 63) = 1.32, p = .2758, MSE = 7,688, was significant. The R1R2CORR effect reflects that RT2 was 31 ms faster when R1 location corresponded with that of R2, and the S2R2CORR effect reflects that RT2 was 44 ms faster when $2 location corresponded with R2 location (the Simon effect). As for RT1, the effect of RIR2CORR was 62 ms at the 50-ms SOA and decreased as SOA increased. However, the trend for S2R2CORR was for the effect to be largest at the two longest SOAs (67 ms and 58 ms for 300-and 800-ms SOAs, respectively) and to decrease as SOA decreased.
For the incompatible mapping group, RT1 showed only a significant effect of S2R1CORR, F(1, 21) = 10.53, p < .004, MSE = 5,994. Responses were 19 ms faster when $2 location did not correspond with R1 location than when it did. Although the main effect of R1R2CORR was not significant, F(1, 21) = 3.69, p = .0683, MSE = 13,043, the interaction of R1R2CORR and SOA was significant, F(3, 63) = 3.56, p < .0191, MSE = 8,804. dence, F(4, 168) = 2.67, p < .0339, MSE = 14,261, were significant. The R1R2CORR effect was large at all IRT quintiles but was largest at the first and fifth quintiles. For RT2, in addition to the correspondence main effect, the group and quintile main effects, as well as their interaction, were significant (Fs -> 11.33, ps --< .0001). As in Experiment 2, the interaction terms involving both quintile and correspondence were not significant. Thus, neither RT1 nor RT2 showed a tendency for the R1R2CORR effect to be restricted to the shorter IRTs.
Discussion
Figure Z Mean response times for Task 1 and Task 2 in Experiment 3 as a function of interresponse time (IRT) quintile and correspondence of response locations for Task 1 and Task 2. For stimulus-response (S-R) compatible mapping, the mean IRT quintiles were 129, 167, 199, 236, and 377 ms with correspondence and 129, 172, 203, 248 , and 367 ms with noncorrespondence. For S-R incompatible mapping, the mean IRT quintiles were 181,250, 328, 445, and 778 ms with correspondence and 178, 236, 305, 396 , and 672 ms with noncorrespondence. RT1 = reaction time for Task 1; RT2 = reaction time for Task 2.
The R1-R2 correspondence effect was largest at the shortest SOA (55, -9 , 8, and 12 ms for 50-, 150-, 300-, and 800-ms SOAs, respectively).
RT2 showed no significant effects involving either RIR2CORR or S2R2CORR, with only the main effect of S2R2CORR, F(1, 21) = 1.9, p = .1829, MSE = 24,747, showing an F ratio greater than 1. Although not significant, the trends in the mean RT data were similar to those of Experiment 2. The effect of R1R2CORR was largest at the shortest SOA (13, -1 0 , 1, and 6 ms for 50-, 150-, 300-, and 800-ms SOAs), but S2R2CORR showed a reverse correspondence effect at the three longest SOAs (4, -3 4 , -3 0 , and -5 ms for 50-, 150-, 300-, and 800-ms SOAs, respectively).
As for Experiment 2, IRT quintile analyses were conducted for the R1R2CORR effects at the 50-ms SOA (see Figure 7) . ANOVA of RT1 revealed that in addition to the correspondence main effect, the group main effect, F(1, 42) = 7.15, p < .011, MSE = 365,890; the quintile main effect, F(4, 168) = 2.43, p < .0493, MSE = 33,108; and the interaction of IRT Quintile × CorresponAs in the previous experiments, in which S1 was a tone, the present experiment showed a pattern of underadditivity of the Simon effect for T2 with SOA in the compatible mapping group. Thus, the tendency toward underadditivity of the Simon effect for T2 in a PRP task seems to occur for both auditory and visual S 1 modalities.
More important, the incompatible mapping group also showed results similar to those of our Experiment 2, which was like the present experiment in using only arrows as $2 but different from it in using tones as S 1. In both experiments, there was no significant interaction of $2-R2 correspondence and SOA for the incompatible mapping group. A comparison between Experiments 2 and 3 for the incompatible mapping group showed no difference in the interaction of $2-R2 correspondence and SOA across experiments (F < 1). If the 50-ms SOA is excluded in Experiment 3, the interaction for the incompatible mapping group looks like it might be overadditive. However, as noted in the Results section, the F ratio for the interaction across the remaining three SOAs was less than 1. Moreover, the error data for the incompatible mapping in Experiment 3 show an underadditive pattern for which the reverse Simon effect decreased significantly as SOA decreased. Thus, the overadditive interaction for the reverse Simon effect predicted on the basis of De Jong et al.'s (1994) dual-process model was no more evident in this experiment, in which premature attention shifts at short SOAs were unlikely, than in Experiment 2, where they were more likely. Consequently, an early shift of attention does not seem to be the reason why the predicted overadditive interaction is not present.
Correspondence effects were again evident between R1 and R2 and between $2 and R1 or R2. As in Experiment 2, responses for both mapping groups tended to be faster when the locations of R1 and R2 corresponded than when they did not, although there was little evidence of a response correspondence effect on RT2 for the incompatible mapping group. As in Experiment 2, the effect of R1-R2 correspondence on RT1 apparently is not due to response grouping because the effect was as large at the longest IRT bin as at the shortest. $2 location also interacted significantly with R1 location for the incompatible mapping group, with responses faster when the locations did not correspond than when they did. On the whole, the correspondence effects between the two tasks in Experiment 3 were similar to those evident in Experiment 2.
R T 2 Distribution Bin Analyses for Experiments 1-3
As characterized by De Jong et al.'s (1994) dual-process model for the Simon effect, the typical findings are that the normal Simon effect decreases as RT increases and the reverse Simon effect obtained with an incompatible S-R mapping increases (see Figure  2) . We conducted bin analyses of the RT distributions comparable to those performed by De Jong et al. to see whether the negative slopes of the normal and reverse Simon effects as a function of RT bin are evident in the dual-task situation. Separate analyses were performed for each SOA. For these analyses, the RT2s for trials on which both R1 and R2 were correct were divided into quintiles separately for each participant as a function of whether $2 location corresponded with R2 location or did not. The correspondence effect at each quintile was then determined separately for each participant by subtracting RT2 on trials with correspondence from RT2 on trials with noncorrespondence. If the dual-process model provides a sufficient account of the Simon effect in the dual-task context, then the functions for the normal and reverse Simon effects should show negative slopes at the 800-ms SOA, with the slopes reducing as SOA decreases.
At the 50-ms SOA (see Figure 8) , and somewhat less so at the 150-ms SOA (see Figure 9) , the functions are relatively flat, with no consistent pattern being evident for either the compatible or incompatible mapping. As noted above, relatively flat functions would be expected at the short SOAs if there were a decay component of the type hypothesized in De Jong et al.'s (1994) dual-process model. At the 300-ms SOA (see Figure 10) , the incompatible mapping tends to show a reverse Simon effect that increases as RT2 increases for Experiments 2 and 3, consistent with De Jong et al.'s dual-process model. However, the compatible mapping shows that the normal Simon effect also tends to increase as RT2 increases for Experiments 1 and 3, which is inconsistent with the model.
Of most importance are the functions at the 800-rns SOA (see Figure 11 ), because this is the "baseline" condition that most closely resembles the single-task situation for T2. The functions for this SOA do not show the negative slope that is predicted by De Jong et al.'s (1994) dual-process model and that has been evident in prior analyses of the Simon task alone. For Experiment 1, there is a slight tendency in that direction for both the compatible and incompatible mapping groups. However, the functions are essentially flat except for one bin in each group, the fastest bin for the compatible mapping group and the slowest bin for the incompatible mapping group. For Experiments 2 and 3, the functions for the compatible mapping increase across time, rather than showing the decrease that has been taken to indicate decay. The functions for the incompatible mapping also show a positive slope, with the reverse Simon effect switching to positive at the longest bin. In short, the functions for all three experiments, but particularly those for Experiments 2 and 3, in which the required responses for both tasks were manual, do not resemble those obtained when the Simon task is performed alone with a compatible or incompatible mapping of the relevant stimulus dimension (e.g., De Jong et al., 1994) . This outcome implies that at a long SOA, when there is minimal overlap between the two tasks, the Simon effect is influenced by some unique factors associated with the dual-task context.
General Discussion
McCann and Johnston (1992b) reported underadditive effects of the correspondence of stimulus location and response location (the Simon effect) for T2 and SOA in a PRP paradigm. This underadditive interaction is on the surface inconsistent with the RSB model of the PRP effect advocated by Pashler (1984) because the Simon effect typically is presumed to have its basis in response selection. The RSB model predicts additive effects with SOA of any variable that has its influence at the RSB, which would be the ease for location correspondence. McCann and Johnston suggested that the underadditivity could be explained by assuming that the automatic activation of the corresponding response location bypasses the bottleneck and dissipates rapidly when selection of R2 is delayed. McCann and Johnston (1992b) solely in terms of the slowing of RT2 at short SOAs. It also makes a novel prediction for situations in which the relevant stimulus dimension for T2 is mapped incompatibly to the response locations: The reverse Simon effect obtained in such situations will increase as SOA decreases (i.e., show an overadditive interaction). This prediction arises from the fact that the unconditional activation of the corresponding response decays over time, whereas the conditional component, which for an incompatible mapping is of the noncorresponding response, is constant across time (see Figure 2) .
The Underadditive Interaction of the Simon Effect With SOA
The present experiments had the primary purposes of (a) determining whether the underadditive interaction of the Simon effect and SOA obtained by McCarm and Johnston (1992b) is replicable and can be obtained with various S-R combinations for the two tasks and (b) testing the specific prediction of De Jong et al.'s (1994) dual-process model that the interaction should be overadditive when the relevant S-R mapping is incompatible.
Experiment 1 used a high-low tone discrimination task with spoken responses as T1 and responding to the left-or rightpointing direction of an arrow or the identity of a letter with a keypress as T2. The compatibility of the mapping of the arrows to responses for T2 was varied between subjects. The results of the compatible mapping group basically replicated those of McCann and Johnston (1992b) . The PRP effect for this group was 183 ms, a value similar to that obtained by them. The Simon effect was evident at the 800-and 300-ms SOAs but not at the 150-and 50-ms SOAs, indicating that the underadditive interaction of the Simon effect with SOA was evident as well. This interaction was not statistically significant, though, because the size of the Simon effect at the 800-ms SOA was small in comparison to that found by McCann and Johnston. A PRP effect of similar magnitude was also evident for the incompatible mapping group. This group displayed a reverse Simon effect; the RT data showed little indication of this effect's varying in magnitude as a function of SOA, but the error data showed a significant underadditive interaction. Most important, there was no sign of the overadditive interaction of the reverse Simon effect and SOA for the incompatible mapping group that is predicted by De Jong et al.'s 0994) dual-process model. Experiment 2 used only arrow stimuli for T2 and keypress responses to the tones for T1 instead of spoken responses. A PRP effect of nearly 480 ms was obtained in this experiment, a value much larger than in McCann and Johnston's (1992b) experiment and in our Experiment 1. The compatible mapping group again showed an underadditive interaction of the Simon effect and SOA, with the effect being smaller at short SOAs than at longer ones. Thus, the underadditive interaction found by McCann and Johnston can be replicated when only arrow stimuli are used for T2. Again, however, there was no evidence that the reverse Simon effect in the S-R incompatible mapping group was overadditive with that of SOA, as predicted by De Jong et al.'s (1994) dualprocess model. Instead, the result pattern tended to be underaddirive for this mapping condition as well, although neither the reverse Simon effect nor its interaction with SOA was statistically significant.
One possible reason why the reverse Simon effect did not show the predicted overadditive interaction with SOA in Experiments 1 and 2 is that participants were able to shift attention to $2 immediately at its onset because S 1 was auditory. This would mean that at short SOAs attention could be shifted to $2 while the participant was still engaged in T1. If attention could be shifted while performing T1, and if the spatial code on which the conditional component in the dual-process model operates is based on location relative to the direction of attention, then $2 may have had a neutral spatial code at the time that the conditional transformation was made. This would result in no location correspondence effect at short SOAs, which means that the interaction of the reverse Simon effect with SOA would tend to be underadditive, as was found. For Experiment 3, therefore, we used visual stimuli, letters presented at the center of the screen, for T1. The use of a visual S 1 should minimize or prevent immediate attention shifting to $2 at its onset. The SOA functions for Experiment 3 were generally similar to those of Experiment 2. The Simon effect showed an underadditive interaction with SOA for the compatible mapping group, and the function for the incompatible mapping group did not differ from the function obtained for that group in Experiment 2. Experiment 3 thus provided no support for the hypothesis that immediate attention shifting is responsible for the failure of the reverse Simon effect to show an overadditive interaction in Experiments 1 and 2.
Although the RT2 data for the compatible mapping group showed the underadditive interaction of the Simon effect with SOA in all three experiments, it was not statistically significant in Experiments 1 and 3. The lack of statistical significance in those experiments likely is due to our data's being less stable than those of McCann and Johnston (1992b) because we used one third of the number of trials per participant that they did. In addition, when the RT2 data for Experiment 1 were separated into trials for which $2 was an arrow and trials for which $2 was a letter, neither stimulus type showed the underadditive interaction pattern unambiguously. In contrast, McCann and Johnston's RT2 data showed the normal Simon effect for both stimulus types at the 800-ms SOA, though it was twice as large for arrows as for letters, and the effect decreased as SOA was shortened in both cases (see Table 4 ).3 This discrepancy of our results from McCann and Johnston's may also be a consequence of the smaller number of trials in our experiment than in theirs. To maximize the stability of our data for the arrow stimuli, we collapsed the arrow data in the compatible mapping group over the three experiments. The mean Simon effects for RTs were 23, 16, 35, and 54 ms for the 50-, 150-, 300-, and 800-ms SOAs, respectively, F(3, 192) = 4.71, p < .003, MSE = 1, 929. With the exception of the small upturn at the 50-ms SOA, the collapsed data show a systematic decrease in the Simon effect as SOA decreases. Thus, the underadditive Simon effect for arrow stimuli is reliable across Experiments 1-3 and, when the data are stabilized by collapsing across experiments, the effect pattern is similar to that of McCann and Johnston's results for arrows.
For the letter stimuli in Experiment l, the primary differences between our RT2 data and McCann and Johnston's (1992b) are that the responses were slower overall in our study (M = 691 ms) than in theirs (M = 653 ms) and the overall Simon effect was negative in our experiment (-9 ms) and positive in theirs (13 ms). Note. Data are from McCann and Johnston (1992a) . $2 = second stimulus; R2 = response to $2.
However, the pattern of change for the Simon effect across SOA was similar in the two experiments. Whereas the effect shifted from 4 ms at the 800-ms SOA to -28 ms at the 50-ms SOA in our experiment, it shifted from 23 ms at the 800-ms SOA to 8 ms at the 50-ms SOA in their experiment. Exactly why our data showed little or no Simon effect for the letters at the 800-ms SOA is unclear, but, as noted above, the number of trials per participant in our experiment was one third that in McCann and Johnston's. Moreover, when overall RT slows as RT2 does at short SOAs in our experiments, the Simon effect in some cases changes from positive to negative (e.g., Rubichi, Nicoletti, Iani, & Umilt~, 1997) . In summary, the overall results of the compatible mapping groups in these three experiments are generally consistent with those of McCann and Johnston (1992b) . The Simon effect is reduced at short SOAs in the PRP paradigm. Thus, the underadditive interaction pattern, which is seemingly inconsistent with Pashler's (1984) RSB model, is a replicable and generalizable phenomenon. De Jong et al.'s (1994) dual-process model predicts that the normal Simon effect for the compatible mapping will decrease across time and the reverse Simon effect for the incompatible mapping will increase. In none of the three experiments did the incompatible mapping group show the predicted overadditive interaction of the reverse Simon effect with SOA. This includes Experiment 3 in which T1 used a centered visual stimulus that should have minimized any tendency to shift attention to $2 immediately at its onset. Thus, the dual-process model does not provide a sufficient account of the influence of SOA on the Simon effect in the PRP paradigm.
Distributional Analyses of the Simon Effect
The primary evidence that De Jong et al. (1994) provided for their dual-process model came from examination of the RT distribution bins for compatible and incompatible mappings of the relevant stimulus information to responses. This distributional 3 We thank Robert McCann for providing the data shown in Table 4 and Ray Klein for obtaining them for us and for suggesting the subsequent analysis of the arrow data collapsed across our three experiments. analysis showed that the normal Simon effect for the compatible mapping decreased from the faster quintiles to the slower quintiles (see also Roswarski & Proctor, 1996) , but the reverse Simon effect increased across quintiles. A question of interest is whether distributional analyses of RT2 in the present experiments show the patterns found for single-task studies of the Simon effect. The data from the 800-ms SOA condition should be the most appropriate to examine to see whether they show functions similar to those of the single-task studies because T1 is most likely completed before $2 appears. Bin analyses for RT2 at the 800-ms SOA, similar to those performed by De Jong et al., showed little evidence overall of the negative slopes found in single-task studies. In Experiments 2 and 3, the Simon effect with compatible S-R mapping for T2 tended to increase across time rather than to decrease, and the reverse Simon effect with incompatible S-R mapping tended to disappear and switch to a positive effect at the long RT bins. The discrepancy between the distribution functions we obtained in the dual-task context and those found in the single-task context in other studies implies that, even when TI is completed prior to $2, T2 is not performed in the same way that it would be if it were the only task for which the participant was prepared.
A clue to the difference in performance of the Simon task in the dual-task context as opposed to alone is evident in the specific way in which the 800-ms SOA functions differ from those of De Jong et al. (1994) . The starting positions in the functions for both mapping groups are similar to those in De Jong et al.'s analyses, and the functions tend to show negative slopes across the first two or three bins. However, rather than continuing to change monotonically at the longer RT bins, four of the six functions show a change to a positive slope, or increasing positive correspondence effect, and one remains essentially flat. This comparison suggests that at the fast RT bins there is little influence on the correspondence effect of placing the Simon task in the dual-task context and that the difference arises primarily at the longer bins. In other words, in the dual-task situation there seems to be an unusually large number of very slow RTs when stimulus location does not correspond with response location. The upswing of the correspondence effect functions at the long RT bins for Experiments 2 and 3 accounts for two aspects of the mean RT data at the 800-ms SOA: The normal Simon effect for the compatible mapping is larger than that usually obtained in the single-task context, but the reverse Simon effect for the incompatible mapping is smaller.
What appears to be occurring is that on some trials at the 800-ms SOA participants become confused about which spatial information is relevant and which is not. This confusion could arise from the increased attentional demands imposed by having to perform T1 as well as T2. In Experiments 2 and 3, T1 also involved spatial location information in that the responses were left and right keypresses made by the hand that was opposite of that used for T2 responses. This additional spatial information seems to have complicated the situation as well, as suggested by the fact that the increase in the correspondence effect for T2 at the long RT bins for the 800-ms SOA condition was not evident in Experiment 1 for which T1 did not involve response location. In sum, the distribution functions for both mapping groups did not show the patterns for the Simon effect predicted by De Jong et al.'s (1994) dualprocess model, implying as do the PRP functions for the incompatible mapping group that the model is not sufficient to explain performance in the dual-task context. Pashler's (1984) RSB model depicts the processing of T1 and T2 in the PRP paradigm as occurring in two parallel, noninteractive streams (see Figure 1) . The only effect of T1 on performance of T2 is that response selection of T1 delays the onset of that of T2 at short SOAs. The model does not specify any relation between response selection for T1 and T2 other than that both cannot occur at the same time. Particularly, the translation of the relevant $2 information to R2 should not have any impact on R1 because it does not occur until selection of R1 is completed. Counter to this implication of the RSB model, Hommel (1998) reported cross-task correspondence effects indicating considerable interaction in the processing of the two tasks.
Multiple Spatial Correspondence Effects
Examination of cross-task correspondence effects in our Experiments 2 and 3 also indicate quite clearly that there was considerable interaction of the spatial information sources in the two tasks that affected both RT1 and RT2. Of concern are three cross-task spatial correspondence effects, those of R1 on RT2, R2 on RT1, and $2 on RT1. Responses for T2 were faster when the location of R1 corresponded with that of R2, particularly at short SOAs and for the compatible mapping groups. In fact, at short SOAs the effect of R1-R2 correspondence on RT2 was stronger than the Simon effect produced by $2 location.
Of particular interest are the spatial correspondence effects of R2 on RT1. For both the compatible and incompatible T2 mappings, R2 location showed a positive correspondence effect on RT1. This effect was strongest at the short SOAs, which is reasonable given that RT1 could not be affected by R2 location if response selection for T1 was completed prior to the start of that for T2. The importance of the RI-R2 correspondence effect on RT1 is that it implies that response selection for T2 occurs in parallel with that for T1 when the two tasks overlap, counter to the RSB model.
The fact that responses were faster when spatial correspondence, rather than anatomical correspondence, existed between them indicates that response selection is in terms of spatial codes rather than anatomical features. This is not surprising because many findings in the choice-reaction literature support the view that response selection is initially in terms of spatial codes, with specification of effectors occurring subsequently. For example, when the hands are crossed in a two-choice task, such that the left key is operated by the right hand and the right key by the left hand, the overall RT is elevated but there is no interaction with the effect of spatial correspondence (e.g., Roswarski & Proctor, in press ). Similarly, in a dual-task situation in which chord responses are made with the left and right hands to two simultaneously presented letters, performance is much better when the letters have the same mapping to locations for each hand rather than the same mapping to fingers (Gopher, Karis, & Koenig, 1985) . $2 location also had an influence on RT1, although its effects were not as strong as those of R2 location. The effect of $2 location on RT1 was similar to the effect on RT2. That is, for the compatible mapping condition there was a normal Simon effect, whereas for the incompatible mapping condition there was a reverse Simon effect. Thus, the location of $2 influenced performance on T1 even though $2 was completely irrelevant to T1. This finding is similar to a result obtained by Proctor and Pick (1998) using an accessory stimulus version of the Simon task. In their study, the location of a completely irrelevant tone produced a positive correspondence effect for responding to a compatibly mapped visual-location stimulus and a negative correspondence effect for responding to an incompatibly mapped visual-location stimulus. stimulus dimensions overlap. Thus, even when the relevant stimulus dimension is arrow direction, there is little reason to think that the effect of irrelevant location is on stimulus identification.
Automatic S-R Translation

Status of Decay and Perceptual Explanations
If the Simon effect has its locus in response-selection processes, Pashler's (1984) RSB model of the PRP effect predicts that when a Simon task is used as T2, the Simon effect should be additive with that of SOA. The underadditive interaction of the Simon effect with SOA found by McCann and Johnston (1992b) and confirmed in our experiments is at odds with this prediction. One possible explanation for this underadditivity is that $2 location automatically activates the corresponding response and then decays, as in the single-task context. Our results did not confirm predictions regarding the PRP functions for incompatible mapping conditions derived from De Jong et al.'s (1994) dual-process model of the Simon effect, which incorporates automatic activation and decay. Moreover, the RT distribution bin analyses for the compatible mapping conditions at the 800-ms SOA showed increases in the Simon effect at the long RT bins for Experiments 2 and 3, rather than the decreases indicative of decay. Thus, regardless of the appropriateness of the dual-process model as an account of the Simon effect in single-task situations, it does not seem to be sufficient for explaining the results obtained in the dual-task context. Although we cannot rule out the possibility that some variant of a decay account might accommodate the present findings, the fact that the 800-ms SOA distribution functions did not show much evidence of decay suggests such an account will not be straightforward.
Another possible reason for the underadditivity is that the Simon effect is due to stimulus identification processes, rather than response-selection processes. Although the existing single-task literature provides little evidence to indicate that the Simon effect has its locus in stimulus identification (e.g., Hommel, 1995) , such an account of the underadditivity remains plausible given the nature of the stimuli used for T2 by McCann and Johnston (1992b) and in the present experiments. Specifically, in their experiment and our Experiment 1, half of the T2 stimuli were arrows pointing to the left or fight; in our Experiments 2 and 3, all of the 12 stimuli were of this nature. Because the relevant stimulus information is spatial, it has conceptual similarity, or dimensional overlap, with the irrelevant stimulus location dimension. In Kornblum and Lee's (1995) taxonomy, this task would be classified into a distinct category from the more typical Simon task, and the effects of overlap between the relevant and irrelevant $2 dimensions would be attributed to stimulus-identification processes. The fact that consistent effects of krrelevant location correspondence were evident for the 12 arrow stimuli but not the T2 letter stimuli in Experiment 1 is in agreement with a stimulus-identification locus of the effect. However, there is evidence in single-task contexts to suggest that the overlap of the stimulus dimensions does not contribute to the Simon effect (e.g., Lu & Proctor, 1994) . Also, searching a list of stimuli for targets of a specific color (Flowers & Dutch, 1976) or classifying pairs of colors as same or different (Egeth, Blecker, & Kamlet, 1969 ) is unaffected by incongruent, irrelevant color words, even though the relevant and irrelevant Hommel (1998) noted that the RSB model does not distinguish between response activation produced by stimulus events and the ultimate selection of the response that is to be executed. On the basis of his finding of cross-task correspondence effects similar to those found in our study, he argued that the process of S-R translation proceeds automatically and in parallel for T1 and T2, with the process of response selection that acts on the overall pattern of activations being serial. Locus-of-slack logic would predict from this model that the Simon effect for T2 would be underadditive with the effect of SOA, as is found, even ff decay did not occur. A model of this type thus allows one to attribute the Simon effect to response activation without requiring that decay of this activation be invoked to explain the underadditive interaction of the effect with SOA in the PRP paradigm. This type of model, which distinguishes response activation from final response selection and allows for considerable crosstalk between the two tasks, is generally consistent with the results of our study. The large cross-task correspondence effects at short SOAs that we observed in Experiments 2 and 3 strongly suggest that much of the processing for I2 can occur concurrently with that for T1. Although $2 location had relatively little effect on RT2 at short SOAs, it had a large effect on RT1. Thus, $2 location was being coded at its onset and producing response activation affecting RT1 at these SOAs, even though it was having little effect on RT2. Moreover, the large correspondence effect for the RI-R2 relation on RT1 at short SOAs indicates that the relevant $2 arrow information was being processed and producing response activation in parallel with the processing of T1. Thus, as proposed by Hommel (1998) , these findings imply that any serial processing bottleneck is located after S-R translation.
Both R1-R2 correspondence and $2-R2 correspondence also affect RT2. As for RT1, the effect of R1-R2 correspondence is a decreasing function of SOA. However, the $2-R2 correspondence effect (i.e., the Simon effect) is an increasing function of SOA. These functions are also consistent with the view that S-R translation occurs in parallel for the two tasks, with response selection being serial. At short SOAs, selection of R2 is delayed until selection of R1 is completed, so R2 selection occurs in closer temporal proximity to the spatial information associated with R1 than with that associated with $2 location. As a result, the location of R1 produces a large correspondence effect but that of $2 does not. At long SOAs, T1 is often completed prior to the onset of $2. Thus, the spatial information associated with $2 location occurs in closer temporal proximity to that of R2 selection than does the spatial information associated with R1 location. Therefore, the location of $2 produces a large correspondence effect, which is the Simon effect, but that of R1 does not.
Although the difference in R12 between the letter and arrow stimufi for the compatible mapping group in Experiment 1 was additive with SOA, as in McCann and Johnston's (1992b) study, it showed an overadditive interaction with SOA for the incompatible mapping group. Moreover, the manipulation of compatibility for the arrow stimuli also showed an effect that was overadditive with that of SOA in Experiments 2 and 3. Such overadditive interactions are not possible according to the RSB model, for which variables that affect T2 difficulty should have either additive or underadditive effects. The overadditive interaction is another indication of cross-talk between the two tasks. That is, interactions of this type would be expected to occur if the activation on which response selection for T2 is based contains contamination from T1 at short SOAs that is not present at long SOAs.
Another finding that seems in agreement with the proposed automatic S-R translation for T2 is the unusually high error rate of .19 on T1 at the 300-ms SOA for both mapping groups in Experiment 2. Because the mean RT1 at the 300-ms SOA is 576 ms in that experiment, selection of R1 is likely still occurring when the initial response activation from $2 is produced. This activation apparently occurs at a critical time in the response selection for T1. The absence of a similar elevation of error rate at this SOA for T2 is because the selection of R2 does not occur until later. Experiments 1 and 3 did not show a similar high error rate for T1 at the 300-ms SOA, most likely at least in part because of the fact that T1 was completed prior to the initial response activation from $2 in Experiment 1 (mean RT1 = 315 ms at the 300-ms SOA) and subsequent to that activation in Experiment 3 (mean RT1 = 751 ms at the 300-ms SOA).
Summary
We replicated in three experiments the pattern of underadditive interaction of the Simon effect with SOA for the compatible T2 mapping condition reported by McCann and Johnston (1992b) . This interaction pattern is important because it is counter to the prediction of additive effects made by the RSB model. One possible explanation for the underadditive interaction is that the stimulus for the second task automatically activates the corresponding response and this activation subsequently decays. However, our results for the incompatible mapping condition did not show the overadditive interaction of the reverse Simon effect with SOA predicted from De Jong et al.'s (1994) dual-process model, which incorporates decay for one component. Experiments 2 and 3, in which the responses for both tasks were keypresses, showed considerable cross-task spatial correspondence effects, as predicted by Hommel's (1998) automatic-translation hypothesis. According to this hypothesis, response selection is divided into two stages, S-R translation and ultimate response selection, and the bottleneck is located at the latter stage. This model, in which S-R translation for T2 occurs automatically and in parallel with that for T1, can accommodate most of our findings. The underadditive interaction of the Simon effect and SOA is predicted because the response activation produced by the $2 location is prior to the bottleneck. The large response correspondence effects for both T1 and T2 at short SOAs is consistent with the automatic-translation hypothesis, too. The overadditive interactions with SOA evident for S-R compatibility of T2 arrow stimuli and the high error rate for T1 at the 300-ms SOA for Experiment 2 also are in agreement with the view that S-R translation is automatic and cross-talk between tasks occurs. In sum, the findings converge relatively strongly to indicate that the underadditive interaction of the Simon effect with SOA in dual-task situations is due to response activation for T2 occurring automatically and in parallel with that of T1, prior to the RSB.
