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Abstrakt
Tato pra´ce se zaby´va´ aplikac´ı metody fuzz testing k testova´n´ı prˇekladacˇ˚u a interpret˚u. V
prvn´ı cˇa´sti pojedna´va´ o prˇekladacˇ´ıch, optimalizac´ıch a chyba´ch typicky´ch pro optimalizuj´ıc´ı
prˇekladacˇ. Analyzuje vhodnost metod staticke´ a dynamicke´ analy´zy pro hleda´n´ı teˇchto chyb
a jako vhodnou navrhuje dynamickou metodu fuzz testova´n´ı. V ra´mci pra´ce byl implemen-
tova´n na´stroj pro testova´n´ı prˇekladacˇ˚u pouzˇ´ıvaj´ıc´ı tuto metodu, ktery´ byl aplikova´n na
neˇkolik prˇ´ıpad˚u, prˇicˇemzˇ se podarˇilo nale´zt se´rii chyb v rozsˇ´ıˇreny´ch prˇekladacˇ´ıch, a to
vcˇetneˇ naprˇ. GCC.
Kl´ıcˇova´ slova
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Abstract
This thesis discusses an application of the fuzz testing method for testing compilers and
interpreters. In the first part, it deals with compilers, optimizations, and bugs typical for an
optimizing compiler. It analyzes applicability of static and dynamic analysis methods for
searching such bugs and proposes dynamic fuzz testing as suitable for this task. A compiler
testing tool suite using this method was implemented within this thesis and applied on
several real compilers, including GCC, in which the tool revealed a series of bugs.
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Kapitola 1
U´vod
Neodmyslitelnou soucˇa´st´ı rˇeteˇzce na´stroj˚u pro vy´voj modern´ıch pocˇ´ıtacˇovy´ch programu˚
jsou prˇekladacˇe a interprety programovac´ıch nebo jiny´ch jazyk˚u. Vy´voj aplikac´ı v assemble-
rech je v soucˇasnosti za´lezˇitost´ı vestaveˇny´ch platforem a vysoce optimalizovany´ch operac´ı.
Naprosta´ veˇtsˇina programu˚ je psa´na v kompilovany´ch nebo interpretovany´ch programo-
vac´ıch jazyc´ıch. Ty umozˇnˇuj´ı programa´torovi formulovat program na vysoke´m stupni abs-
trakce a obstara´vaj´ı mnoho automatizovany´ch u´kol˚u, ktery´mi se potom programa´tor nemus´ı
zaby´vat. Prˇekladacˇe jsou velmi komplexn´ı na´stroje a poskytuj´ı svy´m uzˇivatel˚u sta´le doko-
nalejˇs´ı a slozˇiteˇjˇs´ı sluzˇby, naprˇ. automatickou paralelizaci pro v´ıceprocesorove´ cˇi v´ıceja´drove´
syste´my, masivn´ı optimalizace apod. Veˇtsˇina programa´tor˚u je na teˇchto sluzˇba´ch za´visla´,
protozˇe je mimo jejich mozˇnosti tvorˇit rucˇneˇ stejneˇ vy´konne´ programy, jako je tomu s
pouzˇit´ım prˇekladacˇ˚u a dalˇs´ıch modern´ıch na´stroj˚u. Za´rovenˇ je tvorba programu˚ bez teˇchto
na´stroj˚u neefektivn´ı a na´kladna´.
Jako kazˇdy´ program, i prˇekladacˇe obsahuj´ı chyby. Modern´ı prˇekladacˇe jsou typicky
velmi slozˇite´ syste´my, ktere´ beˇhem azˇ stovek pr˚ubeˇh˚u ko´dem mohou naprosto zmeˇnit jeho
podobu. Vzhledem k vy´sadn´ımu postaven´ı prˇekladacˇ˚u v rˇetezci vy´voje programu˚ je tedy
velmi podstatna´ jejich spra´vna´ funkcˇnost.
Tato pra´ce si klade za c´ıl zhodnotit mozˇnosti automatizace testova´n´ı prˇekladacˇ˚u, na
za´kladeˇ teˇchto znalost´ı implementovat syste´m pro hleda´n´ı chyb v nich a otestovat jeho
aplikaci v praxi. Tato pra´ce se zameˇrˇuje na testova´n´ı prˇekladacˇ˚u jazyka C, ale obecne´
principy zde popsane´ je mozˇne´ aplikovat i na testova´n´ı nejen prˇekladacˇe kompilovany´ch
jazyk˚u, ale i pro hleda´n´ı chyb v interpretech.
Prvn´ı cˇa´st pra´ce obsahuje teoreticky´ za´klad pro testovan´ı prˇekladacˇ˚u a zahrnuje za´kladn´ı
definice z oblasti. Da´le pojedna´va´ o chyba´ch, ktere´ se v prˇekladacˇ´ıch vyskytuj´ı a metoda´ch,
ktere´ je mozˇne´ prˇi jejich hleda´n´ı pouzˇ´ıt.
Druha´ cˇa´st obsahuje na´vrh a popis implementace syste´mu, ktery´ tyto metody popsane´
v prvn´ı cˇa´sti uva´d´ı v ra´mci te´to pra´ce do praxe prˇicˇemzˇ vyuzˇ´ıva´ fakt, ktere´ byly zjiˇsteˇny v
prvn´ı cˇa´sti, k u´plne´mu a efektivneˇjˇs´ımu testovac´ıho pokryt´ı prˇekladacˇe.
Ve trˇet´ı cˇa´sti byl implementovany´ prototyp syste´mu aplikova´n na neˇktere´ rozsˇ´ıˇrene´
prˇekladacˇe jazyka C. Je zde popsa´na metodika testova´n´ı, jeho pr˚ubeˇh a analyzova´ny vy´sledky
testova´n´ı.
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Kapitola 2
Prˇekladacˇe a optimalizace
Tato kapitola zpracova´va´ teoreticky´ za´klad pro oblast prˇekladacˇ˚u. Uva´d´ı za´kladn´ı principy
konstrukce prˇekladacˇe, jeho obvykle´ soucˇa´sti a jejich funkci. Zaby´va´ se take´ optimalizacemi,
ktere´ modern´ı prˇekladacˇe nad ko´dem prova´deˇj´ı pro vysˇsˇ´ı efektivitu prˇelozˇene´ho programu.
2.1 Prˇekladacˇe a interprety
2.1.1 Prˇekladacˇe
Prˇekladacˇ [6] (te´zˇ kompila´tor, z angl. compiler) je program, schopny´ cˇ´ıst program v jed-
nom jazyce – zvane´m zdrojove´m – a prˇelozˇit ho do ekvivalentn´ıho programu zapsane´m v
jine´m jazyce – c´ılove´m. Pojem prˇekladacˇ je typicky pouzˇ´ıva´n pro programy prova´deˇj´ıc´ı
prˇeklad programu zapsane´ho ve vysˇsˇ´ım programovac´ım jazyce do jazyka nizˇsˇ´ıho, nejcˇasteˇji
strojove´ho ko´du pocˇ´ıtacˇe. Prˇ´ıkladem jazyk˚u, ktere´ jsou obvykle prˇ´ımo prˇekla´da´ny jsou C,
C++ nebo rodina jazyk˚u Fortran. C´ılem je z abstraktn´ıho za´pisu algoritmu z´ıskat spusti-
telny´ program. Programy prova´deˇj´ıc´ı opacˇny´ prˇeklad se nazy´vaj´ı dekompila´tory. Existuj´ı i
programy, ktere´ prova´deˇj´ı prˇeklad mezi jazyky zhruba stejne´ u´rovneˇ abstrakce.
2.1.2 Interprety
Interpret je naproti tomu program, ktery´ mı´sto prˇekladu programy napsane´ ve vysˇsˇ´ım pro-
gramovac´ım jazyce prˇ´ımo spousˇt´ı, tj. interpretuje. Interpret by´va´ obvykle postaven jako
virtua´ln´ı stroj prˇ´ımo prova´deˇj´ıc´ı prˇ´ıkazy programovac´ıho jazyka nebo instrukce vnitrˇn´ıho
meziko´du. Vy´hodou tohoto prˇ´ıstupu je vysˇsˇ´ı abstrakce od hardwaru a operacˇn´ıho syste´mu,
cozˇ s sebou nese veˇtsˇ´ı pohodl´ı, robustnost, mensˇ´ı na´chylnost k chyba´m a lepsˇ´ı mozˇnosti dia-
gnostiky. Naproti tomu by´va´ program prˇelozˇeny´ do strojove´ho ko´du prˇekladacˇem mnohem
rychlejˇs´ı nezˇ ekvivalentn´ı program prova´deˇny´ interpretem, a to z d˚uvodu vysˇsˇ´ıho mnozˇstv´ı
rezˇijn´ıho ko´du.
Typicky´mi za´stupci interpretovany´ch jazyk˚u jsou modern´ı dynamicke´ programovac´ı ja-
zyky, tedy naprˇ. Python, Ruby nebo Lua.
2.2 Principy konstrukce prˇekladacˇ˚u
Zp˚usob˚u konstrukce prˇekladacˇ˚u je v´ıce, ale nejcˇasteˇji se uplatnˇuje deˇlen´ı programu na dveˇ
cˇa´sti. Prvn´ım je front-end, ktery´ je orientovany´ na zdrojovy´ jazyk, a back-end, orientovany´
na c´ılovy´ jazyk. Neˇktere´ prˇekladacˇove´ syste´my, jako naprˇ´ıklad GCC, ktere´ maj´ı rozsa´hlou
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cˇa´st optimalizac´ı nad meziko´dem, s touto cˇa´st´ı pracuj´ı jako se samostatnou [16] a nazy´vaj´ı
ji middle-end.
2.2.1 Front-end
V cˇa´sti prˇekladacˇe nazvane´ front-end se obvykle prova´deˇj´ı tyto kroky: lexika´ln´ı analy´za,
syntakticka´ analy´za, se´manticka´ analy´za a prˇeklad do meziko´du. Konstrukce front-endu je
silneˇ va´za´na na zdrojovy´ jazyk a meˇla by by´t neza´visla´ na c´ılove´m jazyce.
Lexika´ln´ı analy´za
Cˇa´st prˇekladacˇe prova´deˇj´ıc´ı lexika´ln´ı analy´zu se nazy´va´ lexika´ln´ı analyza´tor (angl. scanner).
Lexika´ln´ı analy´za je u´vodn´ı krok prˇekladu, ktery´ v cˇiste´m textu rozezna´va´ tzv. lexe´my
(angl. tokeny) – prvky zdrojove´ho jazyka. Ty na´sledneˇ prˇeda´va´ syntakticke´mu analyza´toru.
Lexika´ln´ı analyza´tory by´vaj´ı implementova´ny obvykle pomoc´ı regula´rn´ıch vy´raz˚u.
Pro tvorbu scanner˚u jsou beˇzˇneˇ pouzˇ´ıvane´ automatizovane´ na´stroje, naprˇ. Lex [13].
Syntakticka´ analy´za
Syntakticka´ analy´za rozezna´va´ v sekvenci lexika´ln´ıch symbol˚u syntaktickou strukturu podle
pravidel gramatiky prˇ´ıslusˇne´ho jazyka. Vy´stup te´to cˇa´sti prˇekladacˇe zachycuje strukturu
programu ve tvaru vhodne´m k dalˇs´ımu zpracova´n´ı, typicky ve tvaru derivacˇn´ıho stromu.
Cˇa´sti prˇekladacˇe prova´deˇj´ıc´ı syntaktickou analy´zu se rˇ´ıka´ syntakticky´ analyza´tor (angl. par-
ser). Metod sestrojen´ı syntakticke´ho analyza´toru je v´ıce. Za´kladn´ımi dveˇma prˇ´ıstupy (ktere´
se pak da´le deˇl´ı) jsou prˇ´ıstup shora-dol˚u a zdola-nahoru. Ru˚zne´ prˇ´ıstupy [10] k sestrojen´ı
syntakticke´ho analyza´toru produkuj´ı parsery schopne´ zpracovat r˚uzneˇ slozˇite´ gramatiky.
Parsery se cˇasto generuj´ı automatizovany´mi na´stroji, naprˇ. Yacc [12].
Se´manticka´ analy´za
Se´manticky´ analyza´tor v derivacˇn´ım stromu rozezna´va´ a zpracova´va´ informace o vy´znamu
prˇ´ıkaz˚u. Uplatnˇuje se´manticka´ omezen´ı a oznamuje chyby v se´mantice programu.
Prˇeklad do meziko´du
Veˇtsˇina prˇekladacˇ˚u neprˇekla´da´ prˇ´ımo z jednoho jazyka do druhe´ho (i kdyzˇ i takove´ prˇekladacˇe
existuj´ı), ale pouzˇ´ıvaj´ı jesˇteˇ trˇet´ı intern´ı reprezentaci. Existuj´ı dva za´kladn´ı typy intern´ı re-
prezentace: [6]
• Syntakticke´ a jine´ stromy. V tomto prˇ´ıpadeˇ je intern´ı reprezentace generova´na jako
vy´stup fa´z´ı syntakticke´ a se´manticke´ analy´zy.
• Serializovana´ reprezentace. Vy´stup se´manticke´ analy´zy se prˇevede na posloupnost
instrukc´ı jazyka intern´ı reprezentace. Typicky´m prˇ´ıkladem je trˇ´ıadresovy´ ko´d.
Slozˇite´ prˇekladacˇe mohou mı´t i neˇkolik intern´ıch reprezentac´ı ko´du [16]. V tom prˇ´ıpadeˇ
se cˇa´st obsluhuj´ıc´ı meziko´d obvykle nerˇad´ı do prˇedn´ı (front-end), ale do strˇedn´ı vrstvy
(middle-end). Prˇevody mezi intern´ımi reprezentacemi prˇedstavuj´ı slozˇite´ cˇa´sti prˇekladacˇ˚u,
psane´ obvykle rucˇneˇ.
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2.2.2 Middle-end
Middle-end se nazy´va´ ta cˇa´st prˇekladacˇe, kde se na u´rovni intern´ı reprezentace prova´deˇj´ı
optimalizace a jine´ zmeˇny prˇ´ımo v logice programu. Jen neˇktere´ projekty nazy´vaj´ı tuto cˇa´st
prˇekladacˇe middle-end, jine´ tento termı´n nepouzˇ´ıvaj´ı a operuj´ı jen s dveˇma cˇa´stmi. V te´to
pra´ci je termı´n middle-end pouzˇ´ıva´n.
Kromeˇ operac´ı nad intern´ı reprezentac´ı programu prob´ıhaj´ı v te´to cˇa´sti optimalizace,
ktere´ maj´ı za u´kol upravit program pro neˇjaky´ u´cˇel – obvykle k vysˇsˇ´ımu vy´konu nebo k
minimalizaci velikosti vy´sledne´ho programu. Optimalizacemi se bl´ızˇe zaby´va´ cˇa´st 2.3.
2.2.3 Back-end
Back-end je cˇa´st va´zana´ na c´ılovy´ jazyk, obvykle strojovy´ ko´d nebo ko´d v aassembleru
Vy´sledna´ podoba intern´ı reprezentace programu se zde prˇeva´d´ı do c´ılove´ho jazyka. Proble´my
rˇesˇene´ v te´to fa´zi jsou velmi r˚uzne´, ale prˇ´ıkladem mohou by´t na´sleduj´ıc´ı, ktere´ jsou nejob-
vyklejˇs´ı:
• Efektivn´ı vyuzˇit´ı instrukcˇn´ı sady c´ılove´ho procesoru, vcˇetneˇ slozˇity´ch a specializo-
vany´ch instrukc´ı.
• Alokace registr˚u. Vzhledem k vy´konu je vhodne´ maximum dat umist’ovat do registr˚u
mı´sto do pameˇti.
• Paralelizace. Vyuzˇit´ı mozˇnost´ı c´ılove´ architektury k paraleln´ımu beˇhu vhodny´ch cˇa´st´ı
programu na multi/hyperskala´rn´ıch procesorech, poprˇ. syste´mech s v´ıce ja´dry nebo
procesory.
2.3 Optimalizace
Rozsˇ´ıˇrene´ programovac´ı jazyky a jejich se´manticke´ konstrukce nejsou ze sve´ podstaty vy-
tvorˇene´ pro optima´ln´ı vyuzˇit´ı zdroj˚u programy, ktere´ jsou v nich napsa´ny. Jsou uzp˚usobene´
prima´rneˇ k snadne´mu vyja´drˇen´ı algoritmu cˇloveˇkem a jeho na´sledne´mu prˇekladu do stro-
jove´ho ko´du. Pokud bychom prˇekla´dali program jen jako sekvenci na sobeˇ neza´visly´ch
prˇ´ıkaz˚u a kazˇdy´ prˇ´ıkaz doslovneˇ prˇelozˇili do strojovy´ch instrukc´ı, vznikne mnozˇstv´ı nee-
fektivn´ıho ko´du. Pro optima´ln´ı vyuzˇit´ı zdroj˚u (cˇas, pameˇt’, mı´sto na disku) je tedy nutne´
program zefektivnit. Toto mu˚zˇe by´t provedeno bud’ programa´torem, pokud prˇizp˚usob´ı svuj
program pozˇadavk˚um na optima´ln´ı vyuzˇit´ı zdroj˚u, nebo automaticky prˇekladacˇem. Pra´veˇ
v prˇekladacˇ´ıch se skryva´ velky´ potencia´l pro zefektivneˇn´ı programu. Beˇhem prˇekladu ma´
prˇekladacˇ k dispozici velmi detailn´ı informace o podobeˇ prˇekla´dane´ho programu. Tyto infor-
mace lze analyzovat a na za´kladeˇ te´to analy´zy automaticky rozezna´vat instrukce, ktere´ lze
vypustit nebo nahradit jiny´mi bez zmeˇny funkce programu. Modern´ı prˇekladacˇe obsahuj´ı
rozsa´hlou sadu cˇasto velmi slozˇity´ch optimalizac´ı.
Obecneˇ se optimalizac´ı nazy´va´ jaky´koliv proces na ktere´koliv u´rovni tvorby programu,
ktery´ zefektivnˇuje jeho vyuzˇit´ı kriticky´ch zdroj˚u. V te´to pra´ci se z d˚uvodu jej´ıho zameˇrˇen´ı
na prˇekladacˇe pouzˇ´ıva´ termı´n “optimalizace” pro zmeˇny ko´du, ktere´ automaticky vykona´va´
kompila´tor prˇi prˇekladu programu.
Konkre´tn´ım prˇ´ıkladem optimalizac´ı [6], ktere´ mu˚zˇe prˇekladacˇ nad ko´dem prova´deˇt mu˚zˇe
by´t eliminace mrtve´ho ko´du, sˇ´ıˇren´ı konstant, nebo prˇ´ımy´ vy´pocˇet vy´raz˚u, jejichzˇ vy´sledek
je zna´m uzˇ v dobeˇ prˇekladu.
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Kapitola 3
Chyby v prˇekladacˇ´ıch a metody
jejich hleda´n´ı
Jako vsˇechny programy, i prˇekladacˇe obsahuj´ı chyby. Tato kapitola se zaby´va´ chybami, ktere´
se vyskytuj´ı v prˇekladacˇ´ıch, d˚usledky jejich vy´skytu, a metodami jejich hleda´n´ı.
3.1 Chyby v prˇekladacˇ´ıch
Prˇekladacˇ je d˚ulezˇitou soucˇa´st´ı vy´vojove´ho rˇeteˇzce. Chyby v neˇm tedy mohou mı´t masivn´ı
d˚usledky. Takovy´m mu˚zˇe by´t naprˇ´ıklad zbrzˇdeˇn´ı vy´voje programu, kdy mus´ı by´t ko´d, ktery´
prˇekladacˇ nedoka´zˇe prˇelozˇit, nahrazen jiny´m. Jiny´m prˇ´ıkladem mu˚zˇe by´t zana´sˇen´ı chyb
vznikly´ch sˇpatny´m prˇekladem do programu, poprˇ´ıpadeˇ tichy´ prˇeklad neplatne´ho ko´du s
nedefinovany´m chova´n´ım. Takove´ chyby se zvla´sˇteˇ sˇpatneˇ diagnostikuj´ı, protozˇe vyplynou
na povrch v prˇelozˇene´m programu, nikoliv prˇekladacˇi same´m. Samotne´mu urcˇen´ı zdroje
chyby v prˇekladacˇi tedy prˇedcha´z´ı fa´ze, kdy se chyba hleda´ na nespra´vne´m mı´steˇ, cozˇ
zbytecˇneˇ spotrˇebova´va´ zdroje a prˇi pokusu o opravu mu˚zˇe zp˚usobit zanesen´ı dalˇs´ı chyby.
3.1.1 Obecne´ chyby v programech
Prˇekladacˇe, zvla´sˇteˇ modern´ı prˇekladacˇove´ syste´my pro veˇtsˇ´ı mnozˇstv´ı jazyk˚u a architektur,
jsou typicky velmi komplexn´ı programy. Jako takove´ jsou pochopitelneˇ na´chylne´ pro vy´skyt
beˇzˇny´ch programa´torsky´ch chyb, stejny´ch jako v jake´mkoli jine´m programu. Pro jazyk C
jsou takovy´mi typicky´mi chybami naprˇ´ıklad sˇpatna´ pra´ce s ukazateli, ignorova´n´ı mozˇny´ch
chybovy´ch stav˚u nebo nedostatecˇna´ opatrˇen´ı prˇi pra´ci s polemi konecˇne´ de´lky. Rozsˇ´ıˇrene´
prˇekladacˇe (GCC, Visual C++ Compiler) tyto beˇzˇne´ chyby, ktere´ by u obycˇejne´ho pro-
gramu obvykle vedly ke zhroucen´ı nebo nedefinovane´mu chova´n´ı, zachyta´vaj´ı vnitrˇn´ımi
mechanismy (zachyta´va´n´ı signa´l˚u, makra assert a jine´) a interpretuj´ı je jako tzv. ICE –
Internal Compiler Error.
3.1.2 Chyby typicke´ pro prˇekladacˇe
Kromeˇ beˇzˇny´ch chyb se v prˇekladacˇ´ıch vyskytuj´ı chyby, ktere´ jsou pro neˇ specificke´. Jedna´
se obvykle o se´manticke´ chyby – prˇekladacˇ funguje tak, jak byl naprogramova´n, ale byl
naprogramova´n sˇpatneˇ. Tyto chyby se daj´ı roztrˇ´ıdit do neˇkolika kategori´ı a na´sledneˇ kla-
sifikovat. Open-source komunita zaby´vaj´ıc´ı se prˇekladacˇi obvykle pouzˇ´ıva´ kategorie, ktere´
definuje projekt GCC [1], nebo alesponˇ kategorie velmi podobne´.
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Klasifikace chyb dle projektu GCC
Accepts-invalid Prˇekladacˇ tiˇse akceptuje a prˇelozˇ´ı neplatny´ ko´d, i kdyzˇ by ho meˇl odmı´t-
nout. Chova´n´ı neplatne´ho ko´du nen´ı definova´no a vy´sledkem je neprˇedv´ıdatelne´ chova´-
n´ı prelozˇene´ho programu. Jedna´ se o velmi va´zˇnou chybu – chyba se projev´ı vadny´m
chova´n´ım prˇelozˇene´ho programu a proces urcˇova´n´ı zdroje chyby je dlouhy´ a na´rocˇny´.
Assemble-failure Prˇekladacˇ selzˇe prˇi generova´n´ı vy´sledne´ho ko´du. Du˚vody mohou by´t
r˚uzne´, naprˇ. dvojita´ definice jednoho symbolu. Protozˇe se tento typ chyby projev´ı uzˇ
prˇi prˇekladu, a to azˇ po fa´zi prˇijet´ı ko´du, jedna´ se o neprˇ´ıliˇs za´vazˇny´ typ chyby.
Compile-time-hog Prˇeklad trva´ neadekva´tneˇ dlouho, nebo se nezastav´ı. Prˇ´ıcˇinou by´va´
neoptimalizovavy´ pr˚ubeˇh ko´dem, kdy se vlivem podoby vnitrˇn´ı reprezentace prˇekladacˇ
zacykl´ı nebo zvol´ı velmi neoptima´ln´ı cestu. Jedna´ se o ma´lo za´vazˇny´ typ chyby, vy-
vstane uzˇ prˇi pouzˇit´ı prˇekladacˇe a pomoc´ı profilovac´ıch na´stroj˚u nebo vnitrˇn´ı in-
trospekce prˇekladacˇe je mozˇne´ relativneˇ snadno neoptima´ln´ı mı´sto programu odhalit.
Diagnostic Selha´n´ı diagnosticke´ho hla´sˇen´ı. Prˇekladacˇ nezobraz´ı chybove´ hla´sˇen´ı nebo va-
rova´n´ı, kdyzˇ by meˇl, poprˇ. je takove´ hla´sˇen´ı chybne´ nebo zava´deˇj´ıc´ı.
ICE-on-invalid Prˇekladacˇ se zhrout´ı prˇi zpracova´n´ı neplatne´ho ko´du. Jedna´ se o neprˇ´ıliˇs
za´vazˇnou chybu. Neplatny´ ko´d by meˇl by´t stejneˇ odmı´tnut, takzˇe zhroucen´ı prˇekladacˇe
je pouze chyba robustnosti prˇi osˇetrˇova´n´ı neplatne´ho ko´du. ICE mu˚zˇe by´t zp˚usobeno
i beˇzˇnou programa´torskou chybou.
ICE-on-valid Prˇekladacˇ se zhrout´ı prˇi zpracova´va´n´ı platne´ho ko´du. Jedna´ se o za´vazˇnou
chybu. Platny´ ko´d by meˇl by´t prˇelozˇen, a selha´n´ı v tomto u´kolu je tedy selha´n´ı
za´kladn´ıho u´cˇelu prˇekladacˇe. Diagnostika by´va´ obvykle neprˇ´ıliˇs obt´ızˇna´, s pouzˇit´ım
modern´ıch programa´torsky´ch na´stroj˚u mu˚zˇe by´t pomeˇrneˇ snadne´ identifikovat mı´sto
kde ke zhroucen´ı dosˇlo a data nebo instrukce, ktere´ ho zp˚usobily. ICE mu˚zˇe by´t
zp˚usobeno i beˇzˇnou programa´torskou chybou.
Link-failure Prˇekladacˇ vygeneruje objekt, ktery´ nejde sestavit (slinkovat) s jiny´m ko´dem.
Jedna´ se o me´neˇ za´vazˇnou variantu chyby wrong-code, protozˇe vyjde najevo uzˇ prˇi
linkova´n´ı programu, cozˇ na´sleduje obvykle hned po prˇekladu. Du˚vody selha´n´ı sestaven´ı
jsou podobne´ jako u chyby assemble-failure.
Memory-hog Prˇekladacˇ spotrˇebova´va´ prˇi beˇhu neadekva´tn´ı mnozˇstv´ı pameˇti. Prˇ´ıcˇiny a
ostatn´ı znaky jsou podobne´ jako u chyby compile-time-hog.
Missed-optimization Prˇekladacˇ nezaregistruje cˇa´st ko´du, kterou by mohl optimalizovat.
Velmi sˇpatneˇ odhalitelna´ chyba, zejme´na z toho d˚uvodu, zˇe se projevuje azˇ v nizˇsˇ´ım
vy´konu prˇelozˇene´ho programu, cozˇ je zpozorovatelne´ jen prˇi d˚ukladne´m testova´n´ı
nebo opravdu vy´razne´m sn´ızˇen´ı vy´konu. Za´vazˇnost za´vis´ı na velikosti sn´ızˇen´ı vy´konu
aplikac´ı.
Register-allocator Chyba typu missed-opimization zp˚usobena´ vadnou funkc´ı aloka´toru
registr˚u. Prˇekladacˇ v tomto prˇ´ıpadeˇ nevyuzˇije mozˇnosti ulozˇit hodnotu do registru
mı´sto do pameˇti, i kdyzˇ by to v danou chv´ıli bylo mozˇne´.
Rejects-valid Prˇekladacˇ odmı´tne platny´ ko´d. Jedna´ se o strˇedneˇ za´vazˇnou chybu, ktera´
bra´n´ı pouzˇit´ı kompila´toru. Diagnostika nen´ı na´rocˇna´, chyba se projevuje uzˇ prˇi prˇekladu.
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Wrong-code Prˇekladacˇ generuje vadny´ ko´d – ko´d s jiny´m vy´znamem nezˇ meˇl p˚uvodn´ı
platny´ zdrojovy´ ko´d. Jedna´ se o nejza´vazˇneˇjˇs´ı chybu prˇekladacˇe. Chyba se projevuje
azˇ vadny´m chova´n´ım prˇelozˇene´ho programu, prˇicˇemzˇ nen´ı mozˇne´ ve zdrojove´m ko´du
vystopovat chybu – protozˇe tam zˇa´dna´ nen´ı. Chybu je nutne´ izolovat a objevit na
u´rovni c´ılove´ho jazyka prˇelozˇene´ho programu, cozˇ je zdlouhave´ a na´rocˇne´.
Klasifikace za´vazˇnosti chyb
Tabulka 3.1 uva´d´ı klasifikaci za´vazˇnosti chyb v prˇekladacˇ´ıch, vypracovanou v ra´mci te´to
pra´ce. V u´vahu byla bra´na trˇi hlediska – dopad na uzˇivatele, zp˚usob, jaky´m se chyba
projev´ı, a diagnostika.
Dopad na uzˇivatele byl rozdeˇlen do trˇ´ı u´rovn´ı:
• Nı´zky´ : Dopad na uzˇivatele je n´ızky´, nebra´n´ı mu ve spra´vne´m pouzˇit´ı prˇekladacˇe.
• Strˇedn´ı: Omezuje mozˇnosti uzˇivatele a nut´ı jej pouzˇ´ıvat nestandardn´ı rˇesˇen´ı. Prˇeklada´
programy ktere´ funguj´ı spra´vneˇ, ale s urcˇity´mi omezen´ımi.
• Vysoky´ : Zabranˇuje uzˇivateli v pouzˇit´ı prˇekladacˇe, nebo generuje neplatne´ programy.
Zp˚usob, ktery´m se chyba projev´ı, je take´ troj´ı:
• Prˇi prˇekladu: Chyba se objev´ı jizˇ prˇi prˇekladu.
• Po prˇekladu: Chyba se projev´ı bezprostrˇedneˇ po pouzˇit´ı vy´stupu prˇekladacˇe.
• Neprojev´ı: Chyba se neprojev´ı v souvislosti s prˇekladacˇem.
Diagnostiku deˇl´ıme take´ do trˇ´ı u´rovn´ı:
• Zjevne´: Zjevneˇ se jedna´ o chybu prˇekladacˇe.
• Maskovane´: Chyba se objevuje prˇi pouzˇit´ı prˇekladacˇe, ale zda´ se, zˇe prˇekladacˇ je v
porˇa´dku.
• Skryte´: Chyba je skryta´ a projevuje se prˇi pouzˇit´ı vy´sledne´ho programu. Souvislost
se sˇpatnou funkc´ı prˇekladacˇe vyjde najevo azˇ prˇi d˚ukladne´ analy´ze defektu.
3.2 Hleda´n´ı a testovac´ı pokryt´ı r˚uzny´ch typ˚u chyb
Obecne´ metody hleda´n´ı chyb v prˇekladacˇ´ıch se v za´sadeˇ neliˇs´ı od metod pouzˇ´ıvany´ch pro
jine´ programy. Obt´ızˇ spocˇ´ıva´ ve faktu, zˇe prˇekladacˇe jsou programy s nekonecˇny´m prostorem
mozˇny´ch vstup˚u, a nav´ıc nen´ı mozˇne´ doprˇedu jednoznacˇneˇ urcˇit, jak ma´ prˇeklad vypadat
– pro jeden vstupn´ı program P obvykle existuje v´ıce mozˇny´ch ekvivalentn´ıch reprezentac´ı
v c´ılove´m ko´du. To vy´razneˇ snizˇuje mozˇnosti testova´n´ı spra´vnosti vy´stupu.
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Tabulka 3.1: Klasifikace typ˚u chyb v prˇekladacˇ´ıch
Typ chyby Dopad na uzˇivatele Zp˚usob projevu Diagnostika
accepts-invalid Vysoky´ Neprojev´ı se Skryte´
assemble-failure Vysoky´ Po prˇekladu Maskovane´/Zjevne´
compile-time-hog Strˇedn´ı Prˇi prˇekladu Zjevne´
diagnostic Nı´zky´ Prˇi prˇekladu Maskovane´
ice-on-invalid Nı´zky´ Prˇi prˇekladu Zjevne´
ice-on-valid Vysoky´ Prˇi prˇekladu Zjevne´
link-failure Vysoky´ Po prˇekladu Maskovane´/Zjevne´
memory-hog Strˇedn´ı/Nı´zka´ Prˇi prˇekladu Maskovane´
missed-optimization Strˇedn´ı Neprojev´ı se Skryte´
register-allocator Strˇedn´ı Neprojev´ı se Skryte´
rejects-valid Vysoky´ Prˇi prˇekladu Maskovane´/zjevne´
wrong-code Vysoky´ Neprojev´ı se Skryte´
3.2.1 Staticka´ analy´za
Staticka´ analy´za je proces, kdy se zjiˇst’uj´ı informace o programu bez jeho spusˇteˇn´ı. Mu˚zˇe se
jednat o sbeˇr dat analy´zou zdrojove´ho ko´du, reprezentace v meziko´du beˇhem prˇekladu nebo
analy´zu objektove´ho a bina´rn´ıho tvaru prˇelozˇene´ho programu. Konkre´tn´ı metody jsou r˚uzne´
– nejbeˇzˇneˇjˇs´ı jsou na´stroje, ktere´ analyzuj´ı zdrojovy´ ko´d a hledaj´ı vzorce indikuj´ıc´ı typicke´
programa´torske´ chyby, nebo na´stroje typu lint, ktere´ hledaj´ı podezrˇele´ se´manticke´ kon-
strukce. Takove´ na´stroje take´ doka´zˇ´ı naprˇ´ıklad nale´zt veˇtve programu, ktere´ se nikdy nepro-
vedou, nebo naopak takove´, ktere´ se provedou vzˇdy, prˇestozˇe jsou zanorˇeny v podmı´neˇne´m
prˇ´ıkazu. Mozˇnost´ı hledany´ch vzor˚u je mnoho a je mozˇne´ staticky hledat i chyby, ktere´ nejsou
jen obecne´ se´manticke´ chyby, ale chyby v logice programu.
Mozˇnosti metod staticke´ analy´zy pro testova´n´ı prˇekladacˇ˚u jsou omezene´ na hleda´n´ı chyb
typu ICE, ktere´ jsou cˇasto zp˚usobeny beˇzˇny´mi programa´torsky´mi chybami.
3.2.2 Dynamicka´ analy´za
Dynamickou analy´zou se nazy´va´ proces, kdy o programu z´ıska´va´me informace jeho spousˇteˇ-
n´ım. Spusˇteˇn´ım programu v prostrˇed´ı virtua´ln´ıho procesoru mu˚zˇeme naprˇ´ıklad detekovat
chyby, ktere´ z ko´du nemus´ı by´t zcela zjevne´ a tud´ızˇ je obt´ızˇne´ je odhalit staticky´mi meto-
dami. Typicky´m proble´mem, ktery´ je mozˇne´ odhalit pomoc´ı spusˇteˇn´ı jsou proble´my soubeˇhu
(angl. race condition), poprˇ´ıpadeˇ proble´my vznikle´ nespra´vny´m pouzˇit´ım pameˇti v jazyce
C.
Prˇ´ıkladem na´stroje pro dynamickou analy´zu programu˚ je soubor utilit valgrind. Ob-
sahuje na´stroje urcˇene´ pro detekci pameˇt’ovy´ch chyb, chyb spojeny´ch s vla´kny, detektor
soubeˇh˚u, a profilovac´ı na´stroje vola´n´ı funkc´ı a vyuzˇit´ı hromady (heapu). Valgrind [9] pouzˇ´ıva´
pra´veˇ prˇ´ıstup virtua´ln´ıho procesoru, ktery´ prova´d´ı testovane´ instukce, ke ktery´m jednotlive´
na´stroje prˇida´vaj´ı svoje vlastn´ı informace pro analy´zu.
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3.2.3 Metody testova´n´ı prˇekladacˇ˚u c´ılene´ na jejich typicke´ proble´my
Vsˇechny obecne´ na´stroje pro zajiˇsteˇn´ı kvality softwaru lze samozrˇejmeˇ pouzˇ´ıt i k hleda´n´ı
chyb v prˇekladacˇ´ıch – je to take´ software. Sofistikovane´ na´stroje doka´zˇ´ı naj´ıt mnoho chyb,
ale nejsou c´ılene´. Vzhledem k nejednoznacˇnosti spra´vne´ho vy´stupu prˇekladacˇe obecne´ me-
tody selha´vaj´ı v detekci se´manticky´ch chyb, zejme´na spra´vneˇ implementovany´ch sˇpatny´ch
princip˚u. Tyto chyby lze naj´ıt jen velmi sˇpatneˇ. Neexistuje mnoho metod, ktery´mi je mozˇne´
urcˇit, zda prˇekladacˇ pro neˇjaky´ vstup vytvorˇil spra´vny´ vy´stup.
Jednou z cest je pokry´t kazˇdou metodu nebo funkci uvnitrˇ prˇekladacˇe, ktera´ neˇjak ma-
nipuluje s ko´dem, kvalitn´ımi jednotkovy´mi testy. Pokud jsou jednotlive´ cˇa´sti prˇekladacˇe
navrzˇeny dostatecˇneˇ ortogona´lneˇ, a kazˇda´ metoda nebo funkce ma´ jasneˇ definovane´ vstupy,
vy´stupy a cˇinnost, pak je mozˇne´ jednotkovy´mi testy zjiˇst’ovat, zda kazˇdy´ takovy´ u´sek
ko´du deˇla´ to, co je definova´no. Zde plat´ı, zˇe spra´vna´ cˇinnost syste´mu tvorˇene´ho mnoha
mensˇ´ımi jednotkami (ktere´ musej´ı by´t co nejv´ıce ortogona´ln´ı) se oveˇrˇuje snadneˇji [11], po-
kud oveˇrˇujeme cˇinnost jednotlivy´ch soucˇa´st´ı, nezˇ pokud bychom oveˇrˇovali chova´n´ı cele´ho
syste´mu.
Jinou metodou, jej´ımzˇ pouzˇit´ım je mozˇne´ se zameˇrˇit pra´veˇ na spra´vny´ vy´stup prˇekladacˇe,
je tzv. fuzz testing, na ktere´m byl zalozˇen syste´m da´le navrzˇeny´ v te´to pra´ci. Princip te´to
medody a jej´ı prakticka´ implementace pro toto pouzˇit´ı je popsa´n v na´sleduj´ıc´ı kapitole.
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Kapitola 4
Na´vrh syste´mu pro testova´n´ı
prˇekladacˇ˚u
V te´to kapitole prˇedstav´ıme na´vrh metody pro testova´n´ı spra´vnosti vy´stupu prˇekladacˇe a
implementaci syste´mu, ktery´ tuto metodu vyuzˇ´ıva´.
4.1 Principy metody fuzz testing
Za´kladem cele´ho syste´mu je metoda zvana´ fuzz testing. Jedna´ se o metodu testova´n´ı typu
black-box 1, kdy se pro program generuje velke´ mnozˇstv´ı testovac´ıch vstup˚u, ktere´ jsou
programem zpracova´ny. Chova´n´ı programu se pote´ analyzuje. Je jasne´, zˇe zcela na´hodneˇ
generovany´ vstup bude pravdeˇpodobneˇ neplatny´, a proto se za selha´n´ı povazˇuje zhroucen´ı
programu. Pokud program doka´zˇe na´hodna´ data jakkoliv zpracovat, vy´sledkem testu je
u´speˇch. Vy´hodou te´to metody je jej´ı azˇ trivia´ln´ı implementace a automatizace. Je snadne´
generovat testovac´ı prˇ´ıpady, prˇedkla´dat je programu˚m a zjiˇst’ovat, zda se zhrout´ı. Velka´
rychlost generova´n´ı testovac´ıch prˇ´ıpad˚u znamena´, zˇe je mozˇne´ otestovat mnoho prˇ´ıpad˚u v
relativneˇ kra´tke´m cˇase. To zvysˇuje pravdeˇpodobnost, zˇe neˇktera´ na´hodna´ data aktivuj´ı do-
sud skrytou chybu v programu, kterou spust´ı jen data s urcˇity´mi charakteristikami. Za´rovenˇ
tato metoda doka´zˇe program vystavovat podmı´nka´m, jake´ by cˇloveˇk-tester pravdeˇpodobneˇ
nevytvorˇil.
U´cˇelem testu samozrˇejmeˇ nen´ı zjiˇst’ovat prosty´ fakt, zda program doka´zˇe zvla´dnout li-
bovolny´ neplatny´ vstup. Pravy´m d˚uvodem je, zˇe zhroucen´ı programu na jaky´chkoliv datech
mu˚zˇe ukazovat na neosˇetrˇenou specia´ln´ı situaci, zpravidla typu prˇetecˇen´ı za´sobn´ıku (buffer
overflow).2 Vzhledem k tomu, zˇe chyby tohoto typu jsou hlavn´ım zdrojem bezpecˇnostn´ıch
proble´mu˚, je vhodne´ takto testovat zejme´na pro s´ıt’ove´ sluzˇby a jine´ programy, ktere´ dosta´vaj´ı
data ke zpracova´n´ı po s´ıti nebo z jine´ho ned˚uveˇryhodne´ho zdroje. Schopnost zhroutit server
s´ıt’ove´ sluzˇby pouhy´m prˇedlozˇen´ım specia´ln´ıch dat je bezpecˇnostn´ı chyba sama o sobeˇ [15].
Fuzz testing je mozˇne´ pouzˇ´ıt velmi c´ıleneˇ, a to i na prˇekladacˇe. Prˇ´ıkladem mu˚zˇe by´t
pra´ce Christiana Lindiga [14], ktery´ vytvorˇil program, testuj´ıc´ı dodrzˇova´n´ı volac´ıch konvenc´ı
prˇekladacˇi jazyka C pro r˚uzne´ architektury. Prˇi testova´n´ı samotne´m doka´zal velmi rychle
naj´ıt chyby ve zpracova´n´ı slozˇiteˇjˇs´ıch struktur v prˇ´ıpadeˇ, zˇe byly pouzˇity jako variadicky´
1black-box je testovac´ı metoda zameˇrˇena´ na zkouma´n´ı chova´n´ı syste´mu na za´kladeˇ jeho vneˇjˇs´ıch projev˚u,
bez znalosti vnitrˇn´ı implementace.
2buffer overflow je chyba, kdy se program pokousˇ´ı zapsat data za hranice mı´sta v pameˇti, ktere´ je jim
vyhrazeno [8]
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argument [18].
Zde navrzˇeny´ syste´m pro testova´n´ı prˇekladacˇ˚u se zameˇrˇuje na schopnost prˇekladacˇe
dodat spra´vnou reprezentaci programu v c´ılove´m jazyce. Vzhledem k tomuto za´meˇru je
nutne´ jednoduchou koncepci fuzz testova´n´ı rozsˇ´ıˇrit. V prˇ´ıpadeˇ, zˇe bychom generovali zcela
na´hodna´ data, byla by naprosta´ veˇtsˇina vstupn´ıch dat neplatny´m ko´dem, ktery´ by prˇekladacˇ
meˇl odmı´tnout. Byla by tedy testova´na pouze ta cˇa´st ko´du prˇekladacˇe, ktera´ odmı´ta´ ne-
platne´ vstupy.
Je nutne´ sestrojit genera´tor na´hodne´ho platne´ho ko´du zdrojove´ho jazyka, ktery´ prˇekladacˇ
nebude mı´t proble´m prˇelozˇit. T´ım se pokry´va´ cely´ proces prˇekladu programu a je tak mozˇne´
aktivovat chyby v kazˇde´m ko´du, ktery´ je zapojen do procesu prˇekladu.
Dalˇs´ım proble´mem, ktery´ je pak zapotrˇeb´ı rozrˇesˇit, je zjiˇst’ova´n´ı, zda je vy´stup prˇekladacˇe
platny´. Jak bylo rˇecˇeno v cˇa´sti 3.2, pro jeden program obvykle existuje v´ıce platny´ch
prˇeklad˚u, v za´vislosti naprˇ. na pouzˇite´m prˇekladacˇi, optimalizacˇn´ıch procesech, nebo na
u´rovni, s jakou prˇekladacˇ doka´zˇe vyuzˇ´ıt specializovany´ch instrukc´ı c´ılove´ho jazyka (instrukc´ı
procesoru). Nen´ı tedy mozˇne´ porovna´vat samotny´ vy´stup, protozˇe nemu˚zˇeme jednoznacˇneˇ
urcˇit, zda je prˇeklad spra´vny´ nebo ne. Prˇ´ıstup nasˇeho syste´mu je prˇelozˇit program dvakra´t
nebo v´ıcekra´t v odliˇsny´ch podmı´nka´ch, cozˇ mu˚zˇe by´t prˇelozˇen´ı jiny´m prˇekladacˇem, nebo
prˇelozˇen´ı stejny´m prˇekladacˇem s odliˇsny´m nastaven´ım. Prˇelozˇene´ programy se spust´ı a za-
znamena´ se jejich vy´stup. Program by meˇl produkovat stejny´ vy´stup bez ohledu na to,
jaky´m prˇekladacˇem byl prelozˇen. Testem je tedy srovna´n´ı obou vy´stup˚u, poprˇ´ıpadeˇ jina´
pomocna´ krite´ria (porovna´n´ı u´speˇsˇnosti prˇekladu nebo zp˚usobu ukoncˇen´ı programu). Po-
kud je u´speˇsˇnost prˇekladu a vy´stup prˇelozˇene´ho programu stejny´, pak je vy´sledkem testu
u´speˇch. Pokud se liˇs´ı, pak to mu˚zˇe indikovat chybu v jednom z prˇekladacˇ˚u, protozˇe je ne-
pravdeˇpodobne´, zˇe by stejna´ chyba byla prˇ´ıtomna´ v obou na sobeˇ neza´visly´ch prˇekladacˇ´ıch.
Tomuto prˇ´ıstupu mus´ı by´t prˇizp˚usoben i genera´tor testovac´ıcho ko´du, ktery´ by meˇl
produkovat programy s deterministicky´m chova´n´ım. Programy by meˇly take´ poskytovat na
vy´stup dostatek informac´ı o sve´m vnitrˇn´ım stavu, aby bylo mozˇne´ zjistit anoma´lie.
4.2 Celkovy´ na´vrh a implementace
Navrzˇeny´ syste´m pro testova´n´ı je rozdeˇlen na trˇi cˇa´sti, spojene´ dohromady jednoduchy´m
ra´mcem. Prvn´ı a nejd˚ulezˇiteˇjˇs´ı cˇa´st´ı je genera´tor testovac´ıho zdrojove´ho ko´du. Syste´m je
navrzˇen tak, aby se dal pouzˇ´ıt jaky´koliv program, ktery´ vyprodukuje pouzˇitelny´ vstup. Ob-
sahuje ale sv˚uj vlastn´ı genera´tor ko´du, jme´nem Spitter. Vy´stup genera´toru je pote´ vstupem
pro modul Builder, ktery´ vyprodukuje vsˇechny vy´stupy k analy´ze. Tyto vy´stupy jsou pote´
analyzova´ny modulem Comparator, ktery´ rozhoduje, zda byla nalezena anoma´lie nebo ne.
V prˇ´ıpadeˇ zˇe ano, pak se zdrojovy´ ko´d a vsˇechny vy´stupy uschovaj´ı k pozdeˇjˇs´ı analy´ze. Je-
den test probeˇhne velmi rychle, a proto je mozˇne´ v kra´tke´m cˇase otestovat velke´ mnozˇstv´ı
testovac´ıch prˇ´ıpad˚u. T´ım je dosazˇeno veˇtsˇ´ıho pokryt´ı ko´du testovany´ch prˇekladacˇ˚u.
Veˇtsˇina ko´du v cele´m syste´mu je napsa´na ve skriptovac´ım jazyce Python, cˇa´st utilit je
napsa´na v jazyce prˇ´ıkazove´ho interpretu BASH. Oba interpretovane´ jazyky byly zvoleny z
d˚uvodu snazsˇ´ı implementace, zejme´na v prˇ´ıpadeˇ genera´toru testovac´ıho ko´du jazyka C.
Cely´ syste´m je prˇehledneˇ graficky zna´zorneˇn na obra´zku 4.1.
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Obra´zek 4.1: Sche´ma syste´mu
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4.3 Spitter
Vy´stupem Spitteru je program v jazyce C, ktery´ je v pozdeˇjˇs´ıch fa´z´ıch prˇekla´da´n a ana-
lyzova´n. Jedna´ se o rˇ´ızeny´ genera´tor na´hodny´ch veˇt jazyka C. Skla´da´ se ze dvou hlavn´ıch
cˇa´st´ı, pojmenovany´ch Director a Generator, a dalˇs´ıch trˇ´ı mensˇ´ıch. Podrobneˇjˇs´ı popis vsˇech
cˇa´st´ı je uveden v te´to sekci.
4.3.1 Genera´tor
Genera´tor je modul, obsahuj´ıc´ı jednu trˇ´ıdu. Jedine´, co generator prova´d´ı je tvorba na´hodny´ch
veˇt podle gramatiky.
Princip genera´toru je totozˇny´ [17] s konstrukc´ı syntakticke´ho analyza´toru pomoc´ı tech-
niky rekurzivn´ıho sestupu, jen postup je obra´ceny´. Parser uzˇ´ıvaj´ıc´ı rekurzivn´ı sestup je pro-
gram, ktery´ se skla´da´ ze vza´jemneˇ rekurzivn´ıch funkc´ı, ktere´ rozezna´vaj´ı jednotlive´ jazykove´
konstrukce. Sche´ma syntakticke´ho analyza´toru pak kop´ıruje podobu gramatiky jazyka. Ge-
nera´tor je implementova´n podobneˇ. Implementuje metodu generate(symbol), ktera´ z´ıska´
od Directoru seznam mozˇny´ch rozvoj˚u. Z nich se na´hodneˇ vybere jeden rozvoj. Na´hodny´
vy´beˇr je ovlivneˇn va´hami, ktere´ mohou by´t jednotlivy´m rozvoj˚um v seznamu prˇiˇrazeny.
Rozvoj je reprezentova´n dalˇs´ım seznamem, ktery´ obsahuje vsˇechny symboly v rozvoji. Pro
kazˇdy´ symbol v rozvoji se provede na´sleduj´ıc´ı operace: pokud se jedna´ o termina´l, pak se
prˇ´ımo zap´ıˇse do vy´stupn´ıho bufferu, ktery´ udrzˇuje jizˇ vygenerovane´ symboly. V prˇ´ıpadeˇ,
zˇe se jedna´ o netermina´l, pak se pro neˇj rekurzivneˇ zavola´ metoda generate a na´vratova´
hodnota se zap´ıˇse do bufferu. V prˇ´ıpadeˇ zˇe se jedna´ o volitelny´ termina´l, pak se na´hodneˇ
zjist´ı, zda se bude symbol generovat a v prˇ´ıpadeˇ zˇe ano, pak je postup stejny´ jako u neter-
mina´lu. Prˇehledneˇ to ukazuje pseudoko´d 4.3.1. Jedna´ se o velmi zjednodusˇeny´ princip, ktery´
zna´zornˇuje jen samotne´ generova´n´ı. Skutecˇna´ implementace je slozˇiteˇjˇs´ı, obsahuje dalˇs´ı ob-
sluzˇny´ ko´d (logova´n´ı a osˇetrˇova´n´ı specia´ln´ıch situac´ı), a nav´ıc funkci na´vratu k prˇedchoz´ım
verz´ım, pokud neˇjaky´ symbol z neˇjake´ho d˚uvodu nemohl by´t vygenerova´n (tzv. backtrac-
king). Tato funkce, prˇestozˇe je v genera´toru implementova´na, nen´ı syste´mem vyuzˇ´ıva´na,
protozˇe s n´ı nedoka´zˇe korektneˇ pracovat vrstva Director. Pokud by toto omezen´ı bylo od-
straneˇno, umozˇnilo by to pouzˇ´ıt agresivneˇjˇs´ı potlacˇova´n´ı rekurzivn´ıch proble´mu˚ popsany´ch
n´ızˇe, protozˇe by jizˇ nebylo nutne´ ponecha´vat kazˇde´mu symbolu alesponˇ jeden rozvoj i v
prˇ´ıpadeˇ, zˇe i ten by byl za norma´ln´ıch okolnost´ı podle konfigurace vypusˇteˇn.
Jednoduchy´ genera´tor sestrojeny´ vy´sˇe popsany´m zp˚usobem trp´ı vy´razny´mi proble´my
v prˇ´ıpadeˇ, zˇe generovana´ gramatika obsahuje pravidla, ktera´ jsou rekurzivn´ı. V programo-
vac´ıch jazyc´ıch jde zejme´na o pravidla popisuj´ıc´ı vy´razy, kdy operandem veˇtsˇiny opera´tor˚u
mohou by´t znovu dalˇs´ı vy´razy. V gramatice jazyka C [18] jsou vy´razy popsa´ny veˇtsˇ´ım
mnozˇstv´ım pravidel, jejichzˇ hierarchie vyjadrˇuje prioritu opera´tor˚u. Vsˇechna tato pravidla
jsou rekurzivn´ı, a pravidlo na nejnizˇsˇ´ı u´rovni obsahuje rozvoj se symbolem vy´razu opeˇt
na u´rovni nejvysˇsˇ´ı. V tomto konkre´tn´ım prˇ´ıpadeˇ beˇhem generova´n´ı docha´zelo k masivn´ımu
zanorˇova´n´ı generovany´ch vy´raz˚u a k dosazˇen´ı maxima´ln´ı hloubky rekurzivn´ıch vola´n´ı funkc´ı
v interpretu jazyka Python. Tyto proble´my byly vyrˇesˇeny ve vrstveˇ Director pomoc´ı neˇkolika
technik b´l´ızˇe popsany´ch v sekci 4.3.2.
4.3.2 Director
Director je nejrozsa´hlejˇs´ı modul z cele´ho syste´mu. U´kolem Directoru je rˇ´ıdit funkci ge-
nera´toru takovy´m zp˚usobem, aby vy´stupem byl validn´ı a sema´nticky spra´vny´ ko´d. Funkce
directoru jsou zalozˇeny na tzv. se´manticky´ch jednotka´ch.
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Obra´zek 4.2: Pseudoko´d principu metody generate
def generate(symbol ):
director.reportStart(symbol)
productions =director. getSymbol(symbol)
selected = weightedRandomSelection(productions)
buffer = ""
for symbol in selected:
if symbol.type == TERMINAL:
buffer += symbol.value
elif symbol.type == OPTIONAL_NONTERMINAL
and rand (0,1) < symbol.probability:
buffer += generate(symbol)
elif symbol.type == NONTERMINAL:
buffer += generate(symbol)
buffer = director.reportFinish(symbol , buffer)
return buffer
Se´manticke´ jednotky
Se´manticka´ jednotka je struktura, ktera´ udrzˇuje informace o podobeˇ jedne´ se´manticke´ kon-
strukce jazyka C. Se´mantickou konstrukc´ı rozumı´me cˇa´st programu, ktera´ nese neˇjakou in-
formaci, ktera´ mus´ı by´t dostupna´ i jiny´m se´manticky´m jednotka´m (naprˇ. prˇ´ıkaz deklarace
promeˇnne´ nese informaci, zˇe v nadrˇazene´m bloku je mozˇne´ pouzˇ´ıt identifika´tor promeˇnne´
ve vy´razech, jejichzˇ typ je s typem promeˇnne´ kompatibiln´ı). Director buduje za´sobn´ık ta-
kovy´chto se´manticky´ch jednotek a na za´kladeˇ informac´ı, ktere´ jsou v neˇm obsazˇeny, rˇ´ıd´ı
generova´n´ı. Jednotlive´ vlastnosti se´manticky´ch jednotek jsou urcˇova´ny ihned, jak jsou ge-
nera´torem vytvorˇeny a metodou reportFinish prˇeda´ny prˇ´ıslusˇne´ symboly. Prˇesny´ princip
a informace o jednotlivy´ch se´manticky´ch jednotka´ch budou popsa´ny n´ızˇe.
Se´manticka´ jednotka udrzˇuje na´sleduj´ıc´ı informace:
Promeˇnne´ Udrzˇuje informaci, zda dana´ se´manticka´ jednotka vytva´rˇ´ı ra´mec (scope) pro
definici promeˇnny´ch. Implementova´n je jako slovn´ık, jehozˇ kl´ıcˇem je datovy´ typ a
hodnotou je seznam identifika´tor˚u oznacˇuj´ıc´ıch promeˇnne´ tohoto typu v tomto ra´mci.
Hodnota None znamena´, zˇe tato se´manticka´ jednotka vlastn´ı ra´mec nevytva´rˇ´ı.
Identifika´tor Udrzˇuje informaci, zda dana´ se´manticka´ jednotka ma´ vlastn´ı identifika´tor.
Implementova´n je jako rˇeteˇzec, obsahuj´ıc´ı prˇ´ıslusˇny´ identifika´tor. Pokud mu zat´ım
identifika´tor nebyl prˇiˇrazen (cozˇ je prˇ´ıpad naprˇ. se´manticke´ jednotky deklarace prˇedt´ım,
nezˇ je vygenerova´n symbol urcˇuj´ıc´ı identifika´tor), je rˇeteˇzec pra´zdny´. Hodnota None
znamena´, zˇe dana´ se´manticka´ jednotka nemu˚zˇe mı´t prˇiˇrazen identifika´tor.
Typ Datovy´ typ se´manticke´ jednotky, ktery´ za´rovenˇ omezuje datovy´ typ jej´ıch podsym-
bol˚u. Mu˚zˇe naby´vat teˇchto hodnot:
• True. Znamena´ “jaky´koliv typ”. Tato se´manticka´ jednotka nijak neomezuje typ
svy´ch podsymbol˚u.
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• False. Tato se´manticka´ jednotka omezuje typ svy´ch podsymbol˚u, ale jesˇteˇ j´ı nebyl
prˇiˇrazen prˇ´ıslusˇny´ typ.
• None. Znamena´ “nezaj´ıma´ se o typ”. Tyto jednotky jsou z hlediska typu zcela
ignorova´ny. Prˇej´ımaj´ı tak vlastneˇ typ svy´ch nadrˇazeny´ch se´manticky´ch jednotek.
• <datovy´ typ>. Se´manticka´ jednotka omezuje typy svy´ch podsymbol˚u na datove´
typy kompatibiln´ı se svy´m datovy´m typem.
Na´vratovy´ typ Podobneˇ jako typ, jen udrzˇuje informaci o na´vratove´m typu funkce a
nicˇ´ım neomezuje generova´n´ı podsymbolu, kromeˇ urcˇen´ı typu vy´razu v prˇ´ıkazu return.
Funkce Informace a jejich reprezentace jsou podobne´, jako je tomu u ra´mce pro promeˇnne´.
Ra´mec pro funkce vytva´rˇ´ı pouze nejvysˇsˇ´ı semanticka´ jednotka (Program). Kromeˇ
identifika´toru a na´vratove´ho typu se uchova´va´ jesˇteˇ informace o pocˇtu a datovy´ch
typech parametr˚u.
Parametry Opeˇt se´manticka´ informace specificka´ pro funkce. Uchova´va´ se v podobeˇ se-
znamu dvojic (datovy´ typ, identifika´tor).
Funkce Directoru
Director slouzˇ´ı jako vrstva mezi abstraktn´ı reprezentac´ı gramatiky v programu a samotny´m
genera´torem, ktera´ modifikuje podobu gramaticky´ch pravidel prˇedt´ım, nezˇ je genera´toru
prˇeda´. Obsahuje dveˇ za´kladn´ı vnitrˇn´ı struktury, ve ktery´ch udrzˇuje aktua´ln´ı podobu se´man-
tiky programu:
Za´sobn´ık symbol˚u Udrzˇuje podobu aktua´ln´ı veˇtve derivacˇn´ıho stromu generovane´ho pro-
gramu. Tato data jsou pouzˇita k omezen´ı proble´mu˚ spojeny´ch s rekurz´ı neˇktery´ch
gramaticky´ch symbol˚u.
Za´sobn´ık se´manticky´ch jednotek Udrzˇuje podobu aktua´ln´ı veˇtve stromu se´manticky´ch
jednotek. Princip se´manticky´ch jednotek je popsa´n n´ızˇe. Tato data slouzˇ´ı k zazna-
mena´va´n´ı se´manticke´ podoby programu a rˇ´ızen´ı generova´n´ı na jej´ım za´kladeˇ.
Funkce directoru spocˇ´ıva´ v poskytova´n´ı sluzˇby pro samotny´ genera´tor. Cely´ proces pro
jeden symbol funguje na´sledovneˇ:
1. Director prˇijme od genera´toru vola´n´ı metody reportStart(symbol). Director zarˇad´ı
symbol na za´sobn´ık symbol˚u. V prˇ´ıpadeˇ zˇe se jedna´ o symbol, ktery´ vytva´rˇ´ı se´man-
tickou jednotku, pak ji vytvorˇ´ı, prˇiˇrad´ı j´ı prˇ´ıslusˇne´ parametry a zarˇad´ı na za´sobn´ık
se´manticky´ch jednotek.
2. Director prˇijme od genera´toru vola´n´ı metody getSymbol(symbol), kterou genera´tor
zˇa´da´ o va´zˇeny´ seznam mozˇny´ch rozvoj˚u pro symbol. Director zjist´ı tento seznam z
gramaticke´ho pravidla, ktere´ z´ıska´ od modulu 4.3.4. Pote´ analyzuje aktua´ln´ı vrcholy
obou vnitrˇn´ıch za´sobn´ık˚u, a na jejich za´kladeˇ mu˚zˇe do seznamu prˇidat nove´ rozvoje
nebo neˇktere´ odebrat. Je take´ mozˇne´ zmeˇnit podobu nebo va´hu neˇktery´ch pravidel.
Takto zmeˇneˇny´ seznam pote´ vra´t´ı genera´toru. Zmeˇny, ktere´ Director prova´d´ı, jsou pro
kazˇdou se´mantickou jednotku jine´, cozˇ je d˚uvod, procˇ je Director jako modul za´visly´
na jazyce, ktery´ se ma´ generovat – algoritmus prova´deˇny´ch zmeˇn je popsa´n prˇ´ımo
programem, nikoliv vstupem programu nebo metadaty.
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3. Director da´le prova´d´ı tento proces pro vsˇechny podsymboly aktua´lneˇ generovane´ho
symbolu. Pro neˇktere´ se´manticke´ jednotky ocˇeka´va´ konkre´tn´ı vygenerovane´ podsym-
boly. Jejich hodnotami pak nastavuje vlastnosti takove´ se´manticke´ jednotky.
4. Director prˇijme od genera´toru vola´n´ı metody reportFinish(symbol, expanded),
kterou genera´tor oznamuje ukoncˇen´ı generova´n´ı jednoho symbolu, a take´ prˇeda´va´ k
posledn´ım u´prava´m podobu vygenerovane´ho symbolu v parametru expanded. Direc-
tor vyjme prˇ´ıslusˇny´ symbol ze za´sobn´ıku a v prˇ´ıpadeˇ, zˇe se jedna´ o symbol vytva´rˇej´ıc´ı
se´mantickou jednotku, i ze za´sobn´ıku se´manticky´ch jednotek. Prˇ´ıpadnou se´mantickou
jednotku zpracuje (mu˚zˇe naprˇ. definovat nebo zmeˇnit vlastnost neˇktere´ jine´, existuj´ıc´ı
hloubeˇji v za´sobn´ıku). Vy´slednou podobu symbolu mu˚zˇe pote´ jesˇteˇ zmeˇnit a nakonec
ji jako uzˇ zcela konecˇnou vra´t´ı genera´toru. I zde jsou zpracova´n´ı a provedene´ zmeˇny
specificke´ pro kazˇdou se´mantickou jednotku. Jednotlive´ prova´deˇne´ akce jsou popsa´ny
vy´sˇe u popisu samotny´ch se´manticky´ch jednotek.
Implementovane´ se´manticke´ jednotky pro jazyk C
Implementace genera´toru v te´to pra´ci pokry´va´ pomeˇrneˇ omezenou mnozˇinu prostoru jazyka
C. Pokryty byly za´kladn´ı konstrukce jazyka C, jako jsou prˇiˇrazovac´ı prˇ´ıkaz, r˚uzna´ veˇtven´ı a
cykly, a vy´razy zahrnuj´ıc´ı operace s promeˇnny´mi a funkcemi. Podporova´ny jsou aritmeticke´
a relacˇn´ı vy´razy. Nejsou podporova´ny vsˇechny opera´tory a take´ operace se slozˇeny´mi (struct,
union) nebo uzˇivatelsky´mi datovy´mi typy. Take´ nejsou implementova´ny operace zahrnuj´ıc´ı
pole a ukazatele. Na´hodne´ generova´n´ı takove´ho ko´du vna´sˇ´ı do chova´n´ı programu velke´
mnozˇstv´ı entropie a slozˇitost genera´toru by v prˇ´ıpadeˇ implementace vsˇech teˇchto vlastnost´ı
jazyka C vzrostla do mı´ry, ktera´ je pro p˚uvodn´ı u´cˇel (prototypova´ implementace urcˇena´ k
experimenta´ln´ı aplikaci fuzz testingu na prˇekladacˇe) zbytecˇna´.
Implementova´ny byly tedy se´manticke´ jednotky uvedene´ v na´sleduj´ıc´ım seznamu. V
za´vorce za na´zvem jsou uvedeny symboly, ktere´ iniciuj´ı vznik te´to se´manticke´ jednotky.
Program (<program>) Se´manticka´ jednotka reprezentuj´ıc´ı cely´ program. Tvorˇ´ı ra´mec pro
definici promeˇnny´ch i funkc´ı. Prˇi ukoncˇen´ı generova´n´ı se na zacˇa´tek vy´sledku prˇipoj´ı
seznam deklarac´ı, ktere´ inicializuj´ı promeˇnne´, ktere´ nebyly inicializova´ny v samotne´m
programu.
Function (<function definition>) Se´manticka´ jednotka reprezentuj´ıc´ı definici funkce.
Netvorˇ´ı ra´mec pro definici promeˇnny´ch, pouze parametr˚u. Pokud je na vrcholu za´sobn´ı-
ku se´manticky´ch jednotek a nema´ jesˇteˇ definovanou prˇ´ıslusˇnou hodnotu, pak se prvn´ı
na´sleduj´ıc´ı vygenerovany´ datovy´ typ prˇiˇrad´ı jako na´vratovy´ typ, identifika´tor jako
na´zev funkce, a ulozˇ´ı se vygenerovane´ identifika´tory parametr˚u s datovy´mi typy. V
okamzˇiku, kdyz se zacˇne generovat blok funkce, jsou promeˇnne´ reprezentuj´ıc´ı para-
metry prˇida´ny do ra´mce promeˇnny´ch v tomto bloku, takzˇe je mozˇne´ s nimi v teˇle
funkce pracovat. Po skoncˇen´ı generova´n´ı se funkce prˇida´ do nejblizˇsˇ´ıho ra´mce funkc´ı
v za´sobn´ıku se´manticky´ch jednotek, aby mohla by´t v tomto ra´mci take´ vola´na.
SimpleDeclaration (<declaration>) Reprezentuje jednoduchou deklaraci promeˇnne´ bez
jej´ı inicializace. Director prˇi jej´ım generova´n´ı ocˇeka´va´ vygenerovane´ symboly typu a
identifika´toru a prˇiˇrad´ı je do odpov´ıdaj´ıc´ıch pol´ı. Po ukoncˇen´ı se promeˇnna´ prˇida´
do nejblizˇsˇ´ıho ra´mce pro promeˇnne´ a take´ do vnitrˇn´ıho seznamu neinicializovany´ch
promeˇnny´ch.
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AssigningDeclaration (<assgn declaration> : Reprezentuje deklaraci promeˇnne´ s jej´ı
inicializac´ı. Postup je stejny´ jako v prˇ´ıpadeˇ se´manticke´ jednotky SimpleDeclaration,
jen se po vygenerova´n´ı identifika´toru vygeneruje jesˇteˇ opera´tor prˇiˇrazen´ı a vy´raz, ktery´
ma´ typ omezen na datove´ typy kompatibiln´ı s datovy´m typem deklarovane´ promeˇnne´.
Block (<block. <augmented block>, <augmented function block>) Reprezentuje
blok, pouzˇity´ jako teˇlo funkce, cyklu, nebo podminˇovac´ıho prˇ´ıkazu. Tvorˇ´ı ra´mec pro
definice promeˇnny´ch. Trˇi symboly definuj´ıc´ı bloky se od sebe liˇs´ı pouzˇit´ım ukoncˇovac´ıch
pojistek, cozˇ je zajiˇsteˇn´ı vy´stupu a opusˇteˇn´ı bloku. Zachyta´vaj´ı se na´sleduj´ıc´ı symboly:
• <block epilogue>, ktery´ zajist´ı vygenerova´n´ı prˇ´ıkaz˚u pro vypsa´n´ı obsahu vsˇech
promeˇnny´ch definovany´ch v ra´mci bloku na jeho konci. Tento symbol se vysky-
tuje pro vsˇechny trˇi symboly tvorˇ´ıc´ı blok.
• <augmented block epilogue> zajist´ı prˇ´ıkaz break pro opusˇteˇn´ı bloku v prˇ´ıpadeˇ,
zˇe tento uzˇ probeˇhl v´ıcekra´t, nezˇ je konfigurovatelna´ hodnota. To slouzˇ´ı k zabra´neˇn´ı
vy´skytu nekonecˇny´ch smycˇek. Tento prˇ´ıkaz je vygenerova´n na konci bloku v cyk-
lech.
• <augmented function prologue> zajist´ı vygenerova´n´ı prˇ´ıkazu return pro opusˇ-
teˇn´ı bloku v prˇ´ıpadeˇ, zˇe tento uzˇ probeˇhl v´ıcekra´t, nezˇ je konfigurovatelna´ hod-
nota. To slouzˇ´ı k zabra´neˇn´ı vy´skytu nekonecˇny´ch smycˇek prˇi rekurzivn´ım vola´n´ı
funkce. Na´vratova´ hodnota v prˇ´ıpadeˇ tohoto ukoncˇen´ı jen pocˇet pr˚ubeˇh˚u funkc´ı.
Tento prˇ´ıkaz je vygenerova´n na zacˇa´tku bloku funkce.
Main (<main function>) Reprezentuje blok funkce main(). Vytva´rˇ´ı ra´mec pro definici
promeˇnny´ch. V za´sadeˇ se jedna´ o stejnou se´mantickou jednotku jako Block, ale na
konci se kromeˇ vy´pisu promeˇnny´ch v ra´mci bloku vyp´ıˇs´ı take´ globa´ln´ı promeˇnne´.
Assignment (<assignment>) Reprezentuje prˇiˇrazovac´ı prˇ´ıkaz. Prˇi generova´n´ı identifika´to-
ru Director zjist´ı seznam vsˇech promeˇnny´ch, viditelny´ch v aktua´ln´ım ra´mci, a pro
genera´tor vytvorˇ´ı seznam rozvoj˚u, ktere´ je obsahuj´ı jako jediny´ termina´ln´ı symbol. V
prˇ´ıpadeˇ zˇe neexistuje zˇa´dna´ promeˇnna´, kterou by bylo mozˇne´ na leve´ straneˇ prˇiˇrazova-
c´ıho prˇ´ıkazu pouzˇ´ıt, se prˇiˇrazovavac´ı prˇ´ıkaz zmeˇn´ı na deklaraci nove´ promeˇnne´ s ini-
cializac´ı. Vy´raz na prave´ straneˇ prˇiˇrazovac´ıho prˇ´ıkazu ma´ datovy´ typ omezen na typ
promeˇnne´ na leve´ straneˇ.
Expression (<expression>) Nejslozˇiteˇjˇs´ı se´manticka´ jednotka, reprezentuj´ıc´ı vy´raz. Ob-
sahuje omezen´ı typu svy´ch podsymbol˚u, neˇkdy dane´ se´mantikou prˇedem (parametr
funkce), neˇkdy se urcˇuje azˇ po zjiˇsteˇn´ı typu prvn´ı vygenerovane´ konstanty, funkce,
nebo promeˇnne´ v neˇm (prˇ´ıkladem je operand v relacˇn´ıch vy´razech). Prˇi jeho zpra-
cova´n´ı Director prova´d´ı neˇkolik zmeˇn pro zajiˇsteˇn´ı pouzˇit´ı konstant, jizˇ vygenero-
vany´ch promeˇnny´ch a funkc´ı, a take´ pro omezen´ı rekurzivity, kdy se neˇktere´ symboly
maj´ı sklony generovat donekonecˇna. Prova´deˇj´ı se na´sleduj´ıc´ı akce:
• Generova´n´ı konstant ve vy´razu. V prˇ´ıpadeˇ, zˇe je typ nadrˇazene´ se´manticke´ jed-
notky omezen, je vyloucˇene´ generova´n´ı konstant, se ktery´mi nen´ı typ vy´razu
kompatibiln´ı. Rozsah cˇ´ıselny´ch konstant nen´ı nijak osˇetrˇova´n, protozˇe na´vratovou
hodnotu vy´razu stejneˇ nelze urcˇit prˇedem vzhledem k funkc´ım, u ktery´ch nen´ı
mozˇne´ zajistit, zˇe budou vracet hodnoty z platne´ho rozsahu. Norma jazyka C
pro celocˇ´ıselne´ datove´ typy definuje pravidlo, zˇe pouzˇit´ım hodnoty vysˇsˇ´ı nezˇ roz-
sah datove´ho typu se hodnota potichu urcˇ´ı jako hodnota modulo rozsah, takzˇe
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chova´n´ı r˚uzny´ch prˇekladacˇ˚u by meˇlo v teˇchto prˇ´ıpadech by´t na stejne´m stroji
stejne´ [18]. Pro datove´ typy float a double jsou nelega´ln´ı hodnoty interpre-
tova´ny jako INF nebo NaN, a take´ by meˇly by´t stejne´.
• Generova´n´ı promeˇnny´ch ve vy´razu. Prˇi tvorbeˇ seznamu mozˇny´ch rozvoj˚u jsou
zjiˇsteˇny vsˇechny viditelne´ promeˇnne´, ktere´ maj´ı typ kompatibiln´ı s typem vy´razu.
Pro kazˇdou promeˇnnou je pote´ vytvorˇen rozvoj s pravdeˇpodobnost´ı generova´n´ı
rovnou jedne´, ktery´ obsahuje indetifika´tor promeˇnne´ jako termina´ln´ı symbol.
• Generova´n´ı vola´n´ı funkc´ı ve vy´razu. Prˇi tvorbeˇ seznamu mozˇny´ch rozvoj˚u pro
operandy jsou zjiˇsteˇny vsˇechny funkce s na´vratovy´m typem kompatibiln´ım s
typem vy´razu. Pro kazˇdou funkci je pote´ vygenerova´n rozvoj obsahuj´ıc´ı iden-
tifika´tor funkce jako termina´l, a pote´ v za´vorka´ch uzavrˇeny´ seznam umeˇly´ch
netermina´l˚u. Kazˇdy´ takovy´ netermina´l ma´ tvar <param/function/index>, naprˇ
pro vola´n´ı funkce double D(int,double,char) bude mı´t prˇ´ıslusˇny´ rozvoj po-
dobu D(<param/D/0>, <param/D/1>, <param/D/2>). Genera´tor nev´ı, zˇe tyto
netermina´ly jsou pouzˇity pouze ve vnitrˇn´ım mechanismu Directoru a norma´lneˇ
pozˇa´da´ o jejich rozvoje. Kdyzˇ o neˇ pozˇa´da´, Director genera´toru vra´t´ı jediny´
rozvoj obsahuj´ıc´ı symbol <expression>. Typ se´manticke´ jednotky, vytvorˇene´
pro tento vy´raz, bude nastaven na datovy´ typ index-te´ho parametru funkce
function. Tyto informace Director zjist´ı v se´manticke´ jednotce, v jej´ımzˇ ra´mci
je function definova´na. Vzhledem k tomu, zˇe je zbytecˇne´ volat jednu funkci
v´ıcekra´t, je pouzˇit´ı vola´n´ı funkce omezeno. Jakmile je jej´ı vola´n´ı pouzˇito v´ıcekra´t
nezˇ je hodnota v konfiguraci, pak se uzˇ jej´ı dalˇs´ı vola´n´ı generovat nebudou.
• Omezen´ı rekurzivity. Vy´raz je ze sve´ podstaty rekurzivn´ı – kazˇdy´m operandem
mu˚zˇe by´t zase dalˇs´ı vy´raz. To mu˚zˇe prˇi sˇpatne´ konfiguraci ve´st k neukoncˇen´ı
procesu generova´n´ı, nebo jeho selha´n´ı. Pro osˇetrˇen´ı te´to situace si Director
udrzˇuje hloubku hierarchie aktua´lneˇ generovany´ch vy´raz˚u a od urcˇite´ konfigu-
rovatelne´ hloubky zacˇne prˇi generova´n´ı operand˚u pravdeˇpodobnostneˇ prefero-
vat hodnoty prˇed dalˇs´ımi vy´razy. Se vzr˚ustaj´ıc´ı hloubkou vy´razu take´ zvysˇuje
pravdeˇpodobnost vygenerova´n´ı litera´ln´ı konstanty prˇed generova´n´ım promeˇnny´ch
nebo funkc´ı.
4.3.3 Prˇ´ıklad cele´ho procesu
Director ma´ na vrcholu za´sobn´ıku se´mantickou jednotku Block, ktera´ obsahuje jizˇ definovane´
promeˇnne´ int A, float B. V se´manticke´ jednotce Program na dneˇ za´sobn´ıku je take´ defi-
nova´na funkce int C(int). Director prˇijme vola´n´ı reportStart(’assgn declaration’).
Tento symbol vytva´rˇ´ı se´mantickou jednotku AssigningDeclaration, Director ji vytvorˇ´ı a vlozˇ´ı
na za´sobn´ık. Na na´sleduj´ıc´ı vola´n´ı getSymbol(’assgn declaration’) vra´t´ı rozvoj <type>
<identifier> = <expression>. Na´sleduje generova´n´ı typu, ktery´ nevytva´rˇ´ı se´mantickou
jednotku a jako rozvoje jsou pro neˇj vra´ceny jednotlive´ datove´ typy. Director registruje
vola´n´ı reportFinish(’type’, ’int’), zjist´ı zˇe SJ na vrcholu za´sobn´ıku je AssigningDec-
laration, a prˇiˇrad´ı j´ı vygenerovany´ datovy´ typ, tedy ’int’. Da´le je vygenerova´n identifika´tor,
a Director opeˇt registruje azˇ vola´n´ı reportFinish(’identifier’, ’IDEN’). Stejny´m zp˚u-
sobem jako v prˇ´ıpadeˇ typu prˇiˇrad´ı SJ na vrcholu za´sobn´ıku identifika´tor IDEN. Prˇi vola´n´ı
metody reportStart(’expression’) zjist´ı, zˇe aktua´ln´ı se´manticka´ jednotka je Assignin-
gDeclaration s jizˇ urcˇeny´m typem, ktery´m je ’int’. Vytvorˇ´ı tedy SJ Expression, rovnou j´ı
prˇiˇrad´ı typ ’int’ a zarˇad´ı ji na za´sobn´ık. Prˇi generova´n´ı podsymbol˚u vy´razu je vzˇdy zjiˇsteˇno,
zˇe nadrˇazena´ SJ ma´ typ int a v nadrˇazeny´ch SJ, ktere´ vytva´rˇej´ı ra´mce pro promeˇnne´ jsou
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definova´ny promeˇnne´ A,B a funkce C. Director zjist´ı za´kladn´ı pravidlo pro rozvoj operandu,
ktere´ vypada´ takto:
<operand> ::= <integer constant> | <floating constant> | <character constant>.
Z tohoto rozvoje vyrˇad´ı rozvoj se symbolem floating constant, protozˇe nen´ı kompati-
biln´ı s datovy´m typem int. K rozvoji da´le prˇiˇrad´ı rozvoj s identifika´torem A, ale ne identi-
fika´torem B, opeˇt z d˚uvodu nekompatibiln´ıho typu. Nakonec prˇiˇrad´ı jesˇteˇ rozvoj obsahuj´ıc´ı
vola´n´ı funkce C. Vy´sledny´ seznam rozvoj˚u vypada´ takto:
<operand> ::= <integer constant> | <floating constant> | <character constant>
| A | C(<param/A/0>.
Na prˇ´ıpadne´ vola´n´ı metody reportStart(’param/A/0’) vytvorˇ´ı director SJ Expression
s datovy´m typem nulte´ho parametru funkce A. Tyto informace jsou prˇ´ıtomne´ v se´manticke´
jednotce Program na dneˇ za´sobn´ıku. Da´le se v tomto prˇ´ıpadeˇ postupuje zase jako prˇi gene-
rova´n´ı vy´razu.
Nakonec cele´ho procesu je vola´na metoda reportFinish(’assgn declaration’, ’int
IDEN = 168 + C(0/A)’). Prˇi vola´n´ı te´to metody Director vyhleda´ v za´sobn´ıku nejblizˇsˇ´ı SJ,
ktera´ vytva´rˇ´ı ra´mec pro promeˇnne´, a vlozˇ´ı do n´ı informaci o prˇ´ıtomnosti promeˇnne´ IDEN
s datovy´m typem ’int’. Znamena´ to, zˇe na´sleduj´ıc´ı SJ, ktere´ budou v ra´mci stejne´ho bloku
generova´ny, mohou s promeˇnnou IDEN pracovat.
4.3.4 Pomocne´ moduly
Soucˇa´st´ı programu Spitter jsou take´ trˇi pomocne´ moduly. Tyto moduly obsluhuj´ı speci-
ficke´ cˇa´sti programu, ktere´ prˇ´ımo nesouvisej´ı s generova´n´ım veˇt. Modul Grammar tvorˇ´ı
abstraktn´ı vrstvu, ve ktere´ jsou uchova´va´ny informace o gramatice. Modul Logger se stara´
o vy´stup. Modul BNF Parser rozezna´va´ v textove´m souboru pravidla gramatiky definovana´
v Backus-Nauroveˇ Formeˇ.
Grammar
Modul Grammar prˇedstavuje abstraktn´ı vrstvu uchova´vaj´ıc´ı podobu gramatiky genero-
vane´ho jazyka. Obsahuje tyto trˇ´ıdy reprezentuj´ıc´ı r˚uzne´ elementy, pouzˇite´ pro popis gra-
matiky:
• Element je ba´zova´ trˇ´ıda pro vsˇechny prvky gramatiky. Obsahuje pouze metody pro
logova´n´ı, ktere´ mohou vyuzˇ´ıvat modul Logger.
• Symbol reprezentuje jeden symbol gramatiky. Jeho prvky jsou jme´no a typ. Typ
mu˚zˇe by´t termina´l nebo netermina´l. Pokud je typ symbolu termina´l, pak se nevyuzˇ´ıva´
vlastnost jme´no.
• OptSymbol je potomkem trˇ´ıdy Symbol. Reprezentuje symbol, ktery´ ma´ nav´ıc vo-
litelnou mozˇnost generova´n´ı, cozˇ je cˇ´ıslo s plovouc´ı desetinnou cˇa´rkou v intervalu
< 0, 1 >.
• Production reprezentuje jeden mozˇny´ rozvoj netermina´lu. Obsahuje pouze seznam
symbol˚u v porˇad´ı, v jake´m se maj´ı vygenerovat.
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• Rule reprezentuje pravidlo. Obsahuje jme´no netermina´lu, pro ktery´ je urcˇeno, a take´
seznam mozˇny´ch rozvoj˚u. Rozvoje mohou mı´t va´hu, ktera´ urcˇuje pomeˇr pravdeˇpodo-
bnost´ı s jakou se vygeneruj´ı.
• Grammar reprezentuje celou gramatiku. Obsahuje seznam netermina´l˚u, pro ktere´
existuj´ı pravidla. Obsahuje take´ seznam pravidel. Implementuje nav´ıc metodu pro
oveˇrˇen´ı korektnosti gramatiky – zda pro kazˇdy´ netermina´l pouzˇity´ na prave´ straneˇ
pravidla existuje pravidlo pro jeho generova´n´ı.
Logger
Modul Logger obsluhuje vy´stup a logova´n´ı programu. Podstatnou vlastnost´ı je konfigurova-
telnost smeˇrova´n´ı obou vy´stup˚u. Vzhledem k povaze logova´n´ı cˇinnosti genera´toru umozˇnˇuje
odsazova´n´ı vy´stupu podle aktua´ln´ı hloubky v derivacˇn´ım stromu a take´ volbu u´rovneˇ lo-
gova´n´ı.
BNF Parser
Modul BNF Parser obsluhuje cˇten´ı a rozezna´va´n´ı pravidel gramatiky z textove´ho vstupu a
prˇeda´va´ je modulu Grammar. Jedna´ se o velmi jednoduchy´ modul, vyuzˇ´ıvaj´ıc´ı lexika´ln´ı a
syntakticky´ Ply [7].
4.4 Builder
Builder je cˇa´st syste´mu, ktera´ se stara´ o vytvorˇen´ı vsˇech vy´stup˚u, ktere´ se budou pozdeˇji
Comparatorem analyzovat. Jedna´ se o velmi jednoduchy´ skript, ktery´ jako parametr bere
cestu k souboru a seznam znacˇek konfigurac´ı prˇekladacˇ˚u, pro ktere´ se testovac´ı ko´d zkompi-
luje. Ze souboru s nastaven´ım potom nacˇ´ıta´ konfigurace pro spousˇteˇn´ı jednotlivy´ch prˇeklada-
cˇ˚u. Kazˇda´ konfigurace mus´ı mı´t unika´tn´ı znacˇku, podle ktere´ je mozˇne´ ji identifikovat. Kon-
figurace da´le obsahuje znacˇky, podle ktery´ch se urcˇuj´ı pozice zdrojove´ho souboru a vy´stupu
v prˇ´ıkazu, ktery´ vola´ prˇekladacˇ. Prˇelozˇeny´ program je Builderem spusˇteˇn a jeho vy´stup
zaznamena´n. Pokud se program sa´m neukoncˇ´ı do nastavene´ho pocˇtu vterˇin, je mu odesla´n
signa´l SIGTERM. Vy´stupem builderu jsou soubory:
• TAG.build obsahuje zpra´vy, ktere´ prˇekladacˇ beˇhem zpracova´va´n´ı zdrojove´ho ko´du
vypsal na standardn´ı nebo chybovy´ vy´stup.
• TAG.buildresult obsahuje vy´sledek prˇekladu, tj. informaci, zda byl prˇeklad u´speˇsˇny´.
• TAG je vlastn´ı spustitelny´ soubor.
• TAG.termination obsahuje informaci, zda se prˇelozˇeny´ program ukoncˇil standardneˇ,
nebo zda musel by´t ukoncˇen signa´lem.
• TAG.output obsahuje vy´stup prˇelozˇene´ho programu po spusˇteˇn´ı.
4.5 Comparator
Comparator je jednoduchy´ modul, jehozˇ u´kolem je porovnat vy´stupy, ktere´ vytvorˇil modul
Builder, a na jejich za´kladeˇ rozhodnout o tom, zda bude vy´sledek testu to zˇe testovane´
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prˇekladacˇe uspeˇly, nebo neˇktery´ selhal. Selha´n´ı deˇl´ı na neˇkolik druh˚u, ktere´ se pozdeˇji
uchova´vaj´ı a reportuj´ı oddeˇleneˇ. Tato selha´n´ı jsou oznacˇena jako anoma´lie. Existuj´ı trˇi druhy
anoma´li´ı: anoma´lie prˇekladu (rozd´ılna´ u´speˇsˇnost prˇekladu), anoma´lie ukoncˇen´ı (rozd´ılny´
zp˚usob ukoncˇen´ı) a konecˇneˇ anoma´lie vy´stupu (spusˇteˇne´ programy maj´ı odliˇsny´ vy´stup).
Comparator nejprve porovna´ vy´sledky prˇeklad˚u. Pokud jsou odliˇsne´, pak se vy´sledek
testu na´hla´s´ı jako anoma´lie prˇekladu. Prˇ´ıpad kdy oba prˇeklady selzˇou je mozˇne´ nastavit jako
anoma´lii i jako platny´ vy´sledek. Pokud pouzˇ´ıva´me genera´tor, o ktere´m v´ıme, zˇe produkuje
vzˇdy jen naprosto validn´ı ko´d, pak je jake´koliv selha´n´ı anoma´li´ı a vsˇechny vy´sledky se
zachovaj´ı k analy´ze cˇloveˇkem. Pro genera´tor produkuj´ıc´ı neplatny´ ko´d je odmı´tnut´ı prˇekladu
spra´vneˇ funguj´ıc´ım prˇekladacˇem ocˇeka´vane´ a proto se za anoma´lii nepovazˇuje.
V prˇ´ıpadeˇ zˇe nebyla objevena anoma´lie ve vy´sledku prˇekladu, porovna´ se zp˚usob ukoncˇen´ı
programu. Pokud se liˇs´ı, pak jsou prohla´sˇeny za anoma´lii ukoncˇen´ı. Stejneˇ jako u vy´sledk˚u
prˇekladu, i zde je mozˇne´ nastavit, jaky´m zp˚usobem se bude nakla´dat se stejny´mi, ale nega-
tivn´ımi vy´sledky (pro tento prˇ´ıpad je to na´silne´ ukoncˇen´ı). I v tomto prˇ´ıpadeˇ, pokud ma´me
jistotu, zˇe genera´tor tvorˇ´ı programy, ktere´ by se meˇly ukoncˇit samy, je na´silne´ ukoncˇen´ı
prˇelozˇene´ho programu anoma´li´ı.
Pokud nen´ı objevena anoma´lie ve dvou prˇedchoz´ıch kroc´ıch, pak se porovna´vaj´ı vy´stupy
spusˇteˇny´ch programu˚. Zde se za anoma´lii povazˇuj´ı uzˇ jen rozd´ılne´ vy´stupy. Oba vy´stupy jsou
volitelneˇ proveˇrˇeny na prˇ´ıtomnost znak˚u falesˇne´ho selha´n´ı, kdy syste´m nahla´s´ı anoma´lii,
ktera´ ale mu˚zˇe by´t zp˚usobena bud’ jizˇ zna´mou chybou, nebo jiny´m zna´my´m nedetermi-
nisticky´m chova´n´ım generovany´ch programu˚. Takovy´m typicky´m znakem je ukoncˇen´ı pro-
gramu signa´lem SIGFPE3, ktery´ nasta´va´ v prˇ´ıpadeˇ deˇlen´ı nulou [15]. Toto deˇlen´ı nulou se
ale mu˚zˇe nacha´zet ve vy´razu, ktery´ prˇekladacˇ odoptimalizuje a potom se mu˚zˇe sta´t, zˇe je-
den prˇeklad selzˇe se signa´lem SIGFPE, ale druhy´ dobeˇhne v porˇa´dku. Oveˇrˇova´n´ı na falesˇne´
selha´n´ı je mozˇno konfigurovat.
Vy´stupem Comparatoru je na´vratovy´ ko´d, ktery´ urcˇuje, zda byla nalezena neˇjaka´ anoma´-
lie, a jej´ı typ v prˇ´ıpadeˇ zˇe ano.
4.6 Pokryt´ı pro prˇekladacˇe specificky´ch chyb
navrzˇeny´m syste´mem
V prˇ´ıpadeˇ optima´ln´ı implementace cele´ho syste´mu je mozˇne´ prˇedpokla´dat, zˇe dosa´hneme
takove´ho pokryt´ı typ˚u chyb v prˇekladacˇ´ıch, jake´ uva´d´ı tabulka 4.1. Z tabulky je videˇt,
zˇe kvalitn´ı pokryt´ı prˇina´sˇ´ı uzˇ prvn´ı fa´ze porovna´va´n´ı, ihned prˇi prˇekladu. Pro dobre´ po-
kryt´ı nen´ı tedy potrˇeba genera´tor deterministicke´ho ko´du, stacˇ´ı platny´ ko´d. Deterministicky´
vy´stup je ale trˇeba pro detekci chyb typu wrong-code, na neˇzˇ je tato pra´ce zameˇrˇena. Pro
pokryt´ı neˇktery´ch chyb, ktere´ jsou oznacˇeny jako “Mozˇne´” by byly trˇeba modifikace jed-
notlivy´ch cˇa´st´ı.
3signa´l Floating Point Exception, indikuj´ıc´ı obecnou chybu prˇi operaci s cˇ´ıslem s plovouc´ı desetinnou
cˇa´rkou
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Tabulka 4.1: Pokryt´ı typ˚u chyb v prˇekladacˇ´ıch navrzˇeny´m syste´mem
Typ chyby Pokryt´ı Typ anoma´lie
accepts-invalid Mozˇne´ (s genera´torem neplatne´ho ko´du) Anoma´lie prˇekladu
assemble-failure Ano Anoma´lie prˇekladu
compile-time-hog Mozˇne´ Anoma´lie prˇekladu
diagnostic Ne Zˇa´dna´
ice-on-invalid Mozˇne´ (s genera´torem neplatne´ho ko´du) Anoma´lie prˇekladu
ice-on-valid Ano Anoma´lie prˇekladu
link-failure Ano Anoma´lie prˇekladu
memory-hog Ne Zˇa´dna´
missed-optimization Ne Zˇa´dna´
register-allocator Ne Zˇa´dna´
rejects-valid Ano Anoma´lie prˇekladu
wrong-code Ano Anoma´lie vy´stupu/ukoncˇen´ı
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Kapitola 5
Aplikace na rea´lne´ prˇ´ıpady
Cely´ syste´m byl podroben cˇtyrˇem experiment˚um, porovna´vaj´ıc´ım r˚uzne´ konfigurace r˚uzny´ch
prˇekladacˇ˚u. Tato kapitola popisuje jejich nastaven´ı, pr˚ubeˇh a vy´sledky.
5.1 Metodika
Syste´m byl testova´n na cˇtyrˇech r˚uzny´ch prˇ´ıpadech, ktere´ pokry´vaj´ı spektrum mozˇny´ch
pouzˇit´ı syste´mu. Teˇmito prˇ´ıpady jsou:
• produkcˇn´ı prˇekladacˇ v r˚uzny´ch konfigurac´ıch,
• produkcˇn´ı prˇekladacˇ proti prˇekladacˇi, ktery´ jesˇteˇ nedosa´hl verze 1,
• open-source produkcˇn´ı prˇekladacˇe proti produkcˇn´ımu proprieta´rn´ımu,
• produkcˇn´ı prˇekladacˇ ve stabiln´ı verzi proti stejne´mu prˇekladacˇi ve vy´vojove´ verzi.
Pu˚vodneˇ bylo u´myslu testovat v´ıce open-source neprodukcˇn´ıch prˇekladacˇ˚u proti produkcˇn´ımu,
ale nepodarˇilo se zprovoznit jine´ open-source prˇekladacˇe nezˇ GCC a TCC.
Pro kazˇdou variantu byl syste´m testova´n se trˇemi r˚uzny´mi genera´tory, pouzˇity´mi pro
tvorbu testovac´ıho vstupu. Tento prˇ´ıstup byl zvolen kv˚uli objektiviteˇ. Pokud by mnou
implementovany´ genera´tor (Spitter popsany´ v sekci 4.3) nemeˇl vlastnosti potrˇebne´ pro
u´speˇsˇne´ vyhleda´va´n´ı chyb, pak je trˇeba zjistit chova´n´ı syste´mu s jiny´m genera´torem. Pokud
by ani tento genera´tor nemeˇl pozˇadovane´ vy´sledky, pak by bylo mozˇne´ tuto metodu prohla´sit
za neefektivn´ı a vyvodit z toho za´veˇry.
Pouzˇite´ genera´tory jsou tyto:
• Spitter je mnou implementovany´ genera´tor. Doka´zˇe generovat omezenou podmnozˇinu
jazyka C. Programy jsou validn´ı a ukoncˇuj´ı se. Implementacˇn´ım jazykem je Python.
• Randprog je genera´tor na´hodny´ch programu˚ jazyka C, implementovany´ Bryanem
Turnerem [19]. Doka´zˇe generovat omezenou podmnozˇinu jazyka C. Programy jsou
validn´ı, a acˇkoliv program obsahuje ko´d ktery´ ma´ zabra´nit nekonecˇny´m cykl˚um, pro-
gramy musej´ı by´t obcˇas ukoncˇeny signa´lem. Implementacˇn´ım jazykem je C++.
• fuzz prˇedstavuje cˇisteˇ na´hodny´ vstup o de´lce 1000 byte, realizovany´ prˇ´ıkazem dd
if=/dev/urandom. Tento genera´tor byl zvolen z d˚uvodu za´meˇru porovna´n´ı cˇiste´ho
fuzz testingu s variantou navrzˇenou v te´to pra´ci.
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Vzhledem k relativn´ı rychlosti jednoho testu byl pro jednu variantu zvolen pocˇet 5000
test˚u. V prˇ´ıpadeˇ, zˇe beˇhem testova´n´ı jedne´ varianty byly testova´ny r˚uzne´ konfigurace
prˇekladacˇ˚u (naprˇ. optimalizac´ı), pak byl pro kazˇdou konfiguraci proveden pomeˇrny´ pocˇet
test˚u (naprˇ. pro dveˇ konfigurace bylo s kazˇdou provedeno 2500 test˚u). Pro odliˇsne´ konfigu-
race byly generova´ny odliˇsne´ testovac´ı prˇ´ıpady. Po ubeˇhnut´ı vsˇech test˚u byly analyzova´ny
vy´sledky, a objevene´ anoma´lie byly klasifikova´ny jako falesˇne´ nebo prave´.
5.2 Testovane´ prˇekladacˇe
Testova´ny byly prˇekladacˇe uvedene´ v na´sleduj´ıc´ım seznamu. Dalˇs´ı podmı´nky v testovac´ım
prostrˇed´ı se v jednotlivy´ch varianta´ch testova´n´ı liˇsily, a jsou uvedeny u kazˇde´ho prˇ´ıpadu
zvla´sˇt’.
• GCC (GNU Compiler Collection)[2] je prˇekladacˇovy´ syste´m vyv´ıjeny´ jako soucˇa´st
projektu GNU. Jedna´ se o nejrozsˇ´ıˇreneˇjˇs´ı prˇekladacˇ aplikac´ı v open-source komuniteˇ
pouzˇ´ıvaj´ıc´ı syste´m GNU/Linux[4]. Obsahuje front-endy pro jazyky C, C++, ObjC,
Fortran, Java a Ada. Je dostupny´ pod licenc´ı GPLv3.
• TCC (Tiny C Compiler)[5] je prˇekladacˇ jazyka C, zameˇrˇeny´ na kompaktnost a rych-
lost. Obsahuje vlastn´ı assembler a linker, a implementuje dveˇ zaj´ımave´ vlastnosti:
schopnost interpretovat zdrojovy´ ko´d jazyka C jako skript, a zabudovane´ testy na
neˇktere´ programa´toske´ se´manticke´ chyby (bound checker). TCC zat´ım nedosa´hl sta-
biln´ı verze. Je dostupny´ pod licenc´ı BSD.
• ICC (Intel C Compiler)[3] je prˇekladacˇ jazyk˚u C, C++ a Fortran pro platformy firmy
Intel, kterou je take´ vyv´ıjen. Vy´hodou jsou vynikaj´ıc´ı optimalizace na nativn´ıch plat-
forma´ch. Jedna´ se o komercˇn´ı, proprieta´rn´ı prˇekladacˇ dostupny´ zdarma pro neko-
mercˇn´ı vyuzˇit´ı. Akademicke´ vyuzˇit´ı nen´ı povazˇova´no za nekomercˇn´ı, bylo tedy vyuzˇito
instalace tohoto prˇekladacˇe na sˇkoln´ıch serverech s patrˇicˇnou licenc´ı.
5.3 Klasifikace vy´sledk˚u
• Anoma´lie prˇekladu znamena´, zˇe vy´sledek prˇekladu byl u obou prˇekladacˇ˚u odliˇsny´.
• Anoma´lie ukoncˇen´ı znamena´, zˇe jeden program byl ukoncˇen signa´lem, zat´ımco druhy´
korektneˇ dobeˇhl.
• Anoma´lie vy´stupu oznacˇuje prˇ´ıpad, kdy se vy´stupy spusˇteˇny´ch programu˚ liˇs´ı.
• Selha´n´ı prˇekladu oznacˇuje prˇ´ıpad, kdy prˇi prˇekladu selzˇou oba prˇekladacˇe.
• Ignorovane´ vy´sledky byly takove´, kdy alesponˇ jeden program byl ukoncˇen signa´lem
SIGFPE.
Anoma´lie byly na´sledneˇ rucˇneˇ analyzova´ny a klasifikova´ny jako prave´ chyby, nebo
falesˇna´ hla´sˇen´ı. Cˇasty´ byl prˇ´ıpad, kdy byla jedna chyba nahla´sˇena neˇkolikra´t. V takove´m
prˇ´ıpadeˇ je zapocˇ´ıta´na pouze jednou, stejneˇ jako neˇkolik falesˇny´ch hla´sˇen´ı, ktere´ byly zp˚usobe-
ny stejnou chybou v testovac´ım syste´mu.
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5.4 Prˇ´ıpad 1: gcc s r˚uzny´mi optimalizacemi
V te´to cˇa´sti byl syste´m aplikova´n na open-source produkcˇn´ı prˇekladacˇ s vypnuty´mi opti-
malizacemi jako referencˇn´ı a stejny´ prˇekladacˇ s r˚uzny´mi u´rovneˇmi optimalizac´ı.
5.4.1 Prostrˇed´ı a podmı´nky
Testovany´ prˇekladacˇ
Testovany´ prˇekladacˇ byl GNU Compiler Collection ve verzi 4.1.2-33, doda´vany´ v RPM
bal´ıcˇku distribuce Fedora gcc-4.1.2-33.fc8.rpm. Bylo provedeno 1500 experiment˚u pro trˇi
r˚uzne´ u´rovneˇ optimalizac´ı – optimalizace vy´konu -O2, silneˇjˇs´ı optimalizace vy´konu -O3 a
optimalizace velikosti vy´sledne´ho ko´du -Os.
Referencˇn´ı prˇekladacˇ
Referencˇn´ım prˇekladacˇem byl v tomto experimentu rovneˇzˇ GNU Compiler Collection ve
verzi 4.1.2-33, doda´vany´ v RPM bal´ıcˇku distribuce Fedora gcc-4.1.2-33.fc8.rpm, s explicitneˇ
deaktivovany´mi optimalizacemi (volba -O0).
Prostrˇed´ı
Testova´n´ı prob´ıhalo v na´sleduj´ıc´ım prostrˇed´ı.
• Procesor: AMD Athlon(tm) 64 Processor 3800+
• Operacˇn´ı syste´m: Fedora 8
• Ja´dro: Linux 2.6.24.4-64.fc8 #1 SMP i686 athlon i386 GNU/Linux
• Linker: GNU ld verze 2.17.50.0.18-1 20070731
• Knihovna C: glibc-2.7-2
5.4.2 Spitter
Vy´sledky jsou uvedeny v tabulce 5.1. Beˇhem tohoto testova´n´ı nebyly nalezeny zˇa´dne´ chyby
v testovane´m prˇekladacˇi. Selha´n´ı prˇekladu byla zp˚usobena nedokonaly´m generova´n´ım Spit-
teru, kdy je jeden identifika´tor, nejcˇasteˇji jednoznakovy´, pouzˇit v programu v´ıcekra´t.
5.4.3 Randprog
Vy´sledky jsou uvedeny v tabulce 5.2. Vysoky´ pocˇet anoma´li´ı ukoncˇen´ı je da´n podobou pro-
gramu˚ generovany´ch programem Randprog. Programy j´ım generovane´ maj´ı obcˇas pomeˇrneˇ
dlouhou dobu trva´n´ı, a proto byla cˇasto anoma´lie vyvolana´ t´ım, zˇe po uplynut´ı limitu 5
sekund byl takovy´ program umeˇle zabit. Byla nalezena jedna chyba (demonstrovana´ v do-
datc´ıch A.1 a A.2) , kdy byl v optimalizovane´m ko´du sˇpatneˇ vypocˇ´ıtany´ vy´sledek bitove´
operace.
5.4.4 fuzz
Vy´sledky uva´d´ı tabulka 5.3. Test dopadl zcela dle ocˇeka´va´n´ı, vsˇechny na´hodne´ vstupy byly
prˇekladacˇem korektneˇ odmı´tnuty. Nebylo zjiˇsteˇno ani jedno zhroucen´ı prˇekladacˇe.
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Tabulka 5.1: GCC -O0 vs. GCC -O2, -O3, -Os, Spitter
Testy -O2 -O3 -Os
Celkem 1500 1500 1500
OK 1456 1457 1460
Anoma´lie prˇekladu 0 0 0
Anoma´lie ukoncˇen´ı 0 0 0
Anoma´lie vy´stupu 0 0 0
Selha´n´ı prˇekladu 15 3 11
Ignorovane´ vy´sledky 29 40 29
Pocˇet skutecˇny´ch chyb 0 0 0
Pocˇet falesˇny´ch chyb 0 0 0
Tabulka 5.2: GCC -O0 vs. GCC -O2, -O3, -Os, Randprog
Testy -O2 -O3 -Os
Celkem 1500 1500 1500
OK 1345 1335 1349
Anoma´lie prˇekladu 0 0 0
Anoma´lie ukoncˇen´ı 155 162 151
Anoma´lie vy´stupu 0 3 0
Selha´n´ı prˇekladu 0 0 0
Ignorovane´ vy´sledky 0 0 0
Pocˇet skutecˇny´ch chyb 0 2 0
Pocˇet falesˇny´ch chyb 0 0 0
Tabulka 5.3: GCC -O0 vs. GCC -O2, -O3, -Os, fuzz
Testy -O2 -O3 -Os
Celkem 1500 1500 1500
OK 0 0 0
Selha´n´ı prˇekladu 1500 1500 1500
Pocˇet skutecˇny´ch chyb 0 0 0
Pocˇet falesˇny´ch chyb 0 0 0
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5.4.5 Zhodnocen´ı experimentu
Naproti ocˇeka´va´n´ı nebyly nalezeny te´meˇrˇ zˇa´dne´ chyby. Du˚vodemmu˚zˇe by´t fakt, zˇe prˇekladacˇ
GCC verze 4.1.2 je uzˇ´ıva´n jizˇ pomeˇrneˇ dlouhou dobu a zjevne´ chyby byly jizˇ objeveny. Je
take´ mozˇne´, zˇe prˇi veˇtsˇ´ım pocˇtu testovac´ıch prˇ´ıpad˚u by k nalezen´ı chyby mohlo doj´ıt.
Zaj´ımavy´ bude tento experiment aplikovany´ na vy´vojovou verzi prˇekladacˇe GCC.
5.5 Prˇ´ıpad 2: GCC, TCC
V te´to cˇa´sti byl syste´m aplikova´n na open-source produkcˇn´ı prˇekladacˇ jako referencˇn´ı a
open-source nedospeˇly´ prˇekladacˇ jako testovany´.
5.5.1 Prostrˇed´ı a podmı´nky
Testovany´ prˇekladacˇ
Testovany´ prˇekladacˇ byl Tiny C Compiler ve verzi 0.9.24, prˇelozˇeny´ a sestaveny´ ze zdro-
jovy´ch ko´d˚u dostupny´ch na webovy´ch stra´nka´ch projektu, prˇelozˇeny´ standardn´ım GNU
vy´vojovy´m rˇeteˇzcem (prˇekladacˇ GCC 4.1.2-33, linker ld 2.17.50.0.18-1, knihovna C glibc
glibc-2.7-2).
Referencˇn´ı prˇekladacˇ
Referencˇn´ım prˇekladacˇem byl v tomto experimentu GNU Compiler Collection ve verzi 4.1.2-
33, doda´vany´ v RPM bal´ıcˇku distribuce Fedora gcc-4.1.2-33.fc8.rpm.
Prostrˇed´ı
• Procesor: AMD Athlon(tm) 64 Processor 3800+
• Operacˇn´ı syste´m: Fedora 8
• Ja´dro: Linux 2.6.24.4-64.fc8 #1 SMP i686 athlon i386 GNU/Linux
• Linker: GNU ld verze 2.17.50.0.18-1 20070731
• Knihovna C: glibc-2.7-2
5.5.2 Spitter
V tomto prˇ´ıpadeˇ bylo nalezeno velke´ mnozˇstv´ı anoma´li´ı. Vy´sledky jsou uvedeny v ta-
bulce 5.4. Vsˇechny anoma´lie prˇekladu jsou zp˚usobeny r˚uzny´mi variantami chyby uvedene´
v prˇ´ıloze A.5, kdy prˇekladacˇ TCC neodmı´tne ko´d, kde jsou prˇedefinova´ny symboly na jiny´
typ, poprˇ´ıpadeˇ jdou definova´ny jako jiny´ typ symbolu. Velke´ mnozˇstv´ı anoma´li´ı vy´stupu je
zp˚usobeno variantami chyby A.9 a dalˇs´ımi. Objevily se take´ neˇktere´ falesˇne´ chyby, zejme´na
ve spojitosti s prˇesnost´ı operac´ı velmi vysoky´ch cˇ´ısel s plovouc´ı rˇa´dovou cˇa´rkou, kdy se
ztra´c´ı prˇesnost tohoto datove´ho typu a prˇekladacˇe se s t´ım vyrovna´vaj´ı r˚uzny´m zp˚usobem.
5.5.3 Randprog
Vy´sledky jsou uvedeny v tabulce 5.4. Prˇ´ıcˇiny anoma´li´ı nebyly do detailu vysˇetrˇova´ny, vzhle-
dem k velikosti prˇ´ıpad˚u generovany´ch programem Randprog.
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Tabulka 5.4: GCC vs. TCC
Testy Spitter Randprog fuzz
Celkem 5000 5000 5000
OK 4083 4427 0
Anoma´lie prˇekladu 14 0 0
Anoma´lie ukoncˇen´ı 0 514 0
Anoma´lie vy´stupu 680 59 0
Selha´n´ı prˇekladu 7 0 5000
Ignorovane´ vy´sledky 216 0 0
Pocˇet skutecˇny´ch chyb 7 0 0
Pocˇet falesˇny´ch chyb 2 0 0
5.5.4 fuzz
Vy´sledky jsou uvedeny v tabulce 5.4. Cˇiste´ fuzz testova´n´ı nenalezlo v obou prˇekladacˇ´ıch
zˇa´dnou chybu.
5.6 Zhodnocen´ı experimentu
V te´to kombinaci bylo testova´n´ı neju´speˇsˇneˇjˇs´ı. V pomeˇru k relativneˇ lehke´mu testova´n´ı bylo
nalezeno sedm r˚uzny´ch chyb, cozˇ potvrzuje vhodnost metody pro testova´n´ı nedospeˇle´ho
prˇekladacˇe. Za´rovenˇ se uka´zala vy´razna´ nevhodnost programu˚ generovany´ch programem
Randprog pro testova´n´ı. I v prˇ´ıpadeˇ, zˇe byla nalezena anoma´lie, vysˇetrˇova´n´ı prˇ´ıcˇiny v
generovane´m ko´du by bylo velmi obt´ızˇne´ a nama´have´, protozˇe Randprog generuje velmi
obsa´hle´ programy s extre´mneˇ slozˇity´m pr˚ubeˇhem ko´dem.
5.7 Prˇ´ıpad 3: icc, gcc
Tato cˇa´st se zaby´va´ experimentem, kdy byl syste´m testova´n na kombinaci produkcˇn´ıho
open-source prˇekladacˇe a produkcˇn´ıho proprieta´rn´ıho prˇekladacˇe. Jako referencˇn´ı prˇekladacˇ
byl zvolen open-source prˇekladacˇ GCC, jako testovany´ prˇekladacˇ proprieta´rn´ı. Testy probeˇhly
ve dvou varianta´ch nastaven´ı optimalizac´ı testovane´ho prˇekladacˇe.
5.7.1 Prostrˇed´ı a podmı´nky
Testovany´ prˇekladacˇ
Testovany´ prˇekladacˇ byl Intel C++ Compiler ve verzi 10.0, nainstalovany´ na pocˇ´ıtacˇi
merlin.fit.vutbr.cz. Bylo provedeno 2500 experiment˚u pro dveˇ r˚uzne´ u´rovneˇ optimali-
zac´ı – optimalizace vy´konu -O2 a explicitneˇ deaktivovane´ optimalizace -O0.
Referencˇn´ı prˇekladacˇ
Referencˇn´ım prˇekladacˇem byl v tomto experimentu GNU Compiler Collection ve verzi
4.2.3, nainstalovany´ na pocˇ´ıtacˇi merlin.fit.vutbr.cz. Optimalizace byly explicitneˇ de-
aktivova´ny (volba -O0).
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Prostrˇed´ı
• Procesor: Dual-Core AMD Opteron(tm) Processor 2216
• Operacˇn´ı syste´m: CentOS verze 5
• Ja´dro: Linux 2.6.16.60 #2 SMP x86 64 x86 64 x86 64 GNU/Linux
• Linker: GNU ld verze 2.18
• Knihovna C: glibc-2.5-18
5.7.2 Spitter
Vy´sledky uva´d´ı tabulka 5.5. Tento experiment uka´zal mnoho chyb a nedostatecˇny´ch zajiˇsteˇn´ı
implementovane´ho genera´toru, cozˇ vyu´stilo ve velky´ pocˇet r˚uzny´ch falesˇny´ch hla´sˇen´ı. Du˚vo-
dem byl fakt, zˇe ICC je prˇekladacˇ, jehozˇ funkcionalita je vy´razneˇji odliˇsna´ od GCC, i kdyzˇ
jesˇteˇ sta´le v ra´mci normy. ICC doka´zal na rozd´ıl od GCC odhalit prˇ´ıliˇs velkou konstantu
uzˇ v dobeˇ prˇekladu (jedina´ anoma´lie pr´ekladu). Byly odhaleny dva druhy falesˇny´ch chyb.
Jedn´ım d˚uvodem byla schopnost prˇekladacˇe ICC odhalit nedostatecˇnou prˇesnost promeˇnne´
s hodnotou s plovouc´ı rˇa´dovou cˇa´rkou, pokud byly zapnute´ optimalizace. V tomto prˇ´ıpadeˇ
prˇekladacˇ zmeˇnil datovy´ typ float na datovy´ typ double, cozˇ se odrazilo na vy´stupu
odliˇsne´m od GCC, ktery´ tuto optimalizaci nezvla´da´. Za chybu to ale nelze povazˇovat v ani
jednom prˇ´ıpadeˇ.
Druhy´m falesˇny´m hla´sˇen´ım byl odliˇsny´ obsah promeˇnne´ typu long long (nebo jine´ho
celocˇ´ıselne´ho typu nizˇsˇ´ı velikosti) v prˇ´ıpadeˇ, zˇe do n´ı byla prˇiˇrazena hodnota typu s plovouc´ı
rˇa´dovou cˇa´rkou, ktera´ byla veˇtsˇ´ı nezˇ maxima´ln´ı hodnota typu long long. Prˇ´ıklad viz.
pseudoko´d 5.7.2. Program prˇelozˇeny´ GCC do takove´ promeˇnne´ prˇiˇradil hodnotu LLONG MAX.
Program prˇelozˇeny´ ICC do n´ı prˇiˇradil hodnotu o jedna vysˇsˇ´ı, cozˇ zp˚usob´ı prˇetecˇen´ı na
nejnizˇsˇ´ı hodnotu v rozsahu prˇ´ıslusˇne´ho datove´ho typu. Autorovi se nepodarˇilo v normeˇ
jazyka C nale´zt definici, ktere´ by toto chova´n´ı odporovalo, takzˇe nemohla by´t prohla´sˇena
za chybu.
5.7.3 Randprog
Vy´sledky uva´d´ı tabulka 5.6. V tomto experimentu se proka´zala relativn´ı nevhodnost ge-
nera´toru Randprog pro u´cˇely fuzz testova´n´ı r˚uzny´ch prˇekladacˇ˚u. Vysoke´ cˇ´ıslo anoma´li´ı
ukoncˇen´ı znamena´ fakt, zˇe mnoho test˚u nebylo ukoncˇeno do stanovene´ho cˇasu. Testo-
vac´ı prˇ´ıpady, ktere´ prob´ıhaj´ı dlouhou dobu, nejsou pro fuzz testova´n´ı vhodne´, protozˇe se
t´ım ztra´c´ı vy´razna´ vy´hoda – mozˇnost zpracovat velke´ mnozˇstv´ı test˚u beˇhem kra´tke´ doby.
Za´rovenˇ v tomto prˇ´ıpadeˇ nebyly analyzova´ny chyby ve vy´stupu. Randprog obcˇas generuje i
skutecˇneˇ velmi rozsa´hle´ programy, v rˇa´du desetitis´ıc˚u rˇa´dk˚u. Za´rovenˇ jediny´ jeho vy´stup (a
jeho vy´pocˇet) je proveden azˇ zcela na konci programu, a je tak velmi obt´ızˇne´ nale´zt mı´sto,
ve ktere´m se funkcionalita liˇs´ı od referencˇn´ıho prˇekladu. Vzhledem k na´chylnosti kombinace
GCC/ICC na rozd´ılnost vy´stupu popsane´ho v sekci 5.7.2 je take´ velmi pravdeˇpodobne´, zˇe
tyto anoma´lie jsou zp˚usobeny pra´veˇ takovy´m rozd´ılny´m vy´sledkem prˇiˇrazen´ı.
5.7.4 fuzz
Vy´sledky uva´d´ı tabulka 5.7. Ani v te´to kombinaci nebyla cˇisty´m fuzz testova´n´ım nalezena
zˇa´dna´ chyba. Vsˇechny neplatne´ vstupy byly korektneˇ odmı´tnuty obeˇma prˇekladacˇi.
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Tabulka 5.5: GCC vs. ICC, Spitter
Testy -O0 -O2
Celkem 2500 2500
OK 2455 2411
Anoma´lie prˇekladu 1 0
Anoma´lie ukoncˇen´ı 0 0
Anoma´lie vy´stupu 13 28
Selha´n´ı prˇekladu 18 13
Ignorovane´ vy´sledky 13 48
Pocˇet skutecˇny´ch chyb 0 0
Pocˇet falesˇny´ch chyb 1 1
Tabulka 5.6: GCC vs. ICC, Randprog
Testy -O0 -O2
Celkem 2500 2500
OK 2203 2249
Anoma´lie prˇekladu 0 0
Anoma´lie ukoncˇen´ı 277 232
Anoma´lie vy´stupu 20 19
Selha´n´ı prˇekladu 0 0
Ignorovane´ vy´sledky 0 0
Pocˇet skutecˇny´ch chyb 0 0
Pocˇet falesˇny´ch chyb 0 0
Tabulka 5.7: GCC vs. ICC, fuzz
Testy -O0 -O2
Celkem 2500 2500
OK 0 0
Selha´n´ı prˇekladu 2500 2500
Ignorovane´ vy´sledky 0 0
Pocˇet skutecˇny´ch chyb 0 0
Pocˇet falesˇny´ch chyb 0 0
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$ cat testcase.c
#include <stdio.h>
int main (){
unsigned long long a = 0x1.P+150000; //> ULLONG_MAX
signed long long b = 0x1.P+150000; //> LLONG_MAX
printf (" Unsigned: %llu\n", a);
printf (" Signed: %lli\n", b);
}
$ gcc testcase.c; ./a.out
Unsigned: 18446744073709551615 // ULLONG_MAX
Signed: 9223372036854775807 // LLONG_MAX
$ icc testcase.c; ./a.out
Unsigned: 0 // ULLONG_MIN
Signed: -9223372036854775808 // LLONG_MIN
Obra´zek 5.1: Prˇ´ıklad chova´n´ı konverze typu pro vysoke´ hodnoty
5.7.5 Zhodnocen´ı experimentu
Vy´stupy tohoto experimentu byly velmi slozˇite´ na vyhodnocen´ı. Objevilo se mnoho anoma´li´ı,
ktere´ byly zp˚usobeny rozd´ılny´m chova´n´ım popsany´m vy´sˇe, a mezi jejich velky´m mnozˇstv´ım
bylo obt´ızˇne´ a pracne´ hledat jake´koliv jine´ vadne´ chova´n´ı, cozˇ vyu´stilo ve fakt, zˇe nebyla
nalezena jedina´ opravdova´ chyba. Za´rovenˇ take´ teto experiment uka´zal na nepohodlnost
pra´ce s anoma´liemi v prˇ´ıpadeˇ, zˇe jich je veˇtsˇ´ı mnozˇstv´ı, zp˚usobene´ jednou prˇ´ıcˇinou.
5.8 Prˇ´ıpad 4: gcc-stable, gcc-bleeding edge
Posledn´ı experiment se zaby´val testova´n´ım posledn´ı vy´vojove´ verze prˇekladacˇe GCC, jehozˇ
zdrojovy´ ko´d byl stazˇen prˇ´ımo ze syste´mu spra´vy verz´ı. Tato kombinace byla zvolena pro
otestova´n´ı mozˇnosti pouzˇ´ıt syste´m prˇi regresn´ım testova´n´ı prˇekladacˇe.
5.8.1 Prostrˇed´ı a podmı´nky
Testovany´ prˇekladacˇ
Testovany´ prˇekladacˇ byl GCC ve verzi 4.4.0, jehozˇ zdrojovy´ ko´d byl z´ıska´n z veˇtve HEAD
syste´mu spra´vy verz´ı dne 28.4.2008. Prˇelozˇen byl proveden´ım plne´ho 3-fa´zove´ho boot-
strapu [2], cozˇ dokazuje, zˇe prˇekladacˇ je alesponˇ tak kvalitn´ı, aby prˇelozˇil sa´m sebe.
Referencˇn´ı prˇekladacˇ
Referencˇn´ım prˇekladacˇem byl v tomto experimentu GNU Compiler Collection ve verzi 4.1.2-
33, doda´vany´ v RPM bal´ıcˇku distribuce Fedora gcc-4.1.2-33.fc8.rpm.
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Prostrˇed´ı
• Procesor: AMD Athlon(tm) 64 Processor 3800+
• Operacˇn´ı syste´m: Fedora 8
• Ja´dro: Linux 2.6.24.4-64.fc8 #1 SMP i686 athlon i386 GNU/Linux
• Linker: GNU ld verze 2.17.50.0.18-1 20070731
• Knihovna C: glibc-2.7-2
5.8.2 Spitter
Vy´sledky uva´d´ı tabulka 5.8. Toto testova´n´ı objevilo jednu chybu typu ICE-on-valid, ktera´
byla prˇ´ıtomna´ v obou prˇekladacˇ´ıch a projevovala se jen s vypnuty´mi optimalizacemi. Po-
drobnosti jsou uvedeny v dodatku A.3. Tato chyba byla nalezena prˇi zbeˇzˇne´m procha´zen´ı
logu selhany´ch prˇeklad˚u a prˇinesla na´pad na mozˇne´ rozsˇ´ıˇren´ı syste´mu pro zachyta´va´n´ı
a hla´sˇen´ı teˇchto prˇ´ıpad˚u jako anoma´lie. Falesˇne´ hla´sˇen´ı ma´ svuj p˚uvod ve vlastnosti ja-
zyka C, kdy nen´ı urcˇeno v jake´m porˇad´ı jsou vyhodnocova´ny jednotlive´ cˇa´sti vy´razu. Obeˇ
anoma´lie obsahovaly vy´raz, ve ktere´m je jedna funkce vola´na dvakra´t s r˚uzny´mi argumenty
a vy´sledkem je rozd´ılny´ vy´stup v prˇ´ıpadeˇ rozd´ılne´ho porˇad´ı vola´n´ı funkce.
5.8.3 Randprog
Vy´sledky uva´d´ı tabulka 5.9. Objevena byla jedna chyba typu ICE-on-invalid (popsa´na
v dodatku A.4) v prˇ´ıpadeˇ, zˇe byly vypnute´ optimalizace. Anoma´lie vy´stupu nebyly analy-
zova´ny vzhledem k velikosti prˇ´ıpad˚u, ktere´ selhaly. Ve vsˇech prˇ´ıpadech se jednalo o na´hodne´
programy s v´ıce nezˇ 4000 rˇa´dky a v´ıce nezˇ dvaceti funkcemi.
5.8.4 fuzz
Nebyla nalezena zˇa´dna´ chyba. Vy´sledky uva´d´ı tabulka 5.10.
5.8.5 Zhodnocen´ı experimentu
Tento experiment uka´zal na nedokonalost syste´mu v prˇ´ıpadeˇ, zˇe prˇeklad nestandardneˇ
(ICE) selzˇe u obou prˇekladacˇ˚u. Takovy´ prˇ´ıpad je zarˇazen jako Selha´n´ı prˇekladu a mu˚zˇe
tak by´t prˇehle´dnuty´, pokud jsou analyzova´ny jen anoma´lie. Toto by meˇlo by´t v budouc-
nosti osˇetrˇeno le´pe. Nalezeny byly dveˇ chyby, cozˇ je nizˇsˇ´ı vy´sledek, nezˇ se ocˇeka´valo u HEAD
veˇtve projektu.
34
Tabulka 5.8: GCC 4.1.2 vs. GCC 4.4.0, Spitter
Testy -O0 -O2
Celkem 2500 2500
OK 2476 2370
Anoma´lie prˇekladu 0 0
Anoma´lie ukoncˇen´ı 0 0
Anoma´lie vy´stupu 2 0
Selha´n´ı prˇekladu 13 13
Ignorovane´ vy´sledky 9 117
Pocˇet skutecˇny´ch chyb 1 0
Pocˇet falesˇny´ch chyb 1 0
Tabulka 5.9: GCC 4.1.2 vs. GCC 4.4.0, Randprog
Testy -O0 -O2
Celkem 2500 2500
OK 2249 2234
Anoma´lie prˇekladu 1 0
Anoma´lie ukoncˇen´ı 250 261
Anoma´lie vy´stupu 0 5
Selha´n´ı prˇekladu 0 0
Ignorovane´ vy´sledky 0 0
Pocˇet skutecˇny´ch chyb 1 0
Pocˇet falesˇny´ch chyb 0 0
Tabulka 5.10: GCC 4.1.2 vs. GCC 4.4.0, fuzz
Testy -O0 -O2
Celkem 2500 2500
OK 0 0
Selha´n´ı prˇekladu 2500 2500
Ignorovane´ vy´sledky 0 0
Pocˇet skutecˇny´ch chyb 0 0
Pocˇet falesˇny´ch chyb 0 0
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Kapitola 6
Za´veˇr
V za´veˇru jsou zhodnoceny dosazˇene´ vy´sledky a take´ nast´ıneˇn dalˇs´ı mozˇny´ vy´voj projektu.
6.1 Zhodnocen´ı vy´sledk˚u
V te´to pra´ci byla popsa´na problematika chyb v prˇekladacˇich, se zameˇrˇen´ım na typicke´ pro-
blemy s nimi spojene´. Byl navrzˇen prˇ´ıstup k testova´n´ı prˇekladacˇ˚u pomoc´ı automatizace
metody fuzz testing. Podle tohoto prˇ´ıstupu byl implementova´n prototyp syste´mu pro tes-
tova´n´ı prˇekladacˇ˚u, se ktery´m byly provedeny experimenty na trˇech rozsˇ´ıˇreny´ch prˇekladacˇ´ıch
v r˚uzny´ch verz´ıch. Ve dvou ze trˇ´ı takto testovany´ch prˇekladacˇ˚u byly beˇhem experiment˚u
nalezeny chyby. Na´sleduje zhodnocen´ı jednotlivy´ch cˇa´st´ı projektu.
6.1.1 Genera´tory na´hodne´ho ko´du
Byly prostudova´ny mozˇnosti sestrojen´ı genera´toru na´hodny´ch veˇt platne´ho ko´du v jazyce
C. Jeden genera´tor byl implementova´n autorem te´to pra´ce, a pro lepsˇ´ı zhodnocen´ı byly
provedeny experimenty s genera´torem ko´du jine´ho autora.
Spitter
Genera´tor implementovany´ jako soucˇa´st te´to pra´ce. Podarˇilo se dosa´hnout relativneˇ slusˇne´
u´rovneˇ pouzˇitelnosti generovany´ch veˇt pro testova´n´ı. Generovane´ veˇty byly rychle prˇelozˇitel-
ne´ a take´ s n´ızky´m trva´n´ım beˇhu. Avsˇak byly take´ zjiˇsteˇny chyby a proble´my, ktere´ s sebou
nese zvolene´ rˇesˇen´ı. V pr˚ubeˇhu experiment˚u se vyskytovaly dva veˇtsˇ´ı proble´my, ktere´ byly
zdrojem falesˇny´ch chybovy´ch hla´sˇen´ı:
• Nedefinovane´ porˇad´ı vyhodnocova´n´ı podvy´raz˚u v jednom vy´razu. V prˇ´ıpadeˇ, zˇe byla
naprˇ. jedna funkce vola´na v jednom vy´razu v´ıcekra´t s r˚uzny´mi parametry, pak se
vy´stup programu liˇsil v prˇ´ıpadeˇ, zˇe prˇekladacˇe zvolily odliˇsne´ porˇad´ı vyhodnocen´ı
vy´raz˚u.
• Prˇ´ıliˇs vysoke´ hodnoty konstant a vy´sledk˚u vy´raz˚u. Zejme´na prˇi operac´ıch s velmi
vysoky´mi cˇ´ısly typu float cˇi double, ktere´ ztra´cej´ı prˇesnost, se vyskytovaly proble´my
s odliˇsny´m vy´stupem.
Genera´tor take´ doka´zal produkovat jen velmi omezenou podmnozˇinu jazyka C.
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Randprog
Tento genera´tor vol´ı jiny´ prˇ´ıstup k vy´pisu vy´stupu generovany´ch programu˚. Vy´stup je pouze
jeden, a jsou do neˇj promı´tnuty vsˇechny operace provedene´ prˇi beˇhu programu. Tento prˇ´ıstup
s sebou nese znacˇne´ obt´ızˇe prˇi zjiˇst’ova´n´ı mı´sta, kde dosˇlo k chybeˇ. Vy´razne´ jsou zvla´sˇteˇ
v kombinaci s druhou vlastnost´ı genera´toru, kterou je cˇasto velmi dlouhy´ vygenerovany´
program – cˇasto v rˇa´du tis´ıc˚u azˇ desetitis´ıc˚u rˇa´dk˚u, obsahuj´ıc´ıch mnoho dlouhy´ch cykl˚u a
rekurzivn´ıch vola´n´ı. Programy maj´ı velmi dlouhou dobu beˇhu, cozˇ neguje za´sadn´ı vy´hodu
testovac´ı metody – mozˇnost testovat velke´ mnozˇstv´ı prˇ´ıpad˚u za kra´tky´ cˇas. Vy´hodou Rand-
progu bylo, zˇe neprodukoval neplatny´ ko´d. Fakt, zˇe j´ım vytvorˇene´ programy se velmi sˇpatneˇ
analyzuj´ı, ale zabra´nil nalezen´ı mozˇny´ch chyb v programech, cozˇ velmi snizˇuje mozˇnost jeho
pouzˇit´ı pro tuto metodu testova´n´ı.
6.1.2 Syste´m pro testova´n´ı
Cely´ syste´m fungoval pomeˇrneˇ spolehliveˇ. S jeho pomoc´ı bylo nalezeno neˇkolik chyb v
prˇekladacˇ´ıch. Vy´hodou bylo snadne´ pouzˇit´ı r˚uzny´ch genera´tor˚u testovac´ıch prˇ´ıpad˚u. Poneˇkud
nepohodlna´ je pra´ce s nalezeny´mi anoma´liemi, kdy je trˇeba rucˇneˇ analyzovat vytvorˇeny´
zdrojovy´ ko´d a hledat mı´sto, kde se chyba vytva´rˇ´ı. Je to take´ pracne´ a zdlouhave´ v prˇ´ıpadeˇ
veˇtsˇ´ıho mnozˇstv´ı anoma´li´ı, ktere´ jsou na´sledkem jedine´ chyby. Syste´m by take´ mohl le´pe
zvla´dat situace, kdy dojde k ukoncˇen´ı programu na´silneˇ z d˚uvodu cˇasove´ho limitu, nebo
dorucˇen´ım neˇktere´ho ze signa´l˚u zp˚usobuj´ıc´ıch ukoncˇen´ı programu.
6.2 Zhodnocen´ı pouzˇitelnosti metody
V te´to pra´ci byla zkouma´na pouzˇitelnost metody fuzz testing k testova´n´ı prˇekladacˇ˚u.
Bylo dosazˇeno pozitivn´ıch vy´sledk˚u, ale negativem z˚usta´va´ obt´ızˇna´ analy´za samotne´ho
selha´vaj´ıc´ıho testovac´ıho prˇ´ıpadu. Ve srovna´n´ı se staticky´mi metodami take´ tato dyna-
micka´ metoda produkuje velke´ mnozˇstv´ı falesˇny´ch upozorneˇn´ı. Neprˇ´ıjemny´ je take´ fakt, zˇe
jedna chyba mu˚zˇe zp˚usobit velke´ mnozˇstv´ı selha´n´ı, a v takove´m mnozˇstv´ı se obt´ızˇneˇ hledaj´ı
jine´ chyby. V prˇ´ıpadeˇ, zˇe by tyto proble´my byly odstraneˇny, pak je dle na´zoru autora tuto
metodu mozˇne´ pouzˇ´ıt k u´speˇsˇne´mu a snazsˇ´ımu testova´n´ı prˇekladacˇ˚u.
6.3 Dalˇs´ı vy´voj
Pro syste´m byl zalozˇen projekt, umı´steˇny´ na http://code.googlecode.com/p/fucc/, kde bude
pokracˇovat jeho vy´voj. Z te´to pra´ce vyply´va´ pomeˇrneˇ jednoznacˇny´ postup pro dalˇs´ı vy´voj
projektu. Je potrˇeba se zameˇrˇit zejme´na na genera´tor, kde je nutne´ opravit chyby, ktere´
zp˚usobuj´ı generova´n´ı neplatne´ho nebo nedeterministicke´ho ko´du. Bylo by take´ dobre´ zveˇtsˇit
podmnozˇinu jazyka C, kterou Spitter doka´zˇe generovat. Da´le je nutne´ refaktorovat nebo
rozdeˇlit trˇ´ıdu Director genera´toru, je prˇ´ıliˇs rozsa´hla´ a neprˇehledna´. V neposledn´ı rˇadeˇ je
take´ trˇeba poskytnout programu mozˇnost konfigurac´ı a veˇtsˇ´ı robustnost. Velky´m prˇ´ınosem
by take´ bylo zhotoven´ı jednoduche´ho uzˇivatelske´ho rozhran´ı, ktere´ by zjednodusˇilo pouzˇit´ı
syste´mu. Pro analy´zu by byl velmi prˇ´ınosny´ na´stroj, ktery´ by doka´zal z prˇedlozˇene´ho zdro-
jove´ho ko´du odstranit vsˇechno, co neovlivn´ı vy´stup programu.
V dlouhodobe´m horizontu by mohlo by´t zaj´ımave´ zameˇrˇen´ı na Director, ktery´ byl me´neˇ
va´za´n na konkre´tn´ı jazyk.
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Dodatek A
Nalezene´ chyby
V te´to cˇa´sti jsou uvedeny chyby v prˇekladacˇ´ıch, nalezene´ ve fa´zi testova´n´ı vytvorˇene´ho
syste´mu. Jedna´ se o rucˇneˇ vyextrahovane´ testovac´ı prˇ´ıpady, ktere´ jsou upraveny tak, aby
obsahovaly co nejmensˇ´ı mnozˇstv´ı ko´du potrˇebne´ho pro demonstraci defektu.
A.1 Chyba 1
Umı´steˇn´ı chyby GCC 4.1.2-33 se zapnuty´mi optimalizacemi
Typ chyby wrong-code
Zdrojovy´ ko´d a reprodukce
$ cat tc1052.c
#include <limits.h>
int main(){
long var = 0x19DF1618;
printf("var: %i\n", var);
printf("var*var: %i\n", var*var);
printf("(var*var) << var: %i\n", (var*var) << var);
printf("LONG_MAX: %i\n", LONG_MAX);
return 0;
}
$ gcc -O3 tc1052.c ; ./a.out
var: 434050584
var*var: 800596544
(var*var) << var: 0
LONG_MAX: 2147483647
Prˇedpokla´dane´ chova´n´ı
$ gcc -O3 tc1052.c ; ./a.out
var: 434050584
var*var: 800596544
(var*var) << var: 1073741824
LONG_MAX: 2147483647
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A.2 Chyba 2
Umı´steˇn´ı chyby GCC 4.1.2-33 se zapnuty´mi optimalizacemi
Typ chyby wrong-code
Zdrojovy´ ko´d a reprodukce
$ cat tc661.c
int main (int argc, void *argv[])
{
unsigned long l_40452115 = 0x027F1A57;
printf ("l_40452115: %i\n", l_40452115);
printf ("l_40452115 >> l_40452115: %i\n", l_40452115 >> l_40452115);
return 0;
}
$ gcc -O3 tc661.c ; ./a.out
l_40452115: 41884247
l_40452115 >> l_40452115: 0
Prˇedpokla´dane´ chova´n´ı
$ gcc -O3 tc661.c ; ./a.out
l_40452115: 41884247
l_40452115 >> l_40452115: 4
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A.3 Chyba 3
Umı´steˇn´ı chyby GCC 4.1.2-33, a GCC 4.4.0, s vypnuty´mi optimalizacemi
Typ chyby ICE-on-valid
Zdrojovy´ ko´d a reprodukce
$ cat tc250.c
int main(){
float c2 = 1.0;
if ( ! ! c2 * 07ll == 0 ){
printf("BOGUS!\n");
}
else{
printf("PASS\n");
}
}
$ gcc tc250.c && ./a.out
tc250.c: In function ‘main’:
tc250.c:11: internal compiler error: in simplify_subreg, at simplify-rtx.c:3818
Prˇedpokla´dane´ chova´n´ı
$ gcc tc250.c && ./a.out
PASS
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A.4 Chyba 4
Umı´steˇn´ı chyby GCC 4.4.0, s vypnuty´mi optimalizacemi
Typ chyby ICE-on-invalid
Zdrojovy´ ko´d a reprodukce
$ cat tc1047.c
func_86234633 (unsigned long p_27126309)
{
unsigned char l_20121738 = 0xF9;
if ((l_20121738 >> 0x97B05850))
{
}
}
$ gcc tc1047.c -O0 -c
tc1047.c: In function ‘func_86234633’:
tc1047.c:4: warning: right shift count >= width of type
tc1047.c:7: error: unrecognizable insn:
(insn 6 5 7 3 tc1047.c:4 (set (reg:QI 60)
(const_int -1750050736 [0x97b05850])) -1 (nil))
tc1047.c:7: internal compiler error: in extract_insn, at recog.c:1983
Prˇedpokla´dane´ chova´n´ı
$ gcc tc1047.c -O0 -c
tc1047.c: In function ‘func_86234633’:
tc1047.c:4: warning: right shift count >= width of type
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A.5 Chyba 5
Umı´steˇn´ı chyby TCC 0.9.24
Typ chyby accepts-invalid
Zdrojovy´ ko´d a reprodukce
$ cat aaa.c
int aaa(int P, long P, short P, double P){
int a = P;
}
$ tcc aaa.c -c && echo PASS || echo FAIL
PASS
Prˇedpokla´dane´ chova´n´ı
$ tcc aaa.c -c && echo PASS || echo FAIL
FAIL
42
A.6 Chyba 6
Umı´steˇn´ı chyby TCC 0.9.24
Typ chyby wrong-code
Zdrojovy´ ko´d a reprodukce
$ cat 1536.c
int main (int argc, char *argv[]) {
int m1D = ’K’;
double FT = 61.11;
long ct = 0xB466;
if ( (3795ll) % (long long)(FT) - FT > (long long)(L’\xaD’ + ct ) % (int)m1D){
printf ("NONE");
return 1;
}
return 0;
}
$ tcc 1536.c
$ ./a.out && echo PASS
Neopra´vneˇny´ prˇı´stup do pameˇti (SIGSEGV)
Prˇedpokla´dane´ chova´n´ı
$ tcc 1536.c
$ ./a.out && echo PASS
PASS
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A.7 Chyba 7
Umı´steˇn´ı chyby TCC 0.9.24
Typ chyby wrong-code
Zdrojovy´ ko´d a reprodukce
$ cat 16.c
long long P4 = 1;
int main (int argc, char *argv[])
{
unsigned long long aaa = ((((long long)(0007Lu)) % ((long long)(0x81)))+P4);
unsigned long long bbb = (17l);
printf("aaa: %i\n", aaa);
printf("bbb: %i\n", bbb);
if (aaa >= bbb)
printf ("--- This is under aaa >= bbb block from variables \n");
}
$ tcc 16.c; ./a.out
aaa: 8
bbb: 17
--- This is under (aaa >= bbb) block from variables
Prˇedpokla´dane´ chova´n´ı
$ tcc 16.c; ./a.out
aaa: 8
bbb: 17
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A.8 Chyba 8
Umı´steˇn´ı chyby TCC 0.9.24
Typ chyby wrong-code
Zdrojovy´ ko´d a reprodukce
$ cat 16.c
unsigned int B (short K)
{
K = (2 + ’U’);
printf("K397L5: %i\n", K);
if ((K - K) <= K)
printf ("THIS IS IN ((%i-%i) <= %i BLOCK\n", K, K, K);
else
printf ("THIS IS IN ((%i-%i) <= %i ELSE BLOCK\n", K, K, K);
return L’g’ + ((((long long) (L’~’)) % ((long long) (L’\?’ + (’g’)))));
};
int
main (int argc, char *argv[])
{
B (L’\v’-2979u);
}
$ tcc 232.c; ./a.out
K397L5: 87
THIS IS IN ((87-87) <= 87 ELSE BLOCK
Prˇedpokla´dane´ chova´n´ı
$ tcc 232.c; ./a.out
K397L5: 87
THIS IS IN ((87-87) <= 87 BLOCK
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A.9 Chyba 9
Umı´steˇn´ı chyby TCC 0.9.24
Typ chyby wrong-code
Zdrojovy´ ko´d a reprodukce
$ cat try.c
double a =1;
int main(){
printf("%f\n",a);
return 0;
}
$ cat try2.c
long long Q = 1;
int main (int argc, char *argv[])
{
printf("Global long long Q: %llu\n", Q);
}
$ tcc try.c; ./a.out
0.000000
$ tcc try2.c; ./aout
Global long long Q: 629445874048565249
Prˇedpokla´dane´ chova´n´ı
$ tcc try.c; ./a.out
1.000000
$ tcc try2.c; ./aout
Global long long Q: 1
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A.10 Chyba 10
Umı´steˇn´ı chyby TCC 0.9.24
Typ chyby wrong-code
Zdrojovy´ ko´d a reprodukce
$ cat tc551.c
long long D = 1;
int main(int argc, char *argv[]){
printf("LEFT : %u\n", (D));
printf("RIGHT: %u\n", (’+’ - 0l) + ’;’ - D + 0234620 );
if ( (D) <= (’+’ - 0l) + ’;’ - D + 0234620 ){
printf("PASS - WE ARE IN (LEFT <= RIGHT) IF BLOCK\n");
}
}
$ tcc tc551.c; ./a.out
LEFT : 1
RIGHT: 80373
Prˇedpokla´dane´ chova´n´ı
LEFT : 1
RIGHT: 80373
PASS - WE ARE IN (LEFT <= RIGHT) IF BLOCK
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