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1. Introduction 
Let X be a real or complex (B)-space with elements I having norm 
11111, and E(X) the (B)-algebra of endomorphisms of X. If T E E(X), 
IITII denotes the norm of T. 
The set of operators {T(t); t;;. O} in E(X) is called a one-parameter 
semi-group of class (Co) on X (briefly: {T(t)} E (Co) on X), if 
(i) T(t) E E(X) for each t E [0, =), T(O) = I (identity); 
(ii) T(t+s)=T(t) T(s) for t, s E [0, =); 
(iii) lim IIT(t)1 - III = 0 for all lEX. 
t_o+ 
Under these hypotheses T(t)1 is a strongly continuous vector-valued 
function defined on O<;t<= to the (B)-space X for each I EX, and 
the norm ofT(t) is uniformly bounded in every finite interval O<;t<;to( <=). 
The infinitesimal generator A of {T(t)} E (Co) is defined as the limit in 
norm as t --+ 0+ of 
1 
At! == - [T(t) - I] I t 
whenever it exists. A is a linear (in general unbounded) closed operator, 
and its domain of definition D(A) is dense in X. If IE D(A), so does 
T(t)1 for each t;;.O and 
iT(t) I=AT(t) I = T(t) AI, 
and as a consequence 
t 
T(t)/- 1= S T(-r) AI d-r. 
o 
More generally, D(An) denotes for n integral;;. 1 the space of I E D(A) 
such that AI ED(A), ... , An-II ED(A) (Ao=I). If I ED(An), then 
dn dtn T(t)f=AnT(t) I=T(t) Ani (t ;> 0), 
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and 
n-l ti 1 t 
T(t)/- ~ ~ Ail= , S (t-r)n-l T(-r:) Ani dr. i~Ot. (n-l). 0 
For proofs of these statements see for instance E. Hille and R. S. 
PHILLIPS [14, Ch. X]. 
In the theory of approximation the notion of a saturation class 
connected with a process of summability has been introduced in general 
by J. FAVARD [12]. In 1956-57 P. L. BUTZER [4, 5] has studied these 
problems of saturation in semi-group theory. The main result of the 
cited papers of P. L. Butzer will be stated in the following theorem. 
Theorem 1.1. Let {T(t)} E (Co) on X. 
(a) Let 10, go be two fixed elements in X such that 
lim inf IIAftlo-goll =0. 
h-O+ 
Then 10 E D(A) and Alo=go. In case go=() (zero element 01 X) we have 
Alo=(), i.e. T(t)/o=/o lor each t>O. 
(b) For all IE D(A) one has 
IIAtll1 <; sup {IIT(r)ll} IIA/II· 
O~T~t 
(c) II X is reflexive and 10 E X such that 
lim inf II Aftloll < (Xl, 
h~O+ 
then 10 E D(A). 
In the theory of approximation these statements mean: For reflexive 
(B)-spaces X the semi-group {T(t)} E (Co) on X is said to be saturated 
with order O(t) (t -+ 0 +), and the saturation class is the set of all 
elements I belonging to D(A). 
The parts (a) and (b) of the above theorem go back to E. HILLE 
[14, Ch. X]. Furthermore, it must be remarked that the theorem has 
been proven for a more general class of semi-group operators, and that 
K. DE LEEUW [15] has considered approximation by adjoint semi-groups 
so as to give results for part (c) in the case of non-reflexive (B)-spaces. 
In 1960 P. L. BUTZER and H. G. TILLMANN [10, 11] have introduced 
the n-th Taylor-operator Bn (n integral > 1): 
If IE D(An-l) and 
n! [ n-l t i 'J Btnl == n T(t) - .~ -=r A~ I 
t • ~O ~. 
converges in norm as t -+ 0 +, then we denote the limit by Bnl. Here, 
D(Bn) is the domain of definition. Clearly, Bl=A, and if IE D(An) then 
IE D(Bn) and Bnl=Anl. 
For the n-th Taylor-operator the following theorem holds. 
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Theorem 1.2. Let {T(t)} E (00) on X. 
(a') Let 10 be a fixed element 01 D(An-l) (n integral;> 1) and go EX. II 
lim inf II Bhnlo-goll =0, 
h-->-O+ 
then 10 E D(An) and Anlo=go. In case go=() we have Anlo=(), i.e. 
lor each t;>O. 
(b') For all IE D(An) one has 
II Btn/ll <: sup {IIT(r)ll} IIAn/l1 . 
O<'l'~t 
(c') II X is reflexive and 10 E D(An-l) such that 
lim inf II Bhnloll <00, 
h-->-O+ 
then 10 E D(An). 
For n= 1 we have Theorem 1.1. It remains to be mentioned that 
P. L. Butzer and H. G. Tillmann have proven this theorem again for a 
more general class of semi-groups. 
The purpose of this paper is to study problems of the above type for 
the n-th Peano-operator pn and the n-th Riemann-operator On (n integral 
;> 1) for semi-groups of class (00) on (B)-spaces, which will be defined 
as follows: 
Let {T(t)} E (00) on X. If I E X such that there exist elements 
gi EX (i=l, 2, ... , n-l) and 
converges in norm as t -+ 0+, then we say IE D(pn) and denote the 
limit by pnl. By definition, Pl=A. 
The n-th Riemann-operator On is defined as the limit in norm of 
(t-+O+) 
whenever it exists. The domain of definition is denoted by D(On); 
again Ol=A. 
In Section 2 we will prove theorems for the n-th Peano-operator and 
the n-th Riemann-operator corresponding to those of P. L. Butzer and 
H. G. Tillmann for the n-th Taylor-operator (Theorem 1.2). The main 
theorem however will be on the Riemann-operator, which is the most 
general theorem in this paper and will include the others. There we will 
also consider the connections between the four operators An, Bn, pn and 
On defined above. In the remaining two sections we discuss two special 
500 
semi-groups on function spaces. So in Section 3 on the semi-group of 
right translations on the Lebesgue spaces Lp(O, =), !,;:;;p<=; we will 
give theorems of equivalence for the n-th ordinary derivative and the 
n-th Taylor, Peano and Riemann-derivatives. In Section 4, finally, we 
will prove approximation theorems for the singular integral of Abel-
Poisson on the spaces Lp( - n, n), 1 <p < =. 
I must express my thanks to Professor P. L. Butzer who drew my 
attention to these problems; moreover I must thank him and Mr. R. J. 
Nessel for so many fruitful discussions. 
2. Approximation theorems for the n-th Peano-operator and the n-th 
Riemann-operator 
By the definition of the n-th Taylor-operator Bn we have seen that 
D(An) C D(Bn) 
and that Bnf=Anf for all f E D(An). On the other hand, Theorem 1.2 
part (a') shows that D(Bn) C D(An) and so 
D(An)=D(Bn). 
Now, let f E D(Bn). If we put (Ji=Aif (i= 1,2, ... , n-1) then (just by 
definition) we have fED(pn) and pnf=Bnf. Consequently 
D(Bn) C D(pn). 
In the following theorem we will see again that equality holds for each 
fixed n;;;. 1. But first we will prove 
Proposition 2.1. Let f E D(pn). Then f E D(Pk) (k= 1,2, ... , n-1) 
and Pkf = (Jk. For k=l one has (Jl=Af. 
Proof. For k=n-1 
which converges to zero as t --+ 0 +. Applying this argument successively 
we have the proof of the proposition. 
Theorem 2.1. Suppose {T(t)} E (00) on X. 
(a") Let fo, (Ji (i= 1,2, ... , n) be fixed elements in X such that 
(2.1) li n! [ n-l hi ] II lim inf h~ T(h) fo - fo - .~ ~ (Ji - (In = O. 
h-+O+ .~l ~. 
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Then 10 E D(An) and Aklo=gk (k= 1,2, ... , n). In case gn=() we have 
Anlo=(), i.e. lor all t>O 
n-l ti. n-l ti 
T(t)/o= .L 7j A~/o=/o+ .L 7jgi. 
i~O~· i~l ~. 
(b") For each IE D(An) one has with gi=Ail (i= 1,2, ... , n-l) 
(2.2) II~ [T(t)/-I- ~~: ~giJ II '\!~~t{IIT(.)II} IIAnlll· 
(c") II X is reflexive and 10, gi (i= 1,2, ... , n-l) belong to X such that 
(2.3) lim inf\\ hn~ [T(h) 10- 10- ~f ~ giJ II < cx>, 
h->- 0+ • ~l to 
then 10 E D(An). 
Proof. We will prove this theorem with the aid of Theorem 1.2. 
Regarding (a"), as in the proof of the foregoing proposition one can show 
that relation (2.1) implies 
lim inf\\hk~[T(h)/o-/o- ~f ~:giJ -gkll =0 
h->-O+ .~l ~. 
for each k= 1,2, ... , n-1. Theorem 1.2 part (a') applies for k= 1 and 
we see that 10 E D(A) and AI=gl. Now, for k=2 part (a') of Theorem 1.2 
yields that IE D(A2) and A 2/=g2. Proceeding successively, this proves 
part (a"). 
The inequality (2.2) of part (b") is an immediate consequence of part 
(b') of Theorem 1.2. 
In case (c") we have by relation (2.3) that 
\\ (n-l)'[ n-2 hi J II lim inf hn-1 · T(h) 10 - 10 - . .L ~ gi - gn-l = 0 
h->-O+ .~l ~. 
and so by (a") 10 E D(An-l) and Aklo=gk (k= 1,2, ... , n-l), which reduces 
part (c") to part (c') of Theorem 1.2. 
A simple consequence of Theorem 2.1 part (a") is that D(pn) C D(An) 
and thus 
But before beginning with a detailed discussion of this theorem we will 
first investigate these questions for the n-th Riemann-operator On. 
The definition of the n-th Riemann-operator On is the most general 
relative to that of An, of the n-th Taylor and the n-th Peano-operator. 
This will be proven, if one can show that D(pn) C D(On) for each n> 1. 
Indeed, let IE D(pn), then by definition there exist elements gi EX 
(i= 1,2, ... , n-l) such that 
n' [ n-l ti ] t~ T(t)/-I- i~l ijgi 
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converges in norm to pnl as t --+ 0 +. By the identities 
(2.4) ) 
[I-T(t)]n= .I (-l)1(~)[T(jt)-I] (n=1,2, ... ) 
'~1 ] 
11 (n) {O, k=1,2, ... ,n-1 L (-1)1 . jk = 
i=1 ] (-l)nn!,k=n (n=1,2, ... ) 
we have 
[T(t)-I]n I-pnl= (-l)n I (-l)j(~)jn{ ~! [T(jt)/-I-
tn n! i~1 ] (]t)n 
11-1 (jt)i ] } 
- .L -.-, gi _Pnl· 
• ~1 ~. 
Thus, the limit in norm as t --+ 0+ of Otnl exists and is equal to pnl and so 
(2.5) 
for each n;;> 1 and Onl = pnl. 
Now we will come to the main theorem of this paper, which proves 
among others that even in this case equality holds in (2.5) instead of 
the inclusion relation. 
Theorem 2.2. Suppose {T(t)} E (00) on X. 
(a"') Let 10, go be fixed elements in X such that 
(2.6) lim inf Il0hn/o-goll =0. 
h->-O+ 
Then 10 E D(An) and An/o=go. In case go=(), An/o= (), i.e. lor all t;;> 0 
11-1 ti 
T(t)fo= L ~ Ailo . 
• ~O ~. 
(b"') For each IE D(An) one has 
(2.7) II0tn/li <: sup {IIT(-r)II} IIAn/l1 . 
O<l'~nt 
(C"') II X is reflexive and 10 E X such that 
(2.8) lim inf II0hn/li < (Xl, 
h->-O+ 
then 10 E D(An). 
Before proving this theorem, we will begin with two lemmas. 
Lemma 2.1. Let {T(t)} E (00) on X. For each I E X we have 
~ ~~ ~ 
S T(-rn)d-rnS T(-rn-l) ... d-rd T(-rl) OKld-rl= 
o 0 0 
1 h h h 
= hn S T(-rn) d-rn S T(-rn-l) ... d-rd T(-rl)[T(tn) -I] . 
o 0 0 
. [T(tn-l)-I] ... [T(tl)-I] Id-rl (n=l, 2, ... ) 
with ti;;>O (i= 1,2, ... , n). 
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Proof. In case n= lone has Ohl=Ah and 
t1 1 tUn t1 S T(rl)Ahldrl=-hU T(rl)ldrl- S T(rl)ldrl] 
o h 0 
1 tun h 
= Ii [S T(rl) 1 drl - S T(rl) 1 drl] 
It 0 
1 h 
= Ii [ T(rl) [T(tl) - I] 1 drl. 
The remaining part of the proof follows by induction. 
Lemma 2.2. Let {T(t)} E (00) on X and let 10, go be two fixed elements 
01 X such that 
[T(tn)-I] [T(tn-I)-I] ... [T(t2)-I] [T(tl)-I]/o= 
tn tn -2 t1 
= S T(rn)drn S T(rn-I) ... dr2 S T(rl)gO drl (n= 1,2, ... ) 
o 0 0 
with t(;>O (i=l, 2, ... , n). Then 10 ED(An) and Anlo=go; consequently 
,,-1 ti 1 t 
T(t)/o-/o- i~l if. Ai/O= (n-1)![ (t-r)n-IT(r) go dr. 
Proof. We also prove this lemma by induction. For n= 1 the assertion 
follows immediately. Assume now that the statements are valid for n-l. 
t1 
Then, putting lo(h) = [T(tl) - 1]/0 and gO(tI) = S T(rl)go drb we have 
o 
10(tl) E D(A n-I) and A n-I/o(h) = gO(tl) for each tl;;;' ° and furthermore 
(2.9) 
One sees easily that the vector-valued functions Ai/(tI) (i=O, 1, ... , n-1) 
are strongly continuous on every finite interval 0.;;; tl';;; s. Indeed, 10(tl) 
and gO(tl) are strongly continuous on [0, s]. 
By Taylor's formula we have 
t 
[T(t)-I] An-3/0(t1)-tAn-2/0(t1) = S (t-r) T(r)go(tl) dr, 
o 
for each fI E [0, s] and each t> 0. Thus for t = 1 
It 1 
An-2/0(fI) = [T(tl)-I]An-3/0(1)- S T(rl) drl S go(r) dr. 
o 0 
But the right-hand side of the equality is strongly continuous on [0, s]. 
Applying this argument successively, one has the assertion for all 
Ai/o(h) (i=O, 1, ... , n-1). 
Now integration of the two sides of the above equality (2.9) relative 
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to tl over [0, 8] followed by division by t gives 
1 8 1 t T(t)-1 
-S [T(t)-I]/o(tl)dtl=-ST(tl) [T(8)-I]ldtl-8 t I 
to  0 
8 n-2 ti - l 8 
= f A/o(tl) dtl + L -.-, f Ai/O(lI) dh + 
o i ~2 ~. 0 
lIt 8 
+ --( 2)' f (t-r)n-2T(r) dr f gO(tl) dtl. 
t n- . 0 0 
Thus, taking the limit in norm as t ---J>- 0 + 
T(t) -I 8 [T(8)-I] 1-8 lim t 1= f A/o(fI) dtl, 
t-o+ 0 
i.e. IE D(A) and by induction Anlo=go, which proves the lemma. 
Proof of Theorem 2.2. 
(aliI): If the relation (2.6) holds, then there exists a sequence {hi}' hi ---J>- 0 
for i ---J>- 00, such that IIC~Jo-goll ---J>- o. Now Lemma 2.1 implies that 
1 ~ ~ ~ 
hn f T(rn) drn f T(rn-l) ... dr2 f T(rl) [T(tn) -I] ... 
i 0 0 0 
tn tn-l tl 
... [T(tl) -I] 10 drl - f T(rn) drn f T(rn-l) ... dr2 f T(rl)godrl 
o 0 0 
~ ~~ ~ 
= f T(rn) drn f T(rn-l) ... dr2 f T(rl) {C~Jo-go} drl. 
o 0 0 
As the right-hand member of the equality converges to () in norm for 
i ---J>- 00, we have 
~ ~~ ~ 
[T(tn)-I] ... [T(tl)-I]/o= f T(rn) drn f T(rn-l) ... drl f T(rl)godrl, 
000 
and by Lemma 2.2 the assertion follows. If go={), the statement follows 
again by Lemma 2.2. 
(bill): The relation (2.7) is an immediate consequence of Lemma 2.2. 
(c"'): If the condition (2.8) holds, then there exists a sequence {hi}' hi ---J>- 0, 
such that IIC~! loll is bounded. In a reflexive (B)-space, bounded sets are 
weakly conditionally compact. Thus, there exists a subsequence h; ---J>- 0 
and an element go E X such that 
.lim I*(C~; 10) = t*(go) 
._00 
for each 1* E X* (the conjugate space of X). Furthermore, one can 
show that 
lim 1*(T(r) C~;fo) = t*(T(r)go) 
i_oo 
for each t* E X* and each r;;. O. 
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Applying Lemma 2.1 and Lebesgue's dominated convergence theorem, 
we obtain 
( tn tn-l tl ) 
=.limt* J T(Tn) dTn J T(Tn-1) .. , dTd T(T1) C~t fo dT1 
,-+00 0 0 0 
tn tn-l tl 
=lim J J ... J f*(T(Tn + Tn-1 + ... +T1) C~; fo) dTn dTn-l ... dT1 
i-+oo 0 0 0 
tn tn-l tl 
= J J ... J f*(T(Tn + Tn-1 + ... + T1) go) dTndTn-l ... dT1 
o 0 0 
for each f* E X*. A corollary of the theorem of Hahn-Banach gives 
tn tn-l tl 
[T(tn)-I] ... [T(h)-I]fo = J T(Tn) dTn J T(Tn-1) ... dT2 J T(T1)gOdTt, 
o 0 0 
which, together with Lemma 2.2, proves part (c lll ) of the theorem. 
Now we will compare the results of the theorems considered in this 
paper. A simple corollary is the following 
Corollary 2.l. Let {T(t)} E (Co) on X. For each integer n;;;. 1 we have 
D(An) =D(Bn) =D(pn) =D(Cn), 
and if f i8 an element of one of the four domain8 of definition then 
Anf=Bnf=pnf=Cnf· 
This corollary is an immediate consequence of parts (a) - (alii) of the 
theorems considered. Beyond this, these parts also give 
Corollary 2.2. Let {T(t)} E (Co) on X. For an element fo E X we have 
fo E D(An) with Anfo=(), i.e. for each t;;;. 0 
,,-1 ti . 
T(t) fo = L 7j A~ fo, 
i =0 ~. 
if and only if one of the following three condition8 i8 8ati8fied: 
(i) fo E D(A n-1) and 
II T(t) fo- ~~: ~ Ai fo II =o(tn) (t -+ 0+); 
(ii) there exi8t gi EX (i=l, 2, ... , n-l) 8uch that 
IIT(t)fo-fo- ~~: ~gi II =o(tn) (t-+O+); 
(iii) II [T(t) - l]nfoll = o(tn) (t -+ 0 + ) . 
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In approximation theory Corollary 2.2. is a so-called "0" -approximation 
theorem. It is more interesting however, to give one-to-one charac-
terizations of an element 10 E X for which the relation (i) - (iii) of this 
corollary are valid with an "0" -estimation instead of the "0" one. In 
the case of a reflexive (B)-space this problem will be solved by the following 
Corollary 2.3. Let X be reflexive and {T(t)} E (Co) on X. For an 
element 10 E X the lollowing 8tatement8 are equivalent: 
(i) 10ED(An); 
(ii) 10 E D(An-l) and 
II [T(t) - :~: ~ Ai] An-klo 1/ = O(tk) 
(any fixed k, l<;k<;n; t-+O+); 
(iii) 10ED(An-k) and there exi8t element8 gikEX(i=1,2, ... ,k-1) 
8uch that 
II k-l ti II T(t)An-k/o-An-k/o - i~ ngik =O(tk) 
(any fixed k,l<;k<;n;t-+O+); 
(iv) 10 E D(An-k) and 
II [T(t)-I]k An-k/oll =O(tk) 
(any fixed k, 1 <;k<;n; t -+ 0+). 
Proof. Let k be any fixed integer 1 <;k<;n. If 10 E D(An), then by 
Theorem 1.2 part (b') we have (ii). Now we put gik=An-k+i/o 
(i= 1,2, ... , k-1) and (iii) follows. By use of the relations (2.4), (iii) 
implies (iv). Finally, applying Theorem 2.2 part (e"') we have 10 E D(An), 
which proves the corollary. 
By Theorem 1.1 we have that the approximation of an element I EX 
by T(t)1 is in general at most of order O(t) (t -+ 0 + ). For if IIT(t)1 - III = o(t) 
(t-+O+), then IED(A) with AI=(), consequently T(t)/=1 for each 
t;;> 0, i.e. I is an invariant element under the semi-group. But we will 
obtain a better order of approximation than O(t) (t -+ 0 + ), if we introduce 
certain linear combinations of the semi-group operators. For the family 
of bounded linear operators {Tn(t)} defined by 
(2.10) Tn(t) = ;~l (-l)H (;) T(jt) (n integral;;> 1, fixed; 0 <; t < (0) 
we have the following approximation theorem. 
Theorem 2.3. Supp08e {T(t)} E (Co) on X. 
(i) For an element 10 E X the relation 
(t-+O+) 
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implies that 10 ED(An) and Anlo= (), i.e. Tn(t)/o=/o lor each t;;;.O. 
(ii) 11 I E D(An), then 
IITn(t)/-/11 <tn sup {IITer)ll} IIAnlll. 
O:s;,;-r:S;;nt 
(iii) 11 X is reflexive and 10 E X such that 
IITn(t)/o-1oII =O(tn) (t -')- 0+), 
then 10 E D(An). 
This theorem is an immediate consequence of Theorem 2.2 and solves 
the saturation problem for the operators {Tn(t)} on reflexive (B)-spaces. 
The method of using linear combinations of a summation process in 
approximation theory is already known in the literature. A famous 
example is the summation method of de La Vallee Poussin of a Fourier 
series. For another example, see the paper [6] of P. L. BUTZER, in which 
linear combinations of singular integrals are studied in connexion with 
the "direct theorems" on best approximation. 
Throughout this paper we have studied only saturation problems for 
semi-groups on (B)-spaces. For non-saturation problems, e.g. for one-to-one 
characterizations of elements I E X such that 
IIT(t)/-/11 =O(t"') (O<~<l; t-')-O+), 
we refer to the papers [1, 2] of P. L. BUTZER and the author, in which 
in particular the singular integral of Abel-Poisson was studied (see also 
Section 4). 
In the following two sections we will apply these results for some 
particular semi-groups on function spaces. 
3. Translations in Lebesgue spaces 
The basic space is X = Lp(O, (0), 1 <p < 00, with elements I having norm 
00 
11/11p= { S I/(x)lp dx}lIP • 
o 
Obviously the space Lp(O, oo) is a (B)-space and in case l<p<oo it 
is reflexive. 
We define 
[T(t)f](x) = I(x + t) (t;;;. 0). 
The translation operators {T(t)} form a semi-group of class (00) on 
Lp(O, (0) with IIT(t)11 = 1 and 
D(A)=UI/(x) is absolutely continuous and f'ELp (0,00)]. 
For proofs of these statements see e.g. E. Hille and R. S. Phillips 
[14, Ch. XIX]. 
Applying the results of the foregoing section we have the following 
theorems. 
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Theorem 3.1. Let f E Lp(O, (0), 1 <p<oo, and n be an integer> 1. 
The following four statements are equivalent: 
(i) f(i)(x) (i=O, 1, ... , n-1) are absolutely continuous functions ~n 
Lp(O, (0) and f(n) E Lp(O, (0); 
(ii) f(i)(x) (i=O, 1, ... , n-2) are absolutely continuous functions ~n 
Lp(O, (0), f(n-l) E Lp(O, (0) and 
n'[ n-1ti ] t~ f(x+t)- i~onf(i)(x) 
converges in Lp-norm as t --'r ° + ; 
(iii) there are elements gi E Lp(O, (0) (i= 1,2, ... , n-1) such that 
converges in Lp-norm as t --'r ° + ; 
(iv) 
converges in Lp-norm as t --'r ° + . 
Theorem 3.2. Let n be a fixed integer> 1. The function f(x) E Lp (0, (0), 
1 <p < 00, is equal to zero almost everywhere if and only if 
(i) f(t)(x) (i=O, 1, ... , n-2) are absolutely continuous functions in 
Lp(O, (0), f(n-l) E Lp(O, (0) and 
IIf(.+t)- ~~:~f(i)(·)lt)= o(tn) (t--'rO+), or 
(ii) there are functions gi(X) (i= 1,2, ... , n-1) in Lp(O, (0) such that 
(t --'r 0+), or / 
(iii) (t --'r 0+ ). 
Theorem 3.3. Let fELp(O,oo), l<p<oo, and n integral >1. 
The following four conditions are equivalent: 
(i) f(i)(x) (i=O, 1, ... , n-1) are absolutely continuous functions ~n 
Lp(O, (0) and f(n) ELp(O, (0); 
(ii) f(i)(X) (i=O, 1, ... , n-2) are absolutely continuous functions in 
Lp(O, (0), f(n-l) E Lp(O, (0) and 
II f(n-k)(. +t) - ~f ; f(n-kH) ( .) II = O(tk) 
• -0 '/,. p 
(any fixed k, 1 <k<n; t --'r 0+); 
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(iii) f(i)(x) (i=O,I, ... ,n-k-l) are absolutely continuous functions in 
Lp(O, =), f(n-k) E Lp(O, =) and there are elements gik E Lp(O, =) 
such that 
II f(n-k) ( . + t) - f(n-k) ( .) - :~: ~ gik ( . ) L = O(tk) 
(any fixed k, l.;;;k.;;;n; t---+O+); 
(iv) f(i)(x) (i=O, 1, ... , n-k-l) are absolutely continuous functions in 
Lp(O, =), f(n-k) E Lp(O, =) and 
Ilit (-I)i(~)f(n-k)(. +it)L= O(tk) 
(any fixed k, l.;;;k.;;;n; t ---+ 0+). 
Theorem 3.1 shows that for convergence in norm the definition of the 
ordinary n-th derivative is equal to those of Taylor, Peano and Riemann. 
Theorem 3.2 and 3.3 are theorems of a type which go back to G. H. 
Hardy, J. E. Littlewood and E. C. Titchmarsh. In some of his papers 
P. L. BUTZER [7, 8] established these problems for the space of continuous, 
2n-periodic functions O[ -n, n], the Lebesgue spaces Lp( -n, n), 1 .;;;p< =, 
and Lp( - =, =), l.;;;p.;;; 2, via Integral-transform methods. These methods 
allow one to treat questions as Theorem 3.3 even in case of non-reflexive 
(B)-spaces, as e.g. the spaces O[ -n, n], L 1( -n, n) and L1( -=, =). See 
also the note of E. GORLICH and R. J. NESSEL [13] who studied, in 
particular, the n-th Peano-derivative. For the full literature concerning 
these problems we refer the reader to the cited papers. 
Finally, we will remark that the "O"-approximation theorems on the 
spaces 0[0, =] and L 1(0, =) may be treated with Laplace transform 
methods 1). 
4. The singular integral of Abel-Poisson on the Lebesgue spaces 
Lp( -n, n), l.;;;p<=. 
In this section X will be the Lebesgue space Lp( - n, n), l.;;;p < =. 
with norm of f E Lp( -n, n) defined by 
{ In }1~ Ilfllp = 2n in If(x) IP dx . 
The singular integral of Abel-Poisson on Lp( -n, n) is given by 
1 n 
[V(t) f] (x) = - S f(u) P(e-t , x-u) du 
n -n 
1) For Laplace transform methods in approximation theory see e.g. P. L. 
BUTZER and J. KOREVAAR, On Approximation Theory, Proceedings of the Con-
ference held in the Mathematical Research Institute at Oberwolfach, Black Forest, 
August 4-10, 1963, Birkhauser-Verlag, Basel, (1964), pp. 24-42. 
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for O<t<= and V(O)f=f with 
1-r2 
P(r;u)=! 1-2rcosu+r2 (r=e- t ; O<r<l). 
The operators {V(t)} form a semi-group of class (00) on Lp( -n, n) with 
II V(t)11 = 1, and the infinitesimal generator A is given by [Af](x) = -1'(x), 
i.e. 
D(A) = [flf(x) is absolutely continuous and l' E Lp( - n, n)], 
where f(x) denotes the conjugate function of f(x) 
N 1 to t f(x) = lim = - S [f(x+u)-f(x-u)H cot-2 dt. 
£-+0+ n £ 
More generally, if we set 
{ f(n) (x) f{'II}(x) = 1('11) (x) 
(n is even), 
(n is odd), 
then [Anf](x) = ( -1 )[(n+1)/2]f{n}(x) 2). 
For proofs of these statements see e.g. E. HILLE and R. S. PHILLIPS 
[14, Oh. XX]. 
Applying now the results of Section 2 these lead to the following 
theorems. 
Theorem 4.1. Let f E Lp( -n, n), 1 <p<=, and n be an integer ;;..1. 
The following four statements are equivalent: 
(i) 1{t}(x) (i=O, 1, ... ,n-1) are absolutely continuous functions and 
f{i} ELp(-n, n) (i=O, 1, ... , n); 
(ii) 1{i}(x) (i=O, 1, ... ,n-2) are absolutely continuous functions, 
f{i} E Lp( -n, n) (i= 0, 1, ... , n-1) and 
n' [ '11-1 tt ] 
---.:. V(t) f - L .,.... ( -1 )W+1)/2] fli} 
tn i~O d 
converges in Lp-norm as t ---J>- 0 + ; 
(iii) there are gi E Lp( -n, n) (i= 1,2, ... , n-1) such that 
n' [ '11-1 tt ] t~ V(t)f-f-i~lngi 
converges in Lp-norm as t ---J>- 0 + ; 
(iv) (-1)'11 i (-l)i(~) V(it)f 
tn i ~O ~ 
converges in Lp-norm as t ---J>- 0 + . 
2) [x] in the exponent of (-1) denotes the greatest integer < x. 
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Theorem 4.2. Let n be a fixed integer> 1. A lunction IE Lp( -n, n), 
1 <,p < 00, is equal to a constant a.e. il and only il one 01 the lollowing three 
conditions is satisfied: 
(i) j{i}(x) (i=O, 1, ... ,n-2) are absolutely continuous lunctions. 
I{i} E Lp( -n, n) (i=O, 1,2, ... , n-1) and 
II V(t) I - ~~: ~ ( -1 )[(i+1)/2] I{i} lip = o(tn) (t --+ ° +) ; 
(ii) there are gi E Lp( -n, n) (i= 1,2, ... , n-1) such that 
II V(t) I - I - ~~: ~ gillp = o(tn) (t --+ 0+): 
(iii) (t --+ 0+). 
Theorem 4.3. Let IELp(-n,n), l<p<oo, and n integral >1. The 
lollowing lour conditions are equivalent: 
(i) j{i}(x) (i=O, 1, ... , n-1) are absolutely continuous lunctions and 
I{i} ELp(-n, n) (i=O, 1, ... , n); 
(ii) j{i}(X) (i=O, 1, ... ,n-2) are absolutely continuous lunctions, 
l{i}ELp(-n,n)(i=0,1, ... ,n-1) and 
II V(t) I - ~~: ~ ( -1 )[(1+1)/2] I{i} !Iv = O(tn) (t --+ ° + ); 
(iii) there are gi E Lp( -n, n) such that 
II n-1 ti II V(t) I - 1- .! 7j gi = O(tn) 
.-1 ~. p (t --+ 0+); 
(iv) 
The first two equivalences in the three proceeding theorems are immediate 
consequences of Theorem 1.2 of P. L. BUTZER and G. H. TILLMANN 
[10, 11], while the latter two are new. Likewise P. L. BUTZER and 
G. SUNOUCHI have discussed the behaviour of the n-th Taylor-operator 
of {V(t)} on O[ -n, n], Lp( -n, n) (1 <,p< (0) with finite Fourier-transform 
methods. Using this method the latter authors even treat "O"-approxi-
mation theorems in the case of the spaces O[ -n, n] and L1( -n, n). 
At the end of Section 2 we have introduced linear combinations of 
the semi-group operators and studied their behaviour in approximation 
theory. For the family of operators 
Vn(t) = .i (-1)J-l (~) V(jt) (n integral> 1, fixed; 0<, t <(0), 
1-1 J 
we have the following approximation theorem. 
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Theorem 4.4. 
(i) For an element fo E Lp( - n, n), 1 <,p < 00 the relation 
II Vn(t)fo- follp=o(tn) (t --+ 0+) 
implies that fo is equal to a constant a.e. 
(ii) If i{i}(X) (i=O, 1, ... , n-1) are absolutely continuous functions and 
f{i} ELp(-n, n), l<,p<oo, (i=O, 1, ... , n), then 
II V n(t)f - flip <, Ilf{n}II' tn. 
(iii) If fo E Lp( -n, n) 1 <p < 00, such that 
II Vn(t)fo- follp=O(tn) (t --+ 0+) 
then iO{i}(X) (i=O, 1, ... , n-1) are absolutely continuous functions 
and fO{i} ELp(-n,n) (i=O, 1, ... ,n). 
Technical University at Aachen 
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