INTRODUCTION
Of concern in this paper are functions of a complex variable defined on regions of the semi-discrete complex plane; that is, a uniformly spaced sequence of lines parallel to the real axis. Such functions on this semilattice whose real and imaginary parts satisfy a pair of differential-difference equations obtained from the classic Cauchy-Riemann relations by replacing the y-derivatives with either a symmetric or nonsymmetric difference provide two classes of semi-discrete analytic functions.
Convolution products are defined here for both the symmetric and nonsymmetric semi-discrete analytic functions. These convolution products of semi-discrete analytic functions are shown to be commutative, associative, distributive over addition, and semi-discrete analytic. A theory of semidiscrete integral equations resembling that of the classic Volterra integral equation is developed using these convolution products. Also, the effect of a specific singularity is considered in the nonsymmetric case. This results in a semi-discrete integral formula similar to Cauchy's integral formula.
The fundamental theory of semi-discrete analytic functions has been developed by Kurowski [I, 21 . Closely related to the semi-discrete theory is the theory of discrete analytic functions presented by Isaacs [3] , Ferrand [4] , and Dutlin [5] . In both the discrete and semi-discrete theories, suitable analogs for the product of analytic functions which preserve analyticity are difficult to define. In [l] and [6] , Kurowski introduces a process of analytic extension which is applied to define an analytic product for semi-discrete and discrete analytic functions respectively. Duffin and Duris [7] take another approach to the problem of closed multiplication for discrete analytic functions. They define a convolution product for discrete analytic functions which is shown to be commutative, associative, distributive over addition, and discrete analytic. It is the purpose of this paper to extend the concept of the convolution product to semi-discrete analytic functions.
DEFINITIONS AND NOTATION
Throughout this paper, the abbreviations SD and SDA will be used to stand for semi-discrete and semi-discrete analytic, respectively. The fundamental definitions in the theory of SDA functions are given in [l] . Most of these basic definitions are direct analogies of the corresponding definitions in the classic theory of analytic functions.
For completeness, pertinent definitions from [l] are repeated here, in brief.
The SD z-plane is the set of lines in the xy-plane parallel to the x-axis with uniform spacing. A function f(x, y) is said to be a SDfunction if for each discrete value of y on its domain of definition in the SD plane, it is a continuous function of .r over this line of the domain. Two types of SDA functions are defined in [l] . These types are suggested by the two kinds of discrete analytic functions presented by Isaacs [3] . Setting z = x + z"!, a SD functionf(z) is said to be SDd of thefirst type [abbreviated SDA(l) ] at the point a if it satisfies the differential-difference equation
A SD function is said to be SDA of the second type [abbreviation SDA(2)] at the point .a if it satisfies the differential-difference equation
For convenience, the following operators are defined.
Accordingly, a SD function f(a) is SDA( j) if s,f(z) = 0 for j = 1 or 2. Letting M < N be integers and OL ,< /I be real numbers, we introduce the basic rectangZes Bi(a, /3; M, N) where the subscript j = 1, 2 refers to type. A finite SD domain is a finite union of basic rectangles of the suitable type. Two boundaries are defined for these rectangles and for SD domains in general. The inner-boundary of B, is defined to be the (closed) SD path
The outer-boundary, PI , of Bl(ol, 8; M, N) is defined as the inner-boundary of B,(ar, /3; M, N + 1); the outer-boundary of B2(cl, 8; IV, N) is defined as the inner-boundary of B2(or, 8; M -1, N + 1). The total-boundary of B,(cx, fl; M, N), j = 1 or 2, is the union of its outer and inner boundaries. When convenient, we will adopt the following notational convention
The path-integral of a SD function is defined in [l] as follows.
(a) Along the horizontal segment whose endpoints are a = 01 + ;y andb=/3+iy jlf@) sz = j'f(t + iy) dt; a (2.8a) (b) Along the directed vertical segment between the adjacent points a=cu.+iyandb=ol+i(y+l) (Type 1); (Type 2) ; (2.8b) (c) Along the directed vertical segment between the adjacent points b and a as above, the integral is defined to be the negative of the integral from a to b (2.8b).
Modified path integrals whose integrands are pairs of SD functions are also defined in [I] . For the type 1 case, let f, g be SD(I) functions defined on a region which includes B,(or, fi; M, N) and let P be the outer-boundary of B, . The SD( 1) modified path integral taken over P is defined by For the type 2 case, let f, g be SD(2) f unctions defined on a region which includes Ba(ol, /3; M, N) and let P denote the total-boundary of B,. The SD(2) modified path integral taken over P is defined by
The common value of the defining relation (2.1) or (2.2) is called the SD(j) deriwative of the SDA( j) functionf(x), j = 1 or 2 respectively; that is, 
PRELIMINARY RESULTS
Before defining the convolution product for SD functions, we shall present, in this section, a number of relations which will be useful for later developments. These results are established by computation of the quantities involved and, accordingly, their derivations are not included. ,c, [fv-mf'zgm -gvdzfml =fogu+l i-f-,g, -ffv+lgo -f,g-, . (3.2) Equations (3.1) and (3.2) are restatements of the well-known summation by parts formula applied to the given summands. where the sum-integration is to be taken on the variable w = t + ik. Upon defining for P, the outer-boundary of Q1(z), the path integral
the following SD Green's identity is obtained. given value of z includes Q1(z), and if P is the outer-boundary of Q1(x), then Iz(f, g) = $,f (w); g(" -w) sw (3.8) For the SD(2) identity corresponding to (3.8) we consider the domain Qa(z) = B,(O, x; 0,y -1) and set
(3.9) Letting P denote the total-boundary of Qa(z), we define the SD(2) pathintegral
The following SD(2) Green's identity is then readily established. 
THE SEMI-DISCRETE CONVOLUTION PRODUCT
The SD Green's identities (3.8) and (3.11) facilitate the definition of the SD convolution product. For SD(l) f unctions, taking the integration along the SD path from 0 to x which is comprised of the horizontal segment from w = 0 to w = x and the vertical segment from w = x to w = x + iy, the SD( 1) convolution product f * g is defined for y > 1 by f *g = j:f(w);g(z -w)6w = i :faW dX -t) dt + i y f&4 gv+m(O); (4.1)
IT&=0
and for y = 0 by f *g = j~f&)s& -t) dt. (4.2) By Theorem 3.4, this definition off * g is independent of the SD path taken from 0 to z provided that bothf and g are SDA( 1) on a domain which includes or(s). Such a domain is said to be a SD(l) convolution domain. The SD Green's identity (3.8) 1 a so allows us to define a second product, while, for y = 0, f o g is defined by (4.2). If both f and g are SDA( 1) on the convolution domain these products are equivalent; that is f * g = f 3 g. Similarly, Theorem 3.5 leads to the definition of the SD convolution product for SDA(2) f unctions. Taking the path of integration from 0 to z to be comprised of the horizontal total-path from 0 to x and the vertical total-path from .r to z, the SD(2) convolution product f *g is defined for y>lby
(4.4) and for y = 0 by
The definition off *g is, by Theorem 3.5, independent of the path of integration provided that f and g are SDA(2) on a domain which includes Qs(z); that is, on a SD(2) convolution domain. The identity (3.11) enables us, as in the SD(I) case, to define a second product, from which we conclude that the SD convolution product is commutative iff and g are both SDA on the convolution domain. If f(z) and g(z) are SD=l(j) on the SD(j) convolution domain,thaf*g=g*f;j=1,2.
Since the SD(j) convolution domain must contain the rectangle Q3(z), we are, essentially, considering SD(j) domains which are rectangles contained in the first quadrant of the SD(j) plane and bounded on two sides by the coordinate axes. This restriction may be removed by juxtaposition, in which case a convolution domain is any simply-connected SD(j) domain which is the union of rectangles B,(ol, /3; M, N). Th e results obtained for these basic rectangles can, therefore, be extended to more general convolution domains.
Prior to showing that the convolution product f *g of the SDA functions f, g is SDA, we state the following. It is noted in [l] that the usual product of two SDA functions is not a SDA function. Indeed, the question of defining a closed product of SDA functions is a difficult one. This problem is partially answered in [l] by the introduction of SDA extension. Since the convolution product f *g is SDA if f, g are SDA, it should play an important role in the theory of SDA functions.
Our next results show that the convolution product of SDA functions is associative. Let us first consider the type 1 case and let f, g, h be SD(l) functions. By the definitions (4.1) and (4.3) we have, for y > 1, (a) f* (g 0 h) = jIfo(u) jyg,+dt)ho(x -24 -t) dtdu
and also 
Comparing the right side of (c) with the definition (3.7), letting P,,, denote the outer-boundary of B,(t), X; 0, m), establishes the following identity for Y 2 1,
The associativity of the convolution product for SDA(1) functions follows from (4.10) since the operations * and o are equivalent and the right side of (4.10) vanishes if f, g, h are SDA(l). Th e associativity of the convolution product when y = 0 is a restatement of the associativity of the continuous convolution product.
An identical sequence of steps enables us to obtain for SD(2) functions the identity for y 2 1, f * (g t3 h) -(f *g) 9 h = i ~~gv~~-m(o) $,mf(w); h(.z -w) SW, (4.11) where P, denotes the total-boundary of B,(O, x; 0, m). As in the case for the SD(I) functions, the associativity of the convolution product for SDA(2) functions follows. Thus, in the discussion above, we have seen that the SD convolution product is associative and commutative for SDA functions; by its definition, the SD convolution product is distributive. An analogous result is obtained by Duffin and Duris [7] for the discrete Volterra equation. However, in that case an additional restriction was required; namely, that Xh[K(O) + K(h)] f 4 f or at least one value of h equalling f 1 or fi.
The existence and uniqueness of a solution to the SD( 1) Volterra equation is established by reducing the question to one for which the classic theory [9] of Volterra integral equations applies. From (5.2) it is seen that u(z) is determined uniquely from f (z), K(z) and the previous values of u,(a) along the lines m = 0, l,..., y -1. Hence, the question of existence and uniqueness reduces to a consideration of the existence and uniqueness of a solution to the classic Volterra equation for uO(s). This has a solution [9] provided that (a) where Kt,, is the iterated kernel. This series converges uniformly and absolutely fo7allzEB,.
The result stated in Theorem 5.4 is a direct analog of the result in the classic theory [8] . Duffin and Duris [7] show that this result does not carry over to the discrete Volterra equation. The discrete Neumann series converges only for values of / h 1 which are sufficiently small.
Let us now consider the SD(2) Volterra equation. In this case, the convolution product appearing in (5.1) is defined by (4.4) and (4.5) for y > 0. However, one observes that a definition for the SD(2) Volterra equation is also necessary for y = -1. This definition may be obtained by requiring that U(Z) be SDA (2) 
Thus u-r(x) is given in terms of the defined quantities uo(x) and z+(x). Substitution into (b) leads to the necessary definition (5.13) for u-r(x). The existence and uniqueness of the solution to the SD(2) Volterra equation is proven by observing that this question reduces to the classic theory [9] concerning the existence and uniqueness of solutions to the four simultaneous Volterra equations (of classic type) to determine u-i(x) and uo(x). With the assumption that f (z), K(z) are SDA(2), and thus continuous and bounded, the classic theory [9] establishes that ~-r(x), uo(x) exist and are unique. Equation (5.1) used recursively then establishes the existence and uniqueness of the solution u(z) for y > 1. (2) on B,(O, a; 0, N) , provided that U-~(X) is defined by (5.13) and h is such that 1 + ihK,(O) f 0.
In the discussion above, we have excluded the value of h such that 1 + ML-,(O) = 0. Suppose that h were to have this exceptional value. By calling this value h, , Eq. (5.13) becomes
which is to be valid for 0 < x < a, In particular, taking x = 0 requires that fpl(0) = 0. Hence, for this exceptional value of h only those SDA(2) functions f (z) for which f (-i/2) = 0 can be considered in (5.14). Consequently, if such is not the case, there exists a value of h, namely h, = i/K( -i/2), which is not permissible in (5.14). This restriction is similar to that of the discrete 1Tolterra equation [7] which was mentioned following Theorem 5.1.
The manner of derivation of the SD( 1) N eumann series (5.7) was inherently independent of type. Accordingly, the solution of the SD(2) Volterra equation may also be represented in this form. One can show by induction that I w * k'(m) I < I h I'n sz;x I (2.x + y)"' + P&(X, y) I , (5.15) . 1
where If I < 4 I K I G B and P,&, y) is a polynomial in x, y whose total degree is less than or equal to m -1. Consequently, the SD(2) Neumann series is uniformly and absolutely convergent for values of I h 1 sufficiently small. However, due to computational difficulties, the general form of the polynomial p,-i(x, y) has not been determined and a more general convergence for the SD(2) Neumann series has not been established.
SEMI-DISCRETE DERIVATIVE EQUATIONS (TYPE 1)
In this section, further results are presented for SDA(1) functions. The corresponding results could also be obtained for SDA (2) functions, but would require, in particular, a definition for the SD(2) pseudo-powers of z different than the one given in [I] . In the classic theory [8] , the solution to the initial value problem for linear differential equations and the solution to a Volterra's equation are shown to be equivalent. Duffin and Duris [7] consider the initial value problem for discrete derivative equations and show that this equivalence carries over to these discrete problems. We shall show a similar equivalence for SD(l) derivative equations. Higher ordered derivatives of f(z) are obtained using (6.7) recursively, provided we remain within the domain of analyticity off(z). We consider the following class of equations on B,(O, a; 0, IV) for n < N,
, where (6.8) which we call hear SD(I) derivative equations. The coefficients, a,n(z), appearing in (6.8) may be constants or SD ( 1) functions of a. One may regard (6.8) as a system of ordinary differential equations, as a system of difference equations, or as a system of differential-difference equations due to the definition (6.7) of the SD(l) derivative.
The method used in the classic theory [9] can be applied directly to show the equivalence of solving (6.8) given the values off, Sf i&z,..., Wlfj~W-~ for z = 0, and a suitable SD(l) Volterra equation. We define q&)=g+, k=O,l,..., n.
(6.9)
Successive applications of (2.12) using (6.2), give, for k 2 1, q&i) = j: s:*-' *** j:' ff(o)(Wo) SW, a-* SW,-, + 1:; U(k-n,)(O) $p.
(6.10) By Theorem 6.1, the multiple integral in (6.10) can be expressed as a SD(l) convolution integral. Thus, for k 3 1, This illustrative SD(l) initial value problem corresponds to the classic initial value problem whose solution is sin z. Accordingly, the solution (6.19) is the SD(l) analog of the sine function. If 4 is not a point of Qr(z), the right side of (7.5) vanishes and the convolution product F * g will satisfy all the relations developed for the SD( 1) convolution product in the previous sections. Therefore, let us assume that 5 is an interior point of Qr(.s). We define, for real E > 0, the domains QL = B,(O, c -E; 0,y -1) and Q, = B,(c + E, x; 0, y -1).
Clearly, QL u QR -+ Qi(x) as E + 0. If PL and PR denote the outer-boundaries of QL and QR respectively, it follows from Theorem 3.4, the properties of F(z; 5) and g(z), and the above that !% If, F(w; 5); g(z -i -w) SW + f, F(w; 5); g(z -i -w) SW/ = 0. (7.7)
By (3.7), the left side of (7.7) is recognized as an SD ( 1) path integral. Hence, we have established a SD( 1) convolution Cauchy integral formula. ();g(z -w) SW = ig(z -i -5), P (7.8) where P aknotes the outer-boundary of Q1(z).
From the definitions (4.1) and (4.3) and the relation (4.7), we may rewrite (7.8) in the form F * g -g * F = ig(z -i -5). (7.9) Consequently, the SD( 1) convolution product of a SDA( 1) function with F is not, in general, commutative if 5 is an interior point of Qi(z).
Although we have, in this discussion, considered a very special case, similar ditticulties are to be expected in the SD convolution product for arbitrary singularities.
A similar analysis could also be performed for the SD(2) convolution product of the SD(2) singularity function, Gs(s; [), with SDA(2) functions. The result of such a discussion would be a SD(2) convolution Cauchy integral formula which is essentially the integral formula obtained in [l] .
