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ALGEBRAIC DEFINITION OF HOLONOMY ON POISSON
MANIFOLD
ZAKARIA GIUNASHVILI
Abstract. We give an algebraic construction of connection on the symplectic
leaves of Poisson manifold, introduced in [6]. This construction is suitable for
the definition of the linearized holonomy on a regular symplectic foliation.
1. Introduction
If the rank of a Poisson structure on a smooth manifold M is constant, there
are various tools in the theory of foliations that can be applied to study the cor-
responding symplectic foliation. But there are many even very simple degenerate
Poisson structures that are singular, i.e, the rank of the corresponding contravari-
ant tensor field is not constant. Therefore, some new methods are needed to handle
this situation.
In this paper we give an algebraic coonstruction of the linear holonomy on a
Poisson manifold. This construction is suitable for the case, when the Poisson
structure is not regular and the necessary requirements for the Poisson structure,
directly follow from the construction.
2. Algebraic Definition of Bott Connection
Let A be a commutative algebra and Der(A) be the Lie algebra of derivations
of A. As A is a commutative algebra, the space Der(A) is a module over A. For a
given ideal I in A let us define the following Lie subalgebras in Der(A):
DerI(A) = {X ∈ Der(A) | X(I) ⊂ I}
and its subalgebra
DerI(A)0 = {Y ∈ Der(A) | Y (A) ⊂ I} .
It is clear that both of them are A-submodules in Der(A).
There is a canonical homomorphism
ρ : DerI(A) −→ Der(A/I)
and as it follows from the definition, we have that DerI(A)0 = ker(ρ). When ρ
is an epimorphism, the ideal I is said to be a submanifold constraint ideal (see
[4]). For brevity we shall use the term submanifol ideal. In this case we have the
isomorphism
Der(A/I) ∼=
DerI(A)
DerI(A)0
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We use the term distribution for any Lie subalgebra which is also an A-submodule
of Der(A).
Definition 2.1 (Integral of Distribution). An ideal I in A is said to be an integral
for a given distribution D if D ⊂ DerI(A).
Let us denote the intersection D ∩DerI(A)0 by D0.
Definition 2.2 (Complete Integral). An ideal I ⊂ A is said to be a complete
integral for a given distribution D ⊂ Der(A) if the following three conditions are
satisfied
(1) I is a submanifold ideal for A
(2) I is an integral for D
(3) D/D0 =
DerI(A)
DerI(A)0
( ∼= Der(A/I) because of (1))
Let I ·D = {
∑
aiXi | ai ∈ I, Xi ∈ D}. It is clear that I ·D is a subspace of D0.
Definition 2.3 (Regular Integral). A complete integral I for a given distribution
D ∈ Der(A) is said to be regular if D0 = I ·D.
The above definition of a regular integral is in agreement with the following
theorem from the classical theory of distributions
Theorem 2.4 (see [5]). Let D be a completely integrable distribution on a smooth
manifold M , and x0 ∈ M be a point where dim(Dx0) = r. Then the point x0 has
an open neighborhood U with coordinates (u1, . . . , un) such that{
∂
∂ui
(x) | i = 1, . . . , r
}
⊂ Dx, ∀x ∈ U
It follows from this theorem that if x0 is a regular point for D, then dim(Dx0) is
locally maximal, and therefore, the set
{
∂
∂ui
| i = 1, . . . , r
}
is a local basis of the
C∞(M)-module D. If N ⊂ M is the integral submanifold for D, passing through
the point x0 and X ∈ D is such that X |N = 0, then X =
r∑
i=1
ϕi
∂
∂ui
, ϕi ∈ IN , where
IN denotes the ideal of such smooth functions on M that vanish on N .
For a given ideal I ∈ A let pi : A −→ A/I be the natural quotient map. Introduce
the following A-modules
Γ(I) = {X : A −→ A/I | X(ab) = X(a)pi(b) + pi(a)X(b)}
and its submodule
Γ(I)0 = {Y ∈ Γ(I) | Y (I) = {0}}
We call the quotient module
V (I) =
Γ(I)
Γ(I)0
the space of transversal derivations. It is a module over the quotient algebra A/I.
Consider the following operation [ , ] : DerI(A)× Γ(I) −→ Γ(I), defined as
[U, s] = ρ(U) ◦ s− s ◦ U, U ∈ DerI(A), s ∈ Γ(I)
The submodule Γ(I)0 is invariant for this operation and therefore we can reduce
this operation to
[ , ] : DerI(A)× V (I) −→ V (I)
3The following properties of this operation follow directly from the definition
(2.1)
(1) [aU, v] = a[U, v]
(2) [U, kv] = U(k)v + k[U, v]
where a ∈ A, k ∈ A/I, U ∈ DerI(A) and v ∈ V (I).
Definition 2.5 (Linear Connection). Linear connection for I ⊂ A which is a
regular integral for a distribution D ∈ Der(A), is an action (covariant derivation)
of the elements of Lie algebra Der(A/I) ∼= DI·D on the A/I-module V (I), defined
as
∇X(v) = [X˜, v]
where X ∈ D
I·D , v ∈ V (I) and X˜ ∈ D is an extension of X : ρ(X˜) = X .
Independence from the extension X˜: if X˜1 and X˜2 in D are such that
ρ(X˜1) = ρ(X˜2) then we have
X˜1 − X˜2 ∈ I ·D ⇔ X˜1 − X˜2 =
∑
kiUi, ki ∈ I, Ui ∈ D ⇒
⇒ [X˜1 − X˜2, v] = [
∑
kiUi, v] =
∑
ki[Ui, v] = 0 ∈ V (I) =
Γ(I)
Γ(I)0
The properties of covariant derivation for ∇ easily follow from the properies of the
operation [ , ]. In the case of a singular (i.e., not regular) integral, the definition of
linear connection encounters the following problem: the subalgebra D0, in general,
does not coincide with I ·D, i.e., not every X˜ ∈ D that vanishes on A/I is of the form
X˜ =
∑
kiUi with ki ∈ I and Ui ∈ D. Hence the independence of the expression
[X˜, v] from the extension X˜ is problematic. A Poisson structure helps to somehow
resolve the difficulty. Some authors (see [6]) define the covariant derivation of a
transversal vector field not by tangent vectors but by 1-forms. In the next section
we shall review this construction in the case of a Poisson manifold.
3. Linear Connection on a Symplectiv Leaf of Poisson Manifold
Let (M, { , }) be a Poisson manifold. For any function f ∈ C∞(M), we denote
by Xf the Hamiltonian vector field on M corresponding to f . The antisymmetric
contravariant tensor (bivector) field on M corresponding to the Poisson structure,
defines a homomorphism of the vector bundles T ∗(M) −→ T (M). We denote the
tangent vector corresponding to the cotangent vector α ∈ T ∗(M) also by Xα. For a
differential 1-form ω we have a vector field Xω defined by the above homomorphism.
Let N ⊂ M be a symplectic leaf. Denote by T (N)⊥ the subbundle of the
restricted bundle T ∗(M)|N :
T (N)⊥ = {ω ∈ T ∗x (M) | x ∈ N, ω(Tx(N)) = 0}
Linear connection on the vector bundle T (N)⊥ is a covariant derivation of the
sections of this bundle by the sections of the vector bundle T ∗(M)|N defined as
follows
∇α(ω) = LXeα(ω˜)|N
where:
• α is a section of T ∗(M)|N and α˜ is its extension (at least local) on M :
α˜|N = α;
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• ω is a section of T (N)⊥ and ω˜ is its extension (at least local) on M: ω˜|N = ω;
• L·(·) is the operation of Lie derivation.
If α˜ = ϕ · α˜1, where ϕ ∈ C
∞(M) and α˜1 is a 1-form, then by definition of the Lie
derivation we have
LXeα(ω˜)|N = (dϕ · ω˜(Xeα1))|N + (ϕ · LXeα1 (ω˜))|N
The first term of the RH side is 0 because the vector field Xeα1 |N is always tangent
to the symplectic leaf N , and ω˜|N = ω is a section of T (N)
⊥. Therefore we have
LXeα1 (ω˜)|N = ϕ|N · LXeα1 (ω˜)|N
from which easily follows as the independence of the expression LXeα(ω˜)|N from the
extension α˜ so the C∞(N)-linearity of ∇α(ω) by the argument α.
For ω˜ = ϕ · ω˜1, we have
(3.1) LXeα(ϕ · ω˜1)|N = (Xeα(ϕ) · ω˜1)|N + (ϕ · LXeα(ω˜1))|N
From this we obtain the independence from the extension ω˜ in the following way:
if ω˜|N = ω˜
′|N , then ω˜ − ω˜
′ =
∑
ϕiω˜i, where ϕi|N = 0; then recall that as Xeα|N is
tangent to N , we have that Xeα(ϕi)|N = 0. From the equality 3.1 also follows the
Leibniz rule for the argument ω in ∇α(ω).
Let us describe the dual definition of linear connection, which is more compatible
with the algebraic definition introduced in the previous section. In this case, instead
of the vector bundle T (N)⊥, we take the quotient bundle T (M)|N
T (N) ≡ V (N), which
is the bundle of dual spaces of the fibers of T (N)⊥. For a section α of T ∗(M)|N
and a section s of V (N), we set
(3.2) ∇α(s) = ρ([Xeα, s˜])
where: α˜ is an extension of α as in the previous definition; s˜ is a vector field on
M , such that ρ(s˜|N ) = s and ρ : T (M)|N −→ V (N) is the qoutient map. The
independence of the expression 3.2 from the extensions α˜ and s˜, as the properties
of covariant derivation easily follow from the definition by analogy to the case of
the dual definition.
In general, if ∇ is a covariant derivation on some vector bundle, its dual on the
dual vector bundle is defined by the equality
(3.3) 〈∇α(ω), s〉 = α〈ω, s〉 − 〈ω,∇α(s)〉
where ω and s are sections of the bundles dual to each other. Keeping in mind this
equality and follow the definitions of the linear connections on T (N)⊥ and its dual
V (N), we obtain
LXeα(ω˜)(s˜) = s˜ (ω˜(Xeα))+Xeα (ω˜(s˜))−s˜ (ω˜(Xeα))−ω˜([Xeα, s˜]) = Xeα(ω˜(s˜))−ω˜([Xeα, s˜])
from which follows the equality 3.3 for ω – a section of T (N)⊥, s – a section of
V (N) and α ∈ T ∗(M)|N .
Let us consider an example which is rather simple but useful for the demonstra-
tion of various interesting properties of singular Poisson structures.
Example 1. Let S be a 2-dimensional symplectic manifold, with Poisson bracket
{ , }. Let ϕ be a smooth function on S, such that ϕ−1(0) = {x0}. Conider a
modified Poisson bracket { , }1 = ϕ · { , } (as the manifold is 2-dimensional this
bracket satisfies all the properies required for a Poisson bracket). The symplectic
foliation for the modified bracket consists of two symplectic leaves: {x0} and S \
5{x0}. A fiber of the transversal foliation for the leaf S \ {x0} is just {0}. Hence it
is more interesting to consider the linear connection for the leaf consisting of just
one point {x0}. In this case the transversal space is V (x0) = Tx0(S) and thus, by
definition, the covariant derivation, corresponding to the linear connection, is an
action of the elements of T ∗x0(S) on Tx0(S):
(3.4) ∇α(V ) = [X
1
f , V˜ ]|x0 = [ϕ ·Xf , V˜ ]|x0 = V (ϕ) ·Xf (x0)
where f ∈ C∞(S) is such that df(x0) = α; X
1
f is the Hamiltonian vector field for f
with respect to the modified bracket { , }1 and Xf is the Hamiltonian vector field
for f with respect to the original bracket { , }. Notice that as the original bracket is
nondegenerate, we have that α 6= 0 ⇔ Xα 6= 0, therefore the equation ∇α(V ) = 0,
for V , when α 6= 0 is equivalent to V ∈ ker(ϕ′(x0)). In other words, the “flat”
sections of the vector bundle V (x0) over {x0} are the elements of ker(ϕ
′(x0)). Also
it follows from the equality 3.4 that the linear connection on the leaf {x0} is flat if
and only if ϕ′(x0) = 0.
4. Linear Connection for Transversal Mulivectors and
Schouten-Nijenhuis Bracket
For an arbitrary smooth manifold M we denote by Vk(M), k = 0, . . . ,∞, the
space of skew-symmetric contravariant tensor (multivector) fields of degree k onM
(V0(M) = C∞(M)). The Schouten-Nijenhuis bracket is a linear operation
[ , ] : Vp(M)× Vq(M) −→ Vp+q−1(M)
with the following properties (see [8])
(4.1)
(1) [U, V ] = (−1)|U|·|V | · [V, U ]
(2) [U, V ∧W ] = [U, V ] ∧W + (−1)(|U|+1)·|V | · V ∧ [U,W ]
(3) (−1)|U|·(|W |−1) · [U, [V,W ]] + (−1)|V |·(|U|−1) · [V, [W,U ]]+
+(−1)|W |·(|V |−1) · [W, [U, V ]] = 0
For monomial type multivector fields the formula for the Schoute-Nijenhuis bracket
is
(4.2)
[X1 ∧ · · · ∧Xm, Y1 ∧ · · · ∧ Yn] =
(−1)m+1
∑
i,j
(−1)i+j [Xi, Yj ] ∧X1 ∧ · · · ∧ Xˆi ∧ · · · ∧Xm ∧ Y1 ∧ · · · ∧ Yˆj ∧ · · · ∧ Yn
If we define a generalization of the ordinary Lie derivation for the multivector fields
as
LX = iX ◦ d− (−1)
|X|d ◦ iX
then there is the following relation between this operation and the Schouten-
Nijenhuis bracket
(4.3) [LX , iY ] = i[X,Y ]
where X and Y are multivector fields and i denotes the inner product of a multi-
vector field and a differential form.
For an arbitrary vector bundle E and a covariant derivation∇ on it, the canonical
extension of ∇ to the Grassmann algebra bundle ∧(E) =
∞∑
k=0
∧k(E) is defined by
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the formula
(4.4) ∇X(S1 ∧ · · · ∧ Sk) =
∑
(−1)i+1∇X(Si) ∧ S1 ∧ · · · ∧ Sˆi ∧ · · · ∧ Sk
where S1 ∧ · · · ∧ Sk is a section of ∧
k(E).
For a symplectic manifold M and a symplectic leaf N ⊂ M , the k-th exte-
rior degree of the vector bundle V (N) = T (M)|N
T (N) is canonically isomorphic to
∧kT (M)|N
T (N)∧(∧k−1T (M))|N
. Here T (N) ∧ (∧k−1T (M))|N is the intersection of the ideal
generated by T (N) in the Grassmann algebra bundle ∧T (M)|N , with ∧
kT (M)|N .
According to the formulas 4.2 and 4.4, the extension of the Bott covariant derivation
on V (N) to ∧kV (N) can be defined as
(4.5) ∇α(U) = ρ([Xeα, U˜ ]|N )
where α is a section of T ∗(M)|N ; U is a section of ∧
kV (N);
ρ : ∧kT (M)|N −→ ∧
kV (N)
is the quotient map; α˜ is an extension of α; U˜ is such a section of ∧kT (M) (i.e.,
a multivector field on M) that ρ(U˜ |N ) = U and [ , ] is the Schouten-Nijenhuis
Bracket.
Example 2. Let S, { , }1 = ϕ{ , } and x0 be the same objects as in the Example
1. We have that ∧2V (x0) = ∧
2Tx0(S). For α ∈ T
∗
x0
(S) and U ∧ V ∈ Tx0(S), we
have
∇α(U ∧ V ) = ∇α(U) ∧ V −∇α(V ) ∧ U =
U(ϕ) ·Xα ∧ V − V (ϕ) ·Xα ∧ U = Xα ∧ (U(ϕ) · V − V (ϕ) · U)
After this suppose that we need to solve the equation ∇α(U ∧ V ) = 0 for U ∧ V .
As dim(S) = 2, the space ∧2Tx0(S) is 1-dimensional. Therefore we are free to take
the vector V as an element of ker(ϕ′(x0)). Hence we obtain
∇α(U ∧ V ) = U(ϕ) ·Xα ∧ V = 0
From this follows that if ϕ′(x0) = 0, then the extended linear connection on
∧2Tx0(S) is flat, otherwise, the equation ∇α(U ∧V ) = 0 has a nontrivial solution if
and only if Xα ∈ ker(ϕ
′(x0)). The both case are summarized as the following: the
equation ∇α(U ∧V ) = 0 for has nontrivial solution if and only if Xα ∈ ker(ϕ
′(x0)),
and the set of solutions is U ∧ ker(ϕ′(x0)) (of course ∼= ∧
2Tx0(S)).
5. Lie Algebra Cohomologies with Values in a Module
We start from review of some definitions and facts from the cohomology theory
of Lie algebras. Let L be a Lie algebra, A be an associative and commutative
algebra over the field of complex (or real) numbers and S be a module over the
algebra A.
Definition 5.1. The triple (L, S,A) is said to be a Lie module over the Lie algebra
L if the following conditions are satisfied:
(l1) L is a module over the algebra A and there is a Lie algebra homomorphism
φ : L −→ Der(A), which is also a homomorphism of A-modules, such that
for any a ∈ A and X,Y ∈ L, we have: [X, aY ] = X(a)Y + a[X,Y ]. Here
Der(A) denotes the space of derivations of the algebra A and X(a) denotes
φ(X)(a).
7(l2) There is a Lie algebra homomorphism ψ : L −→ EndC(S), which is also a
homomorphism of A-modules, such that for any X ∈ L, s ∈ S and a ∈ A,
we have: X(as) = X(a)s + aX(s). Here EndC(S) denotes the space of
C-linear mappings from S to itself and X(s) denotes ψ(X)(s).
Sometimes, for brevity, the term “Lie module over L” will be used for the A-
module S.
For any integer numberm ≥ 1, let us denote the space of A-multilinear mappings
from L× · · · × L︸ ︷︷ ︸
m−times
to the Lie module S, by ΩmA (L, S). We also set that Ω
0
A(L, S) = S
and ΩA(L, S) =
∞⊕
m=0
ΩmA (L, S).
For any ω ∈ ΩmA (L, S) and {X1, · · · , Xm+1} ⊂ L, define dω by the well-known
Koszul formula:
(dω)(X1, · · · , Xm+1) =
∑
i
(−1)i−1Xiω(X1, · · · , X̂i, · · · , Xm+1)+
+
∑
i<j
(−1)i+jω([Xi, Xj ], · · · , X̂i, · · · , X̂j , · · · )
Lemma 5.2. If the A-module L is projective then the following three conditions
are equivalent:
(1) For any a ∈ A and s ∈ Ω0A(L, S) = S: d(as) = d(a)s+ ad(s).
(2) The A-module S is a Lie module over L.
(3) For any integer m ≥ 1 and ω ∈ ΩmA (L, S), the mapping
dω : Lm+1 −→ S
is A-multilinear (i.e., (dω)(aX1, · · · , Xm+1) = a(dω)(X1, · · · , Xm+1)).
Proof. It is clear that the conditions 1 and 2 are equivalent, because for any
X ∈ L, we have that:
(d(as)) (X) = X(as) = X(a)s+ aX(s) = (d(a)s+ ad(s)) (X).
Also, it can be verified by direct calculation that from the condition 2 (or, which
is the same, from 1) follows the condition 3. Now, suppose that the condition 3 is
true. In this case For any X,Y ∈ L, a ∈ A and ω ∈ Ω1A(L, S), we have:
(dω)(X, aY ) = a(dω)(X,Y ) ⇒
Xω(aY )− aY ω(X)− ω([X, aY ]) = aXω(Y )− aY ω(X)− aω([X,Y ]) ⇒
X(aω(Y ))− aY ω(X)−X(a)ω(Y )− aω([X,Y ]) =
= aXω(Y )− aY ω(X)− aω([X,Y ]) ⇒
X(aω(Y )) = X(a)ω(Y ) + aX(ω(Y ))
Because it is assumed that the A-module L is projective, for any s ∈ S can be
found such ω ∈ Ω1A(L, S) and Y ∈ L, that ω(Y ) = s. Therefore, we obtain that
X(as) = X(a)s+ aX(s), i.e., S is a Lie module over the Lie algebra L. 
Hence, we have that if the A-module S is a Lie module over the Lie algebra L,
the operator d, carries the space ΩmA (L, S) into Ω
m+1
A (L, S), which implies that the
pair (ΩA(L, S), d) is a differential complex.
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6. Lie Algebra Homologies and Supercommutator
Let g be a Lie algebra and a module over a commutative and associative algebra
B. If the Lie algebra bracket in g is bilinear for the elements of B ([x, ay] =
a[x, y], ∀x, y ∈ g and a ∈ B) one has a well-defined boundary operator δ :
∧mB (g) −→ ∧
m−1
B (g), where ∧B denotes the exterior product of a B-module by
itself:
δ(x1 ∧ · · · ∧ xm) =
∑
i<j
(−1)i+j [xi, xj ] ∧ · · · ∧ x̂i ∧ · · · ∧ x̂j ∧ · · · ∧ xm, m > 1
and δ(x) = 0, ∀ {x, x1, · · · , xm} ⊂ g
The homology given by the boundary operator δ is known as the homology of the
Lie algebra g with coefficients from the algebra B.
There is a useful relation between the coboundary operator δ and the Schouten-
Hijenhuis bracket on the exterior algebra ∧B(g): ∀u ∈ ∧
m
B (g) and ∀ v ∈ ∧B(g), we
have
(6.1) [u, v] = δ(u) ∧ v + (−1)mu ∧ δ(v)− δ(u ∧ v)
It can be said that the supercommutator [·, ·] measures the deviation of the bound-
ary operator δ from being an antidifferential of degree -1 (see [?]). From the for-
mula 6.1, easily follows that the induced supercommutator on the homology space
H•(g, B) is trivial: for u ∈ ∧
m
B g and v ∈ ∧Bg, such that δ(u) = δ(v) = 0, we have
[u, v] = −δ(u ∧ v), which implies that the homology class of the element [u, v] is
trivial.
From the formula 6.1, also follows that the homology space H•(g, B) does not
inherits the exterior algebra structure from ∧B(g): if the elements u, v ∈ ∧B(g) are
closed, then we have that δ(u ∧ v) = −[u, v].
7. The Homology Space of a Lie Algebra Ideal
Let L be a Lie algebra and A be a commutative and associative algebra over C
(or R). Suppose that the pair (L,A) satisfies the condition l1 from the definition
5.1.
Let V ⊂ L be an ideal in the Lie algebra L (i.e., ∀ v ∈ V and ∀x ∈ L: [v, x] ∈ V ).
Define the subalgebra AV , in the algebra A, as
AV = {a ∈ A | v(a) = 0, ∀ v ∈ V }
and the subspace V ′ in L, as
V ′ =
{
n∑
i=1
aivi
∣∣∣n ∈ N ai ∈ AV , vi ∈ V, i = 1, · · · , n}
The latter can be defined as the minimal AV -submodule of L, containing V .
For any x ∈ L, v ∈ V and a ∈ AV , we have
v(x(a)) = [v, x](a) + x(v(a)) = 0 ⇒ x(a) ∈ AV
which implies that the subalgebra AV is invariant under the action of the elements
of L. Therefore, we have that [x, av] = x(a)v + a[x, v] ∈ V ′, which means that V ′
is also an ideal in the Lie algebra L. We call the ideal V ′ the complement of the
ideal V .
From the fact that V is a subspace of V ′ follows that AV ′ ⊂ AV , but on the
other hand, for any a, b ∈ AV and v ∈ V , we have that (bv)(a) = b ·v(a) = 0, which
9means that any a ∈ AV is also an element of AV ′ . Hence, the two algebras AV and
AV ′ , coincide.
The ideal V in the Lie algebra L will be called complete, if V = V ′. Further, by
default, we assume that the ideal V is complete (i.e., V is a module over the the
algebra AV ).
Consider the homology space of the Lie algebra V with coefficients from AV .
One can define an action of the Lie algebra L on the AV -module H•(V,AV ): for
X ∈ L and v ∈ V such that δ(v) = 0, let X([v]) = [[X, v]], where [·] denotes the
homology class and [·, ·] denotes the supercommutator.
Proposition 7.1. The action of the Lie algebra L on the homology space
H•(V,AV ) is correctly defined and gives a Lie module structure on the
AV -module H•(V,AV ).
Proof. As it follows from the formula 6.1, we have that for any X ∈ L and a
closed element u ∈ ∧AV (V ): [X,u] = −δ(X∧u), which implies that [X,u] is closed.
If the element u is exact and u = δ(v), then we have
δ([X, v]) = δ(−X ∧ δ(v)− δ(X ∧ v)) = −δ(X ∧ u) = −[X,u]
which implies that the element [X,u] is exact. From these two fact follows that the
closed and exact element in the exterior algebra ∧AV (V ) are invariant under the
supercommutator with the elements of the Lie algebra L. Therefore, the action,
X([u]) = [[X,u]], of L on the homology space H•(V,AV ) is correctly defined. By
definition of the algebra AV and the properties of the supercommutator, easily fol-
low that for any a ∈ AV : (aX)([u]) = aX([u]) and X(a[u]) = X([au]) = [[X, au]] =
X(a)[u] + aX([u]); which implies that the AV -module H•(V,AV ) is a Lie module
over the Lie algebra L. 
It follows from the above proposition, that for each integer n ≥ 0, one can consider
the the following differential complex
(
ΩAV (L, Hn(V,AV )), d
)
, which gives the Lie
algebra cohomology of L with values in the AV -module Hn(V,AV ).
As it was mentioned early, the induced supercommutator on each homology space
Hn(V,AV ), n = 0, · · · ,∞, is trivial. Therefore, the action of the Lie algebra V
on each Hn(V,AV ) is trivial, which implies that the submodule of the AV -module
ΩAV (L, H•(V,AV )), consisting of such forms ω, that iv(ω) = 0, ∀ v ∈ V , is
invariant under the action of the differential d (ivω = 0 ⇒ iv(dω) = 0, ∀ v ∈
V ). Hence, one can consider the subcomplex
(
ΩAV (L, H•(V,AV ))0, d
)
of the
differential complex
(
ΩAV (L, Hn(V,AV )), d
)
, where
ΩAV (L, H•(V,AV ))0 =
{
ω ∈ ΩAV (L, H•(V,AV )) | iv(ω) = 0, ∀ v ∈ V
}
Actually, the complex
(
ΩAV (L, H•(V,AV ))0, d
)
is canonically isomorphic to the
complex
(
ΩAV (L/V, H•(V,AV )), d
)
.
8. The Characteristic Class of a Lie Algebra Ideal
Let us denote by ΩAV (L, H•(V,AV ))1 the quotient module
ΩAV (L, H•(V,AV ))/ΩAV (L, H•(V,AV ))0
For any integer n ≥ 0, we have the following short exact sequence:
0 −→ ΩAV (L/V, Hn(V,AV )) −→ ΩAV (L, Hn(V,AV ))
pi
−→
pi
−→ ΩAV (L, Hn(V,AV ))1 −→ 0
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which induces the standard homomorphism of cohomology spaces
σn : H
•(L, Hn(V,AV ))1 −→ H
•+1(L/V, Hn(V,AV ))
whereH•(L, Hn(V,AV ))1 denotes the cohomology space of the complex (ΩAV (L, Hn(V,AV )), d)
and σn is defined as: σn([pi(ω)]) = [dω], for ω ∈ ΩAV (L, Hn(V,AV )), such that
d(pi(ω)) = 0 ( ⇒ pi(dω) = 0 ⇒ dω ∈ ΩAV (L/V, Hn(V,AV ))); here [dω] denotes
the cohomology class of the form dω in H•+1(L/V, Hn(V,AV )).
Consider the special case when n = 1. Let us denote the homology space
H1(V,AV ) by HV . So, we have an exact sequence
(8.1) 0 −→ Ω•AV (L/V, HV ) −→ Ω
•
AV
(L, HV )
pi
−→ Ω•AV (L, HV )1 −→ 0
and the homomorphism: σ1 : H
•(L,HV )1 −→ H
•+1(L/V,HV ).
There is a one-to-one correspondence between the set of splittings of the following
short exact sequence
0 −→ V −→ L
p
−→ L/V −→ 0
and the set of such homomorphisms α : L −→ V , that α(v) = v, ∀ v ∈ V (projection
operator). Any such projection operator α, defines a 1-form α˜ ∈ Ω1AV (L, HV ):
α˜(X) = [α(X)], ∀X ∈ L
Lemma 8.1. For any two projections α, β : L −→ V , the forms pi(α˜) and pi(β˜) in
Ω1AV (L, HV )1, are equal and closed.
Proof. For such α and β we have: (α − β)(v) = v − v = 0, ∀ v ∈ V , which
implies that iv(α˜− β˜) = 0 ⇒ α˜− β˜ ∈ Ω
1
AV
(L/V, HV ) ⇒ pi(α˜) = pi(β˜).
For any v ∈ V and X ∈ L, we have:
(dα˜)(v,X) = v(α˜(X))−X(α˜(v)) − α˜([v,X ]) =
= −X([v])− [[v,X ]] = −[[X, v]]− [[v,X ]] = 0
Therefore, we obtain that iv(dα˜) = 0, ∀ v ∈ V , which means that the form dα˜
belongs to the submodule Ω2AV (L/V, HV ), or equivalently: pi(dα˜) = dpi(α˜) = 0 ⇒
pi(α˜) is closed in Ω1AV (L, HV )1.
Remark 1. dα˜ − dβ˜ = d(α˜ − β˜) ⇒ the forms α˜ and β˜ are cohomological in
Ω2AV (L/V, HV ), and their cohomology class is exactly σ1(pi(α˜)) ∈ H
2(L/V, H1(V,AV )).

As it follows from the above lemma, for any projection homomorphism α : L −→ V ,
the element pi(α˜) in Ω1AV (L, HV )1 is one and the same. Let us denote this ele-
ment (and also its cohomology class in H1(L,HV )1) by ∆. The element σ1(∆) in
H2(L/V, H1(V,AV )) we call the characteristic class of the Lie algebra ideal V in
L.
Remark 2. It is clear that if V is an ideal in the Lie algebra L, then the space
[V, V ] =
{∑
i
ai[ui, vi]
∣∣∣ ai ∈ AV , ui, vi ∈ V} is also an ideal in L (an in V , too).
We can consider the Lie algebra L˜ = L/[V, V ] and its commutative subalgebra
V˜ = V/[V, V ], which is also an ideal in L˜. It is clear that the homology space
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H1(V,AV ) is the same as V˜ and the quotient L˜/V˜ is the same as L/V . One can
consider the following short exact sequence
(8.2) 0 −→ V˜ −→ L˜ −→ L/V −→ 0
As the Lie algebra V˜ is commutative, in this situation, for any connection form
α : L˜ −→ V˜ (a splitting of the short exact sequence 8.2), its curvature form
coincides with dα ∈ Ω2AV (L/V, V˜ ), and the cohomology class of the form dα in
dα ∈ Ω2AV (L/V, V˜ ) coincides with the characteristic class of the ideal V . Therefore,
to study the properties of the characteristic class of a Lie algebra ideal, we can
consider the case when the ideal is commutative.
References
[1] I Vaisman, Lectures on the Geometry of Poisson Manifolds, Progress in Math. Vol. 118.
[2] J.L. Koszul, Grochet de Schouten-Nijenhuis et Cohomologie, Aste´risque, hors serie, Soc.
Math. France, Paris (1985), 257-271
[3] A. Weinstein, The Modular Automorphism Group of a Poisson Manifold, J. Geom. Phys., 23
(1997), 379-394
[4] T. Masson, Submanifolds and Quotient Manifolds in Noncommutative Geometry,
q-alg/9507030.
[5] P. Dazord, Feulletages a` singularite´s, Indagationes Math. 47 (1985), 21-39.
[6] V.L. Ginzburg, A. Golubev, Holonomy on Poisson Manifolds and the Modular Class,
math.DG/9812153.
[7] L. Ho¨rmander, The Analysis of Linear Partial Differential Operators I, Distribution Theory
and Fourier Analysis. Second Edition, Springer-Verlag Berlin Heidelberg New York, 1990.
[8] A. Nijenhuis, Jacoby-type Identities for bilinear differential concomitants of certain tensor
fields, Indagationes Math. 17 (1955), 390-403.
[9] A. Lichnerowicz, Les varie`tee`s de Poisson et leurs alge`bres de Lie associe`es, J. Diff. Geom. 12
(1977), 253-300.
[10] Jean-Luc Brylinski, A Differential Complex for Poisson Manifolds, J. Differential Geometry,
28 (1988)
Department of Theoretical Physics, A. Razmadze Institute of Mathematics, 1 Alex-
idze, Tbilisi ge-0193, Georgia
E-mail address: zaqro@mes.gov.ge
