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THE MORSE AND MASLOV INDICES FOR
MULTIDIMENSIONAL SCHRO¨DINGER OPERATORS WITH
MATRIX-VALUED POTENTIALS
GRAHAM COX, CHRISTOPHER K. R. T. JONES, YURI LATUSHKIN,
AND ALIM SUKHTAYEV
Abstract. We study the Schro¨dinger operator L = −∆+V on a star-shaped
domain Ω in Rd with Lipschitz boundary ∂Ω. The operator is equipped with
quite general Dirichlet- or Robin-type boundary conditions induced by opera-
tors between H1/2(∂Ω) and H−1/2(∂Ω), and the potential takes values in the
set of symmetric N ×N matrices. By shrinking the domain and rescaling the
operator we obtain a path in the Fredholm–Lagrangian Grassmannian of the
subspace of H1/2(∂Ω)×H−1/2(∂Ω) corresponding to the given boundary con-
dition. The path is formed by computing the Dirichlet and Neumann traces
of weak solutions to the rescaled eigenvalue equation. We prove a formula
relating the number of negative eigenvalues of L (the Morse index), the signed
crossings of the path (the Maslov index), the number of negative eigenvalues
of the potential matrix evaluated at the center of the domain, and the number
of negative eigenvalues of a bilinear form related to the boundary operator.
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1. Introduction
The foundational Morse Index Theorem, a generalization of a classical result
of Sturm, relates the Morse and Maslov indices of selfadjoint ordinary differential
operators. The Morse index counts the negative eigenvalues of the operator together
with their multiplicities while the Maslov index counts the conjugate points of
the respective differential equation. This theorem and its various generalizations
play a fundamental role in many questions from the calculus of variations [M63] to
geometry [SW08] and the stability of traveling waves [CDB06, CDB09, CDB11, J88,
SS08], and have attracted much attention over the years [B56, D76, CLM94, FJN03,
RS93, RS95, U73]. Another remarkable generalization of the Sturm Theorem was
given by Arnold [A67, A85] who considered the case of systems, that is, matrix-
valued ordinary differential equations. Although the first version of the Morse
Index Theorem for partial differential equations was given by Smale [S65] in 1965,
surprisingly little is currently known, even for scalar equations [DJ11, J91, S78]. In
particular, we are not aware of any papers on the Morse Index Theorem for systems
of partial differential equations beyond the Dirichlet case treated by Smale.
In the current work we fill this gap. In particular, we continue the work initiated
in [DJ11] for scalar-valued potentials and smooth domains, and describe a rela-
tion between the Morse index and the Maslov index for matrix-valued Schro¨dinger
operators on multidimensional, star-shaped, Lipschitz domains. We pay special
attention to the role of the Dirichlet-to-Neumann and Neumann-to-Dirichlet maps
and the weak Neumann trace operators, and fully develop the functional analytic
aspects of the theory, refining and adapting to the problem at hand some methods
from perturbation theory [K80].
The original purpose of this work was to complete some arguments in [DJ11]
and the companion papers [DN06, DN08]; see the list provided at the end of the
Introduction for details. Along the way, we observed new matrix-valued contribu-
tions to the Morse Index Theorem, such as the Morse index of the potential matrix
which appears in Theorem 1.4.
For scalar-valued Schro¨dinger operators on a smooth, star-shaped domain Ω,
the main idea in [DJ11] was to shrink Ω to its subdomains Ωt = {tx : x ∈ Ω},
and thus obtain a path t 7→ Υ(t) in the set of Lagrangian planes of the symplectic
Hilbert space H1/2(∂Ω) × H−1/2(∂Ω), formed by the boundary traces of weak
H1(Ωt)-solutions to the respective homogenous partial differential equations. The
Malsov index of this path was related in [DJ11] to the Morse index of the original
Schro¨dinger operator on L2(Ω). This result has generated a recent flurry of activity
on the subject of Morse and Maslov indices for differential operators.
In [JLM13] a similar approach was used to relate the Morse and Maslov indices
of a one-dimensional Schro¨dinger operator with periodic potential and θ-periodic
boundary conditions. In [DP12] the results of [DJ11] were extended to general
second-order, scalar-valued elliptic operators on star-shaped domains. The paper
[CJM15] dealt with the case when Ω is not necessarily star-shaped, and the do-
mains Ωt are obtained from Ω using a general family of diffeomorphisms instead of
the linear scaling x 7→ tx. In [PW15] and [LSS] a different symplectic construction
was given, utilizing the “space of abstract boundary values” for a given symmetric
operator, in which Lagrangian subspaces correspond to selfadjoint extensions—see
[BF98] and the literature cited therein. This formulation allowed [PW15] to study
the more involved case (on a star-shaped domain) when the underlying differential
THE MORSE AND MASLOV INDICES 3
operator is not bounded from below, in which case the Morse index must be replaced
by the spectral flow. For the semi-bounded case [LSS] proved a general theorem
relating the Morse and Maslov indices for a family of abstract self-adjoint opera-
tors, which contains as a special case Schro¨dinger operators on Rd with periodic
potentials and quasi-periodic boundary conditions.
The current paper, while closely related to the recent work cited above, is dis-
tinguished by its emphasis on the functional analytic (as opposed to geometric or
variational) aspects of the problem, and hence provides a view of the developments
in [DJ11] complementary to those found in [CJM15] and [LSS].
Let Ω ⊂ Rd be a star-shaped domain with Lipschitz boundary ∂Ω, and consider
the following eigenvalue problem
−∆u+ V (x)u = λu, x ∈ Ω, λ ∈ R, (1.1)
Tr u ∈ G. (1.2)
Here u : Ω → RN is a vector-valued function1 in the real Sobolev space H1(Ω) =
H1(Ω;RN ), the potential V = V (·) ∈ C0(Ω;RN×N ) is a continuous, matrix-valued
function having symmetric values, V (x)⊤ = V (x), and ∆ = ∂2x1 + · · · + ∂
2
xd is
the Laplacian. We denote by Tr the trace operator acting from H1(Ω) into the
boundary space H,
Tr : H1(Ω)→ H, u 7→ (γ
D
u, γ
N
u), H = H1/2(∂Ω)×H−1/2(∂Ω), (1.3)
where γ
D
u = u
∣∣
∂Ω
is the Dirichlet trace and γ
N
u = ν ·∇u
∣∣
∂Ω
is the (weak) Neumann
trace, which will be properly defined in Section 2. Throughout, the Laplacian is
understood in the weak sense, i.e. as a map from H1(Ω) into H−1(Ω) =
(
H10 (Ω)
)∗
.
The boundary condition in (1.2) is determined by a given closed linear subspace
G of the boundary space H = H1/2(∂Ω) ×H−1/2(∂Ω). We will assume that G is
Lagrangian with respect to the symplectic form ω defined on H by
ω
(
(f1, g1), (f2, g2)
)
= 〈g2, f1〉1/2 − 〈g1, f2〉1/2, (1.4)
where 〈g, f〉1/2 denotes the action of the functional g ∈ H
−1/2(∂Ω) on the function
f ∈ H1/2(∂Ω). As in [DJ11], we will use the following terminology.
Definition 1.1. We say that the subspace G or the boundary condition in (1.2) is
Dirichlet-based if G is the inverse graph
Gr′(Θ′) =
{
(Θ′g, g) ∈ H : g ∈ H−1/2(∂Ω)
}
of a compact, selfadjoint operator Θ′ : H−1/2(∂Ω) → H1/2(∂Ω). In particular,
Θ′ = 0 yields the Dirichlet boundary condition with G = HD, where we denote
HD =
{
(0, g) ∈ H : g ∈ H−1/2(∂Ω)
}
.
We say that the subspace G or the boundary condition in (1.2) is Neumann-based
if G is the graph
Gr(Θ) =
{
(f,Θf) ∈ H : f ∈ H1/2(∂Ω)
}
of a compact, selfadjoint operator Θ: H1/2(∂Ω)→ H−1/2(∂Ω). In particular, Θ = 0
yields the Neumann boundary condition with G = HN , where we denote
HN =
{
(f, 0) ∈ H : f ∈ H1/2(∂Ω)
}
.
1Throughout the paper we suppress vector notations as much as possible, and consistently
write L2(Ω) instead of L2(Ω;RN ) =
(
L2(Ω)
)N
, C0(Ω) instead of C0(Ω;RN×N ) etc.
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✸
The Neumann-based boundary conditions are usually called generalized Robin
boundary conditions since (1.2) for G = Gr(Θ) can be written as γ
N
u−Θγ
D
u = 0
in H−1/2(∂Ω). If Θ is the operator of multiplication by a real-valued function
θ ∈ L∞(∂Ω) composed with the embedding H1/2(∂Ω) →֒ H−1/2(∂Ω), then one ob-
tains the usual Robin boundary conditions, cf., e.g., [GM08, Corollary 2.8] and the
literature reviewed in [GM08, Remark 2.9]. We refer to Section 4.1 for a discussion
of further assumptions on the operators Θ and Θ′ and their consequences.
The main results of this paper are for generalized Robin (i.e. Neumann-based)
boundary conditions. We also prove some results for Dirichlet-based boundary
conditions assuming in addition that the operator Θ′ is nonpositive. The precise
relation between the Morse and the Maslov indices in the general Dirichlet-based
case is still unknown.
We will view the boundary value problem (1.1) and (1.2) as the eigenvalue prob-
lem for the Schro¨dinger operator defined on L2(Ω) as
LG = −∆+ V, dom(LG) =
{
u ∈ H1(Ω) : ∆u ∈ L2(Ω), Tru ∈ G
}
. (1.5)
In particular, LHD and LHN denote the operators equipped with Dirichlet and
Neumann boundary conditions, respectively.
We will assume that LG has compact resolvent, and thus has no essential spec-
trum. In this case one defines the Morse index Mor(LG) to be the number of
negative eigenvalues of LG , counted with multiplicity. In Section 4 we will give a
Lagrangian characterization of the eigenvalues of LG in terms of conjugate times,
or crossings. These are points where a nontrivial intersection occurs between G
and a certain path of subspaces in the Fredholm–Lagrangian Grassmannian of G
(see Definition 3.1 below). The signed count of these crossings is called the Maslov
index; we will recall the precise definition in Section 3. The main objective of the
current paper in the Neumann-based case is to relate the Morse index of LG , the
Morse index of the potential matrix V (0) at the center of the domain, the Morse
index of a certain matrix associated with the boundary operator Θ, and the Maslov
index of the above-described path with respect to G. We also treat the Dirichlet
case, which is easier as the Morse index is related merely to the Maslov index, and
does not depend on V (0).
Following the strategy of [DJ11], the path of Lagrangian subspaces will be formed
by shrinking the domain Ω and rescaling the boundary value problem (1.1) and (1.2)
accordingly. Since Ω is star-shaped, without loss of generality we assume that 0 ∈ Ω,
and for each x ∈ Ω there exist a unique t ∈ (0, 1] and y ∈ ∂Ω such that x = ty. For
each t ∈ (0, 1] we define a subdomain Ωt and trace operator Trt : H1(Ω)→ H by
Ωt = {x ∈ Ω : x = t
′y for t′ ∈ [0, t), y ∈ ∂Ω}, Trt u := (γDu, t
−1γ
N
u). (1.6)
Using the rescaled operator Trt and the subspace G from (1.2), we will consider the
following family of boundary value problems on Ω,
−∆u+ t2V (tx)u = t2λu, x ∈ Ω, λ ∈ R, t ∈ (0, 1], (1.7)
Trt u ∈ G. (1.8)
The boundary value problem (1.7) and (1.8) appears quite naturally, since pass-
ing from functions u(·) on Ωt to functions x 7→ u(tx) on Ω allows one to rescale
boundary value problems on Ωt to boundary value problems on Ω. Indeed, given
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Figure 1. A possible position of the conjugate times (crossings)
in Theorem 1.4 when τ > 0 is small enough for the Neumann-based
case. The crossings on a horizontal line t = const are the eigenval-
ues of the operator Ls,G(τ) for some s ∈ Σ (and in particular of
the operator LG). For τ small enough, the number of the negative
eigenvalues of the operator L0,G(τ) corresponding to the line t = τ
is computed in Theorem 1.4 via the number of negative squares of
the form b induced by the boundary operator Θ on the space of
constant-valued vector functions and via the number of the nega-
tive eigenvalues of the value of the potential V (0) restricted to the
null space of the form b.
a subspace G as in (1.2), consider the subspace Gt of the boundary space on ∂Ωt
obtained from G by the same rescaling. Then the solutions of (1.1) on Ωt whose
traces belong to Gt are exactly the rescaled solutions of (1.7) whose traces belong
to G; see Lemma 4.1 below for more details.
Let Σ = [a, b] be a parameter set and let
Γ =
{
(λ(s), t(s)) : s ∈ Σ
}
⊂ (−∞, 0]× (0, 1] (1.9)
denote the boundary of the square [−Λ, 0]× [τ, 1] for some (small) τ > 0 and (large)
Λ = Λ(τ) > 0, so that Γ = ∪4j=1Γj is a continuous, piecewise C
1 curve, see (4.12),
(4.13) and Figure 1. Throughout, we will use the following notations:
Vs(x) = t
2(s)V (t(s)x) − t2(s)λ(s), x ∈ Ω,
Lsu = −∆u+ Vsu, u ∈ H
1(Ω),
(1.10)
Tsu = (γDu, (t(s))
−1γ
N
u), s ∈ Σ, (1.11)
where the operator −∆ is understood in the weak sense, that is, as a map from
H1(Ω) into H−1(Ω) =
(
H10 (Ω)
)∗
. For τ ∈ (0, 1] and s ∈ Σ we let Ls,G(τ) denote the
operator Ls,G(τ)u = Lsu on L
2(Ω) with the boundary condition Tsu ∈ G; see (4.18)
and the discussion surrounding this formula for more details. We parametrize Γ so
that L0,G(1) is equal to the operator LG from (1.5).
Our main standing assumptions are summarized as follows; see also Section 4,
where we articulate them in more details.
Hypothesis 1.2. We assume throughout the paper that:
(i) Ω ⊂ Rd, d ≥ 2, is a nonempty, open, bounded, star-shaped, Lipschitz
domain;
(ii) the subspace G in (1.2) is Lagrangian with respect to the symplectic form
(1.4), and is either Dirichlet- or Neumann-based;
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(iii) the operators Θ and Θ′ in Definition 1.1 are compact and selfadjoint, and
the resulting operators Ls,G(τ) (and in particular LG) on L
2(Ω) defined in
(4.18) are selfadjoint, have compact resolvents and, for each τ > 0, are
semibounded from below uniformly for s ∈ Σ;
(iv) the potential V is continuous, V ∈ C0(Ω;RN × RN ), and V (x) is a sym-
metric (N ×N) matrix for each x ∈ Ω.
Sometimes assumption (i) will be replaced by a stronger assumption:
(i’) Ω ⊂ Rd, d ≥ 2, is a nonempty, open, bounded, star-shaped domain with
C1,r boundary for some 1/2 < r < 1.
Sometimes we will impose additional assumptions on Θ and Θ′:
(ii’) assumption (ii) holds and the operators Θ′ and Θ are nonpositive.
When needed, in addition to (i) or (i’) and (ii) or (ii’), we will also assume that
(iii’) assumption (iii) holds and dom(LG) and dom(Ls,G(τ)) are subsets ofH
2(Ω).
When needed we will assume that
(iv’) assumption (iv) holds and V ∈ C1(Ω;RN × RN ) is continuously differen-
tiable. ✸
In particular, if Hypothesis 1.2(iii’) holds, then each weak solution u to (1.1) sat-
isfying the boundary condition (1.2) is automatically a strong solution. In Section
4 we will give some sufficient conditions on Θ and Θ′ such that Hypothesis 1.2(iii)
or (iii’) holds (see Remarks 4.2 and 4.4 and Theorem 4.8).
Let Trt u = (γDu, t
−1γ
N
u) be the rescaled trace map and Kt be the subspace in
H1(Ω) of weak solutions to the equation (−∆+ t2V (tx))u = 0 for t ∈ [τ, 1], with
τ ∈ (0, 1] fixed. Observe that no boundary conditions are imposed on the functions
u ∈ Kt.
As we will see below, our hypotheses imply that the subspaces Υ(t) = Trt(Kt)
form a smooth path in the Fredholm–Lagrangian Grassmanian of the boundary
space G. Therefore, one can define the Maslov index of Υ(t) with respect to G.
Intuitively this is a signed count of the times at which Υ(t) and G intersect non-
trivially, where the sign depends on the manner in which Υ(t) passes through G as
t increases.
We are now ready to formulate our main result for the Dirichlet-based case.
Theorem 1.3. Let G = Gr′(Θ′) be a Dirichlet-based subspace of the boundary
space H = H1/2(∂Ω;RN ) × H−1/2(∂Ω;RN ). Assume Hypothesis 1.2 (i), (ii’),
(iii), (iv), in particular, that the operator Θ′ ∈ B(H−1/2(∂Ω;RN ), H1/2(∂Ω;RN ))
is nonpositive. Then the Morse index of the operator LG on L
2(Ω;RN ) defined by
LGu = (−∆+V (x))u, (γDu, γNu) ∈ G and the Maslov index of the path Υ: [τ, 1]→
FΛ(G) defined by t 7→ Trt(Kt) for t ∈ [τ, 1], with τ ∈ (0, 1] sufficiently small, are
related as follows:
Mor(LG) = −Mas(Υ). (1.12)
Moreover, if Hypothesis 1.2 (i’), (iv’) hold and Θ′ = 0 (i.e. we are considering the
Dirichlet problem, G = HD), then
Mor(LHD) =
∑
t∈[τ,1)
dimR ker
(
−∆HD + t
2V (tx)
)
, (1.13)
where −∆HD is the Dirichlet Laplacian.
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This is a generalization of the celebrated Morse Index Theorem of Smale [S65]
(see also [U73]) to Lipschitz domains. It also generalizes [DJ11, Theorem 2.4] to the
matrix-valued case, while doing away with the assumption in [DJ11] that V (0) is
sign definite. The last assertion in Theorem 1.3 is a consequence of general formulas
given in Subsection 5.3 for the Maslov crossing form at the crossings on Γ2, which
may be of independent interest.
We now formulate our main result for the Neumann-based case. Let S denote
the N -dimensional subspace of H1/2(∂Ω;RN ) consisting of boundary values of con-
stant vector-valued functions in H1(Ω;RN ). Given a bounded, selfadjoint operator
Θ as in Definition 1.1, we let B denote the (N×N) matrix associated with the qua-
dratic form b(p, q) = 〈Θp, q〉1/2 defined for p, q ∈ S. Let Q0 denote the orthogonal
projection in S on ker(B).
Theorem 1.4. Let G = Gr(Θ) be a Neumann-based subspace in the boundary space
H = H1/2(∂Ω;RN ) ×H−1/2(∂Ω;RN ). Assume Hypothesis 1.2 (i), (ii), (iii), (iv)
and also assume that the quadratic form v(p, q) = 〈V (0)p, q〉RN for p, q ∈ ker(B)
is nondegenerate on ran(Q0) = ker(B) where we use notations introduced in the
paragraph preceding the theorem. Then the Morse index of the operator LG on
L2(Ω;RN ) defined by LGu = (−∆+ V (x))u, (γDu, γNu) ∈ G is given by
Mor(LG) = −Mas(Υ) +Mor(−B) +Mor
(
Q0V (0)Q0
)
, (1.14)
where Υ: [τ, 1]→ FΛ(G) denotes the path t 7→ Trt(Kt) for t ∈ [τ, 1] and V (0) is the
potential matrix evaluated at x = 0.
The nondegeneracy assumption on the form v(p, q) can potentially be removed.
However, this requires the use of higher power asymptotic expansions for the eigen-
values of a finite-dimensional part the operator L0,G(τ) as τ → 0, cf. formula (6.49)
below. Although these expansions are available in the abstract perturbation theory
[K80, Section II.5], the formulas are cumbersome and thus we do not pursue this
topic here. In the Neumann case Θ = 0, (1.14) simplifies to
Mor(LG) = −Mas(Υ) +Mor
(
V (0)
)
provided 0 /∈ Sp(V (0)).
In the scalar (N = 1) Neumann-based case one has B = 〈Θ1∂Ω,1∂Ω〉1/2, where
1∂Ω(x) = 1 for x ∈ ∂Ω, and the nondegeneracy condition in the theorem becomes
V (0) 6= 0 provided B = 0. One derives from (1.14) with N = 1 a version of [DJ11,
Theorem 2.5] for Lipschitz domains: if τ ∈ (0, 1] is small enough, then
Mor(LG) =
{
−Mas(Υ) if B < 0, or B = 0 and V (0) > 0,
−Mas(Υ) + 1 if B > 0, or B = 0 and V (0) < 0.
An essential part of the proof of both Theorems 1.3 and 1.4 is the Ck regularity
of the path Υ: t 7→ Trt(Kt) ∈ FΛ(G). Our proof of this fact in Proposition 4.10
is quite elementary and does not use the Calderon projection (see [G09, Chapter
11] or [BW93, Chapter 12]), relying instead on the abstract perturbation Lemmas
3.13 and 3.14. Additionally, in Subsection 4.3 we prove that the subspaces Trt(Kt)
can be described as graphs of the Dirichlet-to-Neumann and Neumann-to-Dirichlet
maps whenever these are defined. Another essential part of the proof of Theorem
1.4 is the asymptotic perturbation theory for the operators L0,G(τ) as τ → 0,
corresponding to the lower right corner of the rectangle Γ in Figure 1. This theory
is fully developed in Section 6 and is based on ideas from [K80, Chapters II, VII].
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Finally, in Section 5 we prove several quite explicit formulas for the Maslov crossing
form on the right vertical boundary of Γ.
We conclude the Introduction by listing the results in [DJ11] and [DN06, DN08]
that required additional analytical arguments, and indicate where these arguments
are given. (Note that the major conclusions of [DJ11] are all correct, as confirmed
by the current paper.) We note that [DP12] also depends on the arguments in
[DJ11] (and consequently [DN06, DN08]).
(i) We reprove Lemmas 3.3 and 3.4 of [DJ11] in Lemma 3.2.
(ii) The full proof of Proposition 4.1 of [DJ11] (including Lemma 6 of [DN06]
and Lemmas 2 and 6 of [DN08]) and Proposition 4.3 of [DJ11] (including Remark
7 in [DN06]) is given in Proposition 4.10. This requires several preliminary steps,
which appear in Lemmas 2.12, 3.13 and 3.14. In fact, the proof of the regularity
of the path Υ: [τ, 1]→ FΛ(G) is one of the main technical accomplishments of the
current paper.
(iii) In Section 5 we give a detailed proof of Lemma 4.9 (including Claim 4.10)
and Proposition 5.3 of [DJ11].
(iv) The perturbation results in Lemmas 5.5 and 5.6 and Claim 5.8 of [DJ11]
are recovered from the detailed asymptotic analysis in Section 6.
(v) We observe that the relation between the Morse and Maslov indices in the
Neumann-based case requires more careful assumptions than are given in Definition
2.2 of [DJ11], as demonstrated by Example 4.9 below. In particular, it is necessary
to either interpret the Morse index in a weak (that is, H1(Ω)) sense, or impose
an additional assumption, such as Hypothesis 4.7, on the boundary operator Θ in
Definition 1.1 to ensure that the domain of the Schro¨dinger operator is contained
in H2(Ω).
Notations. Throughout the paper we use the following basic notations. We
denote by B(X1,X2) and B∞(X1,X2) the set of bounded linear operators and the
set of compact operators from a Hilbert space X1 into a Hilbert space X2 (real or
complex), and abbreviate these as B(X ) and B∞(X ) when X = X1 = X2. We
denote by IX the identity operator on X . Calligraphic letters are used to denote
various subspaces. Given two closed linear subspaces L,M ⊂ X , we denote by
L +M their (not necessarily direct) sum, by L+˙M their direct sum (which need
not be orthogonal), and by L ⊕M their orthogonal sum. For a linear operator T
on a Banach space X we denote by T−1 its (bounded) inverse, by ker(T ) its null
space, by ran(T ) its range, by Sp(T ) its spectrum, by T ∗ its adjoint (or transpose,
when the space is real), by T |L its restriction to a subspace L ⊂ X , and by T (L) =
{Tx : x ∈ L} the range of the restriction. If X is a Banach space and X ∗ is its
adjoint then X ∗〈v, u〉X denotes the action of a functional v ∈ X ∗ on u ∈ X . We
abbreviate
〈g, f〉1/2 = H−1/2(∂Ω;RN )〈(gn)
N
n=1, (fn)
N
n=1〉H1/2(∂Ω;RN )
=
N∑
n=1
H−1/2(∂Ω)〈gn, fn〉H1/2(∂Ω),
(1.15)
and also write
〈u, v〉L2(Ω) =
N∑
n=1
∫
Ω
un(x)vn(x) dx, u = (un)
N
n=1, v = (vn)
N
n=1 ∈ L
2(Ω;RN ),
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for the scalar product in L2(Ω). We let ⊤ denote the transposition. A generic
constant possibly different from one estimate to another is denoted by c.
Throughout, we suppress vector notations by writing L2(Ω) instead of L2(Ω;RN ),
etc. Similarly, for a vector-valued function u = (un)
N
n=1 : Ω → R
N we write ∇u
applying the gradient to each component un of u, and analogously write ∆u =
(∆un)
N
n=1, etc. Given two vector-valued functions u = (un)
N
n=1 and v = (vn)
N
n=1,
we write uv = (unvn)
N
n=1 for their componentwise product. We often use “·” to
denote the scalar product in Rd and write
∇u · ∇v =
N∑
n=1
〈∇un,∇vn〉Rd , 〈∇u,∇v〉L2 =
N∑
n=1
∫
Ω
〈∇un(x),∇vn(x)〉Rd dx. (1.16)
More general, if U = (Un)
N
n=1 and V = (Vn)
N
n=1 are vector-valued functions with
components Un, Vn ∈ Rd then we write
U · V =
N∑
n=1
〈Un, Vn〉Rd , 〈U, V 〉L2(Ω) =
N∑
n=1
∫
Ω
〈Un(x), Vn(x)〉Rd dx. (1.17)
We denote by H = H1/2(∂Ω) × H−1/2(∂Ω) the boundary space, by H1∆(Ω) the
subspace of weakly harmonic functions in H1(Ω), by γD the Dirichlet and by γN
the weak Neumann trace, and write Tru = (γ
D
u, γ
N
u).
We use the notation L = −∆+ V , Ls = −∆+ Vs etc. for the operators acting
from H1(Ω) into H−1(Ω), and LG , Ls,G etc. for the respective operators on L
2(Ω)
equipped with boundary conditions associated with a given subspace G in H.
2. Preliminaries on elliptic problems and associated operators
For the reader’s convenience, in this section we collect several well-known facts
from [E10, GM08, G85, G71, G09, R96, T11, T96] concerning trace maps, Neumann
operators, Dirichlet-to-Neumann and Neumann-to-Dirichlet operators and elliptic
problems on Lipschitz domains that will be needed in the sequel (Sections 2.1–
2.3). Our main topic, however, is a description of the set of weak solutions to the
homogenous equation associated with a Schro¨dinger operator via certain Birman–
Schwinger type operators (Section 2.4).
Throughout, we assume that Hypothesis 1.2 (i) holds. Unless otherwise specified,
the operator −∆ is understood in the weak sense, that is, as a map between the
spaces H10 (Ω) and H
−1(Ω) =
(
H10 (Ω)
)∗
defined by means of the Riesz Lemma:
H−1(Ω)〈−∆u,Φ〉H1
0
(Ω) = 〈∇u,∇Φ〉L2(Ω), u,Φ ∈ H
1
0 (Ω).
We stress that −∆ ∈ B
(
H10 (Ω), H
−1(Ω)
)
is an isomorphism and denote its inverse
by (−∆)−1 ∈ B
(
H−1(Ω), H10 (Ω)
)
. We will denote by
π1 : H
1(Ω)→ H10 (Ω) and π2 : H
1(Ω)→ H1∆(Ω) (2.1)
the complementary bounded projections associated with the direct sum decompo-
sition H1(Ω) = H10 (Ω)+˙H
1
∆(Ω), where
H1∆(Ω) =
{
u ∈ H1(Ω) : 〈∇u,∇Φ〉L2(Ω) = 0 for all Φ ∈ H
1
0 (Ω)
}
(2.2)
denotes the set of weakly harmonic functions. We will also use the symbol −∆ to
denote the extension of the Laplacian from H10 (Ω) to H
1(Ω) defined by −∆u =
(−∆)π1u for u ∈ H
1(Ω). Given a bounded potential V ∈ L∞(Ω), we will consider
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the Scho¨dinger operator L = −∆+V as an operator from H1(Ω) into H−1(Ω). We
denote by KL the set of weak solutions to the equation Lu = 0, that is, we let
KL =
{
u ∈ H1(Ω) : Lu = 0 in H−1(Ω)
}
=
{
u ∈ H1(Ω) : 〈∇u,∇Φ〉L2(Ω) + 〈V u,Φ〉L2(Ω) = 0 for all Φ ∈ H
1
0 (Ω)
}
.
(2.3)
2.1. The Dirichlet and Neumann traces. Our main objective in this subsection
is to introduce the (weak) trace map Tru = (γ
D
u, γ
N
u), defined on a dense subset
D in H1(Ω) and mapping into the boundary space H = H1/2(∂Ω)×H−1/2(∂Ω).
First, we define the strong trace operators. Let us introduce the boundary trace
operator γ0
D
(the Dirichlet trace) by
γ0
D
: C0(Ω)→ C0(∂Ω), γ0
D
u = u|∂Ω. (2.4)
By the standard trace theorem, see, e.g., [T11, Proposition 4.4.5], or [M00, Theorem
3.38], there exists a bounded, surjective Dirichlet trace operator
γD : H
r(Ω)→ Hr−1/2(∂Ω) →֒ L2(∂Ω), 1/2 < r < 3/2. (2.5)
Furthermore, the map has a bounded right inverse, i.e., given any f ∈ Hr−1/2(∂Ω)
there exists u ∈ Hr(Ω) such that γ
D
u = f and ‖u‖Hr(Ω) ≤ C‖f‖Hr−1/2(∂Ω).
The following existence and uniqueness result for the Dirichlet boundary value
problems is well known, see, e.g., [G71, Theorem 2.1] and also [G85] and the liter-
ature therein.
Theorem 2.1. Let 1 ≤ r ≤ 3/2 and temporarily assume that ∂Ω is C∞. Then the
map
D : Hr(Ω)→ Hr−2(Ω)×Hr−1/2(∂Ω)
defined by Du = (−∆u, γ
D
u) is an isomorphism. That is, for any v ∈ Hr−2(Ω)
and f ∈ Hr−1/2(∂Ω) there exists a unique u ∈ Hr(Ω) so that Du = (v, f), and
u satisfies the estimate ‖u‖Hr(Ω) ≤ c(‖v‖Hr−2(Ω) + ‖f‖Hr−1/2(∂Ω)). If Hypothesis
1.2(i) is satisfied then the statement in the theorem holds for r = 1.
In other words, for any given v ∈ Hr−2(Ω) and f ∈ Hr−1/2(∂Ω) there exists a
unique solution u ∈ Hr(Ω) to the Dirichlet problem −∆u = v, γDu = f .
We will now define the strong Neumann trace operator γs
N
by
γs
N
= ν · γ
D
∇ : Hr+1(Ω)→ L2(∂Ω), 1/2 < r < 3/2, (2.6)
where ν denotes the outward-pointing unit normal vector to ∂Ω. With the notation
just introduced, the following Green’s formula holds:∫
Ω
∇u · ∇Φ dx
= −
∫
Ω
〈∆u,Φ〉RN dx+
∫
∂Ω
〈γs
N
u, γ
D
Φ〉RNdy, u ∈ H
2(Ω),Φ ∈ H1(Ω)
(2.7)
where u = (un)
N
n=1 and Φ = (Φn)
N
n=1.
Our next task is to define the weak Neumann trace operator γ
N
, an unbounded
operator with dense domain D ⊂ H1(Ω) and range in H−1/2(∂Ω), the dual space
to H1/2(∂Ω). First, we define the weak operator of multiplication by the normal
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vector. We say that u ∈ H1(Ω) has ∆u ∈ L2(Ω) if there exists v ∈ L2(Ω) such that
∆u = v in H−1(Ω). We define the unbounded operator ν · ∗ : w 7→ ν ·w as follows:
ν · ∗ : dom(ν · ∗) ⊂ L2(Ω)→ H−1/2(∂Ω),
dom(ν · ∗) = {w ∈ L2(Ω) | div(w) ∈ L2(Ω)},
〈ν · w, φ〉1/2 = 〈w,∇Φ〉L2(Ω) + 〈div(w),Φ〉L2(Ω),
(2.8)
whenever φ ∈ H1/2(∂Ω) and Φ ∈ H1(Ω) are such that γ
D
Φ = φ. Here w = (wn)
N
n=1,
with wn(x) ∈ Rd, div(w) = (div(wn))Nn=1 and we recall the notation in (1.15) and
(1.17). The last pairing is compatible with the distributional pairing on ∂Ω and
the above definition is independent of the particular extension Φ ∈ H1(Ω) of φ, see
[GLMZ05, (A12) – (A14)].
We introduce the (weak) Neumann trace operator γ
N
as follows. Let
D = {u ∈ H1(Ω)
∣∣∆u ∈ L2(Ω) in H−1(Ω)}, (2.9)
and define dom(γ
N
) = D and
γ
N
: dom(γ
N
) ⊂ H1(Ω)→ H−1/2(∂Ω), γ
N
u = ν · ∇u, (2.10)
where ν · ∗ is the weak operator of multiplication by the normal vector defined in
(2.8). We recall (1.15) and (1.16) and the following Green’s formula:
〈γ
N
u, γ
D
Φ〉1/2 = 〈∇u,∇Φ〉L2(Ω) + 〈∆u,Φ〉L2(Ω), u ∈ D,Φ ∈ H
1(Ω). (2.11)
The set D can be equipped with the following “graph norm” for the Laplacian:
‖u‖D = ‖u‖H1(Ω) + ‖∆u‖L2(Ω), u ∈ D. (2.12)
We note that γ
N
is not bounded from dom(γ
N
) ⊂ H1(Ω) to H−1/2(∂Ω) when
dom(γ
N
) is equipped with the H1(Ω) norm, and in fact is not even closed, though
it is densely defined. However, as the following elementary lemma shows, γ
N
is
bounded when dom(γ
N
) = D is equipped with the norm (2.12).
Lemma 2.2. Assume Hypothesis 1.2 (i). Then
(i) ‖γ
N
u‖H−1/2(∂Ω) ≤ c(‖u‖H1(Ω) + ‖∆u‖L2(Ω)) for all u ∈ D = dom(γN ), and
(ii) the space D = dom(γ
N
) is complete in the norm (2.12).
Proof. To begin the proof of (i), we fix φ ∈ H1/2(∂Ω) and let Φ denote the solution
to the boundary value problem −∆Φ = 0, γ
D
Φ = φ; by Theorem 2.1 with r = 1
such a function necessarily exists, and satisfies ‖Φ‖H1(Ω) ≤ c‖φ‖H1/2(∂Ω). Then
Green’s formula (2.11) yields∣∣〈γ
N
u, φ〉1/2
∣∣ ≤ ‖u‖H1(Ω)‖Φ‖H1(Ω) + ‖∆u‖L2(Ω)‖Φ‖H1(Ω)
≤ c‖φ‖H1/2(∂Ω)
(
‖u‖H1(Ω) + ‖∆u‖L2(Ω)
)
as required. To show (ii), let {un} be a Cauchy sequence in
(
D, ‖ · ‖D
)
. Then {un}
is a Cauchy sequence in
(
H1(Ω), ‖ · ‖H1(Ω)
)
and {∆un} is a Cauchy sequence in(
L2(Ω), ‖ ·‖L2(Ω)
)
. Therefore, there exist u ∈ H1(Ω) and v ∈ L2(Ω) so that un → u
in H1(Ω) and ∆un → v in L2(Ω) as n → ∞. Then, using twice the definition of
the (weak) Laplacian, for any φ ∈ H10 (Ω) we infer:
H−1(Ω)〈−∆u, φ〉H1
0
(Ω) = 〈∇u,∇φ〉L2(Ω) = lim
n→∞
〈∇un,∇φ〉L2(Ω)
= lim
n→∞
〈−∆un, φ〉L2(Ω) = 〈−v, φ〉L2(Ω).
This means that ∆u = v ∈ L2(Ω) and thus u ∈ D and un → u in ‖ · ‖D. 
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We are now ready to define the (weak) trace map, Tr, as an unbounded operator
having domain dom(Tr) = D ⊂ H1(Ω), with D as in (2.9), mapping into the
boundary space H = H1/2(∂Ω)×H−1/2(∂Ω) as follows:
Tr : dom(Tr) ⊂ H1(Ω)→ H1/2(∂Ω)×H−1/2(∂Ω), Tru = (γ
D
u, γ
N
u). (2.13)
By Lemma 2.2, Tr is a bounded operator when the space D is equipped with the
graph norm (2.12). Also, since the space of weakly harmonic functions H1∆(Ω) is
a subset of D on which the norms ‖ · ‖D and ‖ · ‖H1(Ω) coincide, the restriction
Tr |H1
∆
(Ω) : H
1
∆(Ω)→ H
1/2(∂Ω)×H−1/2(∂Ω) is a bounded operator.
We will also need the following assertion, known as the boundary unique contin-
uation property (see, e.g., [BB12, Proposition 2.5] or [I06, Theorem 3.2.2]).
Lemma 2.3. Assume Hypothesis 1.2(i) and let L = −∆+ V for a potential V ∈
L∞(Ω). If u ∈ H1(Ω) is a weak solution to the equation Lu = 0 that satisfies both
boundary conditions γ
D
u = 0 and γ
N
u = 0, then u = 0.
2.2. The Neumann, Dirichlet-to-Neumann and Neumann-to-Dirichlet op-
erators. In this subsection we define the Neumann operator N−∆ mapping the
Dirichlet boundary values of harmonic functions into their Neumann boundary val-
ues, and the generalizations of this operator, NL−λ andML−λ = −N
−1
L−λ, when the
Laplacian is replaced by the Schro¨dinger operator L−λIH1(Ω) = −∆+V −λIH1(Ω).
As a motivation, we begin with the strong Neumann operator temporarily as-
suming that ∂Ω is C∞. Let f ∈ H3/2(∂Ω). By Theorem 2.1 with r = 2 there
exists a unique solution uD ∈ H2(Ω) to the boundary value problem −∆uD = 0
in Ω, γ
D
uD = f on ∂Ω so that ‖uD‖H2(Ω) ≤ c‖f‖H1/2(∂Ω). We define the strong
Neumann operator N s−∆ by
N s−∆ : H
3/2(∂Ω)→ H1/2(∂Ω), N s−∆f = −γNuD, (2.14)
see, e.g., [T96, Section 7.11]. Sometimes N s−∆ is called the Dirichlet-to-Neumann
operator, see, e.g. [GM08, GM11] and the literature therein, but we will reserve the
longer name for the situation when the Laplacian is replaced by the Schro¨dinger
operator. Invoking the strong trace map Trs, cf. (2.6),
Trs : H2(Ω)→ H3/2(∂Ω)×H1/2(∂Ω), Trs u = (γDu, γ
s
N
u), (2.15)
we remark that the restriction of Trs to the space {u ∈ H2(Ω) : −∆u = 0 in L2(Ω)}
of strongly harmonic functions satisfies the identity
Trs u = (f,−N s−∆f) with f = γDu. (2.16)
By Green’s formula (2.7) we then have, for Φ ∈ H1(Ω),
〈N s−∆f, γDΦ〉L2(∂Ω) = −〈γ
s
N
uD, γDΦ〉L2(∂Ω) = −〈∇uD,∇Φ〉L2(Ω). (2.17)
We are ready to define the weak Neumann operator assuming Hypothesis 1.2 (i).
Definition 2.4. Let f ∈ H1/2(∂Ω), with uD ∈ H1(Ω) the weak solution to the
boundary value problem −∆uD = 0 in Ω and γDuD = f on ∂Ω whose existence
is guaranteed by Theorem 2.1 with r = 1. The weak Neumann operator N−∆ is
defined by
N−∆ : H
1/2(∂Ω)→ H−1/2(∂Ω), N−∆f = −γNuD, (2.18)
where γ
N
is the weak Neumann trace operator defined in (2.10). ✸
We summarize the properties of the weak Neumann and trace operators.
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Lemma 2.5. (i) The weak Neumann operator N−∆ ∈ B
(
H1/2(∂Ω), H−1/2(∂Ω)
)
defined in (2.18) is a bounded extension of the strong Neumann operator N s−∆ ∈
B
(
H3/2(∂Ω), H1/2(∂Ω)
)
defined in (2.14).
(ii) The restriction of the weak trace map Tr defined in (2.13) to the space
H1∆(Ω) of weakly harmonic functions satisfies the identity
Tru = (γ
D
u, γ
N
u) = (f,−N−∆f) for u ∈ H
1
∆(Ω), f = γDu; (2.19)
in other words, Tr(H1∆(Ω)) = Gr(−N−∆) in H
1/2(∂Ω)×H−1/2(∂Ω).
Proof. Proving (i), we take any f ∈ H3/2(∂Ω) and g ∈ H1/2(∂Ω). By Theorem 2.1
for r = 1 and v = 0, there exists a harmonic function Φ ∈ H1∆(Ω) so that γDΦ = g
and ‖Φ‖H1(Ω) ≤ c‖g‖H1/2(∂Ω). Then formula (2.17) yields
〈N s−∆f, g〉1/2 = 〈N
s
−∆f, γDΦ)〉L2(∂Ω)
= −〈γs
N
uD, γDΦ〉L2(∂Ω) = −〈∇uD,∇Φ〉L2(Ω)
and therefore∣∣〈N s−∆f, g〉1/2∣∣ ≤ ‖uD‖H1(Ω)‖Φ‖H1(Ω) ≤ c‖f‖H1/2(∂Ω)‖g‖H1/2(∂Ω).
This shows that N s−∆ : H
3/2(∂Ω)→ H1/2(∂Ω) admits a bounded extension N−∆ ∈
B
(
H1/2(∂Ω), H−1/2(∂Ω)
)
, as claimed.
The identity in (ii) follows immediately from the definition of N−∆. 
We will now discuss the Dirichlet-to-Neumann and Neumann-to-Dirichlet oper-
ators associated with the Schro¨dinger operator L− λIH1(Ω) = −∆+ V − λIH1(Ω),
assuming that V ∈ L∞(Ω) and λ ∈ R. We recall that Hypothesis 1.2(i) is assumed
throughout the paper. Passing from the real spaceH1(Ω;RN ) to its compexification
H1(Ω;CN ) one can also treat the case λ ∈ C, but this will not be needed.
We fix f ∈ H1/2(∂Ω) and consider the following Dirichlet problem for u ∈ H1(Ω):
−∆u+ V (x)u − λu = 0 in H−1(Ω), γ
D
u = f in H1/2(∂Ω). (2.20)
Using the direct sum decomposition H1(Ω) = H10 (Ω)+˙H
1
∆(Ω), see (2.1) and (2.2),
we split u = u1 + u2, where u1 ∈ H10 (Ω) and u2 ∈ H
1
∆(Ω). Then (2.20) becomes
(−∆+ V (x)− λ)u1 = (λ− V (x))u2 in H
−1(Ω), γ
D
u1 = 0 in H
1/2(∂Ω), (2.21)
−∆u2 = 0 in H
−1(Ω), γ
D
u2 = f in H
1/2(∂Ω). (2.22)
By Theorem 2.1, the boundary value problem (2.22) has a unique solution u2 satis-
fying ‖u2‖H1(Ω) ≤ c‖f‖H1/2(∂Ω). For the boundary value problem (2.21) the follow-
ing Fredholm alternative holds (see, e.g., [E10, Section 6.3.2] or [GM08, Equation
(2.105)]): either there exists a unique weak solution to the boundary value problem
(−∆+ V (x)− λ)u1 = (λ− V (x))u2 in H
−1(Ω), γ
D
u1 = 0 in H
1/2(∂Ω),
or else there exists a nonzero weak solution to the boundary value problem
(−∆+ V (x) − λ)u1 = 0 in H
−1(Ω), γ
D
u1 = 0 in H
1/2(∂Ω). (2.23)
Let LHD denote the Schro¨dinger operator in L
2(Ω) equipped with the standard
Dirichlet boundary condition, that is,
LHDu = Lu, dom(LHD ) = {u ∈ H
1(Ω) : ∆u ∈ L2(Ω), γ
D
u = 0}.
We note thatH10 (Ω) is defined to be the closure of C
∞
0 (Ω) inH
1(Ω), but the equality
H10 (Ω) = {u ∈ H
1(Ω) : γDu = 0} for Lipschitz domains can be found, e.g., in [G85,
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Corollary 1.5.1.6]. If Hypothesis 1.2(i’) holds, then dom(LHD ) = H
2(Ω) ∩H10 (Ω),
where the inclusion dom(LHD) ⊂ H
2(Ω) is a consequence of elliptic regularity; see,
e.g., [E10, Section 6.3.2] for a discussion for C2 domains, and for C1,r domains,
[GLMZ05, Lemma A.1] and also [GM08, Theorem 2.10] and [GM08, Lemma 2.14].
We now view LHD as an unbounded operator in L
2(Ω). Then λ ∈ Sp(LHD),
that is, λ is a Dirichlet eigenvalue of L, if and only if (2.23) indeed has a nontrivial
solution. Therefore, the following existence and uniqueness result holds: if λ is
not in Sp(LHD) then the system (2.20) has a unique weak solution u = uD ∈
H1(Ω) and, moreover, ‖uD‖H1(Ω) ≤ c‖f‖H1/2(∂Ω). The last estimate, cf. also (2.34),
follows by applying to u = u1+u2 the standard H
2 estimate, see, e.g. [E10, Section
6.3.2], and using V ∈ L∞(Ω) and the inequality ‖u2‖H1(Ω) ≤ c‖f‖H1/2(∂Ω):
‖u1‖H1(Ω) ≤ ‖u1‖H2(Ω) ≤ c‖(λ− V )u2‖L2(Ω) ≤ c‖u2‖H1(Ω) ≤ c‖f‖H1/2(Ω).
Recalling (2.9), we note that uD ∈ D = dom(γN ) since −∆uD = (λ − V )uD and
(λ − V )uD ∈ L2(Ω). We will also make use of the following “strong” version of
the above mentioned existence and uniqueness result: if λ is not in Sp(LHD ) then
for any f ∈ H1(∂Ω) system (2.20) has a unique solution u = uD ∈ H3/2(Ω) and,
moreover, ‖uD‖H3/2(Ω) ≤ c‖f‖H1(∂Ω), see, e.g., [GM08, Theorem 3.6].
Analogously, let us fix any g ∈ H−1/2(∂Ω) and consider the following Neumann
boundary value problem for a function u ∈ H1(Ω):
−∆u+ V (x)u − λu = 0 in H−1(Ω), γ
N
u = g in H−1/2(∂Ω). (2.24)
Let LHN denote the Schro¨dinger operator equipped with the standard Neumann
boundary condition, that is,
LHNu = Lu, dom(LHN ) = {u ∈ H
1(Ω) : ∆u ∈ L2(Ω), γ
N
u = 0}.
Again, we refer to [GLMZ05, Lemma A.1] for the inclusion dom(LHN ) ⊂ H
2(Ω).
We can now view LHN as an unbounded operator on L
2(Ω). Then λ ∈ Sp(LHN ),
that is, λ is a Neumann eigenvalue of L, if and only if the homogeneous problem
(2.24) has a nontrivial solution. If λ is not in Sp(LHN ) then system (2.24) has a
unique weak solution u = uN ∈ H1(Ω) and, moreover, ‖uN‖H1(Ω) ≤ c‖g‖H−1/2(∂Ω),
see, e.g., [GM08, Corollary 4.4]. The “strong” version of the existence and unique-
ness result reads as follows: if λ is not in Sp(LHN ), then for each g ∈ L
2(∂Ω) the sys-
tem (2.24) has a unique solution u = uN ∈ H
3/2(Ω) and, moreover, ‖uN‖H3/2(Ω) ≤
c‖g‖L2(∂Ω), see, e.g., [GM08, Corollary 3.3].
We are ready to define the weak and strong Dirichlet-to-Neumann and Neumann-
to-Dirichlet maps associated with the Schro¨dinger operator L− λ.
Definition 2.6. (i) Assume that λ is not in Sp(LHD ). Let f ∈ H
1/2(∂Ω) and let
uD ∈ H1(Ω) be the unique weak solution to the boundary value problem (2.20).
The weak Dirichlet-to-Neumann operator NL−λ associated with the Schro¨dinger
operator L = −∆+ V is defined by
NL−λ : H
1/2(∂Ω)→ H−1/2(∂Ω), NL−λf = −γNuD, (2.25)
where γ
N
is the weak Neumann trace operator defined in (2.10). Similarly, let
f ∈ H1(∂Ω) and let uD ∈ H3/2(Ω) be the unique solution to the boundary value
problem (2.20). The strong Dirichlet-to-Neumann operator N sL−λ associated with
the Schro¨dinger operator L = −∆+ V is defined by
N sL−λ : H
1(∂Ω)→ L2(∂Ω), N sL−λf = −γ
s
N
uD, (2.26)
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where γs
N
is the strong Neumann trace operator defined in (2.6).
(ii) Assume that λ is not in Sp(LHN ). Let g ∈ H
−1/2(∂Ω) and let uN ∈ H1(Ω)
be the unique weak solution to the boundary value problem (2.24). The weak
Neumann-to-Dirichlet operator ML−λ associated with the Schro¨dinger operator
L = −∆+ V is defined by
ML−λ : H
−1/2(∂Ω)→ H1/2(∂Ω), ML−λg = γDuN . (2.27)
Similarly, let g ∈ L2(∂Ω) and let uN ∈ H3/2(Ω) be the unique solution to the
boundary value problem (2.24). The strong Neumann-to-Dirichlet operator M sL−λ
associated with the Schro¨dinger operator L = −∆+ V is defined by
M sL−λ : L
2(∂Ω)→ H1(∂Ω), M sL−λg = γDuN . (2.28)
✸
We now collect several well known results regarding the Dirichlet-to-Neumann
and Neumann-to-Dirichlet operators.
Lemma 2.7. Assume Hypothesis 1.2 (i). Then the following assertions hold:
(i) If λ ∈ R \ Sp(LHD) then
(i1) NL−λ ∈ B
(
H1/2(∂Ω), H−1/2(∂Ω)
)
;
(i2)
(
NL−λ
)∗
= NL−λ as operators in B
(
H1/2(∂Ω), H−1/2(∂Ω)
)
;
(i3) NL−λ is an extension of N
s
L−λ ∈ B(H
1(Ω), L2(∂Ω));
(i4) the following formula holds:
N sL−λ = γN
(
γ
N
(LHD − λIL2(Ω))
−1
)∗
; (2.29)
(i5) the restriction of the weak trace map Tr to the set KL−λ of weak solutions to
the equation (L − λIH1(Ω))u = 0 (defined in (2.3)) satisfies the identity
Tru = (f,−NL−λf) for u ∈ KL−λ, f = γDu; (2.30)
in other words, Tr(KL−λ) = Gr(−NL−λ) in H
1/2(∂Ω)×H−1/2(∂Ω).
(ii) If λ ∈ R \ Sp(LHN ) then
(ii1) ML−λ ∈ B
(
H−1/2(∂Ω), H1/2(∂Ω)
)
;
(ii2)
(
ML−λ
)∗
=ML−λ as operators in B
(
H−1/2(∂Ω), H1/2(∂Ω)
)
;
(ii3) ML−λ is an extension of M
s
L−λ ∈ B(L
2(∂Ω), H1(∂Ω));
(ii4) the following formula holds:
M sL−λ = γD
(
γ
D
(LHN − λIL2(Ω))
−1
)∗
; (2.31)
(i5) the restriction of the weak trace map Tr to the set KL−λ of the weak solutions
to the equation (L− λIH1(Ω))u = 0 satisfies the identity
Tr u = (−ML−λg, g) for u ∈ KL−λ, g = γNu; (2.32)
in other words, Tr(KL−λ) = Gr
′(−ML−λ) in H1/2(∂Ω)×H−1/2(∂Ω).
(iii) If λ ∈ R \
(
Sp(LHD ) ∪ Sp(LHN )
)
then
(
NL−λ
)−1
= −ML−λ.
Proof. We discuss (i) since (ii) is similar. We use Lemma 2.2, the fact that V ∈
L∞(Ω) and the inequality ‖uD‖H1(Ω) ≤ c‖f‖H1/2(∂Ω) to infer:
‖NL−λf‖H−1/2(∂Ω) = ‖ − γNuD‖H−1/2(∂Ω) ≤ c(‖uD‖H1(Ω) + ‖∆uD‖L2(Ω))
= c(‖uD‖H1(Ω) + ‖(λ− V )uD‖L2(Ω)) ≤ c‖uD‖H1(Ω) ≤ c‖f‖H1/2(∂Ω),
and thus (i1) holds. The formula for the adjoint operator in (i2) is proved in
[GM08, Lemma 4.13]. The assertion (i3) regarding the extension is given in [GM08,
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Corollary 4.7]. Formula (2.29) is given in [GM08, Theorem 3.7, Remark 3.9] or in
[GMZ07, (3.57),(3.59)]. Finally, if u ∈ KL−λ then −∆u = (λ − V )u ∈ L2(Ω) and
thus u ∈ D = dom(γ
N
) = dom(Tr), cf. (2.9), (2.10). Now (i5) follows by Definition
2.6(i). Also, we remark that the norm ‖ · ‖D from (2.12) is equivalent to the norm
‖ · ‖H1(Ω) on KL−λ; this is in accord with the boundedness of the Dirichlet-to-
Neumann operator in (i1) and the boundedness of the trace map from D with ‖ ·‖D
into H, cf. Lemma 2.2(i). The proof of (iii) is in [GM08, Theorem 3.7]. 
Remark 2.8. The adjoint operators in assertions (i2) and (ii2) of Lemma 2.7
have been computed in the sense of duality between the spaces H1/2(∂Ω) and
H−1/2(∂Ω) =
(
H1/2(∂Ω)
)∗
but could be rewritten using the adjoints with respect
to the scalar products in H1/2(∂Ω) and H−1/2(∂Ω). Indeed, let JR : H
−1/2(∂Ω)→
H1/2(∂Ω) be the duality map given by the Riesz Lemma so that 〈JRg, f〉H1/2(∂Ω) =
〈g, f〉1/2 for any g ∈ H
−1/2(∂Ω) and f ∈ H1/2(∂Ω). The operator JR is an isometric
isomorphism and thus J∗R = J
−1
R . Using this operator and denoting by
∗ the adjoint
operator with respect to the scalar products in the Hilbert spaces H1/2(∂Ω) and
H−1/2(∂Ω), one can equivalently rewrite (i2) and (ii2) as
(
JRNL−λ)
∗ = JRNL−λ
in H1/2(∂Ω) and
(
J∗RML−λ)
∗ = J∗RML−λ in H
−1/2(∂Ω). ✸
Remark 2.9. Using the Riesz duality map JR just introduced in Remark 2.8, there
is a standard way of defining on H = H1/2(∂Ω)×H−1/2(∂Ω) a complex structure
J so that J∗ = −J , J2 = −IH and the symplectic form ω on H defined in (1.4)
is given by ω
(
(f1, g1), (f2, g2)
)
= 〈J(f1, g1), (f2, g2)〉H where the scalar product in
H is given by 〈(f1, g1), (f2, g2)〉H = 〈f1, f2〉H1/2(∂Ω) + 〈g1, g2〉H−1/2(∂Ω). Following
[F04, Example 2.1], we let J(f, g) = (JRg,−J
−1
R f) for (f, g) ∈ H. ✸
Setting the stage for the Lagrangian analysis, we conclude this section by proving
that the form ω defined in (1.4) vanishes on the set Tr(KL−λ) of traces of weak
solutions to the equation (L− λIH1(Ω))u = 0, where KL−λ is defined as in (2.3).
Lemma 2.10. Let w, v ∈ KL−λ. Then ω((γDw, γNw), (γDv, γN v)) = 0.
Proof. Using (2.11), we infer:
ω((γ
D
w, γ
N
w), (γ
D
v, γ
N
v)) = 〈γ
N
v, γ
D
w〉1/2 − 〈γNw, γDv〉1/2
= 〈∇v,∇w〉L2(Ω) + 〈∆v, w〉L2(Ω) −
(
〈∇w,∇v〉L2(Ω) + 〈∆w, v〉L2(Ω)
)
= 〈∆v, w〉L2(Ω) − 〈∆w, v〉L2(Ω)
= 〈(V − λ)v, w〉L2(Ω) − 〈(V − λ)w, v〉L2(Ω) = 0.

2.3. Elliptic estimates. In this subsection we provide a rather standard elliptic
fact regarding the (weak) trace map Tr defined in (2.13).
We recall from Subsection 2.1 that the operator −∆ is understood in weak sense,
that is, as a map between the spacesH10 (Ω) or H
1(Ω) and H−1(Ω) =
(
H10 (Ω)
)∗
and
that −∆ ∈ B
(
H10 (Ω), H
−1(Ω)
)
is an isomorphism, with the inverse map denoted
by (−∆)−1 ∈ B
(
H−1(Ω), H10 (Ω)
)
. Often, we use the same symbol −∆ to denote
the extension of the Laplacian from H10 (Ω) to H
1(Ω) defined by −∆u = (−∆)π1u
for u ∈ H1(Ω). Thus, the operator L = −∆ + V with a potential V ∈ L∞(Ω) is
defined on H1(Ω) while its range is in H−1(Ω). We recall the notation KL for the
set of the weak solutions to the equation Lu = 0 defined in (2.3).
THE MORSE AND MASLOV INDICES 17
Lemma 2.11. Assume Hypothesis 1.2 (i). Let Σ = [a, b] be a set of parame-
ters, and let {Vs}s∈Σ be a family of potentials such that the function s 7→ Vs is in
Ck(Σ;L∞(Ω)) for some k ∈ {0, 1, . . .}. Then there exists a constant c > 0 inde-
pendent of s such that ‖Tru‖H ≥ c‖u‖H1(Ω) for any weak solution u ∈ H
1(Ω) to
the equation Lsu = 0 associated with the Schro¨dinger operator Ls = −∆+ Vs. In
particular, the restrictions Tr |H1
∆
(Ω) and Tr |KLs of the trace map are injective on
the subspaces defined in (2.2) and (2.3), and the subspaces Tr(H1∆(Ω)) and Tr(KLs)
are closed in H = H1/2(∂Ω)×H−1/2(∂Ω).
Proof. Take any u ∈ dom(γ
N
). Then Lsu ∈ L2(Ω) by (2.9), (2.10). Moreover,
Green’s formula (2.11) yields
〈Lsu, u〉L2(Ω) =〈−∆u, u〉L2(Ω) + 〈Vsu, u〉L2(Ω)
=〈∇u,∇u〉L2(Ω) − 〈γNu, γDv〉1/2 + 〈Vsu, u〉L2(Ω),
and thus
‖∇u‖2L2(Ω) ≤ ‖Lsu‖L2(Ω)‖u‖L2(Ω) + ‖Vs‖L∞(Ω)‖u‖
2
L2(Ω) + ‖γNu‖H−1/2‖γDu‖H1/2
≤
1
2
‖Lsu‖
2
L2(Ω) +
1
2
‖u‖2L2(Ω) + ‖Vs‖L∞(Ω)‖u‖
2
L2(Ω)
+
1
2
‖γ
N
u‖2H−1/2 +
1
2
‖γ
D
u‖2H1/2 .
Since sups ‖Vs‖L∞(Ω) <∞, for all u ∈ dom(γN ) we therefore have
‖u‖2H1(Ω) ≤ c
(
‖Lsu‖
2
L2(Ω) + ‖u‖
2
L2(Ω) + ‖Tru‖
2
H
)
, (2.33)
where c is independent of s and u ∈ dom(γ
N
). We want to show that, in fact,
‖u‖2H1(Ω) ≤ c
(
‖Lsu‖
2
L2(Ω) + ‖Tru‖
2
H
)
. (2.34)
Seeking a contradiction, we suppose there exist sequences {sn} in Σ and {un} in
dom(γ
N
) such that ‖un‖2L2(Ω) = 1 and
‖un‖
2
H1(Ω) ≥ n
(
‖Lsnun‖
2
L2(Ω) + ‖Trun‖
2
H
)
, n = 1, 2, . . . . (2.35)
The sequence {un} is bounded in H1(Ω) by (2.33). Thus, ‖Trun‖H → 0 and
‖Lsnun‖L2(Ω) → 0 as n → ∞ by (2.35). Passing to a subsequence, we can assume
that un ⇀ u weakly in H
1(Ω) as n → ∞. Since the inclusion H1(Ω) →֒ L2(Ω) is
compact, it follows that un → u in L2(Ω) as n→∞, thus ‖u‖2L2(Ω) = 1. Next, we
claim that
u ∈ dom(γ
N
), Tru = 0 and Ls0u = 0 for some s0 ∈ Σ. (2.36)
Assuming the claim, we conclude that u = 0 by the boundary unique continuation
property in Lemma 2.3 for a solution to the equation Ls0u = 0 with zero Dirichlet
and Neumann boundary values. This contradicts ‖u‖L2(Ω) = 1 and proves (2.34)
and the lemma.
Starting the proof of claim (2.36), and passing to a subsequence if necessary, we
may assume that Vsn → Vs0 in L
∞(Ω) as n → ∞ for some s0 ∈ Σ. Since the map
−∆: H1(Ω) → (H10 (Ω))
∗ is continuous, and −∆un = Lsnun − Vsnun in (H
1
0 (Ω))
∗
with Lsnun → 0 in L
2(Ω) and Vsnun → Vs0u in L
2(Ω) as n → ∞, we infer that
−∆un → w in L2(Ω) for some w ∈ L2(Ω). Since the map −∆: H1(Ω)→ (H10 (Ω))
∗
is also weakly closed and un ⇀ u weakly in H
1(Ω), the fact that −∆un converges
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to w in (H10 (Ω))
∗ implies that w = −∆u. Since w ∈ L2(Ω) we thus conclude that
u ∈ dom(γ
N
) as required in (2.36). Furthermore, the sequence
Lsnun − Ls0u = −∆un +∆u+ Vsn(un − u) + (Vsn − Vs0)u
converges to 0 in L2(Ω) as n → ∞. Since Lsnun → 0 in L
2(Ω), we thus conclude
that Ls0u = 0 as also required in (2.36). Next, we recall that γNun → 0 in
H−1/2(∂Ω) and γ
D
un → 0 in H1/2(∂Ω) since ‖Trun‖H → 0 by (2.35). Passing to
the limit as n→∞ in Green’s formula
〈∆un,Φ〉L2(Ω) + 〈∇un,∇Φ〉L2(Ω) = 〈γNun, γDΦ〉1/2,
we have 〈∆u,Φ〉L2(Ω)+〈∇u,∇Φ〉L2(Ω) = 0 for all Φ ∈ H
1(Ω). Now Green’s formula
also gives
〈γ
N
u, γ
D
Φ〉1/2 = 〈∆u,Φ〉L2(Ω) + 〈∇u,∇Φ〉L2(Ω) = 0
yielding γ
N
u = 0. Finally, γ
D
un ⇀ γDu weakly in H
1/2(∂Ω) as n → ∞ since the
operator γD is continuous, and thus γDu = 0, finishing the proof of claim (2.36). 
2.4. Weak solutions and a Birman–Schwinger type operator. We will now
give a convenient description of the set KL, defined in (2.3), of weak solutions to
the homogeneous equation associated with the Schro¨dinger operator L = −∆+ V
with a potential V ∈ L∞(Ω), using the Birman–Schwinger type operator G =
IH1(Ω) + (−∆)
−1V defined in (2.38) below. The main assertion in this subsection,
Lemma 2.12, summarizes developments in [DJ11] and supplies necessary details for
the case of Lipschitz domains at hand.
Let us recall the standard embeddings
H10 (Ω) →֒
j0
H1(Ω) →֒
j1
L2(Ω) →֒
j
H−1(Ω) =
(
H10 (Ω)
)∗
, j = (j1 ◦ j0)
∗. (2.37)
The Rellich–Kondrachov Compactness Theorem implies j ∈ B∞(L2(Ω), H−1(Ω))
and j1 ∈ B∞(H1(Ω), L2(Ω)); see e.g. [E10, Theorem 5.7.1] for the case of a C1
boundary. We now define the operator
G = IH1(Ω) + j0 ◦ (−∆)
−1 ◦ j ◦ V : H1(Ω)→ H1(Ω), (2.38)
and notice that G− IH1(Ω) ∈ B∞(H
1(Ω)) by the compactness of j. Recall that we
regard L = −∆+ V as an operator from H1(Ω) into H−1(Ω) = (H10 (Ω))
∗.
Lemma 2.12. Assume V ∈ L∞(Ω) and V (x) = V (x)⊤ for all x ∈ Ω. Then the
following assertions hold for the operators L = −∆ + V and G defined in (2.38)
and the set KL of the weak solutions to the equation Lu = 0 defined in (2.3):
(i) ran(L) = H−1(Ω);
(ii) ran(G) +H1∆(Ω) = H
1(Ω);
(iii) KL =
{
u ∈ H1(Ω) : Gu ∈ H1∆(Ω)
}
.
Proof. In the course of the proof we will have to pay attention to a subtle difference
between operators acting from H10 (Ω) and from H
1(Ω) into H−1(Ω) = (H10 (Ω))
∗.
Specifically, in the course of the proof we temporarily denote by −∆ the selfadjoint
operator acting from H10 (Ω) into (H
1
0 (Ω))
∗, and by −∆π1 the operator acting from
H1(Ω) into (H10 (Ω))
∗. As mentioned in the beginning of Section 2, the operator
−∆ ∈ B(H10 (Ω), (H
1
0 (Ω))
∗) is an isomorphism, with inverse (−∆)−1. We denote by
V : H1(Ω)→ L2(Ω) the operator of multiplication by the potential, via the formula
(V u)(x) = V (x)u(x) for x ∈ Ω. Thus, using j from (2.37), we may consider
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the operator jV from H1(Ω) into (H10 (Ω))
∗. With this notation the Schro¨dinger
operator L is given, strictly speaking, by the formula L = −∆π1 + jV when it is
considered from H1(Ω) into (H10 (Ω))
∗. The adjoint operator L∗ = (−∆π1)∗+(jV )∗
acts from H10 (Ω) into (H
1(Ω))∗.
We note that G − IH1(Ω) = j0 ◦ (−∆)
−1 ◦ j ◦ V , and remark that G− IH1(Ω) =
π1(G − IH1(Ω)) since ran(j0) = H
1
0 (Ω). Also, plugging jV = L − (−∆π1) into
formula (2.38) for G, we infer:
G = IH1(Ω) + j0(−∆)
−1
(
L− (−∆)π1
)
= IH1(Ω) + j0(−∆)
−1L− π1 = π2 + j0(−∆)
−1L,
since j0(−∆)−1(−∆)π1 = π1, and therefore
π1G = j0(−∆)
−1L. (2.39)
We will need two more auxiliary assertions. First, we claim that
if v ∈ H10 (Ω) then (jV )
∗v ∈ L2(Ω). (2.40)
Indeed, here jV : H1(Ω) → (H10 (Ω))
∗ and the adjoint operator (jV )∗ acting from
H10 (Ω) into (H
1(Ω))∗ is defined such that
(H1(Ω))∗〈(jV )
∗v, φ〉H1(Ω) = (H1
0
(Ω))∗〈(jV )φ, v〉H1
0
(Ω) for all φ ∈ H
1(Ω). (2.41)
Since V φ ∈ L2(Ω), the right-hand side of (2.41) is in fact the integral
〈V φ, v〉L2 = 〈V v, φ〉L2 .
Thus, the functional (jV )∗v ∈ (H1(Ω))∗ is represented by the function V v ∈ L2(Ω)
as claimed in (2.40). Second, we claim that
if v ∈ H10 (Ω) then (−∆π1)
∗v = (−∆)v in (H10 (Ω))
∗, (2.42)
where −∆π1 : H1(Ω)→ (H10 (Ω))
∗ and −∆ = (−∆)∗ : H10 (Ω)→ (H
1
0 (Ω))
∗. Indeed,
the functional (−∆π1)∗v ∈ (H1(Ω))∗ →֒ (H10 (Ω))
∗ by definition of (−∆π1)∗ satisfies
the identity
(H1(Ω))∗〈(−∆π1)
∗v, φ〉H1(Ω) = (H1
0
(Ω))∗〈(−∆π1)φ, v〉H1
0
(Ω) for all φ ∈ H
1(Ω).
But when v ∈ H10 (Ω) and φ ∈ H
1
0 (Ω) we infer
(H1
0
(Ω))∗〈(−∆π1)
∗v, φ〉H1
0
(Ω) = (H1
0
(Ω))∗〈(−∆π1)φ, v〉H1
0
(Ω)
= (H1
0
(Ω))∗〈(−∆)φ, v〉H1
0
(Ω) = (H1
0
(Ω))∗〈(−∆)v, φ〉H1
0
(Ω) for all φ ∈ H
1
0 (Ω),
which gives the required claim (2.42). We are ready to prove assertions (i)–(iii).
(i) It suffices to show that kerL∗ = {0}. Assume that v ∈ H10 (Ω) is such that
L∗v = 0 for the operator L∗ = (−∆π1)∗+(jV )∗ acting from H10 (Ω) into (H
1(Ω))∗.
Using claims (2.40) and (2.42) we conclude that
(−∆)v = (−∆π1)
∗v = −(jV )∗v ∈ L2(Ω), (2.43)
and thus v ∈ D = dom(γN ), see (2.9), (2.10). We also recall that if u ∈ H
1
∆(Ω) =
{u ∈ H1(Ω) | ∆u = 0 inH−1(Ω)} then u ∈ domγ
N
. Let u ∈ H1∆(Ω). Then by
Green’s formula (2.11) we infer
〈γ
N
v, γ
D
u〉1/2 = 〈∇v,∇u〉L2 + 〈∆v, u〉L2 , (2.44)
〈γNu, γDv〉1/2 = 〈∇u,∇v〉L2 + 〈∆u, v〉L2 . (2.45)
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Since γ
D
v = 0 and ∆u = 0, it follows from (2.45) that 〈∇u,∇v〉L2 = 0. Hence,
using (2.43), (2.44), (−∆)π1u = 0 and L∗v = 0, we conclude:
〈γ
N
v, γ
D
u〉1/2 = 〈∆v, u〉L2 = 〈(jV )
∗v, u〉L2 = (H1(Ω))∗〈(jV )
∗v, u〉H1(Ω)
= (H1(Ω))∗〈(jV )
∗v, u〉H1(Ω) + (H1
0
(Ω))∗〈(−∆π1)u, v〉H1
0
(Ω)
= (H1(Ω))∗〈(jV )
∗v, u〉H1(Ω) + (H1(Ω))∗〈(−∆π1)
∗v, u〉H1(Ω)
= (H1(Ω))∗〈
(
(−∆π1)
∗ + (jV )∗
)
v, u〉H1(Ω) = (H1(Ω))∗〈L
∗v, u〉H1(Ω) = 0.
So, 〈γN v, γDu〉1/2 = 0 for all u ∈ H
1
∆(Ω). The restriction γD |H1∆(Ω) of the trace
operator γ
D
is surjective into H1/2(∂Ω). Therefore, 〈γ
N
v, f〉1/2 = 0 for all f ∈
H1/2(Ω) and thus γ
N
v = 0. As a result, we have that v solves the boundary value
problem
(−∆+ V )v = 0, γ
D
v = 0, γ
N
v = 0
with both Dirichlet and Neumann zero boundary values. This implies v = 0 by
the boundary uniqueness continuation property in Lemma 2.3, and thus proves
assertion (i).
(ii) First, we show that ran(G) + ran(π2) is a closed subspace. Indeed, the
operator G is Fredholm since G − IH1(Ω) ∈ B∞(H
1(Ω)) by the compactness of j.
Thus codim(ran(G)) < ∞ and therefore codim(ran(G) + ran(π2)) < ∞ and thus
the subspace ran(G) + ran(π2) is closed.
Next, we show that ran(G) + ran(π2) is dense in H
1(Ω). Fix w ∈ H1(Ω) and
decompose w = π1w + π2w. By assertion (i) just proved, the functional (−∆π1)w
from H−1(Ω) can be approximated by elements in ran(L), that is, there exist
functions un ∈ H1(Ω) such that ‖Lun − (−∆π1)w‖(H1
0
(Ω))∗ → 0 as n → ∞. Ap-
plying the isomorphism (−∆)−1, this yields ‖(−∆)−1Lun − π1w‖H1
0
(Ω) → 0 or
‖j0(−∆)
−1Lun − π1w‖H1(Ω) → 0 as n → ∞. Using (2.39), we further notice that
‖π1Gun − π1w‖H1(Ω) → 0 as n →∞. Letting wn = Gun + π2(−Gun + w) so that
wn ∈ ran(G) + ran(π2) we thus conclude that
wn − w = Gun + π2(−Gun + w) − w = π1Gun − π1w→ 0 as n→∞
in H1(Ω), proving (ii).
(iii) The equation Lu = 0 can be equivalently rewritten as (−∆)π1u = −jV u.
Applying (−∆)−1, an isomorphism in B(H−1(Ω), H10 (Ω)), this is equivalent to
π1u = −(G− IH1(Ω))u or Gu = π2u, yielding (iii). 
Remark 2.13. We now discuss what happens if we equip L = −∆+ V with the
standard Dirichlet boundary conditions, that is, we consider the operator LHD . We
assume Hypothesis 1.2 (i’) and define the set KLHD of weak solutions to Lu = 0
satisfying the Dirichlet condition,
KLHD =
{
u ∈ H1(Ω) : Lu = 0 in H−1(Ω) and γ
D
u = 0
}
=
{
u ∈ H1(Ω) : −∆u = −j ◦ V u in H−1(Ω) and γ
D
u = 0
}
.
It follows that KLHD = ker(LHD ), because u ∈ KLHD implies u ∈ H
2(Ω), hence
u ∈ ker(LHD ), by the standard elliptic theory (see, e.g., [E10, Theorem 6.3.4] or
[GLMZ05, Lemma A.1], [GM08, Theorem 2.10], [GM08, Lemma 2.14]). Similar to
Lemma 2.12(iii), we have the relation
KLHD =
{
u ∈ H1(Ω) : Gu = 0
}
. (2.46)
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In other words, 0 is not a Dirichlet eigenvalue of L if and only if −1 is not an
eigenvalue of the compact operator G − IL2(Ω). The latter assertion is a part of a
powerful Birman–Schwinger principle (see, e.g., [GLMZ05, GM08, GM11, GMZ07]
and the literature cited therein). To show (2.46), we note that if u = π1u ∈ H10 (Ω)
then −∆u = −j ◦ V u yields u = −j0 ◦ (−∆)−1 ◦ j ◦ V u or Gu = 0 proving
“⊆” in (2.46), while if Gu = 0 then Lu = 0 by Lemma 2.12 (iii) and also u =
−(G− IH1(Ω))u = −π1(G− IH1(Ω))u ∈ H
1
0 (Ω), thus proving “⊇” in (2.46). ✸
3. The Maslov index in symplectic Hilbert spaces
In this section we collect the main definitions relevant to the Maslov index and
prove two simple abstract results that will be used below to show the smoothness
of the path in the Fredholm–Lagrangian Grassmannian (of the boundary subspace
G) formed by the traces of weak solutions to the rescaled eigenvalue equations.
3.1. The Fredholm–Lagrangian Grassmannian. Let X be a real Hilbert space
equipped with a symplectic form ω, that is, a bounded, skew-symmetric, nonde-
generate bilinear form. Let J ∈ B(X ) be the associated complex structure, which
satisfies ω(u, v) = 〈Ju, v〉X for the scalar product in X , J2 = −IX and J∗ = −J .
Definition 3.1. (i) We say that two closed linear subspaces K,L of X form a
Fredholm pair if their intersection K ∩ L has finite dimension and their sum K+ L
has finite codimension (and hence is closed [K80, Section IV.4.1]). Given a closed
linear subspace K of X , we define the Fredholm Grassmannian F (K) of K as the
following set of closed linear subspaces of X :
F (K) =
{
L : L is closed and (K,L) is a Fredholm pair
}
, (3.1)
and the reduced Fredholm Grassmannian Fred(K) of K as the following set of closed
linear subspaces of X :
Fred(K) =
{
A(K) : A ∈ B(X ) is boundedly invertible and A− IX ∈ B∞(X )
}
.
(3.2)
(ii) A closed linear subspace K of X is called Lagrangian if the form ω vanishes
on K, that is, ω(u, v) = 0 for all u, v ∈ K, and K is maximal, that is, if u ∈ X
and ω(u, v) = 0 for all v ∈ K, then u ∈ K. We denote by Λ(X ) the set of all
Lagrangian subspaces in X . Given K ∈ Λ(X ), we define the Fredholm–Lagrangian
Grassmannian FΛ(K) to be the set of Lagrangian subspaces L ⊂ X such that
(K,L) is a Fredholm pair; in other words FΛ(K) = F (K) ∩ Λ(X ). ✸
We will need the following elementary facts.
Lemma 3.2. Let K,L,M be closed linear subspaces in X .
(i) L ∈ F (K), resp. L ∈ Fred(K) if and only if K ∈ F (L), resp. K ∈ Fred(L).
(ii) If M∈ F (L) and L ∈ Fred(K), then M ∈ F (K).
(iii) If K ∈ Λ(X ), L ∈ Fred(K) and ω vanishes on L, then L ∈ Λ(X ).
Proof. (i)The statement follows from the definitions (3.1), (3.2) of the Fredholm
Grassmannian and the reduced Fredholm Grassmannian.
(ii) Let P denote a projection in X onto M and let NLM denote the “node”
operator associated with the pair of subspaces (L,M), mapping L into ker(P ) by
the rule NLMu = (IX−P )u for u ∈ L. It is known that the pair of subspaces (L,M)
is Fredholm in X if and only if the operator NLM ∈ B(L, ker(P )) is Fredholm (and
also that L ∩ M = ker(NLM) and ran(NLM)+˙M = L +M), see, e.g., [LT05,
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Lemma 5.1] or [F04, Proposition 2.27]. In particular, by the hypothesis of the
lemma we know that the operator NLM ∈ B(L, ker(P )) is Fredholm. Since there
is an isomorphism A ∈ B(L,K) so that A − IX ∈ B∞(X ), we may represent the
node operator NKM ∈ B(K, ker(P )) as the product NKM = (IX −P )A ·A−1, where
A−1 ∈ B(K,L) and (IX − P )A ∈ B(L, ker(P )). From the fact above it follows that
the pair (K,M) is Fredholm provided the operator (IX −P )A is Fredholm. But this
is indeed the case: (IX − P )A−NLM ∈ B∞(L, ker(P )) because A− IX ∈ B∞(X ),
and NLM ∈ B(L, ker(P )) is Fredholm.
(iii) Since L ∈ Fred(K) we have L = A(K), where A ∈ B(X ) is a boundedly
invertible operator such that A − I ∈ B∞(X ). The subspace L is closed since
L = A(K), A is boundedly invertible and K is closed. It remains to prove that L is
maximal.
To begin the proof let us assume that u ∈ X is such that ω(u, v) = 0 for all v ∈ L.
Our objective is to show that u ∈ L. Since L = A(K), we have ω(u,Aw) = 0
for all w ∈ K. Using the complex structure J , this implies 〈Ju,Aw〉X = 0 or
equivalently 〈A∗Ju,w〉X = 0 for all w ∈ K. In other words, ω(J−1A∗Ju,w) = 0
for all w ∈ K. Denote z = J−1A∗Ju. Since K is Lagrangian by assumption, it
is maximal and thus z ∈ K. Rewriting z = J−1A∗JAA−1u and introducing the
operator B = J−1A∗JA ∈ B(X ), we therefore have u = AB−1z, where z ∈ K and
the operator B is boundedly invertible in X because A is boundedly invertible by
assumption.
Since ω(v, w) = 0 for all v, w ∈ L and L = A(K), we have ω(Av0, Aw0) = 0
for all v0, w0 ∈ K. Therefore 〈JAv0, Aw0〉X = 0 for all v0, w0 ∈ K, which implies
A∗JAv0 ∈ K
⊥ for any v0 ∈ K. Since K ∈ Λ(X ), by [F04, Proposition 2.7(b)] we
have J(K) = K⊥ and J−1(K⊥) = K. It follows that Bv0 = J−1A∗JAv0 ∈ K for
any v0 ∈ K. In other words, the operator B leaves K invariant. Let B|K denote
the restriction of B to K. We claim that B|K ∈ B(K) is boundedly invertible.
Assuming the claim, the conclusion u ∈ L follows since by the previous paragraph
u = AB−1z = A(B|K)−1z, where z ∈ K and L = A(K).
To prove the claim, we first note that B|K is injective since B is boundedly
invertible in X . On the other hand, A − IX ∈ B∞(X ) yields B − IX ∈ B∞(X ).
Therefore B|K − IK ∈ B∞(K) and the Fredholm index of B|K ∈ B(K) is zero.
Since the operator B|K is injective, it is also surjective, thus proving the claim and
completing the proof of the required assertion. 
Let Σ = [a, b] ⊂ R be a set of parameters.
Definition 3.3. Let k ∈ {0, 1, . . .}. We say that a family of subspaces {Ks}s∈Σ of
a Hilbert space X is Ck smooth if for each s0 ∈ Σ there exists a neighborhood Σ0
in Σ containing s0, and a family of projections {Ps}s∈Σ0 on X (possibly depending
on s0), such that ran(Ps) = Ks for each s ∈ Σ0 and the function s 7→ Ps belongs to
Ck(Σ0;B(X )). ✸
Remark 3.4. Suppose that a family of subspaces {Ks}s∈Σ in X is Ck smooth.
The projections Ps on Ks are not unique (e.g., they may depend on s0). Let Πs
be the orthogonal projection onto Ks for each s ∈ Σ. This family of projections is
unique and can be obtained from Ps by the formula
Πs = PsP
∗
s
(
PsP
∗
s + (IX − P
∗
s )(IX − Ps)
)−1
, s ∈ Σ, (3.3)
THE MORSE AND MASLOV INDICES 23
see, e.g., [BW93, Lemma 12.8]. We therefore conclude that if a family of subspaces
is Ck smooth, then the function s 7→ Πs is in Ck(Σ,B(X )). ✸
Remark 3.5. We will often use the following transformation operators Ws, see,
e.g., [DK74, Section IV.1] and cf. [F04, Remark 6.11]. Let Σ = [a, b] be a set of
parameters containing 0 and let {Qs}s∈Σ be a family of projections on a Hilbert
space X such that the function s 7→ Qs is in Ck(Σ;B(X )) for some k ∈ {0, 1, . . .}.
Our objective is to construct a family of boundedly invertible operators {Ws}s∈Σ0
on X that split the projections Q0 and Qs in the sense that
WsQ0 = QsWs for all s ∈ Σ0, (3.4)
and the function s 7→Ws is in Ck(Σ0;B(X )) for a sufficiently small neighborhood Σ0
in Σ containing 0. The operator Ws isomorphically maps ran(Q0) onto ran(Qs),
which allows one to “straighten” a smooth family of subspaces {ran(Qs)}. We
introduce the operators Ws by the formula
Ws = QsQ0 + (IX −Qs)(IX −Q0), s ∈ Σ. (3.5)
A simple calculation shows that
Ws − IX = Qs(Q0 −Qs) + (IX −Qs)(Qs −Q0). (3.6)
Since the function s 7→ Qs is in C0(Σ;B(X )), we may choose a small enough
neighborhood Σ0 in Σ containing 0 so that ‖Ws − IX ‖B(X ) ≤ 1/2 for all s ∈ Σ0.
This implies that the operatorsWs are boundedly invertible in X for all s ∈ Σ0, and
thus Ws : ran(Q0)→ ran(Qs) and W−1s : ran(Qs)→ ran(Q0) are isomorphisms.
In Section 6 we will use another family of transformation operators, Us, splitting
the projections Q0 and Qs as in (3.4), i.e. UsQ0 = QsUs for all s ∈ Σ0, cf. [K80,
Section I.4.6]. This family is obtained by multiplying the operators {Ws} defined
in (3.5) by the normalizing prefactor
(
IX − (Qs −Q0)
2
)−1/2
so that
Us =
(
IX − (Qs −Q0)
2
)−1/2(
QsQ0 + (IX −Qs)(IX −Q0)
)
, (3.7)
(Us)
−1 =
(
IX − (Qs −Q0)
2
)−1/2(
Q0Qs + (IX −Q0)(IX −Qs)
)
. (3.8)
The operators Us are sometimes more convenient than Ws due to the symmetry in
(3.7) and (3.8). ✸
3.2. The Maslov index. We next recall the definition of the Maslov index of
a continuous path Υ: Σ → FΛ(G) with respect to a fixed Lagarangian subspace
G ⊂ X , see Definition 3.7 below. This will require some preliminaries borrowed
from [BF98, F04]. Given a real Lagrangian subspace G in a real Hilbert space
X equipped with a symplectic form ω(u, v) = 〈Ju, v〉X , we assume that the path
Υ: Σ → FΛ(G) takes values in the Fredholm–Lagrangian Grassmannian FΛ(G)
and is continuous, that is, the function s 7→ Πs is in C0(Σ,B(X )), where Πs is the
orthogonal projection in X onto Υ(s). In Definition 3.7 below we follow [F04], see
also the illuminating discussion in [BF98, CLM94], and use the spectral flow of a
family of unitary operators related to Πs and ΠG , the orthogonal projection on G.
To begin, we introduce a complex Hilbert space XJ associated with the complex
structure J on the real Hilbert space X , defining scalar multiplication by the rule
(α+ iβ)u = αu+ βJu, u ∈ X , α+ iβ ∈ C,
and the complex scalar product by
〈u, v〉XJ = 〈u, v〉X − iω(u, v), u, v ∈ X .
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It is important to note that, considered as a real vector space, XJ is identical to X ,
and not its complexification X ⊗R C. (In the finite-dimensional case, if X ∼= R2n,
then XJ ∼= Cn while X ⊗R C ∼= C2n.) However, it is easy to see that XJ ∼= G ⊗R C
for any Lagrangian subspace G ∈ Λ(X ).
For each s ∈ Σ we choose a unitary operator Us acting on the complex Hilbert
space XJ such that Υ(s) = Us(G⊥) and Us− IXJ ∈ B∞(XJ ). This choice is possible
by [BF98, Proposition 1.1]. Next, we define the unitary operator Ws in XJ by
Ws = UsU
∗
s and notice that Ws − IXJ ∈ B∞(X ). The following properties of the
operator Ws can be found in [BF98, Lemma 1.3] or [F04, Proposition 2.44].
Lemma 3.6. If G is a real Lagrangian subspace in X , Υ: Σ = [a, b] → FΛ(G)
is a continuous path, Πs and ΠG are the orthogonal projections onto Υ(s) and G,
and Us is the unitary operator on XJ such that Υ(s) = Us(G⊥), then the unitary
operator Ws = UsU
∗
s satisfies Ws − IXJ ∈ B∞(X ) and
(i) Ws = (IXJ − 2Πs)(2ΠG − IXJ );
(ii) ker(Ws+ IXJ ) is isomorphic to (Υ(s)∩G)⊕J(Υ(s)∩G) ∼= (Υ(s)∩G)⊗RC;
(iii) dimR(Υ(s) ∩ G) = dimC ker(Ws + IXJ ).
We will define the Maslov index of {Υ(s)}s∈Σ as the spectral flow of the operator
family {Ws}s∈Σ through −1, that is, as the net count of the eigenvalues of Ws
crossing the point −1 counterclockwise on the unit circle minus the number of
eigenvalues crossing −1 clockwise as the parameter s changes. The exact formulas
for the count go back to [P96] and are given in [BF98, F04]. Specifically, let us
choose a partition a = s0 < s1 < · · · < sn = b of Σ = [a, b] and numbers ǫj ∈ (0, π)
so that ker
(
Ws − e
i(π±ǫj)
)
= {0}, that is, ei(π±ǫj) ∈ C \ Sp(Ws), for sj−1 < s < sj
and j = 1, . . . , n. This choice is indeed possible because Ws− eiπIXJ is a Fredholm
operator since Ws − IXJ ∈ B∞(XJ ) has discrete eigenvalues accumulating only at
zero. By the same reason, for each j = 1, . . . , n and any s ∈ [sj−1, sj] there are
only finitely many values θ ∈ [0, ǫj] for which ei(π+θ) ∈ Sp(Ws). We are ready to
define the Maslov index.
Definition 3.7. Let G be a Lagrangian subspace in a real Hilbert space X and
let Υ: Σ = [a, b] → FΛ(G) be a continuous path in the Fredholm–Lagrangian
Grassmannian. The Maslov index Mas(Υ,G) is defined by
Mas(Υ,G) =
n∑
j=1
(k(sj , ǫj)− k(sj−1, ǫj)), (3.9)
where k(s, ǫj) =
∑
0≤θ≤ǫj
dimC ker
(
Ws − ei(π+θ)IXJ
)
for sj−1 ≤ s ≤ sj .
We refer to [F04, Theorem 3.6] for a list of basic properties of the Maslov index;
in particular, the Maslov index is a homotopy invariant for homotopies keeping the
endpoints fixed, and is additive under catenation of paths.
Our next objective is to specialize the definition of the Maslov index for (piece-
wise) smooth paths. In this case we will compute in Lemma 3.11(ii) below the
Maslov index via a crossing form which is more convenient for practical computa-
tions, cf. the proofs of Lemmas 5.2 and 5.5. We begin with the following elementary
fact needed to define the Maslov crossing form. Although this fact is well known, cf.
the proof of [F04, Lemma 2.22], we were unable to locate its proof in the literature
and present it for completeness.
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Lemma 3.8. Let {Πs}s∈Σ be a family of orthogonal projections on X such that
the function s 7→ Πs is in Ck(Σ;B(X )) for some k ∈ {0, 1, . . .}. Then for any
s0 ∈ Σ there exists a neighborhood Σ0 in Σ containing s0 and a family of op-
erators {Rs} from ran(Πs0) into ker(Πs0) such that the function s 7→ Rs is in
Ck(Σ0;B(ran(Πs0), ker(Πs0 ))) and for all s ∈ Σ0, using the decomposition X =
ran(Πs0)⊕ ker(Πs0), we have
ran(Πs) = Gr(Rs) = {q +Rsq : q ∈ ran(Πs0)}. (3.10)
Moreover,
Rs → 0 in B(ran(Πs0), ker(Πs0 )) as s→ s0. (3.11)
Proof. Reparametrizing, we may assume that s0 = 0. To begin the proof we first
establish that
Π0Πs : ran(Πs)→ ran(Π0) is an isomorphism for all s ∈ Σ0 (3.12)
provided Σ0 is small enough. Indeed, let us consider the boundedly invertible
transformation operatorsWs from Remark 3.5 associated with the projections {Πs}
so that ΠsWs = WsΠ0. Then Π0Πs = Π0WsΠ0W
−1
s is an isomorphism between
ran(Πs) and ran(Π0) if and only if Π0WsΠ0 is an isomorphism of ran(Π0). But the
latter fact holds because (3.6) shows that Ws − IH → 0 in B(H) as s→ 0 and thus
Π0WsΠ0 − Π0 → 0 in ran(Π0) as s → 0. This proves (3.12) and also shows that
s 7→ Π0WsΠ0 is in C
k(Σ0;B(ran(Π0))).
Let us denote by (Π0Πs)
−1 : ran(Π0)→ ker(Πs) the inverse of Π0Πs : ran(Πs)→
ran(Π0), so that (Π0Πs)
−1 =Ws(Π0WsΠ0)
−1, and define the operator
Rs = (IX −Π0)(Π0Πs)
−1 : ran(Π0)→ ker(Π0). (3.13)
Since both functions s 7→ Πs and s 7→ Ws are smooth, we conclude that s 7→ Rs is
in Ck(Σ0;B(ran(Π0), ker(Π0))). Aslo, (3.11) holds because
Rs = (IH − Π0)Ws(Π0WsΠ0)
−1 → (IH −Π0)IHΠ0 as s→ 0.
To finish the proof it remains to show that ran(Πs) = Gr(Rs) where Gr(Rs) is
given by the last equality in (3.10). Indeed, for p ∈ ran(Πs) we let q = Π0Πsp ∈
ran(Π0) and r = (IH − Π0)Πsp ∈ ker(Π0) so that p = Πsp = (Π0Πs)−1q and
r = (IH −Π0)(Π0Πs)
−1q = Rsq. Then p = q + r = q +Rsq ∈ Gr(Rs) thus proving
ran(Πs) ⊂ Gr(Rs). On the other hand, for q ∈ ran(Π0) we let p = (Π0Πs)−1q ∈
ran(Πs) so that (IH −Π0)p = Rsq. Then
q +Rsq = Π0Πsp+ (IH −Π0)p = Π0p+ (IH −Π0)p = p
thus proving Gr(Rs) ⊂ ran(Πs) and finishing the proof of (3.10). 
We will now define the Maslov crossing form for a smooth path in the Fredholm–
Lagrangian Grassmannian. Let G ⊂ Λ(X ) be a Lagrangian subspace in the real
Hilbert space X equipped with the symplectic form ω. Consider a C1 path Υ: Σ→
FΛ(G), that is, a family {Υ(s)}s∈Σ of Lagrangian subspaces such that the pair
(G,Υ(s)) is Fredholm for each s ∈ Σ and the function s 7→ Πs is in C1(Σ;B(X )),
where Πs denotes the orthogonal projection in X onto the subspace Υ(s). Fix any
s0 ∈ Σ and use Lemma 3.8 to find a neighborhood Σ0 in Σ containing s0 and a
C1-smooth family of operators Rs acting from Υ(s0) = ran(Πs0 ) into ker(Πs0) such
that for all s ∈ Σ0, using the decomposition X = ran(Πs0)⊕ ker(Πs0), we have
Υ(s) = ran(Πs) = Gr(Rs) = {q +Rsq : q ∈ ran(Πs0 )}. (3.14)
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Definition 3.9. (i) We call s0 ∈ Σ a conjugate time or crossing if Υ(s0)∩G 6= {0}.
(ii) The finite-dimensional, symmetric bilinear form
ms0,G(q, p) =
d
ds
ω(q, Rsp)|s=s0 = ω(q, R˙(s0)p) for q, p ∈ Υ(s0) ∩ G (3.15)
is called the Maslov crossing form at s0.
(iii) The crossing s0 is called regular if the crossing form ms0,G is nondegenerate;
it is called positive if the form is positive definite and negative if the form is negative
definite.
Remark 3.10. The crossing form ms0,G in Definition 3.9 (ii) is finite dimensional
since the pair of subspaces (G,Υ(s0)) is Fredholm. The form is symmetric since
the subspace Υ(s) = ran(Πs) = Gr(Rs) is Lagrangian and thus the equality ω(q +
Rsq, p+Rsp) = 0 holds for all p, q ∈ ran(Π0). As any symmetric form, ms0,G can be
diagonalized; we will denote by n+(ms0,G), respectively, n−(ms0,G) the number of
positive, respectively negative squares of ms0,G and by sign(ms0,G) = n+(ms0,G) −
n−(ms0,G) its signature. It can be shown, see e.g. [F04, Proposition 3.26], that the
subspace ker(Πs0) used in (3.14) to construct the crossing form can be replaced by
any subspace Υ˜(s0) of X such that Rs ∈ B(Υ(s0), Υ˜(s0)) and X = Υ(s0) + Υ˜(s0).
Here the sum is not necessarily orthogonal, or even direct. The crossing form then
does not depend on the choice of the subspace Υ˜(s0). ✸
The following properties of the crossing form are taken from [F04, Section 3].
Lemma 3.11. (i) Regular crossings of a C1 path Υ: Σ → FΛ(G) are isolated in
Σ.
(ii) If s0 is the only regular crossing in a segment Σ0 = [a0, b0] ⊂ Σ then the
Maslov index Mas(Υ|Σ0 ,G) can be computed as follows:
Mas(Υ|Σ0 ,G) =

sign(ms0,G) = n+(ms0,G)− n−(ms0,G) if s0 ∈ (a0, b0),
−n−(ms0,G) if s0 = a0,
n+(ms0,G) if s0 = b0.
(3.16)
The crossing form can be used to compute the Maslov index of a C1-smooth path,
and hence any piecewise C1-smooth path, by computing each segment individually
and summing. In the event that a crossing occurs at an endpoint, its contribution
will depend both on the eigenvalues of the crossing form and the endpoint at which it
occurs. According to (3.16), a crossing at the initial endpoint a0 can only contribute
nonpositively to the Maslov index, and conversely for a crossing at the final endpoint
b0. For instance, in Lemma 5.3 it is shown that the curve parameterized by λ ∈
(−∞, 0] is negative, so the Maslov index does not change if there is a crossing right
at λ = 0. The fact that only negative crossings contribute at a0, and similarly at
b0, arises from an essentially arbitrary choice made in the definition of the Maslov
index, analogous to the way some authors define the contribution at each endpoint
to be one half of the signature, to ensure an overcount does not occur when two
segments are added up (see [RS93]).
3.3. Two abstract perturbation results. In this subsection we present two sim-
ple but useful abstract perturbation results needed in the proof of Proposition 4.10
below. In particular, they allow one to replace the preimage of a linear subspace
under the action of a Fredholm operator of index zero by its preimage under the
action of an invertible operator obtained by a finite rank perturbation.
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Remark 3.12. We will repeatedly use the following elementary fact: if A ∈ B(X )
is boundedly invertible and A− IX ∈ B∞(X ) then A−1 − IX ∈ B∞(X ). This holds
since B∞(X ) is an ideal in B(X ). ✸
Lemma 3.13. Let {As}s∈Σ, be a family of operators in B(X ) and L be a closed
linear subspace of X such that the following assumptions hold for each s ∈ Σ:
(a) As − IX ∈ B∞(X );
(b) ran(As) + L = X ;
(c) the function s 7→ As ∈ B(X ) is in C
k(Σ;B(X )) for some k ∈ {0, 1, . . .}.
Then the preimages Ks of L under the action of As, that is, the subspaces
Ks =
{
u ∈ X : Asu ∈ L
}
, s ∈ Σ, (3.17)
form a Ck-smooth family in the sense of Definition 3.3.
Specifically, for each s0 ∈ Σ there is neighborhood Σ0 in Σ containing s0 and a
family of operators {Bs}s∈Σ0 in B(X ) such that As − Bs is of finite rank and the
following assertions hold for each s ∈ Σ0:
(i) Bs is a boundedly invertible operator and Bs − IX , B−1s − IX ∈ B∞(X );
(ii) Ks = B−1s (L) := {B
−1
s u : u ∈ L};
(iii) the function s 7→ Bs ∈ B(X ) is in Ck(Σ0;B(X )).
Furthermore, if Q is any projection in X such that ran(Q) = L, then Ps = B
−1
s QBs
is a projection in X such that ran(Ps) = Ks, s ∈ Σ0, and the function s 7→ Ps is in
Ck(Σ0;B(X )).
Proof. First, we claim that if (i) holds then (ii) is equivalent to the assertion
(ii’) ker
(
(IX −Q)As
)
= ker
(
(IX −Q)Bs
)
.
Indeed, since L = ran(Q) = ker(IX −Q) we have Ks = ker
(
(IX −Q)As
)
by (3.17).
If (ii’) holds then
Ks = ker
(
(IX −Q)As
)
= ker
(
(IX −Q)Bs
)
= ker
(
B−1s (IX −Q)Bs
)
= ran
(
B−1s QBs
)
= ran
(
B−1s Q
)
= B−1s (L),
yielding (ii). On the other hand, if (ii) holds then
ker
(
(IX −Q)As
)
= Ks = B
−1
s (L) = ran
(
B−1s Q)
)
= ran
(
B−1s QBs
)
= ker
(
B−1s (IX −Q)Bs
)
= ker
(
(IX −Q)Bs
)
,
yielding (ii’) and completing the proof of the claim. In addition, we have proved the
identity Ks = ran(Ps) = ran
(
B−1s QBs
)
needed for the last statement in the lemma.
Also, ifBs is boundedly invertible then Bs−IX ∈ B∞(X ) impliesB−1s −IX ∈ B∞(X )
by Remark 3.12.
Next, we will construct Bs satisfying (i), (ii’), (iii). Fix any s0 ∈ Σ. Re-
parametrizing, with no loss of generality we may assume that s0 = 0. Since A0
is a continuous operator, K0 is closed. Since ker(A0) ⊂ K0 by (3.17), there is a
closed subspace N ⊂ K0 such that K0 = ker(A0) ⊕ N . Since N ⊂
(
ker(A0)
)⊥
,
the operator A0 : N → A0(N ) = {A0u : u ∈ N} is a bijection. In particular, the
subspace A0(N ) is closed. Since N ⊂ K0, we have A0(N ) ⊂ L and thus there is a
subspace M⊂ L such that A0(N ) ⊕M = L. We claim that ran(A0) ∩M = {0}.
Indeed, v = A0u ∈ M ⊂ L yields u ∈ K0 and thus v ∈ A0(N ) which implies
v = 0 because A0(N ) ∩M = {0}, justifying the claim. Using assumption (b) and
A0(N ) ⊕M = L we have X = ran(A0) + L = ran(A0)+˙M, and thus dim(M) =
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codim
(
ran(A0)
)
= dim(ker(A0)) since A0 has zero index by assumption (a). Let S0
denote any (finite-dimensional) isomorphism S0 : ker(A0)→M and let R0 denote
the orthogonal projection of X onto ker(A0). We now introduce the operators Bs
by the formula
Bs = As + S0R0, s ∈ Σ. (3.18)
Then assertion (ii’) holds because
(IX −Q)Bs = (IX −Q)As + (IX −Q)S0R0 = (IX −Q)As
due to the inclusions ran(S0R0) ⊂ M ⊂ L = ran(Q) = ker(IX − Q). Clearly
(iii) follows from (c) and (3.18). It remains to show that Bs is invertible for all
s in a small neighborhood Σ0 of Σ containing 0. Since the function s 7→ As is in
C0(Σ;B(X )) by (c), the required assertion follows from (3.18) as soon as we know
that B0 = A0+S0R0 is an invertible operator from X = (ker(A0))
⊥⊕ker(A0) onto
X = ran(A0)+˙M. But this is indeed the case since the restricted operators
B0
∣∣
(ker(A0))⊥
= A0
∣∣
(ker(A0))⊥
and B0
∣∣
ker(A0)
= S0
are isomorphisms onto ran(A0) and M respectively. 
Lemma 3.14. Let Σ = [a, b] ⊂ R be a set of parameters, and let {Qs}s∈Σ be a
family of projections in X such that the function s 7→ Qs is in Ck(Σ;B(X )) for some
k ∈ {0, 1, . . .}. Let Ds be a family of operators acting from ran(Qs) into X such
that for the family of operators As = DsQs + (IX −Qs) the following assumptions
hold:
(a) As − IX ∈ B∞(X );
(b) the operator Ds ∈ B(ran(Qs),X )) is injective;
(c) the function s 7→ As is in Ck(Σ;B(X )).
Then for each s0 ∈ Σ there is neighborhood Σ0 in Σ containing s0 and a family of
operators {Fs}s∈Σ0 in B(X ) such that As − Fs is of finite rank and the following
assertions hold for each s ∈ Σ0:
(i) Fs is a boundedly invertible operator and Fs − IX , F−1s − IX ∈ B∞(X );
(ii) ran(FsQs) = ran(AsQs);
(iii) the function s 7→ Fs ∈ B(X ) is in Ck(Σ0;B(X )).
Proof. Fix any s0 ∈ Σ. Reparametrizing, with no loss of generality we may assume
that s0 = 0. First, we claim that
dim
(
ker(A0)
)
= dim
(
(IX −Q0) ker(A0)
)
. (3.19)
Indeed, the inequality “≥” in (3.19) is trivial since if vectors {uj} ⊂ ker(A0) are
linearly dependent then the vectors {(IX − Q0)uj} are linearly dependent. To
prove the inequality “≤ in (3.19), let us choose linearly independent vectors {uj} ⊂
ker(A0) and suppose that the vectors {(IX − Q0)uj} are linearly dependent so
that
∑
cj(IX − Q0)uj = 0. Since A0 = D0Q0 + (IX − Q0), we observe that
if u ∈ ker(A0) then (−D0)Q0u = (IX − Q0)u. Applying the latter equality to
u =
∑
cjuj, and recalling that D0 is injective by assumption (b), we conclude
that the vectors {Q0uj} are also linearly dependent in contradiction with the linear
independence of uj = Q0uj+(IX−Q0)uj, thus concluding the proof of claim (3.19).
The operator A0 is Fredholm and has index zero by assumption (a). Using this
and claim (3.19) we observe that dim
(
(ran(A0))
⊥
)
= dim
(
(IX −Q0) ker(A0)
)
. Let
S0 : (IX −Q0) ker(A0) → (ran(A0))
⊥ be any (finite-dimensional) bijection and let
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R0 be the orthogonal projection of X onto (IX − Q0) ker(A0). We now introduce
the operators Fs by the formula
Fs = As + S0R0(IX −Q0)(IX −Qs), s ∈ Σ. (3.20)
Clearly As − Fs is of finite rank since S0 is of finite rank by definition. Thus
Fs − IX ∈ B∞(X ) by assumption (a) for all s ∈ Σ. If Fs is boundedly invertible
then Fs − IX ∈ B∞(X ) implies F−1s − IX ∈ B∞(X ) by Remark 3.12. Assertion (ii)
follows since AsQs = FsQs by (3.20) while (iii) holds by the assumptions on Qs
and (c). It remains to show that Fs is invertible for all s in a small neighborhood
Σ0 of Σ containing 0. Since the function s 7→ Fs is in C0(Σ;B(X )), the required
assertion follows as soon as we know that F0 is invertible.
Since F0 − IX ∈ B∞(X ), the invertibility of F0 follows from ker(F0) = {0}. To
begin the proof of the latter assertion, we choose u ∈ ker(F0). Then by (3.20) at
s = 0 the vector A0u = −S0R0(IX −Q0)u belongs to both subspaces ran(A0) and
ran(S0) = (ran(A0))
⊥ and therefore is the zero vector. Using A0u = 0 and A0 =
D0Q0 + (IX −Q0) we conclude that (IX −Q0)u = −D0Q0u. Since S0 is injective,
using S0R0(IX −Q0)u = 0 we conclude that R0(IX −Q0)u = 0. But u ∈ ker(A0)
and thus (IX −Q0)u ∈ (IX −Q0) ker(A0). Since R0 projects onto (IX −Q0) ker(A0)
we therefore conclude that 0 = R0(IX − Q0)u = (IX − Q0)u = −D0Q0u. Since
D0 is injective by assumption (b), this also shows Q0u = 0 and thus u = 0, as
needed. 
4. A symplectic view of the eigenvalue problem
In this section we describe the eigenvalue problem (1.1), (1.2) in terms of the
intersections of a path of Lagrangian subspaces with a fixed subspace G. The path
is formed by transforming the boundary value problems on the shrunken domain Ωt
back to the original domain Ω, and taking boundary traces of the weak solutions to
the rescaled eigenvalue equations. We introduce the rescaled differential operators
involved in our analysis and study their selfadjointness. We also prove continuity
and piecewise smoothness of the path and show how it can be described via the
Dirichlet-to-Neumann and Neumann-to-Dirichlet operators.
4.1. Rescaling and the related selfadjoint differential operators. We begin
by rescaling (1.1) and (1.2) to obtain the family of the eigenvalue problems (1.7)
and (1.8) parametrized by t ∈ (0, 1]. Recalling that Ω ⊂ Rd and
Ωt = {z ∈ Ω : z = t
′y for t′ ∈ [0, t), y ∈ ∂Ω},
let us consider the following unitary operators:
Ut : L
2(Ωt)→ L
2(Ω), (Utw)(x) = t
d/2w(tx), x ∈ Ω,
U∂t : L
2(∂Ωt)→ L
2(∂Ω), (U∂t h)(y) = t
(d−1)/2h(ty), y ∈ ∂Ω,
U∂1/t : L
2(∂Ω)→ L2(∂Ωt), (U
∂
1/tf)(z) = t
−(d−1)/2f(t−1z), z ∈ ∂Ωt,
so that (U∂t )
∗ = U∂1/t on L
2. These also define bounded operators on the appropriate
Sobolev spaces, i.e., Ut ∈ B(H
1(Ωt), H
1(Ω)) and U∂t ∈ B(H
1/2(∂Ωt), H
1/2(∂Ω)).
The boundedness of the operator U∂t follows from the boundedness of Ut and the
boundedness of γ
D
. Also, we define U∂t : H
−1/2(∂Ωt)→ H−1/2(∂Ω) by letting
〈U∂t g, φ〉1/2 = H−1/2(∂Ωt)〈g, U
∂
1/tφ〉H1/2(∂Ωt), φ ∈ H
1/2(∂Ω). (4.1)
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For a subspace G ⊂ H of the boundary space H = H1/2(∂Ω) ×H−1/2(∂Ω) we let
Gt ⊂ Ht be the subspace of Ht = H1/2(∂Ωt)×H−1/2(∂Ωt) defined by
Gt = U
∂
1/t(G) =
{
(U∂1/tf, U
∂
1/tg) : (f, g) ∈ G
}
. (4.2)
Recalling the definition of the rescaled trace map Trt u = (γDu, t
−1γNu) from (1.6),
and defining the Dirichlet and Neumann trace maps γ
D,∂Ωt
and γ
N,∂Ωt
on ∂Ωt as in
(2.5) and (2.10), we have the following result.
Lemma 4.1. Assume Hypothesis 1.2(i). Let G be a given subspace of the boundary
space H and let Gt be the subspace defined in (4.2) for some t ∈ (0, 1]. Then a
function w ∈ H1(Ωt) is a weak solution to the boundary value problem
−∆w + V (x)w = λw, x ∈ Ωt, (4.3)
Tr∂Ωt w = (γD,∂Ωtw, γN,∂Ωtw) ∈ Gt, (4.4)
if and only if u = Utw ∈ H1(Ω) is a weak solution to the boundary value problem
−∆u+ t2V (tx)u = t2λu, x ∈ Ω, (4.5)
Trt u = (γDu, t
−1γ
N
u) ∈ G. (4.6)
Proof. We note that (Ut)
∗ = (Ut)
−1 = U1/t. We denote by z points of Ωt and by
w functions on Ωt. Applying the chain rule to w ∈ H1(Ωt) yields
(∇xUtw)(x) = t
d/2 · t(∇zw)(tx) = t(Ut∇zw)(x), x ∈ Ω, z = tx ∈ Ωt. (4.7)
This implies that the operator Ut is indeed in B(H1(Ωt), H1(Ω)) because
〈∇xUtw,∇xUtw〉L2(Ω) = t
2〈Ut∇zw,Ut∇xw〉L2(Ω) = t
2‖∇zw‖
2
L2(Ωt)
,
and also that
(∆xUtw)(x) = t
d/2 · t2(∆zw)(tx) = t
2(Ut∆zw)(x), x ∈ Ω. (4.8)
It follows that w ∈ H1(Ωt) is a weak solution of equation (4.3) on Ωt if and only
if u = Utw ∈ H1(Ω) is a weak solution of (4.5) on Ω. Indeed, to see this we note
that u ∈ H1(Ω) is a weak solution of (4.5) provided
〈∇xu,∇xΦ〉L2(Ω) + t
2〈V (tx)u,Φ〉L2(Ω) = λt
2〈u,Φ〉L2(Ω) for all Φ ∈ H
1
0 (Ω).
Letting Φ = UtΨ, u = Utw and using (4.7) we conclude that the last equation holds
if and only if
〈∇zw,∇zΨ〉L2(Ωt) + 〈V (z)w,Ψ〉L2(Ωt) = λ〈w,Ψ〉L2(Ωt) for all Ψ ∈ H
1
0 (Ωt),
as required. It remains to take care of the boundary conditions in (4.4) and (4.6).
We claim the following assertions for the boundary trace operators:
If w ∈ H1(Ωt) then γDUtw = t
1/2U∂t γD,tw (4.9)
If w ∈ dom(γ
N,t
) then Utw ∈ dom(γN ) and γNUtw = t
3/2U∂t γN,tw. (4.10)
Assuming the claim, we conclude the proof of the lemma as follows: For any w ∈
dom(γ
N,t
) = dom(Tr∂Ωt) we have
Trt Utw = (γDUtw, t
−1γ
N
Utw)
= (t1/2U∂t γD,tw, t
1/2U∂t γN,tw) = t
1/2U∂t Tr∂Ωt w,
and thus Trt Utw ∈ G if and only if Tr∂Ωt w ∈ Gt by (4.2).
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It remains to justify the claim. To prove (4.9), it suffices to work with γ0
D
from
(2.4) and w ∈ C0(Ω) for which we have
γ0
D
Utw = t
d/2w(tx)|x∈∂Ω = t
d/2w(z)|z∈∂Ωt ,
U∂t γ
0
D
w = t(d−1)/2w(z)|z=tx∈∂Ωt = t
−1/2td/2w(z)|z∈∂Ωt .
This yields (4.9). To begin the proof of (4.10), we apply Green’s formula (2.11) for
u = Utw and Φ = UtΨ, use (4.7), (4.8), the fact that Ut is a unitary operator, and
then Green’s formula again to infer:
〈γ
N
(Utw),γD (UtΨ)〉1/2 = 〈∇x(Utw),∇x(UtΨ)〉L2(Ω) + 〈∆(Utw), UtΨ〉L2(Ω)
= t2〈Ut∇zw,Ut∇zΨ〉L2(Ω) + t
2〈Ut∆zw,UtΨ〉L2(Ω)
= t2〈∇zw,∇zΨ〉L2(Ωt) + t
2〈∆zw,Ψ〉L2(Ωt)
= t2H−1/2(∂Ωt)〈γN,tw, γD,tΨ〉H1/2(∂Ωt). (4.11)
Next, we use the definition of U∂t in (4.1),
〈U∂t γN,tw, γDΦ〉1/2 = H−1/2(∂Ωt)〈γN,tw,U
∂
1/tγDΦ〉H1/2(∂Ωt).
Applying (4.9) we have U∂1/tγDΦ = t
1/2γ
D,t
U1/tΦ = t
1/2γ
D,t
Ψ yielding
〈U∂t γN,tw, γDΦ〉1/2 = t
1/2
H−1/2(∂Ωt)〈γN,tw, γD,tΨ〉H1/2(∂Ωt).
Combined with (4.11) this implies 〈γ
N
Utw, φ〉1/2 = t
3/2〈U∂t γN,tw, φ〉1/2 for any
φ = γ
D
Φ ∈ H1/2(∂Ω) and thus (4.10) holds. 
We will now define a path Υ in the set of Lagrangian subspaces in H1/2(∂Ω)×
H−1/2(∂Ω) by taking traces of weak solutions to the rescaled equation (4.5) intro-
duced in Lemma 4.1; see (4.17) below.
To begin, let us fix τ ∈ [0, 1] and Λ > 0 and introduce the parameter sets
Σ1 = [−Λ, 0], Σ2 = [0, 1− τ ],
Σ3 = [1− τ, 1− τ + Λ], Σ4 = [1− τ + Λ, 2(1− τ) + Λ], Σ = ∪
4
j=1Σj .
(4.12)
Next, we introduce functions t(·), λ(·) in a way that the boundary Γ = ∪4j=1Γj of
the square [−Λ, 0] × [τ, 1] is parametrized with (λ(s), t(s)) ∈ Γj when s ∈ Σj for
j = 1, . . . , 4 (see Figure 1) and Γ is oriented counterclockwise:
λ(s) = s, t(s) = τ, s ∈ Σ1,
λ(s) = 0, t(s) = s+ τ, s ∈ Σ2,
λ(s) = −s+ 1− τ, t(s) = 1, s ∈ Σ3,
λ(s) = −Λ, t(s) = −s+ 2− τ + Λ, s ∈ Σ4.
(4.13)
In what follows, cf. Lemmas 5.1 and 5.4, for a fixed τ ∈ [0, 1] we will choose
Λ = Λ(τ) and then define Σj = Σj(τ) and Γj = Γj(τ) as in (4.12) and (4.13).
For τ ∈ [0, 1], using the functions λ(·) and t(·) defined in (4.12) and (4.13), we
define the following family of operators Ls = Ls(τ) acting fromH
1(Ω) intoH−1(Ω),
Lsu = −∆u+ t
2(s)V (t(s)x)u − λ(s)t2(s)u, s ∈ Σ = Σ(τ), (4.14)
where, as usual, we define the Laplacian in the weak sense and at this stage do not
impose any boundary conditions. We stress that Ls (and all other operators in this
section) are acting on the real space H1(Ω;RN ), although one can make the space
and the operator complex by a standard procedure, cf., e.g., [W80, Section 5.5.3].
32 G. COX, C. JONES, Y. LATUSHKIN, AND A. SUKHTAYEV
For the operator Ls = Ls(τ) defined in (4.14) we denote by Ks the set of weak
solutions to the equation Lsu = 0, that is, for each s ∈ Σ we set
Ks =
{
u ∈ H1(Ω) : Lsu = 0 in H
−1(Ω)
}
=
{
u ∈ H1(Ω) : 〈∇u,∇Φ〉L2(Ω)
+ 〈t2(s)
(
V (t(s)x) − λ(s)
)
u,Φ〉L2(Ω) = 0 for all Φ ∈ H
1
0 (Ω)
}
.
(4.15)
For any τ ∈ (0, 1] and s ∈ Σ(τ) we introduce the rescaled trace map Ts by the
formula
Tsu = (γDu, (t(s))
−1γ
N
u), u ∈ dom(γ
N
), s ∈ Σ = Σ(τ). (4.16)
In particular, if s ∈ Σ2 then Ts = Trt with t = t(s) ∈ [τ, 1] for the rescaled
trace defined in (1.6). Finally, we define the desired path of subspaces in H =
H1/2(∂Ω)×H−1/2(∂Ω) as follows:
Υ(s) = Ts(Ks), s ∈ Σ = Σ(τ). (4.17)
In particular, for s ∈ Σ2 and t = t(s), Υ
∣∣
Σ2
: t 7→ Trt(Kt) is the path used in
Theorems 1.3 and 1.4.
We will now define operators on L2(Ω) associated with the differential expression
Ls = Ls(τ) from (4.14). Given a subspace G in H = H1/2(∂Ω) × H−1/2(∂Ω) we
define an operator Ls,G(τ) on L
2(Ω) for each τ ∈ [0, 1] by
Ls,G(τ)u = Lsu, s ∈ Σ = Σ(τ),
dom(Ls,G(τ)) =
{
u ∈ H1(Ω) : ∆u ∈ L2(Ω), (t(s)γ
D
u, γ
N
u) ∈ G
}
,
(4.18)
where t(s) is defined in (4.13). In particular, if s = 0, then t(0) = τ and λ(0) = 0,
hence
L0,G(τ)u = L0(τ)u, L0(τ)u = −∆u+ τ
2V (τx)u, τ ∈ [0, 1],
dom(L0,G(τ)) =
{
u ∈ H1(Ω) : ∆u ∈ L2(Ω), (τγDu, γNu) ∈ G
}
.
(4.19)
If τ ∈ (0, 1] then t(s) 6= 0 for all s ∈ Σ and the condition (t(s)γ
D
u, γ
N
u) ∈ G
in (4.18), respectively, (τγ
D
u, γ
N
u) ∈ G in (4.19) is equivalent to the condition
(γ
D
u, (t(s))−1γ
N
u) ∈ G, respectively, (γ
D
u, τ−1γ
N
u) ∈ G). In particular, if τ = 1
and s = 0 then λ(0) = 0, t(0) = 1 and L0,G(1) = LG , where LG is the operator
defined in (1.5) whose Morse index we intend to characterize.
Remark 4.2. Hypothesis 1.2 (iii) requires the operators Ls,G(τ) to be semibounded
from below, uniformly for s ∈ Σ. For this to hold it is enough to require uniformity
for s ∈ Σ2. To see this, we note first that if s
′ ∈ Σ4 then s = −s
′+2(1−τ)+Λ ∈ Σ2
satisfies t(s) = t(s′) and thus Ls = Ls′ − Λ(t(s))2. We conclude that Ls − Ls′ is a
multiple of the identity and thus the uniform boundedness from below for s ∈ Σ2
implies the uniform boundedness for s′ ∈ Σ4. Next, if s′ ∈ Σ1, then s = 0 ∈ Σ2
is such that t(s) = τ = t(s′) while if s ∈ Σ3 then s = 1 − τ ∈ Σ2 is such that
t(s) = 1 = t(s′), and so the lower bound extends uniformly to Σ1 and Σ3. ✸
We recall Definition 1.1, in which the subspace G is described as a graph or inverse
graph of compact, selfadjoint operators Θ,Θ′ and note that a sufficient condition for
the operator Θ′, respectively Θ, to be compact is Θ′ ∈ B
(
H−1/2(∂Ω), H1/2+ε(∂Ω)
)
,
respectively Θ ∈ B
(
H1/2−ε(∂Ω), H−1/2(∂Ω)
)
, for some ε > 0.
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If G = Gr′(Θ′) is Dirichlet-based with Θ′ ∈ B(H−1/2(∂Ω), H1/2(∂Ω)), and τ > 0,
then the operator Ls,G(τ) is given by
Ls,G(τ)u(x) = −∆u(x) + t
2(s)V (t(s)x)u(x) − λ(s)t2(s)u(x), x ∈ Ω,
dom(Ls,G(τ)) =
{
u ∈ H1(Ω) |∆u ∈ L2(Ω) and
(t(s)γ
D
−Θ′γ
N
)u = 0 in H1/2(∂Ω)
}
.
(4.20)
Similarly, if G = Gr(Θ) is Neumann-based with Θ ∈ B(H1/2(∂Ω), H−1/2(∂Ω)), and
τ > 0, then the operator Ls,G(τ) is given by
Ls,G(τ)u(x) = −∆u(x) + t
2(s)V (t(s)x)u(x) − λ(s)t2(s)u(x), x ∈ Ω,
dom(Ls,G(τ)) =
{
u ∈ H1(Ω) |∆u ∈ L2(Ω) and
(γ
N
− t(s)Θγ
D
)u = 0 in H−1/2(∂Ω)
}
.
(4.21)
In the Neumann-based case the sesquilinear form associated with the operator
Ls,G(τ), cf. Theorem 6.1 below, is given by
ls,G(τ)(u, v) = 〈∇u,∇v〉L2(Ω) + t
2(s)〈
(
V (t(s)x) − λ(s)
)
u, v〉L2(Ω)
− t(s)〈Θγ
D
u, γ
D
v〉1/2, (4.22)
dom(ls,G(τ)) = H
1(Ω)×H1(Ω).
If G = Gr(Θ) is Neumann-based and τ = 0, then the operator L0,G(0) for s = 0,
L0,G(0)u = −∆u,
dom(L0,G(0)) =
{
u ∈ H1(Ω) : ∆u ∈ L2(Ω), (0, γ
N
u) ∈ Gr(Θ)
}
,
(4.23)
is just the Neumann Laplacian −∆N equipped with the boundary condition γNu =
0. In particular, L0,G(0) is independent of the boundary operator Θ.
We recall our main assumptions on the operators Θ,Θ′ and the subspace G (and
therefore on the operators Ls,G(τ)) summarized in Hypotheses 1.2 (ii), (iii). The
following lemma describes the spectrum of Ls,G(τ) in terms of the conjugates points
on the path {Υ(s)}s∈Σ defined in (4.17).
Lemma 4.3. Assume Hypothesis 1.2. Let τ ∈ (0, 1], let Ls,G(τ) be the family of
operators on L2(Ω;RN ) defined in (4.18) and let Υ(s) = Ts(Ks) be the family of
the subspaces in H = H1/2(∂Ω) ×H−1/2(∂Ω) defined in (4.17) for s ∈ Σ = Σ(τ).
Then for any s0 ∈ Σ we have
0 ∈ Sp(Ls0,G(τ)) if and only if Ts0(Ks0 ) ∩ G 6= {0}, and (4.24)
dimR
(
ker(Ls0,G(τ))
)
= dimR
(
Ts0(Ks0) ∩ G
)
. (4.25)
Moreover,
0 ∈ Sp(Ls0,G(τ)) iff λ(s0)t
2(s0) = s0τ
2 ∈ Sp(L0,G(τ)) for s0 ∈ Σ1, (4.26)
0 ∈ Sp(Ls0,G(τ)) iff λ(s0) = −s0 + 1− τ ∈ Sp(LG) for s0 ∈ Σ3, (4.27)
that is, s0 ∈ Σ3 is a crossing if and only if λ = λ(s0) is an eigenvalue of the operator
LG defined in (1.5).
Proof. By Hypothesis 1.2(iii), 0 ∈ Sp(Ls0,G(τ)) if and only if ker
(
Ls0,G(τ)
)
6= {0};
also, dimR
(
ker
(
Ls0,G(τ)
))
< ∞. If u ∈ ker
(
Ls0,G(τ)
)
, then u ∈ Ks0 by (4.14)
and (4.15), hence Ts0u ∈ Ts0(Ks0 ) ∩ G by definition (4.18). Conversely, if u ∈ Ks0
and Ts0u ∈ G, then u ∈ ker
(
Ls0,G(τ)
)
. Thus ker
(
Ls0,G(τ)
)
and Ts0(Ks0 ) ∩ G are
isomorphic. Assertions (4.26) and (4.27) follow from (4.13). 
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Remark 4.4. The operator Ls,HD(τ) equipped the Dirichlet boundary conditions
corresponds to the case G = HD (equivalently, Θ′ = 0). If Hypothesis 1.2 (i’) holds
then this operator satisfies Hypothesis 1.2(iii) and even Hypothesis 1.2 (iii’), hence
dom(Ls,HD (τ)) ⊆ H
2(Ω), see, e.g., [GM08, Theorem 2.10]. However, we are not
aware of any general sufficient conditions on the operator Θ′ 6= 0 that guarantee
Hypothesis 1.2(iii). ✸
We now concentrate on the Neumann-based case. In particular, when Θ = 0
this covers the case of Neumann boundary conditions, i.e. G = HN . As we will see,
the following hypothesis implies Hypothesis 1.2 (iii).
Hypothesis 4.5. For the Neumann-based case we assume that the operator Θ is
associated with a closed, semibounded (and therefore symmetric) bilinear form aΘ
on L2(∂Ω) with domain dom(aΘ) = H
1/2(∂Ω)×H1/2(∂Ω) such that the following
two conditions hold:
(a) The form aΘ is L
2(∂Ω)-semibounded from above by a constant cΘ ∈ R (not
necessarily positive), that is,
aΘ(f, f) ≤ cΘ‖f‖
2
L2(∂Ω) for all f ∈ H
1/2(∂Ω),
(b) The form aΘ is H
1/2(∂Ω)-bounded, that is, there is a positive constant ca
such that
|aΘ(f, f)| ≤ ca‖f‖
2
H1/2(∂Ω) for all f ∈ H
1/2(∂Ω).
✸
Assuming Hypothesis 4.5, there exists a unique bounded, selfadjoint operator
Θ ∈ B(H1/2(∂Ω), H−1/2(∂Ω)), defined for f ∈ H1/2(∂Ω) by
〈Θf, g〉1/2 = aΘ(f, g) for g ∈ H
1/2(∂Ω), (4.28)
so that ‖Θ‖B(H1/2(∂Ω),H−1/2(∂Ω)) ≤ ca and the following assertions hold:
〈Θf, g〉1/2 = 〈Θg, f〉1/2 for all f, g ∈ H
1/2(∂Ω), (4.29)
〈Θf, f〉1/2 ≤ cΘ‖f‖
2
L2(∂Ω) for all f ∈ H
1/2(∂Ω). (4.30)
We note again that the operator Θ here and throughout is acting between the
real Hilbert spaces H1/2(∂Ω;RN ) and H−1/2(∂Ω;RN ); it can be make complex by
a standard procedure, cf. [W80, Section 5.5.3], but this will not be needed until
Section 6. We note the following result that can found in Theorem 2.6 and Corollary
2.7 of [GM08].
Theorem 4.6. Assume Hypothesis 1.2 (i) and Hypothesis 4.5, and consider a
potential V ∈ L∞(Ω). Let Θ ∈ B(H1/2(∂Ω), H−1/2(∂Ω)) be the selfadjoint operator
associated by (4.28) with the form aΘ and let G = Gr(Θ). Let LG : dom(LG) →
L2(Ω) denote the operator defined on L2(Ω) by
LGu = −∆u+ V u, dom(LG) =
{
u ∈ H1(Ω) : ∆u ∈ L2(Ω),Tr u ∈ G
}
. (4.31)
Then Hypothesis 1.2(iii) holds, that is, the operator LG is selfadjoint and bounded
from below, has compact resolvent (and therefore only discrete spectrum) and sat-
isfies dom
(
|LG |
1/2
)
= H1(Ω).
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Applying this result to the operator t(s)Θ and the potential Vs defined in (1.10)
implies the respective assertions regarding the operators Ls,G(τ) from (4.21) de-
scribed in Hypothesis 1.2(iii). We emphasize the importance of the fact that Θ
is semibounded from below as indicated in (4.30); that Θ is selfadjoint as indi-
cated in (4.29) is not enough to conclude that Ls,G(τ) is a semibounded operator.
We also stress that our standing assumption Θ ∈ B∞(H1/2(∂Ω), H−1/2(∂Ω)), see
Hypothesis 1.2(ii) and Definition 1.1, is enforced throughout the paper.
Condition (4.30) holds for the case of Robin boundary conditions when Θ is the
operator of multiplication by a function θ ∈ L∞(∂Ω) composed with the embedding
H1/2(∂Ω) →֒ H−1/2(∂Ω). In this case cΘ ≤ c‖θ‖L∞ , since the left-hand side of
(4.30) can be written as an integral over ∂Ω.
Next, we will discuss Hypothesis 1.2 (iii’). The Morse index of the differential
operator Ls,G(τ) from (4.21) can be defined as the number of negative eigenvalues
(counted with multiplicity) corresponding to either weak or strong solutions to the
eigenfunction equation Ls,G(τ)u = λu. Thus far we have used weak solutions to
define the Morse index. Under some additional condition on Θ one has the inclusion
dom(Ls,G(τ)) ⊆ H2(Ω), cf. Hypothesis 1.2 (iii’). In particular, this inclusion implies
that a weak solution to the boundary value problem Lsu = 0, γNu− t(s)ΘγDu = 0
is in fact a strong solution, and thus both notions of the Morse index coincide. We
must assume additional smoothness of the domain (as in Hypothesis 1.2(i’)) and a
condition on the operator Θ to ensure dom(Ls,G(τ)) ⊆ H2(Ω).
Hypothesis 4.7. Assume Hypothesis 1.2(i’), (ii) and Hypothesis 4.5. In addition,
assume that Θ ∈ B∞(H3/2(∂Ω), H1/2(∂Ω)).
In other words, if Hypothesis 4.7 holds, then
Θ ∈ B(H1/2(∂Ω), H−1/2(∂Ω)) ∩ B∞(H
3/2(∂Ω), H1/2(∂Ω))
and Θ∗ = Θ as an operator from H1/2(∂Ω) into H−1/2(∂Ω). A sufficient condition
for Θ ∈ B∞(H
3/2(∂Ω), H1/2(∂Ω)) is Θ ∈ B(H3/2−ε(∂Ω), H1/2(∂Ω)) for some ε > 0.
The following result can be found in [GM08, Theorem 2.17].
Theorem 4.8. Assume Hypothesis 4.7. Then dom(Ls,G(τ)) ⊆ H2(Ω), that is,
Hypothesis 1.2(iii’) holds.
As the following example shows, the condition Θ ∈ B∞(H1/2(∂Ω), H−1/2(∂Ω))
in Hypothesis 1.2(iii) is not enough to guarantee the inclusion dom(Ls,G(τ)) ⊆
H2(Ω). We also refer to the related discussion in [DJ11], where the Morse index
is defined in terms of the eigenspaces of the relevant operators understood in the
strong sense. One of the main claims in [DJ11], see Section 5, was the equality
of the Morse index of a certain differential operator (with domain in H2(Ω)) and
the Maslov index. The next example therefore shows that under the condition
Θ ∈ B∞(H1/2(∂Ω), H−1/2(∂Ω)) imposed in [DJ11] only the estimate from above of
the dimension in terms of the Maslov index indeed holds (e.g., only the inequality
“≤” in [DJ11, Equation (5.3)] holds).
Example 4.9. Here we give an example of a Neumann-based boundary condition
for which the sets of weak and strong solutions to the homogeneous boundary value
problem do not coincide. Let u ∈ H1∆(Ω) be a weakly harmonic function such that
‖∇u‖L2(Ω) is not zero and u is not contained in H
2(Ω). We define a rank one
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operator Θ from H1/2(∂Ω) to H−1/2(∂Ω) as follows,
Θh :=
〈γ
N
u, h〉1/2
〈γ
N
u, γ
D
u〉1/2
γ
N
u, h ∈ H1/2(∂Ω),
using Green’s formula (2.11) to see that 〈γ
N
u, γ
D
u〉1/2 = ‖∇u‖
2
L2(Ω) is nonzero.
Then Θ ∈ B∞(H1/2(∂Ω), H−1/2(∂Ω)) and Θ∗ = Θ. Moreover, u is a weak solution
to the boundary value problem
−∆u = 0 in H−1(Ω), γ
N
u−Θγ
D
u = 0 in H−1/2(∂Ω),
which is not a strong solution since u /∈ H2(Ω). ✸
4.2. Regularity of the path of boundary traces of weak solutions. Our
next result, Proposition 4.10, is the main assertion in this section; it says that the
traces Υ(s) = Ts(Ks) of the weak solutions to Lsu = 0 form a smooth path in
the Fredholm–Lagrangian Grassmannian FΛ(G) of a given Lagrangian subspace
G ⊆ H which is either Dirichlet- or Neumann-based, cf. Definition 1.1. Here,
H = H1/2(∂Ω) ×H−1/2(∂Ω) is the boundary space equipped with the symplectic
structure defined in (1.4) and FΛ(G) is defined in Definition 3.1 (ii). We formulate
this proposition for a general Ck-smooth family s 7→ Vs of potentials, but in the
sequel will only need it for Vs defined in (1.10). Assuming V (·) ∈ C0(Ω) as needed
in Hypothesis 1.2(iv), the function s 7→ Vs from (1.10) is C0 for s ∈ Σ and is C1 for
s ∈ Σ1 ∪ Σ3 since t(·)
∣∣
Σ1∪Σ3
is constant by (4.13). A stronger assumption V (·) ∈
Ck(Ω) will generate a (piecewise) smooth function s 7→ Vs, for which Proposition
4.10 gives a stronger result, but this will only be used in the subsequent analysis
with k = 1, cf. Lemma 5.5. We recall Definition 3.3 of a smooth family of subspaces.
Proposition 4.10. Let Σ = [a, b] be a set of parameters, t(·) ∈ Ck(Σ; [τ, 1]) a
given function for some τ ∈ (0, 1], and {Vs}s∈Σ a family of potentials such that
the function s 7→ Vs is in C
k(Σ;L∞(Ω)) for some k ∈ {0, 1, . . .}. For s ∈ Σ and
u ∈ dom(γ
N
) we define the rescaled map Ts by Tsu =
(
γ
D
u, (t(s))−1γ
N
u
)
and let
Ls = −∆+ Vs, Ks =
{
u ∈ H1(Ω) : Lsu = 0 in H
−1(Ω)
}
.
Then the subspaces {Ts(Ks)}s∈Σ form a C
k-smooth family in H = H1/2(∂Ω) ×
H−1/2(∂Ω). Moreover, if G ∈ Λ(H) is a Dirichlet- or Neumann-based Lagrangian
subspace, then Ts(Ks) belongs to the Fredholm–Lagrangian Grassmannian FΛ(G)
for each s.
Throughout the proof, see in particular assertion (iv) in (4.33), we will use
Lemmas 2.12 and 3.13 to establish the existence of a family of projections onto
{Ks} which is contained Ck(Σ0;B(H1(Ω))).
Proof. If u ∈ Ks, then −∆u = −Vsu ∈ L2(Ω) yields u ∈ dom(γN ), and thus
Ks ⊂ dom(γN ) shows that Ts(Ks) is well defined. Fix any s0 ∈ Σ. Reparametrising,
with no loss of generality we may assume that s0 = 0. By Remark 3.4, to establish
that Ts(Ks) is a smooth family we need to construct a family of projections Ps in
H and a neighborhood Σ0 ∋ 0 such that ran(Ps) = Ts(Ks) and the function s 7→ Ps
is in Ck(Σ0;B(H)).
To begin the construction, let us consider the operators Gs on H
1(Ω) defined
as in (2.38) but with V replaced by Vs so that Gs − IH1(Ω) ∈ B∞(H
1(Ω)). Our
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assumptions on the function s 7→ Vs yield that s 7→ Gs is in Ck(Σ;B(H1(Ω))).
Thanks to Lemma 2.12 we know that
Ks =
{
u ∈ H1(Ω) : Gsu ∈ H
1
∆(Ω)
}
, H1(Ω) = ran(Gs) +H
1
∆(Ω), s ∈ Σ. (4.32)
We can now apply Lemma 3.13 with X = H1(Ω), As = Gs and L = H1∆(Ω) (that
is, L = ran(π2)). As a result, using formula (3.18), we obtain a family of operators
Bs which are finite-rank perturbations of Gs, and a neighborhood Σ0 containing 0
such that for all s ∈ Σ0 the following assertions hold:
(i) Bs is boundedly invertible,
and Bs − IH1(Ω), B
−1
s − IH1(Ω) ∈ B∞(H
1(Ω));
(ii) Ks = B
−1
s (H
1
∆(Ω));
(iii) the function s 7→ Bs is in C
k(Σ;B(H1(Ω)));
(iv) B−1s π1Bs is a projection in H
1(Ω) onto Ks
such that the function s 7→ B−1s π1Bs is in C
k(Σ;B(H1(Ω))).
(4.33)
We will sometimes denote by Ts,∆ = Ts
∣∣
H1
∆
(Ω)
the restriction of the rescaled
trace map Ts to the space H
1
∆(Ω) of the harmonic functions. Due to Lemma 2.11
with V = 0 we know that Ts,∆(H
1
∆(Ω)) is a closed subspace of H = H
1/2(∂Ω) ×
H−1/2(∂Ω) and that the operator Ts,∆ : H
1
∆(Ω)→ Ts,∆(H
1
∆(Ω)) is a bijection, and
thus is an isomorphism. We will denote its inverse by (Ts,∆)
−1 : Ts,∆(H
1
∆(Ω)) →
H1∆(Ω). Also, we recall formula (2.19), that is,
Ts,∆(H
1
∆(Ω)) = Gr(−t(s)
−1N−∆) =
{
(f,−t(s)−1N−∆f) : f ∈ H
1/2(∂Ω)
}
, (4.34)
where N−∆ ∈ B(H
1/2(∂Ω), H−1/2(∂Ω)) is the (weak) Neumann operator defined in
Definition 2.4. Viewing elements of H = H1/2(∂Ω)×H−1/2(∂Ω) as (2× 1) column
vectors, we introduce a family {Qs} of projection in H with
ran(Qs) = Gr(−t(s)
−1N−∆) = Ts,∆(H
1
∆(Ω)),
ker(Qs) =
{
(0, g)⊤ : g ∈ H−1/2(∂Ω)
} (4.35)
by the formula
Qs =
[
IH1/2(∂Ω) 0
−t(s)−1N−∆ 0H−1/2(∂Ω)
]
, s ∈ Σ. (4.36)
The function s 7→ Qs is in C
k(Σ;B(H)) by our assumption on the function t(·).
We remark that the family of operators (Ts,∆)
−1Qs ∈ B(H, H1∆(Ω)) is well
defined since Ts,∆(H
1
∆(Ω)) = ran(Qs). We intend to show that this family is
smooth; this is not obvious because the domain of the operator (Ts,∆)
−1 changes
with s. To overcome this difficulty we will use the family of boundedly invertible
transformation operators Ws ∈ B(H), splitting the projections Qs and Q0 so that
WsQ0 = QsWs as discussed in Remark 3.5. With these Ws, we consider the family
of operators W−1s Ts,∆ : H
1
∆(Ω) → H and observe that the function s 7→ W
−1
s Ts,∆
is in Ck(Σ0;B(H
1
∆(Ω),H)). Since the operators Ts,∆ : H
1
∆(Ω) → Ts,∆(H
1
∆(Ω)) =
ran(Qs) and Ws : ran(Q0) → ran(Qs) are both isomorphisms between the respec-
tive spaces, we conclude that W−1s Ts,∆ : H
1
∆(Ω) → ran(Q0) is an isomorphism for
each s ∈ Σ0 and, moreover, that the function
s 7→
(
W−1s Ts,∆
)−1
= (Ts,∆)
−1Ws is in C
k(Σ0;B(ran(Q0), H
1
∆(Ω))). (4.37)
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Since Ws splits Q0 and Qs, that is, Qs =WsQ0W
−1
s , it follows that
(Ts,∆)
−1Qs = (Ts,∆)
−1WsQ0W
−1
s =
(
W−1s Ts,∆
)−1
Q0W
−1
s .
Combined with (4.37), this shows that the function
s 7→ (Ts,∆)
−1Qs is in C
k(Σ0;B(H, H
1(Ω))). (4.38)
We introduce the families of operators As ∈ B(H) and Ds ∈ B(ran(Qs),H) by
As = TsB
−1
s (Ts,∆)
−1Qs + (IH −Qs), Ds = TsB
−1
s (Ts,∆)
−1, s ∈ Σ0, (4.39)
so that As = DsQs + (IH − Qs), and claim that conditions (a), (b) and (c) in
Lemma 3.14 hold with X = H and Σ replaced by Σ0. Starting the proof of the
claim, we remark that the operators Ds (and therefore As) are well defined because
(Ts,∆)
−1 ∈ B(ran(Qs), H1∆(Ω)) and B
−1
s (H
1
∆(Ω)) = Ks ⊂ dom(Ts) by assertion (ii)
in (4.33). Since Ts(B
−1
s − IH1(Ω))(Ts,∆)
−1Qs ∈ B∞(H) by assertion (i) in (4.33)
and
As = Ts
(
IH1(Ω) + (B
−1
s − IH1(Ω))
)
(Ts,∆)
−1Qs + (IH −Qs)
= Qs + Ts(B
−1
s − IH1(Ω))(Ts,∆)
−1Qs + (IH −Qs),
condition (a) in Lemma 3.14 holds. Since Ks = B−1s (H
1
∆(Ω)) by assertion (ii)
in (4.33), and since Ts restricted on Ks is injective by Lemma 2.11, Ds in (4.39)
is a composition of three injective operators, and thus condition (b) in Lemma
3.14 holds. By our assumptions on the function t(·), the function s 7→ Ts is in
Ck(Σ;B(H1∆(Ω),H)). Applying assertion (iii) in (4.33) and (4.38) yields condition
(c) in Lemma 3.14, thus finishing the proof of the claim.
Assertion (ii) in (4.33) yields
Ts(Ks) = TsB
−1
s (H
1
∆(Ω)) = TsB
−1
s (Ts,∆)
−1Ts,∆(H
1
∆(Ω)), s ∈ Σ0, (4.40)
and, using (4.39) and ran(Qs) = Ts,∆(H
1
∆(Ω)), we conclude
Ts(Ks) = ran(AsQs), s ∈ Σ0. (4.41)
We will now apply Lemma 3.14. Using (4.41) and the smooth family of the operators
{Fs} satisfying assertions (i), (ii) and (iii) of Lemma 3.14 we define the projection
Ps in H onto Ts(Ks) so that
Ts(Ks) = ran(FsQs) = ran(Ps), Ps = FsQsF
−1
s , s ∈ Σ0. (4.42)
Clearly, the function s 7→ Ps is in Ck(Σ0,B(H)). This proves that the family of
subspaces {Ts(Ks)} is Ck-smooth as required.
In addition, the formulas Ts(Ks) = ran(FsQs) and ran(Qs) = Ts,∆(H1∆(Ω)) show
that Ts(Ks) = Fs(Ts,∆(H1∆(Ω))) where Fs is a boundedly invertible operator such
that Fs−IH ∈ B∞(H). In other words, in terms of Definition 3.1(i), we have proved
that
Ts(Ks) ∈ Fred(Ts,∆(H
1
∆(Ω))), s ∈ Σ0. (4.43)
It remains to show that Ts(Ks) ∈ FΛ(G) provided G ∈ Λ(H) is either Dirichlet-
or Neumann-based. To begin the proof, we use the subspaces HD and HN of
H = H1/2(∂Ω) × H−1/2(∂Ω) from Definition 1.1. Our first claim is the inclu-
sions Ts(H
1
∆(Ω)) ∈ F (HD) and Ts(H
1
∆(Ω)) ∈ F (HN ). Recall formula (4.34)
where the Neumann operator N−∆ is a Fredholm operator of index zero, see, e.g.,
[T96, Section 7.11]. Since Ts(H
1
∆(Ω)) is the graph of the operator −t(s)
−1N−∆,
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Ts(H
1
∆(Ω))∩HD = {0} becauseH
1
∆(Ω)∩H
1
0 (Ω) = {0}. Also, Ts(H
1
∆(Ω))+HD = H
because
(f, g) =
(
f,−t(s)−1N−∆f) + (0, g + t(s)
−1N−∆f
)
for all (f, g) ∈ H.
Thus, Ts(H
1
∆(Ω))+˙HD = H and the pair (Ts(H
1
∆(Ω)),HD) is Fredholm. On the
other hand, formula (4.34) also shows dim
(
Ts(H
1
∆(Ω)) ∩ HN
)
= dim(ker(N−∆))
while the relation
Ts(H
1
∆(Ω)) +HN =
{
(f,−t(s)−1N−∆f + g) : f ∈ H
1/2(∂Ω), g ∈ H−1/2(∂Ω)
}
shows that codim
(
Ts(H
1
∆(Ω)) + HN
)
= codim(ran(N−∆)), thus proving that the
pair (Ts(H
1
∆(Ω)),HN ) is Fredholm since N−∆ is a Fredholm operator.
Our second claim is that HD ∈ Fred(G) provided G is Dirichlet-based, and
HN ∈ Fred(G) provided G is Neumann-based. Indeed, if G is Dirichlet-based
then G = Gr′(Θ′) for a compact operator Θ′ : H−1/2(∂Ω) → H1/2(∂Ω) while if
G is Neumann-based then G = Gr(Θ) for a compact operator Θ: H1/2(∂Ω) →
H−1/2(∂Ω). Viewing elements of H as (2× 1) column vectors and denoting trans-
position by ⊤, we infer
G =
{
(Θ′g, g)⊤ : g ∈ H−1/2(∂Ω)
}
= AD
({
(0, g)⊤ : g ∈ H−1/2(∂Ω)
})
= AD(HD),
G =
{
(f,Θf)⊤ : f ∈ H1/2(∂Ω)
}
= AN
({
(f, 0)⊤ : f ∈ H1/2(∂Ω)
})
= AN (HN ).
Here, the invertible operators AD, AN ∈ B(H) are defined as
AD =
[
IH1/2(∂Ω) Θ
′
0 IH−1/2(∂Ω)
]
, AN =
[
IH1/2(∂Ω) 0
Θ IH−1/2(∂Ω)
]
and satisfy the relations A±1D − IH ∈ B∞(H), A
±1
N − IH ∈ B∞(H). This proves the
inclusions HD ∈ Fred(G) and HN ∈ Fred(G).
The two claims just proved and Lemma 3.2(ii) show that Ts(H
1
∆(Ω)) ∈ F (G)
provided G is either Dirichlet- or Neumann-based. But now (4.43) and Lemma
3.2(i) and (ii) show that Ts(Ks) ∈ F (G).
It remains to show that the subspace Ts(Ks) is Lagrangian. For this we will apply
Lemma 3.2(iii) with L = Ts(Ks) and K = Ts,∆(H1∆(Ω)). The inclusion L ∈ Fred(K)
holds by (4.43), and the form ω vanishes on L = Ts(Ks) by Lemma 2.10. It remains
to show that K = Ts,∆(H1∆(Ω)) is Lagrangian, that is, the form ω vanishes on K,
and it is the maximal subspace with this property. The former assertion holds by
Lemma 2.10 and the latter holds because Ts,∆(H
1
∆(Ω)) is the graph of a selfadjoint
operator N−∆,s, the rescaled Neumann operator,
N−∆,s = −(t(s))
−1N−∆ : H
1/2(∂Ω)→ H−1/2(∂Ω),
see formula (4.34). Indeed, if (f, g) ∈ H satisfies ω((f, g), (h,N−∆,sh)) = 0 for all
(h,N−∆,sh) ∈ Gr(N−∆,s), then
0 = ω((f, g), (h,N−∆,sh)) = 〈N−∆,sh, f〉1/2 − 〈g, h〉1/2
= 〈N−∆,sf, h〉1/2 − 〈g, h〉1/2
because N−∆,s is selfadjoint. It follows that (f, g) ∈ Gr(N−∆,s) = Ts,∆(H1∆(Ω)),
hence the subspace is maximal. 
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4.3. The path and the Dirichlet-to-Neumann and Neumann-to-Dirichlet
operators. In this subsection we discuss connections of the Lagrangian view on
the eigenvalue problems and the Dirichlet-to-Neumann and Neumann-to-Dirichlet
operators, NL and ML, associated with the Schro¨dinger operator L = −∆+V (see
Definition 2.6). We will use the notation in Proposition 4.10: Σ = [a, b] denotes
a set of parameters, t(·) ∈ Ck(Σ; [τ, 1]) a given function for some τ ∈ (0, 1], and
{Vs}s∈Σ a family of potentials such that the function s 7→ Vs is in Ck(Σ;L∞(Ω)).
Furthermore, for s ∈ Σ and u ∈ dom(γ
N
) ⊂ H1(Ω) we define the rescaled map Ts
by Tsu =
(
γ
D
u, (t(s))−1γ
N
u
)
and let
Ls = −∆+ Vs, Ks =
{
u ∈ H1(Ω) : Lsu = 0 in H
−1(Ω)
}
(4.44)
so that Ts(Ks) is the subspace of traces of weak solutions to the equation Lsu =
0. We recall that Sp(Ls,HD ) is the spectrum of the operator Ls,HD (equipped
with Dirichlet boundary conditions) and Sp(Ls,HN ) is the spectrum of the oper-
ator Ls,HN (with Neumann boundary conditions). In addition, we will use no-
tation Ns = −(t(s))−1NLs and Ms = −(t(s))MLs for the rescaled Dirichlet-to-
Neumann and Neumann-to-Dirichlet operators associated with Ls, using Defini-
tion 2.6 with the operator L − λ replaced by Ls. We recall from Lemma 2.7 that
Ns ∈ B(H1/2(∂Ω), H−1/2(∂Ω)) and −Ms ∈ B(H−1/2(∂Ω), H1/2(∂Ω)) are mutu-
ally inverse and selfadjoint operators with respect to the duality H−1/2(∂Ω) =
(H1/2(∂Ω))∗. We also recall the Riesz duality map JR : H
−1/2(∂Ω) → H1/2(∂Ω)
discussed in Remark 2.8. The following result gives a simple proof of Proposition
4.10 in the case that λ /∈ Sp(LHD ) ∩ Sp(LHN ).
Proposition 4.11. Suppose the assumptions in Proposition 4.10 hold. If 0 /∈
Sp(Ls,HD), then Ts(Ks) is the graph of the rescaled Dirichlet-to-Neumann operator
associated with Ls:
Ts(Ks) = Gr(Ns). (4.45)
Moreover,
Ps,DN =
[
IH1/2(∂Ω) 0
Ns 0H−1/2(∂Ω)
]
(4.46)
defines a projection onto Ts(Ks), and the orthogonal projection Πs =
[
Π
(ij)
s
]2
i,j=1
onto Ts(Ks) in the direct sum H = H1/2(∂Ω)×H−1/2(∂Ω) is given by
Π(11)s =
(
IH1/2(∂Ω) + (JRNs)
2
)−1
,
Π(12)s = JRNsJR
(
IH−1/2(∂Ω) + (NsJR)
2
)−1
,
Π(21)s = Ns
(
IH1/2(∂Ω) + (JRNs)
2
)−1
,
Π(22)s = (NsJR)
2
(
IH−1/2(∂Ω) + (NsJR)
2
)−1
.
(4.47)
Similarly, if 0 /∈ Sp(Ls,HN ), then Ts(Ks) is the inverse graph of the rescaled
Neumann-to-Dirichlet rescaled operator associated with Ls:
Ts(Ks) = Gr
′(Ms). (4.48)
Moreover,
Ps,ND =
[
0H1/2(∂Ω) −Ms
0 IH−1/2(∂Ω)
]
(4.49)
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defines a projection onto Ts(Ks), and the orthogonal projection is given by
Π(11)s = (MsJ
−1
R )
2
(
IH1/2(∂Ω) + (MsJ
−1
R )
2
)−1
,
Π(12)s = −Ms
(
IH−1/2(∂Ω) + (J
−1
R Ms)
2
)−1
,
Π(21)s = −J
−1
R MsJ
−1
R
(
IH1/2(∂Ω) + (MsJ
−1
R )
2
)−1
,
Π(22)s =
(
IH−1/2(∂Ω) + (J
−1
R Ms)
2
)−1
.
(4.50)
As a result, the function s 7→ Πs is in Ck(Σ0;B(H)) as long as 0 is not in
the intersection of the Dirichlet and Neumann spectra of the operator Ls for any
s ∈ Σ0.
Observe that formulas (4.47) and (4.50) for Πs must be equivalent when 0 /∈
Sp(Ls,HD) ∪ Sp(Ls,HN ), because the orthogonal projection is unique. This can be
seen explicitly using the relation Ms = −N−1s .
Proof. If u ∈ Ks, then Lsu = 0 by (4.44) and γNu = −NLsγDu by (2.25) with
L − λ replaced by Ls. Since Tsu = (γDu, (t(s)
−1γ
N
u), (4.45) holds. The proof of
(4.48) is similar. Formula (4.46) holds since Ts(Ks) is the graph of Ns. To show
(4.47), we compute the adjoint P ∗s =
[
IH1/2(∂Ω) N
∗
s
0 0
]
using the scalar products
in H1/2(∂Ω) and H−1/2(∂Ω) (as opposed to the duality of the spaces H1/2(∂Ω)
and H−1/2(∂Ω)). Using (3.3), the corresponding orthogonal projection is given by
Πs = PsP
∗
s (PsP
∗
s + (IH − P
∗
s )(IH − Ps))
−1
=
[
IH1/2(∂Ω) N
∗
s
Ns NsN
∗
s
]
·
[
IH1/2(∂Ω) +N
∗
sNs 0
0 IH−1/2(∂Ω) +NsN
∗
s
]−1
=
[
(IH1/2(∂Ω) +N
∗
sNs)
−1 N∗s (IH−1/2(∂Ω) +NsN
∗
s )
−1
N(IH1/2(∂Ω) +N
∗
sNs)
−1 NsN
∗
s (IH−1/2(∂Ω) +NsN
∗
s )
−1
]
.
To simplify further we compute N∗s , recalling that Ns is selfadjoint with respect
to the dual pairing by Lemma 2.7(i2). Equivalently, (JRNs)
∗ = JRNs, where
JR : H
−1/2(∂Ω) → H1/2(∂Ω) is the Riesz duality map. Since J∗R = J
−1
R , we have
N∗s = JRNsJR. Therefore NsN
∗
s = (NsJR)
2 and N∗sNs = (JRNs)
2, yielding (4.47).
The proof of (4.50) is similar, applying (3.3) to the projection (4.49).
The last assertion follows from the fact that the functions s → Ns,Ms are in
Ck(Σ;B(H)). This in turn follows from the formulas for the Dirichlet-to-Neumann
and Neumann-to-Dirichlet operators in terms of resolvents and Neumann traces
given in Lemma 2.7 (i4), (ii4). 
We will now prove that the projections onto Ts(Ks) defined in (4.42) during
the proof of Proposition 4.10 are the same as the projections Ps,DN onto Ts(Ks)
defined in (4.46) via the Dirichlet-to-Neumann operator Ns associated with Ls =
−∆ + Vs, provided 0 /∈ Sp(Ls,HD ) (and thus the Dirichlet-to-Neumann operator
is well defined). Although the family of projections is not well defined, and hence
discontinuous, at the points s where 0 ∈ Sp(Ls,HD ), the range of Ps at these
points preserves continuity, thus keeping the family of the orthogonal projections
Πs continuous. In this sense, the family of projections {Ps,DN} has a “removable
singularity” at these points; this is obtained by adding a finite-rank perturbation
to the underlying operator As from the proof of Proposition 4.10.
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Theorem 4.12. Assume Hypothesis 1.2 and 0 /∈ Sp(Ls,HD ). Let Ps,DN be the
projection in H onto Ts(Ks) defined in (4.46) and let Ps be the projection onto
Ts(Ks) defined in (4.42). Then Ps = Ps,DN .
Proof. Let us review the arguments in the proof of Proposition 4.10 leading to
formula (4.42). With no loss of generality we will assume that s = 0. Due to
Remark 2.13 we know that 0 /∈ Sp(L0,HD) if and only if the operatorG0 is invertible.
If this is the case then formula (3.18) shows that B0 = G0 in assertions (4.33) and
in formula (4.39).
We first claim that the operator A0 defined in (4.39) is invertible. To prove this,
let us use the projection Q0 from (4.36) and rewrite the operator A0 in the direct
sum decomposition H = ran(Q0)+˙ran(IH −Q0) as the following operator matrix:
A0 =
[
Q0T0G
−1
0 (T0,∆)
−1Q0 0
(IH −Q0)T0G
−1
0 (T0,∆)
−1Q0 (IH −Q0)
]
. (4.51)
Suppose that h = (h1, h2)
⊤ ∈ ker(A0), where h1 ∈ ran(Q0) and h2 ∈ ran(IH−Q0).
Then T0G
−1
0 (T0,∆)
−1Q0h1 ∈ ker(Q0) = HD. In other words, the function u1 =
G−10 (T0,∆)
−1Q0h1 satisfies the Dirichlet boundary condition. In addition, u1 ∈ K0
by assertion (iv) in (4.33) and also assertion (ii) in Lemma 3.13 with B0 = G0
and therefore satisfies L0u1 = 0. This means that u1 is in fact an eigenfunction of
LHD ; since 0 /∈ Sp(L0,HD) by assumption we conclude that u1 = 0. Applying G0
and T0 yields Q0h1 = 0 or h1 ∈ ker(Q0) proving h1 = 0 since h1 ∈ ran(Q0). Now
h ∈ ker(A0) yields h2 = 0 by (4.51). Since ker(A0) = {0} and A0− IH ∈ B∞(H) as
A0 satisfies the conditions in Lemma 3.14, we conclude that A0 is indeed invertible.
Since ker(A0) = {0}, we have R0 = 0 in (3.20) and thus F0 = A0 in (4.42),
that is, T0(K0) = ran(P0) = ran(A0Q0) where P0 = A0Q0A
−1
0 . We claim that
ker(P0) ⊂ ker(Q0). Assuming the claim, we finish the proof of the equality P0 =
P0,DN as follows. Formulas (4.46) and (4.35) show that ker(P0,DN ) = HD =
ker(Q0). Since ran(P0) = T0(K0) = ran(P0,DN ) and ran(P0)+˙ ker(P0) = H =
ran(P0,DN )+˙ ker(P0,DN ), the inclusion ker(P0) ⊂ ker(Q0) = ker(P0,DN ) shows that
in fact ker(P0) = ker(P0,DN ), which proves the required assertion P0 = P0,DN .
To prove the claim ker(P0) ⊂ ker(Q0), let us take any h = (h1, h2)⊤ ∈ H =
ran(Q0)+˙ ker(Q0) such that P0h = A0Q0A
−1
0 h = 0. Then Q0A
−1
0 h = 0 since A0 is
invertible. Since the block matrix for A0 in (4.51) is triangular, the block matrix for
A−10 is also triangular and its upper left corner is an invertible operator on ran(Q0).
This operator is the same as the upper left corner for Q0A
−1
0 and thus Q0A
−1
0 h = 0
yields h1 = 0 or h ∈ ker(Q0) as claimed. 
5. Monotonicity and other properties of the Maslov index
In this section we prove that the operators Ls,G(τ) have no large negative eigen-
values. This is equivalent to showing there are no crossings on the left vertical part
of the path Γ in Figure 1 for Λ = Λ(τ) > 0 large enough. We also show that the
Maslov crossing form is sign definite on the horizontal parts of Γ. This allows one
to compute the Morse index of LG via the Maslov index along the top horizontal
part of Γ. Finally, we derive formulas for the Maslov crossing form on the right
vertical part of Γ.
5.1. No crossings on Γ4. For fixed τ ∈ (0, 1] and Λ > 0 let us consider the square
[−Λ, 0]× [τ, 1], with boundary Γ = ∪4j=1Γj parametrized by the functions λ(s), t(s)
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defined in (4.12) and (4.13), see Figure 1. Let G be a Dirichlet- or Neumann-based
Lagrangian subspace of H = H1/2(∂Ω) × H−1/2(∂Ω), and let Ls = Ls(τ) be the
family of operators in (4.14). We define Ks to be the subspace in H
1(Ω) of weak
solutions to the equation Lsu = 0, as in (4.15), and consider the path Υ: Σ →
FΛ(G) defined by Υ(s) = Ts(Ks) in (4.17). With a slight abuse of terminology, we
say that s0 is a crossing on Γj if s0 ∈ Σj .
Our first objective is to show that there are no crossings on Γ4 provided Λ = Λ(τ)
is large enough. This holds for both the Dirichlet- and Neumann-based cases.
Lemma 5.1. Assume Hypothesis 1.2 (i) – (iv), where G is either Dirichlet- or
Neumann-based. For each τ ∈ (0, 1] there exists a positive Λ = Λ(τ) such that the
path Υ defined in (4.17) has no crossings on Γ4.
Proof. By (4.24) in Lemma 4.3 it is enough to show that there is a positive c such
that 〈Ls,G(τ)u, u〉L2(Ω) ≥ c‖u‖
2
L2(Ω) for all s ∈ Σ4 and u ∈ dom(Ls,G(τ)). As in
Remark 4.2, by (4.13), if s ∈ Σ4 then s′ = −s+2(1−τ)+Λ ∈ Σ2 is such that t(s) =
t(s′) and thus dom(Ls,G(τ)) = dom(Ls′,G(τ)) and Ls,G(τ) = Ls′,G(τ)+Λ(t(s))
2 . By
Hypothesis 1.2 (iii) the operators Ls,G(τ) are semibounded from below uniformly
for s ∈ Σ; in particular, there is a cτ ∈ R (not necessarily positive) such that
〈Ls′,G(τ)u, u〉L2(Ω) ≥ cτ‖u‖
2
L2(Ω) for all s
′ ∈ Σ2 and all u ∈ dom(Ls,G(τ)). Taking
c = cτ + Λτ
2 > 0 for Λ large enough finishes the proof. 
5.2. Crossings on Γ1 and Γ3. In this subsection we show the monotonicity of the
Maslov index (that is, sign definiteness of the Maslov crossing form) for the path
s 7→ Ts(Ks) when s ∈ Σ1 ∪ Σ3. For these values of s the parameter λ = λ(s) is
changing while t = t(s) remains fixed, see (4.13) and Figure 1. We also show that
if G = Gr′(G′) is Dirichlet-based and Θ′ is nonpositive, then there are no crossings
on Γ1 when τ > 0 is sufficiently small.
We begin with a general formula for the Maslov crossing form defined in (3.15).
Let G be any Dirichlet- or Neumann-based Lagrangian subspace ofH = H1/2(∂Ω)×
H−1/2(∂Ω), see Definition 1.1. Let Σ = [a, b] be a set of parameters, {Vs}s∈Σ be
a family of potentials and t : Σ → [τ, 1] for some τ > 0 be a given function. We
denote d/ds by dot.
Lemma 5.2. Assume that s 7→ Vs is in C1(Σ;L∞(Ω)) and t(·) ∈ C1(Σ; [τ, 1]).
Let Ls = −∆ + Vs and Tsu = (γDu, (t(s))
−1γ
N
u), let Ks denote the set of weak
solutions to Lsu = 0 and let Υ(s) = Ts(Ks) for s ∈ Σ. If s0 ∈ Σ is a crossing
and q ∈ Ts0(Ks0) ∩ G, then there exists a unique function us0 ∈ Ks0 such that
q = Ts0us0 , and the Maslov crossing form satisfies
ms0(q, q) =
1
t(s0)
〈V˙s
∣∣
s=s0
us0 , us0〉L2(Ω) −
t˙(s0)
(t(s0))2
〈γNus0 , γDus0〉1/2. (5.1)
Proof. We first prove that there exists a segment Σ0 ⊂ Σ containing s0 and a
function s 7→ us in C1(Σ0;H1(Ω)) such that q = Ts0us0 and us ∈ Ks for each
s ∈ Σ0. For simplicity of notation we assume that s0 = 0 and moreover that 0 is in
the interior of Σ. For s in a small neighborhood Σ0 in Σ containing 0 let Πs be the
orthogonal projection in H onto Ts(Ks). By Proposition 4.10 the function s 7→ Πs
is in C1(Σ0;B(H)). By Lemma 3.8 there exist operators {Rs} from ran(Π0) into
ker(Π0) such that the function s 7→ Rs is in C1(Σ0;B(ran(Π0), ker(Π0))) and
Gr(Rs) = ran(Πs) = Ts(Ks) for all s ∈ Σ0 (5.2)
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provided Σ0 is small enough. Let us fix q ∈ T0(K0) = ran(Π0) and consider the
curve s 7→ q + Rsq ∈ Ts(Ks) = ran(Πs). Since s 7→ Rs is smooth, this curve is
in C1(Σ0;H). Since the restriction Ts|Ks of the rescaled trace map is injective by
Lemma 2.11, for each s ∈ Σ0 there exists a unique us ∈ Ks such that q+Rsq = Tsus.
Then q = T0u0 since R0 = 0 by (3.11).
We now claim that the function
s 7→ us is in C
1(Σ0;H
1(Ω)). (5.3)
Starting the proof of (5.3) we denote by (Ts|Ks)
−1 : ran(Πs) → Ks the isomor-
phism between ran(Πs) = ran(Ts|Ks) and Ks which exists by Lemma 2.11. Since
(Ts|Ks)us = (IH +Rs)q by the definition of us, we infer that us = (Ts|Ks)
−1(IH +
Rs)q, where the operator IH+Rs is invertible in H by (3.11) and thus the function
s 7→ (IH + Rs)−1 is in C1(Σ0;B(H)) since s 7→ Rs is smooth. Thus (5.3) follows
as soon as we know that s 7→ (Ts|Ks)
−1(IH + Rs) is smooth. In turn, the latter
fact follows as soon as we know that s 7→ (IH +Rs)
−1Ts|Ks is smooth. Since t(·) is
smooth and
Tsu = (γDu, (t(s))
−1γ
N
u) =
[
IH1/2(∂Ω) 0
0 t(0)(t(s))−1IH−1/2(∂Ω)
]
T0u,
it is enough to check that s 7→ T0|Ks is in C
1(Σ0;B(H1(Ω),H)). This how-
ever is easy to show as we have constructed in assertion (iv) of (4.33) a fam-
ily s 7→ B−1s π1Bs of smooth projections in H
1(Ω) onto Ks. Let WKs denote
the family of transformation operators associated with these projections (as in
Remark 3.5) so that WKs : K0 → Ks is an isomorphism and the function s 7→
WKs is in C
1(Σ0;B(H
1(Ω))). Then the function s 7→ T0|Ks = T0WKs |K0 is in
C1(Σ0;B(H1(Ω),H))), finishing the proof of (5.3).
Differentiating the equation Lsus = 0 with respect to s we infer
−∆u˙s + Vsu˙s + V˙sus = 0 in the weak sense. (5.4)
In particular, ∆u˙s ∈ L2(Ω), which means that u˙s ∈ dom(γN ). This allows us to
explicitly compute the Maslov crossing form m0,G(q, q) defined for q ∈ Υ(0) ∩ G
according to Definition 3.9. Indeed, using the equations q + Rsq = Tsus and
T˙s
∣∣
s=0
u = −(0, t˙(0)(t(0))−2γ
N
u) and the definition of ω (1.4) yields
m0,G(q, q) =
d
ds
ω(q, Rsq)
∣∣
s=0
= ω(T0u0, T˙s
∣∣
s=0
u0) + ω(T0u0, T0u˙s
∣∣
s=0
)
= −
t˙(0)
(t(0))2
〈γ
N
u0, γDu0〉1/2 (5.5)
+
1
t(0)
(
〈γ
N
u˙s, γDus〉1/2 − 〈γNus, γD u˙s〉1/2
)∣∣
s=0
.
On the other hand, using Green’s formula (2.11) and (5.4), we compute:
〈γ
N
u˙s, γDus〉1/2 = 〈∇u˙s,∇us〉L2(Ω) + 〈∆u˙s, us〉L2(Ω)
= 〈∇u˙s,∇us〉L2(Ω) + 〈Vsu˙s + V˙sus, us〉L2(Ω)
= 〈γ
N
us, γD u˙s〉1/2 + 〈−∆us, u˙s〉L2(Ω) + 〈Vsu˙s + V˙sus, us〉L2(Ω)
= 〈γ
N
us, γD u˙s〉1/2 + 〈−∆us + Vsus, u˙s〉L2(Ω) + 〈V˙sus, us〉L2(Ω)
= 〈γ
N
us, γD u˙s〉1/2 + 〈V˙sus, us〉L2(Ω). (5.6)
Combining (5.5) and (5.6) completes the proof. 
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We will now apply Lemma 5.2 for the parametrized family of the potentials
Vs(x) = (t(s))
2
(
V (t(s)x)−λ(s)
)
, operators Ls = −∆+Vs and rescaled trace maps
Tsu = (γDu, (t(s))
−1γNu) defined in (1.10) and (1.11), with τ ∈ (0, 1] fixed and the
functions t(s) and λ(s) defined in (4.12) and (4.13) for s ∈ Σ = Σ(τ).
Lemma 5.3. Assume Hypothesis 1.2. Let Ks denote the set of weak solutions to
Lsu = 0 and let Υ(s) = Ts(Ks). Then any crossing s0 ∈ Σ1 is negative while any
crossing s0 ∈ Σ3 is positive. In particular, for the Morse indices of the operators
LG = L0,G(1) and L0,G(τ) defined in (1.5), (4.19) the following formulas hold:
Mor(LG) = Mas(Υ
∣∣
Σ3
,G), Mor(L0,G(τ)) = −Mas(Υ
∣∣
Σ1
,G). (5.7)
Proof. We will consider s0 ∈ Σ1; the proof for s0 ∈ Σ3 follows since Γ1 and Γ3 have
opposite orientations. Reparametrizing λ(·) 7→ λ(·) + a for some a ∈ R, without
loss of generality we will assume that s0 = 0 and moreover that 0 is in the interior
of Σ1. Since t(s) = τ for s ∈ Σ1 by (4.13), we have that the rescaled trace map
Tsu = (γDu, τ
−1γ
N
u) = T0u for all s ∈ Σ1 (5.8)
is s-independent. Since λ(s) = s for s ∈ Σ1 by (4.13), formula (1.10) shows that
s 7→ Vs is in C
1(Σ1,B(L
∞(Ω))), and thus we may apply Lemma 5.2. If s ∈ Σ1 then
Ls = −∆+ Vs where Vs = τ2V (τx)− τ2s by (1.10) and (4.13). Using t˙(s) = 0 and
V˙s = −τ2 we obtain from (5.1) the relation
m0,G(q, q) = τ
−1〈V˙sus, us〉L2(Ω)
∣∣
s=0
= −τ‖u0‖
2
L2(Ω) < 0, (5.9)
thus proving that all crossings on Γ1 are negative. This gives the second equality in
(5.7). (Note that this equality holds whether or not a crossing occurs at the right
endpoint of Γ1 since the crossing form is negative definite, cf. (3.16).) 
In the Dirichlet-based case we have that there are no crossings on Γ1, provided
τ > 0 is small enough and the boundary operator satisfies a sign condition.
Lemma 5.4. Assume Hypothesis 1.2 (i), (ii’), (iii) and (iv), where G = Gr′(Θ′)
is Dirichlet-based and Θ′ is nonpositive. Then there exists a small enough τ > 0
such that the path Υ defined in (4.17) has no crossings on Γ1 for any Λ > 0.
Proof. Let −∆s,G(τ) denote the Laplacian equipped with the boundary conditions
from G, i.e.
−∆s,G(τ)u(x) = −∆u(x), x ∈ Ω,
dom(−∆s,G(τ)) =
{
u ∈ H1(Ω) |∆u ∈ L2(Ω) and
(t(s)γ
D
−Θ′γ
N
)u = 0 in H1/2(∂Ω)
}
.
(5.10)
We first claim that the operator −∆s,G(τ) is strictly positive on L2(Ω), that is, for
some c > 0 we have the inequality
〈−∆s,G(τ)u, u〉L2(Ω) ≥ c‖u‖
2
L2(Ω) for all u ∈ dom
(
−∆s,G(τ)
)
. (5.11)
Indeed, Green’s formula (2.11) for u ∈ dom
(
−∆s,G(τ)
)
yields
〈−∆s,G(τ)u, u〉L2(Ω) = 〈∇u,∇u〉L2(Ω) − 〈γNu, γDu〉1/2
= ‖∇u‖2L2(Ω) − (t(s))
−1〈γ
N
u,Θ′γ
N
u〉1/2 ≥ 0
(5.12)
since Θ′ ≤ 0. It remains to show that 0 is not an eigenvalue of −∆s,G(τ). If
u ∈ dom
(
− ∆s,G(τ)
)
and −∆s,G(τ)u = 0, then (5.12) yields ‖∇u‖L2(Ω) = 0 and
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thus γ
N
u = 0. It follows that γ
D
u = (t(s))−1Θ′γ
N
u = 0, and so u = 0 by Lemma
2.3. This finishes the proof of claim (5.11).
We now prove the assertion in the lemma. By (4.26) and (4.24) in Lemma 4.3 it
suffices to prove that L0,G(τ) is strictly positive when τ > 0 is small enough. Since
t(s) = τ for s ∈ Σ1 and λ(0) = 0 by (4.13), inequality (5.11) yields
〈L0,G(τ)u, u〉L2(Ω) = 〈−∆0,G(τ)u, u〉L2(Ω) + τ
2〈V (τx)u, u〉L2(Ω)
≥
(
c− τ2‖V ‖L∞
)
‖u‖2L2(Ω) ≥
1
2
c‖u‖2L2(Ω)
for all u ∈ dom
(
−∆0,G(τ)
)
= dom
(
L0,G(τ)
)
provided τ is small enough. 
For the Neumann-based case we postpone the discussion of the crossings on Γ1
until Section 6.
5.3. Crossings on Γ2. In this subsection we study the crossings of the path s 7→
Υ(s) for s ∈ Σ2. As usual, we let Ls = −∆+ Vs and Tsu = (γDu, (t(s))
−1γ
N
u), let
Ks denote the set of weak solutions to Lsu = 0 and let Υ(s) = Ts(Ks). Since s ∈ Σ2,
in this subsection we have λ(s) = 0, t(s) = τ + s and Vs(x) = (t(s))
2V (t(s)x) by
(4.13). Throughout this subsection we assume Hypothesis 1.2 (i’) and (iii’) so that
dom(Ls,G(τ)) ⊆ H2(Ω) and Hypothesis 1.2 (iv’) so that the potential V is smooth.
We begin with a general formula for the Maslov crossing form that holds for both
the Dirichlet- and Neumann-based cases.
Lemma 5.5. Let G be a Dirichlet- or Neumann-based subspace in the boundary
space H = H1/2(∂Ω)×H−1/2(∂Ω). Assume Hypothesis 1.2 (i’), (ii), (iii’) and (iv’),
and let s0 ∈ Σ2 be a crossing. If q ∈ Ts0(Ks0)∩G and us0 ∈ dom
(
Ls0,G(τ)
)
⊆ H2(Ω)
are such that Ls0us0 = 0 and q = Ts0us0 then the Maslov crossing form on Υ
∣∣
Σ2
is
given as follows:
ms0(q, q) =
1
(t(s0))2
∫
∂Ω
((
∇us0 · ∇us0)(ν · x)− 2〈∇us0 · x, γ
s
N
us0(x)〉RN
+ (1 − d)〈γs
N
us0(x), us0 (x)〉RN + 〈Vs0(t(s0)x)us0 (x), us0(x)〉RN (ν · x)
)
dx.
(5.13)
An eigenfunction us0 of the operator Ls0,G(τ) from (4.20) satisfies us0 ∈ H
2(Ω)
by the assumptions in the lemma. It follows that the action of the functional
γ
N
us0 = γ
s
N
us0 on functions in H
1/2(∂Ω) is given by integration over the boundary
∂Ω. In particular, formula (5.13) makes sense, where ν = ν(x) is the outward
pointing normal unit vector to the boundary at x ∈ ∂Ω and γs
N
us0 = ν · γD∇us0 ∈
L2(∂Ω) is the strong Neumann trace from (2.6).
Proof. Since V (·) is smooth by the assumptions, we may apply Lemma 5.2. Since
t˙(s0) = 1 for s0 ∈ Σ2, formula (5.1) yields
ms0(q, q) +
1
(t(s0))2
〈γ
N
us0 , γDus0〉1/2 =
1
t(s0)
〈V˙s
∣∣
s=s0
us0 , us0〉L2(Ω)
= 2〈V (t(s0)x)us0 , us0〉L2(Ω) + t(s0)〈
(
∇V (t(s0)x) · x
)
us0 , us0〉L2(Ω). (5.14)
In the first term on the right-hand side of (5.14) we can replace V (t(s0)x) by
(t(s0))
−2Vs0(x) and Vs0(x)us0(x) by ∆us0 , since Ls0us0 = −∆us0 + Vs0us0 = 0.
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For the second term in (5.14) we claim the following formula:
〈
(
∇V (t(s0)x) · x
)
us0 , us0〉L2(Ω)
=−
1
t(s0)
〈
V (t(s0)x)us0 ,
(
2us0
(
∇us0 · x
)
+ dus0
)〉
L2(Ω)
+
1
t(s0)
∫
∂Ω
〈V (t(s0)x)us0(x), (ν · x)us0(x)〉RN dx.
(5.15)
To begin the proof of the claim we choose approximating functions u
(n)
s0 ∈ C
∞
0 (R
d)
such that u
(n)
s0 → us0 in H
1(Ω) as n→∞. Since V ∈ L∞(Ω), the claim will follow
by passing to the limit as n → ∞ as soon as we know that equality (5.15) holds
with us0 replaced by u
(n)
s0 , so it suffices to prove (5.15) assuming that us0 is smooth.
Passing to the components V (x) = (Vij(x))
N
i,j=1 and us0(x) = (uj(x))
N
j=1 we have
〈
(
∇V (t(s0)x) · x
)
us0 , us0〉L2(Ω) =
N∑
i,j=1
∫
Ω
(
∇Vij(t(s0)x)
)
· (ujuix) dx.
We apply formula (2.8) for N = 1 and each i, j, choosing w(x) = (uj(x)ui(x))x ∈
Rd and Φ(x) = (t(s0))
−1Vij(t(s0)x), using the fact that us0 is smooth. Indeed, we
have w ∈ dom(ν · ∗) by (2.8) since div(w) ∈ L2(Ω) as us0 is smooth and therefore
(2.8) implies that the left-hand side of (5.15) can be written as
〈
(
∇V (t(s0)x) · x
)
us0 , us0〉L2(Ω) =
N∑
i,j=1
(
−
1
t(s0)
∫
Ω
Vij(t(s0)x) div
(
(ujui)x
)
dx
+
1
t(s0)
〈ν ·
(
ujuix
)
, γ
D
(Vij(t(s0)x))〉1/2
)
. (5.16)
This is equal to the right-hand side of (5.15) by our notational conventions, since
the boundary term in (5.16) can be replaced by the respective integral over ∂Ω as
us0(x) is smooth. This completes the prove of claim (5.15). Replacing Vs0(x)us0(x)
by ∆us0 in (5.15) and using all this in (5.14) yields
ms0(q, q) +
1
(t(s0))2
〈γ
N
us0 , γDus0〉1/2
= (t(s0))
−2
(
(2 − d)〈∆us0 , us0〉L2(Ω) − 2〈∆us0 ,
(
∇us0 · x
)
〉L2(Ω)
)
+
∫
∂Ω
〈V (t(s0)x)us0 (x), (ν · x)us0(x)〉RN dx. (5.17)
Using Green’s formula (2.11), a direct computation of partial derivatives yields∫
Ω
∆us0(x)
(
∇us0 · x
)
dx = −
∫
Ω
∇us0(x) · ∇
(
∇us0 · x
)
dx
+ 〈γ
N
us0 , γD
(
∇us0 · x
)
〉1/2
= −
1
2
∫
Ω
(
div
(
(∇us0 · ∇us0)x
)
+ (2− d)(∇us0 · ∇us0)
)
dx
+ 〈γNus0 , γD
(
∇us0 · x
)
〉1/2.
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This relation, Green’s formula (2.11) applied in the first term in the right-hand side
of (5.17), and the divergence theorem yield
ms0(q, q) = (t(s0))
−2
(∫
Ω
div
(
(∇us0 · ∇us0)x
)
dx− 2〈γ
N
us0 , γD
(
∇us0 · x
)
〉1/2
+ (1− d)〈γN us0 , γDus0〉1/2 +
∫
∂Ω
〈Vs0(t(s0)x)us0 (x), (ν · x)us0(x)〉RN dx
)
=(t(s0))
−2
∫
∂Ω
(
(∇us0 · ∇us0)(x · ν)− 2〈γ
s
N
us0(x), (∇us0 · x)〉RN
+ (1− d)〈γs
N
us0(x), us0(x)〉RN + 〈Vs0 (t(s0)x)us0(x), (ν · x)us0(x)〉RN
)
dx
where we have replaced 〈· , · 〉1/2 by the integrals over ∂Ω since us0 ∈ H
2(Ω). 
Next, we give a crude assumption on the potential V and the boundary operators
Θ or Θ′ that ensure negativity of the Maslov crossing form at a crossing s0 ∈ Σ2.
Corollary 5.6. Let G be a Dirichlet- or Neumann-based subspace of the boundary
space H = H1/2(∂Ω) × H−1/2(∂Ω). Assume Hypothesis 1.2 (i’), (ii”), (iii’) and
(iv’) (in particular, we assume that the boundary operator, Θ or Θ′, is nonpositive),
and let s0 ∈ Σ2 be a crossing. Then the crossing is negative provided the (N ×N)
matrix W (x) = 2V (t(s0)x)+ t(s0)∇V (t(s0)x) ·x is negative definite for each x ∈ Ω.
Proof. If G = Gr′(Θ′) then (5.14) and the assumptions of the corollary imply
ms0(q, q) = −(t(s0))
−2 〈Θ′γ
D
us0 , γDus0〉1/2 + 〈W (x)us0 , us0〉L2(Ω) < 0;
the case G = Gr(Θ) is similar. 
Finally, we show the monotonicity of the Maslov index (i.e. sign definiteness of
the Maslov crossing form) for the path s 7→ Υ(s) = Ts(Ks) when s ∈ Σ2 and Θ′ = 0
(that is, we consider the Dirichlet case G = HD = {(0, g) : g ∈ H−1/2(∂Ω)}). As
mentioned above in Remark 4.4, in this case Hypothesis 1.2 (iii’) and the inclusion
dom(Ls,HD (τ)) ⊆ H
2(Ω) hold for the operator Ls,HD (τ) from (4.20). We recall that
ν = ν(x) is the outward-pointing normal unit vector to the boundary at x ∈ ∂Ω
and γs
N
us0 = ν ·γD∇us0 ∈ L
2(∂Ω) is the strong Neumann trace from (2.6) provided
us0 ∈ H
2(Ω).
Corollary 5.7. Assume Hypothesis 1.2 with (i’), Θ′ = 0 (that is, the Dirichlet
case G = HD) and (iv’). Let Ls = −∆ + Vs and Tsu = (γDu, (t(s))
−1γNu), let
Ks denote the set of weak solutions to Lsu = 0 and let Υ(s) = Ts(Ks). Then
any crossing s0 ∈ Σ2 is negative. Specifically, if q ∈ Ts0(Ks0 ) ∩ HD and us0 ∈
dom
(
Ls0,HD(τ)
)
= H2(Ω) ∩H10 (Ω) are such that Ls0us0 = 0 and q = Ts0us0 , then
the value of the Maslov crossing form on Υ
∣∣
Σ2
is given as follows:
ms0(q, q) = −
1
(t(s0))2
∫
∂Ω
‖γs
N
us0‖
2
RN
(ν · x) dx < 0. (5.18)
Similar crossing form computations have appeared in [DJ11, Eqn.(5.32)], [PW15,
Eqn.(32)] and [CJM15, Eqn.(35)]. In fact, the right-hand side of (5.18) is the
well-known Rayleigh–Hadamard formula for the derivative of a simple Dirichlet
eigenvalue with respect to a domain perturbation; see e.g. [H05, Chapter 5] and
references therein.
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Proof. We apply formula (5.13), noting that the vector fields∇us0 and ν are parallel
in Rd since ∂Ω is a level surface for us0 (because γDus0 = 0). Writing ∇us0 =
(ν · ∇us0)ν = (γ
s
N
us0)ν in the first two terms in (5.13) and dropping the last two
terms because us0(x) = 0 for x ∈ ∂Ω yields (5.18). Finally, (ν · x) > 0 since Ω is
star-shaped. 
6. The proofs of the main results
Our objective in this section is to prove Theorems 1.3 and 1.4, that is, to compute
the Morse index of the operator LG on the real Hilbert space L
2(Ω;RN ). Through-
out, we assume Hypothesis 1.2, as indicated in the theorems. We refer to Theorems
4.6 and 4.8 in Section 4 for a specific set of assumptions under which these hypothe-
ses are satisfied. The proof for the Dirichlet-based case is almost immediate, while
the Neumann-based case requires a careful asymptotic analysis of the eigenvalues of
L0,G(τ) as τ → 0. To this end we complexify the operator (following [W80, Section
5.5.3]) and consider it on the complex Hilbert space L2(Ω;CN ). Since Θ and Θ′
are real operators and the potential V takes values in the set of real, symmetric
matrices, the spectrum of the complexified operator is real and the multiplicities of
its eigenvalues over R and C are the same, thus the complexification does not alter
our computation of the Morse index.
6.1. The Dirichlet-based case. We now present the proof of Theorem 1.3 for
the Dirichlet-based case.
Proof of Theorem 1.3. Since the Maslov index is a homotopy invariant [F04, The-
orem 3.6(b)] and the curve Γ can be contracted to a point, we have Mas(Υ
∣∣
Σ
) = 0.
Thus
Mas(Υ
∣∣
Σ3
) = −Mas(Υ
∣∣
Σ1
)−Mas(Υ
∣∣
Σ2
)−Mas(Υ
∣∣
Σ4
)
since the Maslov index is additive under catenation of paths [F04, Theorem 3.6(a)].
By Lemma 5.3 we know that Mor(LG) = Mas(Υ
∣∣
Σ3
), and Lemmas 5.1 and 5.4 imply
Mas(Υ
∣∣
Σ1
) = Mas(Υ
∣∣
Σ4
) = 0. Combining these facts, we obtain formula (1.12).
The last assertion in the theorem follows from Corollary 5.7 and (4.25). Since the
path Υ
∣∣
Σ2
is negative definite, a crossing on the top right corner of the square in
Figure 1 will not contribute to the Maslov index (cf. (3.16)), hence the sum on the
right-hand side of (1.13) does not include t = 1. 
6.2. Asymptotic expansions as τ → 0. We next consider the Neumann-based
case. Here the analysis of the crossings on Γ1 is more involved, and the proof
requires several preliminaries. Specifically, we have to analyze the operator L0,G(τ)
from (4.19), which corresponds to the right end of the segment Γ1 of the curve Γ in
Figure 1. Our ultimate goal is an asymptotic formula for the eigenvalues of L0,G(τ)
that bifurcate from the zero eigenvalue of L0,G(0) = −∆N as τ → 0; see equation
(6.49) in the next subsection. In this subsection we set the stage and establish
in Lemma 6.7 an asymptotic formula for a finite-dimensional part of the operator
L0,G(τ). Throughout, we assume Hypothesis 1.2 (i), (ii) and (iii).
Let G = Gr(Θ) be a Neumann-based subspace in H = H1/2(∂Ω) ×H−1/2(∂Ω)
and consider the sesquilinear form l0,G(τ) on L
2(Ω), defined for τ ∈ [0, 1] by
l0,G(τ)(u, v) = 〈∇u,∇v〉L2(Ω) + τ
2〈V (τx)u, v〉L2(Ω) − τ〈ΘγDu, γDv〉1/2,
dom(l0,G(τ)) = H
1(Ω)×H1(Ω). (6.1)
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One can associate to the form l0,G(τ) the differential operator L0,G(τ) given in
(4.19) using the following result, which can be found in, e.g., [GM08, Theorem 2.6].
We recall from (4.19) and (4.23) that the operator L0,G(τ) for τ > 0 corresponds
to the lower right end of the rectangle Γ in Figure 1 and that L0,G(0) = −∆N is
the Neumann Laplacian.
Theorem 6.1. Assume Hypotheses 1.2 (i) and 4.5. Then the sesquilinear form
l0,G(τ) is symmetric, bounded from below and closed in L
2(Ω) × L2(Ω). The as-
sociated selfadjoint, bounded from below in L2(Ω) operator L0,G(τ), satisfying the
relation
l0,G(τ)(u, v) = 〈L0,G(τ)u, v〉L2(Ω) for all u ∈ dom(L0,G(τ)), v ∈ H
1(Ω), (6.2)
is given by
L0,G(τ)u(x) = −∆u(x) + τ
2V (τx)u(x), x ∈ Ω, u ∈ dom(L0,G(τ)),
dom(L0,G(τ)) =
{
u ∈ H1(Ω) |∆u ∈ L2(Ω) and (6.3)
(γ
N
− τΘγ
D
)u = 0 in H−1/2(∂Ω)
}
.
Since in this section we assume only Hypothesis 1.2 (iii) (and not the stronger
Hypothesis 4.5, cf. Theorem 4.6), we will not use all the properties of l0,G(τ) listed
in Theorem 6.1. The operator L0,G(τ) defined in (4.19) or, equivalently, (6.3), is
selfadjoint by Hypothesis 1.2 (iii). For this operator and the form defined in (6.1)
we will use (6.2), which follows directly from Green’s formula (2.11).
Following the general discussion of holomorphic families of closed, unbounded
operators in [K80, Section VII.1.2], we introduce our next definition.
Definition 6.2. A family of closed operators {T (τ)}τ∈Σ0 on a Hilbert space X is
said to be continuous on an interval Σ0 ⊂ R if there exists a Hilbert space X ′ and
continuous families of operators {U(τ)}τ∈Σ0 and {W (τ)}τ∈Σ0 in B(X
′,X ) such that
U(τ) is a one-to-one map of X ′ onto dom(T (τ)) and the identity T (τ)U(τ) =W (τ)
holds for all τ ∈ Σ0.
Before applying this definition, we recall that Hypothesis 1.2 (iv) yields
sup
x∈Ω
‖V (τx) − V (τ0x)‖RN×N → 0 as τ → τ0 for any τ0 ∈ [0, 1]. (6.4)
Lemma 6.3. Assume Hypothesis 1.2 (i) and (iii). Then the family {L0,G(τ)}τ∈Σ0
is continuous near 0, that is, on some interval Σ0 that contains 0.
Proof. Letting τ = 0 in (6.1) yields
(l0,G(0) + 1)(u, u) = 〈∇u,∇u〉L2(Ω) + 〈u, u〉L2(Ω) ≥ 〈u, u〉L2(Ω) for all u ∈ H
1(Ω).
The selfadjoint operator associated with the form l0,G(0) + 1 by Theorem 6.1 is
L0,G(0) + IL2(Ω), where L0,G(0) = −∆N is the Neumann Laplacian. It is clear that
Hypothesis 4.5 holds for the Neumann boundary condition, as Θ = 0 (cf. (4.23)).
The operator −∆N + IL2(Ω) is clearly invertible, and if u ∈ H
1(Ω), then
(−∆N + IL2(Ω))
−1/2u ∈ dom(−∆N + IL2(Ω))
1/2 = H1(Ω).
For the remainder the proof we let G denote the operator
G = (−∆N + IL2(Ω))
1/2 : H1(Ω)→ L2(Ω).
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We note, cf. (B.42) and (B.43) in [GM08], that G ∈ B(H1(Ω), L2(Ω)) and
‖Gu‖L2(Ω) = ‖u‖H1(Ω) for all u ∈ H
1(Ω), (6.5)
hence G−1 = (−∆N + IL2(Ω))
−1/2 ∈ B(L2(Ω), H1(Ω)).
Next, we let u, v ∈ L2(Ω) be such that ‖u‖L2(Ω), ‖v‖L2(Ω) ≤ 1. Using the fact
that Θ ∈ B(H1/2(∂Ω), H−1/2(∂Ω)) and γ
D
∈ B(H1(Ω), H1/2(∂Ω)), we find∣∣〈Θγ
D
G−1u, γ
D
G−1v〉1/2
∣∣ ≤ c‖G−1u‖H1(Ω)‖G−1v‖H1(Ω) ≤ c. (6.6)
Now using (6.1) we introduce a new sesquilinear form
l˜0,G(τ)(u, v) = l0,G(τ)
(
G−1u,G−1v
)
, (6.7)
dom(˜l0,G(τ)) = L
2(Ω)× L2(Ω). (6.8)
From (6.5) and (6.6) it is easy to see that l˜0,G(τ) is bounded on L
2(Ω)×L2(Ω). Let
L˜0,G(τ) ∈ B(L2(Ω)) be the selfadjoint operator associated with l˜0,G(τ) by the First
Representation Theorem [K80, Theorem VI.2.1]. Then
〈L˜0,G(τ)u, v〉L2(Ω) = l˜0,G(τ)(u, v) (6.9)
= l0,G(τ)
(
G−1u,G−1v
)
for allu, v ∈ L2(Ω).
Taking into account (6.6) and (6.4), we conclude that
〈L˜0,G(τ)u, v〉L2(Ω) → 〈L˜0,G(τ0)u, v〉L2(Ω) as τ → τ0 (6.10)
uniformly with respect to u and v satisfying ‖u‖L2(Ω), ‖v‖L2(Ω) ≤ 1. Hence
‖L˜0,G(τ) − L˜0,G(τ0)‖B(L2(Ω)) → 0 as τ → τ0, (6.11)
which implies L˜0,G(τ) ∈ B(L2(Ω)) is a continuous family on [0, 1]. Replacing u in
(6.9) by Gu (and similarly for v), we conclude that
l0,G(τ)(u, v) =
〈
L˜0,G(τ)Gu,Gv
〉
L2(Ω)
for any u, v ∈ H1(Ω). Therefore, cf. [K80, VII-(4.4), (4.5)], for all u ∈ dom(L0,G)
L0,G(τ)u = GL˜0,G(τ)Gu, (6.12)
when G is viewed as an unbounded, selfadjoint operator on L2(Ω). It follows that
L0,G(τ) + IL2(Ω) = GL˜0,G(τ)G + IL2(Ω), so we have the identity
L0,G(τ) + IL2(Ω) = G
(
L˜0,G(τ) +G
−2
)
G.
Since L0,G(0) + IL2(Ω) = −∆N + IL2(Ω) = G
2, using (6.12) with τ = 0 we conclude
that L˜0,G(0) + G
−2 = IL2(Ω). Since L˜0,G(τ) ∈ B(L
2(Ω)) is a continuous operator
family on [0, 1], the operator L˜0,G(τ) + G
−2 is boundedly invertible for τ near 0.
Using (6.12) again, we conclude that for any τ near 0 one has
(L0,G(τ) + IL2(Ω))
−1 = G−1
(
L˜0,G(τ) +G
−2
)−1
G−1.
Introducing the continuous operator families U(τ) = (L0,G(τ) + IL2(Ω))
−1 and
W (τ) = IL2(Ω) − U(τ), it is now clear that
L0,G(τ)U(τ) =W (τ) for τ near 0. (6.13)
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Hence, according to Definition 6.2 applied to T (τ) = L0,G(τ) + IL2(Ω), the family
{L0,G(τ)} is continuous near 0. 
We denote by
R(ζ, τ) =
(
L0,G(τ) − ζIL2(Ω)
)−1
, ζ ∈ C \ Sp(L0,G(τ)), τ ∈ [0, 1],
the resolvent operator for L0,G(τ) in L
2(Ω), and recall that L0,G(0) = −∆N , the
Neumann Laplacian.
Lemma 6.4. Let ζ ∈ C\Sp(−∆N ). Then ζ ∈ C\Sp(L0,G(τ)) for τ near 0. More-
over, the function τ 7→ R(ζ, τ) ∈ B(L2(Ω)) is continuous for τ near 0, uniformly
for ζ in compact subsets of C \ Sp(L0,G(τ)).
Proof. Let ζ ∈ C \ Sp(−∆N ). It follows from (6.13) that
(L0,G(τ) − ζ)U(τ) =W (τ) − ζU(τ) for τ near 0. (6.14)
The operator W (0) − ζU(0) = (L0,G(0) − ζ)(L0,G(0) + IL2(Ω))
−1 is a bijection of
L2(Ω) onto L2(Ω). Therefore, W (τ) − ζU(τ) is boundedly invertible for τ near 0
since the function τ 7→ W (τ) − ζU(τ) is continuous in B(L2(Ω)), uniformly for ζ
in compact subsets of C. This implies that ζ ∈ C \ Sp(L0,G(τ)) for τ near 0, since
using (6.14) it is easy to check that
(L0,G(τ) − ζ)
−1 = U(τ)(W (τ) − ζU(τ))−1 for τ near 0. (6.15)
Hence, the function τ 7→ R(ζ, τ) is continuous for τ near 0 in the operator norm,
uniformly in ζ. 
Our next lemma gives an asymptotic result for the difference of the resolvents of
the operators L0,G(τ) and L0,G(0) = −∆N as τ → 0 which involves the value V (0)
of the potential at zero. We recall the inclusion
[γDR(ζ, 0)
∗]∗ ∈ B(H−1/2(∂Ω), H1(Ω)) for ζ ∈ C \ Sp(−∆N )
(see e.g., [GM08, Equation (4.13)]) which, in particular, yields
〈[γ
D
R(ζ, 0)∗]∗g, v)〉L2(Ω) = 〈g, γDR(ζ, 0)
∗v〉1/2 (6.16)
for any g ∈ H−1/2(∂Ω) and v ∈ L2(Ω).
Lemma 6.5. If ζ ∈ C \ Sp(−∆N ) and ‖u‖L2(Ω) ≤ 1, then
R(ζ, τ)u −R(ζ, 0)u
= τ [γ
D
R(ζ, 0)∗]∗Θγ
D
R(ζ, 0)u − τ2R(ζ, 0)V (0)R(ζ, 0)u
+ τ2[γ
D
R(ζ, 0)∗]∗Θγ
D
[γ
D
R(ζ, 0)∗]∗Θγ
D
R(ζ, 0)u+ r(τ),
(6.17)
where ‖r(τ)‖L2(Ω) = o(τ
2) as τ → 0, uniformly for ζ in compact subsets of C \
Sp(−∆N ) and ‖u‖L2(Ω) ≤ 1.
Proof. We recall that ζ ∈ C \ Sp(L0,G(τ)) for τ near 0 by Lemma 6.4, since ζ ∈
C \ Sp(−∆N ), and define w = R(ζ, τ)u − R(ζ, 0)u for ‖u‖L2(Ω) ≤ 1. Using (6.2),
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the definition of w and the definition of the form l0,G(u, v), we obtain
〈w, v〉L2(Ω) = (l0,G(0)− ζ)(R(ζ, 0)w, v) = (l0,G(0)− ζ)(w,R(ζ, 0)
∗v)
= (l0,G(0)− ζ)(R(ζ, τ)u,R(ζ, 0)
∗v)− (l0,G(0)− ζ)(R(ζ, 0)u,R(ζ, 0)
∗v)
= (l0,G(τ)− ζ)(R(ζ, τ)u,R(ζ, 0)
∗v)− τ2〈V (τx)R(ζ, τ)u,R(ζ, 0)∗v〉L2(Ω)
+ τ〈Θγ
D
R(ζ, τ)u, γ
D
R(ζ, 0)∗v〉1/2 − (l0,G(0)− ζ)(R(ζ, 0)u,R(ζ, 0)
∗v)
= 〈u,R(ζ, 0)∗v〉L2(Ω) − τ
2〈V (τx)R(ζ, τ)u,R(ζ, 0)∗v〉L2(Ω)
+ τ〈Θγ
D
R(ζ, τ)u, γ
D
R(ζ, 0)∗v〉1/2 − 〈u,R(ζ, 0)
∗v〉L2(Ω)
= −τ2〈V (τx)R(ζ, τ)u,R(ζ, 0)∗v〉L2(Ω)
+ τ〈Θγ
D
R(ζ, τ)u, γ
D
R(ζ, 0)∗v〉1/2.
(6.18)
Using (6.18) and (6.16) we arrive at
〈w, v〉L2(Ω) = −τ
2〈R(ζ, 0)V (τx)R(ζ, τ)u, v〉L2(Ω)
+ τ〈[γ
D
R(ζ, 0)∗]∗Θγ
D
R(ζ, τ)u, v〉L2(Ω),
(6.19)
hence
R(ζ, τ)u = R(ζ, 0)u− τ2R(ζ, 0)V (τx)R(ζ, τ)u
+ τ [γ
D
R(ζ, 0)∗]∗Θγ
D
R(ζ, τ)u.
(6.20)
Replacing R(ζ, τ)u in the right-hand side of (6.20) again by (6.20) yields
R(ζ, τ)u = R(ζ, 0)u− τ2R(ζ, 0)V (τx)
(
R(ζ, 0)u− τ2R(ζ, 0)V (τx)R(ζ, τ)u
+ τ [γ
D
R(ζ, 0)∗]∗Θγ
D
R(ζ, τ)u
)
+ τ [γ
D
R(ζ, 0)∗]∗Θγ
D
(
R(ζ, 0)u − τ2R(ζ, 0)V (τx)R(ζ, τ)u (6.21)
+ τ [γ
D
R(ζ, 0)∗]∗Θγ
D
R(ζ, τ)u
)
= R(ζ, 0)u+ τ [γ
D
R(ζ, 0)∗]∗Θγ
D
R(ζ, 0)u− τ2R(ζ, 0)V (0)R(ζ, 0)u
+ τ2[γ
D
R(ζ, 0)∗]∗Θγ
D
[γ
D
R(ζ, 0)∗]∗Θγ
D
R(ζ, 0)u+ r(τ),
where
r(τ) = −τ2R(ζ, 0)
(
V (τx) − V (0)
)
R(ζ, 0)u
+ τ2[γ
D
R(ζ, 0)∗]∗Θγ
D
[γ
D
R(ζ, 0)∗]∗Θγ
D
(
R(ζ, τ)u −R(ζ, 0)u
)
− τ3R(ζ, 0)V (τx)[γ
D
R(ζ, 0)∗]∗Θγ
D
R(ζ, τ)u
− τ3[γ
D
R(ζ, 0)∗]∗Θγ
D
R(ζ, 0)V (τx)R(ζ, τ)u
+ τ4R(ζ, 0)V (τx)R(ζ, 0)V (τx)R(ζ, τ)u.
(6.22)
Finally, we remark that ‖w‖L2(Ω) → 0 and ‖R(ζ, τ)‖B(L2(Ω)) is bounded as τ → 0 by
Lemma 6.4 and thus, using (6.4) for τ0 = 0, we conclude that ‖r(τ)‖L2(Ω) = o(τ
2) as
τ → 0, uniformly for ζ in compact subsets of C\Sp(L0,G(τ)) and ‖u‖L2(Ω) ≤ 1. 
Our next objective is to study the asymptotics of the eigenvalues of L0,G(τ)
that bifurcate from the zero eigenvalue of L0,G(0) = −∆N for τ near zero. To
begin, we will separate the spectrum of L0,G(τ). First, we note that 0 is the only
nonpositive eigenvalue in Sp(L0,G(0)). Using Lemma 5.1, let us fix Λ > 0 so large
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that −Λ/2 < λ for all λ ∈ Sp(L0,G(τ)) and τ ∈ [0, 1]. By the standard spectral
mapping theorem, see, e.g., [EN00, Theorem IV.1.13], we infer
Sp
(
(−Λ−L0,G(τ))
−1
)
\ {0} =
{
(−Λ− λ)−1 : λ ∈ Sp(L0,G(τ))
}
, τ ∈ [0, 1]. (6.23)
In particular, −1/Λ ∈ Sp
(
(−Λ − L0,G(0))−1
)
since 0 ∈ Sp(L0,G(0)). Now fix a
sufficiently small ε ∈ (0, 1/(2Λ)) such that the disc of radius 2ε centered at the point
−1/Λ ∈ C does not contain any other eigenvalues in Sp
(
(−Λ−L0,G(0))−1
)
except
−1/Λ. Using Lemma 6.4 we know that (−Λ − L0,G(τ))−1 → (−Λ − L0,G(0))−1
in B(L2(Ω)) as τ → 0. By the upper semicontinuity of the spectra of bounded
operators, see, e.g., [K80, Theorem IV.3.1], there exists a δ = δ(ε) such that if
τ ∈ [0, δ], then
Sp
(
(−Λ− L0,G(τ))
−1
)
⊂ {µ : dist
(
µ, Sp
(
(−Λ− L0,G(0))
−1
))
< ε
}
. (6.24)
In the remaining part of this section we assume that τ ≤ δ. Let {νℓ(τ)}
n(τ)
ℓ=1 ⊂
Sp
(
(−Λ−L0,G(τ))
−1
)
denote the eigenvalues of (−Λ−L0,G(τ))
−1 which are located
inside of the disc of radius ε centered at the point −1/Λ ∈ C and let λℓ(τ) =
−Λ − 1/νℓ(τ) be the respective eigenvalues of L0,G(τ). Let γ be a small circle
centered at zero which encloses the eigenvalues λℓ(τ) for all ℓ = 1, . . . , n(τ) and
τ ∈ [0, δ] and separates them from the rest of the spectrum of L0,G(τ). By choosing
ε sufficiently small we will assume that γ also separates 0 ∈ Sp(L0,G(0)) from the
rest of the spectrum of L0,G(0).
We let P denote the orthogonal Riesz projection for L0,G(0) corresponding to
the eigenvalue 0 ∈ Sp(L0,G(0)) and let ran(P ) = ker(L0,G(0)) be the N -dimensional
subspace in L2(Ω;CN ) spanned by the constant vector-valued functions {ej}Nj=1,
that is, the standard unit vectors in CN . We denote by S ⊂ H1/2(∂Ω) the corre-
sponding subspace of constant vector-valued functions on ∂Ω. Also, we let P (τ)
denote the Riesz spectral protection for L0,G(τ) corresponding to the eigenvalues
{λℓ(τ)} ⊂ Sp(L0,G(τ)), that is,
P =
1
2πi
∫
γ
(ζ − L0,G(0))
−1 dζ, P (τ) =
1
2πi
∫
γ
(ζ − L0,G(τ))
−1 dζ. (6.25)
Our objective is to establish an asymptotic formula for the eigenvalues λℓ(τ) as
τ → 0 similar to [K80, Theorem II.5.11], which is valid for families of bounded
operators on finite-dimensional spaces. We stress that one can not directly use a
related result [K80, Theorem VIII.2.9] for families of unbounded operators, as the
τ -dependence of L0,G(τ) in our case is more complicated than allowed in the latter
theorem. We are thus forced to mimic the main strategy of [K80] in order to extend
the relevant results to the family {L0,G(τ)}τ∈[0,δ].
Remark 6.6. The main part of the proof of Theorem 1.4 consists of counting the
negative eigenvalues of the operator L0,G(τ) for τ near zero. We claim that this
number is equal to the number of negative eigenvalues of the operator L0,G(τ)P (τ)
for τ near zero, that is, of the restriction of L0,G(τ) to the finite-dimensional sub-
space ran(P (τ)). Indeed, by the spectral mapping theorem (6.23), λ < 0 is in
Sp(L0,G(τ)) if and only if (−Λ − λ)−1 < −1/Λ. Thus for τ near zero the nega-
tive eigenvalues of L0,G(τ) are in one-to-one correspondence with the eigenvalues
νℓ(τ) ∈ Sp
(
(−Λ−L0,G(τ))−1
)
that satisfy the inequality νℓ(τ) < −1/Λ, and there-
fore with the negative eigenvalues among λℓ(τ) ∈ Sp
(
L0,G(τ)P (τ)
)
as claimed.
✸
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We recall that L0,G(0)P = 0 and thus the standard formula for the resolvent
decomposition, see, e.g., [K80, Section III.6.5], yields
R(ζ, 0) = (−ζ)−1P +
∞∑
n=0
ζnSn, (6.26)
where
S =
1
2πi
∫
γ
ζ−1R(ζ, 0) dζ (6.27)
is the reduced resolvent for the operator L0,G(0) in L
2(Ω); in particular, PS =
SP = 0. We introduce the notation D(τ) = P (τ) − P . Applying − 12πi
∫
γ
(·) dζ
in (6.17) and using (6.25) we conclude that D(τ) = o(τ) as τ → 0. Therefore
IL2(Ω)−D
2(τ) is strictly positive for τ near zero and, following [K80, Section I.4.6],
we may introduce mutually inverse operators U(τ) and U(τ)−1 in B(L2(Ω)) as
follows:
U(τ) = (I −D2(τ))−1/2
(
(I − P (τ))(I − P ) + P (τ)P
)
,
U(τ)−1 = (I −D2(τ))−1/2
(
(I − P )(I − P (τ)) + PP (τ)
)
.
(6.28)
As discussed in Remark 3.5, the transformation operator U(τ) splits the projections
P and P (τ), that is,
U(τ)P = P (τ)U(τ), (6.29)
so that U(τ) is an isomorphism of the N -dimensional subspace ran(P ) onto the
subspace ran(P (τ)). We isolate the main technical steps in the proof of Theorem
1.4 in the following lemma.
Lemma 6.7. Let P be the Riesz projection for L0,G(0) onto the subspace ran(P ) =
ker(L0,G(0)) and P (τ) be the respective Riesz projection for L0,G(τ) from (6.25), let
S be the reduced resolvent for L0,G(0) defined in (6.27), and let the transformation
operators U(τ) and U(τ)−1 be defined in (6.28). Then
PU(τ)−1L0,G(τ)P (τ)U(τ)P = −τ [γDP ]
∗Θγ
D
P + τ2PV (0)P
− τ2[γ
D
P ]∗Θγ
D
[γ
D
S]∗Θγ
D
P + o(τ2) as τ → 0.
(6.30)
Proof. We will split the proof into several steps.
Step 1. We first claim the following asymptotic relations for ζ ∈ γ:
R(ζ, τ)P = (−ζ)−1P + τ(−ζ)−1[γ
D
R(ζ, 0)∗]∗Θγ
D
P + o(τ)u, (6.31)
PR(ζ, τ) = (−ζ)−1P + τ(−ζ)−1[γ
D
P ]∗Θγ
D
R(ζ, 0) + o(τ)u, (6.32)
PR(ζ, τ)P = (−ζ)−1P + τ(−ζ)−2[γ
D
P ]∗Θγ
D
P − τ2(−ζ)−2PV (0)P
+ τ2(−ζ)−2[γ
D
P ]∗Θγ
D
[γ
D
R(ζ, 0)∗]∗Θγ
D
P + o(τ2)u, (6.33)
(I − P )R(ζ, τ)P = τ(−ζ)−1(I − P )[γ
D
R(ζ, 0)∗]∗Θγ
D
P + o(τ)u. (6.34)
Here and below we write o(τα)u to indicate a term which is o(τ
α) as τ → 0 uniformly
for ζ ∈ γ. To prove (6.31) we note that R(ζ, 0)P = (−ζ)−1P by (6.26) and use
(6.17). Similarly, P [γDR(ζ, 0)
∗]∗ = [γD (PR(ζ, 0))
∗]∗ = (−ζ)−1[γDP ]
∗ and (6.17)
yield (6.32) and (6.33). Also, (6.34) follows immediately from (6.31).
Step 2. We claim the following asymptotic relations for the Riesz projections:
P (τ)P = P + τ [γ
D
S]∗Θγ
D
P + o(τ)u, (6.35)
PP (τ) = P + τ [γ
D
P ]∗Θγ
D
S + o(τ)u, (6.36)
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PP (τ)P = P − τ2[γ
D
P ]∗Θγ
D
[γ
D
(S2)]∗Θγ
D
P + o(τ2)u. (6.37)
These follow from (6.25) and (6.27) by applying integration − 12πi
∫
γ
(·) dζ to (6.31),
(6.32) and (6.33) respectively.
Step 3. We next claim the following asymptotic relations for the transformation
operators defined in (6.28):
U(τ) = I + τ([γDS]
∗ΘγDP − [γDP ]
∗ΘγDS) + o(τ)u, (6.38)
U(τ)−1 = I + τ([γDP ]
∗ΘγDS − [γDS]
∗ΘγDP ) + o(τ)u, (6.39)
PU(τ)P = P −
1
2
τ2[γDP ]
∗ΘγD [γD (S
2)]∗ΘγDP + o(τ
2)u, (6.40)
PU(τ)−1P = P −
1
2
τ2[γ
D
P ]∗Θγ
D
[γ
D
(S2)]∗Θγ
D
P + o(τ2)u, (6.41)
PU(τ)−1(I − P ) = τ [γ
D
P ]∗Θγ
D
S + o(τ)u. (6.42)
Indeed, recalling that D(τ) = P (τ)− P and using (6.35) and (6.36) yields
D2(τ) = (P (τ) − P )(P (τ) − P ) = P (τ) + P − P (τ)P − PP (τ) (6.43)
= P (τ) − P + (P − P (τ)P ) + (P − PP (τ)) = D(τ) − τP (1) + o(τ)u,
where we have defined P (1) = [γ
D
S]∗Θγ
D
P + [γ
D
P ]∗Θγ
D
S. Hence,
(I −D(τ))(D(τ) − τP (1)) = τD(τ)P (1) + o(τ)u = o(τ)u, (6.44)
and therefore D(τ) = τP (1) + (I −D(τ))−1o(τ)u, yielding
D(τ) = τP (1) + o(τ)u. (6.45)
Since D(τ) = O(τ)u, formula (6.28) yields U(τ) = I−P −P (τ)+2P (τ)P +O(τ2)u.
Applying (6.35) and then (6.45), we obtain (6.38). Similarly, U(τ)−1 = I − P −
P (τ) + 2PP (τ) +O(τ2)u yields (6.39). Formula (6.40) follows from the calculation
PU(τ)P = P (I −D2(τ))−1/2P (τ)P = PP (τ)P +
1
2
PD(τ)2P +O(τ3)u
= P − τ2[γDP ]
∗ΘγD [γD (S
2)]∗ΘγDP +
1
2
τ2P (P (1))2P + o(τ2)u
= P − τ2[γ
D
P ]∗Θγ
D
[γ
D
(S2)]∗Θγ
D
P
+
1
2
τ2([γ
D
P ]∗Θγ
D
S[γ
D
S]∗Θγ
D
P ) + o(τ2)u
= P −
1
2
τ2[γ
D
P ]∗Θγ
D
[γ
D
(S2)]∗Θγ
D
P + o(τ2)u,
and a similar argument yields (6.41). Also, (6.42) follows using (6.39).
Step 4. We now claim the following asymptotic relations for the resolvent:
PU(τ)−1R(ζ, τ)U(τ)P = (−ζ)−1P + (−ζ)−2τ [γ
D
P ]∗Θγ
D
P
− (−ζ)−2τ2PV (0)P − (−ζ)−1τ2[γ
D
P ]∗Θγ
D
[γ
D
(S2)]∗Θγ
D
P
+ (−ζ)−2τ2[γ
D
P ]∗Θγ
D
[γ
D
[−(−ζ)S2
+R(ζ, 0)(I + 2(−ζ)S + (−ζ)2S2)]∗]∗Θγ
D
P + o(τ2)u.
(6.46)
Indeed, let us consider the operator
PU(τ)−1R(ζ, τ)U(τ)P = A1 +A2 +A3 +A4,
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where we denote
A1 = PU(τ)
−1PR(ζ, τ)PU(τ)P,
A2 = PU(τ)
−1(I − P )R(ζ, τ)PU(τ)P,
A3 = PU(τ)
−1PR(ζ, τ)(I − P )U(τ)P,
A4 = PU(τ)
−1(I − P )R(ζ, τ)(I − P )U(τ)P.
Using (6.41), (6.33) and (6.40), we obtain
A1 =(P −
1
2
τ2[γ
D
P ]∗Θγ
D
[γ
D
(S2)]∗Θγ
D
P + o(τ2)u)
× ((−ζ)−1P + (−ζ)−2τ [γ
D
P ]∗Θγ
D
P − (−ζ)−2τ2PV (0)P
+ (−ζ)−2τ2[γ
D
P ]∗Θγ
D
[γ
D
R(ζ, 0)∗]∗Θγ
D
P + o(τ2)u)
× (P −
1
2
τ2[γ
D
P ]∗Θγ
D
[γ
D
(S2)]∗Θγ
D
P + o(τ2)u)
=(−ζ)−1P + (−ζ)−2τ [γ
D
P ]∗Θγ
D
P − (−ζ)−2τ2PV (0)P
+ (−ζ)−2τ2[γ
D
P ]∗Θγ
D
[γ
D
R(ζ, 0)∗]∗Θγ
D
P
− (−ζ)−1τ2[γ
D
P ]∗Θγ
D
[γ
D
(S2)]∗Θγ
D
P + o(τ2)u.
Also, it follows from (6.42) and (6.34) that
A2 =(τ [γDP ]
∗Θγ
D
S + o(τ)s)(τ(−ζ)
−1(I − P )[γ
D
R(ζ, 0)∗]∗Θγ
D
P + o(τ)u)
× (P −
1
2
τ2[γ
D
P ]∗Θγ
D
[γ
D
(S2)]∗Θγ
D
P + o(τ2)u)
=(−ζ)−1τ2[γ
D
P ]∗Θγ
D
S[γ
D
R(ζ, 0)∗]∗Θγ
D
P + o(τ2)u.
Similarly,
A3 =PU(τ)
−1PR(ζ, τ)(I − P )U(τ)P
=(P −
1
2
τ2[γ
D
P ]∗Θγ
D
[γ
D
(S2)]∗Θγ
D
P + o(τ2)u)
× (τ(−ζ)−1[γDP ]
∗ΘγDR(ζ, 0) + o(τ)s)(τ [γDS]
∗ΘγDP + o(τ)s)
=(−ζ)−1τ2[γDP ]
∗ΘγDR(ζ, 0)[γDS]
∗ΘγDP + o(τ
2)u,
A4 =PU(τ)
−1(I − P )R(ζ, τ)(I − P )U(τ)P
=τ2[γDP ]
∗ΘγDSR(ζ, 0)[γDS]
∗ΘγDP + o(τ
2)u.
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Collecting all these terms, we obtain (6.46):
PU(τ)−1R(ζ, τ)U(τ)P
=(−ζ)−1P + (−ζ)−2τ [γ
D
P ]∗Θγ
D
P − (−ζ)−2τ2PV (0)P
+ (−ζ)−2τ2[γ
D
P ]∗Θγ
D
[γ
D
R(ζ, 0)∗]∗Θγ
D
P
− (−ζ)−1τ2[γ
D
P ]∗Θγ
D
[γ
D
(S2)]∗Θγ
D
P + o(τ2)
+ (−ζ)−1τ2[γ
D
P ]∗Θγ
D
S[γ
D
R(ζ, 0)∗]∗Θγ
D
P + o(τ2)u
+ (−ζ)−1τ2[γ
D
P ]∗Θγ
D
R(ζ, 0)[γ
D
S]∗Θγ
D
P + o(τ2)u
+ τ2[γ
D
P ]∗Θγ
D
SR(ζ, 0)[γ
D
S]∗Θγ
D
P + o(τ2)u
=(−ζ)−1P + (−ζ)−2τ [γ
D
P ]∗Θγ
D
P − (−ζ)−2τ2PV (0)P
− (−ζ)−1τ2[γ
D
P ]∗Θγ
D
[γ
D
(S2)]∗Θγ
D
P
+ (−ζ)−2τ2[γ
D
P ]∗Θγ
D
[γ
D
[−(−ζ)S2
+R(ζ, 0)(I + 2(−ζ)S + (−ζ)2S2)]∗]∗Θγ
D
P + o(τ2)u.
Step 5. We are ready to finish the proof of the lemma. Using the standard relation
from [K80, Equation (III.6.24)] we have
L0,G(τ)P (τ) = −
1
2πi
∫
γ
ζR(ζ, τ) dζ,
and applying integration − 12πi
∫
γ
ζ(·) dζ in (6.46) yields (6.30). 
6.3. The Neumann-based case. We are ready to present the proof of Theorem
1.4, relating the Morse index of the operator LG with a Neumann-based subspace
G, the Maslov index of the path Υ|Σ3 , the Morse index of a matrix associated with
the boundary operator Θ, and the Morse index of the potential matrix V (0).
Proof of Theorem 1.4. We begin exactly as in the proof of Theorem 1.3: since the
boundary Γ of the square [−Λ, 0]× [τ, 1] can be contracted to a point, the Maslov
index of Υ|Σ is equal to zero. Using Lemmas 5.1 and 5.3, we arrive at the identity
Mor(LG) = −Mas(Υ|Σ2) + Mor(L0,G(τ)). So, it remains to show that under the
assumptions in the theorem one has the identity
Mor(L0,G(τ)) = Mor(−B) +Mor(Q0V (0)Q0) for τ near zero.
By Remark 6.6, it suffices to count the negative eigenvalues of the finite-dimensional
operator L0,G(τ)P (τ). By Lemma 6.7, it is enough to obtain an asymptotic formula
for the eigenvalues of the operator T (τ) = PU(τ)−1L0,G(τ)P (τ)U(τ)P , where
T (τ) = T + τT (1) + τ2T (2) + o(τ2) as τ → 0
and we denote
T = 0, T (1) = −[γDP ]
∗ΘγDP, T
(2) = T
(2)
1 + T
(2)
2 ,
T
(2)
1 = PV (0)P, T
(2)
2 = −[γDP ]
∗Θγ
D
[γ
D
S]∗Θγ
D
. (6.47)
These operators act on the N -dimensional space ran(P ) = ker(L0,G(0)) consist-
ing of constant vector-valued functions on Ω. We will apply a well known finite-
dimensional perturbation result [K80, Theorem II.5.1] to the family {T (τ)} for τ
near zero. For this we will need some more notations and preliminaries.
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Let λ
(1)
j denote the eigenvalues of the operator T
(1), let mj denote their multi-
plicities, and let P
(1)
j denote the respective orthogonal Riesz spectral projections,
j = 1, . . . ,m. We recall the notation b(p, q) = 〈Θp, q〉1/2 for the form on the
N -dimensional subspace S in H1/2(∂Ω) consisting of the constant (that is, x-
independent) vector-valued functions p, q on ∂Ω. We also recall that B is the
operator on S associated with the form b so that 〈Bp, q〉S = b(p, q). We note that
the Dirichlet trace γD maps ran(P ) onto S isomorphically, and use the same nota-
tion p, q for the elements of ran(P ). The quadratic form on ran(P ) associated with
T (1) is given by
〈T (1)p, q〉ran(P ) = −〈[γDP ]
∗Θγ
D
Pp, q〉ran(P )
=H−1/2 〈ΘγDPp, γDPq〉1/2 = −〈Θp, q〉1/2 = −b(p, q).
Thus, the number of positive eigenvalues among λ
(1)
j is given by n−(b), the number
of negative eigenvalues among λ
(1)
j is given by n+(b), and number of zero eigen-
values among λ
(1)
j is given by n0(b). Let us suppose that {λ
(1)
j }
n0(b)
j=0 are the zero
eigenvalues. For the corresponding spectral projections P
(1)
j one then has the iden-
tity ker(B) = γ
D
(
⊕n0(b)
j=1 ran(P
(1)
j )). For the operator T
(2)
2 from (6.47) and the
spectral projections corresponding to the zero eigenvalues one has
T
(2)
2 P
(1)
j = 0, j = 1, . . . , n0(b), (6.48)
because Θγ
D
Pp = Θp = 0 provided p ∈
⊕n0(b)
j=1 ran(P
(1)
j ).
Following [K80, Section II.5], we let λ
(2)
jk , k = 1, . . . ,mj, j = 1, . . . ,m, denote
the eigenvalues of the operator P
(1)
j T
(2)P
(1)
j in ran(P
(1)
j ) (recall that in our case
the unperturbed operator is just T = 0 and thus its reduced resolvent is zero
and P
(1)
j T˜
(2)P
(1)
j = P
(1)
j T
(2)P
(1)
j using the notations from [K80, Section II.5]).
Taking into account (6.48), we observe that the eigenvalues λ
(2)
jk for j = 1, . . . , n0(b)
corresponding to the zero eigenvalues of T (1) are in fact eigenvalues of the operator
P
(1)
j T
(2)
1 P
(1)
j . By the assumption in the theorem we know that the form
v(p, q) = 〈V (0)p, q〉S on ran(Q0) = ker(B) = γD
( n0(b)⊕
j=1
ran(P
(1)
j )
)
is nondegenerate. Thus, the number of negative, respectively, positive eigenvalues
among λ
(2)
jk , k = 1, . . . ,mj , j = 1, . . . , n0(b), is equal to n−(v), respectively, n+(v).
By [K80, Theorem II.5.11] the eigenvalues λjk(τ) of the operator T (τ) are given
by the formula
λjk(τ) = τλ
(1)
j + τ
2λ
(2)
jk + o(τ
2) as τ → 0, k = 1, . . . ,mj , j = 1, . . . ,m. (6.49)
This implies that the number of the negative eigenvalues of the operatorL0,G(τ)P (τ)
for τ near zero is equal to n+(b) + n−(v), and thus completes the proof of the the-
orem. 
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