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Abstract
We prove the backward uniqueness for general parabolic operators of second
order in the whole space under assumptions that the leading coefficients of the
operator are Lipschitz and their gradients satisfy certain decay conditions. This
result extends in some ways a classical result of Lions and Malgrange [12] and a
recent result of the authors [10].
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1 Introduction
Let P be a backward parabolic operator on Rn × [0, 1],
P = ∂t + ∂i
(
aij(x, t)∂j
)
= ∂t +∇ · (A∇),
where A(x, t) = (aij(x, t))ni,j=1 is a real symmetric matrix such that for some Λ ≥ λ > 0,
λ|ξ|2 ≤ aij(x, t)ξiξj ≤ Λ|ξ|
2, ∀ ξ ∈ Rn. (1)
Here we work with backward parabolic operators because it is more convenient in this
context. A function u satisfies that
|Pu| ≤ N(|u|+ |∇u|)
and the growth condition
|u(x, t)| ≤ NeN |x|
α
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for some α ∈ [0, 2], or a weaker condition
e−N |x|
α
u(x, t) ∈ L2(Rn × [0, 1]).
The backward uniqueness problem is: suppose
u(x, 0) = 0, ∀ x ∈ Rn,
does u vanish identically in Rn × [0, 1]?
Here we set α ∈ [0, 2] because the classical examples of Tychonoff [1] show that the
backward uniqueness fails when α > 2.
The backward uniqueness problem has a natural background in the control theory for
PDEs. It also appeared in the regularity theory of parabolic equations, for example, it was
applied to prove the full regularity of L3,∞-solutions of the 3-dimensional Navier-Stokes
equations [2].
When P is with constant coefficients, i.e., the backward heat operator, there are
already many results in various domains, such as the exterior domain [3], the half space
[4] and some cones [6, 7, 8].
When P is a general operator with variable coefficients, the results for the Landis-
Oleinik conjecture [9, 11], backward uniqueness in the half space [10] and unique con-
tinuation [5] imply that the backward uniqueness in the whole space is valid under the
Lipschitz conditions
|∇xa
ij(x, t)|+ |∂ta
ij(x, t)| ≤M, (2)
and the decay at infinity conditions
|∇xa
ij(x, t)| ≤ E|x|−1, where E < E0(n,Λ, λ). (3)
Moreover, both conditions (2) and (3) are almost optimal for the backward uniqueness
in the half space when the growth rate of u is quadratic exponential (i.e. α = 2), which
could be seen from the counter examples constructed by the authors in [10].
On the other hand, the classical result of Lions and Malgrange [12] showed that the
backward uniqueness is valid if u lies in the space
H := H1
(
(0, 1), L2(Rnx)
)
∩ L2
(
(0, 1), H2(Rnx)
)
and
aij(x, t) ∈ Lip
(
[0, 1], L∞(Rnx)
)
.
In this paper we will prove a result which extends the above two results in some ways.
We observe that there is a link between the decay rate of |∇xa
ij(x, t)| and the exponential
growth rate of u. We denote
〈x〉 =
√
1 + |x|2, β = max {0, α− 1}.
Our main result is the following.
Theorem 1.1. Suppose {aij} satisfy (1), and for some constants E,M,N > 0,
|∇xa
ij(x, t)| + |∂ta
ij(x, t)| ≤M, |∇xa
ij(x, t)| ≤ E〈x〉−β (4)
2
in Rn × [0, 1]. Assume that u satisfies
|Pu| ≤ N(|u|+ |∇u|) (5)
and
|u(x, t)| ≤ NeN |x|
α
or e−N |x|
α
u(x, t) ∈ L2(Rn × [0, 1]). (6)
Then if u(x, 0) = 0 in Rn, u vanishes identically in Rn × [0, 1].
Remark 1.2.
1. When α ∈ [0, 1], Theorem 1.1 tells us that the Lipschitz conditions (2) are sufficient
for the backward uniqueness even if |u(x, t)| ≤ NeN |x| or e−N |x|u(x, t) ∈ L2(Rn ×
[0, 1]). This extends the result of Lions and Malgrange [12] in some ways.
2. When α = 2, it required the smallness of E for the backward uniqueness in the half
space [10]. However as for the whole space, we don’t require such condition.
To prove our result we need the following Carleman inequality.
Proposition 1.3. Suppose {aij} satisfy (1) and (4). For any v ∈ C∞0 (R
n × (0, 1)) and
any γ > 0, we have
∫
Rn×(0,1)
e2γ(t
−K−1)− b〈x〉
α
+K
t (|v|2 + |∇v|2)dxdt
≤
∫
Rn×(0,1)
e2γ(t
−K−1)−
b〈x〉α+K
t |Pv|2dxdt,
(7)
where b = 1
8Λ
and K = K(n,Λ, λ,M,E, α).
It is worthwhile to mention [13, 14] and related results, which discuss the backward
uniqueness problem when u ∈ H and aij(x, t) are non-Lipschitz. However, here we just
assume that u satisfies (6).
The paper is organized as follows. First we use Carleman inequality (7) to prove
Theorem 1.1, then we prove this Carleman inequality.
2 Proof of the main result
In this section, we prove Theorem 1.1. First, we extend u and aij by the following way:
u(x, t) =0, if t < 0;
aij(x, t) =aij(x, 0), if t < 0.
The next lemma implies Theorem 1.1 immediately.
Lemma 2.1. Suppose {aij} and u are the same as those in Theorem 1.1. Then there
exists T1 = T1(Λ, N) > 0, such that u(x, t) ≡ 0 in R
n × (0, T1).
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Proof. We use Carleman inequality (7) to prove this lemma, mainly following the argu-
ments of the corresponding parts in [3] and [10]. We just give the proof for the case that
|u(x, t)| ≤ NeN |x|
α
, since the proof of the other case is similar.
Without loss of generality, we assume that α ∈ [1, 2].
Step 1. By the regularity theory for solutions of parabolic equations, we have
|u(x, t)|+ |∇u(x, t)| ≤ C(n,Λ, λ,M,N)e2N |x|
α
(8)
when (x, t) ∈ Rn × (0, 1
2
). In the following, we always denote C = C(n,Λ, λ,M,N). Let
τ = min{1,
1
2N
,
b
8N
}. (9)
We denote
u˜(x, t) = u
(
τx, τ 2(t−
1
2
)
)
and
a˜ij(x, t) = aij
(
τx, τ 2(t−
1
2
)
)
for (x, t) ∈ Rn × (0, 1). Then it is easy to see that
|∇xa˜
ij(x, t)| + |∂ta˜
ij(x, t)| ≤ τM ≤M,
and
|∇xa˜
ij(x, t)| = τ |∇xa
ij
(
τx, τ 2(t−
1
2
)
)
| ≤ τE〈τx〉−β ≤ Eτ 1−β〈x〉−β ≤ E〈x〉−β.
We denote
P˜ = ∂t + ∂i(a˜
ij∂j),
then by (5) and (9) we have
|P˜ u˜| ≤ τN(|u˜|+ |∇u˜|) ≤
1
2
(|u˜|+ |∇u˜|). (10)
By (8) and (9) we have
|u˜(x, t)|+ |∇u˜(x, t)| ≤ Ce2Nτ
α|x|α ≤ Ce2Nτ |x|
α
≤ Ce
b
4
〈x〉α (11)
when (x, t) ∈ Rn × (0, 1), and
u˜(x, t) = 0 (12)
when (x, t) ∈ Rn × (0, 1
2
].
Step 2. In order to apply Carleman inequality (7), we choose two smooth cut-off
functions such that
η1(|x|) =
{
1, if |x| < R;
0, if |x| > R + 1,
where R is large enough, and
η2(t) =
{
1, if t < 3
4
;
0, if t > 7
8
.
4
Let η = η1η2 and v = ηu˜. Then supp v ⊂ R
n × (0, 1). By (10) we have
|P˜ v| =|ηP˜ u˜+ u˜P˜ η + 2a˜ij∂iη∂ju˜|
≤
1
2
η(|u˜|+ |∇u˜|) + C(|u˜|+ |∇u˜|)(|∂tη|+ |∇η|+ |∇
2η|)
≤
1
2
(|v|+ |∇v|) + CχΩ(|u˜|+ |∇u˜|),
(13)
where χ is the characteristic function and
Ω = {0 < η < 1,
1
2
< t < 1}.
Moreover,
Ω ={0 < η1 < 1, η2 > 0,
1
2
< t < 1} ∪ { η1 = 1, 0 < η2 < 1,
1
2
< t < 1}
={R < |x| < R + 1,
1
2
< t <
7
8
)} ∪ {|x| < R,
3
4
< t <
7
8
}.
Step 3. We apply Carleman inequality (7) for P˜ and v, then
J ≡
∫
Rn×(0,1)
e2γ(t
−K−1)−
b〈x〉α+K
t (|v|2 + |∇v|2)dxdt
≤
∫
Rn×(0,1)
e2γ(t
−K−1)− b〈x〉
α
+K
t |P˜ v|2dxdt.
By (13) we have
J ≤
3
4
J + C
∫
Ω
e2γ(t
−K−1)−
b〈x〉α+K
t (|u˜|+ |∇u˜|)2dxdt,
thus
J ≤ C
∫
Ω
e2γ(t
−K−1)−
b〈x〉α+K
t (|u˜|+ |∇u˜|)2dxdt.
By (11) we obtain
J ≤C
∫
Ω
e2γ(t
−K−1)− b
2
〈x〉αdxdt
=C
(∫
{R<|x|<R+1, 1
2
<t< 7
8
}
+
∫
{|x|<R, 3
4
<t< 7
8
}
)
e2γ(t
−K−1)− b
2
〈x〉αdxdt
≡J1 + J2.
(14)
Step 4. Now we estimate both sides of the above inequality.
Estimate of J1.
J1 ≤Ce
2γ(2K−1)
∫
{R<|x|<R+1}
e−
b
2
〈x〉αdx
≤Ce2
K+1γ− b
4
Rα
∫
{R<|x|<R+1}
e−
b
4
〈x〉αdx
≤Ce2
K+1γ− b
4
Rα .
(15)
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Estimate of J2.
J2 ≤ Ce
2γ[( 3
4
)−K−1]
∫
{|x|<R}
e−
b
2
〈x〉αdx ≤ Ce2γ[(
3
4
)−K−1]. (16)
Estimate of J. For an arbitrary l ∈ (1
2
, 3
4
),
J ≥
∫
{|x|<R, 1
2
<t<l}
e2γ(t
−K−1)− b〈x〉
α
+K
t (|u˜|2 + |∇u˜|2)dxdt
≥e2γ(l
−K−1)
∫
{|x|<R, 1
2
<t<l}
e−
b〈x〉α+K
t (|u˜|2 + |∇u˜|2)dxdt.
(17)
We combine (14)-(17), then we have
∫
{|x|<R, 1
2
<t<l}
e−
b〈x〉α+K
t (|u˜|2 + |∇u˜|2)dxdt
≤Ce2γ(1−l
−K )
(
e2
K+1γ− b
4
Rα + e2γ[(
3
4
)−K−1]
)
.
In the above inequality, we fix γ and let R→∞, then we obtain
∫
Rn×( 1
2
,l)
e−
b〈x〉α+K
t (|u˜|2 + |∇u˜|2)dxdt ≤ Ce2γ[(
3
4
)−K−l−K ].
Now we fix l and let γ →∞, then we have u˜(x, t) ≡ 0 in Rn × (1
2
, l).
Since l is an arbitrary number in (1
2
, 3
4
), then u˜(x, t) ≡ 0 in Rn×(1
2
, 3
4
). That is, u(x, t) ≡ 0
in Rn × (0, τ
2
4
).
Finally we let
T1 =
τ 2
4
= min{
1
4
,
1
16N2
,
b2
256N2
},
then T1 = T1(Λ, N) and u(x, t) ≡ 0 in R
n × (0, T1).
Thus we proved this lemma.
3 Proof of the Carleman inequality
In this section, we prove Carleman inequality (7). We need two lemmas in our proof.
The first one is due to Escauriaza and Ferna´ndez [5] (see also [11, Corollary 3.2]). In the
following, we denote
∆˜ = ∂i(a
ij∂j).
Lemma 3.1. Suppose F is differentiable, F0 and G are twice differentiable and G > 0.
Then the following identity holds for any v ∈ C∞0 (R
n × (0, T )):
1
2
∫
Rn×(0,T )
v2M0Gdxdt+
∫
Rn×(0,T )
〈[2DG + (
∂tG− ∆˜G
G
− F )A]∇v,∇v〉Gdxdt
−
∫
Rn×(0,T )
v〈A∇v,∇(F − F0)〉Gdxdt = 2
∫
Rn×(0,T )
Lv(Pv − Lv)Gdxdt,
(18)
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where
Lv = ∂tv − 〈A∇v,∇logG〉+
Fv
2
,
M0 = ∂tF + F (
∂tG− ∆˜G
G
− F ) + ∆˜F0 − 〈A∇(F − F0),∇logG〉,
and
D
ij
G = a
ik∂kl(logG)a
lj +
∂l(logG)
2
(aki∂ka
lj + akj∂ka
li − akl∂ka
ij) +
1
2
∂ta
ij .
The second one is concerned with the properties of mollified {aij}.
Lemma 3.2. Suppose {aij} satisfy (1) and (4). Let
aijǫ (x, t) =
∫
Rn
aij(x− y, t)φǫ(y)dy,
where φ is a mollifier and ǫ = 1
2
. Then {aijǫ } satisfy:
1) λ|ξ|2 ≤ aijǫ (x, t)ξiξj ≤ Λ|ξ|
2, ∀ξ ∈ Rn;
2) |∇aijǫ (x, t)| ≤M ; |∇a
ij
ǫ (x, t)| ≤ 2E〈x〉
−β when |x| ≥ 1;
3) |aijǫ (x, t)− a
ij(x, t)| ≤ 2Λ; |aijǫ (x, t)− a
ij(x, t)| ≤ E〈x〉−β when |x| ≥ 1;
4) |∂kla
ij
ǫ (x, t)| ≤ c(n)M ; |∂kla
ij
ǫ (x, t)| ≤ c(n)E〈x〉
−β when |x| ≥ 1.
(19)
Proof of Lemma 3.2.
1) Obvious.
2)
|∇aijǫ (x, t)| ≤
∫
Rn
|∇aij(x− y, t)|φǫ(y)dy ≤M
∫
Rn
φǫ(y)dy =M,
and when |x| ≥ 1,
|∇aijǫ (x, t)| ≤
∫
Rn
|∇aij(x− y, t)|φǫ(y)dy ≤ E
∫
Rn
〈x− y〉−βφǫ(y)dy.
Since |x| ≥ 1 and |y| ≤ 1
2
, then 〈x− y〉 ≥ 1
2
〈x〉 and thus
|∇aijǫ (x, t)| ≤ E2
β〈x〉−β
∫
Rn
φǫ(y)dy ≤ 2E〈x〉
−β.
3) The first part is obvious. We only need to prove the second one.
|aijǫ (x, t)− a
ij(x, t)| ≤
∫
Rn
|aij(x− y, t)− aij(x, t)|φǫ(y)dy
≤
∫
Rn
|∇aij(x− θy, t)||y|φǫ(y)dy, (0 < θ < 1)
and when |x| ≥ 1,
|aijǫ (x, t)− a
ij(x, t)| ≤
E
2
∫
Rn
〈x− θy〉−βφǫ(y)dy ≤ E2
β−1〈x〉−β
∫
Rn
φǫ(y)dy ≤ E〈x〉
−β.
7
4)
|∂kla
ij
ǫ (x, t)| ≤
∫
Rn
|∂ka
ij(x− y, t)||∂lφǫ(y)|dy
≤ ǫ−n−1
∫
Rn
|∂ka
ij(x− y, t)||(∂lφ)(
y
ǫ
)|dy
≤
M
ǫ
‖∂lφ‖L1 ≤ 2M‖∇φ‖L1 ,
and when |x| ≥ 1,
|∂kla
ij
ǫ (x, t)| ≤ ǫ
−n−1
∫
Rn
|∂ka
ij(x− y, t)||(∂lφ)(
y
ǫ
)|dy
≤ ǫ−n−1E
∫
Rn
〈x− y〉−β|(∂lφ)(
y
ǫ
)|dy
≤
E2β
ǫ
〈x〉−β‖∂lφ‖L1 ≤ 4E〈x〉
−β‖∇φ‖L1.
Now we begin to prove Proposition 1.3.
Proof of Proposition 1.3. In (18), we let
G = e2γ(t
−K−1)−
b〈x〉α+K
t ,
then
∂tG− ∆˜G
G
=
b〈x〉α − α2b2〈x〉2α−4aijxixj +K
t2
+
αb〈x〉α−2(aii + ∂ka
klxl)
t
− 2γKt−K−1.
Let
F =
b〈x〉α − α2b2〈x〉2α−4aijxixj +K
t2
+
αb〈x〉α−2aii − d
t
− 2γKt−K−1,
where d is a positive constant to be determined, and
F0 =
b〈x〉α − α2b2〈x〉2α−4aijǫ xixj +K
t2
+
αb〈x〉α−2aiiǫ − d
t
− 2γKt−K−1.
We denote by In the identity matrix of R
n, C are generic constants depending on
n,Λ, λ,M,E and α in the following arguments. We need some estimates which we list in
the following lemma.
Lemma 3.3. Set b = 1
8Λ
and d = K
4
. For K ≥ K0(n,Λ, λ,M,E, α), we have
2DG + (
∂tG− ∆˜G
G
− F )A ≥
λK
8t
In; (20)
∂tF + F (
∂tG− ∆˜G
G
− F ) ≥
bK〈x〉α
16t3
; (21)
|△˜F0| ≤
C〈x〉α
t2
; (22)
|∇(F − F0)| ≤
C〈x〉α−1
t2
. (23)
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We will prove this lemma later.
First by (20) we have
∫
Rn×(0,1)
〈[2DG + (
∂tG− ∆˜G
G
− F )A]∇v,∇v〉Gdxdt
≥
λK
8
∫
Rn×(0,1)
|∇v|2
t
Gdxdt.
(24)
Next we estimate M0. By (23) and
∇ logG = −
αb
t
〈x〉α−2x
we have
|〈A∇(F − F0),∇ logG〉| ≤ Λ|∇(F − F0)||∇ logG| ≤
C〈x〉2α−2
t3
≤
C〈x〉α
t3
. (25)
Then by (21), (22) and (25) we have
M0 = ∂tF + F (
∂tG− ∆˜G
G
− F ) + ∆˜F0 − 〈A∇(F − F0),∇logG〉
≥ (
bK
16
− C)
〈x〉α
t3
,
thus
1
2
∫
Rn×(0,1)
v2M0Gdxdt ≥ (
bK
32
− C)
∫
Rn×(0,1)
〈x〉α
t3
v2Gdxdt. (26)
By the Cauchy inequality and (23) we have
∣∣∣
∫
Rn×(0,1)
v〈A∇v,∇(F − F0)〉Gdxdt
∣∣∣
≤Λ
∫
Rn×(0,1)
|∇(F − F0)||v||∇v|Gdxdt
≤C
∫
Rn×(0,1)
〈x〉α−1
t2
|v||∇v|Gdxdt
≤C
∫
Rn×(0,1)
〈x〉2α−2
t3
v2Gdxdt+ C
∫
Rn×(0,1)
|∇v|2
t
Gdxdt
≤C
∫
Rn×(0,1)
〈x〉α
t3
v2Gdxdt+ C
∫
Rn×(0,1)
|∇v|2
t
Gdxdt.
(27)
Finally, by (18), (24), (26), (27) and the Cauchy inequality, we have∫
Rn×(0,1)
|Pu|2Gdxdt ≥ (
bK
32
−C)
∫
Rn×(0,1)
〈x〉α
t3
v2Gdxdt+(
λK
8
−C)
∫
Rn×(0,1)
|∇v|2
t
Gdxdt,
if we choose K ≥ K0(n,Λ, λ,M,E, α) large enough, we obtain∫
Rn×(0,1)
|Pv|2Gdxdt ≥
∫
Rn×(0,1)
(v2 + |∇v|2)Gdxdt,
Thus we proved Carleman inequality (7).
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There is only Lemma 3.3 left to be proven.
Proof of Lemma 3.3. We estimate them one by one.
Estimate of 2DG + (
∂tG−∆˜G
G
− F )A.
By direct calculations we have
2DG + (
∂tG− ∆˜G
G
− F )A
=−
2αb
t
〈x〉α−2A2 +
2α(2− α)b
t
〈x〉α−4Ax(Ax)
′
−
αb
t
〈x〉α−2xl(a
ki∂ka
lj + akj∂ka
li − akl∂ka
ij − aij∂ka
kl) + ∂ta
ij +
d
t
A
≥−
2αbΛ2
t
〈x〉α−2In −
αb
t
〈x〉α−2xl(a
ki∂ka
lj + akj∂ka
li − akl∂ka
ij − aij∂ka
kl) + ∂ta
ij +
λd
t
In.
Next we estimate the lower bounds of the matrices in the right side of the above inequality.
We just need to estimate matrix xla
ki∂ka
lj and ∂ta
ij . For any ξ ∈ Rn,
|xla
ki∂ka
ljξiξj| ≤ n
2ΛE|x|〈x〉−β
∑
i,j
|ξi||ξj| ≤ n
3ΛE〈x〉1−β|ξ|2,
then
−n3ΛE〈x〉1−βIn ≤ xla
ki∂ka
lj ≤ n3ΛE〈x〉1−βIn.
Similarly,
|∂ta
ijξiξj| ≤M
∑
i,j
|ξi||ξj| ≤Mn|ξ|
2,
then
−MnIn ≤ ∂ta
ij ≤MnIn.
Thus we have
2DG + (
∂tG− ∆˜G
G
− F )A ≥
(
−
2αbΛ2
t
〈x〉α−2 −
4αbn3ΛE
t
〈x〉α−β−1 −Mn +
λd
t
)
In.
Notice that α − 2 ≤ 0 and α − β − 1 ≤ 0, and if we choose d = d(n,Λ, λ,M,E, α) large
enough, then
2DG + (
∂tG− ∆˜G
G
− F )A ≥
λd
2t
In.
Estimate of ∂tF + F (
∂tG−∆˜G
G
− F ).
By direct calculations we have
∂tF + F (
∂tG− ∆˜G
G
− F )
=
(d+ αb〈x〉α−2∂ia
ijxj − 2)(b〈x〉
α − α2b2〈x〉2α−4aijxixj +K)
t3
−
α2b2〈x〉2α−4∂ta
ijxixj + (d− αb〈x〉
α−2aii)(d+ αb〈x〉α−2∂ia
ijxj − 1)
t2
+
αb〈x〉α−2∂ta
ii
t
+ 2γKt−K−2[K + 1− (d+ αb〈x〉α−2∂ia
ijxj)].
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Notice that
〈x〉α−2|∂ia
ijxj | ≤C〈x〉
α−β−2|x| ≤ C〈x〉α−β−1 ≤ C,
〈x〉2α−4aijxixj ≤Λ〈x〉
2α−4|x|2 ≤ Λ〈x〉2α−2 ≤ Λ〈x〉α,
〈x〉2α−4|∂ta
ijxixj | ≤C〈x〉
2α−4|x|2 ≤ C〈x〉α,
then we have
∂tF + F (
∂tG− ∆˜G
G
− F )
≥
(d− C)[(b− α2b2Λ)〈x〉α +K]
t3
−
C〈x〉α + (d+ C)2
t2
−
C
t
+ 2γKt−K−2(K − d− C).
Recall that b = 1
8Λ
, and thus α2b2Λ ≤ 4b2Λ ≤ b
2
. If we choose d large enough, then
∂tF + F (
∂tG− ∆˜G
G
− F )
≥
(d− C)[ b
2
〈x〉α +K]− C〈x〉α − (d+ C)2 − C
t3
+ 2γKt−K−2(K − 2d)
≥
( bd
2
− C)〈x〉α + (d− C)K − 2d2
t3
+ 2γKt−K−2(K − 2d).
We choose d = K
4
, then
∂tF + F (
∂tG− ∆˜G
G
− F ) ≥ (
bK
8
− C)
〈x〉α
t3
+ γK2t−K−2 ≥
bK〈x〉α
16t3
.
Estimate of △˜F0.
Direct calculations show that
△˜F0 =
b
t2
△˜(〈x〉α)−
α2b2
t2
△˜(〈x〉2α−4aijǫ xixj) +
αb
t
△˜(〈x〉α−2aiiǫ ), (28)
and
△˜(〈x〉α) = α〈x〉α−2(aii + ∂ia
ijxj) + α(α− 2)〈x〉
α−4aijxixj ,
△˜(〈x〉2α−4aijǫ xixj) = (2α− 4)(2α− 6)〈x〉
2α−8aklaijǫ xixjxkxl
+ (2α− 4)〈x〉2α−6[(∂la
klaijǫ + 2a
kl∂la
ij
ǫ )xixjxk + (4a
kiakjǫ + a
kkaijǫ )xixj ]
+ 〈x〉2α−4[(akl∂kla
ij
ǫ + ∂ka
kl∂la
ij
ǫ )xixj + (2∂ka
kjaijǫ + 4a
kj∂ka
ij
ǫ )xi + 2a
ijaijǫ ],
△˜(〈x〉α−2aiiǫ ) =(α− 2)(α− 4)〈x〉
α−6aijakkǫ xixj
+ (α− 2)〈x〉α−4[(∂ja
ijakkǫ + 2a
ij∂ja
kk
ǫ )xi + a
iiakkǫ ]
+ 〈x〉α−2(aij∂ija
kk
ǫ + ∂ia
ij∂ja
kk
ǫ ).
By Lemma 3.2 we know that aij ,∇aij, aijǫ ,∇a
ij
ǫ and ∇
2aijǫ are all bounded, then it is easy
to verify that
|△˜(〈x〉α)| ≤C(〈x〉α−1 + 〈x〉α−2) ≤ C〈x〉α−1;
|△˜(〈x〉α−4aijǫ xixj)| ≤C(〈x〉
2α−4 + 〈x〉2α−3 + 〈x〉2α−2) ≤ C〈x〉2α−2;
|△˜(〈x〉α−2aiiǫ )| ≤C(〈x〉
α−4 + 〈x〉α−3 + 〈x〉α−2) ≤ C〈x〉α−2.
(29)
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Finally by (28) and (29) we have
|△˜F0| ≤
C
t2
(〈x〉α−1 + 〈x〉2α−2 + 〈x〉α−2) ≤
C〈x〉α
t2
.
Estimate of |∇(F − F0)|.
Since
F − F0 =
α2b2
t2
〈x〉2α−4(aijǫ − a
ij)xixj −
αb
t
〈x〉α−2(aiiǫ − a
ii),
then
∇(F − F0) =
α2b2
t2
[(2α− 4)〈x〉2α−6(aijǫ − a
ij)xixjx+ 2〈x〉
2α−4(aijǫ − a
ij)xi∇xj
+ 〈x〉2α−4(∇aijǫ −∇a
ij)xixj ]
−
αb
t
[(α− 2)〈x〉α−4(aiiǫ − a
ii)x+ 〈x〉α−2(∇aiiǫ −∇a
ii)].
Notice that aij,∇aij , aijǫ and ∇a
ij
ǫ are all bounded, then
|∇(F − F0)| ≤
C
t2
(〈x〉2α−3 + 〈x〉2α−4|∇aijǫ −∇a
ij||x|2) +
C
t
(〈x〉α−3 + 〈x〉α−2). (30)
By 2) of (19), when |x| < 1,
|∇aijǫ −∇a
ij ||x|2 ≤ 2M |x|2 ≤ 2M,
and when |x| ≥ 1,
|∇aijǫ −∇a
ij ||x|2 ≤ (2E〈x〉−β + E〈x〉−β)|x|2 ≤ 3E〈x〉2−β .
In both cases we have
|∇aijǫ −∇a
ij ||x|2 ≤ C〈x〉2−β . (31)
By (30) and (31) we have
|∇(F − F0)| ≤
C
t2
(〈x〉2α−3 + 〈x〉2α−β−2) +
C〈x〉α−2
t
Since 2α− β − 2 ≤ α− 1, then
|∇(F − F0)| ≤
C
t2
(〈x〉2α−3 + 〈x〉α−1) +
C〈x〉α−2
t
≤
C〈x〉α−1
t2
.
Thus we proved Lemma 3.3.
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