Abstract. We prove a combinatorial rule for a complete decomposition, in terms of Langlands parameters, for representations of p-adic GL n that appear as parabolic induction from a large family (ladder representations). Our rule obviates the need for computation of Kazhdan-Lusztig polynomials in these cases, and settles a conjecture posed by Lapid.
Introduction
Let R n be the Grothendieck group associated with the category of complex-valued smooth finite-length representations of the group GL n (F ), where F is a p-adic field. The larger group R = ⊕ n≥0 R n is equipped with a structure of a commutative ring, coming from the operation of parabolic induction. The multiplicative behavior of irreducible representations Irr = ∪ n≥0 Irr(GL n (F )) as elements of R remains largely a mystery.
Given two representations π 1 , π 2 ∈ Irr, the decomposition of π 1 × π 2 ∈ R into irreducible factors can be given in terms of values of Kazhdan-Lusztig polynomials of a corresponding symmetric group (see e.g. [8] ). Yet, a recent line of research [17, 16, 7] joins some classical results [3] in an attempt to produce more transparent descriptions of such decompositions, while significantly reducing the computational complexity involved.
In a previous paper [7, Conjecture 7 .1] we have given a conjectural effective answer for the decomposition of π 1 × π 2 for the case when π 1 , π 2 belong to a class we call ladder representations. In particular, we have generalized a key conjecture by Lapid that for a specific choice of representations, π 1 × π 2 would be of length C n (n-th Catalan number).
Our main result here (Theorem 4.1) is the proof of that decomposition. We recall that the decomposition problems at hand are inherent in various representationtheoretic settings defined by type A data. Thus, while our discussion is set in the domain of p-adic groups, the results are easily transferable to other rings of interest.
First, the problem can be stated as a decomposition of an induction product of two irreducible finite-dimensional modules of (extended) affine Hecke algebras attached to the GL n root data. In the Hecke algebra setting, ladder representations may be translated to the notions of calibrated modules in the sense of [26] or of •-unitary modules as explained in [1] .
Second, by the quantum affine Schur-Weyl duality of [4] , our problem is equivalent to the decomposition of tensor products of simple modules of the quantum affine algebra U q (ŝl N ). The analog of ladder representations in that setting was studied in [25] and received the name snake modules in the follow-up work [23] . The decomposition of certain cases of our problem was shown in [24] to comply with so-called T -systems, which are of interest in mathematical physics.
Observing all above mentioned settings, our results can be viewed as a generalization of previous decomposition descriptions of Tadic [28] , Leclerc [18] and Ram [26] .
1.1. Results. We explore a combinatorial point of view on the problem. When fixing π 1 , π 2 ∈ Irr, there is a natural parametrization of the irreducible representations which can appear as subquotients in π 1 × π 2 , by permutations in a certain symmetric group S n (see [7, Proposition 3.4] or Section 4). For x ∈ S n , let us write Π(x) ∈ Irr for that potential candidate.
In [7, Thoerem 1.2] , it was shown that products of two ladder representations have multiplicity-free subquotients. In other words, assuming π 1 , π 2 are ladder representations, we have
for a certain subset S(π 1 , π 2 ) ⊆ S n .
We show that a crucial ingredient in an effective determination of S(π 1 , π 2 ) is the indicator representation. Given σ ∈ Irr(GL m (F )), we define its indicator representation σ ⊗ to be a certain irreducible representation of a standard Levi subgroup of GL m (F ).
As opposed to product decomposition, given ladder representations π 1 , π 2 and a permutation x ∈ S n , it is a simple computational task to determine whether Π(x) ⊗ appears as a subquotient in the Jacquet module of π 1 ×π 2 . This is due to Mackey theory (i.e. Geometric Lemma of Bernstein-Zelevinski) and the simple description of Jacquet modules of ladder representation achieved in [15] . Theorem 1.1 (Approximate version of Theorem 4.1). For ladder representations π 1 , π 2 ∈ Irr, the set S(π 1 , π 2 ) consists of those permutations x ∈ S n which avoid a 321 pattern and for which Π(x) ⊗ appears in the Jacquet module of π 1 × π 2 .
Thus, given a permutation x, we obtain a fast algorithm for determining whether Π(x) appears in π 1 × π 2 .
In fact, as a by-product of our methods we are able to bring a part of each given decomposition problem into an even lower complexity. Each pair of ladder representations π 1 , π 2 , under certain regularity conditions, defines what we call combinatorial data. This consists of a permutation w ∈ S n together with a disjoint partition J 1 ∪ J 2 of {1, . . . , n}. can be produced by a fast algorithm whose input is the combinatorial data of π 1 , π 2 .
Under Conjecture 6.12 (see further discussion below), the set S(π 1 , π 2 ) 0 should contain the permutation x, for which Π(x) is the unique irreducible sub-representation of π 1 × π 2 .
1.2. Quantum methods. The key obstacle for proving our main theorem (Theorem 4.1) is the determination of the content of Jacquet modules of irreducible representations. More precisely, we would like to know for which pairs σ, σ ′ ∈ Irr the indicator representation σ ⊗ can appear in the Jacquet module of σ ′ (Theorem 4.3). In order to obtain this sort of information we apply a quantization of the problem. The ring R (more precisely, a certain crucial subring of it R r ) can be viewed a specialization at q = 1 of the Q(q)-algebra U q (n), which is the positive part of the quantum group U q (sl r+1 ) (r here is a fixed large enough integer). Moreover, the basis of irreducible representations for R r can be lifted to Lusztig's dual canonical basis B (or, equivalently, Kashiwara's upper crystal basis) of U q (n).
We lift our problem to the quantum setting, that is, we look at products of two elements of B, which correspond to ladder representations, inside a quantum group. If we write b(π) ∈ B for a lifting of a representation π ∈ Irr, then for ladder representations π 1 , π 2 ∈ Irr we see (Section 5. in U q (n). By observing this, we are able to attach an integer invariant d(π 1 , π 2 ; σ) for each σ ∈ Irr which appears as a subquotient in π 1 × π 2 . Furthermore, the algebra U q (n) has a natural embedding into a quantum shuffle algebra. The properties of that embedding and the behavior of B under it were thoroughly studied by Leclerc in [19] . It was shown that this embedding can be seen as a quantization of the character morphism for affine Hecke algebras, which on the level of p-adic groups translates to the Jacquet functor.
We exploit the quantized character map to define yet another integer invariant d ⊗ (π 1 , π 2 ; σ), for every σ ∈ Irr whose indicator σ ⊗ appears as a subquotient in the Jacquet module of
Assuming regularity conditions, we show that among 321-avoiding permutations x for which d ⊗ (π 1 , π 2 ; Π(x)) is defined, there is a unique permutation x max which attains the maximum value of d ⊗ . This uniqueness allows us to show, back in the classical setting, that for all 321-avoiding permutations x = x max , Π(x) ⊗ cannot appear in the Jacquet module of Π(x max ) (Theorem 6.11).
1.3. Relation to KLR algebras. The (positive part of the) quantum group U q (n) was shown in [12, 27] to admit a monoidal categorification by graded finite-dimensional modules of what became known as Khovanov-Lauda-Rouquier algebras.
Specializing to our case of type A, this means the following. For each element α of the monoid Q + = ⊕ r i=1 Nǫ i , there is a Z-graded KLR-algebra R α
1
. Given two graded modules M, N of R α , R β , respectively, there is a convolution operation M • N which gives a graded R α+β -module. Now, the Q(q)-algebra U q (n) is naturally Q + -graded and has a Z[q, q −1 ]-form U A = ⊕ α∈Q + U α . Each U α can be identified with the Grothendieck group of graded finite-dimensional modules of R α , in such way that that the convolution product is compatible with the quantum group product.
See [14, Theorem 4.4] for a convenient precise statement of the above. Furthermore, it was shown [29] that elements of B are categorified precisely by the selfdual simple modules of the corresponding KLR algebras. The work in [13] shows that basis elements which correspond to ladder representations, give in the KLR setting those simple modules that are homogeneous, i.e. concentrated at a single degree of the Z-grading.
Thus, our results imply the following. Corollary 1.3. Suppose that M, N are two simple self-dual homogenous modules of KLR algberas on the quiver A r which correspond (via the dual canonical basis) to π 1 , π 2 ∈ Irr, respectively. Then, the equality
holds in the Grothendieck group of the corresponding KLR algebra.
Here M(Π(x)) denotes the self-dual simple module corresponding to Π(x) ∈ Irr via B. The action of q on the isomorphism classes is by a shift of grading.
1.4.
Quotients of products. Suppose now that M, N are simple homogeneous self-dual KLR-algebra modules which correspond to a pair π 1 , π 2 ∈ Irr which satisfies certain regularity conditions (a regular pair as defined in Section 3.5).
We recall again that in this situation Theorem 6.11 gives an algorithm for a unique representation π max = Π(x max ) ∈ Irr with x max ∈ S(π 1 , π 2 ), for which d(π 1 , π 2 ; π max ) is maximal. Now, in light of Corollary 1.3, a result of McNamara [22, Lemma 7.5 ] (see also [10, 3.6,3.7] ) implies the following.
Back in the p-adic groups setting, it was shown in [17] that a product of two ladder representations always admits a unique irreducible quotient. In fact, Lapid and Minguez give an explicit algorithm (that applies the Zelevinski involution) for determining the irreducible quotient π LM of π 2 × π 1 (equivalently, the irreducible sub-representation of π 1 × π 2 ). Corollary 1.4 motivates us to conjecture (Conjecture 6.12) that π max ∼ = π LM .
This identity can be deduced from an exact tensor functor between the KLR setting and the affine Hecke algebras setting. Although it is reasonable to extract such a functor either out of the KLR version of Schur-Weyl duality in [9] , or out of the type A algebras isomorphisms in [27] , to the best of our knowledge current literature does not provide it. We leave this task for future endeavors.
The relation between the algorithms used to produce the representations π max and π LM is intriguing and currently not well-understood.
1.5. Outline. Section 2 recalls the relevant basics of representation theory. In particular, it introduces the language of multisegments coming from the Langlands-Zelevinski classification, which is central to our discussion. Section 3 portrays some known results and tools, such as the quantization of the rings in question. It also summarizes some results on indicator representations and ladder representations which were obtained in [7] .
In Section 4 we state our main results. Section 5 defines and exploits the quantum invariants for our decomposition problem. We apply some quantum shuffle algebra computations to obtain combinatorial formulae for these newly introduced invariants. Lemma 5.6 is a crucial technical step for obtaining the uniqueness of x max .
Section 6 gives the algorithm for producing the set of permutations S 0 (π 1 , π 2 ) (and in particular, x max ) out of the combinatorial data of a regular pair of ladder representations π 1 , π 2 .
Finally, Section 7 deals with the remaining question of whether given a candidate π ∈ Irr, there are ladder representations π 1 , π 2 ∈ Irr for which π ∼ = π max . Curiously, the answer lies in the Robinson-Schensted correspondence for permutations. The full meaning of this occurrence remains to be explored in future works.
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Preliminaries
2.1. Generalities on representation theory. For a p-adic group G, let R(G) be the category of smooth complex representations of G of finite length. Denote by Irr(G) the set of equivalence classes of irreducible objects in R(G). Denote by C(G) ⊆ Irr(G) the subset of irreducible supercuspidal representations. Let R(G) be the Grothendieck group of R(G). We write π → [π] for the canonical map R(G) → R(G).
. For every σ ∈ Irr(G), let us denote the multiplicity m(σ, π) := c σ ≥ 0. For convenience we will sometimes write m(σ, π) = 0 for representations π, σ of two distinct groups. Now, let F be a fixed p-adic field. We write G n = GL n (F ), for all n ≥ 1, and G 0 for the trivial group.
For a given n, let α = (n 1 , . . . , n r ) be a composition of n. We denote by M α the subgroup of G n isomorphic to G n 1 × · · · × G nr consisting of matrices which are diagonal by blocks of size n 1 , . . . , n r and by P α the subgroup of G n generated by M α and the upper unitriangular matrices. A standard parabolic subgroup of G n is a subgroup of the form P α and its standard Levi factor is M α . We write r α : R(G n ) → R(M α ) and i α : R(M α ) → R(G n ) for the normalized Jacquet functor and the parabolic induction functor associated to P α .
Note that naturally
. . , r, we write
The image of a Jacquet functor applied on a representation will often be referred to as a Jacquet module of the representation. Let us write R = ⊕ m≥0 R(G m ). This product operation defines a commutative ring structure on the group R, where the trivial one-dimensional representation of G 0 is treated as an identity element.
We also write Irr = ∪ m≥0 Irr(G m ) and C = ∪ m≥1 C(G m ).
Supercuspidal lines.
For every π ∈ Irr there exist ρ 1 , . . . , ρ r ∈ C for which π is a sub-representation of ρ 1 ×· · ·×ρ r . The notion of supercuspidal support can then be defined as the set supp(π) = {ρ 1 , . . . , ρ r } .
Note the difference in notation from [7] in which the supercuspidal support was treated as a multi-set. For any n, let ν s = | det | s F , s ∈ C denote the family of one-dimensional representations of G n , where | · | F is the absolute value of F . For π ∈ R(G n ), we write πν
We write Irr ρ ⊆ Irr for the collection of irreducible representations whose supercuspidal support is a subset of Z ρ . We also write R ρ for the ring generated by Irr ρ in R.
Suppose that ρ 1 , . . . , ρ k ∈ C are such that Z ρ 1 , . . . , Z ρ k are pairwise disjoint sets. Then, for any collection {π i ∈ Irr ρ i } k i=1 , π 1 × · · · × π k is known to be irreducible. Moreover, given π ∈ Irr, we can uniquely decompose it as π = π 1 × · · · × π k , with π i ∈ Irr ρ i , for such ρ 1 , . . . , ρ k ∈ C whose lines are pairwise disjoint.
It follows that the study of the behavior of the set Irr in the ring R can be reduced to the study of Irr ρ in the ring R ρ , for a single ρ ∈ C. More precisely, from the above discussion we clearly have
where π 1 i , π 2 i , σ i ∈ Irr ρ i are such that the lines of ρ 1 , . . . , ρ k ∈ C are pairwide disjoint. For most of this work it will suffice to take ρ 0 ∈ C to be the trivial representation of G 1 and study Irr 0 := Irr ρ 0 in R 0 := R ρ 0 .
For every r ∈ N, we write R r for the subring of R 0 generated by
∈ R 0 and large enough integer a(π). We also write R r Q := Q ⊗ Z R r .
2.3.
Multisegments. We will first describe the Langlands classification of Irr in terms convenient for our needs.
We also treat the segment ∆ = For a segment ∆ = [a, b] ∈ Seg 0 , we will write a = b(∆) and b = e(∆).
More generally, we denote the larger collection Seg 0 ⊆ Seg of all segments that are defined by any ρ ∈ C and integers a − 1 ≤ b, up to the equivalence [a, b] 
We will write ∆ 1 ≺ ∆ 2 in this case and say that the pair {∆ 1 , ∆ 2 } is linked.
We will write [a 1 ,
Given a set X, we write N(X) for the commutative semigroup of maps from X to N = Z ≥0 with finite support. The elements of N(Seg) are called multisegments.
Naturally, we will sometimes write a single segment ∆ ∈ Seg as an element of N(Seg). By doing so we technically refer to the indicator function of the segment.
The statement of the Langlands classification for the groups {G n } ∞ n=1 can be stated as a bijection
that extends the definition of L for a single segment described above. The map L can also be restricted to a bijection
As discussed in [7] , it is often useful to parameterize multisegments by means of permutations, as follows.
We write S n for the group of permutations on {1, . . . , n}. Let P n denote the collection of tuples (λ 1 , . . . , λ n ) ∈ Z n , with λ 1 ≤ λ 2 ≤ . . . ≤ λ n . Let λ = (λ 1 , . . . , λ n ), µ = (µ 1 , . . . , µ n ) ∈ P n be given. Let w ∈ S n be a permutation for which λ i ≤ µ w(i) + 1 holds for all 1 ≤ i ≤ n. For such parameters we define multisegments
We write Q(λ, µ) ⊆ S n for the set of permutations w, for which m
3. Background 3.1. The character morphism. Let us fix an integer r ≥ 1. We write I = {ǫ 1 , . . . , ǫ r } as a set of formal letters, and let M be the free monoid of words in the alphabet I.
For all 1 ≤ s ≤ t ≤ r, we denote the word ǫ(s, t) :
An expression of the form ǫ(s, s − 1) will denote the empty word.
For a ring R, we let F R to be the free R-module formally spanned by the basis M. In fact, F R has a natural algebra structure coming from the product operation (concatenation of words) in M, which we will denote simply as a product.
The resulting algebra is naturally graded by the commutative monoid
Nǫ i . For a word w ∈ M, we write |w| ∈ Q + to be its degree as an element of F Z .
We also equip F R with another algebra structure coming from the shuffle product ¡.
This product is defined inductively on basis elements (induction on the length parameter of a word) as
for all w, x ∈ M and ǫ, δ ∈ I.
Note that the resulting shuffle product is commutative. For x ∈ F R and w ∈ M, we denote by
As a consequence of the Geometric Lemma of Bernstein-Zelevinski (see, for example [17] , or [6, Lemma 2.7] ), the resulting map ch : R r → F Z becomes a (commutative) ring homomorphism with respect to the shuffle product on F Z .
Sometimes we will also write ch for the map id ⊗ ch :
We can then naturally extend the definition of the character morphism by setting
As a consequence of the transitivity property of Jacquet functors, the equality ch = ch • r α of maps from R r will hold.
3.2. Quantization of the character morphism. Let us expand our discussion to a quantized version of the ring R r and a q-analog of the character map. We will follow the description portrayed in [19, 6.8] .
We first put a symmetric bilinear form ( , ) on Q + by setting (ǫ i , ǫ j ) = 2δ i,j −δ i,j+1 −δ i,j−1 and extending linearly. This form is reminiscent of the Cartan bilinear form of the root data of the simple Lie algebra sl r+1 .
For the field of rational functions Q(q), we equip F Q(q) with yet another algebra structure * , to make it into a (non-commutative) quantum shuffle algebra. This product is defined inductively on basis elements as
for all w, x ∈ M and ǫ, δ ∈ I. Note, that this is the opposite product than the one used in [19] . Recall the quantum group U q (n), which is a Q(q)-algebra attached to the nilpotent part n of sl r+1 (see [19] ), for example, for the definition).
It is known ( [19, Theorem 4] ) that there is an embedding Φ : U q (n) → F Q(q) , which becomes an anti-homomorphism of algebras with respect to our conventions for the quantum shuffle product.
This quantum group together with Φ serves as a quantization of R r and its character map in the following sense.
Let
hold, where Q is considered as an A-module by evaluation in q = 1. Equation (1) is [19, Lemma 8] . The natural algebra isomorphism in (2) is a consequence of [20, Proposition 7] together with the discussion in [20, 3.5 ] (see also [2] ), while (3) is discussed in [19, 2.8 .1] as well.
We will write S : U A → R r Q or S : F A → F Q for the resulting specialization maps. The nature of the isomorphism in (3) is such that for any x ∈ F A and any word w ∈ M, we have lim q→1 D Q(q)
3.3. Dual canonical basis. The A-ring U A has a distinguished basis B called the dual canonical basis. Together with its dual version -the canonical basis, it is known to play a meaningful role in the theory of quantum groups. Among its special properties is the fact that B descends to the basis of irreducible representations when specialized at q = 1. In other words, we have S(B) = Irr r .
Thus, S gives a bijection between B and the irreducible representations in R r . See [20, Theorem 12] for one possible proof and discussion of that property.
Since elements of Irr can be referred to by multisegments through the Langlands classification, it will be convenient to extend this notation to the elements of the dual canonical basis. For every m ∈ Seg 0 such that L(m) ∈ Irr r , we will write b(m) ∈ B for the element that satisfies {b(m)} = B ∩ S −1 (L(m)). For a representation π ∈ Irr r , we will write 
Moreover, the above polynomials are all symmetric in q and q −1 .
Indicator representations.
Let us recall the concept of an indicator representation which was introduced in [7] . Let π ∈ Irr(G n ) ∩ Irr ρ be a given representation, and m ∈ N(Seg) be the multisegment for which π = L(m).
We
We can further suppose that our indexing satisfies a 1 ≤ . . . ≤ a k , and when a i = a i+1 we have b i ≤ b i+1 . Moreover, let us take note of the indices 1 ≤ i 1 < . . . < i t = k, such that
We then can write m = m 1 + · · · + m t , where
with i 0 = 0. In other words, we separate the multisegment into pieces clustered according to the begin points of the segments.
With these notations we define the following.
where M απ < G n is the corresponding Levi subgroup.
Recall the useful property of indicator representations, that for all σ ∈ R(G n ), the inequality
holds.
Let us now additionally assume that [π] ∈ R r . We would like to exhibit a simple relation of π ⊗ with word expansions of characters of representations in R r . We can define
The right hand side counts the multiplicity of ν(π) in r α 0 (σ). From transitivity of Jacquet modules, this equivalent to counting the multiplicity of ν(π) in the minimal Jacquet module of r απ (σ).
Let τ be an irreducible subquotient of r απ (σ). If τ ∼ = π ⊗ , then clearly ν(π) appears with multiplicity one in r α 0 (τ ). It remains to show that when τ ∼ = π ⊗ , the representation ν(π) does not appear in r α 0 (τ ).
We assume the contrary. By assumption
Since the latter is the unique irreducible representation having its supercuspidal support, we can also assume it appears as a quotient. By reciprocity τ i is contained in ν
, which gives a contradiction.
3.5. Ladders. We will call a tuple λ = (λ 1 , . . . , λ n ) ∈ P n regular if it admits the strict inequalities λ 1 < . . . < λ n .
A ladder representation π ∈ Irr is an irreducible representation which can be written as π = L(m e,ρ λ,µ ) for some regular tuples λ, µ ∈ P n , e ∈ S n the identity permutation and a supercuspidal ρ ∈ C.
In other words,
for some a 1 < . . . < a n and b 1 < . . . < b n . We will call a pair of ladder representations π 1 , π 2 ∈ Irr 0 regular, if we can write
In particular, Q(λ, µ) = S n for a regular pair of ladders as above. It is also clear that w is determined uniquely by the regular pair.
We take note of the partition J 1 ∪ J 2 = {1, . . . , n}, for which
. From the definition of ladders, the restrictions w| J 1 , w| J 2 are increasing functions.
We will refer to (w, J 1 , J 2 ) as the combinatorial data of the regular pair of ladder representations π 1 , π 2 .
3.6. Indicator representations and ladders. Let us survey the consequences of [7, Section 5] on the appearance of indicator representations in Jacquet modules of products of two ladder representations.
Suppose that π 1 , π 2 ∈ Irr 0 are two ladder representations. Suppose that σ ∈ Irr is such that
Moreover, there are unique Jacquet modules r β i and unique irreducible representations
The following proposition will put some of the observations of [7, Section 5] into a more explicit form. Let σ = L(n) ∈ Irr 0 be given. Then, m(σ ⊗ , r ασ (π 1 × π 2 )) > 0 holds, if and only if, it is possible to write n = m x λ,µ for a permutation x ∈ S n , and a matrix of integers
exists, which satisfies the following list of properties:
(
with the union being disjoint. When these conditions hold, the irreducible representations
It follows directly from the Jacquet module description of ladder representations in [15] , that a matrix C = (c
for every 1 ≤ j ≤ k. It also follows from same description that condition (1) holds (with n replaced by k at the moment), and that for every 1 ≤ j ≤ k and all i 1 < i 2 such that
are all generic representations, meaning that the multisegments defining them consist of pairwise unlinked segments. The disjointness property in condition (3) and the rest of condition (2) now follow.
Note, that the lowermost point in the supercuspidal support of π 1 × π 2 is ν λ 1 . Moreover, because of the regularity condition it appears in the supercuspidal support with multiplicity one. It follows from definition of indicator representations that
The inverse implication follows easily from similar arguments, once one makes the observation that L([λ n+1−j , µ x(n+1−j) ]) appears as a subquotient in the product
defined by segments satisfying condition (3). 
Main Problem
Let π 1 , π 2 ∈ Irr be two ladder representations. By [7, Theorem 1.2] , there is a finite set B(π 1 , π 2 ) ⊆ Irr, for which we can write
In other words, the product is multiplicity-free.
Let us also consider the set
Because of inequality (4) in Section 3.4, we clearly have the inclusion
. Let λ ∈ P n (resp. µ ∈ P n ) be the tuple constructed by taking (in ascending order) the union of all entries in λ 1 and λ 2 (resp. µ 1 and µ 2 ). Then, m e,ρ λ 1 ,µ 1 + m e,ρ λ 2 ,µ 2 = m w,ρ λ,µ for some w ∈ S n . We will say that a permutation x ∈ S n is 321-avoiding if there is no sequence i 1 < i 2 < i 3 in {1, . . . , n} for which x(i 1 ) > x(i 2 ) > x(i 3 ) holds.
Let us consider the set
: The longest permutation x ′ ∈ S n for which m 
Our main goal is the proof of the following equality which was conjectured in [7, Conjecture 7.1].
The theorem has the following corollary (which in fact was also shown to imply Theorem 4.1 in [7, Proposition 7.3] ) that has its own interest. 
, so that m 1 − m 2 ∈ {0, 1} and the inequalities λ
, and the size |B(π 1 , π 2 )| is the n-th Catalan number.
Proof. It was shown in the proof of [7, Proposition 7.3] that in this case we have D(π 1 , π 2 ) ⊆ C(π 1 , π 2 ). As for the cardinality statement, it can be easily seen that since π 1 , π 2 is a regular pair of ladder representations, the set D(π 1 , π 2 ) is in a natural bijection with the set of 321-avoiding permutations in S n .
Let us reduce Theorem 4.1 into a somewhat more approachable condition. Theorem 4.3. For all regular λ, µ ∈ P n with λ n ≤ µ 1 and all 321-avoiding w, w ′ ∈ S n for which w = w ′ , we have
. 3 We will assume that π 1 , π 2 ∈ Irr ρ , for some ρ ∈ C. In the absence of such condition π 1 × π 2 is irreducible and our discussion becomes trivial. 
and that
We prove by induction on the length of w ′′ . If w ′′ is the empty word, there is nothing to prove. Otherwise, we write w ′′ = w ′′ a for some w ′′ ∈ M and a ∈ I. Similarly, w = wa, where w = w ′ w ′′ . Suppose first that w The next lemma follows from a simple computation using Lemma 5.2 and Lemma 5.1.
Lemma 5.3. Let a 1 < . . . < a 2k be integers. Define the words
Quantum multiplicities.
Recall that to a pair of ladder representations π 1 , π 2 ∈ Irr r corresponds a pair of dual canonical basis elements
We can write a finite sum 
When applying the specialization morphism S, we obtain the new equation
Yet, from [7, Theorem 1.2] we know that the coefficients in the above equation must all be equal to 1. Thus,
Note, that the order of b 1 , b 2 is reversed on purpose. Although such notation may look unnatural at first, the product-reversing property of Φ will make it better suited for our needs.
It will also be useful to write 
On the other hand,
It is easily deduced from the above two equations and Proposition 3.1 that there is at most one element
c for some power c, and that for
Recalling again Proposition 3.1, the condition D
Suppose now that σ = L(n) ∈ C(π 1 , π 2 ), and that π 1 , π 2 form a regular pair. From the above proposition (regularity condition on n follows from Proposition 3.4), we see that there exists an integer
for which we can write
In fact, we know that
Combinatorial invariants. Let us fix a regular pair of ladder representations
r for the rest of this section. Let us take record of the combinatorial data (w, J 1 , J 2 ) of the pair π 1 , π 2 , so that w ∈ S n , J 1 = {i 1 < . . . < i |J 1 | } and
We also write b 1 , b 2 ∈ B and m 1 , m 2 ∈ N(Seg 0 ) for the corresponding basis elements and multisegments, as before.
We would like to attain a combinatorial formula for the number d ⊗ (π 1 , π 2 ; σ), for each given σ ∈ C(π 1 , π 2 ).
Let us fix such σ = L(n) ∈ C(π 1 , π 2 ). We deduce from Lemma 3.3, the fact that ch is a homomorphism into the shuffle algebra and [7, Proposition 5.3] , that D Q ǫ(σ) (ch(π 1 ) ¡ ch(π 2 )) = 1. Since the M-coefficients in the expansion of ch(π i ) are clearly positive, we see that there must be unique words ǫ 1 , ǫ 2 ∈ M, so that
In fact, the words ǫ 1 , ǫ 2 can be extracted explicitly using the information given in Proposition 3.4. Recall, that the mentioned proposition supplies us with a matrix of integers
together with the irreducible representations
(ch(σ i )) = 1, for i = 1, 2. Subsequently, it can be easily deduced from the given form of σ 1 , σ 2 in Proposition 3.4 that
We are now ready to express some quantum multiplicities in terms of the following statistics on the matrix C:
Note, that α J 1 , α J 2 are always non-negative. This is because c
Proposition 5.5. For m 1 , m 2 , n as above,
Proof. We give a proof by induction on n.
Let us write n = m 
We write β J l = #{i ∈ J l : c is maximal. We also set the indicators
The condition D ǫ(λ 1 ,µ x(1) ) (ǫ 
In the last case of δ b = 0 and δ e = 1, we have ǫ 
Altogether, we see that the formula d(ǫ
By the induction hypothesis and Lemma 5.1, we have
We finish by proving the following claim.
Claim 1.
(|ǫ n 2 |, |ǫ
According to Lemma 5.2, the summands in the above equation can only be non-zero for the cases that c n i ∈ {c n j , c n+1 j }, for some i ∈ J 1 and j ∈ J 2 . We will first show that c ]. This is a contradiction to the properties of C.
Thus, Lemma 5.2 points that (|ǫ
} .
Yet, the properties of C imply that for every j ∈ J 2 with c The following lemma will be crucial towards the later study of the representations in
Proof. In order to produce such σ ′ = L(n ′ ), it is enough to construct a new matrix C = C(m 1 , m 2 ; n ′ ) which satisfies all conditions listed in the statement of Proposition 3.4. Let us write n = m
Since σ ∈ D(π 1 , π 2 ), we know that x is 321-avoiding, which means there cannot be a sequence 1 ≤ i
). Let i 0 ∈ J 2 be the maximal index for which #{1 ≤ j ≤ n : c
From the assumption on α J 2 , such i 0 exists. Let j 0 be the maximal index for which c
We are ready to construct the matrix C = (c j i ) for this case. We define
We will know that C = C(m 1 , m 2 ; n ′ ) for a certain multisegment n ′ , if all conditions listed for such matrices are met. Most conditions can be easily deduced from what was claimed above. The non-trivial property we are left to check is the monotonicity of C along the lower index.
By Claim 2, c
We also need to show that c 
follows from Claim 4 again. This is a contradiction to i 1 < i.
6. The case of α J 2 = 0 6.1. Combinatorial gadgets. Let us fix a 321-avoiding permutation w ∈ S n . Let us also fix a disjoint partition J 1 ∪ J 2 = {1, . . . , n}, such that w| J 1 , w| J 2 are both increasing functions.
We would like to define algorithmically certain subsets of S n which depend on the data (w, J 1 , J 2 ). Later in this section we will see the relevance of these procedures to our questions in representation theory.
Let K ⊆ J 2 be a given subset. We recursively define
K . Otherwise, let i ∈ J 1 be the minimal index, if exists, for which j < i and σ
. If such i does not exist, we set σ
We write A(w, J 1 , J 2 ) for the collection of subsets of J 2 , for which e(K) = |K| holds. We also write S(w,
For any given set K ⊆ J 2 we can take its subset
. Thus, any permutation σ ∈ S(w, J 1 , J 2 ) can be written in the form σ = σ K , for K ∈ A(w, J 1 , J 2 ).
The following simple observation will be useful to us in forthcoming inductive arguments. For a permutation s ∈ S n , we let s ∨ ∈ S n−1 be the permutation defined as
.
For a subset K ⊆ {1, . . . , n}, we also write
The proof is straightforward once we verify that ((σ
is increasing. Next, if σ 1 K = w we are done. Otherwise, there is an index i ∈ J 1 for which σ 1 K = w(1, i). The minimality condition by which i is chosen makes sure that the function (σ
We denote by L(w, J 1 , J 2 ) ⊆ S(w, J 1 , J 2 ) the subset of 321-avoiding permutations. We would like to have a clear combinatorial description of L(w, J 1 , J 2 ).
Let us introduce an order ≺ on the set of indices {1, . . . , n} which will depend on the data (w, J 1 , J 2 ). Given 1 ≤ i, j ≤ n, we write i ≺ j ⇔ i < j or w(i) < w(j) i ∈ J 1 , j ∈ J 2 i < j and w(i) < w(j) otherwise .
Proposition 6.2. The relation ≺ on {1, . . . , n} is a linear order.
The following lemma will give a certain preliminary connection between ≺ and S(w, J 1 , J 2 ).
Proof. We prove it by induction on h, i.e. we suppose that there are indices i 1 ≺ . . .
The latter inequality is clear from the fact the algorithm for σ K gives σ
and the minimality condition which defines i h−1 , we see that i h−1 ≤ i h .
We define a function f : J 2 → J 1 ∪{0} in the following manner. For j ∈ J 2 , f (j) will equal the minimal element in J 1 , if exists, for which j ≺ f (j) and
≺ denotes a closed interval under the linear ≺ relation. We set f (j) = 0 if such element does not exist.
We write J ⊆ J 2 for the set of indices j ∈ J 2 for which f (j) = 0. For every j ∈ J, we then can define the sets
Given a subset L ⊆ J, for which the intervals {F (j)} j∈L are pairwise disjoint, we then define the permutation w L = w j∈L γ(j) ∈ S n . Since the intervals are disjoint, the product in the above definition is commutative.
Lemma 6.4. For every two induces
Proof. Assume that F (j 1 ) ∩ F (j 2 ) = ∅. Since both sets are intervals for ≺, we know that
A particular consequence of the above lemma is that for any subset L ⊆ J, there exists a unique subset L ⊆ L such that ∪ j∈L F (j) = ∪ j∈ L F (j) and the latter union is disjoint. It
Lemma 6.5. Suppose that σ 1 , σ 2 ∈ S n are two 321-avoiding permutations, for which there is an integer 1 ≤ k ≤ n so that the set {1, . . . , k} is invariant under σ −1 1 σ 2 . Then, the permutation given as
Proof. Suppose that σ contains a 321 pattern. Hence, there are 1 ≤ i 1 < i 2 < i 3 ≤ n for which σ(i 3 ) < σ(i 2 ) < σ(i 1 ). If k < i 1 or i 3 ≤ k were to hold, this would contradict the pattern avoidance condition on σ 2 , or σ 1 , respectively. Hence, we have i 1 ≤ k and k < i 3 . In case k < i 2 holds, we have σ 2 (i 2 ) > σ 2 (i 3 ), but σ 1 (i 1 ) = σ 2 (j) for some 1 ≤ j ≤ k from the assumption. Thus, the triple j < i 2 < i 3 contradict the pattern avoidance condition for σ 2 . Otherwise, we have i 2 ≤ k, σ 1 (i 1 ) > σ 1 (i 2 ) and σ 2 (i 3 ) = σ 1 (j ′ ) for some k < j ′ ≤ n by the assumption. Similarly, i 1 < i 2 < j ′ gives a contradiction the pattern avoidance condition of σ 1 . Proposition 6.6. For any L ⊆ J, the permutation w L is 321-avoiding.
Proof. Let us first give a proof for the case that | L| = 1, that is, ∪ j∈L F (j) = F (j 1 ) for some j 1 ∈ J. We write J = {j
It is enough to show that w L can be decomposed into two ascending sequences. Recall that
hold by the combinatorial data condition, we see that in that case
With a symmetric argument, it is easy to see that when j Proposition 6.7. We have the equality
Proof. Let L = {j 1 ≺ . . . ≺ j l } ⊆ J be a subset. By the remark after Lemma 6.4, we are free to assume that {F (j s )} l s=1 are pairwise disjoint. By Proposition 6.6, w L is 321-avoiding. Hence, in order to prove that w L ∈ L(w, J 1 , J 2 ), it is enough to show that w L ∈ S(w, J 1 , J 2 ). More precisely, we will show that w L = σ K , where K is as in the statement.
Let us write further G(j s ) = {j s = j 
}.
The order on the set K is then naturally parametrized by the pairs {(s, t)} 1≤s≤l, 1≤t≤|G(js)| with their lexicographical order. We write σ (s,t) K ∈ S n for the corresponding iteration in the construction of σ K .
We will show inductively that σ 
. We need to show that K = ∪ j∈L G(j) for a subset L ⊆ J. Since j ∈ G(j) for all j ∈ J, it enough to show that K ⊆ J and that G(j) ⊆ K for all j ∈ K.
Let j ∈ K be an index. Let j < j ′ ∈ J 2 be the minimal index such that j ′ ∈ K, if exists. Otherwise, let us treat j ′ as +∞ for the < relation on J 2 and the ≺ relation on {1, . . . , n}. Let us write J 2 ∩ [j, j ′ ) = {j = j 1 < . . . < j k }. By Lemma 6.3, there are indices
We claim that i k ≺ j ′ . Assume the contrary. Then, j k < j ′ < i k and w(j k ) < w(j ′ ) < w(i k ) hold. Yet, by Lemma 6.3, σ K (i k ) = w(j k ) and σ K (j k ) = w(i k ). This gives a contradiction to the 321 pattern avoiding property of σ K .
Hence
This implies that j ∈ J and that f (j) ≺ j ′ . In particular, G(j) ⊆ K.
6.2. Representation theory. Let us fix again a regular pair of ladder representations
r , together with its combinatorial data (w, J 1 , J 2 ), so that w ∈ S n . We write m 1 + m 2 = m w λ,µ , for λ, µ ∈ P n . For a permutation x ∈ S n , we will write Π(x) := L(m x λ,µ ) ∈ Irr r in this subsection. Let us write C 0 (π 1 , π 2 ) ⊆ C(π 1 , π 2 ) for the subset of representations σ = L(n), for which α J 2 (m 1 , m 2 , n) = 0 holds.
holds. Moreover, for every subset K ⊆ J 2 such that K ∈ A(w, J 1 , J 2 ), we have
We prove by induction on n.
Suppose that σ ∈ C 0 (π 1 , π 2 ) is given. By Proposition 3.4 we know that σ = Π(x), for a permutation x ∈ S n .
Let C = C(π 1 , π 2 ; σ) = (c 
). Thus, by the induction hypothesis, we have In the latter case, we similarly have i 2 = 1. Then, either x(1) = w(i 2 ) = w(1) (case I) or x(1) = w(i 1 ) (case II). , for any i ∈ {i 1 , i 2 }, we can write c n i = µ σ 1 K (i) +1, for all 2 ≤ i ≤ n. Hence, we can choose y = σ 1 K . In particular, we obtain that (σ
Thus, x = σ K and σ ∈ Π(S(w, J 1 , J 2 )). Moreover, by comparing C and C ′ we see that
The identity in the statement then follows by induction, since |K| = |K ′ | in case I, and
We are left to show the converse statement. Suppose now that K ∈ A(w, J 1 , J 2 ) is given. We need to show that Π(
, where
j=1,...,n i=2,...,n be the corresponding matrix. We claim that the matrix C := (c 
Corollary 6.9. The equality
We would like to draw attention on the following consequence of Corollary 6.9 and Theorem 4.1
5
. It provides a direct method for constructing certain subquotients for a given product of a pair of regular ladder representations.
We can now finish with the key result of this work.
Theorem 6.11. Let π 1 , π 2 ∈ Irr r be a regular pair of ladder representations as above. Then,
(1) There is a unique representation π max ∈ C(π 1 , π 2 ) ∩ D(π 1 , π 2 ) with a maximal degree
When writing π max = Π(x max ), for a permutation x max ∈ S n , we have x max = w J , where J ⊆ J 2 is the set described in Subsection 6.1.
In particular, x max depends only on the data (w,
In fact, d(π 1 , π 2 ; π max ) is maximal among the degrees in B(π 1 , π 2 ) and π max is the unique representation for which this maximum is attained. Proof.
(1) By Corollary 5.7, it is enough to prove the statement for
. Now, by Corollary 6.9 and Proposition 6.7, the set of representations in
Hence, we need to show that there is a unique largest set among the sets {K(L)} L⊆ J . Clearly K( J) is such a set. Conjecture 6.12. For every regular pair of ladder representations π 1 , π 2 , the representation π max ∈ B(π 1 , π 2 ) of Theorem 6.11 is the unique irreducible sub-representation of π 1 × π 2 .
Robinson-Schensted correspondence
Given combinatorial data (w, J 1 , J 2 ) with w ∈ S n , we will write (w, J 1 , J 2 ) max := x max ∈ S n for the permutation supplied by Theorem 4.1 (1) .
Note, that Theorem 6.11(3) proves the statement of Theorem 4.3 for the cases in which w ′ ∈ S n can be presented as w ′ = (w, J 1 , J 2 ) max , for some combinatorial data (w, J 1 , J 2 ). In order to prove Theorem 4.3, we are left with the question of whether such data can be found for every 321-avoiding permutation w ′ .
We will answer this question positively by making use of the Robinson-Schensted correspondence.
Recall that the RS algorithm attaches to each permutation in S n a pair of standard Young tableaux of same shape on n squares. This process is known to be bijective.
It will be convenient for our needs to revise somewhat the common conventions for the algorithm. More precisely, if we let w → (P (w), Q(w)) denote the RS algorithm with the common conventions (for example, the ones used in [5] ), we will write (P (w), Q(w)) for the pair (P (w 0 ww 0 ), Q(w 0 ww 0 )) taken with the numberings in their squares permuted again by w 0 . Here w 0 = (n n − 1 . . . 1) ∈ S n denotes the longest permutation.
To be more precise, in what follows we will describe directly the inverse algorithm, that is, the algorithm for producing a permutation w(P, Q) out of a pair of standard Young tableaux (P, Q) of same shape.
It is well known that 321-avoiding permutations correspond to pairs of Young tableaux whose shape has at most two rows. Since this will be the case of interest for us, let us restrict our description of the algorithm to the 2-row case.
Definition 7.1. a standard Young tableaux on n squares of a 2-row shape is a disjoint partition I 1 ∪ I 2 = {1, . . . , n} into 2 rows, such that when writing We will write a standard Young tableaux as P = (p i,j ).
(Inverse) RS algorithm: Suppose that (P, Q) is a given a pair of standard Young tableaux on n squares of same 2-row shape.
On the first step we produce a tableau Q ′ on n − 1 squares by removing the entry 1 from Q, and subtracting by 1 all other entries. The removed square was in the end of either the first or the second row.
In case it is the first row, we take note of the value k in the end of the first row of P , remove it and subtract all entries larger than k by 1 to produce the tableau P ′ on n − 1 entries.
In the latter case, we take note of the value l in the end of the second row of P . We then find the smallest entry k in the first row of P for which l < k. We then produce P ′ by first removing the entry of l in the second row of P , replacing k with l in the first row, and subtracting all entries larger than k by 1.
We now determine w = w(P, Q) inductively by setting w(1) = k, and w ∨ = w(P ′ , Q ′ ) ∈ S n−1 . Here we use the ∨ : S n → S n−1 operation as defined in Subsection 6.1.
For a 321-avoiding permutation w ∈ S n , we define w ∈ S n to be the permutation constructed by setting w(q c,d ) = p c,d for all indices c, d, where ((p c,d ), (q c,d )) = (P (w), Q(w)).
We also let J 1 (w) ∪ J 2 (w) = {1, . . . , n} be the partition determined by the rows of Q(w).
It is easy to see that (w, J 1 (w), J 2 (w)) gives combinatorial data.
The following observation is immediate from a comparison of the above inverse RS algorithm with the algorithm for σ K in Subsection 6.1. Observation 7.2. Let K ∈ A(w, J 1 (w), J 2 (w)) be a set which satisfies {1} ∩ J 2 (w) ⊆ K. Then, σ K (1) = σ 1 K (1) = w(1) and (σ 1 K ) ∨ = w ∨ .
Lemma 7.3. For any 321-avoiding permutation w ∈ S n , we have J = J 2 (w), where J is defined as in Subsection 6.1 for the data (w, J 1 (w), J 2 (w)).
Proof. We write ((p c,d ), (q c,d )) = (P (w), Q(w)). Let ≺ denote the relation on {1, . . . , n} defined using the data of (w, J 1 (w), J 2 (w)). Let f : J 2 (w) → J 1 (w) ∪ {0} be the function defined in Subsection 6.1. Let j ∈ J 2 (w) be a given index. Then, j = q , where λ, µ ∈ P n regular tuples with λ n ≤ µ 1 , and x ∈ S n is 321-avoiding, there are ladder representations π 1 , π 2 such that π is the unique irreducible quotient of π 1 × π 2 .
