We describe spectral or dynamical methods that can be used to determine the stability and noise performance of modelocked lasers. We first review methods that have been used to date to theoretically and computationally study passively modelocked lasers, contrasting evolutionary and dynamical approaches and their application to full, averaged, and reduced models. We then develop the spectral methods and show how they can be used to determine the stability and to calculate the timing jitter and power spectral density for any averaged model with any equilibrium pulse shape. We review work that has been done on soliton lasers using soliton perturbation theory from this dynamical perspective, and we contrast the simplicity and generality of our methods to prior work. We close with a discussion of how to extend our approach from averaged models to full models.
Introduction
The most important problem in the modeling of any passively modelocked lasers is usually to find a region in the laser's adjustable parameter space where it operates stably and to optimize the pulse parameters within that region. Adjustable parameters will typically include the cavity length, the pump power, and the amplifier gain, which may be a function of not only the pump power, but also pump wavelength, the material and the geometry of the gain media [1] . Typical parameters to be optimized include the pulse energy, the pulse duration, and the pulse timing and phase jitter. Normally, the first should be as large as possible, and the last two should be as small as possible.
These are two basic computational approaches that have been used to model modelocked laser pulses and their stability. With either approach, the first step is to theoretically model the action of the laser components on light as it passes through one roundtrip through the cavity. In the first approach, one iterates the laser model for a large number of roundtrips. If a stationary or periodically stationary solution is obtained at the end of the simulation, it is concluded that a stable modelocked pulse exists. If a stable pulse is not obtained, the opposite is concluded. We refer to this approach as the evolutionary approach. In the second approach, one finds a stationary or periodically-stationary solution (a dynamical equilibrium) either analytically or using a root-finding algorithm. One then linearizes the evolution equations about the equilibrium and examines the spectrum of the linearized equation. If any components of the spectrum have a positive real part, the solution is unstable. We refer to this approach as spectral or dynamical.
These approaches are applied to three types of laser model. In the first type of model, one models the action of each laser component on the light as it passes through the component. We refer to this type of model as full or lumped by analogy to standard electronic circuit terminology. In the second type of model, one averages the action of all the laser components over one roundtrip in the laser. We refer to this type of model as averaged or distributed, again by analogy to electric circuit terminology. In the third type of model, one averages over the pulse shape, only keeping in the model a limited number of pulse parameters, such as its energy, duration, central time, and central phase. We refer to this type of model as reduced.
In Table 1 we summarize the computational approaches and laser model types. We note that both computational approaches can be used in principle with all three laser model types. However, the dynamical approach has not yet been used with full models. The evolutionary approach to modeling with full laser models mimics the way in which nature generates a modelocked pulse and is widely used. Its use in laser modeling dates back at least to work by Fox and Li [2] and, for shortpulse lasers, to work by Fleck [3] . This approach is used so extensively that it is not possible to do more than point to a few examples. Siegman [4] , Fermann et al. [5] , and Kärtner [6] give additional examples. The largest amount of work has been done on lasers that use nonlinear polarization rotation as the saturable absorber mechanism. Soliton fiber lasers have been studied by Chen et al. [7] and Kim et al. [8] . Ilday et al. [9] studied a stretched-pulse fiber laser with a Yb-doped fiber amplifier and optimized its parameters using simulations. Ding et al. [10] used this approach to study a soliton laser that operates with large pulse energies in order to validate a reduced model. Chong et al. [11] and Renninger et al. [12] studied stretched-pulse and similariton lasers that operate in the normal dispersion regime. Spectral filtering plays a critical role in these lasers, and full simulations are useful for optimizing the filter parameters. Baumgartl et al. [13] have used full simulations to study stretched-pulse lasers in the normal dispersion regime and to contrast these lasers to lasers that operate in other regimes.
While nonlinear polarization rotation appears to be the most frequently-used method for obtaining a saturable absorber, nano-scale semiconductor saturable absorber mirrors (SESAMs) have become widely employed for modelocking of not only solid-state lasers, but also for fiber lasers and waveguide lasers. Some examples are GaAs Bragg mirrors [14] , nanotubes [15] , and graphene saturable absorbers [16] . In nano-scale semiconductor laser diodes, the saturable absorber can also be integrated monolithically in the quantum well/dot structure by electrically isolating one section of the device [17, 18] . The typical design parameters of the saturable absorbers are the non-saturable loss, the modulation depth, and the response time. When designing a saturable absorber, it is necessary to demonstrate that the absorber can handle high optical powers, short pulse durations, and a wide range of wavelength [19, 20] . Kutz et al. [21] studied lasers that are locked using a SESAM and compared the results of a full model to both an averaged model and experiments. Cabasse et al. [22] carried out full model simulations of a SESAM laser in conjunction with their own experiments.
Full model simulations of solid-state lasers -such as Ti:sapphire lasers -pose a strong challenge to the modeler because the Kerr-lens effect that is the mechanism for the fast saturable absorption is a non-local effect that depends on the lensing of the light within the crystal and the beam's interaction with a mirror that is placed at some distance from the crystal. A full space-time model was developed by Christov and Stoev [23] . They used a relatively simple model for the crystal gain and the frequency dependence of the mirror reflectivity. More recently, Sander et al. [24] studied a 1D model, which replaced the threedimensional Ti:sapphire crystal with a one-dimensional model based on the nonlinear Schrödinger equation, but kept the full frequency-dependent response of the mirrors and the full cavity dispersion. Renninger and Wise [25] carried out full simulations that predict the existence and stability of pulses in a Ti:sapphire laser that operates in the normal dispersion regime.
An obvious difficulty with full evolutionary models is that they are computationally time-consuming. As a consequence, they are used most often to study existing laser systems and occasionally for single-parameter optimization [11, 12] or to predict the existence of a stable pulse [25] , but not to determine the stability boundaries in the parameter space.
In order to speed up the computations, averaged models have been widely used. Features of these models have been reviewed by Kutz [26] . Akhmediev and Ankiewicz [27, 28] provide many examples of how these models may be used. In these models, the effect of the different cavity elements is averaged over one round trip, which leads to a variant of the complex Ginzburg-Landau equation. The most commonly explored equation is the Haus modelocking equation (HME) or master equation, which has been used by Haus and co-workers to model a wide variety of lasers. This work is reviewed in [29] . The most common variant of this equation was first described by Martinez et al. [30] , but is based on the original work of Haus [31] . This model relies on the slow saturable gain for stability, but only keeps the cubic nonlinearity in the saturable absorber.
An intermediate approach between an averaged and a full model has recently been described by Lee and Schibli [32] , as well as Biondini [33] . In their approach, they treat the periodic variation in one round trip through the laser as a periodic perturbation of an averaged model. In this approach, the periodic variations lead to the generation of continuous waves that act back on the parameters of the modelocked pulse. They compare the results of their evolutionary model to soliton perturbation theory.
Another commonly explored equation is the cubicquintic Ginzburg-Landau equation (CQGLE), which neglects the slow response of the gain, but keeps the quintic nonlinearity of the saturable absorber. This equation was first investigated in the context of lasers by Moores et al. [34] and Soto-Crespo et al. [35] . The HME has chirped soliton solutions that correspond to a modelocked laser pulse, and their stability has been studied computationally by Kapitula et al. [36] , who solved the evolution equations in conjunction with a perturbation analysis. The CQ-GLE also has analytical pulse solutions, but none of the analytical solutions are stable [35, 37] . However, computational studies of the CQGLE in which the evolution equations are solved has demonstrated the existence of a sizable parameter regime in which stable solutions exist [37, 38] . Leblond et al. [39] have related the parameters of a full vector model of a fiber laser that is locked using nonlinear polarization rotation and then solved the averaged equations to determine the polarizer angles at which the laser operates stably. These results are compared to experiments. The CQGLE effectively models the fast saturable absorber using a Taylor series expansion in the pulse power. Other models of the saturable absorber that have been studied to improve the accuracy of the model are a sinusoidal model [7] and an algebraic model [40] .
The HME has also been modified to more accurately replicate the behavior of particular saturable absorbers. Kärtner et al. [41] modeled a SESAM laser in conjunction with a perturbation analysis and experiments. Proctor and Kutz [42] similarly modeled laser modelocking with a waveguide array by solving the evolution equations with a modified version of the HME.
Evolutionary models have rarely been used to study the noise performance of lasers because of the large amount of computer time that is required. However, Pashotta et al. [43, 44] carried out Monte Carlo simulations, solving the HME with amplified spontaneous emission noise in order to verify and extend earlier work by Haus and Mecozzi [45] that used perturbation theory.
Even though the averaged models are far more computationally rapid than full or distributed models, they still run too slowly to have become widely used to carry out broad parameter studies. It is possible to use variational or integral methods in which a pulse shape is assumed -typically a hyperbolic-secant or a Gaussian shape -to reduce the partial differential equation that governs the pulse evolution to a small number of coupled ordinary differential equations that govern the evolution of some number of the pulse parameters such as the pulse's energy, central time, central frequency, central phase, gain, and chirp. As mentioned previously, we refer to models that use this approach as reduced models. While this approach is used most often in conjunction with a perturbative study in which case the equations can be solved analytically, there are cases in which the nonlinear evolution equations are solved. Antonelli et al. [46] used a variational method to derive evolution equations for the pulse energy, pulse duration, chirp, central frequency and central time. They compared the solution of these evolution equations to a solution of the HME and to a perturbative solution. Bale and Kutz [47] use a similar variational approach to derive equations whose solutions they compare to three different averaged models and demonstrate reasonable agreement in all three cases. Kim et al. [8] and Ding and Kutz [10] used this approach to study a laser that is locked using nonlinear polarization rotation. Washburn et al. [48] built on an earlier perturbative model of Newbury and Washburn [49] to study the gain dynamics in a fiber laser. Li et al. [50] built on an earlier perturbative model due to Namiki et al. [51] to study the onset of multi-pulsing.
We now turn to the second computational approachdynamical or spectral methods.
In this approach, one first finds a stationary or periodically stationary solution of the evolution equations. One then linearizes the evolution equation about this stationary solution, and one obtains a linear equation with constant or periodically varying coefficients. In the case in which the coefficients are constant, the solution of this linearized equation can be decomposed into a sum of modes, each of which varies exponentially in the evolution variable. In the case in which the coefficients are periodic, the linearized equation can again be decomposed into a sum of Floquet-Hill-Bloch modes, each of which varies exponentially in the evolution variable, multiplied by a periodically varying function [52] . If any of the coefficients of the exponential variations -referred to as the spectrum -have a positive real part, then the equilibrium solution is unstable because it is possible for an arbitrarily small perturbation to take the system far away from the equilibrium solution. Conversely, if all the real parts are negative, then any perturbation of the equilibrium solution will decay exponentially. This dynamical approach is one of the mainstays of nonlinear dynamical system theory [53, 54] .
Its use in systems that can be described by partial differential equations goes back at least to Maxwell's study of the stability of the rings of Saturn [55] . Once the stability region has been determined, the system can be optimized within its boundaries.
As noted previously, the dynamical approach has not been applied to full models. By contrast, this approach has been extensively applied to averaged models of soliton lasers, and it is only possible to point to a selection of the published work. Haus [29] has applied this approach with his collaborators to study the stability [56] and timing jitter [43] in solid-state lasers, in fiber lasers [57] , and in diode lasers [58] . Kärtner et al. [41] extended this approach to lasers that are locked using slow saturable absorbers. Kapitula et al. [36] carried out a careful stability analysis of the HME in which they determined precise stability boundaries. Kutz et al. [21] studied a laser that is locked using a saturable Bragg reflector and Kutz and Sandstede [59] applied this approach to study the stability of a laser that is locked using a waveguide array.
There are many dynamical studies of lasers that use a variational or perturbative approach to determine the stability of a limited number of pulse parameters with a reduced model. Ippen et al. [60] used a perturbative approach to study the stability of additively pulse modelocked lasers. Martinez et al. [30] studied a chirped pulse laser and found conditions for the existence of a pulsed solution. Jirauschek et al. [61] studied Kerr lens modelocking. We have already mentioned work by Bale and Kutz [47] , Newbury and Washburn [49] , Feng et al. [50] , and Namiki et al. [51] .
An important limitation of all the dynamical studies that we have cited and all work until very recently is that it is based on an analytically-assumed pulse shape or simple analytical governing equations for the pulse parameters. As a result, the averaged and reduced models cannot be relied upon to be quantitatively accurate over a broad parameter range; the parameters of the averaged model must be carefully determined from experiments or by comparison to a full model. Hence, these models are typically used to give insight into the system behavior and develop qualitative design rules. These models are increasingly suspect even for this purpose. Modern-day passively modelocked lasers are no longer all soliton lasers, but operate in a variety of regimes that in one taxonomy due to Baumgartl et al. [13] have been classified as the soliton, wave-breakingfree, stretched-pulse, chirped-pulse, and ANDi regimes.
It is our view that despite all the work that been done, the current models are inadequate to reliably address the key theoretical issue that we identified at the beginning of this paper -to accurately determine the stability boundaries in the adjustable parameter space of the laser and then optimize its performance. Averaged or reduced models are not sufficiently accurate over a broad parameter range for this purpose.
Full models can be made very accurate, but it is not possible to unambiguously identify the stability boundaries with an evolutionary approach. At a stability boundary, the decay rate for a barely stable solution or the growth rate for a slightly unstable solution becomes zero, and it requires a long evolution time -in principle infinite -to distinguish the two. One can speed the calculation by using a previously-determined equilibrium solution as the starting point for the simulations as one steps through the parameter space, but one must still stop after some amount of evolution time, leading to ambiguities in the result. Moreover, it is possible to fail to capture the perturbations that lead to instability. The large amount of computer time that would be required to carry out this sort of study with a full model, combined with the difficulty just noted is why, to our knowledge, it has not been attempted. While there have been optimization studies using full models [11, 12] , these have been done in parameter regimes in which the pulse is highly stable, which limits the computer time that is needed for optimization. However, it is often the case in practice that it is desirable to maximize the pulse energy, minimize the pulse duration, or minimize its timing jitter, which implies operating close to a stability boundary [5, 6] .
This difficulty is compounded when studying the response of the laser to input pump noise or amplified spontaneous emission (ASE) noise. In a full evolutionary model, one would naturally be led to doing Monte Carlo simulations, requiring an unfeasibly large amount of computer time. Hence, noise studies in combination with full simulations have not been done. Monte Carlo simulations have been carried out in combination with averaged models [43, 44] , but, even in this case, the amount of computer time that is needed is large, and their use is infrequent. We note that the noise level in modern-day lasers is low and treating the noise as a linear perturbation is expected to be highly accurate. As a consequence, it is not necessary to do Monte Carlo simulations. It is sufficient to calculate the means and variances of the quantities of interest. As long as the input noise sources are Gaussian-distributed, as is typically assumed [45] , the output distributions will also be Gaussian-distributed.
We have launched a program to address the inadequacies of the current models. The ultimate goal is to combine the accuracy of full models with dynamical methods and advanced computational techniques, so that the models can be reliably used to design modelocked laser systems.
As a first step in this direction, we used dynamical methods to determine the stability of the HME with an additional quintic term in a two-dimensional parameter space [62] . Rather than assume an analytical form for the modelocked pulse (equilibrium solution) or repeatedly determine the shape by solving the evolution equations, as has been done in the past, we treat the determination of this solution as a root-finding problem in a largedimensional space, which allows us to rapidly find the solution with a good initial guess even near the stability boundaries and also to find unstable equilibria when they exist. Starting from the solution for a known stable equilibrium solution that is obtained by solving the evolution equations, we can then determine the equilibrium as the laser parameters vary by using algorithms that will find solutions regardless of the stability of the solutions. In order to be computationally efficient, we use the stationary solutions that are found for one set of parameters as initial guesses for the root-finding problem for the next set of parameters.
We evaluate the stability by calculating the linearized spectrum in parallel with calculating the stationary solution. We repeat this procedure as parameters vary until we encounter a stability boundary. At that point, we track the boundary. Using this approach, we have shown that it is possible to determine stability boundaries in a twodimensional parameter space using approximately one hour of computer time on a desktop computer.
The next step of our program is to determine the impact of noise on timing jitter, power spectral density, and other parameters of interest, without assuming an analytical pulse shape for the equilibrium pulse. Much of the work to date on noise impact has been based on soliton perturbation theory [41, 46] , which has some peculiarities because the equation that is being perturbed -the nonlinear Schrödinger equation -is a completely integrable mathematical system [63] with no loss or gain. The equations that we will study here, the HME with either a fast or slow saturable loss, are not integrable. Hence, one of our tasks is to recast the problem of determining the quantities of interest into standard spectral terminology.
The remainder of this paper is organized as follows: In Sec. II, we present the equations of interest, and we describe our terminology and methodology. In Sec. III, we apply our methodology to the HME with a fast saturable absorber and compare our results and methodology to those of Haus and Mecozzi [45] and Paschotta [43, 44] . In Sec. IV, we apply our methodology to the HME that has been modified to include a slow saturable absorber, and we compare our results and methodology to those of Kärtner et. al. [41] . In Sec. V, we present our conclusions, combined with a brief discussion of what changes are required to apply our methods to full models, rather than just to averaged models.
Our Basic Equations and Methodology
The basic equation that we will be using in our examples is
where u(t, T) is the complex field envelope, t is the retarded fast time, and T is the slow time in the laser, normalized to the average round trip time T R . The quantity g(|u|) is the slow saturable gain per round trip in the laser, which depends on |u| 2 = uu * , and in our examples, we will assume that it has the form
where g 0 is the unsaturated gain, P sat is the saturation power of the amplifier,
2 dt is the average power in the laser cavity. The operator D t is defined as
The parameters l, β ′′ , and are respectively the linear loss, dispersion, and Kerr coefficient per round trip. We are effectively assuming a parabolic gain model whose peak may have an offset with respect to the central frequency ω o and has a gain bandwidth ωg. In our examples, we will consider two simple models for the saturable absorber. In the first model, we will set fsa(|u|) = δ|u| 2 , corresponding to a fast saturable absorber. The quantity δ denotes the strength of the absorber. In the second model, corresponding to a slow saturable absorber, we set fsa(|u|) = ρn(t, T), where ρ denotes the saturable loss coefficient, and n(t, T) is the fraction of the population in the lower level of a twolevel model of the absorber. The quantity n(t, T) is given by the solution to the equation
where τ A and w A denote the response time and saturation energy of the absorber. While we will assume that the absorber is slow compared to the pulse duration, we will also assume that it is fast compared to the roundtrip time T R . By contrast, we are assuming that the slow saturable gain is slow compared to T R . The quantities ϕ and v represent a phase shift and a time shift per round trip. It is conventional in analytical studies of modelocking to set these quantities to zero. In that case, there is no steady-state or equilibrium solution to Eq. (1) for most choices of the parameters, and one searches for a solution to this equation with a steady phase rotation and/or drift. This approach is not consistent with standard dynamical methods, which require a true equilibrium, and does not generalize well to computational studies, where it is desirable to set the left side of Eq. (1) equal to zero and use root-finding methods to find the equilibrium [62] . Thus, we leave ϕ and v as unknown parameters that are determined as part of the process of finding an equilibrium solution [ϕ 0 , v 0 , u 0 (t)]. From a physical standpoint, setting v and ϕ equal to zero corresponds to nulling the linear group and phase velocities, while our choice corresponds to nulling the velocity and phase change of the modelocked pulse.
The statistical behavior of the noise in our examples is governed by
where the brackets indicate an ensemble average, and we are effectively assuming that the noise is white. The dynamical method that we will outline is still applicable with more general noise assumptions, in which the noise will not necessarily be Gaussian distributed, but we must assume that the noise is perturbative and does not affect the equilibrium solution. Indeed, without this assumption, there is no equilibrium solution, and the dynamical methods that we will present here cannot be applied without large modifications. We will assume that any quantity of interest can be expressed as the inner product of a fixed vector with the noise perturbation in an appropriate Hilbert space, and we will shortly give several examples. As our starting point, we must define an appropriate Hilbert space and inner product [64] . Any equation for the evolution of u(t, T) involves both u(t, T) and u * (t, T). That is a consequence of the slowly varying envelope approximation and the presence of nonlinearity. Hence, perturbations of u and u * must be treated independently [65] . 
T , where, again, the variablef is not necessarily the complex conjugate of f , and the superscript T indicates a transpose, so that f can be viewed as a twoelement column vector that is a function of t. Two vectors in the Hilbert space have the inner product
We will often be interested in cases for whichf (t) = f * (t)
andh(t) = h * (t). In that case, we find
In the examples that we will consider here, we define the functional derivatives DF(u,ū)/Du and DF(u,ū)/Dū using the Fréchet derivative [66] .
where we stress that u andū are treated as independent variables. We use the central dot here to indicate that the function derivatives in general act as operators that involve integrals over ∆u and ∆ū. For example, given the slow saturable gain g(|u|) ≡ g(u,ū) as defined in Eq. (2) withū = u * , we find Dg Du
In this paper, the functional derivatives will always be evaluated at u = u 0 andū = u * 0 ; so, henceforward, we will not explicitly note this. Because u andū must be treated as independent when evaluating the functional derivatives, the first step in obtaining Eq. (9) is to write Eq. (2) 
∆udt, from which Eq. (9) follows.
We can now write Eq. (1) and the functional derivatives to find the derivatives of ∆u and ∆ū with respect to the slow time T. If we write ∂u/∂T = F(|u|) ≡ F(u,ū), it follows that
which can be further written as (1), and all functional derivatives are evaluated at u = u 0 andū = u * 0 . As a consequence, if ∆u and ∆ū are complex conjugates at any time T, then they are complex conjugates at all times T.
Explicit expressions for the functional derivatives of g(|u|) and fsa(|u|) are given for example in [41, 46, 62] . We have already given the expansion for [Dg/Du] · ∆u in Eq. (9), and we can obtain the expression for [Dg/Dū] · ∆ū in a similar fashion. For the fast saturable absorber, we have simply (Dfsa/Du) · ∆u = δu * 0 ∆u, which is a local operation in the fast time. However, Eq. (4) implies that fsa(|u|) = ρn(t, T) is a non-local functional of u since its value at any time t depends on u at earlier times. Hence, its functional derivatives will also be non-local. The calculation in this case is more complicated. From Eq. (4), we find
where n can be obtained by integration of Eq. (4), We note parenthetically that it is more computationally efficient to use ∆v = (∆u+∆ū)/2 and ∆w = (∆u−∆ū)/2i in place of of ∆u and ∆ū since both ∆v and ∆w are real when ∆u * = ∆ū [62] . We will not discuss this formulation further here since it complicates the comparison to the earlier analytical work of Haus and Mecozzi [45] and Kärtner et al. [41] . However, we do use it when obtaining computational results. We now give three examples in which a quantity of interest is expressed as an inner product.
Example 1: A parameter of critical importance in applications is the timing jitter. It is usually desirable to make it as small as possible. The fundamental definition of the central time is
If we choose the central time of the equilibrium pulse to be at t = 0, then we find that the change in the central time tc due to a perturbation becomes
where
If we let fc = tu 0 /w 0 ,fc = tu * 0 /w 0 , and ∆ū = ∆u * , we see that
The variance of the timing jitter is given by
Example 2: In experiments, it is usual to measure the power spectral density of the phase noise as a function of frequency f that is produced by a photodetector, S ϕ (f ). As shown for example by Paschotta [43] , we may write S ϕ (f ) = (1/f 2 )S f rep , where
where ∆t
where the operator L is given by Eq. (11) and the corresponding equation for ∆ū, and we define S = [S, S * ] T . We now find
In order for this formula to make sense, we must assume that T is sufficiently large that the autocorrelation function ⟨︀ ∆t
, it is independent of T.
Example 3: In SESAM lasers, the modelocked pulse opens up a gain window in which noise grows in the wake of the pulse. This growth can lead to a wake instability [41, 67] , but even when the wake is stable, it can lead to visible sidebands in the spectrum. In order to calculate the spectrum of the sidebands, we must determine the magnitude of the noise that enters the wake modes. We will see in Sec. 4 that there are two wake modes ew+ = [ew+,ēw+]
T with the property that ew− =ē * w+ andēw− = e * w+ . These modes are eigenmodes of the operator L that we defined in Eqs. (11) and (19) . The contribution of the wake modes to the fluctuating power is given
, where cw+ and cw− are the amplitudes of the wake modes, which we define in Eqs. (23) and (24) . We then find that the power spectral density is equal to
The advantage of expressing quantities of interest as inner products is that all these quantities can be found computationally for any u 0 (t) without solving the evolution equations once the spectrum of the operator L in Eq. (5) is known. Determining the spectrum is an eigenvalue problem for which powerful computational methods are available.
In developing the general formalism, we first recall from Eq. (19) that
, and
where L 22 = L 
where c j = c j (T) and e j = e j (t), and we are assuming that there are n modes in the discrete spectrum, and we are using a parameter ϖ to parameterize the continuous spectrum, which may have several branches. We are also assuming that L can be decomposed into a complete set of eigenmodes, i.e., it is not defective. That is not necessarily the case; the operator for the linearized nonlinear Schrödinger equation is defective [65] . However, this situation is not usual in laser applications in which gain and loss is always present. If the decomposition in Eq. (23) is complete, then there is a complementary set of adjoint eigenvectorsê j andê(ϖ) that have the property [64] [
From Eqs. (19) and (22) In computational studies, we necessarily restrict the time domain to a finite time window and consider a finite number of time points in that window. In these studies, the distinction between continuous and discrete modes disappears, although in the limit as the time window becomes infinite, all but a small number of eigenvalues coalesce into the continuous spectrum. Unfortunately, as we have discussed elsewhere [62] , the convergence towards the continuous spectrum is poor, and a different approach is needed to find the continuous eigenvalues. We will not consider this issue further here, since it does not play a role in our subsequent discussion. We will be focusing here on the impact of the noise on the discrete modes. Hence, we will write ∆u = ∑︀ n j=1 c j e j . We consider first the timing jitter. We recall from Eq. T . We now find
In general, the e j are not mutually orthogonal, and the correlation between the different modes cannot be neglected.
In particular, we note that if λ k = λ * j , where λ j has a nonzero imaginary part, then we must have c k (T) = c * j (T) in order for ∆u and ∆ū to remain complex conjugates if they are initially. So, these two amplitudes are perfectly correlated. We stress this point because it is a peculiarity of soliton perturbation theory that there are four degenerate discrete modes, all associated with eigenvalue zero, that can be chosen to be mutually orthogonal [65] . The presence of gain and loss breaks this degeneracy, and it is no longer possible to choose a mutually orthogonal set of modes. We return to this point when we review the Haus-Mecozzi theory [45] .
We now calculate the evolution of the c j . Substitution of Eq. (23) into Eq. (19) yields
which is a Langevin process. Integrating this equation from T = 0, we find
where we assume c j (0) = 0. Then, we find
Using now Eq. (5), we find
We must have Re(λ j ≤ 0) and Re(λ k ≤ 0) for stability. If either Re(λ j ) or Re(λ k ) is non-zero, then the exponential contribution to Eq. (29) decays as T → ∞, and the correlation reaches a steady state, which is needed to calculated the power spectral densities. In this case, we find that Eq. (29) becomes
If λ j and λ k are purely imaginary, then the correlation oscillates unless λ j = −λ k , as when λ j = λ k = 0, in which case
which corresponds to a random walk. Substitution of Eq. (29) into the expression ⟨︀ t
yields an explicit expression for the timing jitter, which we find in the next section.
We now turn to the calculation of the power spectral densities. Following Eq. (20) , and after some calculation, we have 
3 Application to the HME With Fast Saturable Absorbers
The formalism that we have developed is very general. It can be applied to any equilibrium solution of any averaged laser equation. In this section, we show how this general formalism can be applied to the particular equation that Haus and Mecozzi [45] analyzed in the particular limit in which soliton perturbation theory holds. The differences with soliton perturbation theory are discussed. Finally, we show how this formalism can be used to reproduce the expression for the power spectral density that was given by Paschotta [43] .
Haus and Mecozzi begin with the HME,
where we are using the same notation as in Eq. (1), and g(|u|) is given by Eq.
(2). The zero-order equation that Haus and Mecozzi use is the nonlinear Schrödinger equation (NLSE),
where it is assumed that β ′′ < 0, as is required for the NLSE to have pulsed solutions. It will simplify our exposition to set = 1 and |β ′′ | = 1. We can return to physical units by making the substitutions t → t/|β
The most general stationary pulse solution to Eq. (37) is [36, 45, 65] 
where A 0 , t 0 , ω 0 , and θ 0 are four arbitrary parameters that correspond respectively to the pulse's amplitude, its central time (t 0 = tc), its central frequency, and central phase. We find that the pulse energy
we return to physical units, we find that Eq. (38) becomes
In order to make our discussion more compact, we will use the abbreviations
so that u 0 = A 0 SE. Haus and Mecozzi did not include a non-zero ϕ and v in their equation. As a consequence, both the central time and central phase change linearly with T. However, in reviewing their work and comparing it to ours, it is useful to have a zero-order solution that is strictly stationary and so does not depend on T.
Without the noise contributions, Eq. (36) becomes
In general, this equation will have chirped hyperbolicsecant solutions -in other words, the chirp-free NLSE soliton in Eq. (38) is not an equilibrium solution of this equation -as was first pointed out in the context of lasers by Martinez et al. [30] . However, in order to apply soliton perturbation theory, the equilibrium solution must be chirp-free. For that reason, Haus and Mecozzi specialize their equation, setting
In this case, Eq. (41) becomes
g . The analysis of Haus and Mecozzi only strictly applies to this highly specialized equation, but it has been found that many of the qualitative features persist in more general situations [29, 44] .
We now determine modes that correspond to the discrete spectrum of the linearized NLSE. If we make a small change in the soliton, we may write (44) where ∆uc denotes the portion of the perturbation that goes into the continuum, rather than changing the soliton's parameters, and
The extra term ω 0 f θ that is proportional to ∆t in Eq. (44) removes the time shift due to the group velocity dispersion. We may write the linearized NLSE as
where, using the same definitions as in Eqs. (19) and (22),
and
T , where j = A, θ, ω, t, we find that f θ and f t are eigenmodes of L 0 with eigenvalue zero. By contrast, we find L 0 f A = A 0 f θ and L 0 fω = −f t , so that f A and fω are not eigenvectors of L 0 , although they are eigenvectors of L 2 0 . In the language of spectral theory, the operator L 0 is defective, and the eigenvalue 0 has algebraic multiplicity 4 and geometric multiplicity 2 [64] . While not eigenmodes, the vectors f A and fω are part of a complete decomposition of the operator L 0 that includes the four f j and the continuous spectrum [65] .
We can verify directly that the f j are mutually orthogonal; however, they will not be orthogonal to the continuum. To obtain operators that are orthogonal to the continuum, we must find the modes of the adjoint operator L † 0 , whose elements are given by 21 , and L † 0,22 = −L 0, 22 . From these relations, we infer that
It follows immediately thatf
0 , where the C j are any real constants. We now infer from general spectral theory that [[f j |∆uc]] = 0, as long as none of the modes that make up the continuum has a zero eigenvalue, which is the case. Haus and Islam [57] infer the same result from a physical argument. If we usê 
where Γ ′ = d∆Γ/dA, and ∆rc is the residual contribution from the continuous waves, and we have made use of Eqs. (37) and (38) . Combining Eq. (50) with its complex conjugate equation to obtain ∆u and operating on the resulting vector equation withf j , j = A, θ, ω, t, we obtain the four equations
Equation (51) was obtained by Haus and Mecozzi with the exception of the third term in the parenthesis multiplying gs, which they missed. We see that small changes in the amplitude will lead to a phase rotation, while a small shift in the frequency will lead to drift in the central time.
We now determine the stability of the equilibrium solution given by Eq. (38) . We first find that small changes in the frequency always decay. Hence, the frequency mode is always stable. By contrast, the amplitude mode will only be stable if
and we see that gain saturation plays a critical role in determining the stability of the amplitude mode. The stability criterion for continuous waves is l > g(|u 0 |). These two stability criteria define a stability range that is narrower than what is observed in experiments, but identify instability mechanisms that are valid for a broad range of problems [26] . We now focus on the noise contributions. We have ∂∆u/∂T| N = S(t, T), where we use N to denote noisedriven quantities. The statistics for a change in ∆u over a time ∆T is given by
Defining d∆A dT
we conclude D A = DA 0 . In a similar way, we can show d∆θ dT
where, letting
We note that D t = Dc, where Dc is defined after Eq. (33). These results were first derived by Haus and Mecozzi [45] with a correction that was found by Paschotta [43] . It is a consequence of the mutual orthogonality of the f j that the S j are uncorrelated for j ̸ = k. While the noise driver for ∆θ is in general correlated with the noise driver for ∆t, it is possible to avoid this difficulty by specializing to the case ω 0 = 0, which is what Haus and Mecozzi do. There is no real loss of generality, since one is always free to pick the carrier frequency for convenience. Making this choice, we find that Eq. (51) becomes
The pair of equations (59a) and (59b) and the pair of equations (59c) and (59d) are both examples of a Gordon process [68, 69] . In the case of timing jitter, the stochastic differential equations (59c) and (59d) may be integrated to yield
A similar expression can be obtained for ⟨(∆θ)
In order to apply the general formalism to this problem, we must first identify the modes of L and L † . From
Eqs. (50) and (51), setting ω 0 = 0 and neglecting the continuum, we have with respectively the eigenvalues −α A , 0, −α ω , 0.
It cannot be too strongly stressed that f A and f ω are not eigenmodes of the operator L and that the actual eigenmodes are not mutually orthogonal. As a result, the amplitudes of the eigenmodes will be correlated. This issue was a source of confusion in a recent experiment that found the eigenmodes of a modelocked laser [70] .
In Fig. 1 , we show a comparison between the amplitude and frequency modes of the HME that our algorithm finds [62] and are predicted by Eq. (63) . The parameter set is g 0 = 0.2, l = 0.11, ω g = √ 5, ω 0 = 0, P sat T R = 2, and δ = 0.01. For both the amplitude and the phase of the eigenmodes, the agreement between our computational results and the perturbation theory [Eq. (63)] is excellent. The eigenvalues that the perturbation theory predicts are α ω = 0.0283 and α A = 0.00667, while our algorithm obtained the same result.
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It cannot be too strongly stressed that f A and fω are not eigenmodes of the operator L and that the actual eigenmodes are not mutually orthogonal. As a result, the amplitudes of the eigenmodes will be correlated. This issue was a source of confusion in a recent experiment that found the eigenmodes of a modelocked laser [70] .
In Fig. 1 , we show a comparison between the amplitude and frequency modes of the HME that our algorithm finds [62] and are predicted by Eq. (63) . The parameter set is g 0 = 0.2, l = 0.11, ωg = √ 5, ω 0 = 0, P sat T R = 2, and δ = 0.01. For both the amplitude and the phase of the eigenmodes, the agreement between our computational results and the perturbation theory [Eq. (63)] is excellent. The eigenvalues that the perturbation theory predicts are αω = 0.0283 and α A = 0.00667, while our algorithm obtained the same result.
We can construct the adjoint eigenvectors that are biorthogonal to the e j from thef j . They arê
Noting that the timing jitter function that appears in Eq. (17) may be written as fc(t) =f t (t) =ê t (t) + (1/αω)êω(t), we find
Using now Eq. (29), we have
and similarly
Substitution of Eqs. (66) and (67) into Eq. (65) yields Eq. (60) once again. The derivation of this result is in fact somewhat simpler than the direct calculation of Eq. (60) since we have effectively decomposed the Gordon process into two Langevin processes and a random walk. We finally turn to the calculation of the power spectral density. After substitution into Eq. (33), we find
where we note that λω = −αω, ∑︀ j ∑︀ k P cj P ck = Dω /α 2 ω , and λ j D cj = 0 for all j. Our result matches Paschotta's [43] .
Application to the HME With a Slow Saturable Absorber
We now turn to consideration of modelocking with a slow saturable absorber. We note that by "slow," we mean that the absorber response time is long compared to the pulse duration, but -unlike the saturable gain -is short compared to the round-trip time. In addition to the possibility of continuous waves becoming unstable and the amplitude mode becoming unstable, it is possible for wake modes -modes that grow in the wake of the soliton -to become unstable. Even when stable, these modes can produce observable sidebands on the teeth of a locked comb. The stability of these wake modes was analyzed by Kärtner et al. [41] . It is difficult to use soliton perturbation theory for this purpose. It is a basic assumption of the theory that the spectrum of the linearized equation has the same structure as the spectrum of the linearized NLSE, which has a continuous spectrum and four discrete modes. That is the case for the HME with a fast saturable absorber, although we have seen that the actual amplitude and frequency eigenmodes are different in practice from the amplitude and frequency modes that Haus [29] used. However, it is not the case for the HME with a slow saturable absorber. For typical parameters, there are six discrete eigenmodes -including two modes with complex conjugate eigenvalues that correspond to the wake. We show a typical spectrum in a case where the system is stable in Fig. 2 . The system parameters are g 0 = 0.25, l = 0.09, ωg = √ 10, ω 0 = 0, P sat T R = 2, τ A = 18, w A = 1, and ρ = 0.005. As shown in Fig. 2(a) , the spectrum includes the soliton spectrum elements -the two branches of the continuous spectrum and four discrete eigenvalues on the real axis -and also two extra discrete eigenvalues that are complex conjugates and that correspond to the wake modes. When the small-signal gain increases or the dispersion decreases, the eigenvalues corresponding to the wake modes move to the right of the imaginary axis, and the modelocked pulse becomes unstable via a Hopf bifurcation, as shown with the arrows in Fig. 2(b) .
Analyzing this system is no problem for our general formalism, which can in principle deal with any pulse shape and with any number of discrete modes. As we have shown, this formalism can even deal with edge bifurcations, in which new discrete eigenmodes bifurcate out of the continuum [62] . By contrast, analyzing this system with soliton perturbation theory is difficult and requires a substantial modification of the theory. At the same time, it does provide some analytical insights. In this section, we review the work of Kärtner et al. [41] In this section, like in the last section, we will set |β | = 1, γ = 1, and ω 0 = 0. We will also set t 0 = 0 and θ 0 = 0. These choices can be made with no real loss of generality. The starting point of Kärtner et al. [41] is the observation by Gordon [71] that there is a function that evolves linearly and that is associated with the continuous waves of the NLSE. Explicitly, we find that if we solve the following linear equation for v, given a continuum wave ∆u c ,
then v(t, T ) obeys the dispersive wave equation
where we recall that with our choice for t 0 and θ 0 , T = tanh(A 0 t), S = sech(A 0 t), and E = 1. If we perturb the equation for ∆u by adding gain and loss, then we will perturb the equation for v, but the equation for v does not contain the Kerr nonlinearity [71] . This perturbed equation will itself have a discrete and a continuous spectrum. The discrete spectrum corresponds to approach to our general formalism, and we compare our prediction to theirs for when the wake modes become unstable. Finally, we calculate the power spectral density of the sidebands. In this section, like in the last section, we will set |β ′′ | = 1, = 1, and ω 0 = 0. We will also set t 0 = 0 and θ 0 = 0. These choices can be made with no real loss of generality. The starting point of Kärtner et al. [41] is the observation by Gordon [71] that there is a function that evolves linearly and that is associated with the continuous waves of the NLSE. Explicitly, we find that if we solve the following linear equation for v, given a continuum wave ∆uc,
then v(t, T) obeys the dispersive wave equation
where we recall that with our choice for t 0 and θ 0 , T = tanh(A 0 t), S = sech(A 0 t), and E = 1. If we perturb the equation for ∆u by adding gain and loss, then we will perturb the equation for v, but the equation for v does not contain the Kerr nonlinearity [71] . This perturbed equation will itself have a discrete and a continuous spectrum. The discrete spectrum corresponds to the wake modes, and when the wake modes in the spectrum of the equation for v become unstable, then the corresponding wake modes in the equation for ∆u become unstable. This somewhat roundabout procedure, where we first divide the perturbed spectrum into four discrete modes and a continuum and then divide that continuum into two discrete modes and a different continuum is not conceptually simple or generalizable, but it does yield an analytical prediction for when instability will occur in this particular case. Now we apply our method. The first step is to obtain an equation for v from the equation for ∆u. We have set ω o = 0 in Eq. (11) to be consistent with setting ω 0 = 0, and we find
The quantities L 0,11 and L 0,12 are the operators for the linearized NLSE that we defined in Eq. (47) . Setting ω 0 = 0, we obtain
We note that L 1,12 , like L 0,12 , is proportional to u 0 , so that ∆u and ∆ū will be uncoupled away from the modelocked pulse. Kärtner et al. completely neglect this coupling, which seems reasonable for perturbations due to the wake modes since they exist largely at fast times for which u 0 ≃ 0. With this approximation, we obtain
Writing
and Mv = ∆u, where from Eq. (69), M is the 2 × 2 timedependent operator whose elements are given by 
In fact, the operators L 1 and M −1 do not commute, but
Kärtner et al. argue by analogy to work on actively modelocked lasers that the additional contributions from the commutator are negligible [72] . Within these approximations, v is decoupled from v * , and we obtain a linear equa-
This equation is the usual linear Schrödinger equation, with the difference that L K,11 is not anti-Hermitian, and the eigenvalues will have real as well as imaginary components. The sign of the real part of the discrete eigenvalue of the ground state λ K determines the stability of the wake modes. Explicit expressions for the wake modes may in principle be obtained by solving Eq. (78) [41] considered two different approximations to n(|u 0 |) in order to obtain an analytical solution for this equation. In the simplest of these approximations, which is a V-shaped response, they set
where t A is the response time of the SESAM. Setting ∂v K /∂T = λ K v K in Eq. (78), we find the solution
where C is an arbitrary constant, Ai(·) is the Airy function [73] , r where t A is the response time of the SESAM. Setting (78), we find the solution
where C is an arbitrary constant, Ai is the Airy function [73] , r
0 /2 . We note that g/4ω 2 g 1 is required for the perturbation expansion to be valid. We have the boundary condition v K (0) = Ai(rt off ) = 0, so that rt off = exp(−iπ/6)(ρ/t A ) −2/3 λ K − (1/2)(g − l) + iA 2 0 /2 = −2.84. The real part of λ K is given by
which is essentially the result of Kärtner et al. [41] . We note the additional offset of −iA 2 0 /2 in the imaginary part of λ K . This offset appears because we started with a stationary equilibrium solution and corresponds to the frequency difference between the modelocked pulse and the dispersive waves. This same offset is actually present in the theory of Kärtner et al., but it is carried by the modelocked pulse. That is inconvenient if one wishes to go beyond determining the stability of the wake modes and calculate their profile and their power spectral density in the presence of noise because in that case one must include both the wake mode with eigenvalue λ w+ and the wake mode with eigenvalue λ w− = λ * w+ . We can now compare the results of our general formula, given in Eq. (34) to the Kärtner et al. results. We use the same set of parameters as in Fig. 2 , and we use the computational method that is described in [62] to calculate the wake mode e w+ . In Fig. 3 , we show the real and imaginary parts of both e w+ andē w+ . We observe is required for the perturbation expansion to be valid. We have the boundary condition v K (0) = Ai(rt o ) = 0, so that
which is essentially the result of Kärtner et al. [41] . We note the additional offset of −iA 2 0 /2 in the imaginary part of λ K . This offset appears because we started with a stationary equilibrium solution and corresponds to the frequency difference between the modelocked pulse and the dispersive waves. This same offset is actually present in the theory of Kärtner et al., but it is carried by the modelocked pulse. That is inconvenient if one wishes to go beyond determining the stability of the wake modes and calculate their profile and their power spectral density in the presence of noise because in that case one must include both the wake mode with eigenvalue λw+ and the wake mode with eigenvalue λw− = λ * w+ . We can now compare the results of our general formula, given in Eq. (34) to the Kärtner et al. results. We use the same set of parameters as in Fig. 2 , and we use the computational method that is described in [62] to calculate the wake mode ew+. In Fig. 3 , we show the real and imaginary parts of both ew+ andēw+. We observe that ew+ = 0 away from the modelocked pulse, which is consistent with Eq. (72) . By contrast both the real and imaginary parts ofēw+ extend far beyond the gain window that is opened up by the slow saturable absorber, and we only show the central portion of their profile. In Fig. 4 , by assuming t A = τ A , we compare, as τ A varies, the real parts of the eigenvalue of the wake mode that are derived using two different approaches. We obtained Re (λw+) computationally using Eq. (13), which is the analytical solution of 
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that e w+ = 0 away from the modelocked pulse, which is consistent with Eq. (72) . By contrast both the real and imaginary parts ofē w+ extend far beyond the gain window that is opened up by the slow saturable absorber, and we only show the central portion of their profile. In Fig. 4 , by assuming t A = τ A , we compare, as τ A varies, the real parts of the eigenvalue of the wake mode that are derived using two different approaches. We obtained Re (λ w+ ) computationally using Eq. (13), which is the analytical solution of Eq. 4, while Re (λ K ) is calculated using Eq. (81), in which Eq. (79) is used to approximate Eq. (13) . As the response time of the absorber decreases from τ A = 54 to τ A = 15, both Re (λ w+ ) and Re (λ K ) decrease, which indicates that the modelocked system becomes more stable. We recall that wake modes become unstable due to the nonlinear growth of the modes in the gain window that opens up in the wake of the pulse [41, 67] . The duration of the gain window decreases as τ A decreases, which in turn will help stabilize the modelocked pulse, which agrees qualitatively with the result in Fig. 4 . Meanwhile, in the approximation of Eq. (79), the duration of the time window is smaller than the analytical response in Eq. (13) [41] .
Hence we see that Re (λ K ) < Re (λ w+ ) for all the cases that we consider. The modelocked system becomes unstable at τ A ≈ 23.7 according to our calculation, while using Kärtner et al.'s approximation predicts the system becomes unstable when τ A ≈ 41, which underestimates the destablizing effect of the wake modes. Using Eq. (34), we show in Fig. 5 the calculated twosided power spectral density S w (f ) using the same set of parameters as in Fig. 2 . We recall that f is normalized by T −1 R and the power is normalized with respect to γ, where γ is the nonlinear phase change per unit power Figure 4 : The variation of the real part of the eigenvalue corresponding to the wake modes, where Re (λw+) is derived using the computational method that is described in [62] , and λ K is calculated using Eq. (81).
Eq. 4, while Re (λ K ) is calculated using Eq. (81), in which Eq. (79) is used to approximate Eq. (13) . As the response time of the absorber decreases from τ A = 54 to τ A = 15, both Re (λw+) and Re (λ K ) decrease, which indicates that the modelocked system becomes more stable. We recall that wake modes become unstable due to the nonlinear growth of the modes in the gain window that opens up in the wake of the pulse [41, 67] . The duration of the gain window decreases as τ A decreases, which in turn will help stabilize the modelocked pulse, which agrees qualitatively with the result in Fig. 4 . Meanwhile, in the approximation of Eq. (79), the duration of the time window is smaller than the analytical response in Eq. (13) [41] . Hence we see that Re (λ K ) < Re (λw+) for all the cases that we consider. The modelocked system becomes unstable at τ A ≈ 23.7 according to our calculation, while using Kärtner et al.'s approximation predicts the system becomes unstable when τ A ≈ 41, which underestimates the destablizing effect of the wake modes.
Using Eq. (34), we show in Fig. 5 the calculated twosided power spectral density Sw(f ) using the same set of parameters as in Fig. 2 . We recall that f is normalized by T −1 R and the power is normalized with respect to , where is the nonlinear phase change per unit power per roundtrip. We find that there exists a peak near the minimum frequency offset of the continuous spectrum which equals A 2 0 /(4π). This peak corresponds to a modulation of the modelocked pulse, which will be visible in experiments as sidebands on the comb teeth of the power spectral density. per roundtrip. We find that there exists a peak near the minimum frequency offset of the continuous spectrum which equals A 2 0 /(4π). This peak corresponds to a modulation of the modelocked pulse, which will be visible in experiments as sidebands on the comb teeth of the power spectral density.
Discussion and Conclusions
We stated at the outset that our goal is to take full advantage of 150 years of mathematical developments in dynamical systems theory and spectral methods as well as 50 years of advances in computational methods to develop algorithms that can efficiently determine the stable operating regimes of passively modelocked lasers. We believe that the algorithms that we have developed fully meet this goal for averaged models, although considerable more work could be done to optimize these algorithms. We previously showed that we could map the stability boundaries in a two-dimensional parameter space, and we show here that we can calculate the impact of noise on both the timing jitter and the power spectral density without carrying out Monte Carlo simulations.
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We stated at the outset that our goal is to take full advantage of 150 years of mathematical developments in dynamical systems theory and spectral methods as well as 50 years of advances in computational methods to develop algorithms that can efficiently determine the stable operating regimes of passively modelocked lasers. We believe that the algorithms that we have developed fully meet this goal for averaged models, although considerable more work could be done to optimize these algorithms. We previously showed that we could map the stability boundaries in a two-dimensional parameter space, and we show here that we can calculate the impact of noise on both the timing jitter and the power spectral density without carrying out Monte Carlo simulations. The model that we use in this article is an extension of the Haus modelocking equation. Additional components are usually included in more realistic and specialized models of modern-day passively modelocked laser systems. In some solid-state lasers, the gain recovery time is short enough to lead to relaxation oscillations. In this case, the partial differential equations that describe the evolution of the light envelope in the cavity must be supplemented by ordinary differential equations that describe the evolution of the gain [74] . Similarly, in order to further stabilize the laser against phase noise, modern day comb lasers include electronic feedback systems that remove the phase and time invariance, which once again lead to equations in which ordinary differential equations are coupled to the partial differential equations that describe the evolution of the light envelope [75] . In both cases, new degrees-offreedom are introduced that lead to new discrete modes, but the basic algorithms do not have to be changed.
At this point, we can think seriously about how to extend this approach to full models. In this case, the equilibrium solution will not be stationary as it passes through the laser in one round trip; it will only be periodically stationary. If we represent the elements of the laser -the fibers, couplers, amplifiers, saturable absorbers, and so on -as operators on a pulse in the laser, then at any particular point in the laser, we write that u(t, T + 1) = Mn M n−1 · · · M 1 u(t, T) ≡ Mu(t, T),
where M 1 , M 2 ,. . ., M 1 are the mathematical operators that represent the devices in the laser, and M represents the combined action of all these operators. In our case, we would search for a periodically-stationary solution that satisfies the relation u 0 (t, T + 1) = Mu 0 (t, T) = u 0 (t, T).
In a regime where the pulse is highly stable, we can use an evolutionary code to find a stable solution. From there, we can vary the model parameters slowly and solve a rootfinding problem that is the same as the root-finding problem in the averaged models, with the important difference that every iteration requires an integration over one round trip of the laser. Nijhof et al. [76] for example have discussed how to efficiently carry out this task. When an equilibrium is found, we can investigate the stability of the system by perturbing the system using a complete set of modes, integrating over one round trip, and creating a transformation matrix. Holzlöhner et al. [77] and Deconninck and Kutz [78] have discussed algorithms for carrying out this task. The eigenmodes of this transformation matrix are the periodically-stationary eigenmodes (BlochFloquet-Hill modes), and their eigenvalues determine the stability. Without in any way minimizing the difficulties that are likely to be encountered in implementing these algorithms, the potential rewards are substantial -not only to provide insight to the intrinsic stability and noise level involved in nano-scale saturable absorbers and modelocked laser devices, but also in general to developing further generations of modelocked lasers. Historically, the modelocked laser community has been better at analysis than at synthesis. We understand the behavior of our existing lasers, and we can even perform some optimization tasks. However, we lack computational tools that can be reliably used to design lasers in new operating regimes. Our goal is to change that.
