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Abstract: 
This paper is devoted to the theory of quantum electromagnetic field in an optically dense medium. 
Self-consistent equations describing interaction between a quantum field and a quantum dielectric 
medium are obtained from the first principles, i.e., outside a phenomenological description. Using 
these equations, we found a transformation (of the Bogoliubov transformation type) that converts 
the operators of the “vacuum” field into operators of collective perturbations of the field and an en-
semble of atoms, that is, photons in the medium. Transformation parameter is the refractive index 
of the wave mode considered. It is shown that besides the energy of the collective electromagnetic 
field, the energy of photons in the medium includes the energy of the internal degrees of freedom 
of the substance and the energy of near-field dipole interaction between atoms in the polarized me-
dium. The concept of negative energy photons is introduced on the basis of self-consistent equa-
tions. 
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I. INTRODUCTION 
 
Quantum theory of light in the medium is one of the most important areas of applied physics [1-9]. 
Currently, research in this field is largely associated with the use of the properties of the wave func-
tions of "multiparticle" systems for the implementation of some algorithms for computing, secure 
communication channels, and precision measurements [9-14]. 
     Quantum description of the electromagnetic field in the medium is usually based on the applica-
tion of a standard quantization procedure to the phenomenological equations of classical electrody-
namics of a continuous medium [2, 15-21]. The theory is phenomenological in that specified dielec-
tric permittivity and/or magnetic permeability are assigned to the medium [22,23]. This procedure is 
obviously not always adequate for the problem of self-consistent description of the field and the 
medium. Self-consistent analysis of interaction between the quantum field and the medium is usual-
ly performed within the framework of the perturbation method, which assumes that the wave num-
ber of the radiation differs little from the “vacuum” value c  (here, c is the speed of light in va-
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cuum). For example, for the medium with polarizability   and refractive index 
   4122  nck  the result obtained within this approach corresponds to the approximation 
of small optical density, 1 2n   . Despite the obvious constraints, this approach can be very ef-
fective. The point is that the approximation of small optical depth, i.e., the assumption that 
1 1n   in a fairly narrow frequency band, does not contradict, in principle, the condition of 
strong frequency dispersion, 1n . As an example, we mention the effect of electromagneti-
cally induced transparency (EIT) [24-27]: which suggests that within the “transparency window” 
there is a frequency range in which a small group velocity is combined with an almost “vacuum" 
phase velocity. However, in general (including some of the EIT modes, see [26, 27]), the constraint  
1 1n   is awkward. To our knowledge, the analysis which is free of both the constraints of the 
phenomenological approach and the small optical density approximation, was carried out only in 
terms of a two-level model [5, 28-30]. 
     This paper is devoted to the development of the theory of quantum field in a medium with an 
arbitrary optical density and an arbitrary energy-level structure. Selecting as the initial model an 
ensemble of atoms interacting through a collective field, we came to fairly universal operator equa-
tions of quantum electrodynamics of a dielectric medium without spatial dispersion. Using these 
equations, it was found that the exact dispersion relation  k 
 
for photons in the medium cor-
responds to the quanta of collective excitations of the field and the medium, and the energy  k  
of a quantum includes the energy of the macroscopic field, the energy of the internal degrees of 
freedom, and the energy of the near-field dipole interaction in the polarized medium. It is shown 
that the operators of creation and annihilation the photon in the medium are related with the “va-
cuum” operators by the Bogoliubov transformation [31, 32] with the refractive index of the me-
dium as the transformation parameter. The concept of negative energy quanta of the wave distur-
bances was also introduced on the basis of the analysis of self-consistent operator equations for the 
field in the medium. 
The paper is organized as follows. In Sections II and III we formulate the operator equations, 
that describe the interaction between quantum field and multi-level medium, taking into account the 
local-field effect that is typical of the optically dense media [5,6,22,33]. In Section IV we define the 
linear response of the medium to the quantized field. In Section V we pass to self-consistent quan-
tum equations for the field and a continuous transparent medium in the secondary quantization re-
presentation. In Sections VI and VII we study the properties of the quanta of collective excitations 
of the field and the medium, in particular, their representation by the Bogoliubov transformation of 
the “vacuum” photon operators. Sections VIII and IX are devoted to the concept of negative energy 
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photons and generalization of obtained relations to the case of media driven by the classical pump. 
In Appendix A we came to fairly universal operator equations of quantum electrodynamics of a di-
electric medium without spatial dispersion, selecting as the initial model an ensemble of atoms inte-
racting through a collective field; Appendix B is devoted to the specificity of initial conditions for-
mulation for the operators describing quantum medium.  
 
II. GENERAL EQUATIONS FOR QUANTUM FIELD IN A TRANSPARENT CONTINOUS 
MEDIUM. 
Let the considered medium be characterized by the energy spectrum nW  and the set of matrix 
elements mnf  for any physical quantity f  of interest to us. The subscripts n, m are supposed to be 
discrete although this is not essential. For a continuous medium without spatial dispersion, one 
could directly introduce the statistical matrix  tmn ,r  that characterizes the internal degrees of 
freedom and depends on the coordinate r  of the point in space as on the parameter. Then the spa-
tial-temporal dependence of the averaged value  ,tf r  is defined by relation 
    mn mnnm ,tf,tf , rr   [34-36]. Considering the interaction of medium with quantum field it is 
convenient to introduce the Heisenberg operator for the distributed quantity  ,tf rˆ  that is defined 
via corresponding Heisenberg density operator:     mn mnnm ,tf,tf , ˆ
ˆ rr  . The following commuta-
tion relation is fulfilled for the operator  ,tmn rˆ  [37]: 
          ,t,t,t,t qnmpmpqnmnqp rrrrrr  ˆˆ]ˆ,ˆ[  .                                   (1) 
The operators  ,tf rˆ  and  ,tmn rˆ  are determined as corresponding operators for separate atoms (or 
the other elementary medium “cells”) averaged over physically small volume; the consistent aver-
aging procedure is presented in Appendix A (see also [25,26,37]).
 
Further we use the relations which are quite clear from the physical point of view, their 
proof is given in Appendix A:  
 









V
rdwH 32
22
ˆˆ
28
ˆˆ
ˆ P
BE 

                                               (2a) 
It is the quantum operator of the energy of the system that includes field and medium, V is the quan-
tization volume, )(ˆ ,trE  and )(ˆ ,trB  are the operators of electric and magnetic field; 
   ,tW,tw
n
nnn rr  ˆˆ                                                                  (2b) 
is the operator of the internal energy of the medium; 
   
mn
mnnm ,t,t
,
ˆˆ rdrP                                                                 (2с) 
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is the operator of polarization of the unit volume. The presence of a term proportional to the para-
meter   in Eq. (2a) is related to allowance of the energy of the near dipole interaction in the pola-
rized medium (the most widespread Lorenz-Lorentz model corresponds to the value 34  ) 
[5,6,22,33,38]. 
As usual, the operator of vector potential Aˆ  can be taken as the operator of canonical coor-
dinate of the field, having in mind the Coulomb gauge 0ˆ A . In frame of electric-dipole field-
medium interaction the operator of momentum Fˆ  canonically conjugated to the chosen coordinate 
is proportional to the operator of electric displacement Dˆ : 
c4
ˆ
ˆ DF  ,                                                                             (3a) 
PED ˆ4ˆˆ  .                                                                        (3b) 
The proof of relation (3a) is given in Appenvix A (see also [2,5,15]). After transformation to the 
canonical variables the Hamiltonian (2a) takes the form: 
 
 

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
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




V
rdwH 32
2
2
ˆ
2
2ˆˆˆ
8
ˆˆ
ˆ PPD
AD 


;                                     (4) 
 Operators of the canonically conjugate variables Fˆ  and Aˆ  will be specified by a standard 
commutation relation for the canonically conjugate “momentum – coordinate” pair [1,4,5]: 
     rrrr   i,tA,,tF ]ˆˆ[ ,                                                (5a) 
where zyx ,,,   are the indices of the Cartesian coordinates of the vectors. Since the commuta-
tion relations for the Heisenberg operators are preserved and equal to the corresponding relations 
for the Schrodinger operators [4,39], the field and medium operators commute with each other:  
        0]ˆˆ[]ˆˆ[  ,t,,tA,t,,tF nmmn rrrr   .                                        (5b) 
 Taking into account the following identity, derived in Appendix A: 
    











  APDAPD ˆ,ˆˆˆ,ˆˆ
33
VV
rdrd ,                                                 (5с) 
it can be verified that Hamiltonian (4) corresponds to the result given in [5,28,29] for the particular 
case of a two-level system. In (5c) the representation of the polarization vector as the sum of the 
vortex and potential components is used: ||
ˆˆˆ PPP   , where 0
ˆˆ
||  PP . 
 We use the Heisenberg equations for the operators of momentum and coordinate of the field. 
Thus, from the equation 
]ˆ,ˆ[ˆ FF H
i


 , 
 5 
using expressions (4) and (5a), we obtain 
AD ˆˆ  c

. 
(from this equality we find, in particular, the condition 0ˆ D  which is required to prove identity 
(5c)). From the equation 
]ˆ,ˆ[ˆ AA H
i


  
in view of relation (5c) we have 
  PDA ˆ4ˆˆ c . 
Taking into account the Coulomb calibration, we arrive at an operator analogue of wave equation: 
0ˆˆ 2  AD

c .                                                              (6a) 
For the electric field we obtain the following identities: 
   ˆ
ˆ
ˆ4
ˆ
ˆ4ˆˆ || 
сс
A
P
A
PDE

;                                              (6b) 
the latter relation corresponds to the operator counterpart of the Poisson equation: 
||
ˆ4ˆ P  .                                                                      (6c) 
Equations (6a), (6b), and (6c) conform to the general rule of identity of classical evolution equation 
and the Heisenberg equations for the operators. 
 The Heisenberg equation for the density operator of a distributed system 
]ˆ,ˆ[ˆ mnmn H
i


   
with allowance for Eqs. (4), (2b,с), and (1) leads to the evolution equation: 
  

  nmnmmn hh
i ˆˆˆˆˆ

 ,                                                        (7a) 
where 
      m
a
mmm tWth drEr ,
ˆ,ˆ  ,                                                     (7b) 
 PDPEE ˆ4ˆˆˆˆ  a ,                                                      (7c) 
 ta ,ˆ rE  is the local-field operator [5,6,22,33]. 
 Dynamic operator equations (6a), (6b), (6c) and (7a), (7b), (7c) with connection (2c) de-
scribe the Hamiltonian system “quantum field + dielectric quantum medium”. Sometimes it is 
needed to generalize the obtained equations to the case of open systems, which are characterized by 
dissipative effects. This can be done by adding in an additive way the relaxation and Langevin noise 
operators to the dynamics equation (7a) of an atomic system (see, e.g., [16,24-26,37,40,41,43]): 
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  mnmnnmnmmn LRhh
i ˆˆˆˆˆˆˆ  

  
 .                                            (7d) 
Here,
mnRˆ  is the relaxation operator, mnLˆ  is the Langevin noise operator describing fluctuations in 
the atomic system. Among the next possible generalizations of Eqs. (7a) and (7d), we mention al-
lowance for the distribution of atoms over orientations of their symmetry axes, transition from a 
discrete set of numbers n to a continuous spectrum, and rejection of the electric dipole approxima-
tion. In general, however, Eqs. (6a), (6b), (6c), (7a), (7b), (7c) and (2c) make up a fairly universal 
model, which permits one to discuss a number of fundamental aspects of quantum electrodynamics 
of a continuous medium.  
 
III. THE INITIAL CONDITIONS FOR THE OPERATOR EQUATIONS  
 
In frame of Heisenberg description the operators act on the fixed state vector   and each Heisen-
berg operator is the function of time and initial conditions. The corresponding initial values are the 
Schrödinger (constant) operators of the system variables. It is convenient to assume that the state 
vector for the “atom+medium” system is defined by simple relation 
AF  , where F  
is field state and 
A  is the medium sate which are independent (all possible complications can be 
taken into account by the corresponding recalculation of initial values for operators, see Appendix 
B for details). For the considered system (6a), (6b), (6c) and (7a), (7b), (7c) with connection (2c) in-
teraction between the field and the medium leads naturally to the entanglement of these subsystems. 
The dynamics of such entanglement under Heisenberg approach appears as the time-dependent 
functional dependence between operators corresponding to different subsystems. 
 For different specific problems it is useful to reduce the complete system to one of subsys-
tems. It is realized by the averaging over variables of the other subsystem. In the problems of quan-
tum optics, it is accepted to use field operators,
1
 averaged over the initial state of the medium. In 
such approach it is convenient to specify the initial density operator rˆmn
0
r( ) not directly, but via 
mean values at the initial time that are necessary for the problem. For example, 
   rr mAmmA N
0ˆ  is the initial spatial distribution of populations,    rr mnAnmA   
0ˆ  
is the initial spatial distribution of quantum coherences,     ApqmnA  rr
00 ˆˆ  is the initial value of 
the correlator, etc. (Here    rr ,tmnmn 0ˆˆ
0   ).  
 
IV. LINEAR SOLUTION OF THE MEDIUM DYNAMICS EQUATIONS  
                                                 
1
 In [5], the opposite case, i.e., the transition to operators acting only on the state of the medium, is also considered.  
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Consider a linear response of the medium to the action of the quantum field. From Eqs. (7a), (7b), 
(7с), and (2c) within the framework of the linear approximation over the field Eˆ  we obtain 
   





















nm
mnnm
a
a
nm
n
ti
m
ti
nmmnmmnnmnmnmn
,
i
i mn
,
,
0000
ˆˆˆˆˆ
ˆeˆeˆˆˆˆˆ









dPPEE
Eddd


,   (8) 
where   nmmn WW  . Assume that at the initial time the quantum coherence is absent. Next we 
consider forced oscillations of the medium in a monochromatic quantum field: 
  ..eˆˆ CHti    rEE  In the range of applicability of linear approximation over field Eˆ  it is con-
venient to make averaging over medium variables in equations for operators directly. Taking into 
account Eq. (B3) the diagonal elements of density operators mmˆ  will be substituted by constant 
populations (c-numbers) mN , and the equations for off-diagonal elements nmˆ  will depend on field 
operators and populations.
2
. As a result, from expressions (8) we obtain 
          
     














nm
mnnm
ti
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mn
mn
mn
mn
CH
NN
,
;
,
;
ˆˆ.,.eˆˆ
ˆˆ1ˆ
rdrPrPP
rPrEd
rr
r









.                                        (9a) 
Here and after we have in mind AAAA,  EPEP
ˆ,ˆˆˆ .  
 From Eqs.(9a) we obtain the following connection relations: 
   
      







rrr
rErP
aa
ti CH







1
1
..eˆˆ
.                                                        (9b) 
Here,  ra

 is the tensor which we determine by its action on a certain vector V : 
       VddrrVr mnnm
nm mn
mna NN



,
1

 

,                                              (9c) 
and 1

 is the unit diagonal tensor. The tensor  r

 characterizes the polarizability of the medium 
in a monochromatic field. 
Relaxation processes can be taken into account by replacing Eq.(7а) by Eq.(7d). Allowing 
for the property 0ˆ  AmnA L  of the Langevin operator [40], for the simplest relaxation operator 
with
mnmnnmR  ˆ
ˆ   we arrive at an expression differing from Eq.(9c) only by the replacement 
                                                 
2
 In [37,42] such approach was used in the system with classical drive field.  
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mnmnmn i  . The question about correctness of different forms of presentation of the relaxa-
tion operator was explored in [41,43,44-47]. 
 Exactly as in classical electrodynamics of continuous media (see, e.g., [2, 19, 23]), one can 
pass from the above relation between the monochromatic components of the field Eˆ  and the pola-
rization Pˆ  to the more general relations 
       


0
,ˆ,,ˆˆ,ˆ  dttt rErrErP

,                                       (10a) 
where  
   rr 
 



0
e, di ;                                                        (10b) 
i.e., the tensor  r

 defined by expressions (9b) and (9c) is a spectral image of the tensor integral 
operator
3
 

ˆ  specified by the kernel   ,r

. 
     We now apply the averaging procedure over the initial state 
A of the atomic system to opera-
tor equations (6a) and (6b) for the field and then make use of relations (10a) and (10b). As a result, 
we obtain  
        








0
2
,ˆ,,ˆˆ,ˆ
0ˆˆ
 dttt
c
rErrErD
ED


,                              (10c) 
where 

ˆ  is the tensor operator of dielectric permittivity; 
     rrr 
 

41e,
0


di .                                       (10d) 
 Equations (10c) and (10d), which describe the field in the medium, coincide in form with 
the equations of the phenomenological theory of quantum field in a transparent medium [2,16-20]. 
However, under the approach we used here, the constitutive equations combined with the field equ-
ations follow from a closed quantum model, while the phenomenological theory defines the consti-
tutive equations a priori. 
 
V. REPRESENTING THE EQUATIONS FOR THE FIELD IN THE MEDIUM BY THE PHO-
TON CREATION AND ANNIHILATION OPERATORS 
 
                                                 
3
To avoid a misunderstanding, we emphasize that the appearance of the operator 

ˆ  is due to the specific formation of 
the electrodynamic response in a frequency-dispersive medium, rather than due to the quantum consideration [2,19,23]. 
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We represent the Hamiltonian of the quantum field in the medium using the standard creation and 
annihilation operators of the Fock states [1,2,4,5,7,48]. Considering, as usual, periodic boundary 
conditions at the border of the quantization volume V , we obtain the following expressions for the 
operators of the field coordinate Aˆ  and its canonical momentum c4ˆˆ DF  : 
  


,
ii bb
k
k
kr
kk
kr
k AAA
†
;
0
;;
0
;
ˆeˆeˆ ,                                             (11a) 
  


 ,
ii bb
cc k
k
kr
kk
kr
k DD
D
F
†
;
0
;;
0
;
ˆeˆe
4
1
4
ˆ
ˆ .                       (11b) 
Here, 0
;kA  and 
0
;kD  are the normalization vector amplitudes, k  are the wave vectors determined 
by the boundary conditions, and the subscript   marks the polarization of the vector potential, so 
that
4
 
  

 
0
;
0
; kk AA , kA k 
0
; , 

 
0
;
0
; kk AA  .                                                (11c) 
The creation and annihilation operators of the corresponding Fock states 
k;
ˆ
b  and 
†
;
ˆ
kb  satisfy the 
commutation relations for bosons: 
    kkkkkkkkk ]
ˆ,ˆ[,0]ˆ,ˆ[]ˆ,ˆ[ † ;;
†
;
†
;;; bbbbbb .                               (11d) 
 Relation between the normalization quantities k , 
0
;kA , and 
0
;kD  is determined, firstly, by 
commutation relation (5a), whence we obtain 
 





V
ci
k
kk AD
20
;
0
; .                                                              (12a) 
Secondly, in the limiting case of vacuum ( 0ˆ P ) the Heisenberg equations of motion for the opera-
tors 
k;
ˆ
b  and 
†
;
ˆ
kb  should correspond to the dispersion relation
222 kc . As a result, we obtain 
V
c
k
k
kk
k
AD




420
;
2
2
0
; .                                                    (12b) 
Besides, from the condition 0ˆ D  and relations (12a) it also follows that 
kD k 
0
; , 

 
0
;
0
; kk DD  .                                                         (12с) 
     Using the above expansions of the operators over spatial harmonics, we transform Hamiltonian 
(4) to the following form: 
                                                 
4
 Complex vectors 
0
;kA  correspond to the elliptically polarized waves.  For example, for the circularly polarized waves 
we have    210;  kkIIA k i , where I is a real unit vector that is orthogonal to the wave vector k . 
Hence, obviously, we obtain

 
0
;
0
; kk AA  . 
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int
†
0;
;
†
; ˆˆˆ
2
2ˆ
2
1ˆˆˆ HVWV
bb
cH
p
ppp
,

















 
k
kk
k k
kk
PPk



 ,               (13a) 
where  

k
kr
kPP
ieˆˆ , 

V
i rd
V
3eˆ
1 kr
k PP , 
†ˆˆ
kk PP -                                              (13b) 
are the spatial Fourier harmonics of the polarization operator and 
  


,
bbVH
k
kkkkkk PDPD
ˆˆˆˆˆ 0
;
†
;
†0
;;int
                                                    (13c) 
is the operator of interaction between the “transverse” field and the medium. 
The harmonics of the polarization operator are expressed through the harmonics of the den-
sity operator: 
kk dP ;
,
ˆˆ
mn
nm
nm , 

V
i
mnmn rd
V
3
; eˆ
1
ˆ kr
k  , 

k
kr
k
i
mnmn eˆˆ ;  ,
†
;;
ˆˆ
kk nm-mn   ; 
the operator 0;ˆ pp  in Eq. (13a) denotes 0;ˆ kpp , i.e.,     V p pppp ppp rdWWV
3
0;
ˆˆ r . 
 Making use of the Heisenberg equations for the field operators 
]ˆ,ˆ[ˆ ;; kk  bH
i
b


 , ]ˆ,ˆ[ˆ †;
†
; kk  bH
i
b


 , 
we find 
†0
;
†
;
†
;
0
;;;
ˆˆˆ,ˆˆˆ kk
k
kkkk
k
kk PDkPDk  


 


 
V
ibicb
V
ibicb .                  (14a) 
 Commutation relation for the harmonics of the density operator follows from Eq.(1): 
 
kkkkkk   ;;;; ˆˆ
1
]ˆ,ˆ[ qnmpqnmpmnqp
V
 ;                                         (14с) 
it can be verified that the Heisenberg equations 
]ˆ,ˆ[ˆ ;; kk mnmn H
i


   
lead to the Fourier images for relations (7a), (7b), and (7c). 
 
VI. CONNECTION BETWEEN A VACUUM PHOTON AND A PHOTON IN THE MEDIUM. 
BOGOLIUBOV TRANSFORMATION 
 
The secondary quantization procedure applied to the phenomenological equations of the field in the 
medium [2,19] leads to the standard Heisenberg equations for the photon creation and annihilation 
operators [1,2,4,5,7,48], whose energy and momentum are related by a classical dispersion equation 
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for the field in the medium. We will show that beyond the phenomenological theory the corres-
ponding operators of creation and annihilation of “photons in the medium” result from the linear 
transformation (Bogoliubov transformation), which were applied to the “vacuum” photon creation 
and annihilation operators introduced in Section V. The parameter of this transformation is the re-
fractive index of the wave considered, 2222
;  kcn k . 
Appropriate relations can be obtained most easily for the transversely polarized wave, whose de-
scription requires the use of the vector potential alone. The wave can be transverse (i.e., kE 
ˆ ) if 
its wave vector k  is orthogonal to one of the eigenvectors u  of the tensor 
a


 introduced above: 
  uu
aa
;

, 
where a  ;  is the corresponding eigenvalue. Assuming
5
 that  uA k 
0
;
, the tensors   ,r

 and 
 r

 used in Eqs. (10a) and (10b) can be replaced by the scalars    and  , : 
   


0
,ˆˆˆˆ   dtrEEP ,                                                (15a) 
 
a
a
i d








;
;
,
0
1
e



 .                                              (15b) 
We then take into account that the transverse electric field satisfies the relation  AE
ˆˆ 1 c . Com-
paring the spectral expansion of the field operator   k k krEE , ; expˆˆ   i  with expressions (11a) 
and (11c) for the vector potential, we arrive at the relation 




  
†
;;
0
;
;
ˆˆˆ
kk
k
k
A
E 

 bb
c

.                                                             (16) 
Using Eqs.(14a) for the creation and annihilation operators 
k;
ˆ
b  and 
†
;
ˆ
kb , and allowing for expres-
sions (15a), (15b), (16), (12a), and (12c), we obtain the following system of equations: 




 



  
†
;;
†
;
†
;
†
;;;;
ˆˆˆ2ˆˆ,ˆˆˆ2ˆˆ kkkkkkkk kk   bbbicbbbbicb

.           (17a) 
It is seen that while in vacuum the operators 
k;
ˆ
b  and 
†
;
ˆ
kb  are linearly independent solutions of the 
Heisenberg equations (i.e., )exp(ˆ),exp(ˆ †;; ticbticb kk kk   ), in the medium the pairs k;
ˆ
b  
and †;
ˆ
kb  (and, of course, k;
ˆ
b  and 
†
;
ˆ
kb ) are coupled. To avoid a misunderstanding, we note that 
this relation does not indicate the scattering process, because without specifying the time depen-
                                                 
5
 Rigorously speaking, the direction of the vector u  can depend on the frequency . However, it does not matter 
since the final relations will be given for monochromatic fields.    
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dence of the operators
k;
ˆ
b , it is impossible to associate them with the waves propagating in definite 
directions! 
For the harmonic processes (  ti exp ), Eqs.(17a) imply an algebraic system given by 
 
 
0
ˆ
ˆ
22
22
†
;
;
,,
,,




















k
k
k
k






b
b
c
c
,                                   (17b) 
which generates the dispersion equation 
02;
222  k nkc ,                                                          (17c) 
where   ,
2
; 41kn , such that we always have      ,,   for the transparent medium 
[23].  
We emphasize that dispersion equation (17c) was obtained within the framework of a self-
consistent quantum approach, i.e., without using the phenomenological equations of electrodynam-
ics of a continuous medium. 
Dispersion equation (17c) corresponds to two solutions, k;2,1   , where 
2
;
22
; kk  nkc . The solution of Eq.(17a) can be represented in the following form: 





























ti
ti
ti
ti
c
s
Q
n
s
c
Q
n
b
b
k
k
k
k
k
kk
k
kk
k
k
;
;
;
;
eˆ
eˆ1
eˆ
eˆ1
ˆ
ˆ
;
;;
;
;;
†
;
;














,                                (18a) 
where  k;ˆc  and k;ˆs  are time-independent (Schrödinger) operators, and Q is the normalization coef-
ficient. After the Hermitian conjugation in Eqs.(18a) and the replacement kk  , we obtain 
†
;;
ˆˆ
kk   cs . Allowing for the latter relation and choosing the normalization constant k;2 nQ  , 
one can represent solution (18a) in a more compact form,  



























 k
k
k
k
k
k
;
†
;
†
;
;
†
;
;
ˆ
ˆ
sh
ˆ
ˆ
ch
ˆ
ˆ







q
q
q
q
b
b
,                                             (18b) 
where  4ln 2;k n , and the operators 
ti
cq kkk


 eˆˆ ;;  and 
ti
cq kkk

 eˆˆ
†
;
†
;   are described by stan-
dard equations for the Heisenberg creation and annihilation operators: 







†
;;
†
;;;;
†
;;
†
;;;;
ˆˆ,ˆˆ
ˆˆ,ˆˆ
kkkkkk
kkkkkk




qiqqiq
qiqqiq


.                                             (18c) 
Thus, dispersion equation (17c) corresponds to the operators related to the “vacuum” operators k;
ˆ
b  
and †;
ˆ
kb  by the Bogoliubov transformation [31, 32], which is inverse of (18b): 
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
























 
 k
k
k
k
k
k
;
†
;
†
;
;
†
;
;
ˆ
ˆ
sh
ˆ
ˆ
ch
ˆ
ˆ







b
b
b
b
q
q
.                                             (19a) 
Operators k;ˆq  and 
†
;
ˆ
kq  satisfy the same commutation relations as the operators k;
ˆ
b  and 
†
;
ˆ
kb of the 
“vacuum” field. In the limiting case of vacuum ( 12; kn ) we obtain kk ;;
ˆˆ
 bq  . It can easily be ve-
rified that relations (19a) are equivalent to the relation between complex amplitudes of the classical 
transverse electromagnetic waves at the medium/vacuum interface at normal incidence. 
Neglecting the relation between the vacuum operators 
k;
ˆ
b  and 
†
;
ˆ
kb , which appears in the 
case of the field in the medium, i.e., assuming in Eq.(14a) that 
†
;
0
;†
;;
0
;
;
ˆˆˆ,ˆˆˆ k
k
kk
k
k
A
P
A
P 



  b
c
b
c


 , instead of (17a) we would obtained the equations 
    0ˆˆˆ21,0ˆˆˆ21 †;
†
;;;  kkkk kk   bicbbicb

, 
from which the approximate dispersion relation   kc  ,21  follows. This is exactly the 
approximation of small optical density to which the widespread approach discussed in the Introduc-
tion (see, e.g., [24, 25]) corresponds. 
Using relations (16) and (18b), we arrive at the following representation of the operator of 
the transverse field in the medium: 
     
k
rk
kk
rk
kk
k
rk
kk
rk
kk
kk EEEEE
itiitiii ccqq ;; eˆeˆeˆeˆˆ † ;
0
;;
0
;
†
;
0
;;
0
;
 


 ,   (19b) 
where 0
;kE  is the normalized vector, kuE k  
0
;
. 
In the case of arbitrary orientation of the wave vector k , normal waves in the anisotropic 
medium are not transverse in general [23,49]. Electromagnetic field is specified by the relation 
which follows from Eqs. (6b), (11a), and (11с): 

k
kr
kEE
;
i
;

 e
ˆˆ ,   kkk
k
k P
A
E ;||
†
;;
0
; ˆ4ˆˆˆ 

 



  bb
c
;

, 
where kP k ;||
ˆ
 . The longitudinal component of the field should be proportional to the transverse 
one since the condition kE k ;
ˆˆ


 follows from Eqs. (11b), (12c), and (10c). Finally, we arrive at 
the following expression: 




  
†
;;
0
;
ˆˆˆ
kkkk EE  bbi;

,                                                     (20a) 
where the normalization vector 0;kE  (which we have to determine) is, in general, not orthogonal to 
the wave vector k . The orientation of the vector 
0
;kE  can most easily be found using Eqs. (10c) 
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and (10d). We will write these vector operator equations in the coordinate system whose axis Z is 
directed along the wave vector k . Assuming the harmonic temporal dependence of the operators 
 tibb   expˆ,ˆ
†
;; kk , we obtain 
  01 0;2;   kk E n

,                                                       (20b) 
where 1

is the diagonal tensor, in which the elements “xx” and “yy” are equal to 1, and the element 
“zz” is equal to zero. Relation (20b) determines both the orientation of the vectors 0
;kE  and the re-
fractive indices 2
;kn  of the normal waves. The latter are the roots of the biquadratic equation 
  01det 2;   k n

.                                                           (20c) 
Using Eqs. (14a) and (20b), after simple (but rather cumbersome) transformations we obtain 
an algebraic system of equations for the operators †
; ;
ˆ ˆ and b b  k k . The corresponding system exactly 
coincides with Eqs.(17b) after the replacement 
 ,2
2
12 ; kn
, 
where as the squared quadratic indices 2
;kn  of the normal waves, the solutions of Eq.(20с) should 
be used. It can easily be verified that relations (18b), (18c), (19a), and (19b) remain valid in this 
case, too, if one has in mind the refractive indices 2
;kn  and the vectors 
0
;kE  determined in the way 
mentioned above. As a result, the field operator is given by an expression that generalizes Eq. 
(19b): 
     
k
rk
kk
rk
kk
k
rk
kk
rk
kk
kk EEEEE
,
†
;
0
;;
0
;
,
†
;
0
;;
0
;
;; eˆeˆeˆeˆˆ







 itiitiii ccqq .   (21) 
If the tensor components 
    zxxz    and 
    zyyz    are equal to zero in the considered 
coordinate system (i.e., where the Z axis is directed along the vector vector k ), then we pass to the 
transverse waves considered above. However, in the indicated “degenerate” case, system (20b) 
splits into independent equations for the transverse and longitudinal (with respect to the wave vec-
tor k ) waves, which correspond to the equation
  0ˆ || kE
zz
 . The longitudinal waves are purely po-
tential: kkk kPE  ˆ
ˆ4ˆ |||| i . Potential waves satisfy the dispersion equation
   0k
zz
, which is 
similar to that for the Langmuir wave in a plasma. The secondary quantization procedure applied to 
the potential oscillations leads to a relation similar to (21). Thus, expression (21) can always be 
used by associating different values of the index   to all independent solutions of Eq.(20b). There 
are three such solutions in the case 
    0 xzxy   . We emphasize that while for the waves with a 
nonzero vortex field component the quantum creation and annihilation operators of the field in the 
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medium are obtained by applying the Bogoliubov transformation to the “vacuum” operators, the 
operators of purely potential waves and the vacuum operators in a homogeneous medium are not 
connected. 
It is interesting to follow the results of applying the approach used above to the fields ex-
panded over real orthogonal modes  rA  (in particular, for the fields in the resonant cavities). In 
this case, instead of Eq.(11a) we have        rAA
†ˆˆˆ bb . Let the mode with the spatial struc-
ture  rA  in vacuum correspond to the eigenfrequency 
0
 . Then, using the same algebra as in the 
case of expansion of the field over complex harmonics, we obtain 
   






††
†
ˆˆ,ˆˆ
~
ˆˆˆ




 qiqqiq
qq

rAA
, 
where   n
0 ,   41
2 n , and     is the polarizability of the medium;  rA
~
 
 are 
the renormalized modes amplitudes; the operators 
†ˆ ˆ and q q   are connected with the “vacuum” op-
erators †ˆ ˆ and b b   by the same Bogoliubov transform [31, 32] with the parameter 4ln
2
 n : 










shˆchˆˆ
shˆchˆˆ
††
†
bbq
bbq
. 
The latter relation was also obtained in [15] for particular case of a resonator with metal walls filled 
by homogeneous dielectric without frequency dispersion. It can easily be verified that in the case of 
expansion over harmonic functions   krkrrA sincos, , , from the latter relation one can obtain 
expressions (19a) and (19b). 
 
VII. PHOTON ENERGY IN THE MEDIUM 
 
The choice of the magnitudes of the normalization vectors 0
k;E  in Eq. (21) is not important when 
the linear problems with initial or boundary conditions are addressed. However, having in mind the 
problems of generation, detection, and nonlinear interaction of waves, it is convenient to determine 
the vectors 
0
kE ;  in such a way that energy variation of the “medium+field” system with the field 
“switching on” is described by the operator Hˆ  of standard form: 
   









 
,
;;;
,
;;;; qqqqqqH
k
kkk
k
kkkkk;
2
1
ˆˆˆˆˆˆ
2
1ˆ †††  .                            (22a) 
If so, the Heisenberg equation  
]ˆ,ˆ[ˆ kk ;; qH
i
q 

  , ]ˆ,ˆ[ˆ †† kk ;; qH
i
q 

                                                 (22b) 
will correspond to Eqs.(18c). 
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     Within the framework of phenomenological theory [2,19], appropriate normalization is chosen 
by using an expression determining the energy of the classical wave field of the form 
  ..exp ; cctii,  k kk; krEE     in the medium [2,19,23,49]. The transition to the quantum-
mechanical Hamiltonian is accomplished by replacing the classical quantity 
2
2 k;E  with the oper-
ator  ††202 ˆˆˆˆ2 kkkkk;k; EE ;;;; qqqq    (see [2,19,20]). We obtain the corresponding normaliza-
tion condition of the field without using a phenomenological approach. For this purpose, we use the 
expression for quantum energy operator (2a), from which we subtract the energy of the undisturbed 
medium: 
  









V m
mm
V
rdWNrdwH 332
22
ˆˆ
28
ˆˆ
ˆ rP
BE 

,                                  (22c) 
where the spatial distributions  rmN  correspond to the undisturbed medium. For the energy density 
operator wˆ  of the internal degrees of freedom we use a formula that follows from the equations of 
motion (7a), (7b), and (7c) and definitions (2b), (2c): 
 


8
ˆ
ˆˆ
4
1ˆ
2
ˆ
2
2 E
EDPr 



 

t
m
mm dτWNw

.                                          (23a) 
Then we allow for linear connection (10c, d) between the operators Dˆ  and Eˆ . Given that relations 
(10c, d) are identical to the corresponding classical expressions, one can make use of the technique 
described in [2,19,23]. As a result, we obtain 
     


















 







,
;;;;;;
V
t
qqqq
V
rddτ
;
k
kkkkkk EEED
k
††003 ˆˆˆˆ
2
ˆˆ


.                       (23b) 
The magnetic field operator is given by  
  ..eˆˆ 0; cHqn
,
i
; 



k
kr
kk;
k
Ek
k
B ; 
Using Eq.(20b), the expression for the operator V rd
32
Bˆ  can be transformed to the following form: 
   


 

,
;;;;;;
V
qqqqVrd
k
kkkkkk EEB
k
††0032 ˆˆˆˆ][ˆ
;

.                                (23c)
 
In view of expressions (22c), (23a), (23b), and (23с), we obtain
 
    






















 ,
;;;;;; qqqq
V
H
k
kkkkkk EE
k
††0
2
2
0 ˆˆˆˆ
4
ˆ
;

.                         (24a) 
If the condition    00220  kk EE ;;  

 is fulfilled, then the normalization condition leading to 
the standard form (22a) of the Hamiltonian follows from Eq.(24a): 
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 
V
;
;;
2
0
2
2
0 2
;
k
kk EE
k

























                                      (24b) 
(the case    00220  kk EE ;;  

 is considered below). Thus, Hamiltonian (22a) corresponds to 
the energy of collective excitation of the field and the medium, which includes the energy of the 
macroscopic electromagnetic field, the energy of the internal degrees of freedom, and the energy of 
the near-field dipole interaction in the polarized medium. In the limiting case of vacuum ( 1

 ) 
normalization (24b) has the standard form [1,4,48] 
V
c
V
;
;
k
E kk
  

2220  . 
 
VIII. THE NEGATIVE ENERGY WAVES 
 
The expression    0220 kk EE ;;   

 may be negative in some frequency range. It follows from 
expression (24a) that under the condition    00220  kk EE ;;  

 the wave mode excitation is 
accompanied by a decrease in the energy of the “wave + medium” system, and such waves are 
therefore potentially unstable during interaction with another subsystem.
6
 Dynamics of such sys-
tems with "excess" free energy can conveniently be described using the notion of negative energy. 
Within the framework of phenomenological theory under the condition    00220  kk EE ;;  

 
a model “negative” Hamiltonian is introduced for the wave mode:  
kkk ;;; qqH  ˆˆ
ˆ †                                                              (25а) 
(to avoid cumbersome expressions, we do not sum up over different spatial harmonics and polariza-
tions of the field). The best known example of such a system are waves in the ensemble of inverted 
two-level atoms with a sufficiently high density (in this regard, see, e.g., [20] and references there-
in). 
 Although the sign on the right-hand side of Eq. (25a) is absolutely not critical in the description 
of stationary oscillations, the use of "negative" Hamiltonian (25a) in Eqs.(22b) with the standard 
commutation relation kkkk     ]ˆ,ˆ[
†
;; qq  must be accompanied by a cyclic permutation of the cre-
ation and annihilation operators in the expression for the field operator (21):  
rk
kk
rk
kk
rk
kk
rk
kk
kk EEEEE
itiitiii ccqq
  ;; eˆeˆeˆeˆˆ ;
0
;
†
;
0
;;
0
;
†
;
0
;
 


            (25b) 
(exactly such a description was used in [20] within the framework of the phenomenological ap-
proach). We obtain an expression for the Hamiltonian of the wave mode in the case 
                                                 
6
 For example, with waves of another type or with a dissipative basin [20]. 
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   00220  kk EE ;;  

 using the above-formulated rigorous equations of dynamics of the quan-
tum field in the medium. 
Represent the polarization vector Pˆ of the medium in the following form: 
PEP ˆˆˆˆ  

,                                                            (26a) 
where 

ˆ  is the linear operator of polarizability of the medium, which was introduced in Section 
IV, Pˆ  is the “additional” polarization which allows for, e.g., the nonlinear interaction or the pres-
ence of external sources (e.g., classical pump) [2,37,42]. In this case, operator equation (10c) can 
be modified as follows: 
  PEE 

ˆ4ˆˆˆ 2
2
2
 


c
t
,                                                  (26b) 
where 

ˆ41ˆ  . Confining oneself to the spatially homogeneous problem, it suffices to consider 
one spatial harmonic of the operator Pˆ : 
kr
k
kr
k PPP
ii  eˆeˆˆ † .                                                   (26с) 
Furthermore, assuming that the disturbance of the polarization of Pˆ  is, in a sense, small, we con-
sider the resonant approximation:
 7
 
  ti ;t kkk PP 



 eˆˆ 0 ,                                                        (26d) 
where the frequency k;  corresponds to the discussed wave mode, kkk PP 0;0
ˆˆ
 

. 
We will seek the electromagnetic field in the form of the wave disturbance of type (21), but 
with a slowly time-dependent envelope [2,24,25,42,37]: 
  ..eˆ..eˆˆ ;;
0
;;
0
; CHtcCHq
itii 
 rk
kk
rk
kk
kEEE 

                               (27a) 
Then we use an auxiliary relation that is valid for the quasi-monochromatic field with a 
“slow” variable:8    titc  expEE , where E  is the time-independent vector. The correspond-
ing expression in the form convenient for us is given in, e.g., [2,52]: 
        
t
c
itc
t
tc titi













 


EEEE
E
E
2
2
2
2
2
2
eˆ
e



 






.                      (27b) 
Substitute expressions (26c), (26d), and (27a) into Eq.(26b). We then multiply the resulting expres-
sion on the left by the factor  krE kk iti ;; 

 exp
0
. Next, we allow for the formal inequality 
k;t   in all the relations, use expressions (27b) and (20b), and integrate over the volume V. 
Finally, we arrive at the following equations for the operator  tc k;ˆ  of the envelope: 
 00
2 ˆ4ˆ
; kkkk
EP
k ;;;
ic  
 ,                                                        (28a) 
                                                 
7
 This case is typical, for example, of the polarization disturbance due to the parametric interaction of waves 
[2,,37,42,50,51]. 
8
  In this case, it does not matter whether the quantity “ с ” is an ordinary function or an operator. 
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where  
   



























 0
2
2
0
;
0
2
2
0
;
;
;
;
;
22 kkkkkk EEEE
k
k
k
k ;;;; 









 






, 
 













 0
2
2
0
;
;
sign1 kk EE
k
k ;; 




 



. 
We choose the field normalization which is similar to Eq.(24a), but allows for the possibility that 
the    0220 kk EE ;;   

 can be negative: 
 
V
;
;;
2
0
2
2
0 2
;
k
kk EE
k

























 ;                                       (28b) 
as a result, we transform Eq.(28a) to the following form: 
  00ˆˆ; kkk EPk ;;
V
ic    
 ,                                                          (28c) 
and then obtain equations for the operators k;ˆq  and 
†
;
ˆ
kq : 
    0;;; ˆˆˆ; kkkkk EPk ;
V
iqiq    
 ,    0†† ;;† ; ˆˆˆ; kkkkk EPk ;
V
iqiq     
           (28d) 
(for the specific case 1
;

k
  the equations of type (28d) were obtained in [2] within the frame-
work of phenomenological theory). Representing Eqs.(28d) as the Heisenberg equations of form 
(22b), we obtain an expression for the corresponding Hamiltonian: 
HqqH ;;;
ˆˆˆˆ
;
† 
 kkkk
  ,                                                         (29a) 
where  
 kkkkkk EPEP ;;;; qqVH   ˆˆˆˆˆ 0††0                                                  (29b) 
is the operator of interaction of the wave mode with another  subsystem (subsystems) written in the 
electric-dipole approximation. Strictly speaking, for a self-contained description, Hamiltonian (29a) 
should be supplemented with an "intrinsic" energy operator of the mentioned subsystem (subsys-
tems). However, for the reasoning suggested here it suffices to discuss a simple model of indepen-
dent external pump that specifies the “external” polarization Pˆ . 
It is evident that the interaction operator enters the Hamiltonian of the system with different 
signs, depending on the value of the parameter 1
;

k
 . However, the sign of the interaction op-
erator can be retained by changing the sign of the wave mode energy. To this end, as was already 
mentioned, the wave field in the case 1
;

k
  should be represented in the form (25b). Thus, we 
obtain the relations 
HqqH ;;;
ˆˆˆˆ †    kkk ,                                                               (30a) 
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 †0†0 ˆˆˆˆˆ kkkkkk EPEP ;;;; qqVH                                                   (30b) 
(changes in the form of the field presentation resulted in a corresponding cyclic permutation of the 
creation and annihilation operators in the expression for the operator Hˆ !). Obviously, the use of 
relations (27a), (29a), and (29b) for any value of the parameter 1
;

k
  or the transition to ex-
pressions (25b), (30a), and (30b) for 1
;

k
  is only is a matter of convenience since the equa-
tions of dynamics for "slow" amplitudes of the wave mode remain the same!  
We can offer a more economical way to represent the Hamiltonian. Namely, we change the 
sign of the energy field depending on the sign of the quantity    0220 kk EE ;;   

, retaining both 
the form of representation of the field (27a) and the form of interaction operator (29b). It suffices to 
set the normalization of the commutation relation for the operators 
†ˆ,ˆ kk ;; qq   in accordance with the 
sign of the expression 1
;

k
 : 
kkkkk ;
]ˆ,ˆ[ †

  ;; qq .                                                        (31a) 
In this case, Eqs. (28d) in the form (22b) correspond to the Hamiltonian 
HqqH ;;;
ˆˆˆˆ †
;
   kkkk ,                                                        (31b) 
where the operator Hˆ  is determined by Eq. (29b). 
It is useful to give an equation describing the evolution of the photon number operator 
kkk ;;; qqN  ˆˆ
ˆ † . This expression has a particularly clear physical meaning if one introduces the oper-
ators of the negative frequency and positive frequency components of the “external” resonant cur-
rent:  
kr
k
kr
k JJPJ
ii  eˆeˆˆˆ †

, 
where kkk PJ
ˆˆ
;  i , 
†
;
† ˆˆ
kkk PJ  i . As a result, we obtain 
 kkkkkkkk EJEJk ;;;;;; qqVN    ˆˆˆˆˆ
0††0
;
 

 .                               (31с) 
It is evident that with the same work of the field on the “external” current, the sign of change of the 
photon number depends on the sign of the expression    0220 kk EE ;;   

.  
We emphasize that all the conclusions made in this Section in regard to the notion of the 
negative energy quantum modes follow from an analysis of the operator equation for the field in the 
medium and do not contain any phenomenological assumptions. 
 
IX. GENERALIZATION IN THE CASE OF THE CLASSICAL CONTROL FIELD 
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The above results are based essentially on the assumption that the "nonlinear" corrections arising in 
the solution of the density operator equations are small. However, these relations have a wider 
range of applicability. We are talking about the behavior of the quantized field in the presence of a 
high-power control wave (pump) corresponding to the classical limit. In this case, when the density 
operator equation is addressed, the pump field operator can be considered an ordinary function of 
time and coordinates (c-number):  
   rkrk dddd ti
d
ti
dd
   eeˆ 00 EEE . 
In principle, it is possible to obtain a solution of the density operator equation that is linear with re-
spect to the operator of quantized fields Eˆ , but depends in a nonlinear way on the control wave as 
the parameter (for example, on the intensity 
2
0dE ). In particular, for the EIT regime, such a solu-
tion is radically different from the corresponding linear solution in the absence of the pump (see, 
e.g., [25, 26, 27, 35]). The polarization induced by quantized field Eˆ  will be determined by expres-
sion  
 EEP ˆˆˆ 0d

 , 
where  d0ˆ E

 is the tensor linear operator which depends on the complex amplitude of the classic-
al pump as the parameter. Formally, absolutely all of the above results are transferred directly to 
this case just by virtue of the conservation of the linear connection between the operators of Pˆ  and 
Eˆ . However, there is one important interpretive difference concerning the physical meaning of ex-
pression (22a) for the field energy in the medium. The point is that in this case, the field energy in 
the medium is not just the sum of the “vacuum” energy of the electromagnetic field and the energy 
of the medium excitation, but also allows for the reversible energy exchange with the control field. 
This circumstance was discussed in [53-55] in connection with the EIT effect. It is important to 
note that the “excess” of free energy is possible, in principle, in the pump-controlled ensemble of 
atoms. Exactly as in the case of the inverted medium, the negative energy operator can, in prin-
ciple, be entered. An example of a wave mode that changes the sign of the photon energy in the 
medium in the presence of the classical pump is a Stokes satellite of the control field that appears 
during the EIT regime implementation with a relatively high density of atoms (see [42]). 
 
X. CONCLUSIONS 
 
In this paper, we present a self-consistent theory of interaction between the quantum field and an 
optically dense transparent medium. Examples of the efficiency of the discussed approach are the 
consistent introduction of the concept of a photon in the medium (using the Bogoliubov transform 
for the “vacuum” photon creation and annihilation operators) and detailed quantum theory of the 
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negative energy modes. The development of the theory presented in this paper is feasible and useful 
in the following areas. First, it is the theory of quantum field in inhomogeneous media and the me-
dia with spatial dispersion. The latter usually feature the resonant line broadening which can be 
used in the echoic quantum memory circuits [56-67]. Another interesting and important property of 
the systems with spatial dispersion is the implementation of quadratic nonlinearity in isotropic me-
dia [68]. 
     The next important line of development of the theory is nonlinear analysis that is free of the 
classical control field approximation. Although the methods of studying multi-photon nonlinear re-
gimes are fairly clear for the media with power-law nonlinearity (see, e.g., [1,2,50,69]), the general 
case seems to be complicated (see, e.g., the analysis of the EIT regime with quantum pump in the 
gamma-ray range [70]). However, in many cases it seems sufficient to use the fluctuating classical 
pump approximation for the analysis of applied problems.   
One more interesting range of problems is associated with the development of the methods 
for allowing the dissipative effects. Straightforward numerical modeling of the relaxation processes 
(i.e., those which are free of the model approximations) for quantum systems is currently unrealis-
tic. In this respect, the studies offering different sorts of modification of the simplest models seem 
to be important [41,44-47,71]. 
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Appendix A. 
CANONICAL EQUATIONS FOR ELECTROMAGNETIC FIELD IN THE MEDIUM 
 
Here we will construct the model of a continuous medium on the basis of a micro model. To this 
end, we consider J identical atoms within the volume V  at the points with coordinates jrr  , 
Jj ...,,2,1 . To the internal degrees of freedom of atoms we assign undisturbed stationary states 
n  and energy levels nW . Keeping in mind the medium without spatial dispersion, we assume that 
the atomic wave functions do not overlap. In this case, one can neglect the requirement of permuta-
tion symmetry for a total wave function of the medium (i.e., the function which includes the depen-
dence on the coordinates jr  of the centers of mass) and confine oneself to considering the internal 
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degrees of freedom of atoms (in this regard, see, e.g., [5]). This model exactly corresponds, for ex-
ample, to the interaction between the radiation and the ensembles of impurity centers and quantum 
dots [43,72] or groups of valence levels weakly disturbed by the interaction with the neighboring 
atoms and ions, gases [5, 35, 42, 73], “magnetized” quasi-particles in the Landau level system [37], 
etc. However, finally, using the above model, we arrive at sufficiently universal equations of quan-
tum electrodynamics of a dielectric medium with frequency dispersion. 
We specify the electromagnetic field using the vector and scalar potentials 
ArBArE   )(,)( 1 ,tc,t  . Using the Coulomb calibration ( 0A ), the electromag-
netic field is described by the equations 
 PAA
 cc 422 ,                                                                           (A.1a) 
||P 4
 
,                                                                                        (A.1b) 
where P  and | |P  are the vortex and potential components of the polarization vector, respectively:  
||PPP   , 0||  PP ,                                                              (A.2a) 
 
j
jj prrP )( ,                                                                     (A.2b) 
 
nm
njmjnmj cc
,
;;dp .                                                                    (A.2c) 
Here, jp  is the dipole moment of the jth atom, njc ;  is the vector of state of the jth atom, nmd  is the 
matrix element of the dipole moment operator, and 0nn d  (i.e., the stationary states of the atoms 
are not polarized). 
Assuming the sizes of the atom to be small compared with the scale of non-uniformity of the 
electromagnetic field, we specify the matrix element of the Hamiltonian of the jth atom within the 
electric-dipole approximation [1,2,7]:
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a
jnmnmnnmj Wh Ed ; ,                                                                    (A.3a) 
where a
jE is the field acting on the jth atom, i.e., electromagnetic field at the point jrr   without  
the contribution of the jth atom [5,6,22,33]. Determine the quantity ajE  by subtracting from the “to-
tal” field  rE  the dipole field  jj rrη   of the jth atom, which is singular at jrr   [22]: 
    jjaj j rrηrEE rr  lim ,    












35
3
j
j
j
j
jjj
rr
p
rr
rr
prrη .                   (A.3b) 
Formulation of the quantum description of the field usually requires that the original equa-
tions of the system are represented in the Hamiltonian form [1, 2, 4, 48]. The Hamiltonian of the 
                                                 
9
 For simplicity, we do not consider the magnetic effects, i.e., assume that in the CGS system of units the magnetic field 
H is equal to its induction B. 
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“classical field + ensemble of atoms” system and the canonical momenta corresponding to the cho-
sen coordinates can be obtained with the following Lagrangian: 
 








V
rdvsL 3
22
8
BE
,                                                           (A.4a) 
where  
  





 
nj m
mjnmjnjnjj chcics
,
;;;;
~
)( rr , Ednmnmnnmj Wh  ;
~
, 
 
 





































j
j
mn
njmjnm
j
mn
njmjnmj
j
jj
jjj
cccc
v
3
2
,
;;
5
2
,
;;
3)(
2
1
)(
2
1
rr
d
rr
drr
rrpηrr  . (A.4b)
 
Formally, the divergent terms in the expression for v, of course, generate divergences in the 
equations of the dynamics of the state vector of the jth atom as well. However, as in expression 
(A.3b), the corresponding divergences cancel with the dipole field of the jth atom, which is impli-
citly contained in the “total” field  rE  and is singular for jrr  .  
Lagrangian (A.4a) depends on generalized coordinates  ,trA ,  ,tr ,  tc nj ; , and  tc nj

;
 and 
generalized velocities    tc,t nj;,  rA , while it does not depend on the velocities   and 

njc ;  (in this 
regard, see also [4, 74]). The Lagrange equations for the distributed system have the following 
form: 
0,0,0,0
;;;















AA 




 LL
t
L
c
L
c
L
tc
L
njnjnj

,                                   (A.4с) 
where for the field variables  ,trA  and  ,tr  the following standard variation derivatives are 
meant (see [4, 74]): 
 
  iii
V
ii
fff
rdff







r
 3,
 
The first of the equations (A.4с) with expressions (A.2b), (A.2c), (A.3b), (A.4a), and (A.4b) taken 
into account generate the Schrödinger equation corresponding to the Hamiltonian (A.3a) of the jth 
atom in view of relation (A.3b): 

m
mjnm
a
jnjnnj ccWci ;;; dE ;                                                        (A.4d) 
the second of the equations (A.4с) generates a complex-conjugate counterpart of Eq. (A.4d). The 
latter pair of equations (A.4с) leads to the Poisson equation and the wave equation for the vector 
potential 
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P  42
 
,     PAA 42 cc , 
whence Eqs. (A.1a) and (A.1b) follow.  
We now pass from the Lagrangian to the Hamiltonian description [74]. Determine the canonical 
momenta of the atomic excitations nj ;  
and of the electromagnetic field F : 



 nj
nj
nj ci
c
L
;
;
; 
 , 
ccc
L PA
A
F 






44 2

 . 
From the latter relation it follows that within the electric-dipole approximation the field coordinate 
A  corresponds to the canonical momentum 4 c F D , where  
PEP
A
D  44 
c

                                                       (A.5a) 
is the electric displacement vector. Determining the Hamiltonian using the usual relation [4,74] 
  LcrdH
nj njnjV
  , ;;
3  AF , we obtain 
    











V
njnj rdvw,cH
32
22
;;
4
2
8
,,





D
DPP
AD
DA , 
where the quantities P  and v are determined by Eqs. (A.2b), (A.2с), and (A.4b), in which the re-
placement ic njnj ;; 
 is needed to pass to the canonical pairs of variables  njnjc ;; , , and w  is 
the energy density of the atomic system: 
  
nj
njnjnj
nj
njnjnj cW
i
ccWw
,
;;
,
;; )(
1
)(  rrrr

.                                     (A.5b) 
The Hamiltonian obtained above can be assumed to depend only on the variables  DA,,, ;; njnjc   
despite the term  D  in the integrand. Indeed, allowing for the consequence from Eq. (A.5a), 
namely, 
||PADP  44  c
 , we obtain  DPDDP  4 . On the other hand, allow-
ing also for the relation 0D , it is easy to prove the equality 
     4433    SVV drdrd sDDPPD . Since the term reducible to the surface integral 
does not contribute to the variation of the functional 
10
 H , we obtain the following identity for the 
variations: 
    
VV
rdrd 33 DPDP  .                                                         (A.5с) 
Thus, the Hamiltonian can be represented in this form or another depending on the convenience for 
some transformations. Bearing in mind relation (A.5c), we use the following expression: 
                                                 
10
 The relation is essentially similar for an ensemble of magnetic dipoles [38]. 
 26 
 
 









V
rdvwH 32
22
2
8
DPP
AD


.                                      (A.5d) 
Although the Hamiltonian in form (A.5d) does not depend on the scalar potential  , it de-
scribes the considered system as a closed one. Indeed, Hamiltonian (A.5d) determines the dynamics 
of the canonical pairs of variables  DA,  and  njnjc ;; , , thereby specifying the polarization density 
P . Potential   is excluded in this case. If needed, the potential can be found by any of two equa-
tions used above: 
||PADP  44  c
 . 
Passing to the quantum description of the field, we consider Hamiltonian (A.5d) as an opera-
tor [1,2,4,5,7,48]. To this end, we introduce operators of the quantities ˆˆ ˆ ˆ ˆ ˆ and H, , , ,w, vP A D  which 
enter expression (A.5d): 
 
 










V
rdvwH 32
2
2
ˆˆˆˆˆ2
8
ˆˆ
ˆ PDP
AD


.                                       (A.6a) 
Operators of the canonically conjugate variables c4ˆˆ DF   and Aˆ  will be specified by a stan-
dard commutation relation for the canonically conjugate “momentum – coordinate” pair [1,4,5]: 
     rrrr   i,tA,,tF ]ˆˆ[ ,                                                (A.6b) 
where zyx ,,,   are the indices of the Cartesian coordinates of the vectors. Determining the op-
erators ˆ  ˆw, P , and vˆ , we pass to the secondary quantization representation in expressions (A.2b), 
(A.2с), (A.4b), and (A.5b), i.e., we replace the dyads iccc njmjnjmj ;;;; 
  by operator matrices 
mnj;ˆ : 
 
nj
nnjnj Ww
,
;
ˆ)(ˆ  rr ,  
mnj
mnjnmj
,,
;
ˆ)(ˆ  drrP ,                                       (A.6c) 
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2
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ˆ
3)(
2
1
ˆ
rr
d
rr
drr
rr


                                 (A.6d) 
We now consider relations (A.6c) and (A.6d) in more detail. In the secondary quantization 
representation, the operator of some quantity f has the form  mn mnnmff , ˆ
ˆ  , where nmf  is the 
standard matrix element and mnˆ  is the operator matrix, which can be specified in different ways. 
Firstly, one can use the projection operator mnmn ˆ  [1,5,7]. Another way is to use operators of 
annihilation and creation of quantum states, 
mnmn aa ˆˆˆ
†  [1,2,4,39]. Both approaches lead to quite 
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similar results. We will call the operator matrix mnˆ  a density operator regardless of the presenta-
tion method. Note that in some cases by using the formalism of the projection operators one can 
easily establish specific properties of the density operator. In particular, it is exactly the easiest way 
to obtain the following commutation relation:  
   
qnmpmpqnmpqnmnqp qnmpmnqp  ˆˆ],[]ˆ,ˆ[  .            (A.7a) 
A commutation relation for the dyads 
mnaa ˆˆ
† , which corresponds to Eq. (A.7a) was obtained in 
[37,41]:  
   qnmpmpqnqnmpmpqnmnqpmnqp aaaaaaaa  ˆˆˆˆˆˆ]ˆˆ,ˆˆ[]ˆ,ˆ[ ††††  ;                   (A.7b) 
it was shown that this result does not depend on whether the operators maˆ  and 

naˆ  satisfy the boson 
commutation relations when mnnmnmnm aaaaaa  ]ˆ,ˆ[,0]ˆ,ˆ[]ˆ,ˆ[
†††
 or fermion relations for which 
mnnmnmnm aaaaaa   ]ˆ,ˆ[,0]ˆ,ˆ[]ˆ,ˆ[
†††
 (here, uvvuvu ˆˆˆˆ]ˆ,ˆ[  ). 
The following generalization of Eqs. (A.7a) and (A.7b) is valid for an ensemble of atoms 
[37]: 
 qnjmpmpjqnjimniqpj ;;;; ˆˆ]ˆ,ˆ[   ,                                               (A.7с) 
where the density operator mnj;ˆ  for the jth atom was introduced. The presence of the symbol ji  in 
Eq. (A.7c) reflects the fact that the operator mpj;ˆ  was defined in the space of states of “its own” 
atom and has no effect on the states of other atoms. Obviously, the latter circumstance is in no way 
related to the presence or absence of interaction between atoms (including interaction through a col-
lective field). Similarly, the atomic operators commute with the field operators. 
Consider the Heisenberg equation for the density operator: 
]ˆ,ˆ[ˆ ;; mnjmnj H
i


 .                                                            (A.8a) 
Using expressions (A.6a), (A.6c), (A.6d), and (A.7с), we arrive at the following evolution equation: 
  

  njmjnjmvjmvj hh
i
;;;;;
ˆˆˆˆˆ

 ,                                                 (A.8b) 
where  
 m
a
jmmmvj Wh dEˆ
ˆ
;  ,                                                                      (A.8c) 
 t,ˆ rEaj  is the operator of the field acting on the jth atom [5,6,33]: 
  jjaj j rrηPDE rr   ˆˆ4ˆlim  ,  
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 . (A.8d) 
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The equation for atomic density operator (A.8b) has the form of a standard von Neuman equation, 
although the initial equation of motion for Heisenberg operator (A.8a) has a different sign before 
the corresponding term with commutator. This fact was mentioned in [37, 41]. (To avoid a misun-
derstanding, we recall once again that unlike the standard density matrix, whose elements are com-
plex and real numbers, the matrix elements of the atomic density operator mnj;ˆ  introduced above 
are operators). We also recall that commutation relations for the time-dependent Heisenberg opera-
tors always remain the same as for the Schrödinger operators. The corresponding proof (which is 
rather evident, however) is given in, e.g., [4]. 
To pass to the model of continuous medium, it is needed to “get rid” of the space coordi-
nates jr  of individual atoms. For this purpose, we use averaging over an ensemble of positions of 
atoms in space. Formulating the averaging procedure, we introduce the multi-particle probability 
density of positions of atoms in space  J,...rr1 , which satisfies the normalization 
  1... 1
3
1
3  V V JJ ,...rdrd rr . If we are speaking of atoms fixed at the lattice sites, then all the vectors 
00 jjjj
rrr    are rigid. In this case, the continuum approximation corresponds to the assumption 
about an ensemble of realizations for the position of some “reference site” 
0j
r  within the volume V. 
The requirement of permutation symmetry for the total wave function of the medium can affect, in 
general, the form of the distribution  J,...rr1 .
11
 However, the further consideration does not depend 
on this circumstance. 
Consider some quantity  J,..., rrr 1 , which depends on the relative positions of atoms.
12
 En-
semble average of possible distributions of atoms in space   is defined by the relation 
       J
V V
JJJ ,...,...,rdrd,..., rrrrrrrrr 11
3
1
3
1 ...    . 
We will use this averaging procedure for Hamiltonian (A.6a) and relations (A.6b), (A.6c), and 
(A.7c). Passing to the model of a transparent continuous medium, the terms that are quadratic with 
respect to fluctuations   should be neglected during averaging since the relative magni-
tude of respective fluctuations decreases with increasing number of particles in the averaging vo-
lume [76]:   122  J . By so doing, we lose, of course, a variety of effects. These include 
light scattering by the fluctuating parameters of the medium or Bragg scattering by lattice,
13
 inho-
mogeneous broadening of resonant lines due to interaction of atoms, etc. Effects of this kind can be 
taken into account (if necessary) phenomenologically, by adding additional terms in the overall dy-
                                                 
11
 For example, the density distribution of ultracold gas in a trap is different for bosons and fermions [75]. 
12
 Exactly these quantities are, in particular, the electromagnetic fields at point r . 
13
 Naturally, the scattering effects put a lower limit on the interval of the wavelengths for which the approximations of a 
continuous transparent medium is valid. 
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namics equations of the field and the medium. A similar phenomenological approach is often used 
to allow for dissipative effects in open systems (see, e.g., [24,25,42,37,40,41,42]). 
A fundamental point in the transition to the limit of a continuous medium is the fact that the 
difference between the local field ajEˆ  acting on a given atom and the average macroscopic field 
PDE ˆ4ˆˆ   is, in general, a random variable with a nonzero average value [5,6,22,33]. Generally, 
connection between the local and macroscopic fields in the continuum approximation is given by 
PEE ˆˆˆ a , where the constant   depends on relative positions of the elementary dipoles, i.e., 
on the form of the distribution  J,...rr1 . The most widespread Lorenz-Lorentz model corresponds 
to the value 34  . Applicability of this model within the framework of a quantum-
electrodynamic description was demonstrated in [33] for the two-level system. In terms of the Ham-
ilton approach, the local-field effect can be taken into account by selecting in the Hamiltonian of 
system (A.6a) the terms that allow for the energy of the “near” dipole-dipole interaction of atoms 
and the energy of interaction between the dipoles and the field of the distant atoms and external 
field sources.
14
 A similar procedure was described in sufficient detail for the ensemble of magnetic 
dipoles [38]. In what follows we give the final form of the Hamiltonian in the continuum approxi-
mation for the system considered. Since we will use only averaged operators and quantities in the 
further analysis, we will omit a special symbol (overbar) to denote them: 
mnmn ,,w,,,H,,w,,,H  ˆ
ˆˆˆˆˆˆˆˆˆˆˆ PDAPDA  ; 
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   ,tW,tw
n
nnn rr  ˆˆ ,      
mn
mnnm ,t,t
,
ˆˆ rdrP  ,                                              (A.9b) 
          ,t,t,t,t qnmpmpqnmnqp rrrrrr  ˆˆ]ˆ,ˆ[  ,                                   (A.9с) 
where 
    
j
mnjjmn t,t ;ˆ)(ˆ  rrr .                                                      (A.9d) 
The following operator equality corresponds to the relation (A.5c): 
    











  APDAPD ˆ,ˆˆˆ,ˆˆ
33
VV
rdrd .                                            (A.10) 
The identity (A.10a) can be proved, in particular, by expanding the vector fields Dˆ  and Pˆ  over 
plane waves and making use of the condition 0ˆ D  (see Section II). 
                                                 
14
 That is, separated by a distance which is large compared with the typical distance between the elementary dipoles 
[5,6,22,33,38]. 
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Using the identities PED ˆ4ˆˆ   and AB ˆˆ  , it is easy to obtain from Eq. (A.9a) 
another, physically clear form for energy operator (2a) presented in Section II. 
Commutation relation (A.9с) is the generalization of expression (A.7c) to the case of a spa-
tially distributed system. This commutation relation was also obtained in [37] by averaging over a 
physically small volume. Commutation relation (A.6b) remains valid for the field operators DA ˆˆ ,  
after the averaging. 
 
Appendix B. 
SOME FEATURES OF THE OPERATOR EQUATIONS  
 
Heisenberg operators act on the constant (initial) quantum state   of the system. For sim-
plicity, we assume that at the initial time оne have the state 
AF  . 
In quantum theory of the field, initial values of the field operators are often chosen for con-
venience in such a way that the initial quantum state 
F  is the vacuum state F0  [4,48]. Transi-
tion from the “real” initial state to 
F0  is possible due to simultaneous changes in the initial state 
vector and the initial values of the operators using appropriate unitary transformations. The same 
applies to the choice of the initial values of the medium state vector 
A  and the density operator. 
To see this, we determine the initial value of the operator  ,tmn rˆ  using relation (A.9d): 
   
j
S
mnjjmn ;
0 ˆ)(ˆ  rrr ,                                                            (B.1) 
where S
mnj;ˆ  is the Schrödinger (constant) operator. Then we pass, for example, from the “real” ini-
tial state  
j
jA of the ensemble of non-interacting atoms to the initial state 
j
jA 00 , 
in which all the atoms are in the ground states. One should pass from Eq. (B.1) to the operator 
   
j
j
S
mnjjjmn UU
ˆˆˆ)(~ˆ ;
†0  rrr ,                                                   (B.2) 
where jUˆ  is the unitary operator determined by the relation jjj U 0
ˆ . Obviously, the commu-
tation and correlation relations for the operators 
0ˆ
mn  and 
0~ˆ
mn  coincide by virtue of the properties of 
the unitary operators 1ˆˆ † jjUU . Thus, the choice of the initial state vector A  and respective ini-
tial density operator has, in a sense, symbolic value and is determined by the ease of description. 
Direct physical meaning is in the corresponding mean values at the initial time. Therefore, it is con-
venient to specify the initial density operator  r0ˆmm  not directly, but via mean values at the initial 
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time that are necessary for the problem. In particular, we give the result which is important for the 
further discussion, namely, that if all atoms are in stationary states at the initial time, then the rela-
tion 
    AAmAmmA N  GrGr ˆˆˆ
0                                                 (B.3) 
is valid for any operator Gˆ . To prove the property (B.3) one can use the representation of the op-
erator 
0ˆ
mm  in the form (B.1), where jj
S
mmj mm;ˆ  should be substituted. 
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