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By identifying and observing some auxiliary variables along with variable of interest, the information on the relationship between auxiliary variables and variable of interest can be used to improve the precision with which parameters are estimated. Olkin (1958) , Raj (1965) , Srivastava (1965 Srivastava ( , 1966 , Rao and Mudholkar (1967) and Adhvaryu (1975) used multi-auxiliary supplementary information for estimating population mean. Tikkiwal (1960) used the information on single auxiliary variable for mean estimation and also considered the case when variable of interest and auxiliary variable jointly follow bivariate normal distribution. Isaki (1983) compared several variance estimators using auxiliary information. Kuk and Mak (1989) discussed median estimation using one auxiliary characteristic. Naik and Gupta (1991) discussed a general class of estimators for population mean using auxiliary information. Upadhyaya and Singh (2003) used information on two auxiliary variables for mean estimation. Singh et al. (2004) used two auxiliary variables for the estimation of population mean.
The literature on control charts provides a variety of control charts to monitor dispersion and location parameters of any process. To refer a few of these: Pearson (1932) considered the percentage limits for the distribution of range when samples are from normal distribution. Ferrell (1953) used midranges and medians for constructing control charts. Goel and Wu (1971) determined ARL and contour nomogram for controlling means of normal populations using cusums schemes. Chiu (1974) discussed about controlling of means of normal populations using cusum designs. Chiu and Wetherill (1974) gave a simplified scheme for economic design ofX chart. Schilling and Nelson (1976) examined the non-normality effect on the design structure ofX chart. Langenverg and Iglewicz (1986) constructed control charts using trimmed means and ranges. White and Schroeder (1987) discussed the idea of simultaneous control charts. Rocke (1989) and Tatum (1997) discussed about robust control charts. Battaglia (1993) used the idea of regression based statistical process control. Pappanastos and Adams (1996) provided an alternative design for HodgesLehmann control chart. Ramalhoto and Morais (1999) developed Shewhart control charts for the scale parameter of Weibull control variable. Viles (2000, 2001) developed designs ofX and R control charts for the case of Gamma distribution. Yeh et al. (2003) proposed V -chart for monitoring process variability. Woodall et al. (2004) considered the idea of control charts for the situations where quality of product is better characterized by a relationship between quality characteristic of interest and one or more explanatory variables. Shu et al. (2004) considered a Shewhart control chart and an EWMA control chart for regression residuals. Khoo and Quah (2004) developed some new multivariate control chart designs for process dispersion by transforming standard control chart statistics and allowing runs to be incorporated into designs. Chang and Gan (2004) developed Shewhart control charts for variance components. Chand (1975) discussed some ratio type estimators using two or more auxiliary characteristics. Fuller (1980) comment on ratio estimator with respect to its smaller approximate variance. Royall and Cumberland (1981) provided some empirical results for ratio estimator. Kiregyera (1984) used two auxiliary variables for regression type estimators. Mukerjee et al. (1987) and Ahmed (1998) discussed regression type estimators using multiple auxiliary information. Prasad (1989) introduced some improved ratio type estimators for population mean. Singh and Gangele (1989-1995) discussed an improved estimator with know coefficient of variation using two auxiliary variables. Reddy (1993) discussed product and ratio estimation procedures. Sahoo and Sahoo (1999) compared some regression type estimators in double sampling procedures. Singh (2001) used transformed auxiliary variables for estimating population mean in two-phase sampling. Magnus (2002) introduced an estimator for estimation of mean of normal distribution in a regression context.
There are different classifications of control charts, e.g., according to the type of data, sample size, type of control etc. Farnum (1994) classified two basic types of control: threshold control and deviation control. Threshold control is concerned with detecting large shifts while deviation control is concerned with detecting small shifts in process parameters. The Shewhart type control charts are regarded as threshold control charts while non-Shewhart control charts (e.g., CUSUM and EWMA charts) are regarded as deviation control charts.
In this study the information about an auxiliary characteristic X is introduced for improved monitoring of the process variability of a quality characteristic of interest Y . Assuming bivariate normality of (Y, X) a new Shewhart type process variability control chart namely V r chart (a threshold control chart) is proposed which is based on regression type estimator of variance. The regression type estimator for variance of Y using a single auxiliary variable X is defined for a bivariate random sample (y 1 , x 1 ), (y 2 , x 2 ), . . . , (y n , x n ) of size n as:
where s 2 y is the sample variance of Y, s 2 x is the sample variance of X, σ 2 x is the population variance of X (assumed to be known) and b is defined as:
whereȳ andx are sample means of Y and X , respectively.
In the following sections (i) the design structure of V r chart is developed for improved monitoring of a process variability following the pioneering work of Shewhart (1931) , Pearson (1932) , Pappanastos and Adams (1996) , Ramalhoto and Morais (1999) and Viles (2000, 2001) , (ii) the power curves are constructed as a performance measure of V r chart following Scheffe (1949) , Duncan (1951) and Nelson (1985) , (iii) the performance of V r chart is compared with that of wellknown Shewhart control chart used for the same purpose namely S 2 chart following Tuprah and Ncube (1987) , Acosta-Mejia et al. (1999) and Ding et al. (2005) and (iv) the efficiency conditions are obtained where V r chart outperforms the S 2 chart for detecting shifts(especially of large amounts) in process variability.
The proposed chart
Assuming the bivariate normality of (Y, X ) a relationship between σ 2 y (the unknown process variability of quality characteristic of interest Y which is to be monitored) and V r (the regression type estimator of σ 2 y defined in (1)) is required to develop the structure of the proposed V r chart. Let (y 1 , x 1 ), (y 2 , x 2 ), . . . , (y n , x n ) be a bivariate random sample of size n from bivariate normal distribution, and let D be a random variable that defines a relationship between σ 2 y and V r as:
which helps in determining the parameters (i.e., centerline, lower control limit and upper control limit) of the proposed V r chart. Now if the distributional behavior of D is available then the sample statistic V r can easily be used for testing hypothesis about shifts in σ 2 y . When (Y, X ) follow bivariate normal distribution, the distributional behavior of D depends only on ρ yx (the correlation between Y and X ) and n. The distributional behavior of D, in terms of its mean, standard error and quantile points, is required for the development of V r chart and is explored in the following paragraphs when (Y, X ) follow bivariate normal distribution.
First for mean, applying expectations to (3) gives:
Here E(V r ) can safely be replaced by its estimateV r (the mean of sample V r s) using an appropriate number of random samples, as discussed in Hillier (1969) and Yang and Hiller (1970) , from the process under study when the process is in the state of statistical control as written in Shewhart (1939, p. 26) 
just likeR replaces E(R)
for R-Chart. Thus from (4) an estimate of σ 2 y , after rearranging the terms, is given as:
Let
It is not easy to get the analytical results for v 0 because E(V r ) is difficult to obtain analytically. So the simulation results are obtained for v 0 in this paper. (In practice, simulation methods are often used to evaluate the expectation of a statistic, see Ross 1990) . The coefficient v 0 entirely depends on ρ yx and n for the case of bivariate normal distribution. Using 10,000 random samples generated from standard bivariate normal distribution without loss of generality, the results of v 0 have been obtained, for different combinations of ρ yx and n, 1,000 times each. Based on these results the mean values of v 0 , along with their respective standard errors, are provided in Appendix Table 1 for n = 5, 6, . . . ., 15, 20, 25, 30, 50 , 100 at some representative values of ρ yx . The similar results can easily be obtained for any combination of ρ yx and n. Now using (6) in (5), the estimate of σ 2 y is given as:
The expression forσ given in (7) is similar toσ =R/d 2 derived for R chart assuming normal distribution in Alwan (2000, p. 393) ,σ =S/c 4 derived for S chart assuming normal distribution in Alwan (2000, p. 396) andσ =R/m 1 derived for the design of R chart assuming gamma distribution by Gonzalez and Viles (2001) . Now combining (4) and (6) yields the following:
Replacing the estimate of σ 2 y (given in (7)) in (8) and simplification gives:
A first order approximation for E(V r ), when (Y, X ) follow a bivariate normal distribution, is given as (see Garcia and Cebrian 1996) :
Consequently v 0 1.00,
and (7) can be written as:
Asymptotically this first order approximation result (12) works very well, and even for smaller values of n it works fairly good as can be seen from Appendix Table 1 . Thus V r can be safely used as an unbiased estimator of σ 2 y , and hence (12) can be used for unbiased estimation of unknown process variability. Thus V r chart, not only asymptotically but even for smaller values of n, can work without constants, like d 2 for R chart and c 4 for S chart, for unbiased estimation of process variability.
Secondly for standard error, let the standard deviation of D (i.e., σ D ) be
For the same reason given above for v 0 , the analytical results for v 1 are difficult to obtain. So the simulation results are obtained for v 1 in this paper. 
where σ V r represents the standard deviation of distribution of sample statistic V r .
Using (13) in (14) and rearranging yields the following result for σ V r :
Substituting the estimate for σ 2 y , given in (7), into (15), the estimate for σ V r is given as:
The expression in (16) is similar to the expression forσ R of R chart as provided in Alwan (2000, p. 394) . The result given in (16) can safely be approximated, for any values of n, by using (12) in (15) as:σ
An approximation for σ V r , when (Y, X) follow a bivariate normal distribution, is given as (see Isaki 1983) :
Consequently
This approximation result (19) works well only asymptotically. For the case of smaller n it is a poor approximation as can be seen from Appendix Table 2 . Lastly for the quantile points of the distribution of D, let D a represents the ath quantile point of the distribution of D (i.e., the point where D completes a% area). The analytical results for D a are difficult to obtain so the simulation results are obtained for D a . For bivariate normal distribution of (Y, X ) the quantile points of the distribution of D entirely depend on both ρ yx and n. Using the same 10,000 simulated random samples, the results of D a have been obtained (like quantile points of W = R/σ that determine the values of control limits of R chart and power of the chart) following Pearson (1932) , for different combinations of ρ yx and n, 1,000 times each. Based on these results the mean values of some commonly used quantile points, along with their respective standard errors, are provided for n = 5, 6, . . . , 15, 20, 25, 30, 50, 100 in Appendix Tables 3, 4, 5, 6, 7, 8, 9, 10, 11 , and 12 at some representative values of ρ yx . The similar results can easily be obtained for any combination of ρ yx and n. These quantile points help in determining the control limits and power of the proposed V r chart to detect shifts in process variability. The distributional behavior of D is not symmetrical at least for small values of n as obvious from Appendix Tables 3, 4 , 5, 6, 7, 8, 9,10, 11, and 12 . Asymptotically D is normally distributed, N (1, 2(1 − ρ 4 yx )/(n − 1)). Now based on results obtained in Sect. 2 the parameters of the proposed V r chart are discussed in the following section.
Parameters of proposed chart
The central line (CL), lower control limit (LCL) and upper control limit (UCL) are the three parameters of any Shewhart type control chart. There are two approaches to express these parameters namely probability limits approach and 3-sigma limits approach. In case of asymmetric distributional behavior of a relevant estimator the probability limits approach is preferred. If the distributional behavior of a relevant estimator is nearly symmetric then 3-sigma limits approach is a good alternative. The parameters of the proposed V r chart using both the approaches are expressed in the following two subsections.
Probability limits approach
The valueV r corresponds to CL of the proposed V r chart just likeR for R chart provided in Alwan (2000, p. 347) andS for S chart provided in Alwan (2000, p. 362) . Assuming the probability of making a Type-I error to be less than a specified value say α, the control limits (which are actually the true probability limits) for the proposed V r chart are defined as:
where α = α l + α u and P n represents the cumulative distribution function for a given value of n. Now using (3) and (7) in (20) and simplification finally gives the following:
123 or using (12) instead of (7) in (20), result (21) can safely be converted into following:
Thus quantile points of the distribution of D and average of sample V r s (i.e.,V r ) allow setting the true probability limits of the proposed V r chart.
3-Sigma limits approach
If normal approximation to the distribution of D is used then the parameters of V r chart with the usual 3-sigma control limits are given as:
Using (15) in (23) and then substituting result (16) finally gives the following result:
or using (17) instead of (16) gives the following result:
where the values of v 0 and v 1 are provided in Appendix Tables 1 and 2 , respectively. The validity of these 3-sigma limits based parameters of the proposed V r chart depends on how close the normal approximation is to the true distribution of D.
A problem of LCL: For small values of n sometimes the LCL (using either 3-sigma limit approach or probability limit approach) results into a negative value as can be seen in starting rows of Appendix Tables 3, 4 , 5, 6, 7, 8, 9 , 10, and 11. A negative value for variability measure has no realistic meanings. Therefore in such situations it is assigned the value of 0 (as is done for range statistic in R chart, see Alwan 2000, p. 355) .
After deciding the control structure, for given significance level, by either probability limit approach or 3-sigma limit approach, the sample statistic V r is plotted against time order of samples. If all sample V r s lie within control limits, there is reasonable evidence to conclude that there is no shift in process variability and process is stable atV r /v 0 ( V r ), Otherwise some assignable cause or causes are at work causing shift in process variability.
To address small and moderate shifts using the developed structure of V r chart, the runs rules (as discussed by Nelson 1984; Wheeler 1995; Quesenberry 1997 ) may be supplemented to its basic structure. As a result the risk of false alarms is increased. Now for comparison purposes a similar structure for the conventional S 2 chart is given in the following section.
S 2 Chart
The S 2 chart does not use the information on auxiliary variable so the distributional assumption for S 2 chart is normality of Y (the marginals of bivariate normal distributions are always normal). The similar relationship, as defined in (3) for V r chart, for S 2 chart is given as:
The relationship defined in (26) helps in determining the parameters of S 2 chart on the similar pattern as the relationship defined in (3) helps in determining the parameters of V r chart. On similar pattern as for V r chart, let E(J ) = u 0 and σ J = u 1 . Then u 0 and u 1 (using the well-known properties of sample statistic S 2 ) are given as:
and
For comparison purposes the results of u 1 are tabulated in Appendix Table 13 for n = 5, 6, . . . , 15, 20, 25, 30, 50, 100 . The parameters for S 2 chart are discussed by Montgomery (1996, p. 221) .
Comparisons
In this section a comparison of means (v 0 and u 0 ), standard errors (v 1 and u 1 ) of the random variables used in V r and S 2 charts and the power curves of these charts is provided. The values of v 0 and u 0 do not differ much as can be seen from the results (11), (27) and Appendix Table 1 .
The values of v 1 and u 1 differ depending on ρ yx and n. It is observed that for small values of ρ yx , v 1 is larger than u 1 for a given value of n, and when ρ yx increases v 1 becomes smaller than u 1 as can be seen from Appendix Tables 2 and 13. The efficiency of V r chart as compared to S 2 chart has been examined using power curves as a performance measure. As the distributional behavior of D and J are not symmetrical, at least for smaller values of n so we have preferred to use the probability limits approach for the two charts to set control limits for a given significance level (α). Using their respective control structures, the probability limits of V r and S 2 charts have been obtained for different combinations of ρ yx and n with different significance levels, and power curves for the two charts have been constructed. The power curves, for n = 15 and 25, are produced here for one low, one moderate and one high value of ρ yx in the following Figs. 1a-c and 2a-c, respectively (using α = 0.002).
In the above figures solid curve represents the power curve of V r chart while the curve with dashes represents the power curve of S 2 chart. Figure 1a -c show that for n = 15 the suggested V r chart is less powerful than S 2 chart for ρ yx = 0.30, almost equally powerful as S 2 chart for ρ yx = 0.70, and more powerful than S 2 chart for ρ yx = 0.90.
The similar behavior is observed in Fig. 2a -c for n = 25 as in Fig. 1a -c for n = 15. In general for each value of n there exists a value of ρ yx below which the suggested V r chart remains less powerful than S 2 chart and above which it becomes more powerful as obvious from above Figs. 1a-c and 2a-c. Let l n be the smallest value of ρ yx , for a sample of size n, above which V r chart outperforms the S 2 chart for detecting the shifts (especially moderate to large shifts) in process variability. Analytically l n is difficult to obtain therefore the simulation results are obtained. Using the same 10,000 simulated random samples of Sect. 2, the results of l n have been obtained for different values of n, 1,000 times each. Based on these results the mean values of l n , Table 14 for n = 5, 6, . . . , 15, 20, 25, 30, 50, 100 . The similar results for l n can easily be obtained for any value of n. In Appendix Table 14 , l n = 0.80 for n = 10 (e.g.), which means that the smallest value of ρ yx , required for better performance of V r chart as compared to S 2 chart, is 0.80. By examining other rows of this table it is obvious that as n increases, l n becomes small.
Conclusion
The proposed V r chart which is a Shewhart type control chart for monitoring process variability uses the information on a single auxiliary variable for monitoring process variability of a quality characteristic of interest. The V r chart outshines the S 2 chart, under certain conditions on ρ yx (provided in Appendix 
