Regular algorithms of local-optimal stabilization of control objects with incomplete information by Mamirov, U.F
Chemical Technology, Control and Management 
Volume 2018 Issue 2 Article 12 
6-28-2018 
Regular algorithms of local-optimal stabilization of control 
objects with incomplete information 
U.F Mamirov 
PhD student, Department of Information Processing Systems and Management, Tashkent State Technical 
University Tel .: (90) 900-56-25, akb-81@mail.ru 
Follow this and additional works at: https://uzjournals.edu.uz/ijctcm 
 Part of the Engineering Commons 
Recommended Citation 
Mamirov, U.F (2018) "Regular algorithms of local-optimal stabilization of control objects with incomplete 
information," Chemical Technology, Control and Management: Vol. 2018 : Iss. 2 , Article 12. 
Available at: https://uzjournals.edu.uz/ijctcm/vol2018/iss2/12 
This Article is brought to you for free and open access by 2030 Uzbekistan Research Online. It has been accepted 
for inclusion in Chemical Technology, Control and Management by an authorized editor of 2030 Uzbekistan 
Research Online. For more information, please contact sh.erkinov@edu.uz. 
Regular algorithms of local-optimal stabilization of control objects with 
incomplete information 
Cover Page Footnote 
Tashkent State Technical University, SSC «UZSTROYMATERIALY», SSC «UZKIMYOSANOAT», JV 
«SOVPLASTITAL», Agency on Intellectual Property of the Republic of Uzbekistan 
Erratum 
?????? 
This article is available in Chemical Technology, Control and Management: https://uzjournals.edu.uz/ijctcm/vol2018/
iss2/12 
  
 
ISSN 1815-4840 
СHEMICAL TECHNOLOGY.  
CONTROL AND MANAGEMENT 
 
2018, №3 (81)  pp.65-69 
 
International scientific and technical journal 
journal homepage: ijctcm.com 
 Since 2005 
 
 
УДК 62-506.15 
U.F.MAMIROV 
 
REGULAR ALGORITHMS OF LOCAL-OPTIMAL STABILIZATION OF CONTROL 
OBJECTS WITH INCOMPLETE INFORMATION 
 
Тўлиқ кузатилмайдиган ва ўлчанмайдиган ғалаѐнлар шароитида динамик бошқариш объектини локал-
оптимал барқарорлашнинг турғун алгоритмларини қуриш саволлари кўриб чиқилган. Сохта тескари матрица 
концепцияси асосида бошқариш объектини локал-оптимал барқарорлашни шакллантириш алгоритмлари 
келтирилган. Турғун сохта тескари матрица учун умумлашган фарқлар усули бўйича мунтазамлаш параметрини 
танлашдаги экстремал масалалар учун Тихоновнинг мунтазамлаш усулидан фойдаланилган. Қидирилаѐтган ечимни 
аниқлашда мунтазамлаш тизимларини алмаштириш усули орқали ечиладиган уч диагоналли чизиқли алгебраик 
тенгламалар тизимига келтириш усулларидан фойдаланилган. 
Таянч сўзлар: ахборот тўлиқ бўлмаган бошқариш объекти, локал-оптимал барқарорлаш, сохта мурожаат, 
мунтазам алгоритлар. 
 
Рассматриваются вопросы построения устойчивых алгоритмов локально-оптимальной стабилизации 
управляемых динамических объектов в условиях неполных наблюдений и неизмеряемых возмущений. Приводятся 
алгоритмы формирования локально-оптимальной стабилизации объектов управления на основе концепций 
псевдообращения матриц. Для устойчивого псевдообращения матриц используется метод регуляризации Тихонова 
для экстремальных задач с выбором параметра регуляризации по обобщенному принципу невязки. При определении 
искомого решения используется процедура приведения регуляризованной системы к набору трехдиагональных систем 
линейных алгебраических уравнений, которые решаются методом прогонки.  
Ключевые слова: объекты управления c неполной информацией, локально-оптимальная стабилизация, 
псевдообращение, регулярные алгоритмы.  
 
The problems of constructing stable algorithms for locally optimal stabilization of controlled dynamic objects under 
conditions of incomplete observations and non-measurable perturbations are considered. Algorithms for the formation of 
locally optimal control objects on the basis of pseudo-inversion concepts of matrices are presented. For a stable pseudo-
inversion of matrices, we use the Tikhonov regularization method for extremal problems with the choice of the regularization 
parameter by the generalized residual principle. In determining the desired solution, we use the procedure for reducing the 
regularized system to a set of three diagonal systems of linear algebraic equations that are solved by the sweep method. 
Keywords: control objects with incomplete information, locally-optimal stabilization, pseudoinversion, regular 
algorithms. 
 
Задачи стабилизации и управления различными классами динамических объектов при 
неполной информации является одной из важных и часто встречающихся задач, возникающих при 
разработке систем управления. В реальных условиях весьма типична ситуация, когда целый ряд 
факторов, таких, как нелинейность и многомерность управляемого объекта, ограничения на 
управление, неполнота информации о состояния объекта, наличие неконтролируемых возмущений 
и т.д., не позволяют получить точное решение этой задачи [1-5]. В связи с этим разработка 
субоптимальных методов и алгоритмов адаптивной стабилизации и управления представляется 
актуальной. Одним из таких методов является метод локальной оптимизации. Локально-
оптимальные алгоритмы стабилизации динамических систем подробно исследовались в работах 
[6-12]. В частности, в этих работах были получены условия грубости системы, замыкаемой 
1
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локально-оптимальным управлением, т.е. условия сохранения асимптотической устойчивости 
положения равновесия замкнутой системы и астатизма нулевого порядка при небольших 
изменениях структуры и параметров управляемого объекта. 
В [10,11] предложен конструктивный локально-оптимальный алгоритм стабилизации 
управляемой системы в условиях неполной информации. Пусть непрерывный объект управления в 
дискретном времени описывается следующими уравнениями  
...,,2,1,0),(
),,,(1


kxCxy
uxBuAxx
kkk
kkkkkkk 
      (1)  
где nk Rx   - вектор состояния, 
m
k RUu   - вектор управления, U - допустимое множество 
управлений, sk Ry   - вектор наблюдений, 
n
k R  - вектор ненаблюдаемых возмущений, А, B, 
С - матрицы соответствующих размерностей, ),,(   и )(  - вектор-функции.  
Предполагается, что неизмеряемое постоянное во времени возмущение   допустимо для 
системы (1), если найдется такое допустимое управление Uuu  )(**  , что 
0),,0( **   uBu  [7,10]. Здесь принимается допущение, что точное описание объекта, 
вообще говоря, неизвестно. Но может быть использована следующая приближенная модель  
...,,2,1,0,
~
,
~~
1


kxGy
uFxDx
kk
kkkk 
       (2) 
где приняты те же обозначения для переменных.  
Условия аппроксимации примем в виде 
  GGhFFDD
~
,
~
,
~
. 
Предлагаемый в [10] алгоритм стабилизации имеет следующий вид:  
kk SFu
~~ ,        (3) 
где F
~
 – псевдообратная матрица, 11
~~~~)
~
(
~
  kkkk uFxDxDIS , I - единичная матрица, а 
последовательность tx
~  порождается уравнением:  
  knknkkk
n
t
tkkkk uFxGyLtptpHMxGyKxDx
~
)~
~
()1()()~
~
(~
~~
1
1  


  .   (4) 
В соотношении (4) приняты следующие обозначения:  





 
1
1
1 ~~~~~~)(
t
i
ink
it
nk
t
tnkk uFDGxDGytp , nknkk xGypt  
~~)0(...,2,1 ,  
где tH - матрица размера )( ssn  блочной структуры, у которой блок, образованный столбцами с 
номерами 1,..., s и строками с номерами tsst ,...,1)1(  , является единичной )( ss  матрицей, а 
остальные элементы tH  равны нулю, 
TnDGDGDGGM )
~~
...
~~~~~
( 12   – матрица наблюдаемости 
размера )( ssn , M  - левый обратный к M, т.е. MM  - тождественный оператор.  
Система (4) в отличии от известных наблюдателей позволяет оценивать не только состояние 
kx , но и учитывать ненаблюдаемые возмущения k  по типу «оценки» вида 
11
~~
  kkk uFxDx

. 
В [7,10] показано, что приведенный алгоритм обеспечивает асимптотическую устойчивость 
положения равновесия замкнутой системы при неточной модели и неполных наблюдениях вектора 
состояния, и является асимптотически грубым. 
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Вместе с тем здесь при реализации алгоритма стабилизации вида (3) используется 
псевдообратная матрица F
~
. Известно [13-15], что задача вычисления псевдообратной матрицы в 
общем случае неустойчива по отношению к погрешностям в задании матрицы. На практике к 
рассмотрению таких возмущений может побуждать ограниченная точность, с которой 
наблюдаемое явление описывается количественной информацией. Влияние погрешностей 
округлений, производимых в ходе численной процедуры, тоже можно проанализировать так, как 
если бы оно имело причиной возмущения входных данных.  
Известно [13], что задача о вычислении F  эквивалентна решению экстремальной задачи: 
найти такую *UZ  , что 
}:inf{ *UZIFZIFZ
mmmm


.    (5) 
Решение Z  задачи (5) единственно и совпадает с F . Это позволяет построить алгоритм 
отыскания устойчивого приближения к F  по заданной F
~
, используя метод регуляризации 
Тихонова для экстремальных задач [16,17] с выбором параметра регуляризации по обобщенному 
принципу невязки.  
Введем в рассмотрение сглаживающий функционал Тихонова 
*2
*
22
*
2 ,0,
~
)(][ UZZIZFZZJZM
mm
hh 

 .   (6) 
Известно, что задача минимизации квадратичного функционала (6) в евклидовом 
пространстве *U  имеет единственное решение Z
~
. Поэтому при 0  можно определить 
обобщенную невязку [18] 

  hh ZChZJ 
*
~
)
~
()( , 1 constC , ),(  h . 
Величина h  представляет собой  -приближение к модифицированной мере 
несовместности h : 
}:
~
inf{}:)(inf{ *
*
*
*
UZZhIZFUZZhZJ
mm
hh 

 , 
т.е.   hh0 . 
Согласно результатам [17,18] уравнение 0)(   имеет при условии 
hmmI   
единственное решение 0)(  . В качестве приближения к псевдообратной матрице F  возьмем 
экстремаль )(
~
Z  функционала (6), отвечающую параметру )(  . Тогда 
 FZ )(
~
  при 
0),(   h .  
Экстремаль Z
~
 функционала А.Н. Тихонова удовлетворяет необходимому условию 
минимума 
TT FZIFF
~
)
~~
(  .      (7) 
Матричное уравнение (7) эквивалентно набору систем линейных алгебраических уравнений 
вида [18] 
,,...,2,1,)~()
~~
( mjazIFF j
T
j
T      (8) 
где jz  и j
Ta )~(  суть j-е столбцы матриц Z и *
~
F . Процесс решения систем (8) можно рационально 
организовать на основе метода [19,20]. При этом прежде всего с помощью преобразований 
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отражения матрица F
~
 приводится к двухдиагональному виду TVBUFB
~~
:
~
 , где U и V – 
ортогональные матрицы.  
Уравнение (7) переходит тогда в 
WXIBBT
~
)
~~
(  ,      (9) 
где TTT UBFVW
~~~
  и ZVX T . При заданном   имеем m  трехдиагональных систем линейных 
алгебраических уравнений, порождаемых матричным уравнением (9), которые решаются методом 
прогонки [15]. Обобщенная невязка вычисляется по равенству 

  h
mm
T XChUXB 
 *
~~~
)( , 
где X
~
 – решение (9). 
После нахождения корня обобщенной невязки )( , а также матрицы )(
~
X  можно 
вычислить приближение )(
~
Z  к )()(
~~
:  XVZF 
 .  
Рассмотрим влияние возмущения входных данных на точность  определения 
0k
u . Итак, 
имеем  
k
T
k
T SFFuF 
0
, 
  kTkT SFuIFF   ,     (10) 
  kTkT SFuIFF
~~~~~ 

 . 
Из второго и третьего уравнений (10) на основе матричных преобразований [13,15] 
получаем 
      kTkTkTTkkT SFSFuFFFFuuIFF 
~~~~~~~

  
и далее, 
 




 1
~~~~~
0 E
k
T
k
T
E
k
E
TT
E
kk SFSFuFFFFuu , 
так как 
E
k
E
k uu 0 , где   – некоторая константа.  
Можно показать [15,19], что уравнение 
k
TTT SFFvFFF   
всегда имеет решение. 
Пусть 0v  - его нормальное решение. Обозначим через v  решение такого уравнения: 
   kTTT SFvIFFIFF   . 
Используя предельные переходы [17] можно написать 
0
0
,0
lim vv 





. 
Если 
k
u  и 
k
u  - решения (10), соответственно, для значений параметра, равных   и  , то 
         kTkTkkTT SFuIFFuuIFFIFF    .  (11) 
На основе (11) можно написать  
    2/102~min~min 000 EEkkEkkEkk vuuuuuu    . 
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Если исходные данные системы kk SFu   заданы точно, то внесение ошибок при 
реализации вычислительного процесса [18-20] равносильно внесению возмущений порядка  tO 2  
в F  и kS . Следовательно,  
 2/2~min
0
t
kk Ouu


, 
и численная устойчивость имеет место. 
Приведенные регулярные алгоритмы локально-оптимальной стабилизации объектов 
управления при неполной информации, построенные на основе устойчивого псевдообращения 
матриц методом регуляризации Тихонова для экстремальных задач с выбором параметра 
регуляризации по обобщенному принципу невязки, позволяют повысить точность формирования 
управляющих воздействий в системах с неполными наблюдениями и неизмеряемыми 
возмущениями.  
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