Statistics and dynamics of stiff chains by He, Siqian
STATISTICS AND DYNAMICS OF STIFF CHAINS
by
Siqian He
Ph.D in Biochemistry, University of Minnesota, Twin Cities, 1992
B.S. in Biology, University of Science and Technology of China, 1987
Submitted to the Department of Mathematics
in partial fulfillment of the requirements for the
Degree of
Doctor of Science in Mathematics
at the
Massachusetts Institute of Technology
June 1996
@Massachusetts Institute of Technology 1996
All rights reserved
Signature of A uthor............... .. ........ ..............................................................
Department of Mathematics
May 3, 1996
Certified by . .....................................................
Howard Brenner
Willard Henry Dow Professor of Chemical Engineering
Thesis Supervisor
Accepted by.... ..................................................
Richard Stanley
Professor of Mathematics, Chairman
Applied Mathematics Committee
Accepted by.... ...................................................
- * David Vogan
Professor of Mathematics, Chairman
Departmental Committee on Graduate Students
SCIENCE
.................... I   • S T!T T
Statistics and Dynamics of Stiff Chains
by
Siqian He
Submitted to the Department of Mathematics on May 3, 1996
in partial fulfillment of the requirements for the Degree of
Doctor of Science in Mathematics
Abstract
A statistical-mechanical theory of linear elastic polymer chains under constant
external force and torque is developed. The general theory takes into account
bending, twisting, shearing, and stretching deformations. The theory is found to
contain the Kratky-Porod wormlike chain and the Yamakawa-Fujii helical wormlike
chain as special cases.
A path integral form of the Green's function defined in the configuration space of
a linear elastic chain is proposed. The Fokker-Planck equation for the Green's func-
tion is derived from both the general rule of correspondence in quantum mechanics
and a purely probabilistic argument using the Chapman-Kolmogorov equation. A
simplified 3D free-chain (force-free and torque-free) problem and a complete 2D
free-chain problem are solved. Suppressing the shearing, twisting, and stretching
modes in both cases, the solutions are found to agree with respectively the 3D and
the 2D solutions derived by Daniels (1952) for the Kratky-Porod wormlike chain.
The distribution function of the wormlike chain in the short chain (near-rod) limit
is solved. Also derived is the asymptotic solution for the mean reciprocal distance
(1/r)(s) between two points on the chain in the near-rod limit. The moment (1/r)
possesses fundamental significance in the theory of polymer dynamics.
Lastly, the asymptotic distribution of the wormlike chain segments about the
center of mass is derived from the moments in conjunction with the known expres-
sion derived by Debye and Bueche (1952) for the corresponding distribution in the
long chain limiting Gaussian random coil case.
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§1. INTRODUCTION
During the past few years, advances in laser tweezer technology have made it
possible to perform experiments on individual biological macromolecules. In this
context, much attention has focused on experimental studies of the mechanical
and elastic properties of individual double-stranded DNA (dsDNA) molecules and
other biopolymers [Bes1,Clul,Smil,Strl]. Optical tweezers in general are devices
for gripping small objects in a beam of laser light. Since light exerts forces, it is
able to trap macromolecules, virus particles, or even bacteria by exerting gradient
forces, which propel objects towards the area of maximum light intensity.
Many biologically important processes involving DNA are accompanied by its
deformation; for example, dsDNA is stretched by RNA polymerase during RNA
synthesis, and a locally underwound DNA strand is necessary for transcriptional
activation and recombinational repair. The elastic and mechanical properties of
dsDNA affect how DNA bends upon interaction with proteins, wraps around his-
tones, packs into phage heads, and supercoils in vivo. A simple way to explore DNA
elasticity is to stretch a single macromolecule from both ends, measuring the force
exerted on it as a function of its extension (end-to-end distance), thereby establish-
ing the relationship between force and extension [Smil]. Other elastic properties of
dsDNA can be revealed by the relationship of torque vs. winding, which has also
been studied recently [Strl]. These results may shed light on biological processes
involving DNA deformations.
In the experiments performed by Smith et al. [Smil], single molecules of dsDNA
were stretched with force-measuring laser tweezers. These revealed that under a
longitudinal stress of 65 picoNewtons (pN), dsDNA molecules in aqueous buffer un-
dergo a highly cooperative transition into a stable form with 5.8 A rise per base pair,
which makes the whole molecule 70% longer than its usual B-form contour length.
When the stress was relaxed below 65 pN, the molecules rapidly and reversibly
contracted to their normal contour lengths. This transition was affected by changes
in the ionic strength of the medium. Individual molecules of single-stranded DNA
(ssDNA) were also stretched, yielding a persistence length of 7.5 A and a stretch
modulus of 800 pN. These authors suggested that the overstretched form may play
a significant role in the energetics of DNA recombination.
In the experiments of Strick et al. [Strl], single dsDNA molecules were first
torsionally constrained by binding at multiple sites at one end to a treated glass,
and at the other to a magnetic bead. Following this, a magnetic field was used
to rotate the beads and thus coil as well as pull the DNA. The elastic behavior
of individual dsDNA molecules over- and under-wound by up to 500 turns was
studied. The force vs. extension relationship for dsDNA molecules at different
degrees of winding was investigated. These authors observed a sharp transition
from a low to a high extension state at 0.45 pN for underwound molecules, and at
3 pN for overwound ones. These transitions were suggested to reflect the formation
of alternative structures in stretched coiled DNA molecules, and are thus relevant
to DNA transcription and replication.
Many theoretical studies have focused on the elastic behavior of linear elastic
polymer chains, and in particular of DNA molecules. The statistical properties of
flexible polymers are commonly idealized by a discrete random flight model (freely
jointed chain), first studied by Lord Rayleigh [Rayl] in the context of random vibra-
tions and random flights. That theory assumes the chain to be so flexible that the
directions of successive bonds are uncorrelated. This results in a Gaussian distribu-
tion of end-to-end vectors and an extension-force relationship constituted by a sum
of Langevin functions over all bonds [Yaml,Schl]. However, elastic polymer chains
like dsDNA do not have such flexibility; rather, they appear to have finite bending
elasticity. As such, it is not surprising that the freely jointed chain model does not
fit the experimental force-extension data very well, especially at high extensions,
where the assumption of freely jointed bonds breaks down [Smil].
In 1949 Kratky and Porod initiated the concept of the wormlike chain [Kral],
with statistical properties intermediate between the flexible Gaussian random coil
and the rigid rod. Their model is based on the limiting behavior of a discrete,
freely rotating chain. In 1952 Daniels [Danl] provided an extensive treatment of
the statistical properties of wormlike chains, obtaining an approximate asymptotic
distribution of the end-to-end vector in the long chain limit. The discrete model was
treated by Daniels as a Markov process. Upon passing to the continuum limit, he
was able to obtain and consequently solve the Markov integral equation. Daniels'
distribution breaks down in the short chain (near-rod) limit [Heal]; it also fails
to generate exact moments of the end-to-end distribution [Yaml]. Quite indepen-
dently, in 1952, Hermans and Ullman [Herl] first derived the differential equation
governing the wormlike chain distribution function, calculating therefrom exact ex-
pressions of up to fourth power moments of the distribution. Later, in 1966, after
expressing the conformational partition function of the wormlike chain in a path
integral form with elastic bending energy, Sait6 et al. discovered the analogy exist-
ing between the path of a wormlike space curve and the quantum trajectory of a
particle in a potential field [Sail].
The wormlike chain model is by far the most successful elastic chain model from a
statistical-mechanical point of view. It agrees with the Gaussian random coil in the
long chain limit, whereas it behaves like a rigid rod in the short chain (near-rod)
limit. On the other hand, however, it has not been possible to obtain a closed-
form solution for the distribution function of the end-to-end vector. Satisfactory
asymptotic solutions are only available in the long chain limit [Danl,Gobl]. Due
to the close analogy first developed by Sait6 et al. [Sail] between the path of a
wormlike space curve and the quantum trajectory of a particle in a potential field,
finding the distribution function in the near-rod limit is equivalent to finding the
solution of the Schrbdinger equation in the classical limit. In 1973, Yamakawa and
Fujii [Yam4] worked out a first-order approximation to the distribution in the near-
rod limit using the WKB approximation. The wormlike chain model does not agree
well with the experimental force-extension relationship because the model assumes
constant contour length. As a result of this constraint, a wormlike chain is not
able to sustain overstretching, whereas in different experiments [Besl, Clul, Smil,
Strl] individual dsDNA molecules were overstretched up to 170% of their original
contour length and even longer before the molecules finally ruptured.
Various modifications of the wormlike chain model have been proposed to over-
come the analytical difficulties encountered when attempting rigorous mathematical
treatment. In 1966, Harris and Hearst [Harl] considered an analytically tractable
model for stiff polymer chains. In addition to taking into account the bending stiff-
ness, as in the wormlike chain model, they introduced a Lagrange multiplier, which
played the role of a longitudinal stretching modulus. They were able to obtain a
closed form solution to the configurational Green's function for the stiff chain.
In 1976, by incorporating both elastic bending and torsional energies, Yamakawa
and Fujii [Yamll] initiated the helical wormlike chain model, which is a general-
ization of the original wormlike chain model. Upon setting the helix parameter to
zero, the helical wormlike chain becomes identical to the wormlike chain. Apart
from the long chain Gaussian random coil limit and the short chain near-rod limit,
with a constant helix parameter the helical wormlike chain is able to adopt a regular
helical conformation. This extra feature renders the model applicable to helix-coil
transitions of polypeptide chains (proteins). Their investigations of the statistical
mechanics and dynamics of helical wormlike chains spanned the past twenty years
[Yamll-18,Shml-4,Yosl-2,Fuj2-4]. In studying this model, Yamakawa et al. devel-
oped systematic approaches to investigating linear elastic polymer chains. However,
the helical wormlike chain is also unstretchable.
Marko and Siggia [Marl-4] studied DNA supercoiling and overstretching; at
quadratic levels in the strains, in addition to the bending and torsional energies
appearing in the Kratky-Porod wormlike chain model and the Yamakawa-Fujii he-
lical wormlike chain model, they found a coupling between twisting and bending
[Marl]. In their theory, DNA overstretching is treated as a first-order phase tran-
sition [Mar4]. Again, there was no special feature in their model that allowed the
contour length to change with the external force.
Recently, Kholodenko [Khol-6] discovered that a semiflexible linear polymer
chain is directly related to the Dirac propagator-the Fourier transform of the
configurational Green's function, so that the transition from rigid rod to random
coil can be associated with that from the ultrarelativistic to the nonrelativistic limit
of the Dirac propagator. Because the Dirac propagator can be obtained in closed
form, Kholodenko was able to derive closed-form expressions for various moments;
however, these moments are only approximately equal to those of wormlike chain
in the long chain limit. The exact relationship between the two models is not yet
clear.
A need clearly exists for a generalized theory of linear elastic polymer chains
under a constant external force and torque, which experience bending, twisting,
shearing and stretching deformations. Such a model is discussed here, being based
on numerous models that preceded it. In their book, "Theory of Elasticity", Landau
and Lifshitz [Lan2] discuss the quadratic form of the elastic potential energy due
to bending and twisting of a rod. Starting from this bending-twisting potential
energy function, together with additional potential energy terms resulting from
shearing, stretching, and external forces and torques, a differential equation for the
configurational Green's function is derived in the present work, and the protocol
necessary to obtain asymptotic solutions discussed. The theory is found to contain
the Kratky-Porod wormlike chain and the Yamakawa-Fujii helical wormlike chain
as special cases. In our analysis we assume 0-solvent conditions and do not take into
account the excluded volume effect. For chains overstretched under external forces,
or chains in the near-rod limit, this is a particularly well-justified assumption.
In §2 the configuration space of the chain will be shown to be R3 x SO(3), re-
quiring inter alia a discussion of finite and infinitesimal rotations in SO(3). As
such, the underlying structure of our elastic chain problem is closely related to
other physical problems, such as an asymmetric top undergoing translational and
rotational motion. The material length parameter s in the former corresponds to
the time variable t in the latter. Even closer is its relation to a class of stochastic,
statistical-mechanical problems involving coupled translational-rotational motions,
such as arise during the transport of a rigid orientable (i.e., nonspherical, e.g.,
ellipsoidal) Brownian particle through a viscous fluid under the action of an ex-
ternal force and/or torque-typified by gravity or centrifugal forces. The diffusion
(and hydrodynamic mobility) tensors of such a nonspherical Brownian particle are
constant relative to axes fixed in the body and thus require a body-frame charac-
terization, whereas the forces and torques derive from external potentials and thus
require a space-frame characterization. In such problems one seeks, in close anal-
ogy to the elastic chain problems, a time-dependent Green's function (conditional
probability density) in the configuration space R3 x SO(3). Convective-diffusive
problems of this type have been treated extensively by Brenner et al., and a conve-
nient symbolic mathematical structure developed in detail for characterizing finite
and infinitesimal rotations in SO(3) [Brel-4,Habl]. In §2, A path integral form
of the configurational Green's function is proposed, from which the Fokker-Planck
equation for the Green's function is derived from the general rule of correspon-
dence in quantum mechanics, where-starting from the classical Hamiltonian of a
system-the correspondence protocol leads to the Schr6dinger equation of the cor-
responding quantum system. The Green's function with constant external force is
found to be the force-free Green's function multiplied by a simple Boltzmann factor
of the external potential energy.
Since the derivation of the Fokker-Planck equation in §2 is an indirect one, the
above differential equation is re-derived in §3 from a purely probabilistic argument.
Starting from the path integral form of the Green's function, an identical differen-
tial equation is derived from the Chapman-Kolmogorov equation, with the Green's
function interpreted as a conditional probability density.
The protocol for asymptotically solving the three-dimensional Green's function
is discussed in §4. The exact moments of the elastic chain distribution function are
derived therein directly from the Fokker-Planck equation.
In §5, a special case of the general theory-consisting of a force-free and torque-
free chain with shearing and stretching moduli approximated by a single mean
shearing-stretching modulus-is discussed in detail, and the corresponding Fokker-
Planck equation solved asymptotically. Exact solutions for all even-powered mo-
ments of the end-to-end vector can be calculated from the asymptotic distribution,
provided that enough terms in the asymptotic expansion are retained. Upon sup-
pressing the shearing and stretching modes, the first-order approximation of the
solution is found to be identical with Daniels' distribution of the Kratky-Porod
wormlike chain. The long chain limits of the moments are identical to those of
Gaussian random coils [Yaml], whereas the short chain limits of the moments agree
with those for rigid rods.
In §6, the distribution function and, more importantly, the moment (1/r) in the
near-rod limit are derived as asymptotic power series in As. This result is considered
to be one of the major results of this thesis. It ends a 40 year long quest in the field
of polymer dynamics for the wormlike-chain distribution function and the moment
(1/r) in the near-rod limit [Heal,Yam4].
The protocol for solving the differential equation shown in §4 is practiced in §7
by solving a two-dimensional version of the elastic chain, Fokker-Planck equation.
The asymptotic solution and the exact moments in 2D are obtained.
In §8 the asymptotic distribution of elastic chain segments about the center of
mass is obtained for the special case of the Kratky-Porod wormlike chain without
knowledge of the corresponding Fokker-Planck equation. The angular autocorre-
lation function of the tangent vectors for the wormlike chain is calculated from
the differential equation for the angular Green's function. The exact second- and
fourth-power moments of the position vector of the chain segments about the center
of mass are calculated from the angular autocorrelation function. The long chain
and short chain limits of the moments are found to agree respectively with those
for Gaussian random coils and rigid rods. The asymptotic form of the distribution
function of position vectors about the center of mass is derived from the moments,
together with the known expression for the corresponding distribution function in
the long chain limiting case of the Gaussian random coil.
Finally, some concluding remarks are given in §9.
§2. STATISTICAL MECHANICS OF LINEAR ELASTIC POLYMER CHAINS
We will study the statistical-mechanical properties of a linear elastic chain with
general deformations of bending, twisting, shearing, and stretching. The elastic
properties of the chain are characterized by Young's modulus E and shear modulus
G. The position of the centerline of the chain is uniquely defined by r(s), with s
being the material length (identical to the arc length when there is no deformation
of the chain). However, when the chain is twisted, stretched or sheared under the
action of an external force or torque, its material length and arc length will no longer
coincide. The total material length L is always constant, independently of the state
of deformation, whereas the total arc length depends on the state of deformation.
In the undeformed state (no bending, twisting, shearing, or stretching), the chain
is a straight rod with arc length L. We divide the chain into infinitesimal elements,
each of which is bounded by two adjacent cross-sections. For each such element
we construct body-fixed coordinate systems (termed body-frames in what follows),
{Ai(8), &2(8), 3 (8)}, along the chain with origin on the chain centerline. For chains
without intrinsic twist, the body-axes are chosen in such a way that in this unde-
formed state the body-frames are all parallel; explicitly {&3 (s) I s E [0, L]} all lie in
the tangent direction of the straight rod, while A1i(s) and A2( s) lie in the plane of
cross section at s and there coincide with local principal axes of inertia. For chains
with intrinsic twist (for instance, double helix DNA), we first completely untwist
the chain while maintaining its shape as a straight rod. We then choose A0 (s) and
a2(s) such that all body-frames are parallel. After body-frames have been erected
along the whole chain, we let the chain resume its natural form with intrinsic twist.
In this form, while moving along the straight-rod chain, the body-axes Ab and &2
undergo constant rotations about the a3 axis.
We now let the elastic chain in solution deform under the combined action of
the thermal agitation and external field. In general, should shearing deformation
arise, the body-axis a33(s) will no longer coincide with the local tangent direction
t(s) = dr/ds, and A1 (s), A2 (s) will not remain within the local cross sectional plane.
We denote a space-fixed Cartesian coordinate system (termed space-frame in what
follows) by {e1, 2, 3}. Transformation between the two frames is performed by
using the Euler rotational matrix A(O(s), 0(s), ip(s)) via the formula
ao(s) = A(s) ea, (2-1)
with elements
Aap=-6, " A.• -A e." -a#, (2-2)
expressed in the Cartesian space-frame basis. Since (ei)j = 6Ji, the components of
unit vectors along body-axes in terms of the space-frame basis are given by
(fia),o = Ap,\(e^)\ = AOx\a\ = Aa, (2-3)
where the summation convention is used. In what follows, the summation conven-
tion always applies to Greek suffixes occurring twice in tensor expressions. Adopting
the standard zy'z" convention of Euler angles [Edml and Sakl], the body-frame
is transformed from space-frame first by a rotation of angle q E (-r, r] about the
63-axis (z), then a rotation of angle 0 e [0, 7r] about the new 62-axis (y', the line
of nodes), and finally a rotation of angle / e (-7r, r] about the A3-axis (z"). If
we represent a rotation a about an axis ( by the operator Dý (a), then the above
transformation is given by the composite operator Dz,,(0)Dy (0)Dz (). However,
matrices for rotations about body-axes are rather inconvenient to manipulate. As
such, it is desirable to express the body-axis rotations in terms of space-fixed axis
rotations.
The Euler rotation operator Dz,,(0)Dy,(0)Dz(I) can be simplified by using the
elementary relation Dy (0) = Dz(q)Dy(9)Dz(-q). We will prove this relation by
demonstrating the effect of a left-hand side single rotation and right-hand side
composite rotations on some particular axes. Clearly, the orientation of the line
of nodes (y'-axis) is invariant to both rotations. Furthermore, the orientation
of a6 (z"-axis) is the same whether we apply Dy,(0) or Dz(q)Dy(O)Dz(-q). In
both cases, a3 makes a polar angle 0 with the space-fixed 63-axis (z), and its
azimuthal angle in the space-frame is just q. This proves the two rotations to
be identical. Similarly, Dzi, (V) is equivalent to D, (0)Dz, (0)Dy, (-0). Since z'
is identical to z (the z-axis is invariant to the first rotation), Dzi, () is equiva-
lent to Dz•()Dy(0)DzO()Dy(-O)Dz(-O). It follows that Dzf,(0)Dy,(0)Dz(0) =
Dz(¢)Dy(O)Dz(b). Therefore, the Euler rotation matrix A(, , 0,) in the space-
frame basis is defined by the product(cos t -sin 0 ( cos 0 0 sin 0 cos V -sin 0o
A sin 0 cos 0 - 0 1 0 sin cos 0 , (2-4)
S 0 0 1 -0sin 0 cos 0 0 0 1
or
cos cos cos o - sin sin b -cos cos sin b - sin cos 4 cos sin\
A= sin cos 0 cos + cos sin 0 -sin cos 0 sin + cos cos 4 sin sin9
-sin 9 cos 0 sin 0 sin ¢ cos 0
=(& c 2 a3 ) (2-5)
The last equality holds because, from (2-3), (aj)i = Aij. Hence, expressed as
components in terms of the Cartesian space-frame basis, dj is just the jth column
of the matrix A.
SAt each point s on the chain, the position of the point and its local structure
are uniquely specified by r(s) and A(s). Since r(s) e R 3 and A(s) E SO(3), the
configuration space of the elastic chain is 7 3 x SO(3).
It is interesting to note that with the material length s being identified with
the time t, the elastic chain system is similar to the motion of asymmetric tops
[Goll,Lanl1,McC1,Parl,Whil] or of nonspherical Brownian particles [Brel-4,Habl].
The configuration space of all these systems is R 3 x SO(3). As such, it is not
surprising to recognize the existence of an analogy between these systems.
Suppose for some unit vector that ii 6 u
polar coordinate system; apparently, a3 = u
onal curvilinear frame at e, by the set {u,
vectors in the space-frame basis,
cos sin0
(u 6e 6e)= sin sin90
cos
= (1, 9,q ) in a space-fixed spherical
from (2-5). Denote the local orthog-
6e, e4}; thus, expressed as column
cos cos 9
sin q cos 9
- sin
- sin
cos
0
(2-6)
From the above two equations, we have, again in the space-frame basis,
(al A2 a3 ) = (eu
0
60 6,) - cos '
Ssin
0 1
-sine 0 .
cos' 0
When shearing is absent, a3 =6 = 1 is the unit tangent vector of the chain.
This fact will later be used to simplify the related differential equation.
Denote the three Euler angles by the set 4(s) = (O(s), 9(s), O(s)), and the unit
vectors in the directions of rotations 
€, 9, and 0 respectively by ao, ao, and a¢.
The vector a0 is identical to e3 (z-axis), ae lies on the line of nodes (y'-axis),
and A• coincides with a3 (z"-axis). For simplicity we also identify P with the
set {Dj}, so that 41 = 0, (2 = 0, and (3 = 4. The scalar 1j characterizes
a rotation about abb. The frame {a^k} is intrinsically related to the composite
rotations characterizing the local structure of a chain; however, unlike the body-
frame {aj}, it is not an orthogonal frame. Consequently, we have to transform all
the infinitesimal rotation vectors into components about the body-frame, for which
purpose we need a transformation matrix between the two frames. Explicitly, the
base vectors a4, expressed as column vectors in the space-frame basis adopt the
forms
a6  A ) = 010
- sin
cos
0
cos sin9
sin sin 0
cos 0
and
&p, = apAa,
where the transformation matrix A in the space-frame basis is given by
(2-8)
(2-9)
- sin 9 cos V)
sin 0 sin V;
cos 0
sin 4'
cos
0
0
0 .
1
(2-10)
Although {Iaj} is an orthogonal frame, {a#k } is not, whence the transformation
matrix A between the two frames is not an orthogonal matrix.
We denote the set of rotations about the body-axes by f = {ft, 02, 0 3}. The
two sets 4 and fl represent identical rotations, with 4 projected onto {a^, } in
(2-7)
(a# a* a3 - a
terms of {(Ij}, and f0 projected onto {&ak} in terms of {k}. Therefore, the two
infinitesimal rotation vectors are identical:
dI = deD,, = d0 = dfo i. (2-11)
The triplets 4 and fl constitute vectors only for infinitesimal rotations, but
not for finite rotations. Finite rotations cannot be represented by a single vector,
inasmuch as finite rotations are not commutative, nor is matrix multiplication com-
mutative. Since 4I and fl are not vectors, any operations performed with them
should be regarded as purely symbolic.
When the body-frame at s + 6s is subjected to a rotation 53(s) = c5f(s) relative
to its orientation at s, the generalized angular 'velocity' is
&P dfl
S= wa = s= = s•  = 0 yD•, (2-12)
where fj is the angle of rotation about aj and the last equality serves as the
definition wj = j; an overdot denotes the derivative with respect to s.
The components wj in the body-frame can be represented by Euler angles and
their derivatives with respect to s. From (2-9) and (2-12), wae, = 4is& =
io aAa,, where the matrix A is defined by (2-10). Since the fia's are completely
arbitrary and wj = Qj, we have that
w, = Aacp(p, (2-13)
dlo = Aaod(D. (2-14)
Although the frame {, &a, a^, ,P} is intrinsically related to the infinitesimal ro-
tations and hence to the differential operator in Euler-angle space, it is not an
orthogonal frame. The transformation formula (2-9) enables us to express the dif-
ferential operator in Euler-angle space in terms of components in the body-frame
{1, 6 2, 1 3}. For this purpose, we also need the metric tensors in (-space and Q-
space; these two spaces are special in the sense that only infinitesimal vectors are
defined in them.
Note that since the body-frame derives from a Cartesian space-frame by a pure
rotation, it too is a Cartesian frame. An infinitesimal distance element in 7R3 can
be expressed as [Aril,Bril,Weil]
dl2 = (d&a)-(daa)p = ,g!,Jrdcd0 , (2-15)
where the metric tensor in 4-space is given by
= a() 1  a.~)04( A . (2-16)
Upon performing the summation explicitly over all components of ij in (2-5) ex-
pressed in the space-frame basis, we find that
( 2 0 2coso
gx, = 0 2 0 . (2-17)
2 cos 9 0 2
On the other hand, from (2-14), da = (A-1)apdQ0, with A- 1 given explicitly
- csc 0 cos VA-' = sin 4cot 0 cos V'
Therefore, by (2-15),
094 = 0=
2
(0
csc 0 sin V
cos 0
- cot 9 sinV 4
dl2 = 9 g(A-1)Aa(A-1),,dadp = QgdfdOp.
Expressed explicitly using the expression for A- 1 in (2-18) and jgA\ in (2-17), the
metric tensor in 0-space is
The gradient operator in Q-space is therefore
Vn -, (9)
For an arbitrary scalar function f (€, 0, 0),
ofdf = d@a,0i@c,
0
0 =26,0.
2
of
= d•t .
Since f is arbitrary, it follows from (2-14) that
8 8
dea (9 = AOadDa a.
Again, since the d@&'s are arbitrary, we conclude that
-0 = (A')oa8
Upon using the expression for A- 1 in (2-18), we find
(2-21) now takes the form
S8 _Vn = O,4802 aI
cos ' 8
sin 0 80
that the gradient operator
+ o )+ sinO a + cot 0 cosO -890 0909)
a3
+ v^/22 (sin9 8c O89 T
The Laplacian in 4-space or 0-space is defined by
v• 1 8
vlig- 0@D• 8 4D (2-25)
1 o
0
0
1
(2-18)
(2-19)
(2-20)
(2-21)
(2-22a)
(2-22b)
(2-23)
(2-24)
8gP
wherein tg a (cf. (3-15)) and ngG are the inverses of the respective metric tensors
in the two spaces. Using either (2-17) or (2-20) together with (2-24), it is easy to
show that
, 1 1 [ (() + 1 82 2cot9 82 1 02] (2-26)
A 2 si inO9 0 9 0 sin2 o .0..2 sin 0 80€ +sin 2 0  "(2 I -
Note that the first two terms in the parenthesis are exactly the Laplacian V? on
S2, the latter denoting the surface of the unit sphere, with fi eu = (1, 0, ) in
the space-fixed spherical polar coordinate system. Therefore, upon operating on a
function which does not depend on 0 explicitly, 2VM reduces to V2 . This fact will
be used later to simplify the differential equations for chains with isotropic bending
and twisting moduli.
The orthogonality of A enables us to show that
(AT - A)aj = (AT. -)ia = -(AT, A)a, = eaCpyw.,, (2-27)
where es, is the Levi-Civita completely antisymmetric tensor density, and w7 is
defined in (2-12). This relation together with (2-3) imply that
d(&^a)A dAAa
ds ds =
or dfi/ds = w a OA = wre6sia = wyay x a. Therefore, using (2-12), the
generalized 'velocity' of the body-axis moving along the chain is given by
d ia dM)d = ds x aa. (2-28)
ds ds
In the space-frame r = xaea, we define the tangent vector t and its components
in the body-frame and space-frame by
dr
t = ta• c - ds- = a. (2-29)ds
In the case of no shearing and no stretching, t becomes identical to the unit tangent
vector fi _ e, = (1, 9, 0). Note that the two frames are transformed via the
rule aj = A . j. Hence, given a vector V, its components in the two frames are
transformed according to (Vc)i = V - a., = V.A. e = (Vp), ep-A.&, = Apc(V#)c,
i.e.,
(Vc)a = Apj(Vp)C, (2-30a)
(Vcj)a = A,(V)j). (2-30b)
Consequently,
ta = A•aip. (2-31)
Following the analogy between the configuration of a wormlike chain and the
quantum trajectory of a particle under external field, first established by Sait6
et al. [Sail], we now derive the differential equation governing the Green's func-
tion G(r, ;s I ro, 0o;so), where r = r(s), 4 = {1(s),9(s), V(s)}, ro = r(so), and
0o = {¢(So), O(so), 0(so)}. This approach is similar to those standard rules used
in quantum mechanics for transforming the Feynman path integral form of a wave
function into the Schr6dinger equation it satisfies. For simplicity, in what follows
we will set so = 0. The Green's function G satisfies the path integral
r(s)=r
G(r, 4; s I r0 , o; 0; f; r) e ' d- [r(r)] D[((7)], (2-32)
r(0)=ro
,*(o)=+-0
where £ = iU/kBT is the Lagrangian of the system, U is the elastic and external
potential energy per material length of the chain, and Co is a normalization constant.
From the definitions (2-12) and (2-29), we can easily identify {wj } and {tj } with
various deformation modes. Explicitly w1 and w2 are components of the generalized
angular 'velocity' in the cross-sectional plane of the chain. Therefore, they represent
two modes of bending. On the other hand, W3 is the component tangent to the
chain, which apparently corresponds to one mode of twisting. Also t, and t2 are
components of the generalized linear 'velocity' in the cross-sectional plane of the
chain, and should surely be identified with two modes of shearing, whereas t 3,
being the component tangent to the chain, must be characterizing by one mode of
stretching.
It is easy to see that a constant external force f = faea (per kBT) acting on
the chain molecule should appear as a term in U of the form -f. - t = -foi, for
then the external potential energy is minimized when the chain completely aligns
itself with the external field f. Similarly, a constant external torque r = Ta&e (per
kBT) acting on the chain will appear in U as a term -T - = - Aa , where
(2-30) was used. Note that the components of both the external force f and torque
r are naturally chosen to be in the space-frame, since f and r are independent of
the local structure of a chain. As a rule, components of variables defined in R 3
(linear variables) are chosen to be space-frame components, whereas those defined
in SO(3) (angular variables) are chosen to be body-frame components.
Some elastic chains have a non-zero intrinsic twist even in the relaxed straight-
rod state; for instance, the DNA double helix (double-stranded DNA, or dsDNA)
has an intrinsic twist of 10.4 basepairs per turn. Since w3 is associated with the
deformational mode of twist, we denote an intrinsic twist by w3; (for DNA, w = 1.8
rad/nm). If the parameter s is identified with material length, the intrinsic length
scale is t o = 1, rather than zero, for without any deformation the intrinsic tangent
vector t = a 3 has a component of unit magnitude along the body-axis A3. However,
to maintain the symmetry of the formalism, instead of being replaced by unity,
t o will remain as it is in the following derivation. Note that wA and to are not
the variables w3 and t3 at one end of the chain s = 0, but rather characterize the
intrinsic twist and intrinsic stretching.
We now proceed to find the explicit form of the Lagrangian L. The infinitesimal
chain segment at s has 6 degrees of freedom, in which 3 are translational, charac-
terized by r(s), and 3 are rotational, characterized by 4(s). Since the Euler angles{Wj} are associated with the non-orthogonal curvilinear frame {fi, e, &ap}, while
the set {Qjf } characterizing the same rotations are associated with the orthogonal
body-frame {Ia, A2, a 3^}, it is natural to choose {X1, X29 3,1 1, £2, f• as the set of
generalized coordinates characterizing our system, and {l., 2, x 3, Wl, w 2 , w3 } as the
corresponding generalized 'velocities'; we note that by definition, (2-12), wj = ýj-
For small deformations, the linear elastic law applies, whence the elastic energy
per unit material length is quadratic in the various body-frame components of the
deformations ('velocities' and angular 'velocities') [Lan2,LeB1,LeB2,Lovl]. Assum-
ing deformations of the chain to involve bending, twisting, shearing, and stretching,
the elastic energy consists of linear combinations of wiwj and titj. It is easy to see
that there can be no terms proportional to w1W3 , w2W32, t 1t 3 , and t2t 3. For, since the
chain is uniform along its length, all quantities, and in particular the energy, must
remain invariant to reversal of the body-axis a3; however, these four terms change
sign under such axis-reversal. The other two cross terms, W1W2 and t i t2 , will not
appear if the body-axes a^ and a2 are chosen properly [Lan2].
In the interests of the symmetry and generality of the formalism, we assume
non-zero intrinsic bending (w°, w), twisting (w°), shearing (t?, t ), and stretching
(to - 1). In units of kBT, the potential energy can be expressed as
3 31• 1 0]~s w° 2 1+ [tk(S)-- to] 2- f-ft(s) -- T .W(S) .
-i(s) = 4 Ak(s)[Wk() - Wk+4 Bk(s) [ k
k=1 k=1
(2-33)
For generality, we have allowed both the Ak's and Bk'S to be functions of the
material length parameter s. It is apparent that these coefficients are related to the
elastic properties of the chain; therefore, in this model, we do not assume elastic
homogeneity along the chain. In fact, for double helix DNA molecules, the Ak's and
Bk's can be approximated by constants plus small multiples of periodic functions
of s. The constants correspond to the first-order approximation of assuming elastic
homogeneity, whereas the periodic functions represent the correction terms arising
from the unique structure of double helix DNA. As a simple model for double helix
DNA, consider an alternating current wire composed of a helical structure of two
wires. From common experience we know at a given point on the wire that the
bending stiffness in different directions is not isotropic in the local cross-sectional
plane; however, the bending stiffness in any given direction is nevertheless periodic
along the wire.
From (2-32) we see that fo' iC(r) dr is dimensionless, whence £ has units of
inverse length. By definition (2-12), the wk's also have units of inverse length,
whereas the tk's are dimensionless according to (2-29). Therefore, the Ak's have
units of inverse length, while the Bk's have units of length.
An important feature of the model emerges as a consequence of the way in which
the constant external force f appears in the potential energy function. Substituting
the above Lagrangian into the path integral (2-32), we note that by definition
fo t(r)dr = r - ro is independent of the path of the chain between s = 0 and s,
since r and r0 are the upper and lower limits of the integration path. Therefore,
the term erf(r-ro) can be brought outside of the path integral. However, this is the
only term via which the external force f comes into play in the Green's function;
hence, we conclude that
G(r, ; s I ro, 4o; 0; f; r) = er(r - ro) G(r, 1; s ro, 4o; 0; 0; r), (2-34)
where C is some normalization constant, different from Co in (2-32). The same
argument cannot be applied to r since w is not integrable. Inasmuch as w is not the
derivative of any vector, it is a nonholonomic vector, in analogy to the nonintegrable
differential constraints. This corresponds to the fact that finite rotations cannot be
represented by a single vector.
The intrinsic parameters adopt different numerical values for different models.
For instance, if we assume isotropic bending and shearing, then A1 = A2 and B1 =
B2, whereas zero intrinsic bending and shearing imply that w° = w = t = t = 0.
It can also be shown that this Lagrangian is general, in the sense that it contains the
Kratky-Porod wormlike chain and Yamakawa's helix wormlike chain as special cases.
For instance, the intrinsic curvature no and intrinsic torsion ro in Yamakawa's helix
wormlike chain model can be identified with no - (w0 )2 + (wP) 2 , and To w° in
this model. In §5 we will show explicitly in the absence of twisting, shearing, and
stretching, that our general elastic chain becomes a wormlike chain.
For isotropic bending and shearing, the Aj's and Bj's are related to Young's
modulus E and the shear modulus G of the chain via the formulae [Hagl,Smil]:
A1 - A 2 = kBT/(2EI1), A3 = kBT/(4GI3), B1 = B 2 = ksT/(2G7rai), B3 =
kBT/(2E7ra 2). Here ac is the cross-sectional radius of the chain, whereas Ii and 13
are the two principal moments of inertia, with I3 = 21, = ira'/4. Poisson's ratio,
which characterizes the elastic property of the chain, is given by a = E/(2G) - 1.
For double helix DNA the numerical values of these elastic constants are listed at
the end of §4.
By definition, the linear 'momentum' P and angular 'momentum' J are given by
P = Pae., (2-35a)
J = Jaf. (2-35b)
Since all the linear variables are defined in R 3 and all the angular variables are
defined in SO(3), we have let the components of the linear 'momentum' P be those
in the space-frame basis and let the components of the angular 'momentum' J be
those in the body-frame basis. These components are obtained from the Lagrangian
Pa = ~ = b5 + Maci-, . (2-36a)
S1L i(wk - w°) _ irAcak, (2-36b)
J Uwk 2Ak
where
b 2Z k=°  ifo, (2-37)
k=1
.3
k=1 Bk
Using the orthogonality of A it is easy to show that det(M) = 1/(8iBiB 2B3) and
3
(M-1)a= = -2i BkAakApk. (2-39)
k=1
Equations (2-36a,b) enable us to express io in terms of PO, and wk in terms of
Jk:
wk - 0 = -2iAk(Jk + iT•Aak), (2-40a)
i = (M-')ao(Pp - bp), (2-40b)
where the summation convention is not applied to repeated Latin suffixes (A, and
Bj are not components of vectors).
Using (2-31), (2-39), and (2-40b), we obtain tk = -2iBkAck(Po - ba), or
tk - t o = -2iBkAak(Pa + ifa). (2-41)
The Hamiltonian 7W = Ek Pkqk - L for our particular choice of generalized 've-
locity', angular 'velocity', 'momentum', and angular 'momentum', is
W- = weJo + iPo - L. (2-42)
Upon substituting (2-40) into (2-42), with M - 1 given by (2-39), and making use of
identities like POAa, = Pae - A - = P- ab, we obtain, after a long derivation,
3
i-= Ak (J +i)]2 +B[k. (P+if)]2 +iw[k. ( +i)1 +ito [k. (P if)]].
k=1 (2-43)
Using the general rule for forming the Schr6dinger equation by correspondence
operations [Mesl], given the explicit form of a Hamiltonian the path integral form
of a wave function can be transformed into the Schrbdinger equation it satisfies:
(h&/9s + ili)¢ = 0. The conversion procedure, P =• - ihVr and J = - ihVO
with Vn given by (2-24), leads to the desired differential equation for the Green's
function (h - 1 for our purposes):
( + E G(r, 4; s ro, Io; 0) = 6(s)6(r - ro)6(4 - 4o), (2-44a)
where
E -(Vn - ) - (Vn - ) - (Vr - f). D. (Vr - f) + So (2-44b)
and
=0 = 4 [ac -(v, -,01 + to (v, - f)]. (2-44c)
The translational and rotational diffusion tensors D and 9 are given by
3
E = Aj &3 Aj, (2-44d)
j=1
3
D = E B jajAj, (2-44e)
j=1
while the delta function in Euler-angle space is
1
J(,I - 4o) = j( - 00) 6(0 - 00Go) 6( - 0). (2-44f)sin 0
Observe that the external force f enters the differential equation in terms of the
group entity Vr - f, whereas the external torque r enters in terms of Vn - T.
This fact is consistent with (2-34). Suppose, for simplicity, that we let the Green's
function with constant external force f and constant external torque r be denoted
by G(r; f; r), whereas that for the force-free case is G(r; 0; r). Then, from (2-34),
we have G(r; 0; T) = Ce- r (r- ro) G(r; f; r). Upon applying the operator Vr to both
sides of the latter we obtain
VrG(r; 0; r) = Ce - f -(r- r o)(Vr - f)G(r; f; ).
Since the differential equation (2-44) is homogeneous, the factor Ce- f '(r- ro) can be
dropped in the equation. Hence upon replacing Vr by Vr - f everywhere in the
differential equation for the force-free (f = 0) Green's function, what we obtain
is exactly the differential equation for the Green's function with an external force
(and torque).
By examining the derivation leading to (2-44) we notice that the path integral
(2-32) was not used explicitly to derive the differential equation (2-44). Rather, we
made use of the general rule for forming the Schr6dinger equation by correspon-
dence.
The correspondence rule states that to a classical system with Hamiltonian
W({qj}; {pj}; t) there corresponds a quantum system whose dynamic state is rep-
resented by a wave function '({qij}; t) defined in configuration space, one whose
wave equation can be obtained by performing on both sides of the equation & =
7W({qj}; {pj}; t) (arising from the homogeneity of the system in t) the substitu-
tions & =o ihO/at, pa =: - iho/8q,, and by observing that these two quantities,
considered as operators, give identical results when acting on I. The equation
thus obtained is the Schr6dinger equation of the corresponding quantum system:
ihOt9I({qj}; t)/Ot = 7({qj}1; {-ihi/Oqj}; t) ({qj}; t).
However, the correspondence rule stated above does not define the Schrbdinger
equation uniquely [Mesl]. Rather, there exist two sources of ambiguity. The first
arises from the fact that this rule is not invariant to a change of coordinates param-
eterizing the configuration space. The second stems from the fact that operators do
not necessarily commute with each other due to the finite, non-zero character of h.
As a consequence, different quantum Hamiltonians may correspond to equivalent
forms of the classical Hamiltonian.
Consequently (2-44) needs to be confirmed by using direct approaches, especially
because f is not a vector owing to its failure to obey the commutative law under
addition. In the next section we will use a probabilistic approach to confirm the
differential equation (2-44). Because the differential equation governing Green's
function in the presence of external forces and torques can be obtained from that
of the free chain simply by replacing Vr by Vr - f and VO by Vn - r, we need
only find the free chain (f = 0 and r = 0) differential equation.
§3. A PROBABILISTIC APPROACH TO THE ELASTIC CHAIN DISTRIBUTION
#In the preceding section we derived the differential equation for the elastic chain
Green's function by using the correspondence rule from quantum mechanics. This
approach, although simple and elegant, is an indirect one. We now re-examine the
elastic free chain (f = 0, r = 0) Green's function using a purely probabilistic ap-
proach which makes explicit use of the path integral (2-32). Consider a differentiable
space curve with constant material length L. We now set up body-frames every-
where along the chain, the same way as in §2. The configuration of the infinitesimal
chain segment at any given point s is characterized by its linear coordinates r(s)
and angular coordinates 4(s) (the set of Euler angles). We are interested in the dif-
ferential equation governing the Green's function G(r, 4; s I ro, Io; 0; f = 0; r = 0),
which can be viewed as a conditional probability function. Since the free chain
Green's function is used exclusively in this section, the explicit notation f = 0 and
r = 0 that would otherwise appear in the argument will be suppressed. For a given
As, G(r, ,; s+ As j ro, Io; 0) satisfies the Chapman-Kolmogorov equation
G(r, 4; s + As I ro, ,o; 0) =
SG(r, P; s+As I r-Ar, I-AI; s) G(r-Ar, 4-AI; s ro, 4o; 0) d3(Ar) d3 (A4).
(3-1)
Expand G(r, ,; s + As I ro, Io; 0) and G(r - Ar, D - A,; s Iro, ,o; 0) into Taylor
series to obtain:
sOG  2
G(r, 4; s ro, 4o; 0) + As 9  + O((As)2) =/[ 98
G - Ar -VrG - A( - V4,G + -ArAr: VrVrG + APA(b : VV 4,G
+ArA,: VrVG+...] G(r, 4; s + As Ir-Ar, - A; s)d 3(Ar) d3 (A4).
(3-2)
For an arbitrary function M(Ar, A,), we define the expectation value
(M) = M(Ar, A4) G(r, 4; s + As r - Ar, 4 - AQ; s) d3(Ar) d3(A4), (3-3)
where the transition probability G(r, ,; s + As r - Ar, 4 - AQ; s) is properly
normalized: f G d3 (Ar) d3(AQ) = 1. Equation (3-2) thereby becomes
sG 1A
As + O((As) 2) = -(Ar) -VrG - (A,) -VoG + (ArAr) : VrVrG
5s_ 2
1
+ -(AAe ) VVeG + (ArA) : VrVG + .... (3-4)
2
The properties of the Green's function G(r, 4; s+ As I r- Ar, 41- A,; s) (a tran-
sition probability) for an elastic chain can be used to simplify the above equation.
We have assumed that any Green's function takes the path integral form (2-32),
which in this particular case becomes
G(r, ; s + As I r - Ar, 4 - AI; s)•= e () dd[r(r)] (r)].
r-Ar
(3-5)
For infinitesimal As, the path integral of the infinitesimal transition probability
extends over an almost unique path, whence the path integration disappears and the
transition probability becomes simply eir A. The explicit form of the Lagrangian
is given by (2-33). Note that Ar/As = t = ta,, -- (Ar~a/As) a (summation con-
vention on repeated Greek suffixes), where the last equality serves as the definition
of Are. This makes wk = Ak/As, tk = Ark/As. Aside from a normalization con-
stant, the transition probability becomes the product of two independent Gaussian
distribution Boltzmann factors:
G(r, 4b; s + AsIr - Ar, 4 - AQ; s)
__1
- 1e k [4AsAk]-)~-1 O)2 e-k [4AsB- 1 (Ark--t A) 2  (3-6)C
Since, for infinitesimal transitions the Green's function becomes a Gaussian dis-
tribution, the expectation values of different quantities can easily be obtained by
explicit integration. However, since the angular variable in the Gaussian distribu-
tion is f2k rather than Dk, we need therefore to transform (3-4) into an equivalent
form, namely
BG 1As 88+0 ((As) 2) = -(Ar) - VrG - (Afl) -VG + -(ArAr) : VrVrG
+ 2(AfAS) : VVoG + (ArAd : VrVaG + .... (3-7)
We have systematically changed the angular coordinates of our system from those of
4-space to those of S-space; for intuitively, the Taylor expansion (3-2), (3-4) and the
desired differential equation must each be invariant to coordinate transformation.
The equivalence of (3-4) and (3-7) will be proved explicitly at the end of this section.
In a-space, (3-3) now takes the form
(M) (A1A2A3B 1B2B3)- 1/ 2  M(Ar, AO) e- k [4A8Ak]-1 kk 2
64Vr,(As)47r3 )
x e- Ek [4AsBk]'(A-1rk-tsk )2 d3(Ar) d3 (Afl). (3-8)
An extra factor F appears in the normalization constant because, from (2-20),
the determinant of the metric tensor ngi in a-space is ng = 8. As such, the
infinitesimal volume element is d3 (An) = v/8 d(AQ,) d(AQ 2) d(A2 3).
Since the Gaussian distributions over linear coordinates Ark (with mean toAs)
and over angular coordinates A2j, (with mean w As) are independent, we have that
(Ar) = As t aba, (3-9a)
(An) = Asw° aa, (3-9b)
3
(ArAr) = [2AsBkj,k + (As)2tt] ajk, (3-9c)
j,k=1
3
(AlAO) = E [2AsAkj6,k + (As) 2 ww] Ajk, (3-9d)
j,k=l
(Arn) = (Ar)(Aln) = (As)2 ac a. (3-9e)
Substitution of (3-9) into (3-7) yields
9G a3
+ O(As) = -ti(Aa - Vr)G - w°(a -Vn)G + Ak(Ik )2G
k=1
3 )2 As o+ Bk(^k Vr)2G + -2tctt(A Vpr)(. Vr)G
k=1
+ AW w(a - Vn)(ap - Vn)G + (As)two(Ac Vr)(A•p - Vn)G +.... (310)
Upon deleting terms of order O(As) and higher in the above equation we obtain
the differential equation of the free chain (f = 0, r = 0) Green's function:
aG 3 3
- Ak(ak'n )2G- • Bk( k' Vr)2G+t(a-cr'V)G+w(a- Vn)G =0.
k=1 k=1
(3-11)
For chains with constant external force f and torque -, the corresponding differ-
ential equation is obtained upon replacing Vr and Vn in above with Vr - f and
Vn - T respectively. Furthermore, upon taking into account the source terms by
placing delta functions on the right-hand side of the resulting equation, the dif-
ferential equation thereby obtained is identical to (2-44). Consequently, a purely
probabilistic approach with explicit use of the path integral confirms the result
obtained in §2 by alternative arguments.
To conclude this section, we now prove the equivalence of (3-4) and (3-7). In
particular, we will show explicitly that
A .-VOG = Af -VnG, (3-12a)
AI, A : VOVAG = flAnA : VnVnG. (3-12b)
As A, and Al approach infinitesimal rotations, (3-12a) becomes identical to
(2-22a) since the covariant derivative of a scalar is identical to the ordinary gradient.
Therefore, we need only prove (3-12b). Expressed alternatively, the operator on the
left-hand side of the latter becomes
dOd~ 0 0 a0 F 0dO0d•D a0 O dDo• O0•Oa D - D r 0- J ' (3-13)
where PFr is the Christoffel symbol of the second kind (the affine connection) in
G-space. Its definition, independent of choice of coordinate system, is
- 1 yA[OgA• '9 O g•. 1gz0x= 2 1 + i9 oxL~ O x" ~ ( 0X'8 J*
(3-14)
Use of the metric tensor (2-17) and its inverse in 1-space gives
1csc 2 2
0
- csc2 0 cos 0
0 - csc 2 0 cos O)
1 0
0 csc 2 9
Consequently, the only non-vanishing components of gij/ 1 0 kk
0g31/002 = -2 sin 0. This yields,
o 12
1r3
2F 3
= eE 2 = 33 = 0
= 1 = (-coto 0
31= F = (0 Isin0O
32 = 2-!CSc 0
(3-15)
are g91 3 /a0 2 =
(-= 1, 2, 3),
-½csc 9),
0),
0 coto).
From (3-13), this furnishes the expression,
8)2 a2  cot9 a csca 0
,2a00 2 Yo-- 2 aV0 2 cot9 8 cscO 8 a2a€0 2 C  a +  2S 0¢ a a2-
2 i . 0 2 02 90
82 sin6 c) 92 + cscO 0a cot 0aLp 2 8 a0+2 a 2 2 0o0 0 _ 02 _ y0
040• 04Ž• - 0c~~0•0a/ OcFP0
(3-16a)
(3-16b)
(3-16c)
(3-16d)
82 sin 0 8940€0¢ 2 ao
892 + csc 08 cotO 8 9
V-5P -2 "q5_, 2 ftb
82 J
(3-17)
for the second-order covariant differential operator in 4-space.
As an excursion, note that in addition to the definition (2-25) of the Laplacian
in G-space, we also have, equivalently,
n = (bgQ 0  0
09<) e49 4D)3 (3-18)
Here ,gac0 given by (3-15), is the inverse of the metric tensor (2-17). Upon using
(3-18) and taking the tensor contraction of (3-15) and (3-17), one indeed recovers
(2-26).
4g99 = (
Use of (2-14), (2-20), and (2-24), enables the right-hand side of (3-12b) to be
evaluated, albeit involving a tedious and lengthy calculation. We first note that
6 0 F 62 01d d, v = AaA9pd9adp -o( 1.19Q , 8A , Q.49 0 " 00
Because the metric tensor in Q-space is nga = 26a#, all components of nr' = 0.
The covariant derivatives in f-space are thus identical to the ordinary derivatives.
The three components of 0/0fk given by (2-24) enable us to calculate all the
second derivatives (0/0sf)(0/0fj). If, for simplicity of notation we write 010j -
(/8~i4)(o/8~j), then
6101 = cos2 o 02
sin 2 0 Y02
cos 0 cos 2
-2 sin 2sin 2 0
i 2 0 2
in2  + cot 2 0 COS
2 V•9-
1902 a)2 2sin 
cos ?P
sin 2
sin 0
02
8o09o
02 220
€2 .+ 2cot 0 sin V cos'i 0 09 + cot 0 cos2
+cos~sin~cos~ 0+2 cossincos 0 (1 + 2 cot20) sin cos V)
sin 2 0 0€
sin2 2 62
92 sin 2 0p2 + c
cos 0 sin 2 7
- 2
sin2 9
-2cos 9 sin a c
-sin 2 2
sin 2 0
c3c13 = ,
92  92OS2  • + cot2 90 sinl2Os 2
sinl cosS
+2 sinsi  0
(3-20a)
02
8o o
02 020092 2cot 0 sin b cos V)0 09 + cot 0 sin 2 -
os 8 0
S+ (1 + 2 cot 2 0) sinV cos i , (3-20b)
(3-20c)(3-20c)
0102 sin cos V 02 02 028Sill 0 ilCS -Ct I Osin2 0 2 + sin2cos -- - cot20sin'i cos ¢0¢
sin'2 _ cos2' 02 cos 0 sin V cos 02+ +2
sin 9 0840 sin 2 9 0a04
SV 2 cos s (os 2 ' - sin2 ) a
+ cot 0(cos - sin2 9 sin2
'908+ sin 2o19
0 sin 2 ' - cos2 9cos2' 0
- cot 0 sin V cos V) -1A + sin2 9 0V)(90 sin2 o 97
021 sin4 cos,0 02 02 02
21 sin 20 0 2 + sin 0cos' 0 - cot 2 9 sinccSo 2
sin2 2 - cos2-
+ sinsin O
02
o0o0
cos 0 sin 0 cos/ 02
+2 sin2sin2 0 €0
+2
+ cot 9(cos 2 4 - sin2  62 +8094'
cos 0 (cos2  - sin2 o) a
sin 2 0 0
S+ (cot 2 sin2
- cot 0 sin cos - + (cot2) Sin2 - CSC2 0 Cos•2 ),80r o (3-20e)
(3-20d)
(3-19)
cos 02 02 02(9 03 = 0 -+ sin 004 + cot 9 cos 02,sin 0 8oao8o 
_90882
sin - 02 02 0202 (3 = Sin 0 + cos 500 - cot 0 sin 0 9,sin 0 aoao TOS a- 025'
cos b 02 02 02
a319 sin 0 + sin 0 + cot 9 cos 2 02
sin 0 0 0
+ - + cos V - cot 9 sin -,
sin 0 ab
sin b 02 02 02
0302 - + COsS - cot 0 sin 112
sin9 0€0 800b 02
cos 0 s 0 0
+ sin 0 s -n0 - cot 0 cos '.
(3-20f)
(3-20g)
(3-20h)
(3-20i)
Recall that V2 agg(0/0a)(O/0OQ) = )3ag•3~0 , and also that the inverse
of metric tensor in Q-space QagO = 6.0/2 from (2-20). Hence, V2 = (1/2)0o9a.
Using (3-20a) to (3-20c), we recover (2-26).
From (3-20) we recognize that the covariant derivatives in Q-space do not com-
mute. In fact, we have the commutator
006 09 0 r [0 0]
0- -Q - -Q-f~ - I.-a O -i 60%
which defines the Lie bracket of 0/aQj.
Using (3-19) with matrix A given by (2-10), a lengthy and tedious
eventually yields
02 02 02
a
2  a 02 02e - cot 0 + csc 051 ae 505T
0 9 0 Qacs ao, 0' ~~
a2 i9, 02 a 02
s= - = Ai A4 0 + CSCO- - cot "7P
=A ~aAv,3 a = A aAv# a2 or- a
(3-21)
calculation
(3-22)
Although matrix (3-22) is different from (3-17), the respective tensor contractions
of the two matrices with dPdP# are identical. Indeed, we have
dad4 2 - 0r = dGcdwp - a , (3-23)
which proves the equivalence of (3-4) and (3-7). Whereas it may seem that (3-23)
is a proven fact, a proof was in fact necessary, because in angular space (4-space
or Q-space) finite rotations do not commute (cf., for example, the commutation
relation (3-21)). Q.E.D.
§4. MOMENTS OF LINEAR ELASTIC POLYMER CHAINS IN 3D
In §2 and §3, we concluded that the Green's function of a linear elastic chain under
a constant external force f and constant external torque r satisfies the following
differential equation:
19 3 3 3[~ -Z• Aj[ (V• -r•)]_ -Z: Bj[^j. (Vr -f)]2 +ZW3P[•i (V+ -r)]
3=1 j=1 j=1
3
+ E t[ai - (Vr - f)] G = 6(s)6(r - ro)6(I - (o). (4-1)
j=1
Although the Aj's and Bj's are generally functions of material length s, for simplic-
ity in what follows they will be assumed to be constants. This amounts to assuming
homogeneous elasticity along the chain.
Taking the Laplace transform with respect to s and the Fourier transform with
respect to r, Vr - f becomes -i(k - if). If we denote the Fourier transform of
G(r, O; s ro, (o; 0; f; r) by F(k, (; s ro, Oo; 0; f; r) and the Laplace-Fourier trans-
form of G by I(k, P; p ro, (o; 0; f; r), then I satisfies
3 3 3
p - Aj[aj. (Vo - r)]2 + ZBj[&j,. (k- if)] + [j (V -r)]
j=1 j=1 j=1
3
- i tq[fij -(k - if)] I = 6(k - (o). (4-2)
j=1
From (4-2), the Fourier transform of the Green's function G(r; f; r) with external
force f (and external torque r) can be obtained simply by replacing vector k by
k - if in the expression for the force-free Green's function (f = 0). If we denote
the force-free chain Green's function and its Fourier transform by G(r; 0; r) and
F(k; 0; r) respectively, then
F(k, 4; s Iro, Io; 0; f; r) = cF(k - if, P; s ro, )o; ;0; 0; r), (4-3)
where C is some constant chosen to ensure that the F functions on both sides are
properly normalized. Upon taking the inverse Fourier transform of both sides of
(4-3), with simplified arguments, and assuming f to be a constant external force,
we obtain
G(r; f; r) = (27r) 3 e-ik-(r-ro)F(k; f; r) d3k
= 1 Je-ik.(r-ro)F(k - if; 0; r)d 3kC(27)3
e
f . ( r - r o )
ef= (ro) e-i(k-if).(r-ro)F(k 
- if; 0; 7r) d3 (k - if)
C(27r)3
ef.(r-ro)
= C G(r; 0; r), (4-4)
which is identical to (2-34), as expected. Assuming Go to be normalized, the con-
stant C is necessary to ensure that G is also properly normalized. Since the Green's
function with constant external force is just a force-free Green's function multiplied
by ef.(r- ro), we will only discuss the force-free Green's function in what follows.
The eigen-functions of the differential operator Vn in Euler angle space are the
Wigner functions defined by [Edml,Davl]
= c~ (1 + n)!(1- n)! [cos(9/2)]n+m[sin(9/2)]n-mp(n-m,n+m) (cos 9) eimo+in(1 + m)!(1- m)! (cos () (4-5)
where
c 21 +1 (4-6)cl= V!88•-2'(46
and Pan() (x) is the Jacobi polynomial defined by
p()()=(-1) n  d__
Pn 10)(X')( = (1 - x)-(1 + x)-V dn[(1 - x)o+n(1 + x) +n]. (4-7)
If we denote cn = (1 - n)(1 + n + 1) and i = V/-1, then the eigen-equations are
i V ,VT l  -,+ c lP(a V),,, = [c m,n+ + c -Dm,n-1], (4-8a)
1
- cV~l,-n ], (4-8b)(i. -Vn)D'm,, = 2 [c1Dm,n+1- ci Dm,n_1] ,  (4-8b)
(&3 Vn)Dml,n = la in ,,. (4-8c)
The orthogonality property of Wigner functions is such that
I lnD'* , sin OdO d do = 6 11Smm', 6nn' (4-9)m.L ,n, m" 7L n
One can thus expand the Laplace-Fourier transform I appearing in (4-2) in a series
of Wigner functions and thereby obtain a system of algebraic equations satisfied
by the expansion coefficients. Thus, an infinite series representation of the free-
chain Green's function can in principal be obtained. However, since the differential
equation (4-1) satisfied by the Green's function is known, all the positive power
moments of the distribution (i.e., the Green's function) can be calculated without
knowing the functional form of the distribution itself. We now calculate the first
few moments of the distribution.
For simplicity we will use DNA as a model system, and suppose the chain has no
intrinsic bending (w = w° = 0), no intrinsic shearing (t o = t o = 0), and that the
bending and shearing are isotropic (A 1 = A 2 , B 1 = B 2). Upon multiplying (4-1) by
any function M(r, b; s) which does not depend explicitly on s (i.e., OM/Os = 0),
and integrating with respect to d3r d34 d3ro0 d34o 0 , we obtain the dimensionless
Laplace transform,
(N), = p (M)s e-P6ds
= p e'P'ds M(r, (; s) G(r, 4; s ro, Wo; 0) d3 r d3(P d3ro d34Io,
o (4-10)
which satisfies the following equation:
3 3
p(N)p - p(M)s=o = Ak ((k Vn)2N) + E Bk ((k Vr) 2 N)p
k=1 k=1
+ w3((A 3 Vn)N)p + to((&3 Vr)N)p. (4-11)
Using (4-11), all moments of the form (N1 ,3)_ - (rk(r - )1 (r a 2)1(r a 3)s\"'11,12,1 Is2 r- 3
can be calculated if each of {k, 11, 12, 3} is non-negative and at least one is positive
(to ensure that (M ) 2 ,)s=o -+ 0 as s -+ 0). Using (2-24) and (2-26) it is easy to\A1•l:,12 13/=
show that
1( vn)c a = a., (4-12)
V• = -& ap. (4-13)
Using these identities, we obtain the recurrence formula
p 1( , )  = A1 [12(12 - 1)(Nk) 2 2 1 +3 1)N 2+(2P\ "l:,,,,3 p = 1 1(l ,12-2,13+2)p +  13(1 -- 11,12_+2,13-2)
-(12 + 13 + 21213)( 1 2,13 (k)  + A 2 3(13 - 1)(N 1 k) 2,12,1 2P
+ li(l1 - 1)(N1 12,12,13+2 )P - (+13 +212,13
+ A3 11(11 -1)(N( 2 ,1 ,1p (k+ 2 1 )2,1,(.2P
1- (l +12,+ 2 ,1 11 ,+2 P (1 1 3 ) +B k(k -2113) (N 2,13 P
+ k(21 1 +( 1)(N )  )) + 1 2( - 1)(N~, )
+ B2 k(k - 2)(N 1 2,1 3 )p + k 1 (212 + )(N - 2,1P
+11+12 + 11)(N12 -- (2,13 ) + B, k(k - 2)(N -
(2+ k(213 + 1)(N ) P + 1(13 k -1 
+2,12)2)P
+ k ( 2 1 1      ) + l ( -1 ) ( N 
~ k) j s p
+, B2k(k - 2)(N )p2..> + k(212. +2 )P<.•;%+ 2(2- 1)(N" ),, 2,, +  B3 k(k - 2)(N (k4- +2)
+k(213 + 1)<YN I )p> + 13(13 1(N')11121 11(N,12,13-2)P,>
+l tok  (k( 2)(k+ w 1 ( 1i,2+1 p 2111,/2--,2
+ ° [k(N, -2+)3 +1 13(N( 2,3_1),]. (4-14)
Using the recurrence formulae and taking the inverse Laplace transform, allows one
to obtain all positive-power moments. The first few moments thereby obtained are
as follows:
r) t(1 - e- 2As) o(r) 2A , (4-15a)2A, a3,( ()cos(w s) sin(wgs) 0 al(A2) = e-(A+A3)8 -sin(wOs) cos(wos) 0 AA3 ,
(&3) 0 0 e- (A -A3)s a0  (4-15b)
(r •AI) = (r -A2) = 0, (4-15c)
t=(1 - e-2A18(r A3 ) = 2A , (4-15d)2A1
(r2  (t0) 2 (1 - e- 2 Ais) ((t) 2  (4-15e)(r2 =- 3 2A2  + A + 4B + 2B3 s, (4-15e)
(tO)2  2 1  2A2L 2 - 2AIL + 1 - e - 2AiL2R) = + -B, + - L (to) 2S6A 1  3 B3  8A4L 2  (t) 2,(4-15f)
where A -- ij(s= 0), and (R2) = (1/L 2) fj ds fo dt(r 2 (s - t)) is the mean square
radius of gyration. Note that (4-15) is derived assuming w° = wO = 0 (no intrinsic
bending), to = to = 0 (no intrinsic shearing). Should these conditions be suppressed,
(4-15c) would become a diffent expression. The non-vanishing of (r - aj) for all
j(= 1, 2, 3) indeed leads to a persistence vector.
Setting A, = A 2 = A (isotropic bending), A 3 = 0 (no twisting), B1 = B 2 = B 3 =
0 (no shearing and stretching), to = 1 (no intrinsic stretching and identifying s as
identical to arc length), and w° = 0 (no intrinsic twisting), the resulting moments
become identical to those of classical Kratky-Porod wormlike chain.
From (4-15) we notice that the deformations of shearing and stretching (asso-
ciated with {B1 , B 2, B3} and to) contribute terms linear in s (or L) to (r2) (or
(R2)). We now list various limiting behaviors of (r2) for deformable chains (choos-
ing to = 1):
(1) Random coil limit: When s > Al 1, (r2) = (4B1 + 2B3 + Al')s.
(2) Near-rod limit: When A -1 > s > 4B 1 + 2B3, (r 2) = s2. The chain is too
rigid to sustain each of all four types of deformations (bending, twisting, shearing
and stretching).
(3) Rigid-spring limit: When A ' < s < 4B 1 + 2B 3 , (r 2) = (4B 1 + 2B 3 )s > 82.
The chain is shearable and stretchable, yet too rigid to sustain bending and twisting.
This resembles a rigid spring.
We can estimate the above various elastic constants using double helix DNA
as the model system. We take the radius of DNA cross section to be ac = 1 nm,
temperature T = 300 K. According to experimental data for DNA bending and
twisting elasticity [Hagl,Smil], Young's modulus is E = (3.46 + 0.3) x 108 Pa,
with Poisson's ratio E/(2G) - 1 = o = 0.32. Hence the shear modulus is G =
1.31 x 108 Pa. One of the principal moments of inertia in the cross-sectional plane
is given by I, = ra 4/8 = 3.93 x 10-37 m 4, whereas the one in the tangent direction is
I3 = 211 [Lan2]. Bending rigidity is , = 2E1 = 2.72 x 10- 28 J.m. From these data,
we readily find A = A = nl/kBT = 56.5 nm (the same as the persistence length
of DNA), A-' = 4GI3/kBT = 99nm, B 1 = B 2 = ksT/(2Gra2 ) = 0.005nm, and
B 3 = kBT/(2E7ra 2) = 0.002nm. Recall that various deformations are associated
with Aj and Bj via {A 1 , A 2 } # bending; A 3 •= twisting; {B 1 , B 2 } * shearing;
B 3 <- stretching. We thus see that bending and twisting are the dominant types
of deformation for DNA without external forces and torques. However, this is no
longer true when external forces and torques are applied to overstretch and overtwist
single DNA molecules.
§5. DISTRIBUTION FUNCTION OF A TYPICAL LINEAR ELASTIC CHAIN
In this section we solve the Green's function for a chain characterized by some
particular choices of deformation moduli and without external force (f = 0) or
torque (,r = 0).
From the numerical data for DNA elasticity shown at the end of §4, we notice
that the shearing constants B1 = B2 are of the same magnitude as the stretching
constant B3. Suppose that in fact the shearing and stretching constants are equal:
Bj = i (j = 1,2,3). From (3-11), the term Ek ki k'Vr)2G then becomes rVrG,
which drastically simplifies the differential equation governing the Green's function.
In this simplified linear elastic chain model, 1 can be thought of as a mean
shearing-stretching constant. This picture is not too far removed from physical
reality. However, even more important is the fact that the mathematical structure of
the resulting model is very close to that of the Kratky-Porod wormlike chain. Recall
from §1 that it has not been possible to find the exact asymptotic solution for the
wormlike chain distribution function. Here "exact" asymptotic solution is defined
in the sense that it is one which generates exact moments. Recall also from §4
that exact moments can be obtained directly from the differential equation without
solving the latter; therefore, it is always possible to confirm approximate solutions
of the distribution function to establish that the resulting moments derived from the
solution agree with the exact ones obtained directly from the differential equation.
Daniels' distribution for the wormlike chain is but an approximate solution, valid
only in the long chain limit, and hence one which does not give exact moments
(cf. [Yami] p. 56, for example; compare his equations (9.86) through (9.88) with
(9.113)). With the newly introduced shearing-stretching mode, it becomes possible
to obtain the exact asymptotic solution in the sense that exact moments can be
obtained directly from the solution, provided that enough terms are included in
the asymptotic expansion-each of the remaining asymptotic terms contributing
exactly zero to the moments. Recall upon suppressing the shearing and stretching
modes, our simplified linear elastic chain reduces to the Kratky-Porod wormlike
chain. Upon setting t = 0 in the moments thereby obtained, we arrive at the exact
moments of the Kratky-Porod wormlike chain.
It is reasonable to assume isotropic bending, A1 = A2 = 2A. We further assume
the chain either has no twisting mode (unable to sustain twist) or has vanishing
twisting elasticity (twist does not cost elastic potential energy). The factor of 2 is
consistent with conventional notation. At the end of §4 it is seen that for DNA
Al 1 = A2 1 are the same as the persistence length, which is half of the Kuhn's
statistical segment length, A-1. Note from §2 that 0 is the angle of twist about
body-axis &3 (tangent direction of the chain in case of no shearing). Therefore, for
a chain without twisting, G is independent of 0: OG/,9p = 0. Let us also suppose
that the chain has no intrinsic bending or twisting (Vj, w° = 0), and no intrinsic
shearing or stretching (t -= 6j,3). These parameters correspond to some typical
state of deformation for elastic chains in the absence of external force or torque.
Now, since aG/89 = 0, the operator 2VM reduces to the first two terms in
(2-26)-which is identical to V?, the Laplacian on S 2, where i = (1,9, ) in a
space-fixed spherical coordinate frame. Similarly, it is easy to show that under the
same circumstances, the term Zk Ak(&k V9) 2 G reduces to AV2G.
The configuration space for this chain is confined to a subspace of R 3 x SO(3).
Since the Euler angles 0 and € are respectively identical to the polar angle 9 and
azimuthal angle € of a3 in a space-fixed spherical coordinate system, and since
a3(s) E S2, the configuration space of this particular chain is R3 x S2. For isotropic
shearing, a3 is on average identical to the unit tangent vector i0. For simplicity, let
the origin of the space-frame be coincident with one end of the chain (ro = 0), and
let the initial tangent vector of the chain at this end lie in the ez direction. In such
circumstances the Green's function becomes G(r, Ui; s 0, ez; 0), and the differential
equation (3-11) reduces to
OG
- + U i VrG - V2G - AV2G = 6(s)6 3 (r)6 2 (ui - z). (5-1)
Upon setting p = 0 in (5-1) the resulting differential equation becomes identical
with the classical Kratky-Porod chain (no twisting, shearing, or stretching). To gain
some physical insight into (5-1), note that -. VrG constitutes a convection term;
that is, the chain has the tendency to persist in its original direction (a stiff chain, in
contrast to the random-flight model of a Gaussian coil [Rayl,Waxl,Yaml]). On the
other hand, the chain is not rigid; rather, its tangent vector is able to diffuse from its
initial direction of e to everywhere on the unit sphere surface S2, as demonstrated
by the presence of the term AV2G. The term tV2G, representing diffusion in 1Z3
space, arises from the fact that the chain is capable of shearing and stretching.
The number of independent variables characterizing the Green's function G is
5, namely three from r and two from ft. However, since the system is statistically
invariant to rotation of the space-frame, the number of independent variables of
G can be reduced by two. The absolute orientations of r and i^ are irrelevant to
G; rather, G depends only on their relative orientation. In order to make use of
the rotational invariance of the system and consequently to reduce the number of
independent variables, we need two sets of coordinate systems-one space-frame
and one body-frame. Let the body-axis &3 (s) = ~'(s) = fi(s) point in the direction
of the local tangent at s. Then e^ and Ui are both tangent vectors of the chain,
the former being at one end of the chain, the latter at point s. Assuming that the
statistical behavior of any part of the chain is the same as that of the whole chain,
we can ignore the effect of the free end. Point s can then be thought of as simply
another end of the chain. Therefore, the space-frame at s = 0 and body-frame
at s can be viewed as located at two ends of the chain, with the corresponding z
axis directed in the local tangent directions. Since the chain possesses head-tail
symmetry, the two coordinates are statistically equivalent. Let (a, #) be spherical
polar variables specifying fi in the space-frame, so that
V = 1  9( ) 1 92
si - sin a- + . (5-2a)sin a na a +sin2 i a32
Additionally let the spherical polar form of r in the body-frame be (r, 9, €), and
that of its Fourier conjugate k be (k, 4, x), also in the body-frame. For a chain
with isotropic bending and with initial tangent in the &z direction, we expect G
to be independent of the azimuthal angle of r in the space-frame. Since the two
frames are equivalent, G must be independent of the azimuthal angle 0 of r in the
body-frame. This fact can be used to further reduce the number of independent
variables from 3 to 2 (Recall that the system's invariance to rotations of the space-
frame can be used to reduce the number of independent variables from 5 to 3). A
transformation of independent variables from (a, /3) to (9, 0), coupled with the fact
that G is independent of 0, transforms (5-2a) into
VG = 1 sin 0 G). (5-2b)Ssin 0 80 90
Let #(k, i^; s) be the Fourier transform of G(r, i^; s) (the arguments of G and of
4 will be simplified in what follows):
#(k, i; s) = JG(r, 6; s) eik 'r d3r, (5-3a)
G(r, fi; s) = (2r)3 (k, fi; s) e- ikr d3 k. (5-3b)
Substitution into (5-1) shows that 4 satisfies the differential equation
19 - i4i -k = -pkk 2 4 + AV? . (5-4)
By definition, we have that
= JG(r, 9, fi; s) exp[irk(sin 9 sin 4 cos(0 - x) + cos 9 cos V)] r2dr sin OdOd¢
= 27r G(r, 0, 6; s)eirk cos 0 cos ' Jo(rk sin sin )) r2 dr sin OdO, (5-5)
where the dependence of D on X is only through the combination ( - x), which in
turn disappears upon integration with respect to 0; (note that G is independent of
). 4 is therefore independent of X. Fourier transformation of (5-2b) gives
1 O( ¢0+
V?4 1 a sini a(S=sin 0 0sin ( 0
in the body-frame. Since k = (k, 4, X) in the body-frame, and ui = ez^ lies along the
local z-axis of the body-frame, it follows that ft. -k = k cos 4. Thus, (5-4) simplifies
to the form
84 1 6 -s
- - ik cos = -pk 2 + A 1 9 sin 0 (5-6)as sino ao 8a
whose differential operators do not involve fi explicitly. As such, we can integrate
(D with respect to fi. For simplicity, however, we still denote by ( the new function
( = ((k; s) = ((k, V; s) = f I(k, fi; s) d2fi, with only two independent variables.
That we have painstakingly used two coordinate systems (the space-frame and the
body-frame) at the same time is only to permit taking full advantage of the head-
tail symmetry of the chain and the rotational invariance of the system so as to
reduce the number of independent variables from five to two. This in turn, renders
an asymptotic solution possible.
Let 00
F(k, 0; p) = p (D(k, V; s) e- P' ds
be the dimensionless Laplace transform of 1. An extra p is introduced so that
both ( and F are properly normalized. Upon setting x cos b and noting that
((k; s = 0) = 1 from the delta function source of G at s = 0, we find upon taking
the Laplace transform of both sides of above equation that
(p - ikx + puk 2)F = p + a (1 - X2) . (5-7)
Upon expanding F in Legendre polynomials,
00
F(k,x; p) = gn(k; p)Pn(x),
n=o
we obtain a sequence of equations for the gn's:
ik(p + /k2)g0 
_k91 =PI3 (5-8a)
ikn ik(n + 1)2 in g n-1 + [p + pk 2 +  An(n + 1)]g+ - 1n + 1 g,+  = 0.2n - 2n + 3 (5-8b)
These can be conveniently expressed as Ag = pb, where g is a vector whose entries
are go, g 1,...; b is a constant vector whose i th component is 6 io, and A is the
semi-infinite matrix (setting p + pk 2 -q)
S - 0 0 0 0 \
A =
1 3 ...
-ik q + 2A -2ik 0 0 0 ...
o -2ik q+6A 3ik 0 0 ...
0 0 ik q + 12A -4ik 0 ... (5-9a)
0-4ik q+20A -5ik...207 __ "'"
Unlike conventional notation, the matrix A starts with the zeroth row (column);
go is the Fourier transform of the isotropic part, G(r; s)/(47rr2), of G(r; s) in its
expansion in Legendre polynomials. Denote by Ak,m the submatrix of A which
starts with the kth row/column and ends with the mth row/column. Then A -
Ao,'. Upon inversion, g/p = A-1b. Since bi = 6io, go/p = (A-1)oo is the first
entry of A -1.If ak,m = det(Akm), then
go = (A-)o = lim ax,m (5-9b)
p m-o00 ao,m
In general, we have
p =p lim (2ik)J (j!)2 aj+l,mm-+oo (2j)! ao0 (j > 0). (5-9c)
Note that ak,m can be expressed as a sum of aj,m's (j = k + 1, k + 2,...); for
instance, ao,m = (p + pkk2)al,m + (k2/3)a 2 ,m. Therefore, gj/p can be expressed in
the form of a continued fraction. In particular, setting p + k2 = q, we obtain
gop (5-10)k2/3_
q+2A-+ 4k
2 /15
9k2/35
q+12X+ 16k
2 /63
q+20X+ - 0 25k
2 6/99
q+30X+ 36k /1439+{42 \-+ 49k2/19
Rearrange go/p into a power series of [p + pk2 + j(j + 1)A]- 1, (j =
for simplicity set qn p + pk 2 + nA. This yields
0, 1, 2, ... .), and
(k2  1q0 3 q0q2
(k ) 3 1
3 q4q3(9k2(5) (4k 2)
(k ) 2 1  ( 4k 2
+ +2 (4,2) (k-2) 2-•  31
15I 3 qq2q6(k_• 1k q) 2 2 12 +''
3 q0 q2q6ql2
)(k2)__13 q2q2q6
4k2 2 k2
15 3
with similar expressions for the other gn/p's.
Define h, (k; s) by the expressions
00
4(k; s) = 4(k, V; s) = Zhn(k; s)P,(cos p),
n=0
gn(k;p) = p h(k; s) e-P ds;
(5-12a)
(5-12b)
that is, the inverse dimensionless Laplace transform of gn (k; p) is h, (k; s). Note
also from the above that the inverse dimensionless Laplace transform of a function
go =
P
1
L0 '2 16
(5-11)
n-,- 
k2/3_
f(p) is identical to the inverse conventional Laplace transform of f(p)/p. Taking
the inverse dimensionless Laplace transformation of go given by (5-11), we find that
ho(k;s)= e-k2l+k2 e-2A s0 'Lk12A 2 6A
+ -2A8(
+ 64\60A4 s(26 + 9 e
- 2A8s )
1080A 3
82 1 - e- 6A s ]
+ 72A2 6480A4+'
hi(k;s) = e-,k2 ik[(1 - e -2 A
I( 2A
k2 26 - 27e- 2"As + e- 6As
+ k360A 3\ 360A a
+s(-5 60A2 + ,60A2
h2(k;)__ eIk2s k 2 + 3e-2\s - e-6As -85 - 5e-6As6h2(k; s) = e + 1k 03 1 + k 1-207A4I 36A2  9072A4
s(10 + 9e- 2 \,) s e- 6As e-1 2 As
1080A3 1512A3 + 25200A4)
(5-13b)
83e-2A s+
8400A4
(5-13c)
with similar expressions for the other h,'s. This, in turn, furnishes ((k; s) via
(5-12a). Upon taking the inverse Fourier transform of )(k; s) we thereby obtain
G(r; s).
Recall that with the mean shearing-stretching constant p = 0, the current model
reduces to the Kratky-Porod wormlike chain model. Setting I = 0 in (5-13), the
inverse Fourier transform of h0 becomes a sum of delta function and its derivatives,
with similar results for the inverse Fourier transforms of the other hn's. This is the
primary reason why Daniels' distribution for a wormlike chain does not give exact
moments. Moreover, it represents only the first-order approximation of the exact
asymptotics in the long chain limit.
The asymptotic series for G(r; s 10, ez; 0) = f G(r, i^; s 0, ez; 0) d2ft is
G(r; s 10, 6ez; 0)
41)\3/2 r2 [ (3 r2 ) (1 - - 2As )( 1547rps 4 + 2ps 4 s28 12A 2  6A 4j282
r4  _ - e-2As  s(26 + 9e - 2A s ) 82 1 -- - 6 As
+ + 4+4.2.16-484 s) 60A4  1080A3  + 72A2  6480A4 )
+Pi (cos 0)[r(1 - e-2•s + (26 - 27e-2A8 + e6-6A•  s(-5 - 3e-2 A )
1 4AIps 360A3 60A2
5r 2
4p3S
3
(5r r 3S4 -282 8p383 ...
+ P2 (COS ) r 2 (2 - 3e-2As + e-6,8) r4 7r 2 ) (-85 - 5 e - 6, sP(o) 144A2 2s2 16# 4s4 8# 3 s3 9072A4
83e - 2A s  s(lO + 9e - 2As ) se- 6As e - 12A8
8400A4 + 1080A3 1512A3 25200A4 + (5-14)
(5-13a)
t
=
... + ..I.
The first few moments of the distribution function G can be easily obtained as
1 - e - 2 As(r - U) = (r e6z) = 2 (5-15a)2A
(i) = e-2A8ez, (5-15b)
( 1 1 -2As(r2 = s 6+ - 2_ (5-15c)
s 1 -- e - 6 As
((r fi )2 ) = 2s + - 1 , (5-15d)3A 18A2
4 s2 (180A 2 p 2 + 60AM + 5) se-2As(10Ap - 1)
3A2  + A3
+ e-6A8 s(90A, + 26) 2e- 2 A,  107
54A4  9A3  4 54A4  (5-15e)
The equality (r.fi) = (r.-z) is, as expected, a consequence of the head-tail symmetry
of the chain. Since I is the mean shearing-stretching constant, we note that shearing
and stretching affect (r 2) in a manner linear in s when no external force and torque
act.
From (5-15c), one can readily obtain the mean-square radius of gyration (R 2 ) =
(1/L 2) fO dy f6' dx(r 2(|x - yS)) of the chain whose total material length is L:
( 1 1 1 1 -e -2A'L
(R2 ) = L ( + - 4A2  4L -2AL (5-15f)
9 6A 4A2+ 43L 8A 4 L 2
To show that (5-15) constitute the correct moments, we return to the origi-
nal partial differential equation (5-1). Multiplication of the latter by any function
M(r, Ui; s) which does not depend explicitly on s (i.e., OM/Os = 0), followed by
integration of both sides of the resulting equation with respect to r and Ui yields
a (M) -+/ZVM ?M(M) = (. - VrM)+ p(VM + A(VM, (5-16)Os
with the expectation value defined by
(y) = J y(r, i^; s)G(r, fl; s 0, e-; 0)d 3r d2fi.
Define the dimensionless Laplace transform:
(N(r, fi;p))p = p (M(r, fi; s)),e-Psds,
and take the transform of the above equation to obtain
p(N)p - p(M)s=o = (. - VrN)p + A(V2 N)p + A(V N)p. (5-17)
Choose M successively as r - ui, fi, r 2 , (r U)2 , and r4 , respectively, solve the cor-
responding systems of equations, and take the inverse Laplace transform only to
recover equations (5-15). This shows (5-14) to be an exact asymptotic solution, in
the sense that this solution generates exact moments provided that enough terms
are included in the asymptotic expansion. This exactness is a consequence of the
fact that each remaining term in the expansion contributes zero when calculating
the moments. For instance, adding two more terms to (5-14) will give a correct
(r 6 ) moment. This is different from Daniels' distribution, which is a first-order
approximation to the asymptotic solution only in long chain limit.
In general, moments of arbitrary order can be expressed by the relation Cm,n -
((r fi)mrn). Using (5-17) we obtain a recurrence formula for the moments:
(p + Am2 + Am)Cm,n = Cm+1,n-2 + mnCm-l,n + Am(mn - 1)Cm-2,n+2
+ p m(m - 1)Cm- 2 ,n + P(n 2 + n + 2nm)Cm,n- 2. (5-18)
Note when m is set to be zero, the recurrence of (rn) changes the index from
j to j - 2 for each recurrence. This renders all positive even-powered moments
(r 2 k) solvable in closed form. For odd powered moments, (r 2k+1), the recurrence
formula will eventually pass the zero power threshold and generate infinitely many
negative-powered moments, which would have to be solved for first in order to
obtain (r2k+1). Thus, it is impossible using (5-18) to obtain closed-form solutions
for positive odd-powered moments and for any negative-powered moments. One of
the most important moments in polymer dynamics is (1/r), which unfortunately is
negatively powered. We will discuss its asymptotic solution in next section.
It can be shown that the leading order approximation of (5-14) in the long chain
limit is identical to Daniels' distribution. To do this, set As > 1 and rearrange
the summation in (5-13) (a resummation approach). Since the dominant terms,
1 + (-k 2s/6A) + (1/2!)(-k 2 s/6A) 2 + ... , can be grouped into exp(-k 2 s/6A), ho
then becomes
ho(k; s) = e-( +A)k8 1 + k2( 12A
+k4(1- e-2AS s(11+ 24e - 2A) 1 - e-6A8•s
60A4  1080A3  6480A4 )+... (5-19)
with similar expressions for the other h,'s. Note that (5-19) is a resummation of (5-
13). The two alternate asymptotic expressions approximate identical functions, but
manifest different asymptotic behavior in different limiting cases. For instance, (5-
19) is only valid in the long chain limit (approaching Gaussian random coil). Upon
forming the inverse Fourier transform of ho and setting / = 0, we readily obtain
an asymptotic expression for the isotropic part, G(r; s 10, 6z; 0), of the distribution
3S(3A ) 2 - -r2e 5 + 30e-2Xs 107 - 108e-2As + e-6AsG(r; s) = 47rr2 \ s [ 8AS + 48e 2s 227rs 8As 48A2S2
+ r2( 8 + 27e- 2As 107 - 108e-2As + e-6As
4s2 24As 3
+ r 4 ( 3A(11 + 24e - 2') 107 - 108e- 2As + - 6As
40s 3  + 80s4  (5-20)
This represents the first term of an infinite asymptotic expansion in Legendre poly-
nomials. The other coefficients in the Legendre polynomial expansion can easily be
obtained using the same approach. The leading-order approximation of the result-
ing distribution G(r; s) is identical to Daniels' distribution. To show this explicitly
we note in the long chain limit, e- nAs -- 0 (n = 2,6), dropping all the exponential
terms in the parenthesis in (5-20), we recover the isotropic part of the Daniels' dis-
tribution. The distribution function (5-20) is an exact asymptotic solution of the
Green's function for the Kratky-Porod wormlike chain. The moments (r 2) and (r4 )
obtained from the distribution (5-20) are identical to the exact moments obtained
via other methods [Kral,Ull1l,Sail].
G(r; s 10, ^,z; 0):
§6. DISTRIBUTION OF THE WORMLIKE CHAIN IN THE NEAR-ROD LIMIT
Upon taking explicit account of hydrodynamic interactions among segments of
polymer molecules by using the Oseen tensor, Kirkwood and Riseman in 1948 [Kirl]
developed a theory of polymer dynamics. Their theory of the frictional properties
(intrinsic viscosity, frictional coefficient, and sedimentation coefficient) of polymers
in solution has since become a classical work. According to their theory, the fric-
tional properties of polymer molecules can be derived from the mean reciprocal
distance (1/r)(s) (inverse of the distance between two points on the chain aver-
aged over all possible configurations as a function of arc length s between the
two points). In 1956 Zimm [Ziml] proposed his famous dynamic model of flexible
polymer chains, which approximates the hydrodynamic interactions among chain
segments by preaveraging the Oseen tensor. The dynamical properties of the poly-
mer chains can be calculated from the equilibrium mean reciproal distance (1/r) (s).
The Kirkwood-Riseman theory of frictional properties of polymer chains [Kirl] and
Zimm's dynamic model of polymer chains [Ziml] make (1/r) the most important
moment in polymer dynamics. Unfortunately, it is a negative-powered moment. As
such, closed-form solutions cannot be derived directly from the differential equation
governing the distribution function.
The long chain (Gaussian random coil) limit of (1/r) can readily be obtained
from the exact expansion (5-14) with p = 0, or directly from (5-20). Recall that
Daniels' distribution P(r; sj 0, ez; 0) characterizes the behavior of a polymer chain
very successfully in the long chain limit; in this limit (1/r) has been obtained
from Daniels' distribution by Hearst and Stockmayer [Heal]. However, over the
past 40 years, there has not been a satisfactory solution of the Green's function
G(r, U; s 10, ez; 0), or the distribution P(r; s 0, ez; 0) = f G(r, ii; s 10, ez; 0) d2 ,
in the short chain (near-rod) limit. Hearst and Stockmayer [Heal] estimated the
near-rod solution of (l/r) by extrapolating it from both the corresponding long
chain solution derived from Daniels' distribution, and the exact expression of (r 2)
valid for all chain length. Recall the analogy between the path of a wormlike
space curve and the quantum trajectory of a particle in a potential field. Thus
finding the distribution function in the near-rod limit is equivalent to finding the
solution of the Schrddinger equation in the classical limit. In 1973, Yamakawa and
Fujii [Yam4] worked out a first-order approximation to the distribution in the near-
rod limit by applying the WKB approximation to the path integral form of the
distribution. However, only the first order approximation of the distribution can be
derived from this approach. As such, only the first correction term to the leading
order approximation 1/s of (l/r) was obtained: (l/r) = 1/s + A/3 + ....
In this section, we will derive the distribution function and the moment (1/r)
for a wormlike chain in the near-rod limit. We start from equation (5-8) and set
S= 0 in what follows; that is, we will study the near-rod limiting behavior of the
Kratky-Porod wormlike chain, which is a special case of our general elastic chain.
Note that the matrix A in (5-9a) has p appearing throughout its diagonal entries
(IL = 0 for our purpose here; hence q = p + pk2 = p). Since p-is the Laplace variable
conjugate to s, in the short chain limit s -+ 0 and p -+ co. Decompose A into two
matrices and write A = pI + B, where I is the identity matrix and B given by
jA -ik n A N N
B=
-ik 2A -2ik 0 0 0 ...5
0 -2ik 6A -3ik 0 0
0 0 -3k 12A - 0 ... (6-1)5 9 "'"
0 0 0 -4ik 20A -5ik7 11
Recall that go is the Fourier transform of the isotropic part, G(r; s)/(41rr 2) of
G(r; s) = f G(r, U-; s I0, ez; 0) d2 fi in its expansion in Legendre polynomials. Hence,
knowledge of go suffices to calculate (1/r). Since from (5-9b) 9go/P - (A- 1)oo, we
have that
= + = p.+1 (6-2)
P P P oo =o  +
Form the inverse Laplace transform and observe that the highest-order terms in the
resulting expression can be exactly grouped into sin(sk)/sk. Thus, we obtain
00
ho(k; s)= (-S)(Bj)o
j=O
sin(sk) [ ( As (As) 2  (As) 3  (As) 4
=1 + (sk)' + -_ .
sk [ ( 9 18 45 135
+ (sk)4(6As+(S ...) +.... (6-3)1 3_5 675+'')
The isotropic distribution G(r; s 0, z; 0)/(47rr 2) = F-1(ho)-the inverse Fourier
transform of h0o-can thus be obtained. It is well known that the characteristic
function of a rigid rod distribution is sin(sk)/sk. Accordingly, (6-3) gives the first
pair of corrections to the rigid rod characteristic function for our short chain (near-
rod) limit. Since k is the Fourier variable conjugate to r (r has the same order of
magnitude as s in the near-rod limit), it follows that sk is of order 1. Moreover,
in the near-rod limit, s is much smaller than the Kuhn's statistical segment length
1/A, i.e., As -4 0. Consequently, (6-3) represents an asymptotic expansion of the
Fourier transform of G(r; s 10, ez; 0) in the near-rod limit.
We have pointed out that knowledge of ho(k; s) suffices to calculate the moment
(1/r). To show this explicitly, note that
( ) = G(r; s) dr = 1 f 1 e-ik-r d3r I  (k; s) d3k
_1 fo 0 fooJ dk sin d E hn(k;s)P,(cosO).
7r 0 n=O
Upon performing the integration with respect to 4 we obtain the desired expression,
namely,
1 2o( )- = - f ho(k; s) dk.
r 7ro 0
(6-4)
From (6-3) we observe that the leading order term of ho is sin(sk)/(sk). Upon
substituting this term into (6-4), we find the leading order term of (1/r) is 1/s
which is correct for a chain in the near-rod limit. However, substitution of the
remaining terms of (6-3) into (6-4) gives rise to an infinite sum of terms, each of
which is divergent. Accordingly, we need to perform a resummation on (6-3). That
a resummation may resolve the convergence problem is easy to understand. For
instance, (5-19) is a resummation of (5-13), as is (6-3). They all derive from equation
(5-8), with h, being the inverse dimensionless Laplace transform of gn. The three
asymptotic expressions (5-13), (5-19), and (6-3) approximate the same identical
function, but represent different asymptotic behavior in different limiting cases.
Substituting (5-19) into (6-4) and setting p = 0 yields a well behaved asymptotic
function of (1/r) in the long chain limit. However, substituting (5-13) into (6-4)
and setting I = 0, or else substituting (6-3) into (6-4) both lead to an infinite sum
of terms, each of which is divergent.
We now perform the resummation of ho. Observe that if we set sk K' and
As t for simplicity, ho can be expressed as the sum
S n2 4 K6  K8  K10  K12  K14 K16 K18  K20
3! 5!- 7! 9! 11! 13! 15! 17! 19! 21!
S 2n 2  4n 4  20 6  8 8  10K10  4n 
1 2  14K14  16K16
3+ x 3 3x55! 7! 3x9! 3x 11! 13! 3x15! 3 x17! +
t2 4n2 116n 4  344n 6  152n 8  284Ki o 476n 12  1232n
4  ]
+ 3 x4! 15x6! 15x8! + 3x10! 3x12! 3x14! - 5x16!
S3x5! 5x7! 7x9! 63x11! 21x13! 3x15!
+ 162 39524 4 + 1033448 6 1824944K 8  212576n8o 227424K 2]
3 x6! 15x8! 35x 10! 105x 12! 3x14! 16!
+ [32K 2  23488 + 3603424,6 - 329472, + 21767616noS3x7! 15 x 9! 105 x 11! 13! 11 x 15!
6  64 + 46784,4  14132992K6  1997595392Kv 64864938112K1  ]
3 x8! 5 x 10! 35 x 12! 315 x 14! 1155 x 16!
C 12802 840704K4  167633408K
6  129665198080
3 x9! 15 x 11! 35 x 13! 105 x 15!
t [ 25610 5040896K 4  171270400,s  254642959616K8
3x 10! 15x12! 3x 14! 105x16!
9 [ 512,2 10079232r 4  23887130112K 6  15092048115712n +]
3 x 11! 5 x 13! 35 x 15! 315 x 17!
t1 10240 181408768n4  286040827904K 6  14256379553792K 8  1
3x 12! +  15x 14! - 35x 16! + 15x 18!
+11 2048K 2  108841369604 + 10285496946688K 6  397035221426176K8
13 x 13! 15 x 15! 105 x 17! 21 x 19!
t12 4 0 9 6K2 435359744K 4  5873695133696K 6  23738481491021824,8 +
+ 3 x 14! 16! 5 x 18! 63 x 20!
812 9818544r4719t13 8192K2 39182188544 4 + 98644120215552K 6+ 3 x 15! 15 x 17! 7 x 19!
14 16384K2  235092721664K 4  2536092905111552K
6
+ t+ - + +.S 3x 16! 15x18! 15 x 20!
15 32768K 2  470185148416K4  71003548561965056K6
S3 x 17! 5x 19! + 35 x 21! +
t16 _ 655362 8463330770944K 4  851997444970184704K6 + (6-5)
+ 3x 18! 15x 20! 35 x 22!
Substitution of (6-5) into (6-4) leads to a sum of terms, each of which is divergent.
However, it is easy to see that the first line of (6-5) can be grouped into (sin K)/,K and
the second line into (-As/3) i (d/dK)[(sin v)/K]. Upon integrating these two terms
from k = 0 to c0 (cf. (6-4)), we obtain (1/r) = 1/s + A/3 +..., in exact agreement
with the result obtained by Hearst and Stockmayer [Heal,1962], and by Yamakawa
and Fujii [Yam4,1973]. Were we able to find the first two terms in the expansion
of (1/r), our approach would be no better than the previous two. However, while
their approaches are limited to furnishing only the first two leading order terms, our
method provides a systematic approach for calculating (1/r) in terms of an infinite
expansion in powers of As. As is the dimensionless arc length of the wormlike chain
measured in units of Kuhn's statistical segment length 1/A. In the near-rod limit,
the wormlike chain is much shorter than 1/A. Therefore, As < 1. After a careful
and tedious inspection, the hidden rule within the seemingly random sum in (6-5)
was revealed. In fact, we can show that (t As, K, sk)
sinK t d sini t2 [ d sin 72 d2 sinK]
h- = -K +- 8n + 7K2K 3dK K 90 dKn dK2
t 3 dsin K 2 d2 sin , d3 sin•]30- 96•   + 31t•3
1890 30K dr9 2 - dK3 K
t 4 0 d sin + d 2 sin
+ 96K- +744K 2
37800 9d d n dK2 K
72K3d3 sin + 127r 4 d4 sinK (6-6)d+ 720 3 K d 4 K27
Upon substituting (6-6) into (6-4) we readily obtain the asymptotic solution to
(1/r) in near-rod limit:
1 1= [ As (As)2  4(As)3  (As) 4( ) = 1 + + + + + .... (6-7)r s 3 15 315 315
The distribution function G(r; s) can be calculated by taking the inverse Fourier
transform of )(k; s) = E' hn(k; s)Pn(cos 4). As an illustration, we now calculate
the asymptotic expansion of the isotropic (independent of the polar angle 0 of
r) distribution G(r; s) in the near-rod limit. Write the full distribution G(r; s) =
' qn (r; s)Pn(cos 9) as an expansion in Legendre polynomials. Then, q0o(r; s) is the
inverse Fourier transform of h0o(k; s). The isotropic distribution G(r; s) is related to
q0 via G(r; s) = 4rr2qo0 (r; s). It is easy to show that the inverse Fourier transform
of ho(k; s) is given by
qo(r; ) = F [ho(k; s) = 1 k sin(kr) ho(k; s) dk. (6-8)
272 r r
We can also demonstrate the inverse Fourier transform
.F-1 (sk)n d (sk) = 4rrs CC+1 j! rn- dn-3'6(r - s), (6-9)
j=O
with C• being the binomial coefficients.
With use of the relationship (6-9), substitution of (6-6) into (6-8) leads to the
desired asymptotic expansion of the isotropic distribution G(r; s) in the near-rod
limit:
r As rdr (A2)+ 7r d
G(r;s)= 1 + - r +2 + 7r +•34r( +26
s 3 dr 90 ( d2 r
(As)3 ( d3  d2  d +(As) 31r 3 - + 276r 2
S1890 dr3  dr2 dr 228(d)44 d3  d
(A+ 4 127 d4  + 1820r 3 - + 7344 r2
+37800 d 14 dr3  dr2dr
+ 8928 r + 2232 +... 6(r - s). (6-10)
The distribution (6-10) together with the simple relation
f/ •  d"•
r n d 5(r - s) dr = (-1)n n!
and the definition (1/r) = foj G(r; s)/r dr lead again to (6-7).
Similarly, the relationship
on d(+3)!
rn+3 d (r - s) dr = (-1)n (n + 3)! s3
o drn 6 3!
and the definition (r 2) = fOm r 2 G(r; s) dr enable us to derive the moment (r2) in
the near-rod limit
(r[2) = 2As + (As) 2  2(As) 3 + 2(As) 4 + (6-11)(r 2 -- s 2 1 - + -+3 1 +4 . .. , (6-11)3 3 15 4511
which is identical to the correct (r 2 ) in the near-rod limit derivable from the exact
expression of (r 2 ) for the wormlike chain. For example, setting ti = 0 in (5-15c) and
expanding e- 2A8 in power series of As, we recover (6-11). This fact demonstrates
that (6-10) is indeed the correct wormlike chain distribution function in the near
rod limit.
§7. DISTRIBUTION FUNCTION OF ELASTIC POLYMER CHAINS IN 2D
Chains stiff enough, or short enough, or chains stretched by external forces pos-
sess configurations close to that for rigid rods, in which case the corresponding
Green's functions in 3D will not be drastically different from those in 2D. There-
fore, it is desirable to obtain the asymptotic Green's function in 2D.
Equation (4-1) also applies to the 2D case if we make appropriate changes in
notation and set specific rules for the parameters. In 2D, x 1&1 + x2 2 = r E Z2.
The transformation matrix between the body-frame and the space-frame depends
only on one variable, namely q, the angle between the x-axes of the space-frame
and body-frame. Since, 4 E S', the configuration space of a 2D chain is of type
1Z2 x S1 . The rotation matrix in 2D is
(cosq5 - sinq\A((s)) = Si (7-1)
sinq$ cos (
(a) =(s)  A0(y,), = A0ySa.y = Ada, (7-2)
where summation over repeated Greek suffixes is again implied.
Since a chain cannot sustain twist or torque in 2D, a 2D chain is only capable of
bending, shearing, or stretching, each with a single mode. Referring to (4-1) in 3D,
we set r = 0, A 2 = A 3 = 0 and w2 = W3 = 0, which correspond to the vanishing of
one bending mode and the twisting mode. Since these modes do not appear at all
in 2D, their corresponding intrinsic variables are meaningless. Thus, w° = wO = 0;
we also set B 2 = 0, t 2 = t o = 0 (vanishing of one mode of shearing), to = 0 (no
intrinsic shearing for the remaining one shearing mode). For simplicity in notation,
we define A1 = A, B1 = v, B 3 = P. Previously, we chose the undeformed A3 to lie
in the tangent direction of the chain in 3D. For convenience, here we will choose a,
to lie in that direction. Then, corresponding to (2-33) in 3D, we have in 2D that
1 1 1
-i 1 = -w 0) 2 + - 1  2 2 t 2 - f .t. (7-3)
4A 4p 4v
The Hamiltonian is
ini = AJ 2 + iw0J + p[a 1 . (P + if)] 2 + v[i 2 . (P + if)] 2
+ i[^ 1 - (P + if)]t ° + i[k2 . (P + if)]t ° . (7-4)
Converting operators J =4 -i0/0q and P =• -iVr, we obtain the differential
equation for the Green's function. For a 2D bendable, shearable, stretchable chain
without intrinsic bending and intrinsic shearing, we identify wo = 0, to = 1, to = 0.
Therefore, the Green's function satisfies
+19 ef-~k (ef)]2~ f)]r 2S (Vr - f) - A (r- f; r- V[A2 ) (Vr - f-
- A -(2 G(r, 0; s I ro, 4o; 0) = 6(s)6(r - ro)6(€ - 0o). (7-5)
Let the Laplace-Fourier transform of G(r, €; s ro, €0; 0) be I(k, ; pI ro, €o; 0). Then
I satisfies the following equation:
[p - ia1i (k - if) + p[A1 (k - if)] 2 + v[a 2 . (k - if)] 2
C02
- A 2]I(k,;p ro, 0o; 0) = 6(€ - €o), (7-6)
from which we again recognize that the Fourier transform of the Green's function
for a chain with external force is obtained from that of a force-free Green's function
simply by replacing k by k - if. Therefore, a solution for the free-chain Green's
function can be used to obtain that of a chain with external force by using (2-34),
with 4 and 4o being replaced by € and 
€0 in the argument. A 2D chain is not
capable of sustaining torque in the first place. In what follows we assume f = 0
and r = 0.
Since exact solutions for all positive-even-power moments can be obtained with-
out knowing the explicit form of the Green's function, we first solve for some mo-
ments of a free chain, and then derive the asymptotic solution of the Green's func-
tion in the long chain limit (Daniels' approximation). Given any function M(r, 0; s)
which does not depend on s explicitly, again let the Laplace transform of (M). be
(N)l . Then (N)p satisfies
082
p()-p(M) o = ((A1 Vr)N)p+L((fi - Vr )2N)p+v((a2 Vr)2N)P+A(-2N)p.
(7-7)
eneric moments in 2D have the form (N/)) ( rk(r a1)11 (r A2)12). Using
a rf
moI
currence formula similar to (4-14), we are able to obtain all positive-power
aents, with a few listed below as follows:
-AS1-e-A) = A , (7-8a)
aj) = -•A (j = 1, 2), (7-8b)
1 - e-As
(r a^,) = A (7-8c)
(r &2) = 0, (7-8d)
(r2) =2 p 1 ) 2(1 - e-\8)3 - (7-8e)(r2  -- A2 1 2(1 - A2 ,
,,1, , 1 2(1 - e- ,\) .3A(,u- v) - 1 _ .'
((r~a) AV -AS) - + 1raA-)= 3A2  12A2 (7-8)
) 1 s 4(1 - e- \ )  3A(ii - v)- 14
((r - A2)2)  3A 2  12A2 e- Cks
(7-8g)
1 + e
-
4 As
(02 (j -= 1, 2), (7-8h)
1 -e- 4As((a a)) = ((a2~.) = 2 (7-8i)
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se-V+
2A2  /A2
[6411 - 64v - 9(2-- - )2--)
eA e4As. -8j)3A3 + 2A2  . (7
Next, we proceed to solve the 2D free-chain Green's function using (7-6). We
first note that p (conjugate to s) and k (conjugate to r) both have the units of
inverse length. Therefore, 1 and v have the units of length, while A has the units
of inverse length. Recall that 1/A is Kuhn's statistical segment length. Denote this
length by h =_ 1/A. Now, we have from (7-6) with f = 0 that
[p i l "k • •1 " )2  + V a2 k)2  1 
2
~6[p2ik p( k) 22-k -]I( , ;p ro, o;0) = 6( - q0). (7-9)
Recall that 
€ is the angle between the al-axis in the body-frame and the 61-axis
in the space-frame. Let k = (k, Ok) in the space-fixed polar coordinate system;
explicitly, k = 1^k cos k + 2 k sin qk. Upon defining a = - k and ao = o - Ok,
we can rewrite the above equation as
[p - ik cos a + -- 2- k2 - 2- kcos 22hl 0 2 ]i(k, 0; p I ro, ¢o; 0) = J(a - ao).[pikos+ 2 2 ha0b2
(7-10)
Expand the functions 6(a - ao) and I as the Fourier series
1 00 1MQ - O 00im Q -
6(a - ao) = eim(ao) - 6m,neim(a0),
27rr
m=-oo m,n=-oo (7-11)
I(k,q5;p r o0 , o ; 0 ) = • gm,n(k; p)eim •ino. (7-12)
m ,n=-oo
Substitute cos (ka) = (1/2)[e ik a + e- ika] and the above Fourier expansions re-
spectively into the two sides of (7-10) to obtain the following relation (which can
be used to solve for the expansion coefficients gm,n):
[p+ k+ k 2 ]9 mn . [gm-1,n-+gm+1,n]+ I- k2 9[gm-2,n +gm+2,n] •m,n,2 ' 2 '' 4 (7-13)
or, expressed alternatively,
[P+ k2+1 M )j" ik+
2 h-2 + m), - (m-, + 6m+ ,P) g, ,
+4 k2 (m-2,p + 6m+2,p) ~ = 5m,n. (7-14)
In matrix notion, if we introduce the matrix entries (A)ij = g, the above
equation can be put in the form
N -A =- I. (7-15)
where N is a symmetric matrix whose entries are all terms inside the large paren-
thesis in (7-14), and where I is the identity matrix. Therefore,
A = N - 1,  (7-16)
gm,n = (N- 1)m,n. (7-17)
Note that N is symmetric, as too is its inverse. Therefore, gm,n is symmetric with
respect to m and n.
We now recognize that solving the 2D free chain Green's function amounts to
inverting a matrix, which incidently is an infinite by infinite matrix. Therefore,
only an asymptotic solution can be obtained. Note that N is the sum of a diagonal
matrix and two subdiagonal matrices, with the two subdiagonal matrices being
proportional to k and k2 respectively (cf. (7-14)). Since k is the Fourier variable
conjugate to r, as k decreases with increasing r, the submatrices will be subdominant
compared with the diagonal one. Thus, the asymptotic solution is one valid in the
long chain (random coil) limit. We will invert a (2M + 1)-by-(2M + 1) matrix
with M = 2.
Let the inverse Laplace transform of I(k, a; p ro, ao; 0) be K(k, a; s ro, ao; 0)
and that of gm,,,(k;p) be hm,n,(k;s). The symmetry of gm,n,, guarantees the sym-
metry of hm,n. By definition, K is the Fourier transform of the Green's function
G:
G(r, ; s I ro, o; 0) = e-(2) ikrK(k, a; s I r0 , ao; 0) d21 o 27o
(2)2 eim - ino f hm,n(k; s) kdk 2r dkei(n-m)ke - ikr COS(k - r),
m,n=-oo o o (7-18)
where we have written r = (r, Or) in the space-fixed polar coordinate system. Inte-
grating with respect to Ok, yields.
1
G(r, 0; s I ro, ¢o; 0) = (2)2 eim(O-r)-in(O0-4O)Gm,n(r; s), (7-19)
m, n= 
-oo
where
Gm,n(r; s) = in-mj hm,n(k; s) Jn-m(kr) kdk. (7-20)
The Green's function G is a conditional probability distribution. Since the free-
dom of choosing the origin of the space-frame is still at our disposal, the condition
r0 becomes 0 once we let the origin of the space-frame coincide with one end of
the chain. The distribution P(r, 0; s) (with one end of the chain fixed at the origin
and local tangent at the end in the e^ direction being implicitly implied), in which
r is the position vector of point s on the chain, and 4 the polar angle of ab in the
space-frame, can therefore be obtained by integrating G with respect to q0:
P(r, 0; s) = G(r, 4; s 1€o; 0) dqo = 2 esm(-0,)Gm,o. (7-21)
The distribution P(r; s) irrespective of the body-frame direction at s can be
obtained by integrating over the range of €:
P(r; s) = P(r, €; s) do = Go,0(r; s). (7-22)
Note that the distribution P(r; s), equivalent to the isotropic function Go,o(r; s),
does not have an angular dependence. This is evident from the fact that we have
integrated over the polar angle 0o of the initial body-frame a^ (s=0), i.e., in the
distribution P(r; s) the initial tangent direction of the chain is not specified-in
which case P(r; s) must, of course, be isotropic.
Suppose we are interested in the distribution P(r; s 1o; 0), representing the con-
ditional distribution of r at s given that the polar angle of initial body-frame
a, (s = 0) is qo. Then we have that
P(r; s 1o0 ; 0) = G(r, €; s €o; 0) d = - ei"(¢r-O°)Go,n, (7-23)2rn= 
-oo
which depends only on the angle (, - o0) between r and the initial body-frame
a (s = 0), as expected (since the system is invariant under a rotation of the space-
frame). We also note another interesting feature which is intrinsically related to the
symmetry of Green's function. From the head-tail symmetry of the chain, and the
fact that q is the polar angle of Al (s) at s in the space-frame, whereas 0o is that
of the initial ab (s = 0) in the space-frame, we intuitively expect that the functional
forms of P(r; s |1o; 0) and P(r, 0; s) will be identical. From equations (7-21) and
(7-23) we therefore expect Gm,n to be symmetrical with respect to m and n. This
is indeed true, since from (7-20) the symmetry of Gmn,n is implied by the symmetry
of hm,n, whereas the symmetry of hm,n is guaranteed by that of gm,n-
We now calculate the asymptotic solutions for gm ,n(k; p) and Gm,n (r; s) following
Daniels [Danl]. From the 2D moments (7-8e) we find as s increases that (r2)
approaches s linearly. We now define
1h = , (7-24)
h = h + p + v. (7-25)
Both h and h possess the units of length. The usual meaning of h as Planck's
constant will not cause confusion since we will never use Planck's constant in what
follows. From the moment equation (7-8e), lim •c,(r 2) = 2hs. If A = v = 0,
then h = 1/A is the Kuhn's statistical segment length. Hence, h can be thought of
as the effective Kuhn's statistical segment length for the 2D bendable, shearable,
stretchable chain. Therefore, in the long chain (Gaussian random coil) limit one
expects intuitively that the distribution will approach the circular normal form
with r2 = O(s) over the effective range of s. It is therefore reasonable to investigate
approximations to gm,n(k;p) for small p and k with p = O(k 2). To indicate the
order of the approximations, let S denote a typical value of s. Terms which are
O(pr ) or O(k 2,) are taken to be O(S - ') in the sense that after the change of
scale, s = s'S, r = r'S2, S-` appears explicitly as a factor of such terms-the
corresponding variables p', k' and the elastic moduli 1, v, A being of O(1) in S.
Set M = 2. We will: (i) first invert the 5-by-5 matrix N; (ii) expand the resulting
entries of N-I into a series with respect to the small expansion parameter S-1 up
to S-1; (iii) ignore terms that are subdominant; and (iv) finally change the scale
back to the original one by using p' = pS, k' = kS½. The results are listed as
follows, with all g's possessing the argument (k; p):
90,o = (1 + h2k2) p+ k
-1h(h-ii+v)(7h+p+v)k4 P 2+ s-)
32 (p2+ hk) (7-26a)12 p+ •hp
=019, = -1o= 90,-i = ~hk[5hk2(3h - 2p + 2v) + 16]1p + Ahk2Sh 1 ( hp+v)(7h- + pv)k(7h v)k 4  P 33264 (p+ hk2)2  (7-26b)
9 9-1,1 =g1 , =g,, = h2k2 +(7-26c)42 p+ phk 2
690,2 = 2,0 = t2,o = 90,-2 = I -h(h + (P - v)k 2 + (sA),2p + ½h k (7-26d)
g91,2 = g-1, = g1,-2 = 92-,-i = ,- 2  k 9-2,1 + hk2 +O(s-1 ) (7-26c)-90,2 = 92,0 = g-2,0 90,o-2 =- T6 h(h + /•-tV)k  p +Ik'+ (-)
= h2(h + IL - v)k* k ++(1 s),(7-26e)ih (h + j-vt)k3  P
- 16 p+ hk (7-26)
gm,n < O(s-1) (Iml or Inj > 3). (7-260)
In deriving the above expressions we have omitted terms associated with factors like
(p+ Ihk2)j (with j = 0, 1, 2,...) since they do not contribute to the inverse Laplace
transform. The inverse Laplace transform of gm,n (k; p) is hm,n(k; s), wherein
ho,o = e-hk 8 2k[ + hh(h - + v)(7h + - v)k4s],e2 (7-27a)
h1, =,1  h,,, 1 = hl = - h2k2eA k2s, (7-27b)
h i i= h l 1 - 1 =hh-,-h i ,_ 4 h--•Ih
ho,1 = h1,o = h_,,o = ho,- 1 = e - hks i hk[5hk2(3h - 2p + 2v) + 16][32•
-i h2(h - + v)(7h + p - v)ks5864
ho,2= h2,o h-2,0 ,-2 1 h(h + I - v)k2e - hk2 ,
h°2= h2,° = h2°= h°'-2 = 16=
h1,2 - h2,1= h-1,2 = h2,-1 1h,-2  h-2,1= h-2,-1 -hl,-2
-- h(h + -v)k•3ehk 2 .16
Upon performing the integration in (7-20) for the hm,n(k; s)'s, we
desired expression for the Gm,n(r; s)'s:
1 v2 [ h2  1Go o = -e wr [1 + h(h- + v)(7h + p- v)]
hs hs 4h 2S
x (h - p + v)(7h + p - v)] )
x h
h2
2hs
15-- -42h(h - p +
(7-27c)
(7-27d)
(7-27e)
obtain the
1 h
- 4h2s
(7-28a)
1 (rh 2)eGj,o = Go,1 = G_1,o = Go,-1 = hs 2hs e hs
3 5h
- h(h-p + v)(7h + p - v)] - [ h(3h4h 2s 16hs - p+ v) -
x (7h + v)]- )] -
G = G = G_ = G_ 1 --
, 2  = 2,0  - = 1Go,2 = G2,o = G_2,o = Go,_2 .--
[1 h(h- p + v)(7h + p
[3 2 h2 8 hS
1
hS (
h(h + p - v)
16hs
(2- r2 )S e r
2
hs
r2 ) ,
hs e 
hs
Gl, 2 = G2,1 = G-1,- 2 = G-2,- 1
G,-2 = G-2,1= G-1, 2
1 (h 2(h + p - v)r
hs 32h 3S3
The Green's function G(r, ¢; s 1o; 0) is obtained as
1G(r, ¢; s 10o; 0) = 1 [Go, o(27r)2 + 2Go, 1 (cos /3 + cos 3o) + 2G 1,1 cos(3 - /3o)
+ 2GO, 2 (cos 2/3 + cos 2,3o) + 2G1, 2 [cos(2/3 - /o) + cos(2/30o - ,)]
+ 2G1,- 2[cos(20 + 0o) + cos(200 + 3)] + O(s-),
3 3h(h
8h 2S
- p + v)
- v) (r 2)2
(7-28b)
(7-28c)
(7-28d)
(4-
r
2
hs
1 (h 2 (h+ p -v)r 3  r2
= G2-1 = s 32h3s3 e- 2--s .
(7-28e)
(7-280
(7-29)
[1+ 45 h(3h- + v)[1 hs- -
v)(7h + p + v)] r ,
where 0 = , - q and 3o = €o - 0,. The Green's function G is invariant under the
interchange of / and 0o; hence, it is also invariant under the interchange of € and
ko. This is a clear demonstration of both the symmetry of Green's function and the
head-tail symmetry of the physical system involved. Integrating G with respect to
0o over its full range of 27r yields the unconditional distribution P(r, 0; s):
P(r, ; s) = [Goo + 2Go,1 cos(k - r,) + 2Go, 2 cos(2q - 20r) +...]. (7-30)
The distribution P(r; s) is obtained by integrating P(r, 0; s) with respect to ¢
over 27r:
P(r; s) = Go,o. (7-31)
Finally, the conditional distribution P(r; s 1o; 0), which is the distribution func-
tion studied by Daniels, is obtained by integrating G with respect to € over 27r (or,
taking advantage of the head-tail symmetry, by simply replacing 4 in (7-30) by 0o):
1
P(r; s 10o; 0) = 1 [Go,o + 2Go,1 cos( o - 0r) + 2Go, 2 cos(2ko - 2,) +... ]. (7-32)
If we set I = v = 0 (without shearing and extension), then h = h = 1/A is the
Kuhn's statistical segment length, and o - 0r becomes the angle between the initial
tangent of the chain and the position vector r at s (which is the same as 9 in Daniels'
classical paper [Danl]). In the special no-shearing, no-extension case, P(r; s 1o; 0)
becomes identical with Daniels' 2D distribution.
§8. DISTRIBUTION OF CHAIN SEGMENTS ABOUT THE CENTER OF MASS
Thus far, all of the distributions or Green's functions obtained have been ex-
clusively those of the end-to-s vector, or of the end-to-end vector if we set s = L.
These represent distributions of chain segments about one end of the chain. How-
ever, it is sometimes equally desirable to obtain the corresponding distribution of
chain segments about the center of mass. In this section we derive an asymptotic
expression for the distribution function of chain segments about the center of mass
and also calculate the exact moments.
Denote the distribution in question by P(W(s); s), where W(s) is a position
vector measured from the center of mass (rather than from one end of chain) to the
point with material length s. Since a free chain (both force-free f = 0 and torque-
free ,r = 0) can be modeled quite successfully by the Kratky-Porod wormlike chain
model [Kral], and since our bendable, shearable, twistable, stretchable elastic chain
model contains the Kratky-Porod wormlike chain model as a special case, we here
assume the chain to be a wormlike chain (without twist, shear, and extension),
lending simplicity to the formalism. Generalization to the case of a general elastic
chain is straightforward.
Some special features arise from the nature of the problem. First, unlike the end
of a chain, the center of mass of a chain is not generally located on the chain itself.
Second, an infinitesimal movement of any segment of the chain will change the
position of the center of mass. Therefore, under thermal agitation the position of
the center of mass is a stochastic variable. As the chain has infinitely-many degrees
of freedom, the position of its center of mass necessarily depends on the structure of
the chain in a quite complicated way. Yet the nature of our problem demands that
the origin of our space-frame be fixed at the center of mass. Finally, the particular
way in which the position vector between the center of mass and point s is related
to the structure of the chain renders it difficult to find the differential equation
satisfied by the distribution of chain segments about the center of mass.
These circumstances create a problem that demands an entirely different ap-
proach from previous ones, wherein we have always started from a differential equa-
tion and then subsequently obtained the moments and the asymptotic solutions
of the distribution functions. In the present problem we have to start from the
exact moments of the distribution and then proceed to obtain the corresponding
distribution itself. However, the moments themselves are insufficient to ensure a
unique distribution. Fortunately we have one more piece of information at our dis-
posal. For highly flexible Gaussian random coils the bond distribution is Gaussian
and each bond is independent of all others, since linear functions of independent
Gaussian distributions are also Gaussian. Uhlenbeck's Theorem [Yaml] for a linear
Gaussian chain states that, in general, the multivariate distribution function of the
chain, and in particular the distribution of chain segments about the center of mass,
is obtainable so long as the variables are linear functions of independent Gaussian
bond vectors. For the Gaussian random coil, the position vector about the center
of mass can be put in the form of a linear function of bond vectors. Uhlenbeck's
Theorem therefore allows the distribution about the center of mass to be easily ob-
tained, and is indeed found to be of Gaussian form. For discrete Gaussian random
coil, the corresponding distribution about the center of mass was derived by Debye
and Bueche [Debl] (cf. [Yaml], p. 21)( 9 3/2 9nW2
P(Wi) = 2ra2[n2 -3j(n - j)] e 2[•T-(i.-j)]
For wormlike chains, due to finite elasticity the bond vectors (unit tangent vec-
tors) are not independent of each other. Hence, Uhlenbeck's Theorem is not appli-
cable. However, it is clear that the limiting behavior of the wormlike chain in the
long chain limit must be identical to that of the Gaussian random coil. This known
leading behavior of the distribution, together with the exact moments, enables us
to obtain the unique asymptotic solution to the chain distribution about the center
of mass, which is exactly the route we will follow in bring the calculation to fruition.
Although the unit tangent vectors on a wormlike chain are not independent
of one other, we are nevertheless able to obtain their autocorrelation functions,
which will then be used to obtain the exact moments of the distribution. For
this purpose, we first find the autocorrelation function of the unit tangent vector
(angular autocorrelation function). The differential equation for the distribution
function Q( i; s) = f G(r, U^; s 0, Uo; 0) d3r d2i 0 can be obtained by integrating (5-
1) with respect to r and z (= Clo), with p = 0 for wormlike chain. This yields
89Q
= AVQ, (8-1)
as
with a delta function source term being implicitly employed as an initial condition.
This is a diffusion equation on S 2, for which the general solution is well known (cf.
[Yaml], p. 55, or [Sail]). If we let the latitudinal and azimuthal angles of U^ be a
and 3 respectively, then
OQ r1 0 . OQ 1 02Q]
-= A 1 s a + (8-2)as sin a 5a 0a + sin 2 a 2  (-
The general solution of (8-2) can be expanded in terms of even and odd spherical
harmonics, Yen and YOn:
Q(i; s) = Q(Ui'; s')G(Ui; s|it'; s')d U', (8-3)
with the Green's function G(fi; si ^'; s') given by the infinite series,
G(a, 3; s a', 3'; s') = N1(2n + 1)Em (n - m)! e-n(n+1)Alsa'I
n=O m=(n+Om)!
X (Yen(a,M3)Y7Yn(a', 3') + Y.n(a,f)) Y.0n(a',)
= 4- (2n + 1)e-n (n+ als-
n=o
x EM (n- m)! p (cos a)Pm (cosa')cos[m(3 - /3')],(n + m)!m= o(8-4)
with Eo = 1 and •,m = 2 for m = 1, 2, 3,.... Suppose that we set up a coordinate
system on the chain with e, in the f' direction. Using the identities P,0(x) = Pn(),
Pn(±1) = (±1)n , and Pm(1) = 6m0, we obtain
G(;sz;s') = (2n + 1)e-n(n+1)Als-s'lPn(cos a). (8-5)
n=O
From (8-5) we can calculate the autocorrelation function (si(s). f- (s')):
((s) (s')) = J aG(u; s|ez; s')d2f = e- 2A s - s ' , (8-6)f(s '))-U S
where f.+xPn(x)dx = (2/3)6n, was used in the last equality. Actually, (8-6)
can easily be obtained without knowing the explicit functional form of the Green's
function (8-4) or (8-5). Without loss of generality, set s' = 0, and note that the
Green's function G(U^,I uo) satisfies (8-1), i.e., OG/Os = AV? G. It is then easy to
prove for the Laplacian in S 2 that
V i = -2fi, (8-7)
with its counterpart in SO(3) being (4-13). Using these relationships we find that
u(8( io) - .i0q -o-oV? Gd%., = A GV?. ( 8 o)d usOs as j J8Us
= -2A Jf , - i0Gd2f, = -2A(- - o).
Solving the ODE subject to the initial condition (ii8 =o- fio) = 1 enables us to recover
(8-6).
The identity
P+l 26 (8-8)1 Pm(x)Pn(x)dX = 2n+1 (8-8)
I-, 2n + 1'
together with the expression for Green's function (8-5) leads to
(Pn (U(s) -U(s'))) = e- Xn (n +l )Js- s' l.  (8-9)
It is interesting to note that (8-6) furnishes an alternative definition for the
inverse Kuhn's statistical segment length A in terms of the integral of the unit
tangent autocorrelation function of arc length. This may be compared with the
usual Brownian self-diffusion coefficient D expressed in terms of the integral of the
velocity autocorrelation function of time:
1 "
=2 (fi(s) ei(O))ds, (8-10a)
D = 3 (v(t) v(O))dt. (8-10b)
By definition, the position of the center of mass of a chain whose total arc length
is L is r, = (1/L) fL r(s)ds. Using (5-15a), we obtain
= 1 - e-2L (8-11)(r) z 2A 4A2L
The position vector W(s) from center of mass to point s can be expressed as a
linear function of the unit tangent vector:
80s  1 oL IOs (rds
W(s) = r(s) - re = fi(r)dr- L i(r)drds
= - H(r - s) ui(r)dr, (8-12)
with Heaviside's unit step function H.
We now use (8-6) and (8-12) to calculate the second moment of the distribution
function (W 2):
(W 2) = j j [X - H(x - s)] - H(y - s) (i(x) -fi(y)) dx dy. (8-13)
Upon subdividing the L by L square integration region into six subregions : s >
y > x, s > x > y,x > s > y, etc., and using (8-6), we obtain, after a lengthy
calculation,
(W 2) = 8AL 1 + 2AL(1 - e- 2As) e- 2XL - 2ALe - 2 (L-8)8A4L2
+ 8A3L3 - 2AL + 8A 3Ls 2 - 8A 3L2 S]. (8-14)3
An alternative definition of the mean-square radius of gyration is R = (W2)
(1/L) fo (W 2)ds, where the angular brackets (...) denotes the average over all
possible configurations of the chain, and the overbar denotes the average over arc
length. Upon using (8-14) and performing the average over arc length, we recover
(5-15f) with 1 = 0.
For respectively very long (AL > 1) and very short (AL < 1) chains, (8-14)
becomes
lim (W 2 ) = L [1 - 3s(L - s )  (8-15a)
AL-+oo 3A L 2
lim (W2) = L - s . (8-15b)AL-+o (2
If we replace A by 1/a, where a is the Kuhn's statistical segment length, then in the
long chain limit (8-15a) is in exact agreement with that for the Gaussian random
coil [Yaml]. On the other hand, when the chain becomes very short it behaves
like a straight rod with center of mass situated at the middle of the chain (arc
length L/2). The average (over all possible configurations) distance squared from
the center of mass to point s is expected to be (L/2 - s)2, in exact conformity with
(8-15b).
The exact expression for the mean square distance from the center of mass to
either end of the chain is given by
(W ) = (W8L)=1 - e- -2L 2ALe - 2 L' + 8L - 2 AL2 (8-16)
which serves as a measure of the linear dimension of the chain. Letting L -+ oo in
both (5-15f) (with u = 0) and (8-16), we obtain the mean square radius of gyration,
(R 2) -+ L/6A, and (W 2 ) = (WL) -+ L/3A, which is twice (R2).
The fourth moment (W 4) can be obtained as follows:
LLLL4(W4 ) = x - H(xi - s) (U[ (x 1 ) ii(x2)] [(3(x4)])
where we have written fli fi(xi) for simplicity. By definition,X 2)([u3  . u4))1234  U G( [1i3)G(1 3 12 )G(1 12 3 1)[i I 2][ 3 " 134]) ,.(8-17)where we have written U6i - (x ) for simplicity. By definition,
((Ul -U2)(U3 -U4))1234 = G(^4j^3)G(^3|^2)G(^ 2 1fi) [ i ^16 [U3' -4] d Uil41 4
i=1
(8-18)
where the subscript (... )1234 specifies that points X1 , x 2, x3, and X4 are in increasing
order of arc length, as required by the setting of the integral in the second half of
equation (8-17). The other two moments, ((i" 1 - 3 ) (A 2 • 4 )) and ((i 1^ • 4)(• 2 - 3)),
have similar forms. The Green's function G( i Iiij) is the infinite expansion in
spherical harmonics given by (8-4).
Choosing the spherical angles of ik to be (Ok, kk) in (8-4), we find that
00oo n
G(, 6jI ) = E j AnmPm(cos00)Pm(cos0j) cos[m(¢i - 0h)], (8-19)
n=0 m=0
where
Anm = 1 (2n + 1)e-n(n+l)Al•a-8ile, (n - m)! (8-20)
47r m•(n + m)!
Expressed explicitly in terms of spherical angles,
( " u 2 ) (^ 3 U4) = [sin 01 sin 02 cos(0 1 - 2) + cos 01 cos 02]
x [sin 03 sin 04 cos(( 3 - 4) + cos 03 cos 04]. (8-21)
Therefore, ((il u 2)(ii 3 u 4)) 1 234 is the sum of four configurational averages, the
first of which is
4 41/~S1 - (cos(q - q$2 ) cOs( 3 - 4)J sin Ok) 1 2 34 = 1 [sin 2
k=1 k=1
OkdOkd4k]X
E A nmAAijApqP,(cos 91)Pm(cos 02)Pj (cOS 2 )Pj (cOS 3 )Pq (COS 3 )Pp(cos 04)
nm,ij,pq
x cos(q 1 - 02) COS( 3 - 0 4 ) COs[m(0 1 - 02)] cOS[j(q 2 - 03)] cos[q(q 3 - 4)]"
The integration with respect to the k's can easily be performed:
4
4J dr k COS(0 1 - 02) COS[m( 1 - 2)] cos[j( 2 - 03)] COs(03 - 4)cos[q( 3 - 4)
k=1
= 47r 46ml 6j06ql.
Consequently, the first configurational average, S1, is
S1 = r 3 An•AioApl
0 
7
r Pi(cos 01) sin2 01d91 0 Pp (cos 04) sin 2 04dO4
x j Pn(cos 02 )Pi0 (cos 02) sin 2 02dO2
O 10
Pi (cos O3)P (cos 03) sin 2 03d03 .
Using the identities
fo 7Pkl(cos 0)sin2 d O = 6k,1,3
2k2 + 2k jk-1
4k 2 - 1Pk1 (cos O)P°(cos O) sin
2 OdO =
(8-22a)
2k 2 + 2k 6jk+l,
(2k + 1)(2k + 3) (8-22b)
S1 and other Sj's are found to be
S1 (sin 01 sin 92 sin 03 sin O4 cos( 1 - 02) cos( 3 -4))
= -2A(x 4 -x 3 +z 2 -x1) -4e2A(x4 +2X3-2x2-x1)
9e  "45
S2 (sin 1 sin0 92 cos 03 COS 04 COS(0 1 - 02))
= S3 (cos 01 cos 02 sin 03 sin 94 cos(0 3 - 4))
S2 -2A(x 4-x3 +x 2-xl) - 4 -2A(x 4 +2x 3 -2x 2 -x 1 )
I e_ 2 A(X4_X3n X2_Xl) +S4 (COS 01 COS 02 COS 03 COS 04 ) = -2A(43219
4 e-2A(x4+2X3 
-2X2-Xl)
45
0
v V q
Upon noticing that ((i 1. 2 )(1^ 3 1 4 )) 1 23 4  j=1 Si, and using similar ap-
proaches to calculate the other moments, we finally obtain
(8-23a)(( 1 - 02)( -3 4))12 3 4  - 2A(=4-XS+z2-1),
((0t1 - 3) (0 2 - 4))1234 (' 1 4) ( 2 3)) 1234
Se-2A(4-z3+2-z) 2 - 22A(x4+2zaX3-2X2-l)
- 3 (8-23b)
Combining (8-17), (8-23a), and (8-23b) allows (W4) to be expressed as
(W4) =
dX4  zadX3  dx 2  4 dx [Xi
dX 0 dX 0 d 0 i=1
X3 : 4 [
dX3 dx2 0od dxl i=1
s)] e- 2A.(z4-X3+X2-zl)
- LH(xi - s) e - 2A((4+2z a - 2x2-4 l )
J (8-24)
After a rather lengthy and tedious calculation, (W4) is obtained. In particular, if
we define
86
A(s) = 22
118 5  11s 4  5s3 582 21+ +
240A3  128A4 - 48A5 +64A 6  256A 840 + 1 
2As e-s+ e 48A4
B(s) = [e - 2A8
(L
3
C(s) == S
6A5
D(s) = 12 3120-A3
83
24-
--s
A
11S 3
+ 192A5
S82
+32-A4 +
1s 2  21s
128A6 + 128A7
53
3-2A6
84
12A
2
21)
+ T567
11S 3
+ 4W8A3
e - 2 )(L)-- 1
4A2
82 1
+
8A2  16A4
7s 4
288A4
-288A
4
e 2A s (s 4+e ( 96A4
se-2A•s e-2As
8A3 16A4 '
89s 3
2592A5
13s 3
768A5
89s2
3456A6
1382
512A6
4781
+186624A 8186624As
105s
2048A 7
105
4096A8
(8-25d)+ e 6 ,Xs 7s2 49s 49 )(41472A 6 + 497664A 7 2985984A8
E(s) = (L s
2A
e-2A(L-s) -
4A2
3  7s2 89s
24A- + 72A4 - 864A-
S83 82
x- 8 + 28A4S48A3 128A4
53
1024A6
e_6 s/ 78
+ +
6912A56
27648A6'27648A6]
2 58 5 7e - 6A8s  se - 2As e- 2As
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3
then the exact expression for the fourth moment is given by
=40(W4  3L4 [A(s) + A(L - s) + B(s) + B(L - s) + C(s)C(L - s)]
32
+ 3L4 [D(s) + D(L - s) + E(s) + E(L - s) + F(s)F(L - s)]. (8-26)
Observe that (W 4 (s)) = (W 4 (L - s)), as expected from the head-tail symmetry of
the chain.
The leading-order approximation can be obtained as
__ 5
(W4 ()) - 2 (L6 + 15L 4s 2 + 9L 2s 4 - 6L 5s - 18L 3s3 )
1 5 27A2L4
1
- 90A3L4 (47L5 - 185L 4 s + 295L's 2 - 220L2s3 + ll0Ls4 ) + .... (8-27)
The exact mean fourth power distance from the center of mass to either end of
chain is
(W4 (0)) = (W 4 (L)) 5L 2  47L 383 497 497 57421
27A2  90A3 + 432A4 - 486AL + 648A6L2 - 69984A8L4
+e-2 AL 1 7 7 105 105
(6A4  12A5L + 8A6 L 2• + 64AL 3 + 128A8L4
+ e_6A L( 7 + 49 + 49 )
3888A6L2  46656A7L 3  279936AL4 (8-28)
In the limits of both very long and very short chains, (W 4) is given by
4 5L2 S 2 S3 +94lim (W4) = 5L2 [1-6s s -18sAL-+oo 27A2  L L2 L4 (8-29a)
lim (W 4 ) = ( -s). (8-29b)
AL-+O (2
The latter is in exact conformity with the expected (W 4 ) expression for a rod-like
short chain.
Although the first few moments are insufficient to specify the distribution func-
tion uniquely, we nevertheless have yet one more piece of information at our disposal.
Recall that in the long chain limit a wormlike chain behaves like a Gaussian random
coil. Hence, the leading order approximation of the desired distribution function
approaches that for the Gaussian random coil, which is well known [Yaml]. Since
the distribution of a linear combination of independent Gaussian distributions is
also Gaussian, whereas for the Gaussian random coil the position vector from the
center of mass to point s can be expressed in terms of a linear combination of in-
dependent Gaussian bond vectors. Hence, it is easy to obtain the corresponding
distribution for the Gaussian random coil. The first few moments, together with
the known leading order behavior of the desired distribution, enable us to calculate
the unique asymptotic distribution P(W; s) of chain segments about the center of
mass.
To do this, we first note that for discrete Gaussian random coil, the corresponding
distribution about the center of mass is given by [Debl] (cf. [Yaml], p. 21)
( 9n )3/2 9ftw?
P(W 3 ) = 2ira2[n2 _3j(n - j)] e-"T-3-J
The general rule of correspondence between the wormlike chain and the Gaussian
random coil states that, upon replacing 1/A by a, L by na, the wormlike chain
distribution function of any kind valid in the long chain limit must be identical to
the corresponding distribution for Gaussian coil. This rule of correspondence and
the above expression define the leading behavior of the wormlike chain distribution
about the center of mass uniquely. Secondly, we note that the distribution must be
isotropic because it is invariant to rotation of the space-frame. This fact implies that
in the asymptotic expansion, only even powers of W will appear. Suppose we let
the distribution be the above leading term (with a replaced by 1/A, na replaced by
L) multiplied by (A + BW 2 + CW4 +. -- ). Then the requirement that the resulting
(W 2) and (W4) should at least asymptotically match (4-8) and (4-11), and that the
leading term of A is 1, suffice to determine uniquely the desired distribution,
3
2 9AL  ' (9AL2)W2 27 9s
P(W; s) = 42W( L e2 w( 0  L_>+6 100L + (83027 [(L - s)3 + S3] 20AL 10AL2
+w 459  783s 2673A 18711Asis
40L2----5 20L3+. ) 200L 3 200L 4 ... +.. .
§9. CONCLUDING REMARKS
In this thesis we proposed a theory of linear elastic polymer chains under constant
external force and torque. The general theory takes into account bending, twisting,
shearing, and stretching deformations. The theory, which is novel, is found to
contain the Kratky-Porod wormlike chain and the Yamakawa-Fujii helical wormlike
chain as special cases. We derived the Fokker-Planck equation governing the Green's
function both from the rule of correspondence in quantum mechanics and from a
purely probabilistic approach. The model in its most general form is versatile in the
sense that it does not assume isotropic bending or shearing (in the cross-sectional
plane); neither does it assume homogeneous (along the chain) bending, twisting,
shearing, and stretching. Additionally, no assumption was made regarding the
ratio of chain length to diameter of the chain, whereas in all previous models slender
chains were always assumed. This is partly because we have incorporated shearing
and stretching into the model; the model is therefore applicable to materials whose
length is of the same order of magnitude as its diameter so long as the elastic
potential energy function of the material satisfies the quadratic form of the elastic
energy function we proposed (cf. eqn (2-33)). We consider the model as one of the
major results of the thesis. In terms of solving the differential equation governing the
Green's function, we solved a simplified 3D problem and a complete 2D problem.
The distribution function of the wormlike chain in the short chain (near-rod)
limit is solved. Also derived is the asymptotic solution for the mean reciprocal
distance (1/r) (s) between two points on the chain in the near-rod limit. The two
leading terms in the asymptotic expansion of the moment (1/r) were derived by
Hearst and Stockmayer [Heal] in 1962, and by Yamakawa and Fujii [Yam4] in 1973.
However, due to the mathematical difficulty arising from their approaches, their
methods were able to supply only the two leading terms in the expansion. In this
thesis we have developed a method which can be used to systematically generate
all the terms in the expansion of (1/r)(s). This constitutes another major result of
the thesis.
The asymptotic form of the distribution function of the wormlike chain segments
about the center of mass was derived from the first few moments in conjunction with
the known expression for the corresponding distribution in the long chain limiting
Gaussian random coil case derived by Debye and Bueche [Debl] in 1952.
The elastic chain model we proposed in the thesis does not take into account
the coupling of twisting and stretching which arises, for example, in the context
of stretching individual double helix DNA molecules, where the extension of the
chain is achieved at the cost of partially unwinding the double helix. It is easy
to incorporate this feature into the model by adding to the quadratic form of the
Lagrangian (2-33) the cross term (w3 - w°)(t( - t° ) multiplied by a new elasticity
parameter, say C(s).
Although our model in its most general form contains a (constant) external force
and torque, in the thesis we only solved the Green's functions and the moments for
the free-chain (force-free and torque-free) problems. The natural next step is to find
the moments of the distribution in the presence of a constant external force and
torque. It would be more complete were we able to find the asymptotic solution of
the Green's function in the presence of the constant external force and torque. On
the other hand, since the model is proposed in a complete form with differential
equations derived, those interested in the problem can find ways to solve different
simplified versions of the complete problem to suit their own research interest on
elastic materials (which may not necessarily be polymer chains). This fact also
demonstrates that our model is useful not only to the polymer community but also
to a wider audience.
Lastly, a few comments about the title of this thesis. Although part of the
thesis dealt with the general elastic chain model, we chose the title "Statistics and
Dynamics of Stiff Chains" because we also included much work on new perspectives
of the wormlike chain. In the polymer community, The "stiff chain" is a more well
established name than is the "elastic chain". The name "stiff chain" is widely used
in contrast to the name "random coil" for highly flexible discrete Gaussian chain. In
this context, stiff chain contains the framework of of both our novel general elastic
chain and the Kratky-Porod wormlike chain.
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