Necessary Optimality Conditions for Nonlinear Programming are discussed in the present research. A new Second-Order condition is given, which depends on a weak constant rank constraint requirement. We show that practical and publicly available algorithms (www.ime.usp.br/∼egbirgin/tango) of Augmented Lagrangian type converge, after slight modifications, to stationary points defined by the new condition.
Introduction
The study of Necessary Optimality Conditions (NOC) is quite relevant for practical Nonlinear Programming. In constrained and unconstrained optimization one is generally interested in finding global minimizers. Since this is very hard, especially in large-scale problems, most practical algorithms are guaranteed to find only stationary points, that is, points that satisfy some NOC. Satisfactory NOC's must be strong. Obviously, the strongest possible NOC is Global Optimality. Global Optimality implies Local Optimality and Local Optimality implies most popular Necessary Optimality Conditions. Very weak NOC's (for example, mere feasibility) are almost unuseful.
The predicted quality of an algorithm is linked to the strength of the Necessary Optimality Conditions fulfilled by its limit points. Algorithms that generate sequences that converge to points that satisfy strong NOC's are expected to be better than algorithms that converge only to weak-NOC points. A theoretical challenge for every nonlinear-programming algorithm is to prove that it is able to find points that satisfy strong NOC's. Very likely, this property is linked to practical efficiency. As a consequence, researchers concerned with algorithmic reliability are generally interested in the discovery of new strong Necessary Optimality Conditions and in the connection of new and old algorithms to NOC's.
Necessary Optimality Conditions may be first-order or second-order, according to the use of derivatives in its formulation. Higher order optimality conditions are seldom used in practical optimization. Firstorder NOC's are usually formulated in the following way: "If a feasible point satisfies some First-Order
Definitions
We are concerned with the Nonlinear Programming (NLP) problem Minimize f (x) subject to h(x) = 0, g(x) ≤ 0,
where f : IR n → IR, h : IR n → IR m , g : IR n → IR p are twice continuosly differentiable on IR n . A point x ∈ IR n is said to be feasible if it satisfies the constraints h(x) = 0, g(x) ≤ 0. If x is feasible, the equality constraints h i (x) = 0 and the inequality constraints such that g i (x) = 0 are said to be active at x.
We say that a feasible point x is a KKT point if there exist (Lagrange multipliers)
where µ i = 0 whenever g i (x) < 0.
A First-Order Constraint Qualification is a property of feasible points of a Nonlinear Programming problem such that, when verified at a local minimizer, implies that the local minimizer is a KKT point. The Linear-Independence Constraint Qualification (LICQ), also called regularity, says that the gradients of the active constraints at the feasible point x are linearly independent.
Let I(x) ⊂ {1, . . . , p} be the set of indices of the active inequality constraints at the feasible point x. Let I 1 ⊂ {1, . . . , m}, I 2 ⊂ I(x). The subset of gradients of active constraints that correspond to the indices I 1 ∪ I 2 is said to be positively linearly dependent if there exist multipliers λ, µ such that
with µ i ≥ 0 for all i ∈ I 2 and i∈I1 |λ i | + i∈I2 µ i > 0. Otherwise, we say that these gradients are positively linearly independent. The Mangasarian-Fromovitz Constraint Qualification MFCQ says that, at the feasible point x, the gradients of the active constraints are positively linearly independent.
The CPLD Constraint Qualification says that, if a subset of gradients of active constraints is positively linearly dependent at the feasible point x (i.e. (3) holds), then there exists ε > 0 such that the vectors
are linearly dependent for all y ∈ IR n such that y − x ≤ ε. Assume that x is a KKT point. Let S be the subspace generated by the gradients of active constraints at x and let T be its orthogonal complement. (If there are no active constraints at x, then S = {0}, T = IR n .) We say that x satisfies the Weak Reduced Semidefiniteness Property (WRSP) if there exist KKT-
A stronger second-order optimality condition (Strong-SOC), which is seldom associated to the convergence of practical algorithms [30] , is defined in classical textbooks [12, 18, 22, 41] . LetT be the set of d ∈ IR n such that satisfy the following conditions:
It is said that the feasible point x satisfies Strong-SOC if (4) holds for all d ∈T . Obviously, if the strict complementarity condition holds at x, Strong-SOC coincides with WRSP.
In this paper we will deal with the Weak Reduced Semidefiniteness Property. The general question will be: under which conditions on the constraints, local minimizers satisfy WRSP? In other words, which properties of feasible points deserve to be called Second-Order Constraint Qualifications? We already said that LICQ is one of these properties, since Strong-SOC implies WRSP. However, we wish to obtain weaker Second-Order Constraint Qualifications (SOCQ's) (which mean stronger Second-Order NOC's).
A counterexample due to Arutyunov [7] (page 1350) shows that MFCQ is not a Second-Order Constraint Qualification. His counterexample is based on a construction provided in [36] (pp. 131-133) and was rediscovered by Anitescu [5] . A simplification of the example was given by Baccari and Trad [10] . Since MFCQ implies CPLD, it turns out that CPLD is not a SOCQ either. In [9, 10] it was proved that WRSP holds at a local minimizer x if MFCQ holds and, in addition, the number of linearly independent gradients of active constraints is, at least, m + q − 1, where q is the number of all active inequality constraints at x. A condition for the fulfillment of Strong-SOC is also given in [10] .
In the following section, we prove that WRSP also holds under a different condition. To state the new condition we need to define the Weak Constant-Rank (WCR) property.
Assume that i 1 , . . . , i q are the indices of all the active inequality constraints at the feasible point x. We say that x satisfies WCR if the matrix (∇h 1 (y), . . . , ∇h m (y), ∇g i1 (y), . . . , ∇g iq (y)) has the same rank for all y in a neighborhood of x. The WCR condition is weaker than the Constant-Rank condition introduced by Janin [32] . In particular, Janin's condition is a First-Order Constraint Qualification, but WCR is not.
The WCR condition is trivially satisfied at the feasible point x when this point is regular, when all the constraints are linear and when the gradients of active constraints at x span IR n . In addition, if x satisfies the WCR condition for a set of constraints and one adds the constraint Φ(h 1 (x), . . . , h m (x)) = 0, for a smooth function Φ : IR m → IR such that Φ(0) = 0, the expanded set of constraints also fulfills WCR. This comes from the fact that the gradient of the new constraint is a linear combination of the gradients of the old constraints. Similar expansions can be made with respect to inequality constraints.
New necessary condition
In this section we prove that, if a local minimizer satisfies MFCQ and WCR, then it satisfies the Weak Second-Order Necessary Condition.
All along this section x * will be a local minimizer of (1). To simplify the notation, we will assume, without loss of generality, that the active inequality constraints at x * are the first q. Therefore, g i (x * ) = 0 for all i ≤ q and g i (x * ) < 0 for all i > q. For all x ∈ IR n we define
We also assume that the Weak Constant Rank condition holds at x * . Therefore, for all x in a neighborhood of
Proof. Assume, without loss of generality, that the gradients {∇h 1 (x * ), . . . , ∇h r1 (x * ), ∇g 1 (x * ), . . . , ∇g r2 (x * )} are linearly independent and r = r 1 + r 2 . If r = 0 the result is trivial. From now on we assume that
Since the columns of A(x * ) are linearly independent, by the continuity of the gradients, the columns of A(x) are linearly independent for all x in a neighborhood of x * . Therefore, by the WCR condition, for all i = 1, . . . , m, j = 1, . . . , q, ∇h i (x) and ∇g j (x) are linear combinations of the columns of A(x) for all x in a neighborhood of x * . Define d k as the orthogonal projection of d on T (x k ). Then:
Clearly, d k is well defined for k large enough and
Moreover, taking limits, we obtain: lim
For proving Theorem 3.1 below, we will use the following Lemma 3.2.
Then, H(x * ) is positive semidefinite.
Proof. Define for all x ∈ IR n ,
Clearly, Γ(x * ) = Φ(x * ) and ∇Γ(x * ) = ∇Φ(x * ). Moreover, Γ has continuous second derivatives and
is not positive semidefinite. Therefore, x * is not a local minimizer of Γ. Therefore, for all ε > 0 there exists x ∈ IR n such that x − x * ≤ ε and
But, by the continuity of c, in a neighborhood of x * one has that Γ(x) ≥ Φ(x). Thus, x * is not a local minimizer of Φ, contradicting the hypotheses of the lemma. Therefore, H(x * ) is positive semidefinite, as we wanted to prove.
2 Theorem 3.1. In addition to the general assumptions of this section (including the WCR condition), assume that x * satisfies the Mangasarian-Fromovitz constraint qualification. Then, x * satisfies the Weak Reduced Semidefinite property (4).
Proof. Since x * is a local minimizer, there exists δ > 0 such that x * is a global solution of
Therefore, x * is the unique solution of
Consider the application of the External Penalty method [20] to this problem. Each subproblem is:
Therefore, each subproblem is the minimization of a continuous function in a compact set. This implies that the solution x k exists and, by the External Penalty theory, when ρ k → ∞,
Clearly, x k − x * < δ for k large enough, so, the gradient of the objective function of (5) vanishes at x k . Thus, there exists k 1 ∈ IN such that for all k ≥ k 1 ,
Moreover, by Lemma 3.2, defining
, we have: 
k in (7) we obtain:
This means that the second term of the left-hand side of the previous inequality vanishes. Thus, for k ∈ K large enough:
So, taking limits on the last inequality, we get:
as we wanted to prove. 2
Application to an Augmented Lagrangian Method
In [1, 2] safeguarded Augmented Lagrangian methods were defined that converge to KKT points under the CPLD constraint qualification and exhibit good properties in terms of penalty parameter boundedness. The methods are publicly available in www.ime.usp.br/∼egbirgin/tango. Let us describe here the application of the main algorithm in [2] to problem (1) with the modification that makes it convergent to second-order stationary points. We define the Augmented Lagrangian function, [31, 42, 44] :
for all
The function L ρ has continuous first derivatives with respect to x, but second derivatives are not defined at the points defined by g i (x) + µi ρ = 0. We define:
Let {ε k } be a sequence of nonnegative numbers such that
Step 1. Find an approximate minimizer
The conditions for x k are:
for all v ∈ IR n .
Step 2. Define
define ρ k+1 = ρ k . Otherwise, define ρ k+1 = γρ k .
Step 3. Compute λ 
Remark. Condition (10) states that∇
2 L ρ k must be approximately positive semidefinite at the subproblem solution x k . In other words, the smallest eigenvalue must be greater than −ε k . Very likely, variations of the Trust-Region Newton method [18] for solving the unconstrained subproblem converge to points that satisfy this requirement. However, the precise definition of such an algorithm must be subject of research. Proof. Since MFCQ implies CPLD, the fact that x * satisfies KKT is a consequence of Theorem 4.2 of [2] .
By (9) and the definition of L ρ we have that
To simplify the notation, let us define (12) and taking limits for an appropriate subsequence, we have that there exist scalars λ ∈ IR m , µ ∈ IR p + ( not all zero) such that
This implies that x * does not verify the MFCQ, contradicting the hypotheses of the theorem. Thus, the sequence {( λ k , µ k )} is bounded and there exists K ⊂
So x * satisfies the KKT conditions with multipliers λ * and µ * . Let us prove now that WRSP also takes place. Let d ∈ T (x * ). By Lemma 3.1, there exists a sequence {d
Let us analyze the case in which g i (x * ) < 0. Then, g i (x k ) < 0 for k large enough. Consider two cases: (a) the sequence {ρ k } is bounded; and, (b) the sequence {ρ k } is unbounded. In the first case, by (11), we have that V k → 0 and, since g i (x * ) < 0, we obtain that
Taking limits for k ∈ K in the last inequality, we obtain the WRSP condition. 2
Counterexamples and Conjecture
In this section, we will show that the WCR condition is not a First-Order Constraint Qualification and we will analize the relation between the WCR condition and the Second-Order Constraint Qualification introduced by Baccari and Trad [10] . Recall that the Baccari-Trad (BT) condition holds at a feasible point x if MFCQ holds and the number of linearly independent gradients of active constraints at x is, at least, m + q − 1, where q is the number of active inequality constraints. Under an additional complementarity condition, Baccari and Trad [10] proved that Strong-SOC holds at local minimizers. Finally, we will formulate a conjecture in the context of Second-Order Constraint Qualifications.
Counterexample 5.1. WCR is not a First-Order Constraint Qualification. Take n = 2, m = 1, p = 2,
The solution of the problem satisfies the WCR condition but it is not a KKT point.
Observe that the number of linearly independent gradients of active constraints at x * is 2 = m + q − 1. So, this example can be used to prove that the rank condition introduced by Baccari and Trad in [10] is not a First-Order Constraint Qualification either.
Counterexample 5.2. (MFCQ and WCR) do not imply BT.
Take n = 2, m = 0, p = 3,
The gradients satisfy the MFCQ condition and the constraints are linear functions so the rank of the active gradients is the same at every feasible point. Thus, x * satisfies MFCQ and WCR. However, the number of linearly independent gradients of active constraints at x * is 1, whereas m + q − 1 = 2.
Counterexample 5.3. BT does not imply (MFCQ and WCR).
Take n = 2, m = 0, p = 2,
The gradients satisfy the MFCQ condition and the rank at x * is 1 but in every neighborhood there are points where the rank is 2. So, x * does not verify the WCR condition. The number of linearly independent gradients of active constraints at x * is 1 and m + q − 1 = 1. So, (BT) is verified.
Counterexamples 5.2 and 5.3 show that the BT Second-Order Constraint Qualification and the constraint qualification that we introduced in this paper are independent. We finish this section formulating a conjecture under the general assumptions of Section 3.
Conjecture. Assume that MFCQ holds,
and for all x in some neighborhood of x * , rank (∇h(x), ∇g 1 (x), . . . , ∇g q (x)) ≤ r + 1.
Then, x * satisfies WRSP.
Final Remarks
Necessary Optimality Conditions for Nonlinear Programming are algorithmically relevant because, many times, it is possible to prove that practical algorithms converge to stationary limit points defined by those conditions. It is important to detect new strong optimality conditions and to analyze algorithms with respect to them. In this paper we introduced a new second-order condition that, in formal terms, can be formulated as: WRSP or not-(MFCQ and WCR).
In other words, we proved that, if a KKT point satisfies the Mangasarian-Fromovitz constraint qualification and the Weak Constant Rank condition, then it satisfies the Weak Reduced Semidefiniteness of the Hessian of the Lagrangian. Moreover, we showed that a practical algorithm converges to stationary points in the sense defined by the new condition.
The main result in [10] is that the following proposition is a second-order optimality condition:
where BT+ is a condition that involves BT and a complementarity-like assumption. Although Strong-SOC is obviously stronger than WRSP, we showed that the second-order constraint qualifications not-(MFCQ and WCR) and not-BT are independent. Therefore, the optimality conditions (14) and (15) (15) is true. However, this point satisfies MFCQ and WCR and does not satisfy WRSP, so (14) does not hold. Obviously, x * is not a local minimizer. Let us discuss the practical consequence of this. Assume that we have two nonlinear programming algorithms A and B and that, for Algorithm A, it can be proved that every KKT limit point that satisfies BT+, also fulfills Strong-SOC. Clearly, such an algorithm could converge to the maximizer x * in the displayed example. On the other hand, assume that for Algorithm B, it can be proved that every KKT limit point that satisfies (MFCQ and WCR) also fulfills WRSP. This algorithm cannot converge to the wrong point x * . (Obviously, examples in the opposite sense can be exhibited, using the constraints of Counterexample 5.3.) In other words, an optimality result associated to Strong-SOC is stronger than an optimality result associated to WRSP only if its associated Second Order Constraint Qualification is weaker.
It is interesting to comment that Fischer [21] introduced a restricted constant rank condition in the context of local convergence of Sequential Quadratic Programming methods. Fischer's condition involves constant rank of a submatrix of the matrix of gradients of active constraints, characterized by the existence of non-null associated multipliers. This condition is obviously independent of WCR and its relationship with second-order optimality conditions deserves to be investigated.
Much research is expected on the behavior of recent nonlinear programming methods [6, 11, 13, 14, 15, 16, 17, 23, 24, 25, 26, 27, 28, 29, 37, 39, 40, 46, 47, 48, 49, 50, 51, 52] with respect to new (First-Order and Second-Order) optimality conditions. Moreover, related problems that can be transformed in (1) after reformulations (Bilevel [19] , Control [35] , MPEC [3] and many others) should be revisited in order to verify which structural characteristics help to satisfy optimality conditions. Finally, recent works by Jeyakumar, Rubinov and Wu [33, 34] point to a promising different direction in the study of necessary optimality conditions. Whereas the classical approach is to study NOC's that are satisfied by local minimizers, their approach is to look at optimality conditions that are satisfied by global minimizers but not necessarily by local ones. The algorithmic consequences of these studies should be the development of efficient algorithms with good escaping properties from local-nonglobal optima.
