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ABSTRACT 
 
In most serviceability conditions, concrete structures present quasi-brittle behavior and 
failure due to the presence of a nonlinear fracture process zone ahead of the crack front. 
Predictive models and design methodologies have to be able to reliably calculate the load 
capacity, or structural strength, of structures while taking into account the nonlinearity of the 
material behavior and the consideration of realistic conditions such as geometry, size, boundary 
conditions, and loading configuration. The main objective of this study was to develop models 
and apply numerical tools to predict the cracking potential in three-dimensional concrete 
structures. A damage-based cohesive zone model was formulated and implemented to simulate 
mode I crack growth in quasi-brittle materials based on the thermodynamics of irreversible 
processes allowing for loading, unloading, and re-loading of a 3-D specimen geometry. The 
model is a improvement to existing cohesive zone formulations to consider three-dimensional 
geometries and also overcome numerical instability, lack of convergence, and oscillations in the 
traction profile commonly reported in cohesive models.  
 
This study also explored the novel computational framework of the generalized finite element 
method (GFEM) to predict the potential for crack propagation in large-scale problems such as 
three-dimensional airfield concrete slabs. A multi-scale approach, using the global-local concept 
within the GFEM framework (GFEMg-l), is applied to multi-site damage problems (MSD), where 
several crack geometries are placed simultaneously at different positions in a slab and loaded by 
different aircraft gears. This approach efficiently simulated multiple cracks not discretized in the 
global mesh, but only modeled in the local problem domains. The GFEMg-l enrichment functions 
allowed the kinematics to be represented in the global domain through enrichment function from 
the local problems rather than explicitly modeling each crack discretely in the global domain.  
 
This research effort also proposed an integrated approach called nonlinear strength fracture 
model (NLSFM) to predict the structural strength or load capacity of three-dimensional concrete 
structures considering the structure geometry, loading configuration, and the nonlinearities ahead 
of the crack front. In this approach, the extraction of crack front quantities, such as stress 
intensity factors, were performed through finite element analysis (GFEM), and then an analytical 
approximation based on the equivalent elastic crack approach for quasi-brittle materials 
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accounted for the FPZ effects on the nominal strength of the structure under mode I fracture. The 
NLSFM uses the size- and shape-independent fracture properties defined  through the critical 
energy release rate, Gf, and size of fracture process zone, c (as provided by the size effect model 
and two-parameter fracture model for quasi-brittle materials). The NLSFM predicted a material 
independent strength curve for a given the structural geometry, boundary conditions, loading, 
and initial crack length. The model required defining geometric functions for the three-
dimensional structure with partial-depth cracks, which were derived from 3D computational 
modeling of these structures using the GFEM. The model was validated with large-scale, 
notched slab tests supported by an elastic foundation and extended to load capacity predictions 
for airfield concrete slabs with various gear loadings. The NLSFM advances the state-of-the-art 
of computational modeling of failure in quasi-brittle materials, currently limited to 2-D structures 
or laboratory test specimens, to large scale 3-D problems with realistic boundary conditions and 
loading configurations.   
 
The proposed numerical tools, GFEM with multi-site damage and the NLSFM, are used as a 
computational platform to analyze the cracking potential for airfield concrete slabs with existing 
surface- and bottom-initiated cracks. The results show that starter cracks can induce unstable 
crack propagations under specific loading configurations and material fracture properties. Given 
existing surface and bottom starter cracks of the same geometry in the concrete slabs, it was 
much easier to propagate surface cracks under triple dual tandem gear loading relative to the 
traditional design assumption that bottom-up fatigue cracks are the critical failure mode for 
airfield concrete slabs. 
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CHAPTER 1 
INTRODUCTION 
1. Introduction 
Understanding the structural failure in quasi-brittle materials is challenging since it 
presents a type of failure in which negligible plastic deformation occurs after the elastic limit that 
ultimately leads to sudden failure (Shah et al., 1995). Concrete structures present quasi-brittle 
behavior in failure for most of its serviceability conditions and loading configurations. Therefore, 
the modeling and prediction of those type of failures is crucial to modern engineering since 
concrete is the most utilized engineered material in the world, being employed in various 
structural systems such residential construction, buildings, industrial facilities, airports, bridges, 
and pavements. 
 
The fracture and failure responses of concrete structures are dependent on the material strength, 
fracture properties, size and geometry of the structure or member, geometry and position of 
existing cracks or flaws, and loading condition and configurations. In most of the serviceability 
conditions, a Fracture Process Zone (FPZ) exists ahead of the macro-crack in quasi-brittle 
materials. The size of the FPZ is large compared to the crack length and characteristic size of the 
structure, and, according to observations, it has an elongated width dependent on the largest 
aggregate size used and the length on the order of centimeters, depending on the aforementioned 
conditions. Most of this zone is characterized by a nonlinear behavior due to inelastic strains, 
strain/strength-softening, and some plastic flow all preceding the macro-crack extension.  
 
Linear Elastic Fracture Mechanics (LEFM) concepts were earlier applied to cracked concrete 
structures. However, extensive experimental and numerical investigations proved that those 
concepts can only be applied to very special conditions and configurations such as large concrete 
structural members. However, the size of most structures is not large enough to admit the LEFM 
assumptions, and in general, the nonlinear failure mechanisms at the FPZ should be accounted by 
the model. The literature contains a larger number of analytical, semi-analytical, and numerical 
approaches to investigate nonlinear fracture behavior of concrete. In general, classification of the 
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most successful methods can be grouped into cohesive zone models and nonlinear elastic 
fracture mechanics methods. 
 
Currently, modeling of failure and crack propagation in most materials and structures is 
performed primarily through the application of Cohesive Zone Models (CZM). This concept was 
first introduced by Barenblatt (1959) and Dugdale (1960) to address the stress singularity at 
crack tips. In these models, all nonlinearities take place in a cohesive zone ahead of the crack tip 
which is associated with the FPZ. The CZM concept has been implemented in a variety of 
numerical methods and also has been applied to several types of materials and problems. 
However, the computational cost for the analysis and the cumbersome mesh construction has 
limited its use to simpler specimen geometries, boundaries conditions, and loading 
configurations. 
 
In order to combine the concept of fracture mechanics in the design methodologies, predictive 
models have to be able to accurately calculate the load capacity, or structural strength, of 
structures while taking into account the nonlinearity of the material behavior and the 
consideration of realistic boundary conditions such as geometry, size, and loading configuration. 
Roesler et al. (2005) and showed that the fatigue life prediction for concrete slabs is greater than 
beam fatigue curves for the same material and applied stress level. Roesler (2004) pointed out 
that that the estimation of the flexural capacity of the concrete slab is the main reason for the 
underestimated slab fatigue life. It is clear that the actual flexural load carrying capacity of the 
concrete slab (based on its fracture and strength properties) is needed in order to better 
understand the fatigue resistance and performance of concrete slabs of varying geometries, 
depths, and boundary conditions.  
 
The consideration of the three-dimensionality of the specimen geometry and loading 
configurations are crucial for some applications. These observations support the justification of a 
three-dimensional analysis of airfield concrete slabs using numerical methods, such as the Finite 
Element Method (FEM) currently implemented into the new FAA design software FAARFIELD 
(2009). Evangelista Jr. and Roesler (2009) showed the importance of a realistic loading 
configuration in identifying alternative cracking failure modes that can occur in airfield slabs 
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loaded by aircraft gears. Even for a flat slab condition with no induced curling, critical tensile 
stresses occur at the top of the transverse joint when new generation aircraft belly gears are 
placed on the same slab for the zero joint load transfer condition. This is not the critical response 
considered in the current design methodologies, which only consider the single gear loading 
condition and a critical tensile stress induced at the bottom of the slab. Figure 1-1a,b shows the 
A-380 aircraft and its respective belly gears on an airfield pavement. Figure 1-1c shows how the 
current design methodology considers the loading of such aircraft with only one triple dual 
tandem (TDT) gear and the corresponding critical tensile stress induced at the bottom edge of the 
slab. Figure 1-1d considers the TDT belly gears and a possible loading position over the airfield 
slab inducing the critical stress at the top of the slab rather than at the bottom. Furthermore, this 
loading situation can be more critical in the presence of surface-initiated cracks, especially those 
induced by shrinkage conditions, as they are more common than bottom-initiated fatigue cracks. 
 
(a) Aircraft A-380 (source: www.airliners.net) 
 
 
(b) detail of the belly gears with the two TDT gears 
Figure 1-1: Airfield design problem with (a) new generation aircraft A-380; (b) detail of the 
belly gears with two Triple Dual Tandems (TDT); (c) stress distribution (σxx) due to the TDT 
single gear (current design procedure) and (d) stress distribution (σxx) due to the TDT belly gear. 
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(c) TDT single gear load 
 
 
(d) TDT belly gear load 
Figure 1-1: (cont.) 
 
The inherent three-dimensional nature of this problem (i.e. large number of degrees-of-freedom, 
asymmetrical aircraft loading on the slabs, and uncertainty in the position of existing cracks and 
expected crack path) adds more complexity to the problem and therefore significantly increases 
the computational cost of the analysis. These factors can restrict the application of CZM, 
especially with the consideration of multiple regions where existing cracks are orders of 
magnitude smaller than the scale of the slab which can be critical to the failure response of the 
structure.  
 
1.1. Research Objectives, Significance, and Outcomes 
The main objective of this doctoral research is to model failure in three-dimensional 
quasi-brittle materials and structures subjected to realistic boundary conditions with the 
following objectives: 
(1) Formulate and implement a three-dimensional cohesive zone model to simulate crack 
growth in quasi-brittle based in the thermodynamics of irreversible processes allowing 
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for loading, unloading, and re-loading. The model is a step forward to improve 
existing cohesive zone formulations to overcome numerical instability, lack of 
convergence, and oscillations in the traction profile commonly reported to those 
models. 
 
(2) Use a multi-scale approach to solve multi-site damage problems where multiple cracks 
are simultaneously considered in critical regions of the airfield concrete slab 3-D 
domain. A multi-scale global-local approach through the generalized finite element 
method is used to construct tailored approximations to overcome mesh design and 
computational limitations of the standard finite element methods to simulate the multi-
site damage problem. 
 
(3) Formulate a nonlinear fracture mechanics approach to account for the size and 
behavior of the fracture process zone in quasi-brittle materials and structures. The 
approach aims to quantify the structural strength in airfield concrete slabs accounting 
for the structural strength’s dependence on fracture properties of the materials, 
boundary conditions, loading configuration, and geometry effects of the structure. 
 
(4) Perform numerical analysis using the proposed approaches to answer fundamental 
questions of the structural strength and to predict failure behavior of quasi-brittle 
materials under more realistic simulations: 3-D domains, complex loading, and mixed-
mode type of failure such as the ones depicted in Figure 1-1. The generalized finite 
element method and the nonlinear approach are used here to assess the structural 
performance of 3-D airfield slabs with aircraft loadings. 
 
(5) Predict likelihood and conditions for alternative cracking modes such as top-down 
cracking in airfield concrete slabs due to critical loading configurations and several 
slab properties. Additionally, quantification of the likelihood for crack propagation for 
bottom-initiated and surface-initiated cracking in concrete slabs loaded by the TDT 
single and TDT belly gears, respectively, using the proposed nonlinear model. 
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The main outcome of this research is a better prediction of the entire failure process of quasi-
brittle structures allowing the quantification of key engineering parameters such as the structural 
strength of three-dimensional slabs under more realistic assumptions of geometry and boundaries 
conditions. Furthermore, the approaches proposed in this research facilitate the integration of 
sophisticated fracture mechanics analysis and current structural design procedures by providing 
comprehensive understanding of the main interactions of fracture properties, structure geometry, 
initial crack sizes and position, and loading configurations in the fracture mechanisms, which 
eventually causes crack propagation and structural failure. 
 
1.2. Dissertation Structure 
This dissertation is structured in five chapters with Chapter 1 including the introduction, 
objectives, and significance of the research. Chapter 2 presents the formulation, implementation, 
validation, and verification of a three-dimensional cohesive zone model for quasi-brittle 
materials. Chapter 3 presents a multi-scale approach using the generalized finite element method 
to identify and quantify the cracking likelihood and mixed modality of multi-site damage 
problems in critical regions of airfield concrete slabs. Chapter 4 presents the formulation of a 
nonlinear elastic fracture mechanics approach to account for the effects of the fracture process 
zone in the structural strength of three-dimensional concrete structures. Finally, Chapter 5 
presents the dissertation conclusions and suggestions for future research developments.  
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CHAPTER 2 
THREE-DIMENSIONAL IRREVERSIBLE COHESIVE ZONE  
MODEL FOR QUASI-BRITTLE MATERIALS 
2. Tree-Dimensional Irreversible Cohesive Zone Model for Quasi-Brittle Materials 
2.1. Introduction 
Cohesive zone modeling (CZM) is one of the primary methods to handle discrete crack 
propagation in diverse type of materials. This concept was introduced by Barenblatt (1959) and 
Dugdale (1960) in order to address the stress singularity at crack tips. In these models, all 
nonlinearities take place in a cohesive zone ahead of the main crack tip, which is associated with 
the physical fracture process zone of the material. CZM has been primarily integrated into finite 
element programs through special interface elements that behave accordingly to a cohesive 
failure law, e.g., stress-opening (σ-w) defined for the specific material. In the past 20 years, CZM 
have been extensively used to describe the crack propagation and failure of a variety of materials 
and structures (Tvergaard and Hutchinson 1993; Xu and Needleman, 1994; Geubelle and Baylor, 
1998; Wells and Sluys 2001; Chandra et al., 2002; Camanho et al., 2003; Lin and Shetty, 2003; 
Ingraffea, 2006; Park et al., 2009b; Ural et al., 2009). Cohesive models have been implemented 
as either intrinsic or extrinsic formulations. The intrinsic model has initial (penalty) stiffness, 
defined in the σ-w law, up to the tensile strength of the material after which the material’s 
softening response activates. In the intrinsic model the interface elements need to be inserted in 
the model a priori (Needleman, 1987; Tvergaard and Hutchinson, 1992). The extrinsic model 
eliminates the initial stiffness requirements in the σ-w law, and interface elements (with the 
softening law) are only inserted once the bulk material reaches cohesive strength of the material 
(Camacho and Ortiz, 1996; Ortiz and Pandolfi, 1999). Although extrinsic models insert the 
interface elements automatically when needed, the computational cost and data structure 
management has currently restricted their application to simpler problems. Both approaches have 
been implemented mostly in two-dimensional finite element framework with a few three-
dimensional developments over the past decades (Bittencourt, 1993; Ortiz and Pandolfi, 1999; 
Roychowdhury et al., 2003; Segurado and LLorca, 2004; Goyal et al., 2004, Bosch et al., 2008). 
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Hillerborg et al. (1976) applied the concept of CZM with a finite element method, called the 
Fictitious Crack Model, to investigate the fracture behavior of quasi-brittle materials, i.e., 
concrete. Subsequently, this methodology has been widely used for quasi-brittle crack 
simulations (Petersson, 1981; Rots, 1988; Planas and Elices 1992; Bazant and Planas, 1998; 
Elices et al., 2002; Hanson and Ingraffea, 2002; Xiao and Karihaloo, 2006). Recently, Roesler et 
al. (2007a) proposed a CZM with bilinear softening for plain concrete based on work by Bazant 
et al. (2002) that introduced a size independent fracture parameter (initial fracture energy, Gf) 
into a bilinear softening law for concrete. Roesler et al. (2007b) further extended the model to 
trilinear softening for fiber reinforced concrete. The main advantage of these two models is that 
the entire softening curve is physically-defined by properties determined from standard fracture 
specimens and no curve fitting is required to predict the specimen response curve. Since Gf 
controls the initial descending slope of the CZM, it is able to capture the size dependent behavior 
of concrete structure as proved by Planas and Elices (1992), Bazant (2002) and Elices et al., 
(2002). Both bilinear and trilinear models have been successfully used for fracture prediction for 
several concrete material types (Roesler et al., 2007a-b; Evangelista Jr. et al., 2009; Park et al., 
2010). These models have been used for 2D simulations and do not allow for unloading and 
reloading process that may occur due to changes in external loading or eventual stress 
redistribution inside the fracture process zone. These complex loading histories or crack closure 
phenomena can pose numerical problems at the local or global level causing instabilities and 
convergence problems during the analysis (Rots, 1988; Bazant and Planas, 1998; De Borst, 2004; 
Gaedicke 2009).  
 
A new three-dimensional traction-displacement model for quasi-brittle materials in which the 
material separation law for mode I is formulated based on the thermodynamics of the irreversible 
process through a scalar damage state variable is proposed in this paper. This allows for 
modeling the kinematics across the crack surfaces without introducing, reverting, or changing the 
damage state during unloading and reloading. Also, the interpenetration upon compressive 
loading is also avoided without any special contact algorithm. Additionally, a specialized 
damage evolution law for quasi-brittle materials is described for only physics-based parameters 
without need any fitting from experimental data. Another contribution of this work is the 
implementation of the above capabilities into an intrinsic three-dimensional interface element. 
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The interface element is formulated to account for large displacements in order to model the 
large crack openings especially in quasi-brittle materials containing fibers. The CZM is validated 
using several concrete mixtures: plain concrete, concrete containing recycled concrete aggregates 
(RCA), and RCA modified with nano-silica particles or structural fibers. The accurately 
prediction of the fracture behavior of those materials add relevance to this paper since their 
improved performance have increasing importance in sustainable practices worldwide. 
 
2.2. Traction-Displacement Relation for Quasi-Brittle Materials 
2.2.1 Idealization  
Consider the boundary value problem (BVP) shown in Figure a. The problem consists of 
a domain Ω with a boundary Γ. Tractions ( t¯  ) and displacements (u¯ ) are prescribed on the 
complementary surfaces Γt and Γu, respectively. The governing equations, without consideration 
of body forces or inertial effects, can be defined as:  
0σ   in  (equilibrium) 
(2-1a-d) 
tσn   ton   (traction boundary condition) 
uu   uon   (displacement boundary condition) 
tσn c  con   (traction continuity) 
 
The external work is done by the tractions ( t¯  ) through virtual displacements (δu) on domain Γt; 
while the internal work is done by stresses (σ) on virtual strains (δε) in the domain Ω and 
cohesive tractions (t) on virtual crack opening displacements (δΔu) along the separation surface 
of the domain Γc. The expression for the principle of virtual work balancing the external and 
internal work is as follows:  
tc
c t
ddd  

tutuσε TTT   (2-2) 
 
The model assumes that in the volume of the body (Ω), the material behavior can be described 
by a linear elastic constitutive equation (σ-ε). The damage and failure process zone (FPZ) occurs 
at the mesoscale, for a quasi-brittle material, under mode I (cracking opening), as represented in 
Figure b.  
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(a) BVP representation of global scale (b) fracture process zone at mesoscale 
Figure 2-1: Boundary value problem (BVP) and fracture process zone detail at the mesoscale. 
 
At the crack surface Γc, the traction t is described, at the material level, by a traction-
displacement relationship (T-Δ) through the stiffness (K0) defined accordingly to the traction 
distribution in the FPZ. For the regions where the tractions are smaller than the material cohesive 
strength (T ≤ ft’), the tractions are linearly related to the displacement jump across the surfaces: 
 0KT  (2-3) 
with Δ the displacement jump [[ui]]: 
  iii uuu ]][[  (2-4) 
and iu  and iu are the displacements at the surfaces Γ
+ and Γ-, respectively. In this region, the 
process zone has fully recoverable elastic energy. Since the proposed model uses an intrinsic 
formulation, K0 is initially defined as the penalty stiffness. 
  
Under increasing external loading, the internal tractions eventually reach the tensile strength of 
the material (T=ft’) and crack bridging effects, due to aggregates and/or fibers, start resisting 
further crack opening. Eventually, when (T>ft’), a nonlinear process zone exists with the traction-
displacement defined as: 
 0)1( KDT  (2-5) 
where D is an internal variable associated to the processes which lead to irreversible changes 
(damage) in the concrete microstructure. This damage process leads to energy dissipation 
corresponding to crack separation. Therefore, the state and the response of the fracture process 
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zone depend particularly on the values of this damage variable, D. The following sections details 
how D relates to the proposed CZM based on a thermodynamic formulation of the irreversible 
process (Lemaitre and Chaboche, 1990; Lemaitre, 1992).  
 
2.2.2 Thermodynamic potential, constitutive law, and damage surface  
The internal energy represents stored energy during the deformation process and can be 
described by a thermodynamic potential of the state variables, )( . The thermodynamic elastic 
potential represents the available displacement energy stored in the system with evolving damage 
through the scalar variable D:  
    2012
1
 KD  (2-6) 
 
According to thermodynamic theory, the traction-displacement relation can be derived from 
differentiating the thermodynamic potential: 
  


 01 KDT


 (2-7) 
 
As a result of the dissipated energy loss during the irreversible processes of fracture surface 
separation, D describes the material softening which is accounted for by reducing its initial 
stiffness, K0. When D=0, Equation (2-7) assume the same form of Equation (2-3) indicating a 
complete bond between the adjacent surfaces, while D=1 refers to the complete separation of the 
surfaces (macrocrack) with no traction forces opposing the surface. 
 
The damage threshold depends on the displacement jump across the crack surfaces: 
0)(  sf   (2-8) 
with 
 max0 ,max s   with  f max0  (2-9)  
where Δmax is the current maximum displacement jump and Δ0 is the elastic displacement 
corresponding to the tensile strength of the material:  
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0
'
0 K
f t  (2-10)  
 
The cohesive model implemented is an intrinsic-type in which the interface elements are inserted 
with zero thickness between continuum elements. An artificial flexibility is introduced to the 
system that is inversely proportional to the K0 value and number of interface elements. K0 must 
be set high enough to minimize an overly-flexible response, but not too high to produce 
instabilities in the stiffness matrix. Typical values for the penalty stiffness vary between 1E+09 
≤ K0 ≤ 1E+11 (Pa/m). 
 
Considering the limit state, 0)( f , Equation (2-8) becomes 
s  (2-11)  
which defines the evolving limit of the damage surface, )(f . Assuming the damage rate can be 
described by a function, F(Δ), it can be written in order to have a thermodynamically consistent 
model: 






0)(;0)(0)(0
0)(0)()(
forfandfif
fandfifFD 

  (2-12)  
where F(Δ) is a continuous and positive function of Δ describing the evolution of damage. 
Considering a monotonic loading history up to a maximum crack opening, Δf:  
  


f dFD
0
)(   (2-13) 
 
The above equation can be rewritten in the form: 
  )(...)(...)()( 10  ni DDDDD  
  1
1 )( 


 

iiii fordFD
i
i
 
(2-14a,b) 
with Δi+1=n = Δf for Dn. This form of the equation allows that each function Di(Δ) can describe a 
distinct phenomenon within the softening process. Each function Fi(Δ) is continuous within the 
respective limits of the integration (i.e., Fi(Δ) is continuous in the interval Δi ≤ Δ ≤ Δi+1). 
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2.2.3  Damage evolution model 
 A damage model for quasi-brittle softening in pure tension can be described by a bilinear 
softening curve as proposed for plain concrete (Roesler et al. 2007a) or a trilinear softening curve 
for fiber reinforced concrete (Evangelista Jr. et al., 2009; Park et al., 2010) with the softening 
traction-displacement relation (T-Δ) shown in Figure 2-2a. Microcracks grow and coalesce into a 
localized macrocrack after the concrete’s tensile strength is reached (ft’) with aggregate bridging 
resisting additional crack opening. The initial fracture energy (Gf) defines the first descending 
slope of the bilinear softening model, and along with ft’, controls the maximum load of the 
structure. This feature of the bilinear softening model allows the size effect of the quasi-brittle 
structure to be captured (Planas and Elices, 1992; Bazant, 2002; Elices et al., 2002). As loading 
continues, energy is dissipated through degradation of the bridging between the aggregate and 
cement paste. Finally, for plain Portland cement concrete (PCC), the gradual release of this 
energy leads to the complete crack surface disassociation when the total fracture energy, GF, of 
the material is attained. 
 
In fiber reinforced concrete (FRC), additional fracture energy is dissipated due to the fiber 
debonding and pulling-out mechanisms at larger crack opening displacements. When the crack 
opening displacement reaches a certain magnitude (Δf), traction free crack surfaces exist. The 
addition of fibers, therefore, increases the total fracture energy by the amount shown in the third 
triangular area in Figure a (GFRC>>GF). The total fracture energy dissipated during crack growth 
is defined as the integral of the T-Δ constitutive relationship for PCC and FRC, respectively: 
 


2
0
dTGF  
 


f dTGFRC 0  
(2-15a,b) 
where Δ2  and Δf  are the crack openings which lead to a traction free region for PCC and FRC, 
respectively. 
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(b) intrinsic cohesive model 
Figure 2-2: (a) Quasi-brittle softening behavior for plain (PCC) and fiber reinforced concrete 
(FRC) described by the mode I fracture experiment, and (b) corresponding intrinsic cohesive 
damage model. 
 
Based on the above description, the damage law for concrete softening is formulated considering 
two terms of Equation (2-14a,b) corresponding to the bilinear law for plain concrete: 
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 (2-16a,b) 
 
Similarly, the three terms for Equation (2-14a,b) corresponding to the trilinear law to account the 
additional fiber debonding and pulling-out energy for fiber reinforced concrete are: 
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 (2-17a,b,c) 
 
In the proposed CZM, linear elastic behavior prior to the tensile strength (ft’) is observed (stage 
II in Figure b) with the stiffness controlled by the penalty stiffness K0, which was chosen as the 
maximum stiffness that allows convergence with the nonlinear algorithm. The high value of K0 
also avoids interpenetration of the cohesive surface with compressive deformation in an eventual 
Stage I. When the conditions for damage initiation in Equation (2-8) are satisfied, the damage 
evolution law is activated with Equations (2-16) or (2-17) defining this evolution through stages 
III to VI, as shown in Figure 2-2b. The unloading and re-loading are guaranteed by the 
irreversibility of the damage surface as shown in equation (2-12). Table 2-1 shows the relation of 
the damage state variable to the softening stages and the respective governing equations for each 
stage.  
Table 2-1: Damage state variable related to the cohesive zone law evolution. 
Region Governing equation Damage variable Phenomena description 
I condition (2-12)  D = 0 elastic compression 
II condition (2-12)  D = 0 elastic behavior 
III (2-16)a or (2-17)a 0 < D ≤ 1-ψ1 aggregate bridging 
IV (2-16)b or (2-17)b 1-ψ1 < D ≤ 1-ψ2 aggregate/fiber bridging 
V (2-17)c 1-ψ2 < D ≤ 1 fiber bridging 
VI condition (2-12) D = 1 traction free crack 
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The geometric parameters (1, 2, k1, k2, 1, ψ1, and ψ2) defining the damage law, shown in 
Equations (2-18) to (2-23), are based on measured quantities obtained in the laboratory, i.e., Gf, 
GF, GFRC, CTODc, ft’ as defined in Roesler et al., (2007a,b). 
 
The initial fracture energy (Gf) defines the horizontal axis intercept (1) of the initial softening 
slope. 
t
f
f
G


2
1  (2-18) 
 
Park et al. (2009a) hypothesized that the crack opening at the kink point Δk1 is the critical crack 
tip opening displacement: 
ck CTOD 1  (2-19) 
which results in the determination of the stress ratio (ψ1) at the kink point, 
f
tc
G
fCTOD
2
1
'
1   (2-20) 
For plain concrete, the final horizontal intercept point is: 
  fF
t
GG
f 1'1
2 1
2


  (2-21) 
where GF is the total fracture energy for plain concrete. In the case of plain concrete, Δ2 is the 
crack opening at failure (Δ2=Δf).  
 
The extension to FRC materials using a trilinear softening model takes advantage of all the 
softening parameters defined above through Equations (2-18) to (2-21). The additional 
parameters for FRC materials are based on the FRC total fracture energy (GFRC) and Δf  (herein 
defined as either 25 or 50 percent of the fiber length ℓ). The second kink point (Δk2) can be 
determined: 
)(
12 1
1
2
2 kk  
  (2-22) 
and  
 
 2'2
2



ft
FFRC
f
GG
  (2-23) 
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2.2.4  Fracture properties 
The bilinear and trilinear softening curves are directly associated to experimental strength 
and fracture properties as shown in Table 2-2. Accordingly to the table, all the physically-based 
parameters can be obtained through existing standards for quasi-brittle materials without curve 
fitting of the damage law to match the specimen fracture response. 
 
Table 2-2: Identification of laboratory test parameters for concrete materials. 
Properties  Test Description Type of testing Recommended standard 
Damage threshold    
ft’ Tensile strength Indirect (split) tension  ASTM C496-96 
Mode I fracture    
KIC 
Critical stress intensity 
factor Single notch fracture test 
RILEM 50-FMC (1990) or  
ASTM D7313-06 
CTODc 
Critical crack tip opening 
displacement Single notch fracture test 
RILEM 50-FMC (1990) or 
ASTM D7313-06 
GPCC 
Total fracture energy for 
concrete Single notch fracture test 
RILEM 50-FMC (1990) or 
ASTM D7313-06 
GFRC 
Total fracture energy for 
fiber reinforced concrete Single notch fracture test 
RILEM 50-FMC (1990) or 
ASTM D7313-06 
ℓ Fiber length N/A N/A 
 
The fracture parameters for mode I is determined using the RILEM 50-FMC (1990) standard and 
the two parameter fracture model (TPFM) by Jenq and Shah (1985) for a single edge notched 
beam [SEN(B)] illustrated in Figure 2-3a. The TPFM idealizes the nonlinear fracture behavior of 
concrete materials using the concepts of LEFM with an effective elastic crack length (ac). The 
load (P) and CMOD are recorded through cycles of loading and unloading followed by a final 
cycle of loading until the total failure of the specimen. Figure 2-3b shows a P-CMOD curve for a 
plain concrete beam specimen and the first load and unload cycles. The KIC and CTODC are 
determined through the critical effective crack length (ac) at the peak load based on the loading 
(Cload) and unloading (Cunload) compliance of the specimen.  
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(a) SEN(B)  
(b) P-CMOD curve 
Figure 2-3: (a) Single edge notch beam, SEN(B), test setup and (b) loading (cload) and unloading 
(cunload) compliances for the two parameter fracture model. 
 
Once the critical fracture toughness is determined, the initial fracture energy, Gf, is calculated as: 
E
KG ICf
2
  (2-24) 
where E¯ = E for plane stress conditions; E¯ = E / (1- ν2) for plane strain conditions; E is the 
Young’s modulus and ν is the Poisson’s ratio. 
 
Finally, the total fracture energy (GF or GFRC) is calculated based on a method proposed by 
Hillerborg (1985), which is defined as the ratio of the total work and the specimen/structure 
fracture area, AΓ.  



A
dP
G
f
FRCF

 )(
/  (2-25) 
 
2.3.  Finite Element Formulation 
The damage cohesive laws presented in equations 2.15 and 2.16 are implemented in 2-D 
and 3-D interface elements through user subroutines in ABAQUS®. These elements consist of 
two line (2-D) or two surface (3-D) initially bonded (zero thickness) in the undeformed state and 
connected to the faces of adjacent bulk finite elements. As the adjacent bulk elements deform 
upon loading, the lines or surfaces gradually separate, mimicking the kinematics and energy 
dissipation in a 2-D or 3-D fracture process, respectively.   
 
P 
CMOD 
PC 
cload 
cunload 
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Figure 2-4a and 3.1b show two lines and two surfaces elements for 2-D and 3-D, respectively. 
Details of the formulation and implementation of a general interface element is explained next 
for the 3-D element. Due to the similarities, the procedure for the 2-D element is not discussed.  
 
 
  
(a) line interface element(2-D) (b) surface interface element (3-D) 
Figure 2-4: Two- and three-dimensional interface elements. 
 
The displacement vector with the nodal displacements for the finite element is:  
T
zyxzyx uuuuuu }...{
888111elu  (2-26) 
 
The relative displacement (opening) between the surfaces, Γ+ and Γ-, for any point within the 
finite element can be determined by: 
elel ΦuuIINd  ]|[),(   (2-27) 
where N is the matrix of the linear shape functions for each pair of nodes defined for the local 
coordinates (ξ, η) in the interval [-1,+1]; and ]|[ II   is an operator matrix of the combination of 
identity matrices I, side by side, to perform the calculation of the relative displacement between 
adjacent nodes through the components iu  and iu of the surfaces Γ
+ and Γ-, respectively (see 
Equation (2-4)). The matrix Φ then computes the crack opening at any point in the interface 
element from the nodal displacements. As shown in Figure 2-4, both surfaces coincide for the 
undeformed configuration, i.e., no crack opening. In order to consider large crack openings, the 
tractions and displacements are evaluated in a mid-surface, Γm, placed between Γ+ and Γ- as 
shown in Figure 2-4. Following Ortiz and Pandolfi (1999), the components of the relative 
displacement are computed by linear interpolation of the paired nodes on both surfaces (Γ+ and 
Γ-).  
)](|[
2
1),( elel0 uxIINu 
m  (2-28) 
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with el0x  the coordinates of the underformed state, and 
elu  the displacements at the interface 
element nodes as defined in Equation (2-26). Therefore, the tangential plane of Γm can be defined 
by two vectors: 
 

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

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
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g1 ; 
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
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







mu
g2  (2-29) 
with the normal vector as:  
2ggr 13   (2-30) 
 
Since vectors g1 and g2 are not always perpendicular, one can be chosen as tangential plane (e.g., 
g1), while the other can be redefined based on the normal vector r3: 
1
1
rrr
gr


32
1  (2-31) 
 
The orthogonal transformation matrix from global to local at Γm is now defined through the 
rotation matrix: 
]ˆ,ˆ,ˆ[ 321 rrrR   (2-32) 
where the unit vectors 321 ˆ,ˆ,ˆ rrr  give the direction cosines of the local to the global coordinate 
system.  
 
The local displacement vector, defining the crack opening to be used in the constitutive 
equations of Section 2.2, can be written in vector form:  
dRΔ T  (2-33) 
or directly from the displacement vector: 
elΦuRΔ T  (2-34) 
 
The dependence of the damage on the crack opening, as can be observed in Equations (2-16a,b) 
or (2-17a,b,c), shows the nonlinearity of the problem in the constitutive Equation (2-7). For the 
implementation in ABAQUS®, the UEL subroutine programming requires the force vector and 
element tangent stiffness matrix. The force vector is: 
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where J is the Jacobian transformation for the global to local coordinates systems, and T the 
matrix relating tractions and displacements given by: 
Δ
Δ
T



T  (2-36) 
with T defined as in Equation (2-7). The derivatives of the traction-displacement function are 
discontinuous at the kink points (k1 and k2) that defines the bilinear and trilinear damage law 
accordingly to Equations (2-16) and (2-17). Therefore, a smoothing technique is needed at those 
points in order to deal with the discontinuous derivative on those points.  
 
 
 
The tangent stiffness matrix is therefore given by: 
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(2-37) 
 
The integration scheme used to evaluate the tangent stiffness in Equation (2-37) was chosen to 
be the Newton-Cotes quadrature, where for the linear shape functions the integration points are 
located at the nodes. This type of quadrature is reported to be more efficient, since the Gauss 
quadrature eventually introduces coupling between degrees of freedom of different nodes (Rots, 
1988; Schellekens and de Borst, 1993; Remmers et al., 2001). Simone (2003; 2004) 
demonstrated that the coupling causes oscillations in the traction profile especially during the 
initial stiffness for intrinsic cohesive elements for several quadrature rules. 
 
It is well-known in the literature that traction-displacement softening constitutive laws used in 
cohesive models can eventually create an ill-conditioned stiffness matrix, therefore leading to 
lack of convergence for the system solvers (de Borst and Rots, 1989; Goyal, 2002, Han et al., 
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2002). Goyal (2002) pointed out that especially the bilinear softening constitutive model shows 
lack of convergence in some situations. To prevent this problem, a modified Riks nonlinear 
solver (Riks, 1979; Crisfield, 1981) within ABAQUS® was used to predict the incremental load 
application and solve the nonlinear FEM system of equations generated by implementation of the 
cohesive elements. Past researchers (Goyal, 2002; Zhang and Proverbs, 2004; Song et al., 2006) 
has shown the arc-length scheme, employed by modified Riks nonlinear solver, has better 
convergence under nonlinear softening conditions than Newton-Raphson.  
 
2.4.  Element Verification 
In order to validate the proposed interface element, a uniaxial bar was subjected to 
uniform tension. Displacements were applied at one of the bar boundaries while the other end 
was fixed.  The bar had a length (L) of 1 m, and a cross section of 0.25 m by 0.25 m. The middle 
of the bar was assumed to have an infinitesimal lower strength than the rest of the bar in order to 
initiate the crack. A linear elastic constitutive behavior was assumed for the material prior to the 
strength limit (ft’) and linear softening (σ-Δ) after the material reached its tensile strength, as 
shown in Figure 2-5. 
  
 (a) linear elastic 
  
 
(b) linear softening 
Figure 2-5: Constitutive relations for uniaxial bar: (a) linear elastic before tensile strength ft’ 
and (b) linear softening after ft’. 
 
The analytical solution for the stress in the bar as a function of the applied displacement at the tip 
of the bar, bartipw , is as follows: 
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where E, ft’, GF are the elastic modulus, tensile strength and fracture energy of the material, 
respectively. Table 2-3 lists these material properties extracted from laboratory tests of an 
ordinary concrete mixture for both constitutive behaviors. 
 
Table 2-3:  Laboratory fracture and strength properties for the material of the bar. 
Material E (GPa) ft’ (MPa) GF  (N/m) 
Concrete 27.0 5.0 99.1 
 
The proposed three-dimensional interface element is used with a linear damage law. The linear 
softening presented in Figure 2-5b is a special case of the bilinear damage law in which Equation 
(2-16a,b) is adapted to the linear softening by observing that Δk1= Δ1= Δf and replacing GF with 
Gf . The damage law for the material can now be written as:   

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PCCD  (2-39a,b) 
with Δf=2GF/ft’. This equation is used along with Equation (2-7) the constitutive relation of the 
interface element. For this problem, a K0=5E+13 Pa/m was used as the initial stiffness. The bar 
was discretized into two 8-node hexahedral finite elements, elements 2 and 3 shown in Figure 2-
6a, and the surface interface element (number 1) was placed between those element. The 
boundary conditions applied to the element nodes are also shown in Figure 2-6a. 
 
The analytical and numerical stresses in the bar are shown in Figure 2-6b for a loading history 
that includes loading and unloading/reloading and compression loading paths. The global strain 
of the bar, Lwbartipbar / , is measured at the tip of the bar where the displacement is applied.  Only 
the numerical solution accounts for unloading/reloading path.  
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(a) finite element mesh and boundary conditions 
  
 
(b) stress-strain solution 
   
   
 
(c) displacement solution 
Figure 2-6: (a) Finite element mesh and boundary conditions for uniaxial bar; (b) analytical 
and numerical stress-strain solutions; (c) displacement solution at nodes and crack mouth 
opening displacement (CMOD) for monotonic tensile loading only (path a-b-c-e). 
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The predicted stress strain curve (σbar-εbar) for the uniaxial bar, presented in Figure 2-6b, shows 
agreement with the analytical solution. The interface element demonstrated stable behavior 
during the softening of the bar (paths b-c and c-e in the figure) with the damage initiation 
occurring after a tensile stress of 5.0 MPa at εbar=1.85E-04 (point b). Stability also occurred for 
complete unloading (c-a) and reloading under compression (d-a) and tension (a-c). With this 
irreversible cohesive constitutive model using the scalar damage parameter, D, restoration of 
previous cohesive states between the interfacial surfaces upon local unloading is restricted.  
 
The high penalty stiffness utilized (K0=5E+13 Pa/m) provided sufficient stiffness to produce 
negligible crack opening prior to the peak stress (a-b), but also avoided interpenetration of the 
interface surface (a-d) without need of contact algorithm to map and avoid interpenetration under 
compression or use of any extra penalization schemes (Goyal et al., 2002; van den Bosch, 2008). 
Figure 2-6c plots the nodal displacements at the tip of the bar (nodes 9, 10, 11, and 12) and 
opposite sides of the cohesive surfaces, i.e., nodes 1, 4, 5, and 8 for near element 2 and 2, 3, 6, 
and 7 near element 3. As the applied displacement increases, nodes at the both interface surfaces 
monotonically increase until the bar reaches the tensile strength at εbar=1.85E-04. At this point, 
the bar starts to locally soften, and the CMOD can be calculated as the difference between 
displacements of the nodes at opposite sides of the cohesive surfaces, i.e., nodes 1 and 2; nodes 3 
and 4. 
 
2.5.  Fracture Simulations with Cementitious Materials 
2.5.1. Materials and finite element model 
As examples of quasi-brittle materials, the fracture and strength properties of plain 
concrete with virgin aggregates (PCC), concrete containing recycled concrete coarse aggregates 
(RCA), RCA concrete with fibers  (RCAFRC), and concrete incorporating RCA and nano-silica 
particles (RCASF) were determined  as described in Section 2.2.4 and Table 2-2. The strength 
was determined through cylindrical specimens accordingly to the ASTM C496-96. The fracture 
properties were determined following RILEM 50-FMC (1990) by testing an SEN(B) with a 
length (l) of 700 mm, span (s) of 600 mm, thickness (h) of 150 mm, width (w) of 80 mm, and 
notch (a0) of 50 mm. Table 2-4 lists the fracture parameters for the four concrete mixtures tested. 
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The plain concrete mixture with virgin aggregate had the greatest peak load and tensile strength 
whereas replacing the virgin coarse aggregates with recycled concrete coarse aggregates reduce 
the SEN(B) peak loads and tensile strengths for the remaining mixtures. 
 
Table 2-4:  Average fracture and strength parameters for cementitious materials. 
Material Pc (kN) 
KIC 
(MPa∙m1/2) 
CTODc 
(mm) 
Gf 
(N/m) 
GF  or 
GFRC 
(N/m) 
E 
(GPa) 
ft’ 
(MPa) 
ℓ 
(mm) 
PCC 4.1 1.19 0.019 53 99 27 5.04 - 
RCA 3.4 0.94 0.014 32 78 28 3.70 - 
RCASF 4.0 1.26 0.025 57 117 28 4.16 - 
RCAFRC 3.3 1.00 0.016 36 2172 28 4.22 40 
 
The SEN(B) geometry was modeled with plane stress (2-D) or solid (3-D) elements in 
ABAQUS®. A total of 1,899 4-noded plane stress elements (CPS4) were used as bulk elements 
representing the elastic properties of the concrete materials for the 2-D model, shown in Figure 
2-7a. For the 3-D solid model, shown Figure 2-7b, 56,673 8-noded solid elements were used as 
bulk elements. Cohesive elements representing the softening response for concrete materials 
were placed in a pre-determined vertical path above the initial notch. A total of 50 and 1,386 (2 
mm size element) cohesive elements were used in order to accurately represent the fracture 
process zone in the 2-D and 3-D model, respectively. A finer mesh was implemented in the area 
surrounding the expected crack path in order to accurately predict the response fields. The 
properties used by the bulk and cohesive element are listed in Table 2-4 along with a Poisson’s 
ratio of 0.19. A value of K0=2E+13 Pa/m was used as the initial penalty stiffness for the 
cohesive elements. 
 
(a) 2-D model 
Figure 2-7: SEN(B) geometry and mesh for (a) 2-D plane stress and (b) 3-D solid finite element 
model. 
 27 
 
 
(b) 3-D model 
Figure 2-7: (cont.) 
 
2.5.2. Results and discussion 
The experimental and simulated 2D and 3-D P-CMOD curves are presented in Figure 2-8 
for all four mixtures. The simulation results showed good agreement with the experimental 
curves for both line (2-D) and surface (3-D) interface elements. Due to the actual plane stress 
condition of the SEN(B) test, the 3-D simulations were numerically similar to the 2D ones. The 
model was able to represent different peak loads and softening behavior of the various concrete 
mixtures. For example, RCA mixtures presented a lower peak load compared to the virgin 
concrete (PCC) due to lower tensile strength and critical stress intensity factors shown in Table 
2-4. The addition of nano-silica particles improved the peak load of the RCA concrete practically 
to the same magnitude as the virgin aggregate concrete mixtures. This is due to the silica fume 
ability to strengthen the more porous interfacial transition zone. Although macro-fibers did not 
increase the peak load of the RCA, the post-peak residual load capacity of the SEN(B) was 
significantly increased over mixtures without fibers, as seen in Figure 2-8d. At 15% residual 
loading (0.15Pmax), a plateau value for residual load is reached due to the inclusion of fibers that 
are pulling out of the matrix.  
 
In order to demonstrate the irreversible damage formulation of the CZM, numerical unloading 
and reloading of the beam model for each concrete material was demonstrated in Figure 2-8 (see 
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arrows). The P-CMOD curve for the RCAFRC (Figure 2-8d) shows two unloading/reloading 
paths (with the second one at a high CMOD value: 1.45mm), demonstrating the robustness of the 
implementation of the interface element for larger displacements. 
 (a) PCC 
 
(b) RCA 
 
(c) RCASF 
  
 
(d) RCAFRC 
Figure 2-8: Experimental and predicted P-CMOD curves for the SEN(B) with (a) PCC, (b) 
RCA, (c) RCASF, and (d) RCAFRC. 
 
The development of the stress state along the fracture line was investigated by plotting the 
average stress of the gauss points of each interface element. Figure 2-9a shows these stress state 
on the RCAFRC ligament at different load increments, i.e., 75% and 100% of pre-peak 
maximum load and 70%, 40% and 20% of the maximum load post-peak. In Figure 2-9a, the 
positive stress values represent tension while the y-axis plots the position of these stresses 
starting from the notch tip (50 mm) to the top of the beam (150 mm). As expected, the cohesive 
element stresses for the RCAFRC mixture did not exceed its tensile strength of 4.22 MPa at all 
evaluation points. At 75% of the peak load (0.75Pmax), the maximum tensile stress was reached 
locally in the element closest to the notch. In Figure 2-9a, the maximum capacity of the TPB 
specimen is reached at the Pmax despite undergoing local softening in multiple cohesive elements. 
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The macrocrack continues to advance during post-peak loading leaving a traction free zone 
behind the crack tip which is clearly seen in Figure 5.4a for 20, 40 and 70% of Pmax.  
 
The proposed cohesive element again showed an advantage over the existing ones, since no 
spurious traction oscillations in the traction profiles of Figure 2-9a were observed for a K0 of 
2E+13 Pa/m.  Scellekens and de Borst (1992), de Borst (2004), and Simone (2004) reported an 
oscillatory traction pattern for penalty stiffness greater than 1E+10 Pa/m using a gauss 
integration scheme.  
 
(a) stress distribution 
Figure 2-9: Stress and damage on the ligament depth for points on the P-CMOD curve for 
RCAFRC mixture: (a) principal stress (tensile), (b) damage, D, and measurement of effective 
damage process zone. 
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(b) damage distribution 
Figure 2-9: (cont.) 
 
The fracture process zone can also be estimated by plotting the damage distribution over the 
ligament depth as shown in Figure 2-9b. Recall that the facture/damage process zone is the 
region where the damage variable is between 0 and 1. Figure 2-9b shows that even at the pre-
peak region (0.70Pmax), damage exists ahead of the notch tip. This mechanism of failure in 
cementitious and other quasi-brittle materials is in accordance with the phenomenological 
description in the literature (Petersson, 1980; Mazars, 1984; Maji and Shah, 1988, Shah et al., 
1985, Mindess et al., 2003; Mehta and Monteiro, 2006). A fracture process zone size of 
approximately 18 mm was reached at the Pmax, and increased to its maximum size during the 
initial post-peak region (0.70Pmax). The fracture process zone decreased to 8mm as the cracking 
approached the top of the beam. The addition of fibers is primarily responsible for this residual 
capacity at such a small process zone as seen in Figure 2-9b. The experimental and numerical 
results shown in Figure 2-10 are consistent with the modeling for larger values of CMOD, where 
only a small ligament depth carries the load. Therefore, the proposed CZM was able to 
accurately simulate the fracture process zone with its respective bridging and pulling-out 
mechanisms. 
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Figure 2-10: Fiber pulling-out mechanisms and observed process zone during loading of the 
SEN(B) for the fiber reinforced concrete beam in the laboratory testing and numerical 
simulations.  
 
2.6. Chapter Summary 
The formulation and implementation of a 3-D cohesive zone element with mode I 
traction-displacement laws for quasi-brittle materials, especially cementitous materials, has been 
presented in which the separation law is formulated based on a damage mechanics framework to 
account for the thermodynamics of the irreversible crack opening process. This irreversibility of 
the obtained damage state is crucial to model local unloading due to changes in external applied 
loading or the eventual stress redistribution inside of the process zone during failure evolution. 
Most existing cohesive zone models do not have this feature, especially in 3-D, which can cause 
numerical instability or lack of convergence when stress redistribution leads to displacement 
unloading at the cohesive interfaces. The formulation also avoids interpenetration under high 
compressive loading at the cohesive surface without the use of special algorithm to manage the 
contact problem. The robustness of the proposed approach allowed a converged solution for 
higher values of the penalty stiffness without generating stabilities or oscillations in the traction 
profile, as reported in the literature of intrinsic cohesive models. 
 
The constitutive behavior of the bilinear and trilinear cohesive models are defined uniquely by 
physically-based fracture and strength parameters , i.e., KIC, CTODC, Gf, GF, and ft’, obtained 
from a single edge notch beam and split tensile strength specimens. No additional fitting or 
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calibration is required for the damage evolution law. The proposed irreversible damage-based 
cohesive model was first verified through comparing a 3-D uniaxial tension problem with the 
analytical solution under a history of tension and compression loading, unloading, and reloading. 
Further validation of the cohesive model formulation was successfully completed by predicting 
the fracture behavior of several concrete mixtures including plain concrete mixtures with virgin 
aggregates, concrete containing recycled concrete coarse aggregates (RCA), and RCA reinforced 
with fibers or nano-silica particles. Those specific materials have been increasingly used in 
sustainable practices worldwide. Therefore, the ability to simulate their fracture behavior adds 
relevance to the proposed model, since it can accurately predict any improved fracture 
performance the incorporation of fibers or nano-silica particles can have in recycled and plain 
cementitious materials. 
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CHAPTER 3 
A MULTI-SCALE APPROACH TO PREDICT MULTI-SITE DAMAGE  
CRACKING FAILURE IN 3-D CONCRETE SLABS USING THE  
GENERALIZED FINITE ELEMENT METHOD 
3.A Multi-Scale Approach to Predict Multi-Site Damage Cracking Failure in 3-D Concrete 
Slabs Using the Generalized Finite Element Method. 
3.1. Introduction 
Rigid pavements are present in most major airports in the U.S. The concrete surface must 
resist mechanical and environmental loading as well as provide a safe, smooth, and durable 
surface for the aircraft and its accompanying passengers and cargo. Airfield rigid pavement 
thickness design has traditionally been based on the critical tensile stress at the bottom of the slab 
either through Westergaard (1926, 1948) or layered elastic analyses (FAA, 1995). The recently 
adopted Federal Aviation Administration (FAA) design procedure for rigid pavements called 
FAARFIELD (Brill, 2004; Kawa et al., 2007; FAA, 2009) employs a 3-D finite element analysis 
(NIKE-3D) for determining the critical bottom tensile stress in an edge-loaded slab. Recent full-
scale testing with the triple dual tandem (TDT) gear and multiple landing gears, at the FAA’s 
National Airport Pavement Test Facility (Brill et al., 2005; Guo, 2006) and Airbus Pavement 
Experimental Program (Fabre et al., 2005), has shown that top-down cracking can occur under 
certain combined loading, aircraft gear, and pavement geometry situations. One possible reason 
is that some aircraft types can induce alternative failure modes such as high tensile stresses at the 
top of the slab rather than at the bottom as predicted by current design methodologies. 
 
For several critical aircraft types, Evangelista Jr. and Roesler (Roesler et al., 2007; Evangelista 
Jr. and Roesler, 2008, 2009, 2010) identified gear positions that produce the maximum tensile 
stress on the top of airfield rigid pavements similar to the bottom tensile stress given no initial 
slab curling. Four aircrafts (A-380, B-747, B-777, and MD-11) covering three gear categories 
(dual, dual tandems, triple dual tandems) were analyzed for several pavement geometries, 
support conditions, and gear positions. The 2-D finite element analyses showed that the entire 
main landing gear (belly gears) of the aircraft is necessary if the top tensile stresses are going to 
be accurately predicted except for aircrafts which have a large spacing between the main landing 
34 
gears. For example, the B-777 aircraft, with TDT gear induces a much larger bottom tensile 
stress in the slab relative to the top stress. Its main landing gears are 11 m (36 ft) apart which 
make interactions on the surface negligible. For the aircraft analyzed, the A-380 had the greatest 
top to bottom tensile stress ratios when the full gear configuration analysis was considered 
(Evangelista Jr. and Roesler 2009). The primary reason for this behavior is the close spacing of 
the main landing gears which are 5.3 m (207 inches) between the TDT gears and 3.6 m (142 
inches) between the TDT and tandem gears. The critical tensile stress location occurred at the 
transverse joint when the aircraft’s TDT gears are placed on the same slab without joint load 
transfer. The finite element analyses of other aircraft types (e.g., MD-11) have reinforced the 
above finding that the entire main landing gear of the aircraft may lead to critical tensile stresses 
at the top of the slab instead of the bottom and suggested multiple failure modes may need to be 
considered in airfield rigid pavement design.  
  
Previous research efforts have shown the significance of considering both mechanical and 
environmental loads, such as differential temperatures and moisture conditions, in the slab (Guo, 
2006; Smith et al., 1996; Harvey et al., 2010; Heath and Roesler 2000; Beckemeyer et al., 2002; 
Rao and Roesler, 2005; Hiller and Roesler, 2005). Rao (2005) postulated that the top-down 
cracking of highway slabs in the desert of California were a result of initiated surface cracks 
from shrinkage that eventually propagated into macro-cracks under mechanical loading. Rao 
(2005) explained the failure of the various slab geometries under fatigue loading by utilizing 
Bazant’s size effect model (Bazant, 1984) to account for the depth of the initial surface crack and 
the total slab thickness. However, this approach considered only 2-D analysis of partial-depth 
surface crack in the surface based on Illislab as modified by Roesler and Khazanovich (1997). It 
is worthy to mention the work of Ramsamooj (1993) who developed analytical solutions for the 
stress intensity factors, bending stresses, and deflections in concrete slabs with full-depth cracks 
over elastic foundation. However, the solutions are based on simple assumptions such as the 
applied load must be placed over the crack tip, the slab is semi-infinite in one direction, only one 
wheel load is considered, and the crack must be sufficiently short or long, with no solution for 
intermediate sizes. Other archival literature giving insight of the behavior of concrete slabs under 
highway or airfield loading with starter cracks can be found in references (Folias, 1970; Lin and 
Folias, 1975; Ramsamooj et al., 1998). The main limitations of these studies are the simplifying 
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boundary, geometry, and loading configuration assumptions, e.g., 2-D, infinite slab conditions, 
uniform stress distribution along the crack front, and mode I loading. 
 
In order to better characterize the inherent three-dimensional nature of surface cracks on slab 
behavior under combined loading and curling conditions, a 3-D analysis is essential. With the 
need to consider cracks of various initial geometries, complex loading configurations, non-
symmetrical loading of the crack surface, and uncertainty in the expected crack path, a more 
advanced modeling technique is required that balances computational accuracy with time. Finite 
element-based cohesive zone models are one option but currently they are not computationally 
efficient to analyze crack growth in 3-D, realistic slab sizes (Gaedicke, 2009). Garzon et al. 
(2010) used the Generalized Finite Element Method (GFEM) in 3-D to study reflective cracks in 
airfield pavements under idealized field conditions, which included the B-777 TDT gear loading, 
nonsymmetrical loading, and 2-D crack front. Garzon et al. (2010) showed that all three fracture 
modes are present for reflective cracks in asphalt overlays and the reflective crack presents a 
channeling effect where it propagates across the pavement rather than towards the surface. 
 
In order to expedite 3-D problems, Duarte and Kim (2008) and Kim et al. (2008) introduced a 
multi-scale approach using global-local enrichment functions in a GFEM framework. The 
GFEMg-l has proved to be very efficient for  a variety of problems with singularities (Kim et al., 
2008; Kim et al., 2009; Pereira et al., 2010) and strongly localized gradients (O’Hara et al., 
2010). The procedure, referred to as GFEMg-l, involves the analysis of an initial global problem 
using a coarse finite element mesh in order to provide boundary conditions (BCs) to the local 
problems that are strategically extracted from the global domain. These local problems can use 
much finer meshes in order to describe features of interest (i.e. cracks, flaws, inclusions), and 
their solutions are used to enrich the global problem through the partition of unity framework of 
the GFEM. The main advantage of the GFEMg-l is that the computational cost of the multi-scale 
problem is significantly reduced, since only the local problem explicitly contains the features of 
interest and requires a finer mesh. Therefore, the enriched global problem can make use of a 
coarser mesh. Moreover, the factorization of the stiffness matrix of the initial global problem can 
be re-used when solving the global problem enriched with the local solutions (Duarte and Kim, 
2008). Kim et al. (2008) also applied the GFEM concepts for a Multi-Site Damage (MSD) 
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problem of a plate under uniaxial tension, and Kim et al. (2009) tackled an industrial problem 
where three cracks are solved in three-different local problems and their solutions are then 
passed to the global domain, one crack at a time, through enrichment functions. Kim et al. (2011) 
explored the natural parallelism of the GFEM global-local strategy in which different local 
problems were solved with different processors. Although the aforementioned references have 
demonstrated the computational accuracy and robustness of the global local approach to more 
than one crack, the literature lacks extension of the method for large-scale problems involving 
realistic boundaries conditions, hundreds of thousand degrees-of-freedom, and multiple cracks 
enriching the domain simultaneously. 
 
The main objective of this chapter is to investigate the cracking potential of airfield concrete 
slabs over an elastic foundation and realistic boundary conditions such as three-dimensionality of 
the gear loading of new generation aircraft, and existence of cracks or flaws of different sizes, 
geometries and positions in the model. In this large-scale problem, multiple initial cracks are 
assumed to be in critical positions of the slab model where the existence of those cracks or flaws 
is likely to grow and eventually cause structural failure of the airfield system when combined 
with specific loading conditions. For example, excessive shrinkage of the concrete slab can 
create surface-initiated cracks of very small dimensions in conjunction with a larger macro-crack 
at the top of the slab. The large size of airfield slabs pose difficulties to traditional numerical 
methods with millions of degrees-of-freedom due to the three-dimensional nature of the slab 
geometry, large aircraft landing gears, and crack position and size. Furthermore, the 
consideration of realistic shrinkage crack sizes lead to different scales for the problem because of 
different orders of magnitude for the crack sizes relative to the entire domain are required. 
Traditional numerical methods generally cannot tackle this problem because as the crack size 
decreases, geometric computations at the refined crack fronts become more challenging due to 
numerical round off errors governed by the large domain size. 
 
To solve this problem, this chapter proposes the use of GFEMg-l in a Multi-Site Damage (MSD) 
framework where the presence of multiple cracks over the domain is considered in a global-local 
approach. The damage sites are strategically selected regions of the global domain prone to the 
presence of fatigue cracks, environmentally-related cracks, and critical stress locations su
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compression, tensile, shear, and combined stress states. The approach considers an initial 
problem with a coarse mesh with a single crack, and only accounts for the presence of the other 
cracks in the local problem (one local problem for each crack). The solution (displacements) of 
each local problem is used as enrichment functions, through the GFEM framework, in the global 
domain which is re-solved to account for the presence of the multiple cracks simultaneously in 
the enriched global domain. In this strategy, the geometry of the multiple cracks is not explicitly 
simulated in the global domain/scale but only in the local scale. The special enrichment functions 
created from each local problem bridge the kinematic effects of the discontinuity and/or 
singularity of each crack to the global scale. The GFEMg-l provides an efficient platform to 
perform such analysis and the developed strategy saves significant computational time for large-
scale problems.  
 
The quantification of the crack growth potential of aircraft-loaded concrete pavements 
containing multiple cracks is performed through the evaluation of crack front parameters using 
Linear Elastic Fracture Mechanics (LEFM) quantities: Energy Release Rate (ERR), G, and Stress 
Intensity factors (SIF) for the opening (KI), in- (KII), and out-plane shear (KIII) modes. These 
crack front parameters are evaluated for the MSD cracks placed at the critical top and bottom 
tensile stress locations determined from previous 2-D and 3-D uncracked slab analyses 
(Evangelista Jr. and Roesler, 2009, 2010) for the A-380’s TDT landing gear configuration. A 
sensitivity study for different crack sizes and geometries, for the most critical positions in which 
existing crack can cause premature failure, is also provided. Finally, this chapter provides a 
comprehensive assessment of the effects of potential surface- and bottom-initiated cracks and the 
understanding of the main mechanism that produces failure in concrete slabs. 
 
3.2. Generalized Finite Element Method (GFEM) 
The GFEM, or also called Extended Finite Element Method (XFEM), has shown promise 
in overcoming difficulties in three-dimensional crack simulations. The key technological 
advance of this method is that standard finite element shape functions can be locally enriched 
with special functions that efficiently approximate discontinuous or singular fields, i.e., cracks. 
The GFEM enables the insertion of crack surface in any position of the slab model without the 
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need to fit the crack surface to the standard finite element mesh boundaries (Babuska et al., 1994; 
Duarte and Oden, 1996; Belytschko and Black, 1999).  
 
The GFEM uses the concept of Partition of Unity to build new approximation functions 
(Babuska et al., 1994). In the GFEM framework, a shape function is built by combining a 
standard finite element shape function (߮ఈ) and an enrichment function, Lαi: 
߶௜ఈ(࢞) = ߮ఈ(࢞)ܮఈ௜(࢞) (3-1) 
(without a summation on α); in which α is the index for a specific node in the finite element 
mesh. Figure 3-1a shows the construction of a 2-D GFEM shape function for a node xα shared by 
four rectangular elements as illustrated in the bottom of the figure. The function at the top is a 
standard linear finite element shape function ߮ఈ; a polynomial enrichment ܮఈ௜ is shown in the 
middle; and the resulting generalized FE shape function, ߶௜ఈ,  is shown as the bottom function.  
 
In the context of a discretized finite element domain, the GFEM approximation uhp(x) of a 
displacement field u(x) is defined as: 
࢛௛௣(ݔ) = 	෍෍࢛ఈ௜߮ఈ(࢞)ܮఈ௜(࢞) = ෍߮ఈ(࢞)ே
ఈୀଵ
෍࢛ఈ௜ܮఈ௜(࢞)஽ಽ
௜ୀଵ
஽ಽ
௜ୀଵ
ே
ఈୀଵ
 (3-2) 
where uαi are the nodal degree-of-freedom at the element node α, N is the number of nodes, and 
DL is the number of enrichment functions assigned to node α. It is important to note that uhp(x) is 
the local approximation defined in the support domain, ωα, which is the union of the finite 
element sharing the same node xα (Duarte et al., 2000) as showed in the bottom of Figure 3-1a. 
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(a) continuous high-order enrichment 
  
(b) discontinuous high-order enrichment 
Figure 3-1: GFEM shape function construction for (a) continuous and (b) discontinuous high-
order enrichments. 
 
In the GFEM, the enrichment functions, ܮఈ௜, can be conveniently chosen to improve the local 
approximation with the finite element shape function. Figure 3-1a shows an example of how a 
GFEM shape function can be constructed from enrichment and a standard linear finite element 
shape functions. The method allows more flexibility in simulating various types of problems 
encountered in mechanics. For example, finite element simulations can apply polynomial 
enrichment functions to enable coarsening the finite element mesh without losing accuracy of the 
solution.  
 
The set of polynomial enrichment functions used in this paper has a support domain, ωα, 
associated with a node xα (X1α, X2α, X3α) and is defined in (Oden et al., 1998) as: 
൛ܮఈ௜
௣ ൟ
௜ୀଵ
஽෩ಽ = ቊ1, (ܺଵ − ܺଵఈ)
ℎఈ
, (ܺଶ − ܺଶఈ)
ℎఈ
, (ܺଷ − ܺଷఈ)
ℎఈ
, (ܺଵ − ܺଵఈ)ଶ
ℎఈ
, (ܺଶ − ܺଶఈ)ଶ
ℎఈ
, … ቋ (3-3) 
where X1α, X2α, and X3α are the coordinates for the node xα; X1, X2, and X3 are the coordinates of  
the point where the enrichment is computed; and hα is a scaling factor. Therefore, the GFEM 
approximation of the continuous field ࢛෥ఈ௜  is: 
࢛෥ఈ
௛௣(࢞) = ෍࢛෥ఈ௜ܮఈ௜௣ (࢞)஽෩ಽ
௜ୀଵ
 (3-4) 
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In fracture mechanics applications, special functions can be used to simulate the presence of 
cracks without the need to tailor the finite element mesh to the crack surface and still capture the 
discontinuity induced by the crack surface. Therefore, discontinuous enrichment functions, ܮఈ௜ௗ , 
are used for nodes at the support domain, ωα, that intersect the crack surface but not the crack 
front (Duarte et al., 2007; Pereira et al., 2010): 
൛ܮఈ௜
ௗ ൟ
௜ୀଵ
஽෡ಽ = ℋܮߙ݅݌ (࢞)		with  ℋ(࢞) = ൜1 ݂݅ ݔ ∈ 	߱ఈା0 ݋ݐℎ݁ݎݓ݅ݏ݁  (3-5) 
where ߱ఈା is the region of the support domain on one side of the discontinuity as shown by the 
gray area in Figure 3-1b. Thus, the GFEM approximation of the discontinuous field ࢛ෝఈ௜ can be 
written as: 
࢛ෝఈ
௛௣(࢞) = ෍࢛ෝఈ௜ܮ௜ఈௗ (࢞)஽෡ಽ
௜ୀଵ
 (3-6) 
 
Enrichment functions to model the crack front singularity can be chosen according to available 
solutions using LEFM, such as two-dimensional asymptotic expansions of the elastic solution for 
plane strain (Pereira et al., 2009). The enrichment corresponds to the first-order terms of modes I 
and II, and the second order terms of mode III for the asymptotic expansion around a straight 
crack front of a traction-free flat crack surface (Pereira et al., 20009; Szabo and Babuska, 1991; 
Duarte et al., 2001). 
൜ቄܮ෰ఈ௝
ఌ೔ (ݎ, ߠ)ቅ
௜ୀଵ
ଷ
ൠ
௝ୀଵ
ଶ =
⎩
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎧ܮ෰ఈଵ
ఌభ (ݎ,ߠ) = √ݎ ൤൬ߢ − 12൰ ܿ݋ݏ ߠ2 − 12 ܿ݋ݏ 3ߠ2 ൨
ܮ෰ఈଵ
ఌమ (ݎ,ߠ) = √ݎ ൤൬ߢ + 12൰ ݏ݅݊ ߠ2 − 12 ݏ݅݊ 3ߠ2 ൨
ܮ෰ఈଵ
ఌయ (ݎ,ߠ) = √ݎݏ݅݊ ߠ2
ܮ෰ఈଶ
ఌభ (ݎ,ߠ) = √ݎ ൤൬ߢ + 32൰ ݏ݅݊ ߠ2 + 12 ݏ݅݊ 3ߠ2 ൨
ܮ෰ఈଶ
ఌమ (ݎ,ߠ) = √ݎ ൤൬ߢ − 32൰ ܿ݋ݏ ߠ2 + 12 ܿ݋ݏ 3ߠ2 ൨
ܮ෰ఈଶ
ఌయ (ݎ,ߠ) = √ݎݏ݅݊ 3ߠ2 ⎭⎪⎪
⎪
⎪
⎪
⎬
⎪
⎪
⎪
⎪
⎪
⎫
 
 
(3-7) 
where r, θ, and ε3 are local curvilinear cylindrical coordinates; ε1, ε2, and ε3 are the directions in 
the curvilinear coordinate system defined along the crack front; κ  is a constant  κ = 1 – υ; and υ 
is the material Poisson’s ratio. Therefore, the GFEM approximation of the singular field ݑ෬ఈ௜
ఌ೔  is: 
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࢛෭ఈ
௛௣ = ෍൦ݑ෬ఈ௜ఌభܮ෰ఈ௜ఌభ(ݎ, ߠ)ݑ෬ఈ௜ఌమܮ෰ఈ௜ఌమ(ݎ, ߠ)
ݑ෬ఈ௜
ఌయܮ෰ఈ௜
ఌయ(ݎ, ߠ)൪
ଶ
௜ୀଵ
 (3-8) 
 
Duarte and collaborators (Duarte et al., 2007; Pereira et al., 2009, 2010; Garzon et al., 2010) 
have developed a geometric and numerical engine to model and handle arbitrarily located crack 
surfaces in 3-D domains using the above described enrichments in a GFEM framework. 
Automatic refinement around the crack front is performed by detecting elements that intersect 
with crack surface and then enriching with singular functions for nodes immediately ahead the 
crack front and discontinuous functions for nodes within the elements which the crack surface 
has passed through (Duarte et al., 2000; Duarte et al., 2001; Pereira et al., 2009). Furthermore, 
uniform and non-uniform polynomial enrichment can be applied to any region in the domain 
(Pereira et al., 2008).  
 
3.3. A Multi-Scale Strategy Using the Generalized Finite Element Method  
The GFEMg-l was introduced by Duarte and Kim (2008) and Kim et al. (2008) as an 
alternative to the standard global-local approach currently used with the finite element method. 
In the GFEMg-l, enrichment functions are numerically built from solutions of local problems as 
depicted in Figure 3-2. The procedure to build numerical enrichment functions can be 
summarized by the following steps (Duarte and Kim, 2008): 
1. Solve an initial global problem.  
2. Create local problem. 
3. Provide boundary conditions to local problems from the initial global problem. 
4. Enrich global solution with local problem solutions. 
5. Extract crack front parameters of interest such as stress intensity factors (K) or energy release 
rates (G). 
 
The following sections detail the basic concepts of the GFEMg-l, the construction of the global-
local enrichment functions, and their relations to the GFEM strategy discussed in the previous 
section.  
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(a) initial global 
 
 (b) local (c) enriched global 
Figure 3-2: GFEMg-l steps for static fracture mechanics problems: (a) initial global, (b) local, 
and (c) enriched global problems.  
 
3.3.1. Global problem 
Consider the boundary value problem (BVP) shown in Figure 3-2a. The problem consists 
of a initial global domain ߗீ 	with a boundary Γீ . Tractions	࢚̅ and displacements (u¯ ) are 
prescribed on the complementary surfaces Γீ௧ and Γீ௨, respectively. The governing equations, 
without consideration of body forces or inertial effects, can be defined as:  
∇.࣌ = ૙ ݅݊	Ωீ Equilibrium equation 
(3.9a-e) 
࣌.࢔ = ࢚̅ ݋݊	Γீ௧ traction boundary condition 
࢛ = ࢛ഥ ݋݊	Γீ௨ displacement boundary condition 
࣌ = ࡯: ࢿ ݅݊	Ωீ constitutive equation 
ࢿ = ∇࢙࢛  kinematic relation 
where n is the outward normal vector on Γீ௧; σ is the Cauchy stress tensor; C is the Hookean 
constitutive tensor; ε is the linear strain tensor; ∇ୱ is the symmetric part of the gradient operator 
tensor. Then, let ࢛ீ଴  be the GFEM solution of the initial static problem defined in Equation (3.9a-
e) for the field displacement u. The weak form of this problem is stated as follows: 
Find ࢛ீ଴ ∈ 	વீ଴(Ωீ) 	⊂ 	ܪଵ(Ωீ)  such that ∀࢜ீ଴ ∈ 	વீ଴(Ωீ)  
 
∫ ࣌(࢛ீ଴ ): ࢿ(࢜ீ଴ )݀࢞ஐಸ 	+ 	ߟ ∫ ࢛ீ଴ .࢜ீ଴݀ݏ୻ಸೠ  = ∫ ࢚̅.࢜ீ଴݀ݏ୻ಸ೟  + ߟ ∫ ࢛ഥ.࢜ீ଴݀ݏ୻ಸೠ  (3-10) 
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where ࢜ீ଴ are the virtual displacement, ߟ is the penalty parameter used to assign displacement 
boundary conditions defined on Γீ௨, and  વீ଴(Ωீ) is a discretization of the Hilbert space ܪଵ(Ωீ)  
defined in	Ωீ , and built using GFEM shape functions: 
વீ
଴(Ωீ) = ൛࢛෥ఈ௛௣ൟ (3-11) 
where ࢛෥ఈ
௛௣is defined in Equation (3-4). The search for the unknown degrees-of-freedom of ࢛ீ଴  is 
led through Equation (3-10) to a system of linear equations. 
 
3.3.2. Local problem 
Let ࢛௅  be the GFEM solution of the local problem containing a crack surface Γ௖ as shown 
in Figure 3-2b. The problem is solved on a subdomain	Ω௅ of the global domain Ωீ 	after the 
global solution ࢛ீ଴  is computed as described in the previous section. The weak form of the local 
problem can be stated as follows 
Find ࢛௅ ∈ 	વ௅
௛௣(Ω௅) 	⊂ 	ܪଵ(Ω௅)  such that ∀࢜௅ ∈ 	વ௅௛௣(Ω௅)  
∫ ࣌(࢛௅): ࢿ(࢜௅)݀࢞ஐಽ 	+ 	ߟ ∫ ࢛௅ .࢜௅݀ݏ୻ಽ∩୻ಸೠ + 	ߢ ∫ ࢛௅ .࢜௅݀ݏ୻ಽ/(୻ಽ∩୻ಸ )  = ∫ ࢚̅.࢜௅݀ݏ୻ಽ∩୻ಸ೟  + 
ߟ ∫ ࢛ഥ.࢜௅݀ݏ୻ಽ∩୻ಸೠ + ∫ (࢔.࣌(࢛ீ଴ ) + ߢ࢛ீ଴ ).࢜௅݀ݏ୻ಽ/(୻ಽ∩୻ಸ )  (3-12) 
where ߟ is the penalty parameter used to assign displacement boundary conditions defined on 
Γ௅ ∩ Γீ , ߢ is the spring stiffness used to assign traction boundary conditions defined on	Γ௅/(Γ௅ ∩
Γீ ), and વ௅௛௣(Ω௅)	 is a discretization of the Hilbert space ܪଵ(Ω௅) defined in	Ω௅. In fracture 
mechanics problems with the presence of a crack in the local domain, the space વ௅
௛௣(Ω௅)	has 
GFEM shape functions built with discontinuous and singular enrichments, and Equation (3-12) is 
solved in the same way as in the global problem. The type of boundaries conditions provided by 
࢛ீ
଴  depends on the choice of the parameters ߟ and ߢ. For example, Neumann boundary 
conditions (tractions) are prescribed on 	Γ௅/(Γ௅ ∩ Γீ ) if ߢ = 0. Dirichlet boundary conditions 
(the displacement solution	࢛ீ଴ ) are prescribed on 	Γ௅/(Γ௅ ∩ Γீ ) if  ߢ = ߟ ≫ 1. Since the solution 
of the initial global problem ࢛ீ଴  can be considered accurate enough and smooth away from the 
crack fronts, it can be used as boundary condition on	Γ௅/(Γ௅ ∩ Γீ ) of the global problem (Kim 
and Duarte 2008). On the portions of Ω௅ that intersect the global problem (Ωீ௨  or Ωீ௧ ), exact 
boundary conditions can be applied. It is important to note that, in the GFEMg-l approach 
described here, quantities of interest such as SIFs are not evaluated in the local domain but 
evaluated back in the global domain enriched with the local solution ࢛௅  solved from Equation 
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(3-12). A detailed study about the performance of the GFEMg-l can be found elsewhere (Kim et 
al., 2009). 
 
3.3.3. Enriched global problem 
The local solution ࢛௅  is used as enrichment function in the global coarse mesh through 
global-local generalized finite element shape functions:  
ࣘఈ(࢞) = ߮ఈ(࢞)࢛௅(࢞) (3-13) 
where ߮ఈ(࢞) is the finite element shape function used at node xα, whose support ωα is contained 
in the domain Ω௅. Then, the global problem (defined in Section 3) can be solved again using 
Equation (3-13) finally leading to the solution	࢛ீா . This enriched global solution is illustrated in 
Figure 3-2c. Duarte and Kim (2008) further proposed a technique to efficiently solve the linear 
system for ࢛ீா  using the available factorization of the global stiffness matrix of the initial global 
problem. It is shown that the CPU time required to solve the enriched global problem is 
approximately 5% of the time required to solve the initial global one. For more information 
about validation, accuracy, and computational details about the GFEMg-l, the works of Duarte 
and Kim (2008) and Kim et al. (2010) can be reviewed. 
 
3.4.Three-Dimensional Application 
3.4.1. Previous results for airfield concrete slabs 
Based on the results of 2-D and 3-D finite element analysis of slabs without cracks 
(Evangelista Jr. and Roesler 2009, 2010), critical A-380 gear positions for top and bottom 
stresses are selected to investigate the slab cracking potential, as shown in  Figure 3-3a,b. The 
TDT single gear induced the critical tensile stress at the bottom of the central slab, while the two 
TDT belly gears induced the critical stress at the top of the slab. Both cases also induce critical 
shear stress at the top surface of the slab adjacent to the wheel load. Figure 3-3 also shows the 
slab geometry and dimensions with the position of the gears. For this analysis, no load transfer 
was assumed between adjacent slabs in order to produce the highest tensile stresses in the 
centrally-loaded slab.   
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(a) critical bottom tensile stress case 
 
(b) critical top tensile stress case 
 
(c) cross section and material properties 
Figure 3-3: Airfield concrete slab geometry and critical tensile stress position and loading 
locations for (a) bottom and (b) top of slab with (c) cross-section of the slab on an elastic 
foundation and material properties. 
 
An idealized MSD problem is shown in Figure 3-4a for the slab loaded by the TDT single gear. 
A major through-the-length crack is assumed at the position of maximum tensile stress on the 
bottom of the slab. Several other cracks are placed in critical locations for different stress 
conditions such as compression, tensile, shear, and combined stress situations. The surface 
cracks can be attributed to combined material-environmental effects such as concrete shrinkage 
cracks (Heath and Roesler, 2000; Bolander and Berton, 2004; Rao and Roesler, 2005). Figure 
3-4b shows another idealized multi-site damage problem when the slab is loaded by the TDT 
belly gears. A major through-the-length crack is assumed at the position of maximum tensile 
stress at the top of the slab. There are also other smaller surface cracks assumed in other critical 
locations of the domain. 
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(a) TDT single gear 
 
 
 (b) TDT belly gear 
Figure 3-4: Slab mesh and position of potential cracks defining the MSD problem for (a) TDT 
single gear and (b) TDT belly gear loads. 
 
Figure 3-5 presents the geometry of the crack surfaces for both loading cases shown in Figure 
3-4a,b. The cracks have rectangular and quarter-elliptical surfaces with depth a and length b, and 
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the normalized variable, s, varying from 0 to 1, which defines the local position along the crack 
front (ܣܤതതതത). The topology of the 2D triangular elements is only used to represent the crack surface 
geometry to be inserted in the 3D model of the slab. The nodes do not have degrees of freedom 
like standard finite elements and the crack surface mesh is independent of the 3D finite element 
mesh. Note that, for the bottom cracks (Figure 3-5a,c), the crack front is at the top of the crack 
surfaces, which induces bottom-up cracking when those cracks are placed in the slab. Similarly, 
for the top cracks (Figure 3-5b,d), the crack front is at the bottom of the crack surfaces, which 
induces top-down cracking when those cracks are placed in the slab.  
 
(a) rectangular crack for bottom of the slab 
  
(b) rectangular crack for top of the slab 
   
(c) elliptical crack for bottom of the slab  (d) elliptical crack for top of the slab 
Figure 3-5: Geometry for rectangular and quarter-elliptical surfaces for (a) (c) bottom-initiated 
cracks and (b) (d) surface-initiated crack. 
 
Different crack dimensions are simulated for both the top and bottom positions in order to assess 
their effect on the slab response. Table 3-1 details the dimensions of the cracks and the 
coordinates of the crack front edges (A and B) for the slab loaded with the TDT single gear 
position (Figure 3-4a). Table 3-2 shows the same information for the slab loaded with the TDT 
belly gears of Figure 3-4b. In both tables, the stress condition of the slab for the place where each 
crack will be placed is noted. For example, crack Γc1 is inserted in the position for which the 
maximum tension in the slab occurs. 
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Table 3-1: Crack geometry and position in the slab for TDT single gear loading. 
Crack Geometry Position (m) Stress 
condition Modeling step ID type a x b (mm2) 
A (x, y, z) 
B (x, y, z) 
Γc1 quarter-elliptical 76x508 
(3.03,0.00,0.08) 
(3.03,0.51,0.00) 
Maximum 
tension Local 1 
Γc2 quarter-elliptical 127x152 
(3.11,0.00,0.13) 
(3.11,0.15,0.00) 
Maximum 
tension Local 2 
Γc3 quarter-elliptical 76x508 
(1.30,0.00,0.33) 
(1.30,0.51,0.41) 
Maximum 
shear Local 3 
Γc4 quarter-elliptical 76x508 
(0.66,0.38,0.33) 
(1.17,0.38,0.41)  
Maximum 
shear Local 4 
Γc5 quarter-elliptical 76x152 
(3.04,0.00,0.33)  
(3.12,0.15,0.41) 
Maximum 
compression Local 5 
Γc6 rectangular 127x6100 
(3.08,0.00,0.13) 
(3.08,6.10,0.13) 
Maximum 
tension Initial global 
 
 
Table 3-2: Crack geometry and position in the slab for TDT belly gear loading. 
Crack Geometry Position (m) 
Stress condition Modeling step ID type a x b  
(mm2) 
A (x, y, z)  
B (x, y, z) 
Γc1 quarter-elliptical 76x508 
(3.33,0.00,0.33) 
(3.33,0.51,0.41) 
Maximum 
tension Local 1 
Γc2 quarter-elliptical 127x152 
(3.41,0.00,0.28) 
(3.41,0.15,0.41) 
Maximum 
tension Local 2 
Γc3 quarter-elliptical 76x508 
(2.19,0.00,0.33) 
(2.19,0.51,0.41)  
Maximum 
shear Local 3 
Γc4 quarter-elliptical 76x508 
(3.34,0.00,0.33) 
(3.42,0.15,0.41) 
Maximum 
shear Local 4 
Γc5 quarter-elliptical 76x152 
(1.55,0.00,0.33) 
(2.06,0.15,0.41)  
Maximum 
compression Local 5 
Γc6 rectangular 127x6100 
(3.38,0.00,0.13) 
(3.38,6.10,0.13) 
Maximum 
tension Initial global 
 
3.4.2. Multi-scale approach to MSD problem for airfield concrete slabs 
Each of the multi-site damage cases described previously (see Figure 3-4a,b) is solved 
with GFEMg-l strategy based on the general formulation in Section 3.3. The flowchart in Figure 
3-6 summarizes the domains, surfaces, and enrichments used for the initial global, local, and the 
enriched global problems. The initial global problem only has the rectangular through-the-length 
crack, Γc6 explicitly modeled. All the other crack surfaces, Γc1 to Γc5, are simulated in 
independent local problems, and their effects are passed to the global problem through the 
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global-local enrichment functions (൛ݑ௅௜ ൟ௜ୀଵ
ହ ) when resolving the global problem. These 
enrichments are applied to the nodes of the global mesh that comprise the local problems 
according to Equation (3-13). Therefore, the resulting enriched global problem has just one crack 
explicitly modeled but has the kinematics of the five other cracks simultaneously in the model. 
This is the essence of the MSD solutions, in which a problem with multiple cracks within a 
domain is decomposed in one global scale (initial global problem) and multiple local scales 
(local problem) with each scale only having one discrete crack. In this way, the local cracks are 
not explicitly simulated in the global domain and only their kinematics are passed to the global 
domain through the enrichment functions of the GFEMg-l. 
 
 
 
Figure 3-6: Flowchart of the proposed multi-scale GFEMg-l strategy for the MSD problem. 
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The initial global problem is solved with a coarse mesh of four-noded tetrahedral volume 
elements for the domain discretization. Figure 3-7 and Figure 3-8 shows the finite element mesh 
and stress distribution (σxx) for the initial global problem for the slab loaded with the TDT single 
gear and TDT belly gears, respectively. Each global slab model only has the single crack 
(through-the-length) explicitly modeled in the domain. The solution of the initial global problem 
provides the boundary conditions (displacements) for the local problems. Each local problem is 
created to analyze the effects of the individual crack surfaces with respect to the global loading 
conditions as shown in Figure 3-7 and Figure 3-8. The exact position of each crack can be found 
in Table 3-1 and Table 3-2.   
  
 
Figure 3-7: Stress distribution (σxx) for the initial global problem and position of local 
problems and respective meshes with cracks for single TDT gear load. 
 
Figure 3-7 and Figure 3-8 also show two meshes for each local problem. The coarse mesh is 
inherited from the coarse mesh of the initial global problem while the fine mesh is obtained by 
further refinement of the local elements. Although GFEM enrichment functions provide better 
solutions for coarser meshes relative to the standard FEM, this mesh refinement is still required 
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at elements close to the crack front. Mesh refinement was completed for elements that intersect 
the crack surface or crack vertices in order to have the ratio of the longest size of the element (Le) 
to the original crack size (a) along the crack front approximately	0.1 ≥ ܮ௘/ܽ ≥ 0.03. Nodes 
immediately in the vicinity of the crack are also enriched with third order polynomials, shown in 
Equation (3-3), to better approximate the solution. According to the GFEMhp strategy described 
in Section 3.2, the finite elements with cracks passing through them have their nodes enriched 
with step functions, as noted in Equation (3-5), to model the discontinuity without the 
requirement of the crack surface matching the finite element mesh boundaries. The nodes 
immediately ahead of the crack front use the enrichment functions from the asymptotic 
expansion of a singular stress field described in Equation (3-7). Figure 3-8 also shows the stress 
solution (Von Mises stresses) for each local problem. The crack opening can also be observed 
since the displacements are magnified 500 times. 
 
Figure 3-8: Stress distribution (σxx) for the initial global problem and position of local 
problems, respective meshes and solutions (Von Mises stresses) for each crack of the MSD 
problem for the slab loaded by the TDT belly gear. 
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3.5. Analysis of Crack Front Parameters for MSD Locations  
The kinematics of all six crack surfaces (Γc1 to Γc6) is present in the domain of the 
enriched global problem. Therefore, the crack front parameters, such as SIFs for the three modes, 
are extracted using the cut-off function method (CFM) fully presented in references Szabo and 
Babuska (1991) and Pereira and Duarte (2005). In the CFM, a smooth extraction function is used 
along with the displacements of the finite element solution to calculate the stress intensity factors 
through evaluations of contour integrals ahead of the crack front (Szabo and Babuska, 1991). 
The following section presents validation and mesh convergence studies for the MSD approach 
followed by a section with the results for each crack position for both aircraft loading conditions. 
 
3.5.1. Verification and mesh convergence 
The convergence and accuracy of the GFEMg-l solution for the crack simulations are 
evaluated in terms of mode I SIFs extracted for the bottom-initiated quarter-elliptical cracks, Γc1 
and Γc2, with the TDT single gear loading as shown in Figure 3-7. Two different levels of mesh 
discretization for both local and global problems are compared with a reference solution with a 
highly refined mesh.  
(i) Mesh I:  coarse mesh of linear 4-noded tetrahedrons and enriched to a polynomial 
order p = 1 for the initial global; fine mesh and p = 3 for the local problems; coarse 
mesh and polynomial order p = 1 for the enriched global plus the high-order 
discontinuous enrichments for the nodes which comprise the local problems.  
(ii) Mesh II:  coarse mesh of linear 4-noded tetrahedrons and enriched to a polynomial 
order p = 2 for the initial global; finer mesh and p = 3 for the local problems; coarse 
mesh and polynomial order p = 2 for the enriched global plus the high-order 
discontinuous enrichments for the nodes which comprise the local problems. 
(iii) Reference mesh:  coarse mesh of linear 4-noded tetrahedrons and enriched to a 
polynomial order p = 3 for the initial global; fine mesh and p = 3 for the local 
problems; coarse mesh and polynomial order p = 3 for the enriched global plus the 
high-order discontinuous enrichments for the nodes which comprise the local 
problems. 
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The size of the initial global problem, local problem and enriched global problem in terms of 
degrees-of-freedom are shown in Table 3-3. It is known that the quality of the initial global 
problem is essential to the accuracy of the global-local approach (Kim et al., 2009). Therefore, 
the amount of refinement and polynomial order for the local problems are kept the same for both 
meshes and follows recommendation of Kim et al. (2009). However different polynomial orders 
are used for the initial global problem in order to observe the influence of the quality of the 
initial global problem approximation. Even though the solution of the local problems enriches all 
the nodes of the global mesh that constitute each local domain, relatively few degrees-of-
freedom are added to the enriched global problem. 
 
Table 3-3: Size of each problem through the number of degrees-of-freedom. 
Problem Mesh I Mesh II Reference mesh 
Initial global 53,019 212,076 724,698 
Local 1 (Γc1) 90,896 90,896 139,603a 
Local 2 (Γc2) 57,936 57,936 98,127a 
Enriched global 61,808 219,249 744,926 
Total 263,659 580,157 1,707,354 
a: a finer mesh refinement, compared to meshes II and II, is applied to each local problem. 
 
 
For all the mesh configurations, the SIFs are extracted at each crack front vertex (j) for a total 
number of vertices (Nver), as illustrated by the white dot vertices in Figure 3-5c. Figure 3-9 shows 
the extracted mode I SIFs (y-axis) for the three meshes and two bottom initiated cracks (Γc1 and 
Γc2) for the slab loaded by the TDT single gear. The x-axis in Figure 3-9 is the normalized 
variable s, which describes the position along the crack front as shown in Figure 3-5c for the 
quarter-elliptical crack. The results show that the increasing quality of the initial global 
problems, through higher polynomial order, led to the convergence of the KI along the crack 
front for the meshes considered. Moreover, the mesh II provides a very good approximation 
when compared to the reference mesh.  
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(a) Γc1 (76x508 mm2) 
 
 
(b) Γc2 (127x152 mm2) 
Figure 3-9: Stress Intensity factors versus normalized position along the crack front (s) for 
bottom-initiated cracks (a) Γc1 (76x508 mm2) and (b) Γc2 (127x152 mm2) with TDT single gear 
load. 
 
In order to quantify the relative difference of the SIFs extracted along each crack front, the error, 
e, is computed as the normalized discrete L2-norm of the relative difference between the 
extracted SIF for the meshes I or II (ܭூ
௝) and the reference mesh (ܭ෩ூ
௝).  
55 
݁ = ‖݁௜‖௅మ
‖ܭ௜‖௅మ
= ට∑ ൫ܭூ௝ − ܭ෩ூ௝൯ଶேೡ೐ೝ௝ୀଵ
ට∑ ൫ܭ෩ூ
௝൯
ଶ
ேೡ೐ೝ
௝ୀଵ
 (3-14) 
 
The normalized errors for both cracks are presented in Table 3-4 for each mesh refinement. The 
results show that mesh II provide a very small normalized error and can be regarded as adequate 
to be used in the modeling. The increase of the polynomial order for the initial global 
significantly decreases the normalized error for mesh II solution about 6 times compared to mesh 
I. This verifies the conclusions of Kim et al. (2010) who showed that the improvement in the 
solution of the initial global problem, which provides the boundary conditions for the local 
problems, significantly contributes to the accuracy and convergence of the solution. 
 
Table 3-4: Mesh refinement normalized error, e, for extracted SIF. 
Cracks Mesh I Mesh II 
Γc1 0.175 0.029 
Γc2 0.163 0.024 
 
3.5.2. TDT single gear load results 
Based on the mesh validation study, mesh II is used to study the effect of crack front 
geometries on the SIFs for the MSD problems. Figure 3-10 shows the three SIFs (left y-axis) for 
the slab loaded by the single A-380 TDT gear for the six crack surfaces (a through f) which 
comprises the MSD problem shown in Figure 3-7 and Table 3-1. The ratio between the mode I 
SIF (KI) and an equivalent SIF (Keff) calculated from the KI, KII, and KIII  is also plotted in color to 
provide an idea of the mix-modality along the crack front. The magnitude of the ratios |KI /Keff| is 
shown on the second y-axis to the right. The determination of Keff follows Tanaka (1974) who 
obtains the effective SIF based on the critical value of the displacement behind the crack tip: 
ܭ௘௙௙ = ቈܭூସ + 8ܭூூସ + 8ܭூூூସ1 − ߭቉ଵ/ସ (3-15) 
where ߭ is the Poisson’s ratio. The above definition of Keff is chosen because in pure Mode II 
conditions, it leads to Keff  = 1.68KII which is equivalent to the Keff  = 1.60KII that maximizes the 
energy release rate G at the propagation angle of  ߠ = ±75଴ for pure mode II fracture (Hussain 
et al. 1974). 
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The x-axis in Figure 3-10 is the normalized crack front position variable, s, as shown in Figure 
3-5 for rectangular and quarter-elliptical cracks. In Figure 3-10, all graphs are presented with the 
same vertical scale in order to compare the magnitude of SIF and |KI /Keff| ratio among the 
different crack geometries and locations. As mentioned earlier, the SIFs are extracted in discrete 
points (vertices) along the crack front, and a moving-least-square (MLS) technique is used to fit 
the results over the vertices in order to have a continuous and smooth representation of the SIFs 
along the crack front. The MLS approximation also eliminates some noise and perturbation in 
the results, especially for non-dominant modes (Pereira, 2010). 
 
Figure 3-10a,b,f shows the results for the simultaneous bottom-initiated cracks at the mid-slab 
edge (Γc1, Γc2, and Γc6), mimicking the presence of multiple fatigue cracks. Mode I is the 
dominant fracture mode with negligible contribution of the shear modes, KII and KIII, due to the 
symmetry of the TDT gear over the crack. In all three cracks the maximum KI value was induced 
at the loaded slab edge (s = 0). Figure 3-10f shows that the largest crack (127x6100 mm2) 
induced the highest KI=1.3 MPa.m1/2 value at the slab edge vertex. This crack geometry also 
induced a second peak of KI=0.9 MPa.m1/2  corresponding to the second wheel load, 1.5 m away 
from the edge, but still on top of the macro-crack. The ratios |KI /Keff| ≈ 1 for all three cracks (Γc1, 
Γc2, and Γc6) confirm that mode I is the predominant fracture mode at the slab edge (s = 0) where 
KI is maximum. Although the small cracks (Γc1 and Γc2) show some mix-modality away from the 
slab edge (|KI /Keff| < 0.80 when s > 0.50), the magnitude of KI approaches zero on those regions. 
The rectangular through-the-length crack (Γc1) shows mode I conditions along the entire crack 
front.  
 
Figure 3-10c,d present the results for the cracks placed adjacent to one of the TDT wheels at the 
surface (Γc3 and Γc4), where the shear stresses are maximum for this loading configuration (see 
Figure 3-7). For the crack placed perpendicular to the slab edge (Γc3), the mode I values are 
negative due to the compressive stress state in this location indicating crack closure. Moreover, 
the high negative value (KI=-1.0 MPa.m1/2 ) indicates the high crack closure effect crushing the 
crack surfaces for this crack edge close to the wheel load.  In the finite element model, the 
negative KI values indicate that some interpenetration occurs in the nodes of the finite element 
model. Although cracks do not propagate under direct compression, shear and tensile mechanism 
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are induced indirectly by the compression state in the material scale. Therefore, the analysis of 
this negative KI values are discussed here since their magnitudes can give some idea about the 
compression and shear stress state with the presence of the crack. The ratios |KI /Keff| ≈ 1 show 
that the in- and out-plane shear mechanisms, represented by KII and KIII, are negligible compared 
to the stress intensity induced by the compression along the crack front. The maximum mixed-
mode state, |KI /Keff| ≈ 0.5, is found along the crack front for crack Γc4. However this magnitude 
can still be regarded as small for shear states which likely requires higher fracture energy levels 
to induce shear and tensile mechanism to induce failure.   
 
Figure 3-10e shows the results for the small crack surface (Γc5) placed at the location of 
maximum compression and rotated in a 45o relative to the top of the slab (see Figure 3-7). The 
high compressive state induced a negative mode I values with a maximum of KI=-1.3 MPa.m1/2.  
Although this magnitude may not be sufficient to induce indirectly shear effects to cause failure, 
its magnitude is high for a crack with the small size of 76x152 mm2. Similarly to the previous 
cracks directly under the wheel load (Γc3), the high KI values due to the compressive stress in 
crack Γc5 also causes a low mix-modality represented by |KI /Keff|≈ 1. 
  
(a) Γc1 (76x508 mm2) 
Figure 3-10: Stress Intensity factors (K) and ratios |KI /Keff| for six bottom-initiated cracks 
loaded with TDT single gear. 
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(b) Γc2 (127x152 mm2) 
 
 
(c) Γc3 (76x508 mm2) 
Figure 3-10: (cont.) 
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(d) Γc4 (76x508 mm2) 
 
  
(e) Γc5 (76x152 mm2) 
Figure 3-10: (cont.) 
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(f) Γc6 (127x6100 mm2) 
Figure 3-10: (cont.) 
 
The multi-scale analyses of the MSD problem demonstrated that the bottom-initiated cracks (Γc1, 
Γc2, and Γc6), placed at the mid-slab edge, are the most critical crack locations for the slabs 
loaded by the TDT single gear. The rectangular through-the-length crack (Γc6) induces the 
highest K values, with the opening mode dominating. The analysis showed that shear modes and 
high compression states are induced near the surface next to the tire loads (Γc3 and Γc4) and crack 
Γc4 , which is placed parallel to the slab edge, induced the highest mix-modality conditions. The 
surface crack Γc5 placed immediately below the wheel load at the surface of the slab also induced 
crack closure phenomena demonstrated by the high negative KI values. However, the lower 
magnitudes of the in- and out-plane fracture modes (KII and KIII) may not be sufficient to 
propagate a crack in high compression, especially because critical fracture energies for mixed 
mode are much higher than critical energy values for mode I crack propagation. Although the 
surface cracks induce some mixed modality, it is very unlikely to produce a top-down crack for 
these locations and loading condition. 
 
3.5.3. TDT belly gear load results 
Similarly to the previous section, the SIFs are extracted for the MSD problem for the slab 
loaded by the A-380 TDT belly gears (see Figure 3-8 and Table 3-2). The results for the three 
SIF modes and the corresponding ratios |KI /Keff| are shown in Figure 3-11. Similar SIF trends 
observed for the bottom-initiated cracks are seen for surface-initiated cracks (Γc1, Γc2, and Γc6) 
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placed between the two TDT gears at the edge (Figure 3-11a,b,f). The three idealized surface 
cracks could be a result of the concrete shrinkage which is more likely to occur at early ages than 
bottom-initiated fatigue cracks. The maximum KI occurs at the edge of the slab (s = 0) for the 
three cracks, and decreases along the crack front as ݏ	 → 1. The magnitude of KI also increases 
with the size of the initial crack length with a maximum KI=2.3 MPa.m1/2 for the through-the-
length crack, Γc6. The shear modes, KII and KIII, are higher for the surface-initiated cracks relative 
to the bottom-initiated cracks from the previous section. However the shear mode magnitudes are 
still smaller than their respective KI values. Crack Γc1 produced the highest ratio for KI (0.8 
MPa.m1/2) / KII (-0.4 MPa.m1/2) for the surface cracks. This is also confirmed by the |KI /Keff|  plot 
in the figure, where the ratio averages 0.8 for the crack front. Finally, the rectangular through-
the-length crack (Γc6) presents a constant the |KI /Keff| = 1 showing that the crack is 
predominantly in mode I for the entire crack front. 
 
Figure 3-11c,d show the extracted SIFs for the surface cracks placed beside one of the TDT 
wheels (Γc3 and Γc4), where the shear stresses are maximum (see Figure 3-3b). For these two 
crack locations and load configuration, a mixed-modality can be observed with the presence of 
the three modes of fracture along the crack fronts. The mode I distribution for the crack Γc3 is not 
negative as in the TDT single gear loading, therefore the crack is not compressing but opening 
for this loading configuration. The |KI /Keff| plots in Figure 3-11c,d confirms this high mix-
modality for both cracks, especially when the crack front approaches the top-surface of the slab 
(s → 1).  
 
Finally, Figure 3-11e shows the small crack surface (Γc5) placed at the location of maximum 
compression at the bottom of the slab and rotated 45o relative to the bottom of the slab (see 
Figure 3-8). Similar to the single TDT gear loading case presented in Section 3.5.2, the high 
compressive stress state induces negative mode I. Although KI values are smaller (KI = -0.8 
MPa.m1/2), mixed modality is observed for the entire crack front as confirmed by the |KI /Keff|   
ratios. The maximum mixed-mode is observed at the bottom surface of the slab (s → 1).  
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(a) Γc1 (76x508 mm2) 
 
 
  
(b) Γc2 (127x152 mm2) 
Figure 3-11: Stress Intensity factors (K) and ratios |KI /Keff| for surface-initiated cracks with 
TDT belly gear load. 
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(c) Γc3 (76x508 mm2) 
 
  
(d) Γc4 (76x508 mm2) 
Figure 3-11: (cont.) 
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(e) Γc5 (76x152 mm2) 
 
    
(f) Γc6 (127x6100 mm2) 
Figure 3-11: (cont.) 
 
The multi-scale analyses of the MSD problem have shown the surface-initiated cracks (Γc1, Γc2, 
and Γc6), placed at the mid-slab edge, are the most critical crack locations for the slabs loaded by 
the TDT belly gears which is similar to the most critical cases for the bottom-initiated cracks in 
Figure 3-10. The rectangular through-the-length crack (Γc6) induces the highest K values with 
mode I dominating. Although high mixed modality exists for the cracks placed in the position of 
maximum shear and compressive stress states (Γc3, Γc4, and Γc5), the magnitude of the crack front 
parameters may not be sufficient to propagate a mixed-mode crack. The multi-scale analyses for 
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this particular airfield rigid pavement concluded that cracks placed at the mid-slab edge (bottom 
or surface-initiated) were the most likely to induce crack growth in the slab loaded by TDT 
gears. 
 
3.5.4. Computational efficiency of multi-scale MSD approach with traditional approaches 
The computational efficiency of the GFEMg-l to solve the MSD type of problems 
presented in Sections 3.5.2 and 3.5.3 are compared, in terms of the total number of degrees-of-
freedom, with two other traditional approaches.  
(i) GFEMg-l:  coarse mesh of 4-noded tetrahedrons and enriched to a polynomial order 
p = 2 for the initial global; fine mesh and p = 3 for the local problems; coarse mesh 
and polynomial order p = 2 for the enriched global plus the high-order discontinuous 
enrichments for the nodes which comprise the local problems. Although just one crack 
is explicitly modeled in the global domain, all the other five cracks are considered 
through enrichment functions from their respective local problems. 
 
(ii) FEM I:  coarse mesh of 4-noded tetrahedrons and polynomial order p = 3 for the 
entire domain and localized refinement around the crack locations. All six cracks are 
explicitly modeled in the domain. Although p-hierarchical enrichment is applied to all 
nodes in the domain, this mesh aims to represent standard cubic 20-noded tetrahedrons 
used in the standard FEM. 
 
(iii) FEM II:  coarse mesh of 4-noded tetrahedrons and polynomial order p = 2 for the 
entire domain and localized refinement around the crack locations. Each crack is 
considered in the global domain separately, and the global problem is solved 
independently for each crack configuration. 
 
The simulations for models FEM I and II failed to perform because of the required mesh 
refinement at the smaller crack fronts are the same magnitude of the numerical round off error 
governed by the larger domain. The meshes for each model were constructed for both FEM I and 
II since the total number of degrees-of-freedom still gives a good comparison about the 
computational cost to solve each problem. 
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Figure 3-12 shows the total number of degrees-of-freedom for each method to solve the MSD 
problem for the slab loaded by the TDT belly gear (Figure 3-4b). The plot shows the multi-scale 
approach of the GFEMg-l approach uses the fewest number of degrees-of-freedom among the 
three solution techniques. This is a result of being able to apply only a higher-order 
approximation to the local crack problem and not to the entire global domain. Only a small 
number of degrees-of-freedom are added to the enriched global problem also in the multi-scale 
approach in order to account for the simultaneous presence of all six cracks. The enriched 
problem is therefore just slightly larger than the initial global one. In the FEM I strategy, cubic 
polynomial orders for the entire global domain lead to a significant increase in the problem size. 
This result agrees with the efficiency of the GFEMg-l reported in literature (Kim et al., 2009; Kim 
et al., 2010). Kim et al. (2010) further emphasizes the efficiency of GFEMg-l in terms of CPU 
time required to solve the enriched global problem since the cost to compute the enriched global 
solutions corresponds to only 4 to 6 percent of the time required to solve the initial global 
problem. This is mainly due to the fact that the factorized stiffness matrix of the initial global 
problem can be used to compute the solution of enriched global problems, by static 
condensation, which leads to significantly lower computational cost compared with standard 
FEM and conventional global-local methods. Figure 3-12 also shows that the FEM II strategy 
leads to extremely high computational costs when a large number of crack configurations must 
be analyzed independently. Furthermore, this strategy does not have the ability to capture any 
interaction between cracks fronts close to each other since it simulates each crack in separately. 
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Figure 3-12: Number of degrees-of-freedom needed to solve the MSD problem with six cracks 
within the airfield concrete slab according to the three solution approaches: (i) GFEMg-l, (ii) 
FEM I, and (iii) FEM II. 
 
3.6. Crack Geometry and Size Sensitivity Analyses  
The influence of the crack geometry and size are simulated for both the top and bottom 
positions in order to assess their effect on the slab responses and calculated SIFs. This sensitivity 
study is only performed on cracks placed at the position of maximum tensile stress at the top or 
bottom of the slab based on the multi-scale MSD analysis, i.e., position for crack Γc6. All  crack 
geometries and sizes used in this study are placed at fixed positions (x=3.08 m for TDT single 
gear and x=3.38 m for TDT belly gears). Table 3-5 presents the dimensions of the cracks and the 
coordinates of the crack front edges (A and B) as referenced to the geometries shown in Figure 
3-5. The cracks are placed on the bottom of the slab with the geometries depicted in Figure 
3-5a,c for the TDT single gear load configuration. The TDT belly gear loads have the cracks 
placed at the surface of the slab with their respective geometries depicted in Figure 3-5b,d. The 
GFEMg-l global-local strategy is used again in this section with each crack solved in a local 
problem, and its kinematics transferred to the global problem through the GFEMg-l enrichment 
functions. However, only one crack at a time enriches the enriched global problem since they are 
placed in the same position.  
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Table 3-5: Crack geometry and position in the slab (top or bottom). 
Crack Geometry 
Bottom of Slab Top of Slab 
Position (m) Position (m) 
a x b  
(mm2) Type 
A (x, y, z)  
B (x, y, z) 
A (x, y, z)  
B (x, y, z) 
25x13 quarter-elliptical (3.08,0.00,0.01) (3.08,0.03,0.00) 
(3.38,0.00,0.40) 
(3.38,0.03,0.41) 
152x76 quarter-elliptical (3.08,0.00,0.08) (3.08,0.15,0.00) 
(3.38,0.00,0.33) 
(3.38,0.15,0.41) 
508x76 quarter-elliptical (3.08,0.00,0.08) (3.08,0.51,0.00) 
(3.38,0.00,0.33) 
(3.38,0.51,0.41) 
152x203 quarter-elliptical (3.08,0.00,0.20) (3.08,0.15,0.00) 
(3.38,0.00,0.21) 
(3.38,0.15,0.41) 
1270x203 quarter-elliptical (3.08,0.00,0.20) (3.08,1.27,0.00) 
(3.38,0.00,0.21) 
(3.38,1.27,0.41) 
6096x203 rectangular (3.08,0.00,0.20) (3.08,6.10,0.00) 
(3.38,0.00,0.21) 
(3.38,6.10,0.41) 
 
3.6.1. Bottom-initiated cracks with TDT single gear load 
Figure 3-13a compares the six different crack sizes axb mm2  (13x25 mm2, 76x152 mm2, 
203x152 mm2, 76x508 mm2, 203x1270 mm2, and 203x6096 mm2) listed in Table 3-5. For all 
cracks sizes, the maximum mode I value of 1.7 MPa.m1/2 is induced by the rectangular crack 
203x6096 mm2, which extends through-the-length of the slab. The KI values are more uniformly 
distributed along the crack front (s) for the two smaller cracks (13x25 mm2 and 76x152 mm2) but 
a significant reduction is observed for the larger crack (76x508 mm2) as it extends farther from 
the slab edge. Furthermore, for most of the loading cases, the highest KI values are observed at 
the edge of the slab (s = 0). The only exception is the crack 203x152 mm2 which induced a 
maximum KI =1.2 MPa.m1/2 at the bottom surface of the slab (s = 1), 152 mm away from the 
slab edge. For this specific crack geometry (203x152 mm2), the crack tip B (152 mm away 
towards the opposite edge) is closer to the slab edge, where the tensile stress are maximum, than 
the crack tip A (203 mm away towards the top). Therefore, the possible path of propagation for 
this crack would be a tunneling propagation through the length rather than bottom up 
propagation. This trend is reported by Roesler (1998) who observed tunneling effects in large 
scale slab testing. Moreover, the maximum value of KI=1.2 MPa.m1/2 for the 203x152 mm2 crack 
approaches the KI=1.4 MPa.m1/2, induced at the loaded edge (s = 0), by the 203x1270 mm2 crack 
which has much larger length but the same depth.  
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Mode I critical SIF (KIC) for concrete typically ranges between 0.50 to 1.5 MPa.m1/2 (Shah et al., 
1995; Bazant and Planas, 1998; Mindess et al., 2001) depending on the type, age, and maturity of 
the concrete. The shaded area in Figure 3-13 graphically illustrates the range of KIC values for 
concrete indicated in the literature. Assuming LEFM conditions are valid, only the rectangular 
crack 203x6096 mm2 with the bottom-initiated cracks will propagate for most types of concrete. 
However, the 13x25 mm2 will likely not propagate for this loading configuration and slab 
geometry. All the other crack dimensions might propagate depending on the specific KIC of the 
concrete and the initial flaw size. 
 
Figure 3-13b,c shows the contribution of shear modes KII and KIII, respectively, with the 
presence of edge cracks. Since Figure 3-13b,c have the same vertical scale, one can observe that 
all the out-of-plane shear values, KIII, are negligible even compared to the in-plane shear KII. 
Figure 3-13b shows that, for quarter-elliptical cracks, KII values tend to increase for larger crack 
depths, and it is maximum (KII=-0.24 MPa.m1/2) for the larger quarter elliptical crack 203x1270 
mm2. This is due to the bending of the cross-section, in which the crack tip approach the neutral 
line, where stress approaches zero, and eventually reverts to a compression state. Therefore, 
more complex stress states can be present around the crack surface other than pure tension. 
  
(a) KI 
Figure 3-13: SIFs for bottom-initiated crack with single TDT gear loads. 
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(b) KII 
 
 
(c) KIII 
Figure 3-13: (cont.) 
 
3.6.2. Surface-initiated cracks with TDT belly gear load 
The extracted SIFs for the slab loaded by the A-380 TDT belly gears with the surface-
initiated crack (see Figure 3-5b,d) are shown in Figure 3-14. Similar SIF trends observed for the 
bottom-initiated cracks are seen for surface-initiated cracks placed between the two TDT gears at 
the edge (x=3.38 m). Figure 3-14a shows that the maximum KI occurred at the edge of the slab (s 
= 0), increased with the initial crack length a, and decreased along the crack vertices, i.e., for 
larger s values. The only exception was again the 203x152 mm2 crack which had the maximum 
71 
KI of 1.8 MPa.m1/2 at s = 1, which is 152 mm from the edge of the slab. Like the bottom-initiated 
crack of the same size, this will induce tunneling propagation through the surface rather than top-
down propagation. Finally, its maximum value of 1.8 MPa.m1/2 approaches the KI of a much 
larger crack with the same depth (203x1270 mm2). 
 
The range of KIC values for concrete, indicated in the literature, are shown as the shaded area in 
Figure 3-14a. The larger cracks 203x1270 mm2 and 203x6096 mm2 would likely propagate 
unstably for most concrete types, assuming LEFM conditions are valid. Although the quarter-
elliptical crack 203x152 mm2 is not among the larger cracks, it would likely propagate a surface 
crack due to the proximity of the crack tip A from the edge and eventually reach the size of other 
cracks, e.g., 203x1270 mm2 which have their maximum SIF at the edge. Figure 3-14b,c show that 
the in-plane shear modes, KII and KIII, are higher for the surface crack cases but their magnitudes 
are still significantly smaller than the KI values. The surface-initiated crack with the greatest KII, 
203x1270 mm2, induced a KII=-0.37 MPa.m1/2 at s = 0 while the maximum KII=-0.24 MPa.m1/2 
for the same bottom-initiated crack size. 
 
 (a) KI 
Figure 3-14: SIFs for surface-initiated crack with TDT belly gear loads. 
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(b) KII 
 
 
(c) KIII 
Figure 3-14: (cont.)  
 
3.6.3. Bottom- and surface-initiated crack comparisons 
Figure 3-15 shows the SIFs ratios (KItop/ KIbot) along the crack front, indicated by the 
local variable s, for all crack geometries and sizes studied in the previous section. For the bigger 
crack sizes (76x508 mm2, 203x1270 mm2, and 203x6096 mm2), the ratio increased for the vertices 
further from the edge (	ݏ → 1). The rectangular crack (203x6096 mm2) had the highest SIF ratio 
of all crack fronts. The TDT belly gears loading configuration induced very high stress 
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conditions away from the edge, which produced high KI values away from the slab edge relative 
to the TDT single gear loading.  
 
Table 3-6 presents the maximum KI values for the surface- and bottom-initiated cracks as well as 
the SIF ratios (KItop/ KIbot) at s = 0. The only exception is the 203x152 mm2 crack where the 
maximum values was observed at s = 1. For all six crack geometries and sizes and under the 
same load per wheel, the magnitude of KI for the surface-initiated cracks, shown in Table 3-6, 
are much higher than the bottom-initiated cracks. The KItop/ KIbot ratios demonstrated that surface 
cracks under the TDT belly gears significantly increased the KI by more than 50% for all six 
crack geometries and sizes. Table 3-6 confirms that the relative difference between KI values of 
surface and bottom cracks increases with the crack size, which is also shown in Figure 3-15. For 
example, among the quarter-elliptical cracks, the difference in SIF (ΔKI) for surface and bottom 
cracks was 0.20 MPa.m1/2 for the 13x25 mm2 crack size, while ΔKI of 0.51 MPa.m1/2 occurred for 
the 76x508 mm2 crack and ΔKI=0.75 MPa.m1/2 occurred for the 203x1270 mm2. Moreover, 
ΔKI=1.44 MPa.m1/2 for the rectangular crack (203x6096 mm2), which by itself is as high as the 
maximum mode I critical SIF (KIC) of all type, age, and maturity of concrete found in the 
literature (Mindess et al, 2001). 
  
Figure 3-15: Mode I SIFs ratios (KItop/ KIbot) along the crack front for all crack geometries and 
sizes. 
 
For the assumed loading configurations and crack geometries, top-down crack propagation is 
more likely to occur than bottom-up crack propagation. Furthermore, shrinkage cracking during 
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the early life of the concrete slab at the surface is more likely to occur relative to a starter fatigue 
crack on the bottom of a slab. Therefore, top-down cracking is clearly the most critical scenario 
for the TDT gears once a flaw exists in the concrete slab. Material selection, pavement design 
procedures, and construction techniques must be carefully evaluated and selected to avoid early-
age crack initiation that can lead to premature crack growth and failure in the concrete pavement.  
 
 Table 3-6: Maximum mode I SIF (at s = 0) for bottom- and surface-initiated cracks.  
a x b 
(mm2) 
ܭூ
௧௢௣  
(MPa.m1/2) 
ܭூ
௕௢௧  
(MPa.m1/2) 
߂ܭூ = ܭூ௧௢௣ − ܭூ௕௢௧  
(MPa.m1/2) 
ܭூ
௧௢௣ ܭூ
௕௢௧ൗ   
 
13x25 0.61 0.41 0.20 1.49 
76x152 1.20 0.79 0.41 1.52 
76x508 1.49 0.98 0.51 1.52 
203x152 1.77a 1.19a 0.58 1.49 
203x1270 2.10 1.35 0.75 1.55 
203x6096 3.13 1.69 1.44 1.85 
 a: maximum value was observed at s = 1. 
 
3.7. Chapter Summary 
The potential for crack propagation in 3-D airfield concrete slab has been analyzed using 
the generalized finite element method in a two-scale, multi-site damage approach. It extends the 
recently developed GFEMg-l to large scale problems where several crack geometries are placed 
simultaneously at different positions in a slab and loaded with the same aircraft type. The 
GFEMg-l approach demonstrated great adaptability and efficiency in putting realistic crack 
surface at any location within an existing model without fitting the finite element mesh on the 
crack boundaries. It also shows great performance in solving large scale problems where the 
global problem is first solved with a coarse mesh, and then small local problems are solved with 
fine meshes and higher order polynomials. Another feature of the GFEMg-l is it efficiently 
simulates multiple cracks not discretized in the global mesh, but only modeled in the local 
problem domains. The GFEMgl enrichment functions allow the kinematics to be represented in 
the global domain through enrichment function from the local problems rather than explicitly 
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modeling each crack discretely in the global domain. This strategy makes it possible to solve 
problems with realistic boundary conditions, such as airfield concrete slabs with multiple cracks 
of different sizes placed in critical positions and loaded with various gear configurations. The 
multi-scale approach significantly reduces the computational costs for this three-dimensional 
MSD problem involving 850,000 degrees-of-freedom.  
 
The GFEMg-l results show that surface-initiated cracks placed adjacent to the wheel gear induced 
some mix-modality conditions over the crack front. However, those conditions are not likely to 
induce top-down or bottom-up cracking for both aircraft loading conditions due to lower KI 
values compared to the other potential critical positions. The analysis of mode I SIF along the 
crack front showed that bottom-up propagation is most likely for bottom-initiated cracks placed 
at the middle edge of the slab loaded by the TDT single gear. For the slab loaded by the TDT 
belly gears, the surface-initiated cracks placed near the mid-slab edge produced even higher KI  
values, especially for the through-the-length rectangular crack. Overall, the analysis identified 
that those crack surfaces are predominantly in mode I. Comparing the bottom- and surface-
initiated crack front SIFs, the results showed significantly higher KI values for surface-initiated 
cracks rather than bottom-initiated cracks with the same geometry. Therefore, existing surface 
cracks can induce premature crack propagation in concrete slabs if combined with specific 
loading configurations of the TDT gears. This could be the main mechanism that produces 
premature failure in concrete slabs that have exhibited top-down cracking but are structurally 
adequate from a bottom-up cracking design perspective. In addition, the results showed that 
shorter partial-length cracks placed at the slab edge cracks can induce stress intensity factors as 
high as much larger cracks if the quarter-elliptical crack is sufficiently deep enough in the 
thickness direction.  
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CHAPTER 4 
NONLINEAR STRENGTH FRACTURE MODEL (NLSFM) TO  
PREDICT FAILURE IN 3-D CONCRETE STRUCTURES 
4. A Nonlinear Strength Fracture Model (NLSFM) to Predict Failure in 3-D Concrete Structures 
4.1 Introduction 
The application of LEFM to partially-cracked concrete structures, and the analysis of 
quantities such as critical stress intensity factor (KI,II,III) and/or energy release rate (ℊ) can give 
important information regarding the potential of crack growth and possible crack directionality. 
However, extensive experimental and numerical research investigations have proven that LEFM 
concepts can only be applied to very special conditions and configurations such as exceptionally 
large concrete structural members. The main limitation of the LEFM for normal size concrete 
structures is that there is a non-negligible inelastic zone around the crack tip. The FPZ for quasi-
brittle materials is rather large relative to the crack length or the size of the structure. Since the 
size of most structures is not sufficiently large to validate the LEFM assumptions, the failure 
phenomena at the FPZ should be accounted for through a nonlinear model (Hillerborg et al., 
1976; Elices et al., 1993; Shah et al., 1995; Bazant and Planas, 1998; Rots, 1998; Ingraffea, 
2008). The literature contains a larger number of analytical, semi-analytical, and numerical 
approaches to investigate nonlinear fracture behavior of concrete. In general, the most accepted 
methods can be grouped into cohesive zone models and nonlinear elastic fracture mechanics 
methods. 
 
Currently, modeling of discrete crack propagation in materials is performed primarily with a 
cohesive zone model (CZM). As detailed in chapter 2, this approach idealizes that all 
nonlinearities of the fracture process zone (rp) take place in a cohesive zone ahead of the main 
crack tip, which is associated with the physical FPZ in quasi-brittle materials. CZM have been 
integrated into finite element programs through special elements (interface elements) that behave 
accordingly to a cohesive failure law (σ-w) for softening materials defined for the specific 
material-level behavior. Figure 4-1a depicts  a structure under loading and the cohesive stress 
distribution ahead of the traction-free crack tip with the corresponding global load-crack mouth 
opening displacement (CMOD) curves. The CZM approach has been mostly applied to 2-D 
problems or simple geometries and loading conditions with few works in more realistic 3-D 
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geometries and boundary conditions (Shah et al., 1985; Cotterrel and Mai, 1996; Elices et al., 
2002; Bazant, 2005; Xiao and Karihaloo, 2006; Park et al., 2009b; Kumar and Barai, 2011). 
Specifically for concrete slabs over elastic foundation, Ioannides et al. (2006), Gaedicke (2009), 
and Gaedicke et al. (2011) were able to predict reasonably well the 3-D response of a simple 
concretes structure. However, they reported significant issues for mesh refinement, 
computational time, and numerical convergence even for Mode I simulations. The CZM 
approach is a significant step forward for failure analysis of three-dimensional structures but it 
still needs significant advancements to realistically analyze large scale problems such as airfield 
pavement structures with the boundary conditions employed in Chapter 3. One of the main 
properties defining the CZM is the total fracture energy, GF, which has been demonstrated to be 
size- and specimen-dependent in contrast to the initial fracture energy, Gf, also identified as the 
critical energy release rate which can be size- and specimen-independent under certain testing 
conditions (Jenq and Shah, 1985; Bazant and Kazemi, 1990). The literature reports larger scatter 
in measuring GF attributing around 30% of variation in its laboratory characterization (Bazant 
and Becq-Giraudon, 2002). Therefore, both material characterization and computational 
modeling in 3-D structures still needs significant development in order to analyze engineering 
problems with hundreds of thousands degree-of-freedom and inherent three-dimensional loading 
conditions like airfield pavements with reasonable computational cost.  
  
(a) cohesive zone approach 
Figure 4-1: Structure under applied loading with corresponding stress distribution ahead of 
the crack tip and load-crack mouth opening displacement (CMOD) curves for (a) cohesive 
zone and  (b) equivalent elastic models (adapted from Elices et al. 1993). 
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(b) equivalent elastic crack approach 
Figure 4-1: (cont.) 
 
Another existing approach using Nonlinear Elastic Fracture Mechanics (NLEFM) for concrete 
materials and structures is the analytical approach called Equivalent Elastic Crack (EEC) 
concept. Although EEC still uses LEFM equations, it considers the nonlinearity imposed by the 
fracture process zone (Anderson, 2005; Bazant and Planas, 1998). This approach was first 
derived by Irwin (1961), based on the estimation of the fracture process zone size for plastic and 
ductile materials such as metals. The estimation of the length of the FPZ, measured from the 
crack tip of an existing crack of size a0, is defined as the intersection of the K-dominant linear 
elastic field with the region that has reached the material yield stress. Irwin assumed that the new 
stress distribution outside the plastic zone is the same as the linear elastic one for a longer crack 
length, aeq = a0 + rp. Therefore, this equivalent crack length, aeq, produces the correct stress 
distribution for a real crack, a0, but with a correction for plasticity. Because an effective SIF 
larger than the linear elastic one is idealized for the crack, this idealization is commonly referred 
in the literature as crack tip shielding (Hutchinson, 1987; Anderson, 1991; Sugimura et al., 
1995). Although this approach has proved to have limited accuracy for ductile materials, when 
the nominal applied stress are higher than half of yield stress, it has be successfully adapted and 
further generalized to predict the failure of quasi-brittle materials such as concrete, ceramics, ice, 
and other composites materials and structures through the compliance equivalent methods (Jenq 
and Shah, 1985; Nallathambi and Karilahoo, 1986; Karilahoo and Nallathambi, 1989; Swartz 
and Refai, 1988, 1989) and size effect model (SEM) by Bazant and Kazemi (1990).  More 
recently, Xu and Reinhardt (1999) and Zhao and Xu (2004) derived the double-K and double-G 
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fracture models, respectively, based on this latter approach. One reason for the successful 
performance of the EEC approach to quasi-brittle materials is due to the smaller size of the FPZ 
of these materials compared to more ductile materials such as metals. Nevertheless, EEC models 
have only been developed for laboratory test specimens or simpler 2-D structural members (Shah 
et al., 1985; Cotterrel and Mai, 1996; Bazant and Planas, 1998; Hanson and Ingraffea, 2002; 
Kumar and Barai, 2011). 
 
This chapter develops an approach, called nonlinear strength fracture model (NLSFM), to 
consider the nonlinearities imposed by the concrete’s FPZ by utilizing the EEC method for 3-D 
concrete structures. NLSFM requires extraction of LEFM crack front parameters, such as SIFs 
from a numerical solution, for the particular geometries of interest, and then formulate a high-
order approximation to predict the structural strength accounting the nonlinearity of the 
concrete’s FPZ. The main benefits of this approach are a simple method for large scale and more 
complex 3D concrete structures, and the use of measureable fracture properties such as Gf and an 
equivalent size of the FPZ, c, with existing fracture test methods. The proposed approach is 
presented to solve realistic concrete slab geometries and boundary conditions described in 
Chapter 3 and can overcome the current limitations of the CZM, especially regarding the 
computational cost and convergence issues for 3-D structures. The NLSFM takes full advantage 
of the capabilities of the Generalized Finite Element Method (GFEM) to overcome difficulties in 
three-dimensional crack simulations especially with large domain sizes and various crack 
location possibilities. For the GFEM method, the standard approximation of finite element 
method can be locally enriched with special functions that can approximate discontinuous or 
singular fields. Therefore, it has the ability to simulate arbitrary crack surface without the 
requirement to locate cracks along pre-defined segments or along elemental boundaries.  
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4.2 Nonlinear Strength Fracture Model (NLSFM) 
4.2.1 Formulation 
According to the EEC, the length of an actual (existing) crack, a଴, is replaced by an 
equivalent fictitious crack length, a௘௙௙ , to account the effect of the nonlinear FPZ ahead of the 
crack front.  a௘௙௙ = a଴ + ܿ; 	α௘௙௙ = α଴ + ψ (4-1)  
in which a଴ is the initial crack length,  c represents the equivalent length of the nonlinear fracture 
process zone; α଴ = a଴/d, α௘௙௙ = a௘௙௙/d, and ψ = c/d  are all nondimensional length quantities.  
 
In this idealization, the ultimate structural strength (peak load in a laboratory test specimen) is 
attained when stress intensity factor, or energy release rate, reaches their critical values (KI = 
KIC;	ℊ = ܩ௙) at the equivalent elastic crack, and the corresponding stress field is represented by 
LEFM principles. Figure 4-1a,b compares the EEC with the cohesive zone mode approach for a 
given specimen in mode I. The figure shows the approximated stress field for a cracked structure 
with a large fracture process zone by a structure with crack surface whose front is located in 
some distance, c, inside the fracture process zone (rp), rather then at its beginning. Elices et al 
(1993) showed the EEC and CZM produced identical peak loads and load-displacement curves. 
Recently, Roesler et al. (2007a) also confirmed agreement of numerical simulation of various 
geometrically similar concrete three-point bending test specimens using cohesive crack model, 
size-effect model, and two parameter fracture model. 
 
In order to incorporate the EEC approach, a general derivation for the structural behavior of a 
body/structure with an existing crack or flaw in a quasi-brittle material can be derived 
accordingly to energy aspects of fracture mechanics. The derivations and formulation here 
follows the NLEFM theory, especially EEC concepts, discussed in details in Shah et al. (1995) 
and Bazant and Planas (1998) for quasi-brittle materials and structures. Consider a unit volume, 
V, with length and depth d, and thickness t, subjected to the far-field stress, ߪ, perpendicular to 
the crack surface of length a0, as shown in Figure 4-2. 
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Figure 4-2: Solid volume under mode I crack conditions. 
 
Assume that the complimentary potential energy (Π∗), at constant load, for the volume can be 
expressed as a function of stress ߪ, structure geometry, and crack geometry (Bazant and Planas, 
1998): 
Π∗ = Π෩∗(ߪ, ݐ,ܽ଴,݀) = ഥܷ(ߪ, ݐ, ݀)ߴ(ߙ଴) (4-2) 
with ߙ଴ = ܽ଴/݀, ഥܷ(ߪ, ݐ,݀) is the elastic strain energy density for the structure without a crack 
and ߴ(ߙ଴) is a given function expressing the crack’s influence on energy consumption. For now, 
assume that ߴ(ߙ଴) is function of the crack length and structural geometry. The energy density 
can be expressed as: 
ഥܷ(ߪ, ݐ, ݀) = ඵ ൬12ߪ൰ ߲ߝ߲ݒ௏ = ඵ ൬12ߪ൰ ߲ߝ ߲ߪܧത ߲ݒ௏ = ߪଶ2ܧത ݐ݀ଶ (4-3) 
in which ε is the corresponding strain component, ܧത = ܧ in plane stress conditions, ܧത = ܧ/(1 −
ߥଶ) for plane strain condition, ܧ is the elastic modulus, and ߥ is the Poisson’s ratio. 
 
Accordingly to the LEFM, the energy release rate, ℊ, can be obtaining by differentiating Π∗, at 
constant stress, and using Equation (4-3): 
ℊ = ߲ߎ∗
߲ܽ
1
ݐ
= ߪଶ2ܧ ݐ݀ଶ ߲ߴ(ߙ)߲ܽ 1ݐ = ߪଶ2ܧ ݐ݀ଶ ߲ߴ(ߙ)߲ߙ ߲ߙ߲ܽ 1ݐ = ߪଶ݀2ܧ ߲ߴ(ߙ)߲ߙ  (4-4) 
 
At the maximum load, the crack propagation is unstable under two conditions of the resistance 
curves, ℛ-curve (Anderson, 1991; Shah et al., 1995): 
ܫ.ℊ = ℛ 
ܫܫ. ߲ℊ
݀ߙ
= 	 ߲ℛ
݀ߙ
										 
(4-5) 
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in which the resistance to crack growth can be generally defined as ℛ = ܩ௙ݎ(ߙ଴,ߙ,ψ) with Gf 
being the critical energy release rate in mode I; and r is a dimensionless function of initial crack 
length,	ܽ଴, relative crack length, ߙ; and equivalent size of the fracture process zone, c, with the 
conditions that ݎ → 1 when ψ → 0  or ߙ = ߙ௖ (Bazant and Planas, 1998; Bazant, 2005).  
 
The nominal strength, ߪே௨, of the specimen or structure is now reached when the crack extends 
to a critical length, ܽ௖, and from this point, unstable crack propagation is initiated satisfying the 
conditions in Equation (4-5): 1
ݐ
൤
߲ߎ∗
݀ܽ
൨
ఙୀఙಿೠ
= ℛ = ܩ௙ݎ(ߙ଴,ߙ௖ ,ψ) (4-6) 
 
Plugging in Equation (4-4) into Equation (4-6), and regrouping the terms one can have 
ߪே௨ = ඨ ܧതܩ௙݀݃(ߙ଴,ߙ௖ ,ψ) (4-7) 
in which  
݃(ߙ଴,ߙ௖ ,ψ) = ߲ߴ(ߙ௖)/݀ߙ2ݎ(ߙ଴,ߙ௖ ,ψ) (4-8) 
 
In order to identify ݃(ߙ଴,ߙ௖ ,ψ), insert Irwin’s relationship of ܩூ = ܭூଶ/ܧത into the classic mode 
I SIF for any geometry accordingly to LEFM:  
ߪே
௅ாிெ = ܭூ஼
√π݂ܽ(ߙ) (4-9) 
 
A direct comparison between Equations (4-7) and (4-9) for a given relative crack size, ߙ, results 
in: the following 
݃(ߙ) = πߙ݂(ߙ)ଶ (4-10) 
in which f(α) is the dimensionless function relating to the structure’s geometry. These geometric 
functions are determined using analytical or numerical methods for a large number of common 
specimen geometries and loading configurations and can be found in handbooks (e.g., Tada et 
al., 1985).  
 
83 
Equation (4-7)	is still undetermined since g is function of the unknowns variables ߙ௖ and ψ. In 
order to explicitly define g in terms of the unknown variable, the EEC concept is incorporated 
with the definition of α௘௙௙ in Equation (4-1), and α௖ = α௘௙௙. Assuming that the function g, and 
therefore f, is smooth (type Ck with k>0) for most existing geometries, it can be expanded in a 
Taylor series in terms of ߙ௖ about the existing initial crack length α0. 
݃(ߙ଴,ߙ௖ ,ψ) = ݃(ߙ଴) + ݃ᇱ(ߙ଴)1! (ߙ௖ − ߙ଴) + ݃ᇱᇱ(ߙ଴)2! (ߙ௖ − ߙ଴)ଶ + ݃ᇱᇱᇱ(ߙ଴)3! (ߙ௖ − ߙ଴)ଷ+ ℎ. ݋. ݐ (4-11) 
in which g(i)  is the ith-derivative of g with respect to ߙ଴. Now, plugging the above expansion in 
Equation (4-7), one obtains the proposed nonlinear strength fracture model (NLSFM) 
approximation: 
ߪே௨ = ߪ௞
ට∑ ߢ௜ߚ௜
ைಿ
௜ୀ଴
 
(4-12) 
in which ON is the order of the approximation and 
 
ߪ௞ = ඨܧതܩ௙ܿ  (4-13) 
and 
ߢ௜ = ߰௜ିଵ݅!  
ߚ௜ = ݃(௜)(ߙ଴) (4-14)a,b 
with ߰ = ܿ/݀ and ݃(௜)(ߙ଴)is the i-th derivative of g related to ߙ଴. 
 
Assuming that Gf and c are known material properties, the NLSFM approximation of Equations 
(4-12)  to (4-14) describes the nominal strength of the specimen or structure (ߪே௨) for different 
initial crack sizes, ߙ଴. The size d is constant in the approximation, and, along with c, is 
embedded in the constant term, ߢ௜. The dependence of the specimen geometry, loading position, 
and initial crack length is embedded in the variable, ߚ௜. Once g is determined for the specific 
geometry and loading conditions, the strength ߪே௨ can be determined for geometrically 
dissimilar structures such as different notch depth ratios and same sizes. For simpler geometries 
and loading configurations, the strength ߪே௨ can also be determined for different structural sizes 
and same notch depth ratios, or different sizes and notch depth ratios, once the respective g 
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function is valid for those configurations. The following sections discuss the main steps for the 
construction of the NLSFM approximation which are the determination of the dimensionless 
geometric functions f and g and the material fracture properties Gf and c to be used by the 
NLSFM to construct its approximation. 
 
4.2.2 Determination of the dimensionless geometric functions f(α0) and g(α0) 
The nondimensional function g directly depends on f through Equation (4-10) for ߙ =
ߙ଴. The geometric correction function f has been derived for many geometries based on LEFM. 
In the case of any arbitrary geometry and loading condition, f can also be determined using 
numerical methods, such as the finite element method. In this procedure, the structural geometry 
and boundary conditions are simulated with the same applied stress, ߪ௔௣௣, but increasing notch 
lengths, ܽ௜. By evaluating the respective ܭூ௜ values according to LEFM, f can be fitted: 
݂(ܽ௜) = ܭூ௜
ߪ௔௣௣ඥπܽ௜
  (4-15) 
 
4.2.3 Material fracture properties 
A variety of procedures and techniques are available in the literature for the estimation of 
mode I critical energy release rate,  Gf, the equivalent crack length, ܽ௘௙௙ , and therefore the size 
of the fracture process zone, c. Table 4-1 summarizes the main EEC approaches to directly or 
indirectly determine the relevant fracture parameters.  
Table 4-1: Summary of procedures to identify parameters for EEC and, if applicable, their 
respective recommended standards.  
 Parameters Method Recommended standard 
Irwin (1961) 
ܽ௘௙௙  and 
ܭூ௘௙௙ 
Irwin plastic zone correction; 
or secant method ASTM E 561-86 
Swartz and Go (1984) ܽ௘௙௙  Maximum loading calibration N/A 
Jenq and Shah (1985) KIC and CTODC 
Two-parameter fracture model 
with compliance equivalence RILEM TC 89-FMT (1990a)  
Nallathambi and Karihaloo 
(1989; 1990) ܽ௘௙௙  Compliance calibration N/A 
Bazant and Kazemi (1990) Gf and cf Size effect RILEM TC 89-FMT (1990b) 
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Among the widely used methods applied to quasi-brittle materials are the two-parameter fracture 
model and the size effect method. This section only discusses these two methods, but the other 
methods can be reviewed in the above references. 
 
Two-parameter fracture method (TPFM) 
The two-parameter fracture method (Jenq and Shah, 1985), and its respective standard (RILEM 
TC 89-FMT 1990a), discussed in details in section 2.2.4 of Chapter 2, uses compliance 
measurements from the load-displacements curves to calculate the fracture parameters KIC and 
CTODC. These quantities can be directly related to the critical energy release rate, Gf, and 
equivalent size of the FPZ, c, which are stated to be bounded for an infinitely large structure 
(݀ → ∞):  G௙ = lim
ௗ→ஶ
ܩூ௖ c = lim
ௗ→ஶ
ܿ (4-16) a,b 
 
The conditions of Equations (4-16) guarantee that the boundary conditions and specimen 
geometry have no effect on the elastic field surrounding the crack tip and in the nonlinear 
fracture process zone. Therefore, both fracture quantities can be regarded as material properties 
for an infinity body. 
 
In the TPFM, Gf relates to the KIC accordingly to the LEFM relation ܩ௙ = ܭூ஼ଶ/ܧത with ܧത as in 
Equation (4-3). Shah et al. (1995) and Ouyang et al. (1996) applied the concept of Equation 
(4-16)b to establish the relation between CTODC and c. They use the fracture equations that 
relates CTODC, CMOD, and KIC to the relative crack length	ߙ௖ = 	ߙ଴ + ߰ for a SEN(B) 
configuration, with span to depth ration s/d = 4. It was proposed the following relation for the 
estimation of the equivalent size of the FPZ for the beam testing: c = 0.061γ − 0.54ܽ଴ + ඥ0.292ܽ଴ଶ + 0.057ܽ଴ߛ + 0.0038ߛଶ     with 
γ = CTOD஼ଶEഥG௙  (4-17) a,b 
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The above equation depends not only in the material properties (Eഥ, CTODC, and Gf), but also in 
the initial crack length ܽ଴ of the specimen. The authors also point out that, in this relation, the 
condition ܽ଴ ≫ ܿ is not required, and any practical value of c can be estimated. 
 
Size effect model (SEM) 
The size effect model also offers a standard procedure (RILEM TC 89-FMT 1990b) to estimate 
quasi-brittle material fracture properties, but only requires the recording of the maximum load of 
geometrically similar specimens (same	ߙ଴) with different sizes, d. The SEM is also based on the 
conditions of Equation (4-16)a,b with c = cf. 
 
The general form of the Bazant’s SEM (Bazant and Kazemi, 1990) is applied to geometrically 
similar structures (same length/span to depth ratios, s/d, and relative initial crack sizes,	ߙ଴). The 
SEM describes the decreasing structural strength with increasing structure size according to the 
general asymptotic expansion: 
ߪே௨ = ܤ ௧݂ᇱ
ට݀ ൤
1
ݍ଴
+ 1ݍଵ݀ + 1ݍଶ݀ଶ + 1ݍଷ݀ଷ + ℎ. ݋. ݐ. ൨ ܿ௡ (4-18) 
in which ܤ ௧݂ᇱ is a fixed function of the tensile strength; ܿ௡ is a constant related to the specimen 
size and geometry and adjusts ߪே௨ to arbitrary definitions of the size d; and  ݍ௜ are constants 
characterizing the shape of the structure.  
 
By the fact that ݍ௜ are constant for the series of geometrically similar structures (same ߙ଴) with d 
as the only variable, Equation (4-18) is an asymptotic expansion in d. Although it is proved to be 
very accurate for larger sizes (݀ → ∞), it tends to diverges for small sizes (݀ → 0) leading to 
infinity values in the denominator (Bazant, 2005).  This led to the truncation of the series in the 
second term of the expansion to have a first-order approximation: 
ߪே௨
ௌாெ = ܤ ௧݂ᇱ
ඥ1 + ߚ ܿ௡ (4-19) 
in which 
ܤ ௧݂
ᇱ = ඨ ܧതܩ௙
෤݃ᇱ(ߙ଴) ௙ܿ (4-20) 
and 
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ߚ = ෤݃(ߙ଴)
෤݃ᇱ(ߙ଴) ݀௙ܿ  (4-21) 
and 
෤݃(ߙ଴) = πܿ௡ߙ଴݂(ߙ଴)ଶ (4-22) 
 
Assume ߪே௨ௌாெ   is the nominal strength, given by the maximum load,	 ௠ܲ௔௫, for a given specimen 
geometry: 
ߪே௨
ௌாெ = ௠ܲ௔௫
ܾ݀
ܿ௡ (4-23) 
where b is the specimen thickness.  
 
Assuming known fracture properties, Gf and cf, Equation (4-19) and (4-23) will predict 
decreasing maximum load ( ௠ܲ௔௫) with increasing specimen size, d. Similarly, knowing the ௠ܲ௔௫ 
for a series of geometrically similar specimens, the fracture parameters, Gf and cf , can be 
estimated. Plugging Equations (4-20), (4-21) and (4-23) into the size effect Equation (4-19):  
௠ܲ௔௫
ܾ݀
= ඨ ܧതܩ௙
෤݃′(ߙ଴) ௙ܿ + ෤݃(ߙ଴)݀ (4-24) 
and re-writing in a convenient manner to determine the fracture parameters: 
൬
ܾ݀
௠ܲ௔௫
൰
ଶ = ෤݃(ߙ଴)
ܧܩ௙
݀ + ෤݃′(ߙ଴) ௙ܿ
ܧܩ௙
 (4-25) 
 
For a given laboratory specimen geometry with a known ෤݃, the maximum loads for 
geometrically similar specimens with sufficiently different sizes (d) can be fitted with a linear 
regressions equation: 
ܻ = ܣ஻ 	ܺ + ܥ஻ (4-26) 
in which 
⎩
⎪
⎪
⎨
⎪
⎪
⎧ܻ = ൬ ܾ݀
௠ܲ௔௫
൰
ଶ
ܺ = ݀
ܣ஻ = ෤݃(ߙ଴)ܧܩ௙
ܥ஻ = ෤݃ᇱ(ߙ଴) ௙ܿܧܩ௙
 (4-27) 
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The following fracture parameters can be easily calculated from the known slope and y-intercept 
of the linear regression. 
⎩
⎪
⎨
⎪
⎧ܧതܩ௙ = ෤݃(ߙ଴)ܣ஻
௙ܿ = ෤݃(ߙ଴)෤݃ᇱ(ߙ଴) ܥ஻ܣ஻ (4-28) 
 
4.2.4 Comparison between NLSFM and SEM 
The general formulation of the proposed NLSFM established in Equations (4-12) to 
(4-14) are very similar to the SEM of Equation (4-24), especially if the relation c = cf  is used in 
Equations (4-13) and (4-14)a. The proposed approximation defined in Equation (4-12) is 
equivalent to the first order approximation of the SEM of Bazant and Kazemi (1990) with ߚ଴ 
constant for geometrically similar structures (same ߙ଴ and variable d). 
 
Equation (4-19) is only valid for larger sizes d, and cannot be applied to plain surfaces (ߙ଴ → 0). 
In fact, the SEM has been refined over the years (Bazant 1995, 1996; Bazant and Li 1996) to 
reach a general formulation, which including asymptotic small sizes and structural strength from 
plain surfaces, referred to as the Universal Size Effect Model (USEM): 
ߪே௨
௎ௌாெ = ܤ ௧݂ᇱ ቈ1 + ൬ ݀݀଴൰௞భ቉ି ଵଶ௞భ
⎣
⎢
⎢
⎡1 + 2݇ଶ݀଴
൬݇ଷ + 4 ෤݃′(0)〈− ෤݃"(0)〉݇ସ ௙ܿ൰ (݀଴ + ݀)⎦⎥⎥
⎤
ଵ
௞మ
 (4-29) 
in which ݇ଵ,	݇ଶ,݇ଷ, and ݇ସ are calibrated constants. Bazant (1995, 1997) proposed that 
theoretically any value can be used for ݇ଵ and	݇ଶ. However it is suggested that the values 
݇ଵ = ݇ଶ = 1 are appropriate for most of sizes and geometries tested. The constant ݇ଷ is fitted 
from the plastic limit when ݀ → 0, and it is suggested to be ݇ଷ = 0.5 for most geometries and 
materials. The constant ݇ସ, normally taken as 1.4, is an empirical correction for the size of the 
equivalent process zone when ߙ଴ → 0 (Bazant and Planas, 1998). 
 
In Equation (4-12) of the proposed NLSFM, non-convergence is only present if, for a given 
geometry and ߙ଴,  ݃(ߙ଴) = ݃ᇱ(ߙ଴) = ⋯ = ݃(௜)(ߙ଴) = ⋯ = ݃(ைಿ)(ߙ଴) = 0. As long as ݂(ߙ଴) 
can be approximated by a complete polynomial with order p ≥ 1 and satisfies Equation  (4-15) 
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then, by definition of Equation (4-10), there always be ݃(ߙ଴) ≠ 0 and ݃ᇱ(ߙ଴) ≠ 0	for the entire 
interval	0 ≤ ߙ ≤ 1, and non-convergence of Equation (4-12) will not occur. 
 
4.3 Validation of the NLSFM  
The validation uses the results from the experimental program performed by Gaedicke 
(2009) which consists of small-scale beam and large-scale slab specimens casted from the same 
concrete mixture. The NLSFM quantifies the structural strength by predicting the flexural 
capacity of the large scale concrete slabs on elastic foundation using the concrete material failure 
from SEN(B) tests.  
 
4.3.1 Experimental program and fracture properties 
The beam specimens were tested to extracted fracture properties from monotonically applied 
loads using SEN(B) configuration, as shown in Figure 4-3a. The beams consisted of three 
different beam depths (63, 150, and 250 mm) with constant thickness of 80 mm, a span to depth 
ratio (s/d) of 4, and a notch to depth ratio (a/d) of 1/3. A Young’s modulus of E = 32 GPa, and 
Poisson’s ratio of ν = 0.17 are reported as the average elastic properties. For the three different 
beam sizes, the TPFM test procedure and calculation process was followed (Jenq and Shah, 
1985; RILEM TC 89-FMT, 1990a). Table 4-2 shows the laboratory results for the KIC and 
CTODc properties determined by the TPFM procedure. The table also shows the fracture 
properties Gf and c, to be used by the NLSFM, are calculated from the LEFM relationship 
(ܩூ = ܭூଶ/ܧത) and Equation (4-17), respectively.  
 
Table 4-2:  Fracture properties for the concrete material. 
Material KIC* (MPa∙m1/2) 
CTODc* 
(mm) 
Gf  
(N/m) 
c  
(mm) 
Average (AVG) 1.12 0.019 40.82 0.034 
Standard deviation (SDV) 0.22 0.007 15.93 0.019 
Coefficient of variation (COV) 19.27 39.98 39.02 56.05 
*after Gaedicke (2009). 
 
The large-scale slab tests are used to validate the 3-D fracture model from 2.00 x 2.00 x 0.15 m3 
slabs with an initial notch, a0, that extended across the bottom of the slab with an initial length of 
one-third of the slab depth (a0 = 0.05 m). The slab was supported on a soil foundation with 
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modulus of subgrade reaction of k = 156 MPa/m, and this configuration was tested with the load 
applied monotonically at the mid-slab edge through a 0.20x 0.20 m2 steel plate as shown in 
Figure 4-3b.  
    
(a) small-scale  SEN(B) testing 
 
  
(b) large scale slab testing 
Figure 4-3: Test setup for (a) small scale beam tests and (b) large scale slab tests. 
 
4.3.2 Generalized finite element model 
Figure 4-4a shows the slab model, finite element mesh, and a bottom-initiated rectangular crack 
surface placed at the position of the test setup. The model consists of a 3-D finite element coarse 
mesh of four-noded tetrahedral volume elements for the domain discretization with the crack 
surface explicitly modeled in the problem. The dimensions of the slab (2.0 x 2.0 x 0.15 m3) and 
loading plate position are the same as described in Gaedicke (2009). Figure 4-4b details the 
geometry of the crack surface, and crack front ܣܤതതതത,  for the crack of rectangular shape with length 
L = 2.0 m and different crack depths (a0). The local variable s = y/L describes the relative 
position along the crack front. 
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(a) 3-D finite element mesh and crack position for the slab model 
  
(b) detail of crack surface  
Figure 4-4: 3-D finite element model for the slab with (a) mesh and position of through-the-
length rectangular crack and (b) detail of crack surface geometry. The slab model is drawn in 
perspective view. 
 
The GFEMhp framework, described in the Chapter 3, is used to evaluate the SIFs along the crack 
front for each slab case and the through-the-length crack. The rectangular crack is explicitly 
modeled in the global domain with mesh refinement applied at elements close to the crack front. 
It is important to note that the global-local GFEMg-l strategy, described in Chapter 3, is not 
employed here because the crack is large enough (through-the-length) to be simulated efficiently 
in the global problem. Refinement occurred for elements intersecting the crack surface or crack 
vertices in order to have the ratio of the longest size of the element (Le) to the original crack size 
(a0) approximately	0.1 ≥ ܮ௘/ܽ଴ ≥ 0.03 near the crack front. The finite elements with the crack 
passing through them had their nodes enriched with step functions (Equation 3-5) to model the 
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discontinuity without the requirement of matching the crack surface and finite element mesh 
boundaries. The nodes immediately ahead of the crack front use the enrichment functions from 
the asymptotic expansion of the singular stress field (Equation 3-7). Nodes in the vicinity of the 
crack are enriched with high-order polynomials, shown in Equation (3-3), to better approximate 
the solution. 
 
4.3.3 LEFM analysis for the determination of the geometric functions f(α0)and g(α0) 
An initial LEFM analysis can assess the effect of the relative crack depth size (α0) on the 
concrete slab response. Several crack depths are simulated for an applied load of 20 kN over the 
loading area (0.15x0.15 m2). This load induces a maximum bending stress, ߪ௕௘௡ௗ = 0.72	ܯܲܽ, 
for the condition of the uncracked slab (plain surfaces with no crack). Figure 4-5 shows the 
deformed mesh and stress results (σxx) for relative crack depth α0 = 0.33. The extraction of SIFs 
from the 3-D analysis is performed along the crack vertices for the opening mode stress intensity 
factor (KI) using the cut-off function method (CFM) presented in Szabo and Babuska (1991).  
 
 
Figure 4-5: Deformed mesh and stress distribution (σxx) for the large-scale slab testing 
configuration with ߙ଴ = 0.33. 
 
 
Figure 4-6 shows the variation of mode I (KI) SIFs (vertical axes) with relative crack length (α0) 
along the crack front (s). The horizontal axes are the different relative crack depths, α0, 
accounting for different initial crack sizes and the normalized crack front position s, which 
describes the relative position along the crack front, as shown in Figure 4-4b. Figure 4-6 used a 
moving-least-square (MLS) technique to smoothly fit the results evaluated for 5 different values 
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of α0, and 50 vertices along the crack front. Since the objective is predicting the structural 
strength for the one-third notch (ߙ଴ = 0.33), the values are plotted for 	0 ≥ ߙ଴ ≥ 0.50 only. 
 
The maximum KI values occurs at the slab’s loaded edge (s=0) and increases when ߙ଴ increases 
for all s values. Therefore, the slab’s geometric correction factor f only needs to be evaluated at 
the points s=0 for variable α0, which is located at the slab edge A, as detailed in Figure 4-4b. The 
function f, which is a line at s = 0 of the plotted surfaces, will capture the variation of the KI with 
respect to α0.  
   
 
Figure 4-6: Variation of the normalized SIFS in mode I (KI) versus relative crack length (α0) 
and position along the crack front (s). 
 
The function f is fitted by a third-order polynomial, accordingly to Equation  (4-15). In this 
equation, 	ߪ௔௣௣ = ߪ௕௘௡ௗ = 0.72	ܯܲܽ is the applied tensile bending stress for the condition of the 
uncracked slab with the applied load of 20 kN. The choice of this applied load value is arbitrary 
and any other load value can be applied in order to extract the KI quantities along the crack front. 
Figure 4-7a shows the extracted KI values for s=0 and Figure 4-7b the fitted f function for the 
interval 0 ≤ ߙ ≤ 0.50.		 
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(a) KI  
  
  
(b) f and f’  
 
Figure 4-7: Finite element solutions and fitted data for (a) extracted KI values and (b) and 
fitted f and f’ geometric functions for the bottom-initiated cracks in the slab over elastic 
foundation.  
 
4.3.4 Construction of the NLSFM approximation 
The nondimensional geometric function, g, can now be calculated through Equation (4-10) and 
its respective derivatives. Finally, an ON-order approximation for 	ߪே௨ can be calculated through 
Equation (4-12) assuming the fracture properties Gf and c are known for the concrete material of 
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interest. For the NLSFM estimation, ON can theoretically assume any value, and the higher the 
order, the more accurate the prediction especially for small crack sizes (ߙ଴ → 0). It is practical to 
truncate the approximation to a given order to keep the practicality of the model especially 
because the determination of the respective higher-order derivatives for f can be cumbersome for 
some functions. An ON-order approximation demands a smoothness of CON type for the function 
f, with higher order approximations demanding higher order smoothness. For example, an ON ≥ 3 
approximation needs that f is of Ck≥3 type function. The fitted polynomial presented in Figure 
4-7b, allows for a third-order approximation for ߪே௨ given in Equation (4-12). In some cases, it 
may not be necessary to employ a third-order approximation for the accurate prediction of the 
structural strength, ߪே௨.  
 
The third-order approximation is employed using the functions f and g derived for the slab 
geometry and loading configuration presented in this validation (Figure 4-4). Figure 4-8 shows 
two values of ߰ and the contribution of each term ߢ௜ߚ௜ with respect to the total expansion in the 
denominator of Equation (4-12). The average values for E = 32 GPa and Gf = 40.8 N/m from 
Table 4-2 are used for both graphs. Figure 4-8a assumes a c = 0.017 m (߰ = 0.12 for ݀ =0.15	݉) which is half of the average indicated in Table 4-2, while Figure 4-8b assumes c = 
0.034 m (߰ = 0.23 for ݀ = 0.15	݉) which is the exact average value for that quantity.  Both 
graphs show that the contribution of the zero-order term (ߢ଴ߚ଴) increases with larger	ߙ଴. 
Moreover, at ߙ଴ = 0 (smooth surface without a crack or flaw) its contribution is negligible and 
only the higher order terms dominate the total expansion value. The first-order term,	ߢଵߚଵ, 
decreases its contribution with increasing relative size of the initial flaw size. Observing the 
influence of the relative size of the fracture process zone (߰) by comparing both plots, ߢ଴ߚ଴ 
slightly decrease its contribution, while ߢଵߚଵ slightly increases. According to Equation (4-14)a, 
the zero-order term is the only term inversely proportional to ߰ and thus c. Furthermore, ߢ଴ߚ଴ is 
the term representing the LEFM solution, and therefore it is the dominant term as ߰ → 0.  
 
Relative to the higher order terms, ߢଶߚଶ and ߢଷߚଷ, Figure 4-8a,b demonstrate these terms have 
some significance for ߙ଴ → 0, meaning they contribute to a higher accuracy in predicting 
structural strength for plain surfaces (uncracked specimens). The contribution of 	ߢଶߚଶ is even 
more significant for larger values of ߰ as shown in Figure 4-8b. However the magnitude of ߢଷߚଷ 
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is very small compared to the first order term (ߢଵߚଵ) for both values of ߰. Therefore, the addition 
of higher order terms (≥3), for the NLSFM approximation, is unnecessary and the second-order 
approximation satisfactorily represents the nonlinear response due to the FPZ.  
  
(a) Gf=40.8 N/m, E=32 GPa, and ψ=0.12 
 
   
(b) Gf=40.8 N/m, E=32 GPa, and ψ=0.23 
Figure 4-8: Normalized contributions of the first three terms ߢ௜ߚ௜ over the third-order 
approximation of Equation (4-12) for different fracture parameters (a) Gf = 40.8 N/m, E = 32 
GPa, and ψ = 0.12; and (b) Gf = 40.8 N/m, E = 32 GPa, and ψ = 0.23. 
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Based on the above discussion, a specific 2nd order approximation of the general form for the 
proposed NLSFM, described in Equation (4-12), can be explicitly defined as: 
ߪே௨ = ߪ௞
ඥߢ଴ߚ଴ + ߢଵߚଵ + ߢଶߚଶ (4-30) 
where ߪ௞, ߢ௜, and ߚ௜ defined in Equations (4-13), (4-14)a and (4-14)b, respectively.  
 
4.3.5 Predictions of the structural strength and comparison with experiments 
Figure 4-9 shows on the left y-axis the nominal strength predicted by the NLSFM based 
on the average of the fracture properties in Table 4-2 (Gf  = 40.8 N/m and c = 0.034 m) for the 
variation of the initial notch (x-axis). The nominal strength, based on LEFM (ߪே௅ாிெ), using KIC 
=1.12 MPa.m1/2 in Equation (4-9), are also presented for comparisons. The right y-axis shows 
the ratio between the LEFM and NLSFM predictions in order to compare the deviation the FPZ 
consideration in NLSFM from the LEFM solutions.  
 
As expected, the nominal strength decreases with increasing relative notch depth for both 
nonlinear and LEFM approaches. The presence of the FPZ significantly affects the ߪே௨  
compared to LEFM, which does not considers any nonlinearity and overpredicts the structural 
strength, especially when ߙ଴ → 0. Due to the crack tip singularity in Equation (4-9), the LEFM 
approach is not able to define a bounded nominal strength for small cracks, i.e., ܽ଴ → 0. 
However, the proposed NLSFM ߪே௨ predicted not only for small crack sizes, ܽ଴ → 0, but also 
for the slabs without cracks due to the first- and second-order term in Equation (4-30). As the 
crack depth becomes large, i.e., ߙ଴ → 0.50, the NLSFM behavior approaches LEFM conditions 
due to the negligible size of the FPZ compared to the initial crack (ܽ଴ ≫ ܿ). This is confirmed by 
the asymptotic behavior of the ratio ߪ௅ாிெ/ߪே௅ௌிெ , reaching the value of 1.23 for ߙ଴ > 0.15 for 
this slab geometry and loading configuration. The difference between the NLSFM and LEFM 
approach can be still regarded as high  for ߙ଴ > 0.15 because the ratio of 1.23 is still higher than 
the variability of the KIC values with COV=19.3%. 
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Figure 4-9: Structural strengths predicted accordingly to LEFM and proposed NLSFM and 
their respective ratios.  
 
Figure 4-10a shows the nominal strength with the fracture parameters, Gf and c, of Table 4-2 are 
assumed in order to determine the effect of the material nonlinearity on the slab’s nominal 
strength. The strength curve based on the average values of Gf and c is plotted as the solid line. 
The range of variation of ߪே௨ is also plotted based on the variability (± 1 standard deviation) of 
the critical stress intensity factor KIC. Although the COV is higher for the calculated Gf and c, as 
shown in Table 4-2, the range of variation for the predictions considered here is only based on 
the lower variability from the direct characterization of the fracture property KIC, i.e., 
COV=19.3%.  
 
As expected, the nominal strength decreases with increasing relative notch depth, and the 
prediction of the nominal strength (2.3ܯܲܽ ≤ ߪே௨ ≤ 3.5ܯܲܽ) by the NLSFM for the one-third-
notch slab (ߙ଴ = 0.33) tested in Gaedicke (2009) is within the variation of the expected fracture 
properties for this concrete. These nominal strength values are the ultimate bending tensile stress 
the crack can take without unstable propagation. Since linear elastic conditions are used, the 
ultimate applied load (load capacity LNu) value can be identified based on the proportionality of 
the applied load to the induced bending tensile stress for the uncracked slab used for the 
determination of the f function, in which 20 kN induces ߪ௕௘௡ௗ = 0.72	ܯܲܽ. Figure 4-10b 
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compares the load capacity predicted by the NLSFM with CZM simulations and experimental 
load-displacement curves reported in Gaedicke (2009). The graph shows that both CZM 
predictions and the actual experiments are within the range of variability predicted by NLSFM. 
The predicted LNu = 80 kN, based on the average ߪே௨ = 2.9	ܯܲܽ, is only 10% higher than the 
experimental LNu = 72.6 kN reported by Gaedicke (2009). This difference is half of the COV for 
KIC which is the lowest COV among all fracture parameters shown in Table 4-2. 
 
(a) NLSFM predictions for ߪே௨  and its range of variability 
Figure 4-10: NLSFM predictions for (a) and its range of variation based on the variability of 
the characterization of KIC (COV=19.27% ) and (b) comparison with experiments and CZM 
simulations reported by Gaedicke (2009). 
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(b) comparison with experiments 
Figure 4-10: (cont.) 
 
 
4.4 Application of the NLSFM to 3-D Airfield Slabs 
4.4.1 Geometry and finite element model 
The fracture mechanics-based approximation of the NLSFM formulated in Section 4.2 is 
used to analyze the strength capacity of three-dimensional airfield concrete slab loaded by the 
TDT single gear and TDT belly gears as described in Chapter 3. In this Chapter, only a through-
the-length crack placed at the position of maximum tensile stress at the top or bottom (crack 
position Γc6 for top and bottom stress loading cases described in Chapter 3) is considered. Figure 
4-11a shows the slab model, finite element mesh, and a bottom-initiated rectangular crack 
surface placed at the position of maximum tensile stress (x=3.08 m) when loaded by a single 
TDT gear. Figure 4-11b shows the slab with a surface-initiated rectangular crack surface placed 
at the position of maximum tensile stresses (x=3.38 m) when the slab is loaded by the TDT belly 
gears. Both models consist of a 3-D finite element coarse mesh of four-noded tetrahedral volume 
elements for the domain discretization with the crack surface explicitly modeled in the problem. 
The dimensions of the slab under elastic foundation (6.1 x 6.1 x 0.41 m3) and loading positions 
(TDT single or belly gears) are the same as described in the previous chapter, and they are shown 
in Figure 4-11 for both configurations. The following variables were changed with respect to the 
through-the-length crack, as shown in Table 4-3:  slab thickness, modulus of subgrade reaction, 
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and tire pressure (radius of loaded area). These variables were normalized, as noted in Table 4-3, 
with respect to L/ℓ and a/	ℓ (ℓ = radius of relative stiffness).   
    
(a) bottom-initiated crack 
 
   
(b) surface-initiated crack 
Figure 4-11: Finite element mesh and position of through-the-length rectangular cracks for 
(a) bottom-initiated crack loaded by single TDT gear and (b) surface-initiated crack loaded 
by TDT belly gears. Both slab models are drawn in perspective view. 
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Table 4-3: Loading and material properties for different cases for the concrete  
slab on elastic foundation for both bottom- and surface-initiated cracks.  
  case 1 case 2  case 3 
ρ (MPa) 1.03  1.38 1.38 
k (MPa/m) 81.6 40.8 20.4 
P (kg) 20,430 20,430 20,430 
ν 0.15 0.15 0.15 
E (GPa) 31.0 31.0 31.0 
ℓ (m) 1.21 1.44 1.72 L/ℓ  5.03 4.23 3.56 
ρ: tire pressure; k: modulus of subgrade reaction; P: wheel load; ν Poisson ratio; E: Young’s  
modulus; ℓ = ට ாௗయ
ଵଶ(ଵିఔమ)௞ర 	: radius of relative stiffness; d is the slab thickness; and L is the slab length. 
 
Figure 4-12 details the geometry of the crack surfaces, and crack front ܣܤതതതത, for both crack 
positions and loading cases. The crack has rectangular shape with length L = 6.1 m and different 
crack depth depths (a0). The local variable s = y/L describes the relative position along the crack 
front. 
 
(a) bottom-initiated crack 
   
(b) surface-initiated crack  
Figure 4-12: Geometry for through-the-length crack for (a) bottom-initiated and (b) surface-
initiated cracks. 
 
The GFEMhp framework, used for the validation problem of section 4.2, is used to evaluate the 
SIFs along the crack front for each slab case and the through-the-length crack. The rectangular 
crack is explicitly modeled in the global domain with mesh refinement applied at elements close 
to the crack front. It is important to note that the GFEMg-l strategy, described in Chapter 3, is not 
employed here because the crack is large enough (through-the-length) to be simulated efficiently 
in the global problem. Refinement occurred for elements intersecting the crack surface or crack 
vertices in order to have the ratio of the longest size of the element (Le) to the original crack size 
(a0) approximately	0.1 ≥ ܮ௘/ܽ଴ ≥ 0.03 near the crack front. The finite elements with the crack 
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passing through them had their nodes enriched with step functions (Equation 3-5) to model the 
discontinuity without the requirement of matching the crack surface and finite element mesh 
boundaries. The nodes immediately ahead of the crack front use the enrichment functions from 
the asymptotic expansion of the singular stress field (Equation 3-7). Nodes in the vicinity of the 
crack are enriched with high-order polynomials, shown in Equation 3-3, to better approximate 
the solution. 
 
4.4.2 Linear elastic fracture mechanics analysis for concrete slabs 
An initial LEFM analysis assessed the effect of the relative crack depth size (α0) on the 
concrete slab response. Several crack depths are simulated for both the bottom- and surface-
initiated cracks. Figure 4-13 and Figure 4-14 show the deformed mesh and stress results (σxx) 
problems for relative crack depth α0 = 0.3 for the slabs loaded by the TDT single and belly gears, 
respectively. As expected, the stresses are greatest under the wheel at the slab edge near the 
crack tip. Again, the extraction of SIFs from the 3-D analysis is performed along the crack 
vertices for opening mode (I), in-plane shear (II), and out-plane shear (III) stress intensity factors 
using the CFM (Szabo and Babuska, 1991).  
 
Figure 4-13: Deformed mesh and stress distribution (σxx) for bottom-initiated crack loaded by 
single TDT gear of case 2. 
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Figure 4-14: Deformed mesh and stress distribution (σxx) for surface-initiated crack loaded by 
TDT belly gears of case 2. 
 
Figure 4-15 shows the variation of mode I (KI) SIFs (vertical axes) with relative crack length (α0) 
along the crack front (s) for bottom- and surface-initiated cracks of scenario 2 (see Table 4-3). 
The horizontal axes are the different relative crack depths, α0, accounting for different initial 
crack sizes and the normalized crack front position s, which describes the relative position along 
the crack front, as shown in Figure 4-12. Figure 4-15 used a moving-least-square (MLS) 
technique to smoothly fit the results evaluated for 10 different values of α0, and 50 vertices along 
the crack front. 
 
The maximum KI values occurs at the slab’s loaded edge (s=0) and relative crack depths of 
α0=0.82 for both bottom- and surface-initiated cracks as shown in Figure 4-15a and b, 
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respectively. The graph shows for α0>0.82, the KI values decreases for all s values. For the 
bottom initiated crack (Figure 4-15a), this is due to the fact that the compression region at the top 
of the slab edge tends to close the crack front for deep crack notches under bending. In the case 
of the surface-initiated crack (Figure 4-15a), is the bottom region that is in compression and 
tends to close the crack front for deep cracks. This behavior was also observed by Roesler and 
Khazanovich (1997) for a through-the-length crack placed at the bottom of a highway slab and 
loaded at the slab edge by a dual tandem axle. The highest value for the bottom crack (KI=2.5 
MPa.m1/2) and for the surface crack (KI=4.5 MPa.m1/2) are both induced at the loaded edge with 
relative notch size of α0=0.82. Although the maximum KI value for this slab configuration 
occurred at α0=0.82, many other relative crack depths produce mode I SIF values that could 
propagate the crack unstably. Furthermore, the surface-initiated crack under the same gear 
loading produces a much greater mode I SIF relative to the bottom-initiated crack for the same 
crack geometry, as noted in Chapter 3. The slab’s geometric correction factor f only needs to be 
evaluated at the points of s=0 and variable α0, which is located at the slab edge A, as detailed in 
Figure 4-12a and b. The function f, which is a line at s = 0 of the plotted surfaces, will capture 
the variation of the KI with respect to α0  of Figure 4-15a,b for the bottom- and surface-initiated 
cracks, respectively.  
 
(a) bottom-initiated crack 
Figure 4-15: Variation of  SIFS in mode I (KI) versus relative crack length (α0) and position 
along the crack front (s) for  (a) bottom-initiated crack loaded by single TDT gear and (b) 
surface-initiated crack loaded by the TDT belly gear for case 2. 
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(b) surface-initiated crack 
Figure 4-15: (cont.) 
 
In order to determine what level of mix modality exists for this crack geometry and loading 
configurations, Figure 4-16 plots the variation of the mix modality through the ratio ܩூ (ܩூ,ூூ,ூூூ⁄ ) 
versus relative crack length (α0) and position along the crack front (s) for bottom- and surface-
initiated cracks. The mixed mode energy release rate ܩூ,ூூ,ூூூ is defined as 
ܩூ,ூூ,ூூூ = ܩூ + ܩூூ + ܩூூூ = ܭூଶܧത + ܭூூଶܧത + ܭூூூଶ2ߤ   (4-31) 
 where μ is the shear modulus and ܧത as in Equation (4-3). For pure mode I, a value of unity for 
the ratio ܩூ (ܩூ,ூூ,ூூூ⁄ ) is calculated. The horizontal axes again show the different relative crack 
depths (α0) and the normalized crack front position s. These plots also used a moving-least-
square (MLS) technique to smoothly fit the results evaluated for 10 different values of α0 and 50 
vertices along the crack front. 
 
The results in Figure 4-16a show that, for the bottom-initiated cracks, mode I (ܩூ) is the 
dominant fracture mode with negligible contribution by the shear modes in the total energy 
release rate ܩூ,ூூ,ூூூ. The only mixed modality exceptions are when ߙ଴ → 1	and ݏ → 0, which 
occurs at the loaded slab edge and for deeper notches. These ratios are still very close to the 
unity, and the symmetry of the TDT gear over the crack induces predominantly mode I (GI), with 
the negligible contribution of the shear modes (GII and GIII). The same trends can be observed for 
the surface-initiated cracks shown in Figure 4-16b. The energy release rate for mode I (GI) is the 
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dominant fracture mode with negligible contribution of the shear modes. For surface-initiated 
crack some mixed-modality is observed when ߙ଴ → 1	and ݏ → 0 and close to the opposite slab 
edge (ݏ → 1) away from the TDT gears for small crack depths (ߙ଴ < 0.3). Overall, these ratios 
are still very close to the unity, and contribution of the shear modes (GII and GIII) is negligible. 
Equation (4-31) is valid for the conclusions since it assumes the crack would propagating 
following the same plane of the crack front (mode I type of propagation with propagation angle θ 
=0o). In case of mixed-mode conditions, the SIFs should be evaluated as function of this 
propagation angle (θ ≠ 0o). 
 
In summary for this crack geometry and size, mode I is the dominant factor in the failure process 
and thus, the critical energy release rate, ܩூ஼, can be defined as ܩ௙ = ܩூ஼. The approach 
formulated in Section 4.2 to consider the nonlinearity of the FPZ can now be used to predict the 
nominal structural strength of the loaded slabs. 
 
(a) bottom-initiated crack 
Figure 4-16: Variation of the mixed modality through the ratio ܩூ (ܩூ,ூூ,ூூூ⁄ ) versus relative 
crack length (α0) and position along the crack front (s) for (a) bottom-initiated crack loaded 
by single TDT gear and (b) surface-initiated crack loaded by the TDT belly gears.  
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(b) surface-initiated crack 
Figure 4-16: (cont.) 
 
4.4.3 Nonlinear elastic fracture mechanics for concrete slabs with NLSFM 
In order to determine the nominal structural strength function,	ߪே௨,  the function f and g 
need to be determined from LEFM solutions for the SIFs presented in Figure 4-15a. For each 
crack configuration and for ܭூ values at s=0 (shown in Figure 4-15), the function f is fitted by a 
third-order polynomial, accordingly to Equation  (4-15). In this equation, 	ߪ௔௣௣ is the maximum 
tensile bending stress (ߪ௕௘௡ௗ = ߪ௫௫௠௔௫) at the position of the crack but calculated for the condition 
of the uncracked (plain surface) slab. For example, ߪ௕௘௡ௗ௕௢௧ is evaluated at the bottom edge of an 
uncracked slab loaded by the TDT single gear, while	ߪ௕௘௡ௗ
௧௢௣ is calculated at the top edge of a slab 
loaded by the TDT belly gears. Figure 3-3 of Chapter 3 showed this position of maximum tensile 
stresses of each loading case. Table 4-4 shows the maximum tensile stress results for each case 
scenario and loading configuration. 
Table 4-4: Maximum tensile stress at the edge of uncracked slab (ߪ௕௘௡ௗ)  
for cases 1, 2, and 3.  
  
ℓ  
(m) 
ߪ௕௘௡ௗ@ bottom
a 
(MPa) 
ߪ௕௘௡ௗ@ top
b 
(MPa) 
top/bottom 
ratio 
Case 1  1.21 1.91 2.16 1.13 
Case 2  1.44 3.19 3.60 1.13 
Case 3  1.72 3.83 4.32 1.13 
a: slab loaded by the single TDT gear. 
b: slab loaded by the TDT belly gears. 
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The analysis of the maximum stresses values for the uncracked slabs, presented in Table 4-4, 
shows that top-down cracking is more likely to occur. This is due to the fact that the stresses 
induced at the top by the TDT belly gear are 13% higher than the maximum stress induced at the 
bottom of the slab by the TDT single gear. Evangelista Jr. and Roesler (2010) determined the 
top/bottom ratios to be around 0.98 between the maximum stresses induced by the TDT belly 
and single gears which is only slightly smaller than the ratios found with the 3-D results showed 
in Table 4-4. 
 
The geometric correction functions (f) presented next only represents quantities for the vertex 
s=0 (loaded edge). Figure 4-17a,b show the extracted KI values for s=0 for bottom- and surface-
initiated cracks, for all three case scenarios presented in Table 4-3. For both loading 
configurations f is valid for the interval 0 ≤ ߙ ≤ 0.82,	since KI values decreases for ߙ ≥ 0.82	as 
shown in Figure 4-15.  
 
(a) KI for bottom-initiated crack 
Figure 4-17: KI and fitted f and f’geometric functions for bottom-initiated (a) and (c) and 
surface-initiated cracks (b) and (d), respectively. 
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(b) KI for surface-initiated crack 
 
  
 
(c) f and f’ for bottom crack 
Figure 4-17: (cont.) 
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(d) f and f’ for surface crack 
Figure 4-17: (cont.) 
 
For bottom- and surface-initiated cracks, the three scenarios induced different KI values, but the 
same f function described them due to the convenience of choosing ߪ௔௣௣ = ߪ௕௘௡ௗin Equation  
(4-15). Since linear elasticity is considered, KI changes proportionally to ߪ௕௘௡ௗ, and thus 
conveniently f is kept constant for the different maximum induced stresses ߪ௕௘௡ௗ. The 
nondimensional geometric function, g, can now be calculated through Equation (4-10) and its 
respective derivatives. Finally, the second-order approximation for 	ߪே௨ can be calculated 
through Equation (4-30) assuming the fracture properties Gf and c are known for the concrete of 
interest.  
 
4.4.4 Predictions for the structural strength ࣌ࡺ࢛ accordingly to NLSFM 
Figure 4-18 shows the nominal strength normalized by the respective ߪ௕௘௡ௗ for the three cases 
and two loading conditions. Typical fracture parameters for Gf=33 N/m, c=0.03 m, E=31 GPa, 
and KIC=1.0 MPa.m1/2 are assumed in order to determine the effect of the material nonlinearity 
on the slab’s nominal strength. The nominal strength, based on LEFM (ߪே௅ாிெ) from Equation 
(4-9), are also presented for comparisons. As expected, the nominal strength decreases with 
increasing relative notch depth for both nonlinear and LEFM approaches. The nominal strength 
increased for decreasing radius of relative stiffness,	ℓ, which primarily represents a reduction in 
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slab thickness and an accompanying increase in the nondimensional slab size (ܮ/ℓ). As seen in 
Figure 4-18a and b, the presence of the FPZ significantly affects the ߪே௨ for both the surface- 
and bottom-initiated cracks, especially when ߙ଴ → 0. As the crack depth becomes large, i.e., 
ߙ଴ → 0.82, the NLEFM behavior approaches LEFM conditions due to the negligible size of the 
FPZ compared to the initial crack (ܽ଴ ≫ ܿ). 
 
Due to the crack tip singularity in Equation (4-9), the LEFM approach is not able define a 
bounded nominal strength for small cracks, i.e., ܽ଴ → 0. However, the proposed NLSFM ߪே௨ 
predicted not only for small crack sizes, ܽ଴ → 0, but also for the slabs without cracks due to the 
second-order term in Equation (4-30). This is an important feature especially if this approach is 
to be used in current design procedures which does not account for the presence of existing 
cracks. For a future design method, one can predict the slab strength for ܽ଴ = 0 , and still be 
based on fracture mechanics and the measured fracture properties, Gf and c, for the actual 
concrete. 
 
(a) ߪே௨  and ߪே
௅ாிெ for bottom crack 
 
Figure 4-18: Normalized nominal strength functions, ߪே /ߪ௕௘௡ௗ, for cases 1, 2, and 3 
accordingly to LEFM (ߪே௅ாிெ) and proposed NLSFM model (ߪே௨) for (a) bottom-initiated and 
(b) surface-initiated cracks given Gf=33 N/m, c=0.03 m, E=31 GPa, and KIC=1.0 MPa.m1/2. 
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(b) ߪே௨  and ߪே
௅ாிெ for surface crack 
Figure 4-18: (cont.) 
 
The sensitivity of the structural strength, ߪே௨, to the fracture parameters are studied based on the 
typical ranges of Gf and c values extracted from the literature for quasi-brittle materials (Shah et 
al., 1995; Bazant and Planas, 1998). Figure 4-19 presents the sensitivity of normalized strength 
ߪே௨/ߪ௕௘௡ௗ to critical energy release rate, Gf, for bottom- and surface-initiated cracks for case 2. 
For a constant c=0.03 m, the nominal strength increases with the increasing Gf and decreases 
with the relative crack size (ߙ଴) for both crack and load configurations. A clear increase of the 
ratio is observed for increasing values of Gf as expected through their relations in Equations 
(4-13) and (4-30). This same increase is observed for any relative crack depth ߙ଴. As expected, 
the strength ratio decreased for increasing values of relative crack depth.  
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 (a) bottom-initiated crack 
 
 
 
(b) surface-initiated crack 
Figure 4-19: Sensitivity of normalized strength ߪே௨/ߪ௕௘௡ௗ 	 to critical energy release rate(Gf) 
for case 2 with (a) bottom-initiated and (b) surface-initiated cracks for c=0.03 m. 
 
Figure 4-20 presents the sensitivity of normalized strength ߪே௨/ߪ௕௘௡ௗ to the equivalent size of 
the FPZ, c, for bottom- and surface-initiated cracks and the input assumptions for case 2. The 
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normalized strength ratio increased with the decreasing of c and ߙ଴ for both load and crack 
configurations. The range of variation of ߪே௨/ߪ௕௘௡ௗ	 stretches over a wide range of magnitudes 
(0.1 to 3) with the expected variation of c and ߙ଴. A steeper increase in the nominal strength 
value is observed for ߙ଴ < 0.2, which becomes less sensitive for larger ߙ଴. Finally for relative 
larger crack sizes, the ratio for the structural strength is essentially independent of the FPZ size, 
c.  
 
The ߪே௨/ߪ௕௘௡ௗ	significantly increased when ߰ → 0 showing that LEFM predicts higher nominal 
strength results than the proposed nonlinear approach. Most of the variation in this ratio ߪே௨/
ߪ௕௘௡ௗ  was for ߙ଴ < 0.10 and increasing ߰. These results also emphasize that LEFM predictions 
are not realistic for most of the range ߰	for quasi-brittle materials, especially for smaller initial 
crack depths.  
   
(a) bottom-initiated crack 
Figure 4-20: Sensitivity of case 2 normalized strength ߪே௨/ߪ௕௘௡ௗ 	to relative size of FPZ 
(߰ = ܿ/݀) and crack depth ratio (ߙ଴) for (a) bottom-initiated and (b) surface-initiated cracks 
and Gf=33 N/m. 
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(b) surface-initiated crack 
Figure 4-20: (cont.) 
 
4.4.5 Comparison between bottom- and surface-initiated cracks on airfield pavements 
The discussions presented so far revolve around predicting the structural strength of the 
slab based on the FPZ, but no discussion have been made comparing the likelihood of failure for 
both crack locations (bottom- and surface-initiated) and respective aircraft loading positions. 
This section directly compares the structural strength of the bottom- and surface-initiated cracks 
to determine the preferential mode of slab failure given an initial top-down or bottom-up crack. 
This assessment also indirectly compares the effect of different gear configurations (single TDT 
gear load and TDT belly gears) on the slab’s structural strength.  
 
Figure 4-21 shows the results of the ratios ܭூ
௧௢௣ ܭூ
௕௢௧ൗ  for the surface- and bottom-initiated 
cracks based on LEFM assumptions. The mode I ratio of SIFs vary for different relative crack 
depths, α0, and normalized position along the crack front, s. The maximum ratio occurs away 
from the loaded edge of the slab (s = 1) and for larger initial crack sizes, α0. For almost all values 
of s and α0, the TDT belly gears induced significantly higher mode I SIFs with the ratio tending 
to decrease towards the loaded edge (ݏ → 0) and more uniformly distributed for small α0. The 
results showed in Figure 4-14 and Figure 4-15 (Section 4.4.2) showed that the highest KI values 
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are induced at the loaded edge (s = 0) for both loading cases. The ܭூ
௧௢௣ ܭூ
௕௢௧ൗ   ratios for that 
region are greater than 2 as detailed in Figure 4-21b.  Therefore, the opening stresses at the slab 
edge are doubly intensified with the presence of the surface-initiated crack rather than the 
bottom-initiated one for all crack depth ratios, ߙ଴. 
 
 
(a) 0 < s < 1  
 
 
 
(b) detail for 0 < s < 0.2 
Figure 4-21: Ratio of	ܭூ
௧௢௣/ܭூ௕௢௧ for surface- and bottom-initiated SIFs in mode I (KI) for 
LEFM conditions. 
 
Figure 4-22 shows the nominal strength ratios of bottom- to surface-initiated cracks for typical 
fracture properties of Gf=33 N/m and c=0.03 m. The nominal strengths ߪே௨
௧௢௣ and ߪே௨௕௢௧ are 
calculated from Equations (4-9) and (4-30)for the LEFM and NLSFM approach, respectively. 
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Surface-initiated cracks present lower strengths than bottom-initiated cracks for both LEFM and 
NLSFM assumptions (ߪே௨
௧௢௣ ߪே௨
௕௢௧ൗ < 1), which suggests a higher likelihood for top-down crack 
rather than bottom-up. Furthermore, the bottom-top stress ratios decreased for increasing values 
of ߙ଴ with ߪே௨௕௢௧ ≈ 1.25ߪே௨௧௢௣ for ߙ଴ = 0 while  ߪே௨௕௢௧ ≈ 2ߪே௨௧௢௣  for ߙ଴ = 0.82. This is a very 
important finding since shows that the potential for top-down crack increases for larger surface 
crack depths, and linear elastic stress analysis is not reliable to correctly predict critical cases in 
which a premature failure can occur with the presence of surface cracks relative to bottom 
cracks. If the fracture properties are the same for both bottom- and surface-initiated cases, and 
using Equations (4-9), the ratio for the LEFM assumptions are the following: 
ߪ௅ாிெ
௧௢௣
ߪ௅ாிெ
௕௢௧ ∝
݂௕௢௧(ߙ଴)
݂௧௢௣(ߙ଴) (4-32) 
where ∝ express proportionality. 
 
Using Equation (4-30), the ratio for the NLSFM assumption follows: 
ߪே௨
௧௢௣
ߪே௨
௕௢௧ ∝ ඨ
݃௕௢௧(ߙ଴) + ݃′௕௢௧(ߙ଴) + ݃"௕௢௧(ߙ଴)
݃௧௢௣(ߙ଴) + ݃′௧௢௣(ߙ଴) + ݃"௧௢௣(ߙ଴) (4-33) 
 
The equations demonstrate the ratio only depends on the geometric function f for LEFM 
assumptions, and the g, g’, and g” for the NLSFM assumptions. The dimensionless geometric 
function g embeds the dependence of the geometry and boundary conditions (loading 
configuration, elastic foundation, and crack position) with increasing crack depth ratio, ߙ଴. The 
reduced strength presented by the surface-initiated cracks is solely due to the combination of the 
loading configuration and positioning of the TDT belly gear relative to the crack location at the 
surface. 
 
Another important observation is that both LEFM and NLSFM assumptions showed the same 
trend and shape for the top to bottom strength ratios, but slightly different magnitudes for the 
ratios. This suggests that LEFM can still be regarded as adequate for the relative comparison 
between two different structures or properties even though the assumptions do not provide an 
accurate prediction of the actual nominal strength of the slab. Therefore, the LEFM ܭூ
௧௢௣/ܭூ௕௢௧ 
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ratios also provide valid comparative information about the ratios of bottom- and surface-
initiated cracks. 
 
Figure 4-22: Ratio ߪ௧௢௣/ߪ௕௢௧ for both LEFM and proposed NLSFM approach assuming Gf=33 
N/m, c=0.03 m, and KIC=1.0 MPa.m1/2 for case 2 inputs. 
 
Figure 4-23 shows the normalized strength,ߪே௨/ߪ௕௘௡ௗ, for both bottom- and surface-initiated 
cracks with increasing ߙ଴ for cases 1, 2, and 3. The bending stresses (ߪ௕௘௡ௗ) in Figure 4-23 used 
to normalize the nominal strength can be found in Table 4-4. The results clearly shows that all 
surface-initiated cracks cases (solid curves) presented lower nominal strengths than the 
respective scenarios with bottom-initiated cracks. Since this behavior occurs for all three 
scenario cases, it proves that top-down cracking can occur more frequently than bottom-up 
propagation for a given notch depth ratio and over a wide range of radius of relative stiffness ℓ 
(see  Table 4-3). 
 
Figure 4-23 also allows the study of the equivalency of the strength between the two loading 
conditions and different material properties of the slab for a given crack depth. Consider, for 
example, the intersection between the curves of ߪே௨
௧௢௣ of case 1 (ℓଵ = 1.21	m with kଵ =81.6	MPa/m) and ߪே௨௕௢௧ of case 2 (ℓଶ = 1.44	m with kଶ = 40.8	MPa/m).  These two curves 
have a strength intersection at a crack depth of ߙ଴ = 0.22 (ߪே௨ ߪ௕௘௡ௗ⁄ = 0.78). Therefore, the 
case for the surface-initiated cracks presents the same strength than the case with the bottom-
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initiated crack in a slab with two times more foundation support (kଵ = 2kଶ). This is very 
important information from a design perspective, since the slab dimensions and material 
properties can be adequate for the TDT single gear loading and bottom-initiated crack, but the 
TDT belly gear loading would require much more support from the foundation to withstand the 
same initial surface crack in the slab. 
 
Figure 4-23: Normalized nominal strength ratio, ߪே௨/ߪ௕௘௡ௗ, for bottom- and surface-initiated 
cracks for cases 1, 2, and 3 and assumed Gf=33 N/m and c=0.03 m.  
 
The sensitivity of the normalized strength ratio ߪே௨
௧௢௣/ߪே௨௕௢௧ with respect to simultaneously 
variation of the fracture properties, Gf and c, is shown in Figure 4-24 for three different crack 
depths (ߙ଴ = 0,	ߙ଴ = 15, and ߙ଴ = 45) given case 2. The results show that the ߪே௨௧௢௣/ߪே௨௕௢௧ 	ratio 
decreases with increasing c for the three crack depths and all values of Gf. Therefore surface-
initiated cracks produce lower slab strengths compared to the nominal strength for bottom-
initiated cracks for larger FPZs sizes. This dependence is due to the interaction of c (embedded 
in the constant term ߢ௜) with the derivatives g’ and g” in Equation (4-30). The general trend of 
this dependence upon the crack depth size ߙ଴ = 0 is observed by comparing Figure 4-24a,b, and 
c. As the ߙ଴increases, the shape of the normalized strength variation changes from slightly 
convex (for ߙ଴ = 0)  to linear for larger notches sizes (ߙ଴ = 0.15 and ߙ଴ = 0.45). This behavior 
emphasizes the simultaneous interaction between the equivalent size of the FPZ and size of 
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existing cracks in the magnitude of the top-down ratio. Moreover, Gf does not have any influence 
for the ratio, since Gf increases or decreases ߪே௨
௧௢௣ and ߪே௨௕௢௧ the same amount.  
 
(a) ߙ଴ = 0 
 
  
(b) ߙ଴ = 0.15 
Figure 4-24: Sensitivity of the normalized strength ratio ߪே௨
௧௢௣/ߪே௨௕௢௧ with fracture properties 
(Gf and c) for (a) ߙ଴ = 0,  (b) ߙ଴ = 0.15, and (c) ߙ଴ = 0.45 for case 2. 
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(c) ߙ଴ = 0.45 
Figure 4-24: (cont.) 
 
4.5 Chapter Summary 
This chapter proposed an integrated semi-analytical approach to consider the 
nonlinearities ahead of the crack front through the equivalent size of the FPZ, c in quasi-brittle 
materials.  In this nonlinear elastic strength fracture method (NLSFM), the extraction of crack 
front quantities, such as SIF, are performed through finite element analysis, and then an 
analytical equivalent elastic crack approach accounts for the FPZ effects on the structural 
performance.  The nominal strength is predicted through a high-order approximation for 
structures with plain (no existing cracks or flaws) and cracked surfaces. It was shown that the 
proposed approach led to equivalent results with the widely used method to predict structural 
strength for quasi-brittle materials, such as the size effect model and its most recent refinement, 
the universal size effect model. The developed approximation of  NLSFM uses physically-based 
fracture properties such as the critical energy release rate and the equivalent size of the FPZ 
which can be determined from known standard procedures, such as the Irwin estimation, two-
parameter fracture model, and size effect model. The latter two provide size- and shape-
independent fracture characterization for Gf and c for quasi-brittle materials.  
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The proposed NLSFM also provides an extension of the applications of nonlinear fracture 
methods, such as equivalent elastic crack methods, to large scale 3-D problems with realistic 
boundary conditions and loading configurations. This was only possible recently due to the 
efficiency afforded by the application of the GFEM and its flexibility in putting realistic crack 
surface at any location within the existing model without fitting the crack boundaries to the finite 
element mesh. This combination significantly contributes to the advance of the fracture 
mechanics of quasi-brittle materials and also overcomes the complexity and computational cost 
that become prohibitive in using nonlinear models, such as CZM, to solve realistic 3-D 
problems. The NLSFM advances the state-of-the-art of computational modeling of failure in 
nonlinear materials which currently are limited to 2-D structures or cases of simple geometries 
and boundary conditions such as laboratory test specimens.  The NLSFM was validated with a 
through-the-length notched slab test supported by an soil foundation. NLSFM was able to 
reasonably predict the peak (flexural) load capacity of the slab based on the measured concrete 
fracture properties and slab geometric function derived from the GFEM analysis. 
 
The NLSFM was used to analyze airfield rigid pavements with cracks placed at the critical 
location for top and bottom tensile stresses and slabs loaded with a TDT single gear and TDT 
belly gears. This extends the analysis performed in the previous chapter with the consideration of 
the nonlinearity of the concrete material. The results confirmed the prediction of the preferential 
crack propagation being surface-initiated cracks rather than bottom-initiated ones especially for 
larger sizes of the FPZ. The sensitivity study demonstrated the significance of accounting for the 
nonlinear effects due to the FPZ in quasi-brittle materials material or structures, since larger sizes 
of the FPZ contributes to lower strengths for surface-initiated crack compared to the bottom-
initiated ones. Furthermore the proposed NLSFM provides a comprehensive understanding of the 
main interactions between fracture properties, slab geometry, initial crack sizes and position, and 
loading configurations in the fracture mechanisms which induces bottom-up or top-down 
cracking in airfield concrete slabs.  
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CHAPTER 5 
CONCLUSIONS AND RECCOMENDATIONS FOR FUTURE WORK 
5. Conclusions and Recommendations for Future Work 
The main objective of this study is the development and application of computational models and 
numerical tools for analyzing the structural performance of quasi-brittle materials especially 
concrete structures. It advances the state-of-the-art of computational modeling of failure in quasi-
brittle materials, currently limited to 2-D structures or laboratory test specimens, to consider 3-D 
geometries and large scale problems with realistic boundary conditions and loading 
configurations.   
Firstly a cohesive zone model (CZM) is formulated and implemented in a finite element 
framework to simulate crack growth in mode I for quasi-brittle materials. The model is based in 
the thermodynamics of irreversible processes which allows for loading, unloading, and re-
loading when stress redistribution leads to displacement unloading at the cohesive interfaces. 
This overcomes numerical instability, lack of convergence, and oscillations in the traction profile 
commonly reported to cohesive zone models. A damage-based CZM is defined by fracture 
parameters derived from standard fracture tests for quasi-brittle materials (KIC, CTODC, Gf, and 
GF) and tensile strength (ft’). The proposed model accurately predicted the fracture behavior of  
2-D and 3-D SEN(B) specimens for a wide range of quasi-brittle materials including concrete 
mixtures with virgin aggregates and recycled concrete aggregates (RCA), and concrete with 
RCA and fibers or nano-silica particles. 
 
A novel computational framework, the generalized finite element method (GFEM), is also 
employed to tackle the complexity and computational cost that limits the use of current 
numerical methods to realistic 3-D problems. The GFEM is used in a multi-scale approach for 
multi-site damage (MSD) problems where multiple cracks are simultaneously considered in 
critical regions of the 3-D airfield concrete slab domain. The GFEM framework allows the 
construction of tailored approximations to overcome mesh design and computational issues when 
using standard FEM methods to simulate large scale problems.  
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The global-local concept within the GFEM framework (GFEMg-l), allow the kinematics of cracks 
solved in small local problems to be represented in the global domain through enrichment 
function from the solutions of the local problems rather than explicitly modeling each crack 
discretely in the global domain. The results of the MSD analysis shows that surface-initiated 
cracks placed adjacent to the wheel gear are not likely to induce top-down or bottom-up cracking 
for both aircraft loading conditions due to lower KI and G values compared to the other potential 
critical positions. Overall, the analysis identified that the cracks are predominantly in mode I. 
The analysis of KI values along the crack front showed that bottom-up propagation is most likely 
for bottom-initiated cracks placed at the middle edge of the slab loaded by the TDT single gear. 
For the slab loaded by the TDT belly gears, the surface-initiated cracks placed near the mid-slab 
edge produced even higher KI and G values, especially for the through-the-length rectangular 
crack. In addition, the results showed that shorter partial-length cracks placed at the slab edge 
cracks can induce stress intensity factors as high as much larger cracks if the quarter-elliptical 
crack is sufficiently deep enough in the thickness direction. 
 
It was also proposed an approach called nonlinear strength fracture model (NLSFM) to predict 
the structural strength or load capacity of three-dimensional concrete structures considering the 
structure geometry, loading configuration, and the nonlinearities ahead of the crack front. The 
NLSFM used the size- and shape-independent fracture properties defined  through the critical 
energy release rate, Gf, and size of fracture process zone, c to predict material independent 
strength-curve, given the structural geometry, boundary conditions, loading, initial crack length 
are computationally defined through a pre-defined geometric function for the three-dimensional 
structure of interest. The NLSFM accounted for the size and behavior of the fracture process 
zone in quasi-brittle materials and structures predicting the nominal strength through a higher-
order approximation for 3D structures with plain (no existing cracks or flaws) and cracked 
surfaces. The model was validated with large scale slab tests from the literature. The model was 
able to predict the peak load of cracked and uncracked slabs over soil foundation based on results 
of fracture tests of SEN(B) and DCT specimens. 
 
Although the method was applied here to airfield concrete slab loaded by aircraft landing gears, 
it can be applied to any 3-D geometries and loading configurations to predict the structural 
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strength for fracture failure in mode I.  This ability of the proposed method advances the state-of-
the-art of computational modeling of failure in concrete structures, currently limited to 2-D 
structures or laboratory test specimens, to large scale 3-D problems with realistic boundary 
conditions and loading configurations. The efficiency of the method was greatly due to the 
flexibility of the GFEM in putting realistic crack surfaces at any location within the 3-D models 
without the need to fit the finite element mesh with the crack boundaries. This ability of the 
GFEM, along with the NLSFM capabilities to predict nonlinear structural strength, demonstrated 
to be crucial to tackle the complexity and computational cost that limits the use of nonlinear 
models such as the CZMs to realistic 3-D problems. The proposed approach was used as a 
computational platform to analyze the cracking potential for airfield concrete slabs with existing 
surface- and bottom-initiated cracks. The results show that starter cracks can induce unstable 
crack propagation under specific loading configurations and material fracture properties. Given 
existing surface and bottom starter cracks of the same geometry in the concrete slabs, it was 
much easier to propagate surface cracks under triple dual tandem gear loading relative to the 
traditional design assumption that bottom-up fatigue cracks are the critical failure mode for 
airfield concrete slabs. 
 
The main outcome of this research is the prediction of the failure mechanisms in 3-D concrete 
structures allowing the quantification of key engineering parameters such as the structural 
strength of under more realistic assumptions of geometry and boundaries conditions. The 
proposed tools provided a comprehensive understanding of the main interactions of the 
material’s fracture properties, structural geometry, initial crack sizes and position, and loading 
configurations in the mechanisms of failure which eventually causes crack propagation and 
structural failure in concrete structures. The proposed approach emerges as an alternative to 
efficiently model and solve large scale problems with quasi-brittle materials, and avoids potential 
problems with convergence and high computational cost common to CZM modeling. Ultimately, 
this study facilitates the integration of sophisticated fracture mechanics analysis and current 
structural design procedures in order to account to more realistic failure conditions in structures 
with quasi-brittle materials. 
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5.1. Recommendations for Future Work 
The robustness of the developed approaches can further be developed and extended to other 
potential areas for future research: 
 
 Extension of the 3-D CZM to mixed-mode fracture properties. First, an experiment 
should be proposed in order to characterize fracture properties of quasi-brittle materials. 
Then, a damage evolution law for mixed-mode can be formulated. 
 
 Use the proposed approximation for other 3D problems and loading configurations in 
order to account the effects of the fracture process zone in the structural performance 
with other geometries and loading configurations. 
 
 Combination/integration of the proposed method to predict structural strength of concrete 
slabs with the initial crack depth approach proposed by Rao and Roesler (2005) which 
considers the curling of the slab represented by a effective built-in temperature 
difference. The integration of the two models will allow the accurate prediction of the 
strength reduction considering the early-age surface micro cracking due to the combined 
effects of nonlinear built-in temperature gradients, irreversible shrinkage, moisture 
gradients, and creep. 
 
 Extension of the nonlinear fracture mechanics approach to geometries with partial length 
cracks such as quarter elliptical cracks placed at the slab edges. This will map the 
structural strength due to increase of the partial length cracks in two directions inside the 
structure allowing for a more comprehensive study of potential failure conditions. 
 
 Extension of the proposed approach to consider mixed-modality ahead of the crack front. 
In this case an integrated effort of theory, experiments, and computational analysis can 
propose a methodology to incorporate the different energies and material properties to 
predict the structural strength under mixed-mode conditions.   
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 Incorporation of thermal, creep, and shrinkage effects through the formulation and 
implementation of a coupled multi-physics approach in the FEM/GFEM framework. This 
will introduce even more realistic conditions into concrete structures allowing to solving 
more complex problems. 
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