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All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or transmitted, in any form or by any means, electronic, mechanical, photocopying, recording, or otherwise, without the prior written permission of SAE. Since wireless links have limited bandwidth, uploading software in thousands of vehicles in a cost-effective and timely manner is a challenge. Another major issue related to the remote software update is the security of the update process. In another paper, we addressed the security issue of the update process. In this paper, we present a wireless multicasting technique for uploading software in vehicles. Since the servers that will be broadcasting the software are located in some permanent places, and the vehicles are located all over the country, the software upload process has to depend on an infrastructure such as the cellular infrastructure. We have developed simulation models to determine the performance of our proposed wireless multicasting technique for remote software uploads. We simulated hundreds of vehicles distributed around a city area. In the simulation model, we assumed realistic speeds for the vehicles depending upon where the vehicles were located. The vehicles transfer the software from a buffer to an electronic control unit (ECU) when their ignition is off. Our simulation results show that if the multicast technique is used instead of the unicast technique (one vehicle at a time), then the software can be updated in a very cost-effective manner. The paper will give a detailed description of our technique and provide numerous results of the simulations collected for various distributions of the systems and vehicles.
INTRODUCTION
Today, most of the electronic controller units (ECUs) have in-vehicle programming (IVP) capabilities. Some of the ECUs in the modern vehicle are IC (instrument cluster), ABS (antilock brake system), ECM (engine control module), PCM (power control module), BCM (body control module), HVAC, infotainment systems, radio, MP3 player, DVD, On Star, door module, seat module, airbag module, navigation module, etc.
Sometimes software needs to be updated for various reasons, such as: calibration update, a problem with the existing software in modules, a recall of the vehicle due to software error, a new implementation, or the addition of new features. Some component suppliers only have a limited time to develop their products, and sometimes products go into production with very little testing. Such components are at high risk of unacceptable behavior later on, and it is very useful to have a cost-effective reprogramming system in place. Nowadays, if there is a need for a software update, a customer usually goes to the dealer, and the technician reprograms the module by physically plugging a programmer into the connector that has access to the intervehicele bus or busses such as CAN, LIN, J1850, UBP, SCP, etc. The programmer then uploads software into the vehicle's modules. Technicians at a dealership upload new software into vehicles one vehicle at a time. If there is a vehicle recall due to software error, dealers would have to reprogram hundreds of thousands of vehicles. The process of uploading software into each vehicle is an inconvenience for both the dealers and the customers. The car manufacturers lose money and the customers lose confidence because of this process. For each module to be programmed, it will take time for setup and actual servicing, including taking the customer's time to make the appointment, physically bringing the vehicle to the dealer, and spending time while the vehicle is being serviced. In addition, it takes months to update the software in all the vehicles, and there is no guarantee that all customers will bring in their vehicles for service.
Our motivation is to bring down the cost of updating modules by broadcasting the software that will be updated in particular modules in vehicles. Cellular towers are currently located in cities, towns and near major roads where the most vehicles are located. Car manufacturers can jointly work with major cellular companies to have some channels reserved for their needs, or lease the channels when needed. Software can be updated in vehicles by using either a unicast or a multicast process. In a unicast process, the vehicles will receive software on an individual basis, but in a multicast process, all vehicles within the range of a tower will receive software in parallel. However, updating software using the multicast process will need significantly less bandwidth than that needed by the unicast process.
Security of the transferred software is an important aspect of multicast programming. A vehicle network must have a cost-effective security system. The desired level of security needs to have a good balance of cost and extensiveness [3] . We will mainly focus on the wireless update process and leave security issues for another paper. This paper presents simulation models for performing remote software updates in vehicles. The simulation results show that updating software using the multicast process is very cost-effective compared to using the unicast process.
RELATED WORK
Rooftop networks, proposed in [1] , provide an alternative to wired networks. The rooftop network is not mobile. In this network, antennas are mounted on building roofs, and several can be installed in metropolitan areas. The antennas are placed in line-of-sight orientation to their neighbors. The routing algorithm for rooftop networks proposes self-configuration for hundreds of thousands of such nodes in a metropolitan area. However, the routing algorithm faces significant scalability and security challenges.
GeoMote [2] developed a routing algorithm for TinyOS (Operating System for Tiny Networked Sensors). Lowcost, densely placed networked sensors with limited available memory, power and processing resources are called "motes". Every mote must know its own location in order to participate in the network. Three types of motes: GeoRouters, GeoGateways and GeoHosts are used in the networks. GeoRouters run routing algorithms to decide how the messages are to be routed based on the geographical locations.
OnStar, Vetronix and Networkcar have remote diagnostics programs. If remote diagnostics programs prove to be successful, OEMs will be sure to invest more to exploit remote diagnostics [4] .
SOFTWARE SIMULATION DESCRIPTION
Our software consists of the simulation of three major elements: a map, the towers and the vehicles. These elements interact with each other. The vehicle movement and the tower broadcast are represented on a map, as shown in Figure 1 .
The map, shown in Figure 1 , is an array representing city blocks. City blocks consist of empty spaces and roads. In our simulation model, a vehicle cannot exist in an empty space -it can only be on a road. Roads intersect with each other. Software simulation considers situations in which a vehicle can travel east or west, north or south, and north, west, south, and east at intersections (see Figure 2 ). The towers are represented on the map. Each city block is under some tower coverage. Only the tower coverage of the roads is of interest to us. The towers broadcast software to their coverage area. For simplicity, we have assumed that there are no overlaps of the coverage areas of the towers. Assuming there is no overlap of tower coverage areas is reasonable, because a vehicle receiver can have a signal strength detector and the detector may be set to only accept the strongest signal.
Vehicles are simulated to be traveling on these roads. The vehicle position and direction is determined in the initialization phase of the simulation software. A vehicle may change direction when it reaches an intersection. When a vehicle enters an intersection, it randomly decides to change or not to change its current direction. For simplicity, if a vehicle reaches a boundary of the map, it reverses its direction. The vehicle receives software packets from the tower while it is moving. The vehicle may miss receiving a packet due to a weak signal and noise, or due to a change in the coverage area. The original equipment manufacturer (OEM) or the supplier decides that a certain ECU needs an update. The OEM sends the software for a target ECU to the central server (CS). The CS uploads the software to the nearest tower, and the tower starts broadcasting the software to the vehicles within its coverage area. The tower also sends the software to its neighboring towers. The software must contain information about the vehicle model and year and about the ECU. The vehicle must recognize if the software that is being received is targeting one of its ECUs. If the software is targeting an ECU on the vehicle, the vehicle will buffer the received software. If the software is not targeting an ECU of the vehicle, the vehicle will ignore that software. The received software must contain version control information. The vehicle will compare the ECU's current software version with the received software version. The vehicle accepts received software only if the version of the broadcast software is newer than the version of the software currently available in the ECU. The strategy of matching the new software with the current software in the target ECU will be the topic of a different paper. In our simulation, we will only consider vehicles that have an ECU in need of an update.
Software Packets: The software is divided into smaller pieces of code, called packets. A tower sends packets sequentially, from the first packet to the last. Vehicles accept software packets that are being wirelessly sent from the tower. A vehicle may fail to receive a packet for various reasons, such as the presence of noise, transition from one tower to the next tower, etc. If a vehicle starts receiving a packet and does not receive the next packet for some time, or if it receives the last packet sent but some prior packets are missing, then it will start sending periodic "complain" messages indicating that the vehicle's target ECU has not been programmed. After a tower has sent all of the software packets it waits for some time to determine whether any vehicle sends a message indicating that the target ECU has not been programmed. We use the symbol VNP for any message that indicates that a vehicle has not been programmed, and the symbol WP to indicate the time during which the vehicle waits for the VNP message. A VNP message will identify what software is missing from a vehicle. If a tower receives a VNP message during the period WP, it starts transmitting the entire software all over again. If a vehicle exits and stays out of the coverage area after the WP period it will not be updated: the software will remain in the tower's buffer during the WP period. If a tower does not receive the VNP message, the tower flushes its buffer to make it free for other activities. If the tower receives a VNP message after the WP period, it will request the software from the central server, and the entire process of broadcasting the software is then repeated. Figure 3 shows the broadcasting timeline. The entire process includes the following steps, as shown in Figure 3: 1) The tower starts broadcasting the software.
2) The tower finishes broadcasting the software.
3) The tower waits in the WP state. 4) The tower receives a VNP message. 5) The tower starts broadcasting the software.
6) The tower waits in the WP state and does not receive any VNP message. 7) The tower deletes the software from its buffer.
Figure 3 -Broadcasting timeline
There must be a dedicated device in the electrical architecture of the vehicle, perhaps a new ECU (WECU -Wireless ECU) which is capable of wireless communication. The vehicle will have a buffer large enough to store memory of the largest ECU in the vehicle's network architecture. The vehicle will receive the software via the WECU and save it in its buffer. The target ECU is reprogrammed from the buffer when it becomes convenient, i.e. safety critical ECUs may be updated when the vehicle stops and the ignition is off. Other ECUs may be updated on the fly. The WECU will determine if it is safe to update the target ECU. The designated ECU will check the battery condition and other target-specific conditions. Updating a vehicle without the customer's consent can pose problems. For example, the vehicle owner has memorized his/her favorite seat position. Their saved seat information will be lost during the software update, and the customer will notice the difference.
Simulation Process -Our software simulation executes in loops. Each loop takes the smallest time interval, here called time instance TI. In our simulation, the value of TI is 12.5 ms. The entire packet has been broken down in the simulation program into many small packets, and the size of each packet is 1KB (kilobytes). We assumed that a vehicle needs 8 time instances (TI) to receive a packet. In other words, the speed of the wireless communication is 10 KB/sec.
Broadcast Delay -The delay between a pair of neighboring towers is one hop. We consider one hop delay to be equal to one packet delay, or 8-TI delay. We assumed that tower T0 is the closest tower to the server. Since different towers are located at different hop distances away from Tower T0, different towers start broadcasting the software after a different length of delay, as shown in Figure 4 . Tower T0, which is closest to the server, has no delay in broadcasting the software.
Signal Strength -The wireless signal is the strongest in the immediate vicinity of a tower. The signal strength of the broadcast in a city block depends on the distance from the city block to the broadcasting tower. We have defined four levels of signal strength. The city blocks closest to the tower have the strongest signal. The strongest signal is represented by using four fully colored bars, as shown in Figure 5 . The city block that is farthest from the broadcasting tower has the weakest signal and it is represented with one fully colored bar, as shown in Figure 5 . The vehicle in the city block with the strongest signal has the highest probability of receiving broadcasted packets. The vehicle in the city block with the weakest signal has the least probability of receiving broadcasted packets.
RESULTS
We ran our simulation with various input parameters. Figure 6 shows the outcome of the simulation. The cost, which is the number of times the towers had to rebroadcast the entire software, is shown on the Y-axis. The size of the software in packets is shown on the Xaxis. The average cost to rebroadcast the software increases with the number of vehicles on the roads. As we mentioned earlier, packets may be lost due to low signal strength or due to movements of the vehicles from one tower region to another. T1   T2   T10   T9   T8   T7   T6   T5   T4   T3   T0   T18   T17   T16   T15   T14   T13   T12 We assumed east-west and north-south roads connecting two intersections to be 800 meters long. Also, we assumed the length of the intersection to be 50 meters. Let's say that the bandwidth of the wireless link is 10 KB/sec. If a vehicle is moving at 100 km/hour it will travel 0.347 meter per time instance (12.5 ms). For simplicity, the simulation program updates the vehicle's position on the map after every 10 meters. (Number of packets) x (number of instances per packet) x (time instance) = time for 1 software broadcast For example, software containing 1500 packets will need 1500x 8 x 12.5 x 10 -3 s = 150 sec to be uploaded in vehicles.
The signal strength at a vehicle depends on its distance from the nearest tower. In our simulation, a vehicle has to be in the coverage area during a software broadcast for 8 consecutive time instances in order for it to receive a complete packet. There is a possibility that the vehicle may receive corrupted data in any of the 8 time instances while a packet is being received, resulting in the loss of the packet. Figure 6 shows the results of the simulation runs for the following parameters.
• The probability of losing a packet is 10% in a region where the signal strength is the weakest (signal where only one bar is green, as shown in Figure 5 ) • The probability of losing a packet is 5% in a region where the signal strength is nearly the weakest (signal where two bars are green, as shown in Figure 5 ) • The probability of losing a packet is 2.5% in a region where the signal strength is nearly the strongest (signal where three bars are green, as shown in Figure 5 ) • The probability of losing a packet is 0.01% in a region where the signal strength is the strongest (signal where all four bars are green, as shown in Figure 5 ) Figure 6 is divided into two parts. The bottom part of Figure 6 shows the result for the case which assumes that the vehicles only lost packets because they were moving from one tower region to another. More specifically, this means that while a vehicle was receiving a packet it did not stay within the coverage of the tower from which it was receiving the packet for eight time instances (TI). For this case, the towers only broadcast the software a couple of times. The top part of Figure 6 shows the result for the case which took into consideration the vehicle movements and signal strengths. Figure 6 shows that the vehicles lost some packets mostly due to weak signals rather than due to vehicle movement. Thus, when signal strengths were taken into consideration, the towers had to broadcast the software significantly more times than when we were just considering vehicle movement. Figure 6 shows that the towers had to broadcast the software containing 1500 packets 18 times to load it into 500 vehicles. However, had the vehicles been uploaded one at a time instead of all 500 vehicles in parallel, then the towers would have been broadcasting the software 500 times. Thus, there is significant bandwidth saving when a group of vehicles is uploaded in parallel. This means that when compared to the unicast technique, a software upload using the multicast technique will result in significant cost savings. 
CONCLUSION
A study has been done to evaluate the effectiveness of software updates in vehicles using the multicast technique. We did a simulation assuming vehicles would move as predicted on city block maps. As the vehicles move from one city block to the next, they also move from one tower region to another tower region. According to the simulation results, updating software in vehicles using the multicast process is very costeffective compared to that using the unicast process. Since the software can be updated using existing cell phone networks, no additional infrastructure is necessary for updating software in vehicles.
