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In the ocean, internal gravity waves are generated by tidal flow over
sea floor topography. An internal gravity wave is only able to freely propagate
if the buoyancy frequency is greater than the driving frequency, where the
buoyancy frequency is proportional to the square root of the density gradient.
A turning depth is defined as a height below which the buoyancy frequency
is less than the driving frequency. King et al. showed that turning depths
for internal waves generated by lunar tidal flow exist in the ocean, at varying
heights from the sea floor [11]. The present study is the first to examine the
generation and propagation of internal waves by tidal flow over topography
that lies below a turning depth. I use laboratory experiments and numerical
simulations to examine the effect of these turning depths on energy flux of
the internal waves generated by tidal flow over topography. I find excellent
agreement between numerical and laboratory work, and I show that the inter-
nal wave energy is strongly damped by the presence of a turning depth above
iv
the topography. Further, this has strong implications for ocean energy budget
calculations.
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Chapter 1
Introduction
Internal gravity waves are an ubiquitous feature of the oceans, and as
such, are a well studied phenomenon in fluid mechanics. An internal gravity
wave is a propagating density fluctuation in a stratified fluid, restored by
buoyancy and gravity forces. Oceanic internal gravity waves are generated
by tidal flow over seafloor topography [12, 21, 27, 28]. Internal wave beams
radiate off of the topography, travelling towards the ocean surface. Surface
disturbances from internal waves can be seen in satellite images [25].
Internal waves are thought to provide a significant fraction of the verti-
cal mixing necessary to maintain the thermohaline circulation [3, 14]. Surface
currents such as the Gulf stream bring warm, salty water towards the poles.
When this water reaches the poles, it cools and becomes denser, subsequently
sinking down to the bottom of the ocean. Without any vertical mixing, this
dense water would remain at the bottom of the ocean and the ocean would
become a two layer system [26]. Figure 1.1 shows a schematic representation
of the global ocean circulation.
Munk and Wunsch estimated that of the 3.5 TW of tidal input power
from the sun and moon, as much as 1 TW could be available to mix the deep
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Figure 1.1: The image [18] shown here is a cartoon representation of oceanic
currents. While the ocean is not in a steady state, mean flows do exist. The red
currents shown are surface currents carrying warm water. The blue currents
are deep sea currents carrying cool water. In order to maintain these currents,
the deep, dense water must be returned to the surface via overturning.
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ocean [17]. Wunsch and Ferrari later analyzed the numerous sources which
make up the energy budget of the ocean. They found that the winds and
the tides were the most significant sources of kinetic energy conversion in the
ocean, concluding that “Much, if not all, of the mixing energy is bound up in
the internal wave field, including components of tidal origin” [26].
The direction of internal wave energy transport depends on the driving
frequency and the local buoyancy frequency. The buoyancy frequency is pro-
portional to the square root of the density gradient. In the ocean, the driving
frequency is fixed by the tidal frequency, and the buoyancy frequency profile
is fixed by the stratification. King et al. [11] found that in many regions of
the ocean, there exists a height below which the density gradient is too weak
to support internal wave motion at the tidal frequency. Figure 1.2 shows that
these “turning depths” are common for the deep ocean and occur at various
distances from the sea floor.
In many regions of the ocean, the density stratification is well approx-
imated by an exponential. Thus, the buoyancy frequency is also exponential
and can support turning depths. A theory for propagation of internal waves
and reflection off of a turning depth in a slowly varying stratification was
devised by Kistovich and Chashechkin [13] and recently tested by Paoletti
and Swinney [19] for an exponential stratification intended to model the deep
ocean. Internal wave beams were generated in a laboratory tank and sent
towards a turning depth. Energy flux and properties of the spatial structure
were measured for the incident, transmitted, and reflected wave beam. They
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found that below these turning depths, internal wave energy is damped ex-
ponentially and no flux propagates through. Agreement with Kistovich and
Chasheckin’s theory was excellent.
When internal waves are generated by tidal flow over topography, the
internal wave energy that reaches the far field may be damped by the presence
of a turning depth. This study focuses on numerically and experimentally
determining how internal wave beams generated by tidal flow over topography
are affected by the presence of turning depths, specifically their energy flux and
spatial structure. A knife edge and two-dimensional gaussian are considered
as model topography. Understanding the effect of turning depths on internal
wave generation will be useful in determining bounds on internal wave mixing
energy in the ocean.
1.1 Organization of work
The research presented in this thesis was primarily completed by me,
with the exception of creation of simulation data. Simulations were compiled
and run by Matthew Paoletti, a post-doctoral researcher in the Swinney group
working on other aspects of internal wave generation. The analysis of said data
and experimental work is all my own doing.
The research is organized as follows. Chapter 2 describes the physics
of internal waves and turning depths. Chapter 3 describes the experimental
methods and simulation methods used in obtaining my data. Chapter 4 de-
scribes the comparison between simulations and experiments, as well as the
4
properties of internal waves as a function of distance to turning depth. Chap-
ter 5 describes the physical meaning of these experiments and makes relations
to oceanic physics.
5
Figure 1.2: This image is taken from [11] and shows data taken from the World
Ocean Circulation Experiment (WOCE). As can be seen, turning depths are
quite common, especially for ocean depths > 4km. Turning depths exist at
varying heights from the ocean floor.
6
Chapter 2
Background and Literature Review
2.1 Equations of Motion
Internal waves are a feature of stably stratified fluids, or a fluid whose
density varies with depth. When a parcel of fluid is displaced vertically and
retains its density, buoyancy and gravity forces work as restoring forces, os-
cillating the fluid parcel about it’s equilibrium height, see Figure 2.1. These
oscillations can support internal wave beams.
Consider an inviscid, incompressible, stratified fluid in the Boussinesq
limit where the density as a function of depth can be written as a small per-
turbation to a reference density ρ0, shown in equation 2.1.
ρ(z) = ρ0 + ρ0(z)
′ (2.1)
When a parcel of fluid is displaced by ∆z, it oscillates about it’s equilibrium
position with a characteristic frequency of N =
√
−g
ρ
dρ
dz
. This is known as the
buoyancy frequency, or Brunt-Va¨isa¨la¨ frequency.
In the ocean, the density varies slowly with vertical distance, so the
above assumption is generally useful for ocean dynamics. The density of the
ocean varies by about 5% through the entire water column, which is typically
7
t
Figure 2.1: This image shows how a fluid parcel behaves in a stratified fluid.
The shading of the background represents the density of the fluid. The parcel
is forced downward by gravity and upward by buoyancy, oscillating about it’s
equilibrium. A simple application of Newton’s Second Law yields the buoyancy
frequency N =
√
−g
ρ
dρ
dz
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about 5 km. I assume incompressibility in order to ignore density variations
due to volume. If a parcel of fluid is displaced and expands or contracts because
of compressibility, the parcel will match the density of the surrounding fluid
and oscillatory motion does not occur.
The equations of motion are given by the linearized, inviscid Navier-
Stokes equations and read
ρ0
∂u
∂t
= −∇p + g∆ρzˆ (2.2)
∇ · u = 0 (2.3)
∂∆ρ
∂t
+ w
dρ
dz
= 0 (2.4)
2.1.1 Dispersion Relation
The waves are axisymmetric about the vertical, so I may choose co-
ordinates such that the waves are in the x − z plane. I assume a wave-like
solution to u, p, and ρ and seek for a relationship between frequency and wave
number. Without loss of generality, these can be written as plane waves, see
equations (2.5).
u = |u| exp(i(kxx+ kzz + ωt)) (2.5a)
p = |p| exp(i(kxx+ kzz + ωt)) (2.5b)
ρ = |ρ| exp(i(kxx+ kzz + ωt)) (2.5c)
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At this point, there are now four equations and four unknowns. Some simple
algebra yields the dispersion relation
ω
N(z)
=
kx
|k|
= sin(θ). (2.6)
Further, one can take the derivative dω
dk
to find the group velocity. This works
out to
cg =
N cos(θ)
k
(xˆ cos(θ)− zˆ sin(θ)). (2.7)
Taking the dot product with the wave vector, we see that ~k · cg = 0, and thus
the phase velocity and group velocity are perpendicular as shown in figure 2.2.
2.2 Literature
Very little work has been done on the concept of turning depths. More
importantly, no work has been done yet on internal wave generation in the
presence of turning depths. The only work on turning depths so far has been
on reflection from a turning depth. My project is the first research to be done
on internal wave generation by topography under a turning depth.
It was suggested that the energy flux of internal waves when the driving
frequency is greater than the buoyancy frequency would decay exponentially
by Gostiaux [6]. His paper was on reflection of internal wave beams off of a
smooth slope. At the reflection site, wave harmonics which were greater than
the buoyancy frequency were seen to decay exponentially.
Paoletti and Swinney further confirmed this result in 2012 by measuring
the reflection of internal wave beams from a turning depth [19]. Internal wave
10
Figure 2.2: This image shows a schematic of an internal wave beam. Fluid
oscillates about its equilibrium position along the group velocity vector u.
Lines of constant phase move in the direction of k, perpendicular to the group
velocity vector. The angle θ can be defined as the angle k makes with the
vertical or as the angle the group velocity makes with the horizontal.
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beams were generated in an exponential stratification in a region where the
driving frequency was less than the buoyancy frequency. The wave beams
were directed towards the turning depth and reflected off of it. It was seen
that the energy flux of the internal wave beams decayed exponentially below
the turning depth, in agreement with Gostiaux.
Paoletti and Swinney further explored propagation in a non-uniform
stratification and tested the theory of Kistovich and Chashechkin [13]. Their
linear theory described the propagation of internal wave beams for any arbi-
trary stratification and was seen to agree very well with Paoletti and Swinney’s
results. However, this work left out the problem of internal wave generation
and focused only on propagation and reflection.
Theoretical work on internal wave generation has been limited to cases
of constant buoyancy frequency or numerical solutions. Bell [1] and Llewellyn
Smith and Young [22] analyze the cases of tidal flow over topography for
a constant buoyancy frequency. Bell assumes infinitely shallow topography,
while Llewellyn Smith and Young consider infinitely steep topography of a
finite height. In each case, analytic results for the power converted from tidal
motion to internal wave power are given.
A theoretical paper for non-uniform stratifications comes from Echev-
erri et al., in which they use a Green’s function approach to solve for the energy
flux generated by tidal flow over an arbitrary topography [2]. However, the
solution to energy flux is an integral expression that does not always have an
analytic answer and one must resort to numerics. This expression also does
12
not account for the case of a turning depth. Lastly, it is also important to
note that the solution requires the stratification to vary slowly compared to
the vertical length scale of the internal waves.
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Chapter 3
Methods
3.1 Experimental Methods
I was assisted in the setup of the experiment, some of which had already
been in place, by Matthew Paoletti. I received significant guidance from Jack
Clifford when building the knife edge topography for the experiment. The
Gaussian topography was built in the machine shop by Danny Boyd.
3.1.1 Materials and Setup
Experiments were performed in a 250 liter tank, 90 cm long by 45 cm
wide by 60 cm tall. The tank was filled with a stratified fluid by use of the
two tank method [10], see Figure 3.2. Topography is mounted at the top of
the tank on a structure made of “80-20” aluminum bars. The topography is
oscillated with a stepper motor and translation stage, mimicking tidal flow
over the topography. Videos are taken of the experiment and the velocity field
is measured through the motion of tracer particles. A schematic of the setup
is shown in Figure 3.1.
The two tank method is a filling procedure that can produce an arbi-
trary stable density profile. The experimental tank is filled using a “mixing
14
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Figure 3.1: Shown here is a schematic of how the experiment is run. The
topography sits at the top of the tank and oscillated sinusoudally. The field of
view is moved by moving the cameras. Many videos, each twenty periods long,
are taken of each frequency to capture the wave beam from top to bottom.
From top to bottom, the buoyancy frequency increases exponentially.
15
tank” and a “salt tank.” At the beginning of the procedure, the salt tank
is full of salt water of a specified concentration and the mixing tank is at a
specified volume of fresh water. Salt water is pumped from the salt tank to
the mixing tank and mixed vigorously, making the mix tank saltier over time.
A second pump is used to pump water from the mix tank to the bottom of
the experimental tank. As the water pumped into the experimental tank gets
denser over time, the lighter water that is already in place is lifted.
The two tank method is described by solving four differential equations
for mass conservation and salt conservation in the mixing tank and experi-
mental tank. Initial volume of the mix tank, concentration of the salt tank,
and flow rate of the mix pump are prescribed and an ODE solver is used to
find the needed amount of salt water and salt pump flow rate. A plot of the
flow rates is shown in figure 3.3. It takes about 3 hours and 15 minutes to fill
the tank. Pump rates stay in the range of 0.5 liter per minute to 2 liters per
minute.
The density profile for the experiments was chosen by forcing a few
conditions. First, I required that the density profile fit an exponential of the
form ρ(z) = a exp(−bz) + c, where a, b, and c are arbitrary constants. An
equation of this form allows the buoyancy frequency to increase with depth,
modelling an upside-down ocean [19]. The changing buoyancy frequency also
means that the stratification can support turning depths. Second, I required
that the surface of the tank be fresh water since it is a convenient minimum
density. Lastly, I chose the buoyancy frequency at the surface (55 cm) and
16
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Figure 3.2: This figure shows a schematic of the two tank method. A pump
takes water from the mixing tank to the experimental tank. A second pump
is used that takes salty water from the salt tank to the mix tank, making the
mix tank saltier over time. Pump rates are in the range of 0.5 liters per minute
to 2.0 liters per minute. The stirrer in the mixing tank is used to ensure the
salt water is being vigorously mixed in the tank. The stirrer rotates between
1.4 and 2.2 rotations per second and has a square plastic grid attached that is
approximately 1 foot wide.
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Figure 3.3: Shown here are the pump rates for the two pumps used in the
two tank method. The fill takes approximately 3 hours and 15 minutes to
run. The salt tank starts with 130 liters of salt water at a density of 1.119
g/cm3, of which about 100 liters is used. The initial volume of the mixing
tank is 160 liters. The discontinuity in the derivative of the pump rate seen at
approximately 3000 s does not lead to a discontinuity in the density gradient,
see figure 3.4.
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bottom (0 cm) of the fluid to be .8 rad/s and 2 rad/s respectively.
A large buoyancy frequency would mean the density changes quickly
with height. The equations used in the two-tank method assume that salt
water is mixed into the mix tank instantaneously. In practice, creating a large
buoyancy frequency means the stirrer must mix the fluids on a much smaller
time scale than that of the fluid leaving the tank. On the other hand, a small
buoyancy frequency would require the mix pump to pump fluid very slowly.
Consequently, the fill procedure would take a large amount of time. The given
bounds work well as a mix of filling the tank in a reasonable amount of time
and allowing a large enough change in buoyancy frequency to see the wave
beams bend due to the dispersion relation.
The topography is placed at the top of the tank for experimental sim-
plicity. Internal wave beams travel from the top of the tank to the bottom,
a simple change of reference frame from the ocean. Measurements are all
taken far enough from the bottom boundary that boundary effects are negligi-
ble. The topography is oscillated at frequencies varying from ω = .7 rad/s to
ω = 1.17 rad/s in order to change the height of the turning depth from -22 cm
to 12 cm from the base of the knife edge. Because the topography is oscillated
instead of the fluid, all measurements are taken in the frame of the fluid.
Two types of topography are used in this experiment. The first type
of topography is a knife edge. This is a convenient shape to use for its rel-
ative mathematical simplicity. Generation by tidal flow over a knife edge is
understood for a knife edge in a linear stratification [22], although it is not
19
completely understood for an exponential stratification. A knife edge also
tends to produce the highest wave numbers, which are most likely to decay in
an evanescent region [19].
I built the knife edge topography out of black acetal plastic using a
milling machine in the student machine shop. Two parts were necessary to
build: a 31” by 17” by 0.5” plate used to connect to the translation stage
and a thin knife edge block with a thicker base that fit into a groove in the
plate. Stainless steel screws were passed through the plate and threaded into
the knife edge to hold the two pieces together, ensuring the topography would
stay together during the experiment. The knife edge was machined to be 5 cm
high, 1/16th inch thick, and 17 inches long. The knife edge is long enough to
cover the entire tank. All lengths were accurate to within two thousandths of
an inch.
The second type of topography used in this experiment is a Gaussian
ridge. The Gaussian ridge was machined in a similar way to the knife edge.
An anodized aluminum plate connects to the translation stage. The plate is
31” long, 17” wide, and 0.25” thick with a 0.126” deep by 8” wide groove
in the center. A block of black acetal plastic is machined to the Gaussian
shape and is fit into the groove and smoothed at the edges, then bolted to the
aluminum plate, forming the ridge. The Gaussian ridge has a height of 5 cm
and a standard deviation of 3 cm.
Filling the tank takes approximately three hours to complete, plus set
up time. Separate fills are done for each of the two topographies used. Before
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the tank is filled, there is approximately one to two centimeters of fresh water
in the experimental tank. Tracer particles must be added to the experimental
tank before starting the fill. I use 1 g of neutrally buoyant hollow glass spheres
with diameters in the range of 8 to 12 µm. A 5 mm thick 532 nm wavelength
laser sheet cuts through the middle of the tank. Light scatters off of the tracer
particles and is picked up by the cameras mounted perpendicularly to the light
sheet, allowing the motion to be seen directly. The cameras used are model
Basler Scout scA1300-32gm.
Prior to filling the tank for the actual experiment, a calibration fill was
done to ensure the pump rates were behaving as expected. The pumps used
are made by Cole Parmer Instruments, model EW-75211-30. The pumps are
computer controlled using a National Instruments Data Acquisition board,
model NI CB-68LP. The pump manufacturer supplies a voltage to flow rate
conversion factor which is used as a base line for an in-situ test. The fill was
run as if it was an experiment, except the mix tank and salt tank were both
filled with fresh water. I then measured the flow rate of the salt pump and mix
pump by measuring the volume of water that left the salt tank (by weight) and
the volume of water that entered the experimental tank (by height of surface)
as functions of time. The calibration proved very effective since the density
profile used in the experiment fits extremely well to an exponential, see Figure
3.4.
Once the tank is filled, samples are taken at prescribed heights to verify
the density profile that I want. This is done by use of a vertical translation
21
Figure 3.4: This figure shows the measured density for the knife edge experi-
ment as a function of the depth with a fit to ρ(z) = a exp(−bz)+c. For this fit,
a = .1267, b = .02819, and c = .9711. At the beginning of the experiment, the
topography was moved to 45 cm in order to be in a region where the density
was accurately exponential. Density measurements from the Gaussian topog-
raphy experiments show a similar quality fit for a slightly different density
profile. For the Gaussian experiments, a = .1221, b = .0278 and c = .9714.
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stage. The stage is mounted above the tank with a horizontal plate attached
to it. The plate has a threaded hole to hold a long syringe needle in place. A
computer controlled stepper motor drives the translation stage, allowing the
height of the needle to be changed with very fine resolution. The samples are
put through an Anton Paar density meter and plotted in MATLAB. Figure
3.4 shows a density profile used in the experiment.
3.1.2 Velocity Field Measurements
Once the tank is successfully stratified and full of tracer particles, the
topography may be installed and the experiment is ready to run. I found it
was very important to run the experiment immediately after the topography
was put into place. If the topography is left in place too long, a region near
the boundary destratifies due to salt diffusion. This boundary layer is approx-
imately 1 cm to 2 cm thick after a day and acts like a turning depth due to
the weak density gradient. This can be seen by noting where the exponential
fit deviates in figure 3.4.
The tank is covered with a black cloth and a 532nm Nd:YVO4 laser
is used to light up the tracer particles. Videos of the flow are taken using
two computer controlled CCD cameras, model Basler scA1300-32gm, placed
5 inches apart horizontally. The two cameras run simultaneously and are
programmed to capture 40 frames per period of oscillation for the knife edge
experiments and 20 frames per period for the Gaussian experiments. Even
when the videos have 40 frames per period, measurements are only taken 20
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times per period. This is empirically seen to be fine enough time resolution
to capture the velocity fields. The spatial resolution of the cameras is 1296 by
966 pixels and covers a 15.25 cm by 11.36 cm box.
The topography is oscillated sinusoidally by means of a computer con-
trolled stepper motor hooked up to a translation stage. The topography takes
four periods to ramp up to 99% of the maximum amplitude. The position of
the topography is given by equation 3.1. I wrote a MATLAB script that cal-
culates the ideal position of the topography based on the given amplitude and
frequency, then calculates when the stepper motor should take a discrete step
in position. For simplicity in my calculation, it is assumed that the step takes
infinitesimally short time. The amplitude of the position of the topography is
fixed at 1 mm and frequencies from 0.7 rad/s to 1.17 rad/s are used.
x(t) = A sin(ωt)(1− exp(−3ωt/2π) (3.1)
Instantaneous velocity fields are measured from consecutive image pairs using
CIV software. CIV is open source software, available from the Coriolis lab [7],
that works based on the algorithm of Fincham and Delerce [4]. The algorithm
is run with a MATLAB interface and data is stored into netCDF files for each
frame. Video files are separated into different folders for each frequency. The
first video is taken with the topography in view and each subsequent video
has the relative position from the first in the file name. Data analysis is done
in Matlab either using the UVMAT interface or my own Matlab codes. Figure
3.5 shows the output from CIV when opened in the UVMAT interface for a
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video near the knife edge topography. The internal wave beams can be seen
propagating diagonally downwards.
Videos are taken for twenty periods of oscillation. Twenty periods is an
empirical choice of length to run the experiment. Twenty periods is typically
long enough to reach a steady state. If the experiment is run for too long, the
waves reflect off the tank boundaries and interfere with the main wave beams.
A fiber mesh is placed on the sides of the tank to damp reflections.
CIV outputs velocity measurement in units of pixels per frame interval.
I find the pixels to centimeters conversion by measuring the distance of the
camera to the laser sheet. Knowing the physical size of each pixel on the
camera’s chip, the focal length of the camera, and the distance of the camera
to the laser sheet, it is easy to use the thin lens formula and find the conversion
factor. One could also place a ruler in place of the light sheet, though this is
difficult to level properly with the topography in the way. Regardless, figure
4.2 shows that the experimental velocities are still quite good. The authors of
the CIV software suggest that velocities have approximately 5% uncertainty
[23]
During my analysis, I stitch together the two velocity fields from each
camera by finding columns with a minimum root mean square difference in
velocity. The raw images are difficult to directly stitch together because of
slight differences in camera settings, causing different intensity images and
different numbers of particles to show. Cameras are given the same angular
orientation by measuring the angle of the cameras relative to the t-slot framing
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Figure 3.5: Shown here is the UVMAT interface that comes as part of the
CIV package. Internal wave beams are generated just above the top of the
image and propagate downward on the two diagonals. The color of each arrow
represents the quality of the measured velocity at the given point according to
the red, green, and blue scale on the right side of the image. Blue and green
vectors are considered to be good measurements while a red would indicate a
false measurement. CIV determines the quality by considering the strength of
correlation between the two images and by comparing the nearby velocities. In
this image, most of the arrows are blue, indicating very good measurements.
A few green vectors can be seen at (x,y) ≈ (950,100) and no red vectors are
seen.
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they sit on. The framing is parallel to the tank, allowing the cameras to be
perpendicular to the tank. The two videos have an overlapping region of about
3 cm. I choose the column 1 cm from the left boundary of the frame in the
right camera’s video, and compare that to the columns in the left video. The
minimum root mean square difference of velocities is used to choose where to
stitch the videos.
3.2 Numerical Methods
Numerical simulations are created and run by Matthew Paoletti. The
numerical simulations are validated by the experimental data and used to
analyze a larger parameter space then is practical for experiments. Analysis
of the simulation data presented here is all my own.
Internal wave generation by tidal flow over topography is simulated by
solving the Navier-Stokes equations using CDP 2.4 [8], which is a parallel,
unstructured, finite volume based solver, modelled after the algorithm of Ma-
hesh, Constantinescu & Moin [15]. The Navier Stokes equations are solved in
two dimensions, under the Boussinesq approximation. The small variation in
density and two dimensional flows exhibited in the experiment justify these
choices.
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The explicit equations that are solved are
∂u
∂t
= −∇p/ρ0 − gρ/ρ0zˆ + ν∇
2u+ (Ftide/ρ0)xˆ, (3.2)
∇ · u = 0, (3.3)
∂ρ
∂t
+ (u · ∇)ρ = D∇2ρ, (3.4)
F = −A sin(ωt)[ω2 − ω2 exp(−2ωt/3π) + exp(−2ωt/3π)/(3π/2ω)2] (3.5)
+2Aω exp(−2ωt/3π) cos(ωt)/(3π/2ω)2,
where ρ0 = 1000 kg/m
3 is a reference density, g the gravitational acceleration,
ν the kinematic viscosity, D is the density diffusion coefficient for NaCl, A is
the tidal excursion, ω is the driving frequency, and Ftide drives the tidal flow,
as described below.
The forcing term looks complicated, but is simply a result of matching
the use of a ramp up in position for the experiment. In the limit of large t,
the exponential terms drop out and Ftide = −Aω
2 sin(ωt), which is expected
for sinusoidal tidal flow. The amplitude is at 99% of the maximum after four
periods. Simulations are run for 24 to 36 periods, depending on the frequency.
Lower frequencies, specifically those without a turning depth, reach a steady
state much faster than higher frequencies and 24 periods is enough. Higher
frequencies, 1.17 rad/s and above, need longer to reach a steady state so 36
periods are run.
Each topography uses its own grid on which to solve the Navier Stokes.
The domain for the knife edge simulations is 16 m by 1 m, see figure 3.6. The
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size of the domain is chosen to prevent internal waves from reflecting off the
boundaries and interfering with each other. The grid spacing varies continu-
ously, being smallest near the topography and largest further away. Near the
topography, the vertical spacing is typically 0.2 mm and the horizontal spacing
is 0.4 mm. Fine resolution is required here due to the tidal interaction with the
topography. In the “far field” region where I measure the beams propagation,
the vertical spacing is typically 1 mm and the horizontal spacing varies from
2 to 20 mm. Far from the topography, the vertical spacing is about 2 mm and
the horizontal spacing is about 60 mm.
At the edges of the domain, Rayleigh damping is used to prevent wave
beams from reflecting. Damping is performed by adding a negative term,
Fdamp, to the momentum equations that is linear with the fluid velocity. The
damping also depends on the distance from the boundary. A tanh function that
depends on distance to the boundary works well for this case. The damping
coefficient is largest at the boundary and gets smaller with increasing distance
from the boundary. For the side boundaries, damping is only applied for
x > 700 cm or x < −700 cm. At the top boundary, damping is applied if
z > 65 cm. The damping terms for the side and top boundaries are given in
equations 3.6 and 3.7 respectively.
Fdamp = 0.2[tanh(−0.1(|x| − 730)) + 1]∆u (3.6)
Fdamp = 0.5[tanh(−0.2(z − 85)) + 1]∆u (3.7)
Here, ∆u is the velocity, minus the tidal velocity.
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The domain for the Gaussian topography simulations is 8 m by 0.8 m.
Similar to the knife edge’s grid, the grid spacing varies continuously and is
smallest near the topography. Near the topography, the vertical spacing is 0.1
mm to 0.4 mm and the horizontal spacing is 0.9 mm. In the “far field” region
where I measure the internal wave beams, the vertical spacing is 2 mm - 10
mm and the horizontal spacing is 0.5 mm - 1.5 mm. Far from the topography,
the vertical spacing reaches up to 20 mm and the horizontal spacing is 1.5 mm.
Rayleigh damping is also used in these simulations. For the side boundaries,
the damping starts at ± 300 cm. For the top boundary, the damping starts
at 50 cm. Equations 3.8 and 3.9 give the explicit forms of the damping terms
for the side and top boundaries respectively.
Fdamp = 0.2[tanh(−0.08(|x| − 350)) + 1]∆u (3.8)
Fdamp = 0.3[tanh(−0.24(z − 65)) + 1]∆u (3.9)
The density profile in the simulations is chosen to match the experi-
ments and is given in equation 3.10 for the knife edge and 3.11 for the Gaus-
sian. The equation for the density profile is different from the experiment
only because of the change of reference frame. The topography is near the top
of the tank in the experiment, while the topography is at the bottom of the
simulation domain.
ρ(z) = 1.589− .03513 exp(.02819z) (3.10)
ρ(z) = 1.3231− .03495 exp(.0278z) (3.11)
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For the knife edge, the density profile corresponds to a buoyancy frequency
which ranges from 0.99 rad/s to 4.03 rad/s. The highest frequency analyzed
in simulation has a turning depth at 38.7 cm, while any frequency below .99
rad/s does not have a turning depth. For the Gaussian, the density profile has
a buoyancy frequency ranging from 0.975 rad/s to 2.97 rad/s. The range is
smaller for the Gaussian domain because the domain is slightly shorter.
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Figure 3.6: Shown here is a schematic of the knife edge simulation domain,
not to scale. The buoyancy frequency N(z) is chosen such that it matches the
experiments. Forcing sinusoidal tidal flow causes the internal wave beams to
radiate off of the topography. The turning depth shown is one example and is
moved by varying the driving frequency ω.
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Chapter 4
Results
By increasing the driving frequency ω to large enough values, turning
depths are introduced to my system. Once turning depths are present, a
significant change in behavior occurs, converting less power from the tides
into internal wave power and changing the spatial structure of the internal
wave beams.
4.1 Analysis Methods
The data from the simulations are analyzed by taking measurements
along horizontal cross sections. Cross sections are taken at the tip of the knife
edge for “source” measurements and a path length for the internal wave beam
of 35 cm from the tip of the knife edge for “far field” measurements. Source
measurements are at the peak vertical flux, typically measured at z = 5.0±0.1
cm. The far field is chosen to be the same distance as the furthest turning
depth. Shown in Figure 4.1 is one example of cross section placement and
what the internal wave beams look like for ω = 1.3 rad/s.
First, it is important to verify that the simulations and experiment
agree with each other. As is shown in figure 4.1, measurements are taken along
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Figure 4.1: Shown here is a plot of the time averaged vertical flux normalized
by A2ω3 for the case of ω = 1.3 rad/s, using the knife edge topography. The
flux is given by Φz =
〈pw〉
A2ω3
. The choice of normalization is taken from [22].
The wave beams are seen to be vertical below the turning depth and bend as
they propagate vertically due to the dispersion relation. Source measurements
are taken at the tip of the knife edge and far field measurements are taken
after the wave beam has travelled 35 cm from the knife edge.
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horizontal cross sections. Figure 4.2 shows a comparison between experiment
and simulation for vertical velocity snapshots along a horizontal cross section
10 cm from the knife edge. Agreement between the simulations and experiment
is excellent, allowing the simulations to be used to sweep a larger parameter
space.
4.2 Knife Edge Topography
Power conversion measurements are made by integrating the vertical
energy flux along horizontal cross sections. Figure 4.3 shows the time averaged
flux normalized by the tidal intensity, A2ω3, for the case of ω = 1.3 rad/s. A
dimensionless power conversion is obtained by integrating this curve along the
x direction and dividing by the height of the topography squared, as done by
Llewellyn-Smith and Young [22]. Numerical factors would be required for a
full normalization.
Power measurements are taken for each frequency and plotted versus
turning depth height, see figure 4.4a. The turning depth height is found by
setting the buoyancy frequency N(z) to the driving frequency ω and solving
for z. For the cases analyzed, the turning depth height varies from about -85
cm to 35 cm and the far field power drops by over two orders of magnitude. A
negative turning depth height corresponds to where the turning depth would
be if the density gradient extended further than the domain. Negative turning
depth heights do not have an actual turning depth for those runs.
I also want to know what fraction of internal wave power reaches the far
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Figure 4.2: Shown here are two comparisons of the vertical velocity along
a horizontal cross section 10 cm from the knife edge tip. Experiments and
simulations agree very well with each other. Similar agreement is seen for
other frequencies, snapshots, and cross sections.
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Figure 4.3: Shown here is the time averaged, far field flux for ω = 1.3 rad/s,
normalized by the tidal intensity A2ω3. Integrating this curve along the cross
section and dividing by the height of the knife edge squared gives a dimen-
sionless power measurement, normalized up to numerical factors.
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field, so I take the ratio of the two curves in figure 4.4a and plot them in 4.4b.
Of the fraction of tidal energy that is converted to internal wave energy, this
is the fraction that makes it out to the far field. It is seen that this quantity
also drops off when the turning depth is introduced. The shape is described
further in chapter 5.
The fraction of power to reach the far field decreases with increasing
turning depth height. If an internal wave beam is incident on a turning depth,
it is damped exponentially [19]. Thus, the cases with the turning depth fur-
thest from the topography are losing power that would normally reach the far
field because of the evanescent region formed by the turning depth.
4.3 Gaussian Topography
Similar methods are used to find the power measurements for the Gaus-
sian topography. Figure 4.5 shows the power measurements and the far field
to source power ratio for the Gaussian topography. It is seen that the same
general trend occurs: when the turning depth is above the topography, the
source power, far field power, and ratio of far field power to source power all
drop off. Further discussion of these results can be found in chapter 5.
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(a)
(b)
Figure 4.4: Shown here is the normalized power conversion measurements
plotted versus turning depth height(a) and the ratio of far field power to
source power (b) for the knife edge topography. Power conversion is given by
P = 1
h2
∫
Φzdx where Φz is the time averaged vertical flux, normalized by the
tidal intensity A2ω3.
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(a)
(b)
Figure 4.5: Shown here is the normalized power conversion measurements
plotted versus turning depth height(a) and the ratio of far field power to
source power (b) for the Gaussian topography. Power conversion is given by
P = 1
h2
∫
Φzdx where Φz is the time averaged vertical flux, normalized by the
tidal intensity A2ω3.
40
Chapter 5
Discussion
5.1 Internal Wave Generation in the Presence of a Turn-
ing Depth
In this thesis, I have shown a number of effects that occur when turning
depths are introduced into a stratified fluid. My work has strong implications
for ocean dynamics, particularly the conversion of tidal power to mixing in the
open ocean.
Firstly, I showed that the dimensionless power generated by tidal flow
over topography decreases significantly when in the presence of a turning
depth, as seen in figure 4.4a and figure 4.5a. To date, ocean models do not
account for the presence of turning depths. All topography is assumed to gen-
erate internal waves in a similar fashion. Estimates of internal wave energy in
the ocean must take turning depths into account, now that it is known turning
depths exist in the ocean.
Secondly, I showed that the fraction of internal wave power that reaches
the far field is also significantly diminished when a turning depth is above the
topography, as seen in figure 4.4b and 4.5b. When a turning depth exists
above sea floor topograpphy, the internal wave power that is generated is
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largely dissipated in the near field and can not explain open ocean mixing.
Near field mixing would only be useful as an explanation for near sea floor
mixing.
The local minima seen in figures 4.4b and 4.5b can be explained as an
effect of the wave number. Recent, unpublished work by Matthew Paoletti has
suggested that the wave number of internal waves generated by tidal flow over
topography is at a maximum when the angle of propagation for the internal
wave beam matches the angle of the topography. A larger wave number means
more viscous decay, meaning the far field power should decay the most for
the largest wave numbers. For a knife edge, this is a vertically propagating
internal wave beam, so the local minima occurs right after the turning depth
is introduced. For the Gaussian topography, this would be an internal wave
beam propagating at approximately a 45 degree angle. For the stratification
used, this occurs for a driving frequency between .68 rad/s and .73 rad/s. The
data point at zc = −20 cm is at a driving frequency of 0.7 rad/s and is seen
to be the local minimum.
Finally, I have tested two different types of topography. By comparing
figures 4.4 and 4.5, it is seen that the Gaussian topography is affected less by
the turning depth than the knife edge. The far field power drops by a larger
amount for the knife edge, and the ratio of far field power to source power
also drops more. In addition, the curve for the ratio of far field power to
source power is significantly smoother for the Gaussian topography, suggesting
a weaker effect of the turning depth.
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In summary, turning depths are present in the ocean and based on this
research, they have an important effect on energy budget calculations for the
ocean. Turning depths significantly alter the power that goes into internal
wave energy and the power that reaches the far field.
5.2 Future Work
My research began with a simple question of how internal wave energy
is affected by the presence of a turning depth. No analytic answer is yet
available to solve that question. A number of open questions still exist when
it comes to internal wave generation in the ocean.
An obvious open question is analytically solving power conversion to
internal waves from tidal flow over topography, accounting for turning depths.
Generation problems have been studied analytically for a few cases already
[1, 2, 22]. Including turning depths would be an important step in making
ocean estimates.
In the ocean, sea floor topography is often not isolated. Another ques-
tion that could be answered is how to account for the interactions of multiple
ridges. Likun Zhang, a post doctoral researcher in the Swinney group, is cur-
rently working on tidal flow over a periodic array of knife edges in a linear
stratification. Such work could prove useful in explaining areas of the sea floor
with a number of ridges.
Throughout this research, I have assumed all flows to be two dimen-
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sional. Of course, topography on the sea floor is rarely two dimensional or
even quasi-two dimensional. Making the jump from 2D to 3D systems would
be a non-trivial but important step, both experimentally and analytically. A
starting point could be adding a small term for 3D effects to the theory from
Llewellyn Smith and Young and trying to observe them experimentally.
Finally, one could devise a numerical solution for arbitrarily shaped
topography that works with turning depths. The topography on the sea floor
is rarely an ideal knife edge or Gaussian, and would likely have a rough surface.
Using random topography or rough topography could prove useful in making
better ocean estimates.
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