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SUMMARY
The D-region of the ionosphere, which ranges from about 60−100 km, is too high for con-
tinuous in-situ measurements, such as with high-altitude balloons, and too low for satellite-
based measurements. As such, its properties remain largely unknown compared to other
layers of the atmosphere and near-Earth space environment. Utilization of Very Low Fre-
quency (VLF, 3−30 kHz) radio waves has proven to be useful for global, continuous D-region
diagnostics. A ground-based radio receiver detects a signal from some distant source that
propagates in the ”Earth-Ionosphere waveguide”. Changes in the signal with time are
known to correspond to changes in the ionospheric conditions, which serves as an indirect
measure of the D-region.
The small-scale roughness of the D-region electron density is not well understood. The
bulk of VLF research studying the D-region has been focused on global or regional studies,
and typically all assume a stratified ionosphere. Some works examined more localized vari-
ation, but these studies are by no means exhaustive and fail to truly characterize roughness
on a scale less than 10-100 km, particularly under ambient conditions. Early work done
using the partial reflection technique touches on the idea of “small-scale roughness”, but
the work was limited in scope and focused on understanding the mechanism of weak par-
tial reflections rather than characterizing the roughness. This work presents a technique
to characterize the roughness of the D-region electron density using Low Frequency (LF;
30 − 300 kHz) and Medium Frequency (MF; 300 − 3000 kHz) signals of opportunity. The
horizontal roughness is measured using the correlation length scale and the vertical rough-
ness is measured using the differential phase height. Field campaign measurements of both
metrics are presented. The Monte Carlo Method (MCM) is applied to a Finite-Difference
Time-Domain (FDTD) model to connect correlation length scale measurements to a param-
eterization of the electron density roughness, the ionospheric length scale. The ionospheric
length scale values for two sets of field measurements are presented. Results show that this





The D-region of the ionosphere, which ranges from about 60−100 km, is too high for continu-
ous in-situ measurements, such as with high-altitude balloons, and too low for satellite-based
measurements. As such, its properties remain largely unknown compared to other layers
of the atmosphere and near-Earth space environment. However, this layer heavily impacts
the attenuation of long-distance terrestrial communication signals and contributes to the
absorption of satellite communication signals. Different remote sensing methods have been
developed since the early 20th century to study this region, which will be discussed in more
detail in Section 1.5. Figure 1.1 outlines at a high level the capabilities of current methods.
Spatial resolution of the received signal is roughly related to the inverse wavelength of the
signal, which determines the smallest feature in the D-region in which a reflecting wave
would be “sensitive” to, and temporal resolution refers to the sampling rate of the method.
The purpose of this research is to outline, validate, and leverage a new method of lower
ionosphere remote sensing, which fills a capability gap in current methods, as seen in Figure
1.1.
Current methods for D-region sensing either use: 1) a forward modeling scheme in which
data is detected and then the parameters of a model are adjusted to match the data, 2)
a direct inference method that derives characteristics directly from the data. Ideally, we
would like a remote sensing technique that allows direct ionospheric observation without
the use of forward modeling, while still being applied with high time resolution and over
long distances. Here we propose a method of D-region remote sensing that achieves this
by utilizing signals of opportunity from the Nationwide Differential Global Position System
(NDGPS) network, a collection of beacons which transmit ionospheric correction factors
on frequencies between 285 and 325 kHz. Waves in the Low Frequency (LF; 30−300 kHz)
and Medium Frequency (MF; 300−3000 kHz) range are known to travel in the Earth-
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Figure 1.1: Summary of the prevalent methods currently used for D region remote sensing.
ionosphere waveguide, i.e. reflecting off the D-region of the ionosphere and the Earth in
some combination, but with relatively high attenuation rates. Thus, at medium to long
distances, waves only reflecting once or twice off the ionosphere are detectable [Belrose
et al., 1959]. On the other hand, LF/MF waves reflect efficiently enough to be detected
thousands of kilometers away from the source, at least if a sufficiently sensitive receiver
is used, allowing large ionospheric regions to nonetheless be observed. Research in the
20th century has exploited this phenomena to yield an abundance of publications, [e.g.
Huxley and Ratcliffe, 1949; Sprenger et al., 1962]. In this sense, LF/MF remote sensing is
advantageous for ionospheric remote sensing.
The small-scale roughness of the D-region is not well understood. The bulk of VLF
research studying the D-region has been focused on global or regional studies, and typically
all assume a stratified ionosphere. Some previous work done at VLF, e.g. Lay and Shao
[2011a,b]; Füllekrug et al. [2015a], examined more localized variation, but these studies are
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by no means exhaustive and fail to truly characterize roughness on a scale less than 10-100
km, particularly under ambient conditions. Early work done using the partial reflection
technique (see Section 1.5) touches on the idea of “small-scale roughness”, but the work
was limited in scope and focused on understanding the mechanism of weak partial reflec-
tions rather than characterizing the roughness. Figure 1.2 depicts a cartoon difference of
a smooth, stratified ionosphere versus a rough ionosphere. The left panel of the figure is
what has generally been used for VLF studies. The right panel, with the rough ionosphere,
represents perhaps a more realistic scenario since the D-region and ionosphere are turbu-
lent, non-stationary mediums. The goal of this research falls into two major pillars: 1)
to validate use of the signals from NDGPS transmitters as a method for D-region remote
sensing, 2) to use this technique to develop a method to characterize the small-scale “rough-
ness” of the D-region. The second pillar, studying this electromagnetic roughness can be
further broken down by: 1) measuring the correlation length scale, 2) measuring the height
variation of reflections, 3) leverage modeling to connect the roughness metrics to D-region
electron density, and 4) propose a theoretical D-region roughness observatory to measure
the roughness metrics on a continual basis.
Figure 1.2: Cartoon depiction of a smooth ionosphere, left panel, and a rough ionosphere,
right panel.
1.2 The NDGPS Network
The United States Coast Guard (USCG) operates the Nationwide Differential Global Posi-
tion System (NDGPS). As of October 2018, the network consists of 33 sites which broadcast
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the difference between a known, fixed location and the received GPS coordinates to improve
the accuracy of commercial GPS to centimeter accuracy. The current coverage and site lo-
cations of NDGPS are shown in Figure 1.3. Some of the data presented in this thesis was
collected prior to August 2016 when there were 84 operational NDGPS sites.
Figure 1.3: Map of the locations of the NDGPS transmitters and their respective coverage,
Emerson [2018].
The different NDGPS towers transmit the correction values on beacon frequencies be-
tween 285−325 kHz and are geographically clustered along the coast and major waterways.
There are four different antenna types used by the USCG at NDGPS sites with a transmitter
carrier operating power between 50 and 1000 Watts: (1) a VALCOM 74-foot whip antenna
(≤3% efficiency), (2) a guyed ROHN tower in 90-ft (6-8% efficiency), 120-ft, and 150-ft
heights (20% efficient), (3) the Longwire (approximately 13% efficiency), and (4) converted
United States Air Force (USAF) Ground Wave Emergency Network (GWEN) sites which
are 299-ft tall (approximately 55% efficiency) [Wolfe et al., 2000].
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1.3 Data Acquisition
1.3.1 The LF AWESOME Receiver
We have designed and developed an upgraded version of the VLF AWESOME (Atmospheric
Weather Electromagnetic System for Observation, Modeling, and Education) Receiver, Co-
hen et al. [2010]. The updated receiver, called the LF AWESOME Receiver [Cohen et al.,
2018b], consists of two orthogonal air-core loop antennas, as in Figure 1.4, and has a sam-
pling rate of 1 MHz. The pass band is approximately 0.5−470 kHz, with sensitivity up
to 0.03 fT/
√
Hz at 30 kHz and 0.1 fT/
√
Hz at 300 kHz, and RMS timing accuracy of
15−20 ns based on the timing pulses that make up the 1 MHz clock. This implies precise
phase estimation of <1.5 degrees at 300 kHz and there is no frequency drift/offset in the
clock detectable with 0.5 part-per-billion resolution. In order to fully take advantage of the
receiver sensitivity, the receiver must be in an electromagnetically quiet location. A signal
cable (&1000 ft) runs from the antenna to the backend of the system where sampling, AAF,
and digital processing is done, see Figure 1.5. The key distinguishing feature of the receiver
is its high sensitivity, which enables even weak LF/MF signals to be detected at long range.
1.3.2 The Georgia Tech Receiver Network
As of March 2019, the Georgia Tech LF Group operates 10 receivers across the United
States. The map in Figure 1.6 shows the geographic distribution of the receivers. The
network consists of 2 in Alaska, 7 in the continental US (CONUS), and 1 in Puerto Rico.
The majority of the work for this thesis utilizes data from the subset in the southeast
United States, which includes four receivers–PARI (NC), Briarwood (GA), Baxley (GA),
and Oxford (MS).
1.4 LF/MF Waves in the Ionosphere
1.4.1 The D-Region of the Ionosphere
In general, the ionosphere, which extends from 60−1000 km, is seen as a mixture between
the “neutral atmosphere” of the Earth, primarily consisting of neutral nitrogen and oxygen,
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Figure 1.4: The front end of the LF AWESOME Receiver, consists of two orthogonal air-core
loop antennas and a pre-amplifier (gray box).
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Figure 1.5: The back end of the LF AWESOME Receiver, consists of a desktop PC and
Line Receiver (blue box).
7
Figure 1.6: Map of the LF AWESOME Receivers active in the field as of March 2019.
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Figure 1.7: Example electron density. Left panel shows the full ionosphere for day/night.
Right panel shows a more detailed version of the D-region. Figure adapted from Cohen
[2009].
and the space environment above the ionosphere, also called the “magnetosphere”, which
consists primarily of charged particles (i.e. electrons, protons, and ions), or “plasma”.
When the plasma is magnetized, as in the case of the ionosphere, the plasma is said to be
anisotropic, which means that it responds differently to applied Ē in different directions.
The ionized part of the atmosphere stretching from about 60−90 km is called the “D-
region”. Molecular oxygen and nitrogen, nitric oxide, and other atoms, such as sodium
and calcium, constitute this layer of ionization Nicolet and Aikin [1960]. The ionization
in the D-region of the ionosphere is primarily due to Lyman-α radiation during the day
and cosmic rays and Lyman-β backscatter from the Earth’s hydrogen exosphere at night
Kotovsky and Moore [2016]. Thus, D-region electron densities are substantially larger during
the day, and are subject to diurnal, seasonal, and solar-cycle variation. During the day, the
ionospheric conditions are highly stable and predictable apart from during transient solar
flare disturbances. On the other hand, nighttime ionospheric conditions are highly erratic
due to the unpredictable nature of its sources.
Within the ionosphere, and especially in the lower ionosphere, the collision between
neutral and charged particles plays a very important role. As a wave propagates through
the ionosphere, the induced electric field moves the electrons, which in turn collide with
the neutral particles (electron-neutral collision frequency) attenuating the wave. In general,
since the electron-neutral collision frequency is often normalized by the angular frequency,
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as altitude increases, the collision frequency decreases. However, simultaneously, as the
altitude increases the electron plasma frequency increases. The inverse of this fundamental
plasma parameter is approximately the minimum time required for a plasma to react to
changes. Once the normalized electron-neutral collision frequency and normalized electron
plasma frequency are equal, the plasma can no longer react quick enough to the traveling
wave and it is reflected. This typically only happens with lower frequency waves (e.g. ELF,
VLF, MF, HF), while higher frequency waves will penetrate the ionosphere. The described
interaction between waves and the ionosphere is summarized by the “Appleton-Hartree
Equation”:
n2 = 1− X
1− jZ − Y 2 sin2 θ2(1−X−jZ) ±
√[
Y 2 sin2 θ
2(1−X−jZ)
]2













describe the electron plasma frequency (ωpe), the electron gyro frequency (ωce), and the
electron-neutral collision frequency (νe). The variable θ is the spatial angle between the
wavevector k and Earth’s background magnetic flux density B0 [Ratcliffe, 1959].
The left-hand-side of Equation 1.1 is the square of the index of refraction, a parameter
that is fundamental for understanding propagation through the D-region and long distance
terrestrial propagation of low frequency waves. This parameter is a function of three main
unknowns: 1) the magnetic flux density, 2) the electron-neutral collision frequency, and 3)
the electron density – all of which vary as a function of altitude. Values for the magnetic flux
density are readily available from the numerous magnetic models available for the Earth,
such as the International Geomagnetic Reference Field [Thébault et al., 2015]. In contrast,
the collision frequency and electron density are difficult to predict due to their dynamic
nature. Existing models, such as the International Reference Ionosphere (IRI), Bilitza et al.
[2017], aren’t useful for studying changes D-region electron densities due to perturbations
and vary vastly even under ambient conditions, Han et al. [2011]. These two parameters
will be discussed in greater depth in the following sections.
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There are a wealth of additional nuances found in Equation 1.1. First, the index of
refraction is a complex term. The imaginary part is associated with wave attenuation.
When the collision frequency goes to zero, the imaginary term disappears and there is
no longer any wave attenuation. Second, the anisotropy of the D-region is expressed in
the equation through θ. The angle of the background magnetic flux density, relative to
the wave vector, controls the index of refraction as a function of direction of propagation.
This term is why low-frequency propagation is very different between North-South and
East-West paths and varies with latitudes, e.g. Barr [1971]. Finally, the ± sign in the
equation creates a polarization dependence for the propagating radio wave. In the case
of a wave propagating parallel to the background magnetic field (θ = 0◦), the ‘+’ sign
defines the left-hand mode and the ‘−’ sign defines the right-hand mode. In the case of a
wave propagating perpendicular to the background magnetic field (θ = ±90◦), the ‘+’ sign
defines the ordinary mode and the ‘−’ sign defines the extraordinary mode. A well-known
result of this birefringent phenomena is an effect known as “Faraday rotation” that occurs
in transionospheric propagating radio waves. A summary of this polarization dependence
and related topics can be found in Piggott [1953].
1.4.2 Electron Density
As previously stated when describing Equation 1.1, the electron density is difficult to predict
due to its dynamic nature. Determining high fidelity electron density altitude profiles for the
D-region using reflections from low frequency waves is a difficult problem. In general, the
fidelity of a profile is related to the number of parameters that can be solved or optimized
for, but, since VLF/LF measurement techniques only measure amplitude and phase for a
single frequency over some path, it is much simpler to use two parameterized functions
for the electron density and collision frequency. In practice, these parameterized functions
are typically used in a forward modeling scheme in which a propagation model varies the
parameters until the amplitude/phase match the observed results [e.g. Thomson et al.,
2007].
Ne(h) = 1.43 · 1013e−0.15heβ(h−h
′) m−3 (1.3)
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A widely used parameterization of the D-region electron density is the “Wait and Spies
Two Parameter Model”. This model was derived by Wait and Spies [1964] who used lab-
oratory measurements, ionospheric sounding rocket measurements, and VLF propagation
measurements to empirically derive exponential profiles for the electron density. The de-
rived exponential electron density profile, Equation 1.3, uses two input parameters, called
waveguide parameters to approximate the D-region electron density. The first parameter,
h′ (km), can be roughly thought of as the “y-intercept” of the equation since an increase or
decrease in this value is typically associated with the electron density moving up or down.
However, the electron density is not physically moving in altitude, but rather the ionization
in the D-region is decreasing or increasing respectively. The second parameter, β (km−1),
can be thought of as the “slope” of the equation in logarithmic plots. This term describes
the gradient of the D-region electron density. An increasing value would mean that the
gradient increases, i.e. the D-region has become “sharper”.
Table 1.1: Typical values for h′ and β for a 30 kHz wave, taken from Morfitt [1977]; Ferguson
[1980].
Summer Winter
High Latitude Day β = 0.3, h′ = 72 β = 0.3, h′ = 72
Night β = 0.54, h′ = 87 β = 1.2, h′ = 76
Middle Latitude Day β = 0.5, h′ = 70 β = 0.3, h′ = 72
Night β = 0.54, h′ = 87 β = 0.54, h′ = 88
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Figure 1.8: Seasonal and diurnal comparison of the middle latitude values of β and h′ listed
in Table 1.1.
The electron density of the D-region is known to vary diurnally, seasonally, with lat-
itude. Table 1.1 shows a summary of typical types used for these different propagation
situations for a 30 kHz wave. These values were derived from the extensive studies done by
Morfitt [1977] and Ferguson [1980], which provide more generalized results for a range of
frequencies. The waveguide parameter values in Table 1.1 are generalized estimates and ig-
nore specific path variations, perturbations, or other geophysical phenomena. However, the
table does highlight that the biggest difference between the parameters is between daytime
and nighttime, which is expected since Lyman-α radiation is biggest source of ionization in
the D-region and is only present during the day. The parameters vary more subtly when
considering latitude and seasonality. The middle latitude values are plotted in Figure 1.8.
The left panel shows the daytime electron density (blue) and nighttime electron density
(red) for the summer. The right panel shows the winter daytime (blue) and nighttime (red)
electron densities. Work done by later authors have tried to characterize waveguide param-
eters to account for different phenomena such as solar zenith angle [Thomson, 1993; McRae
and Thomson, 2000; Thomson et al., 2007], solar flares [McRae and Thomson, 2004; Šulić
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et al., 2016a], and the day-night terminator [Clilverd et al., 1999].
1.4.3 Electron-Neutral Collision Frequency
Like the electron density, the electron-neutral collision frequency is difficult to predict due
to its dynamic nature. Two ways in which the electron-neutral collision frequency can be
solved will be discussed. The first method was introduced by Wait and Spies [1964]. Wait
used data from earlier electron-neutral collision frequency measurements from rocket based
measurements [Kane, 1961] and partial reflection measurements [Belrose and Burke, 1964]
to derive and validate an empirical model, Equation 1.4:
νen(z) = 5 · 106e−0.15(z−70) ≈ 1.816 · 1011e−0.15z collisions/sec, (1.4)
where z denotes the altitude in kilometers. This equation comes from a generalized form
described in greater detail in Thrane and Piggott [1966]. However, in general, the Equation
1.4 is often treated as a constant since it is much less variable than the electron density
profile, Budden [1985] and Cummer et al. [1998].
Table 1.2: Electron-neutral collision frequency equations for common D-region species as a
function of altitude. Number densities are in units of cm−3. Equations from Schunk and
Nagy [2000].
Species νen(z) in collisions/sec
N2 2.33 · 10−11[nN2(z)](1− 1.21 · 10−4Te)Te





O 8.9 · 10−11[nO2(z)](1 + 5.7 · 10−4Te)T
1/2
e
The second method is based on the momentum transfer collision frequency equations
derived from the Chapman-Cowling collision integral [Chapman and Cowling [1970]; Schunk
and Nagy [2000]]. For this method, the collision frequency is solved for by using neutral
density values of different ionospheric species in a moment transfer equation. Table 1.2
shows the equations needed to solve for the electron-neutral collision frequency of N2, O2,
and O. In the equations in the table, nX(z) are the number densities of the respective species
in cm−3 and Te is the electron temperature (in Kelvin), both as a function of altitude in
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kilometers. In the D-region, N2 is the most abundant species, accounting for about 78% of
the total particle concentration, and O2 is the second most abundant species, serving as a
“correction term”, [Thrane and Piggott , 1966; Nicolet and Aikin, 1960]. The O species is
shown as a third optional equation because at above about 85 km in the nighttime D-region
it is thought to play a more important role, especially in regard to sporadic events, Nicolet
and Aikin [1960]. The resulting collision frequency is a sum of the respective species used
Thrane and Piggott [1966]. Neutral number densities can be retrieved from the NRLMSISE-
00 or similar empirical models, Picone et al. [2002], and used to solve the equations in Table
1.2.




Figure 1.10: Comparison of VLF and LF/MF propagation in the “Earth-Ionosphere Waveg-
uide”.
The “Earth-Ionosphere Waveguide” is bounded by the Earth on the bottom and the iono-
sphere, a dispersive and anisotropic medium, on the top. The ground wave propagates
along the surface of the Earth, guided by diffraction along the curvature of the earth. The
skywaves reflect off the ionosphere and the Earth one or more times. A qualitative compar-
ison between VLF and LF/MF waves is depicted in Figure 1.10. This propagation scheme
is depicted for a VLF signal, left panel, and an LF/MF signal, right panel. As previously
mentioned, ionospheric attenuation rates are much higher for LF/MF signals and is shown
in the figure by the transparency of the arrows, [e.g. Bickel , 1957]. For this reason, LF/MF
propagation generally only supports a small number of rays reaching the receiver, Bickel
[1957], implying that, unlike VLF propagation, it may be possible to experimentally decom-
pose a signal into its underlying components, and therefore directly infer the ionospheric
characteristics. Experimental evidence to confirm this picture is shown in the next sections.
In addition, the reflection of LF/MF signals is probably not at the same altitude as 20 kHz
VLF signals. The reflection is thought to occur roughly at the altitude where ω = ω2p/ν,
where ω is the wave frequency, ωp is the plasma frequency, and ν is the collision frequency.
A first-order analysis using typical ionospheric profile indicates that 300 kHz waves reflect
10-15 km higher than 20 kHz signal for daytime hours, and 5-10 km higher during night-
time, as in Figure 1.11. So, although LF/MF signals still reflect within the D-region, they
may access different altitudes. This will be discussed later.
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Figure 1.11: Comparison of approximate reflection heights for a 20 kHz wave (left) and a
300 kHz wave (right) using a typical ionospheric profile.
1.5 Current Remote Sensing Techniques
We now review the dominant techniques used to study the D-region. Some direct D-
region diagnostics have been made, including rocket-based measurements, partial reflection
technique, and incoherent scatter radar (ISR). These methods have a common problem:
they are “spatial point” measurements, and, because of the weak reflections, require long
time integrations to characterize the D-region. On the other hand, VLF or Sferic based
techniques, which have high spatial and temporal resolution due to the low propagation
losses, are very complicated to solve for electron density of the D-region. A more detailed
overview of all these techniques can be found in Sechrist [1974].
1.5.1 Rocket Based Measurements
Two primary techniques exist for rocket-based measurements of D-region electron densities:
1) measuring the change in a propagating radio signal, 2) in-situ measurements of the
electron densities.
The first technique was pioneered in the mid-20th century by Seddon [1953]. There
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are many variations of this technique, but the general idea is that an upward traveling
rocket measures the Faraday rotation and differential absorption of an HF or MF upward
traveling wave. The waves consist of two linearly polarized components. As the components
propagate upward, the polarization of the wave gradually becomes more elliptical. The ratio
of the axes and the orientation of the ellipsoid describes the differential absorption and the
Faraday rotation of the ionosphere, which can be used to determine the collision frequency,
νen, and electron density, Ne, Bennett et al. [1972]. Conversely, the rocket may transmit
the signal and a ground station could be used to measure the Faraday rotation. More
information can be found from [e.g. Seddon, 1953; Bennett et al., 1972; Belrose et al., 1972].
In addition, multiple frequencies can be used to improve the accuracy of the measurement,
[Mechtly , 1974].
The second technique for studying the D-region using rockets uses in-situ measurements.
In this method, Langmuir probes are mounted on a rocket to measure positive and nega-
tive/electron currents and directly measure the electron density. However, due to the low
number densities of the D-region, this method is often combined with the above method or
other secondary method for calibration. More information on this method can be found in
[e.g. Reid , 1970; Røyrvik and Smith, 1984; Pfaff et al., 2001].
1.5.2 Partial Reflection Techniques
The partial reflection technique uses weak back-scatter of waves in the Medium Frequency
(MF) and High Frequency (HF) ranges, about 1−6 MHz, to measure the ratio of the
ordinary and extraordinary amplitudes as a function of altitude to derive the collision
frequency, νen, and electron density, Ne [Belrose and Burke, 1964; Belrose, 1970; Hocking
and Vincent , 1982]. Using multiple frequencies, e.g. 2.66 MHz and 6.27 MHz such as in
Belrose and Burke [1964], improves the accuracy of this technique.
1.5.3 Incoherent Scatter Radar
Incoherent scattering radar (ISR) technique utilizes a high-powered pulsed radio wave trans-
mitted vertically upward and the received weak back-scatter to characterize the change in
refractive index of the ionosphere, [e.g. Sechrist , 1974; Mathews, 1984]. ISR facilities in the
18
United States include the Haystack Observatory (Westford, MA), the Arecibo Observatory
(Arecibo, Puerto Rico), and the Advanced Modular Incoherent Scatter Radar (AMISR)
(Poker Flat, Alaska).
1.5.4 ELF/VLF Radio Waves
Utilization of Very Low Frequency (VLF, 3−30 kHz) radio waves has proven to be more
useful for global, continuous D-region diagnostics. A ground-based radio receiver detects a
signal from some distant source. Propagation in the “Earth-Ionosphere waveguide” allows
signals to efficiently reach global distances [Wait and Murphy , 1956]. Changes in the signal
with time are known to correspond to changes in the ionospheric conditions [Barr et al.,
2000; Inan et al., 2010]. There are two chief sources of these signals: (1) one of a few dozen
VLF transmitters typically operated by a navy for submarine communication [e.g. McRae
and Thomson, 2000; Thomson et al., 2007], or (2) the broadband radio atmospheric, or
sferic, originating from lightning, [e.g. Burton and Boardman, 1933; Cummer et al., 1998].
However, while the relatively low attenuation over very long distances makes VLF re-
mote sensing useful on a large spatial scale, it also means the receiver signal is inherently
“multi-mode”, which makes inferring characteristics of the ionosphere difficult if using only
experimental observations. The current method to connect VLF observations to ionospheric
parameters is to utilize a forward modeling approach in which a propagation model is
tweaked so that predictions match observations. This leads to a fundamental ambiguity
that constrains VLF remote sensing from becoming a quantitative D-region measurement
the way GPS TEC measurements are for the F-region. Recent work has utilized mini-arrays
to analyze multipath propagation of low-frequency radio waves and map VLF lightning ob-
servations to provide a D-region diagnostic [e.g Füllekrug et al., 2015b,a, 2016].
1.6 Past Work at LF/MF
Early studies examined the time variations in the skywave for LF signals around 100 kHz.
Bickel [1957] examined a 135.6 kHz signal propagating over a 1,550 km path over the Pa-
cific Ocean in Alaska. Assuming a homogeneous ionosphere over the propagation path and
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that there are two dominant modes, a one-hop skywave and the groundwave, the author
decomposed the nighttime phase interference pattern to estimate a reflection coefficient.
The author found that daytime reflection coefficients were relatively low, between 0.003 to
0.032 for the frequency used, while the nighttime reflection coefficients were about an order
of magnitude higher, about 0.074 to 0.26. McKerrow [1957] examined noise amplitudes at
107 kHz over a year to study diurnal and seasonal variations. The author found that the
seasonal median variation at 107 kHz was 16 dB for the path-geometry used. Belrose et al.
[1959] discussed LF propagation over short and long distances and, as in Bickel [1957], pre-
sented the case for 2-3 modes: 1) the groundwave, 2) the one-hop skywave, 3) the two-hop
skywave. Amplitudes and reflection coefficients for signals at 100 kHz, 133.15 kHz, 135
kHz, and 191 kHz with paths from 813 km to 2420 km were analyzed for diurnal and sea-
sonal variation. McKerrow [1960] provided a statistical analysis of the amplitude noise as
a function of frequency, time of day, and season at multiple frequencies, including 135 kHz.
This work found that: 1) higher frequencies are more sensitive to local “noise storms” (i.e.
lightning storms), 2) the average amplitude decreased with frequency by about 1/f to 1/f2,
among other interesting results. Clarke [1962] used amplitude-probability distributions of
atmospheric noise in a power bandwidth of 370 Hz for 24 kHz, 135 kHz, 11 MHz, and 20
MHz to examine diurnal and seasonal variations of the noise power. Noise envelopes were
derived and expressed in statistical terms. Sprenger et al. [1962] examined the absorp-
tion and apparent reflection height of signals between 125-1250 kHz for propagation paths
between 45-450 km during a solar eclipse. This work found that the apparent reflection
height varied by up to 5 km during the event. Belrose and Thomas [1968] studied the
effects of geomagnetic storms on VLF, LF, and MF waves. Among other observations, the
author found that LF waves had rapid fluctuations during the storm followed by increasing
attenuation during recovery. Previous analysis of the skywave from NDGPS transmitters
thus far has been limited to a radio engineering approach and focused on mitigating signal
outages caused by fading (interference between the ground wave and skywaves), [e.g. Last
and Poppe, 1996, 1997].
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1.7 Past Work on Lower Ionospheric Roughness and Variability
A significant amount of work was done to investigate the physical scattering mechanism
that produce D-region partial reflections, as it was previously not well understood. The
work of Rastogi and Holt [1981], building on the previous work of Tanenbaum et al. [1973];
Shapiro [1973]; von Biel [1971]; Newman and Ferraro [1976]; Mathews et al. [1973], used
a phenomenological model to explain HF scattering and weak partial reflections from the
D-region. Three archetypes were used: 1) Ne contains only weak random fluctuations on
a smooth background, 2) Ne contains weak random fluctuations and one plane horizon-
tally extended region with a sharp gradient, 3) Ne contains weak fluctuations and several
horizontal gradient structures. Observations of amplitude statistics made by the author
found that this basic model explained some observations, but not all. Further work at-
tempted to reconcile the different conclusions by research groups, von Biel [1981]; Hocking
[1987], but the non-stationarity of the D-region proves to be problematic. Other research
used spaced antennas with some success to determine the presence of “moving reflectors”,
Lindner [1975a,b].
Work done by Lay and Shao [2011a] and Lay and Shao [2011b], building on Jacobson
et al. [2008], utilized the waveform of lightning strokes (sferics) detected by a network of
receivers as a diagnostic of D-region roughness. The first two peaks in the sferic waveform
are from the groundwave (direct path) and ionospheric reflection (skywave) respectively.
Three critical assumptions made in this work was: 1) the first-hop skywave probes the
middle of the propagation path, 2) the contribution to the skywave component is restricted
to the region of the first Fresnel zone, and 3) the distance from the sferic source must
be close enough to separate the groundwave and skywave (≈<1000 km). An effective
reflection height was found as the time delay between the groundwave and skywave. The
reflection coefficient was found as the ratio between the skywave and groundwave (i.e. the
sferic peaks). The studies measured the aforementioned metrics for several hours during a
thunderstorm near Oklahoma and was able to detect interesting features in the D-region,
such as an apparent “splitting” in the effective reflection height between “low frequencies”
(<30 kHz) and “high frequencies” (30−60 kHz). The advantages of this technique are that:
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1) the metrics are extracted directly from the sferic waveform which allows “direct” probing
of the D-region variability, 2) during a thunderstorm, there is a multitude of probing sources
available. However, the shortcomings of this method are that: 1) a nearby thunderstorm is
needed as a source since the resolution (spatially and temporally) of this method decreases
as the propagation distance increases since the Fresnel zone would increase in size and
the delay between the modes would decrease until it becomes undetectable, 2) modeling is
yet to be done to connected the measured metrics to D-region parameters, such as electron
density. An alternative method proposed in Han and Cummer [2010] matches the frequency-
domain spectrum of sferics to simulated spectra (using the Navy’s Long Wave Propagation
Capability (LWPC) code) to determine waveguide parameters of the D-region. The paper
uses this method to study and discuss the spatial and temporal variability of the D-region
over longer propagation distances.
Work done by Füllekrug et al. [2015b] utilizes a small aperture array of electric field
sensors to study the variability in wave number vectors of a propagating signal using
both VLF/LF transmitters, Füllekrug et al. [2014] and Füllekrug et al. [2015a], and sferics,
Füllekrug et al. [2016]. Maps of electromagnetic noise maps are created by projecting the
wave number plane onto a hemisphere by converting to spherical coordinates. In addition,
the high time resolution of the electric field sensors was used to study frequency-dependent
propagation effects in the D-region by resolving the frequency modulation of VLF trans-
mitters, Koh et al. [2018]. The strengths of this method are the high angular resolution,
on the order of 0.2◦ to 1.9◦, and constant source, as opposed to sferics, enables the study
of fine scale variability of a propagating wave over a long period of time. However, the
shortcomings of this method are that many receivers are needed, e.g. ten are used in the
papers cited.
1.8 Contributions
The following contributions are reported in this dissertation:
 We quantify the utility of NDGPS transmitters (285-325 kHz) for D-region remote
sensing. It is shown that the skywave component of the signal from NDGPS trans-
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mitters can be detected over a regional geography of ≈<2000 km at night and can
interact with geophysical phenomena typically associated with the D-region.
 LF/MF propagation during the 2017 ”Great American” solar eclipse is presented.
Forward scattering and back scattering are detected and modeled. Wait and Spies
waveguide parameters, h′ and β, are estimated for the eclipse totality spot. The
“settling rate” of the D-region is estimated from the back scattered signal.
 A new method of characterizing D-region roughness is presented. The roughness is
segmented into 1) horizontal roughness, 2) vertical roughness. The horizontal rough-
ness is measured using correlation length scales. The vertical roughness is measured
using differential phase height.
 A technique for connecting roughness metrics to ionospheric parameters is also pre-
sented. A Monte Carlo Method (MCM) is used, which runs many iterations of an
FDTD code seeded with randomly varying D-regions of different degrees of rough-
ness. Simulated correlation length scales are compared to observed correlation length
scales.
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CHAPTER 2
REMOTE SENSING WITH NDGPS TRANSMITTERS
2.1 Data Interpretation
2.1.1 LF AWESOME Receiver Data
The data collected from the receiver is in a broadband form with 1 MHz sampling frequency
from two channels: North/South (N/S) and East/West (E/W) channel. Transmitters, such
as naval VLF transmitters and NDGPS transmitters, utilize a minimum-shift keying (MSK)
modulation with a 100 or 200 baud rate (bits-per-second). In MSK, bits are encoded
by varying the carrier frequency by a quarter of the baud rate. A synchronized MSK
demodulation, [Gross et al., 2018], is then applied to this data, which generates a quasi-
continuous wave (CW) signal. The result is that the horizontal magnetic flux density
of a narrowband transmitter can be represented by the amplitude and (carrier) phase of
the N/S and E/W channel. Figure 2.1 depicts this output from a NDGPS transmitter
located in English Turn, Louisiana, [29.8783◦ N, -89.9417◦ W] detected by a receiver in
Baxley, Georgia, [31.8767◦ N, 82.3621◦ W] at a frequency of 293 kHz. The top panel of
the figure shows the amplitude of the horizontal magnetic flux density in units of decibels
of pico-Tesla (dB-pT) for both channels. The diurnal trend seen in the amplitude will be
discussed in more detail later, but, other than the 3-dB offset, the two channel amplitudes
track each other very closely. This is due to the orientation of the antenna in regard to
the propagation path of the signal from the transmitter, which is predominately in the
east-west direction. The bottom panel shows the phase in degrees for both channels. The
phase has been ”unwrapped” with a threshold of 180◦. In contrast to more stable VLF
transmitters, which have a stable phase that track diurnal/solar conditions during the day,
the phase from NDGPS transmitters suffer from clock frequency instability. This presents
itself has ”ramping” in the unwrapped phase, as seen in Figure 2.1, or as ”random jumps”
between -180◦ and 180◦ without unwrapping, as seen in Figure 2.2. Figure 2.2 shows a
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2-minute subset of the wrapped phase data. The ”saw tooth” pattern emerges due to the
phase exceeding 180◦ and jumping down to -180◦. The unwrapping threshold value can
be adjusted to resolve the saw tooth pattern, but there is a contention between using too
low of a value and possibly losing information or using too large of a value and not fully
resolving the problem. Figure 2.2 shows that the clipping in phase occurs occasionally a
little below ±180, so the threshold could be reduced. Figure 2.3 shows the same example
phase shown in the previous two figures, but with varying unwrapping thresholds. Note the
drastic change in the shape of the curve between the top left and bottom right panels. The
two channel phase lines track each other in both plots, but the shape and magnitudes (left
axis) are drastically different.
Figure 2.1: Example raw output from a synchronized MSK demodulation on a NDGPS
narrowband signal.
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Figure 2.2: Example the wrapped phase detected from an NDGPS transmitter.




The four expected values, amplitude and phase of each of the two channels, can be written
as two separate complex phasors that define an ellipse centered at the origin. Figure 2.4
shows this polarization ellipse. Useful metrics can be derived from the resulting ellipse
and are shown in this figure. Major axis length and minor axis length correspond to
longer radius and shorter radius of the ellipse respectively. The nominal angle of arrival
from the source, denoted as Θaz, is the clockwise rotation sense between the northward
direction and the transmitter direction derived using a clockwise rotation matrix. The tile
angle, denoted as τ , is the difference between the major axis direction and the azimuthal
direction (as defined by φ̂). This metric has a range of −90◦ ≤ τ ≤ 90◦. The ellipticity
angle, χ, describes how linear/circular and the rotational sense of the ellipse. This metric
ranges from −45◦ ≤ χ ≤ 45◦. The start phase is equal to the phase difference between
the vector parallel to the major axis and the initial point of magnetic flux density. This
metric captures the transmitter phase change and is independent of the geometric shape of
the ellipse. Synchronized MSK demodulation and the polarization ellipse method are both
covered in great detail by Gross et al. [2018].
The main benefit of using the polarization ellipse method is that it converts an arbitrary
orientation to values with physical meaning (e.g. the major axis length corresponds to the
transverse magnetic (TM) mode and the minor axis length corresponds to the transverse
electric (TE) mode). The work in this thesis will primarily focus on the major axis length
and the minor axis length. These parameters correspond to the transverse magnetic (TM)
and transverse electric (TE) modes of the magnetic field respectively. The start phase will
also be used to derive a metric discussed in a later section.
2.2 Observations
2.2.1 Propagation Distance
Figure 2.5 demonstrates the long range signal detection of the LF receivers for NDGPS
signals. The green dots represent the locations of the NDGPS transmitters as of April
2016, and the blue star is the location of the receiver at PARI (North Carolina) [35.1996◦ N,
28
Figure 2.4: Measures derived from a ”polarization ellipse”, from Gross et al. [2018]
82.8718◦ W]. The right panel shows one minute of calibrated magnetic field data, integrated
and presented as a frequency spectrum. The detected signal is a mix of spread-spectrum and
coherent Minimum-Shift Keyed (MSK) signals, since the transmitted bits are not necessarily
randomized. From examining the SNR of many transmitters, we ascertain that our receivers
have a daytime range of approximately 750 km, as shown by the orange shading circle on
the map, and a nighttime range of approximately 2400 km, as shown by the blue shading
circle on the map, although there is some variation based on the type of antennas used
by NDGPS sites. The bottom left inlaid panel shows an example of the analysis used to
determine the detection range. The black dots represent the approximate amplitude of
some observed transmitters. The red line represents the noise floor for this site and the
blue dashed line is a linear fit to the transmitter amplitudes, where the two lines intersect
is the approximate range. The red path in the map shows one signal, transmitted at 310
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kHz from Whitney (Nebraska), nearly 2000 km away from PARI. As seen in the thumbnail
in the right panel, the Whitney transmission is detected at PARI with ∼20 dB SNR. From
this, we can establish that LF/MF waves can be used for ionospheric characterization over
very large regions, unlike single-point techniques like rockets, HF partial reflections, and
incoherent scatter radar.
Figure 2.5: Estimated LF/MF detection radius for the LF AWESOME Receiver located
at the Pisgah Astronomical Research Institute (PARI) in North Carolina. Figure adapted
from Higginson-Rollins and Cohen [2017]
2.2.2 Diurnal Variations of the Skywave
As previously mentioned, the daytime D-region electron densities are subject to diurnal,
seasonal, and solar-cycle variation, and are thus highly stable and predictable apart from
during transient events. These time variations in the skywave for LF signals around 100
kHz are well documented in early studies [e.g. Bickel , 1957; Belrose et al., 1959; McKerrow ,
1960; Clarke, 1962]. However, for the LF/MF signals from NDGPS transmitters to be
utilized as a diagnostic tool for the D-region of the ionosphere, the skywave component of
the signal must be detectable by our receiver. The diurnal trend offers perhaps the easiest
way to assess this for a given transmitter-to-receiver path. For example, Figure 2.6 shows
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Figure 2.6: Observed diurnal variation of the signal from a NDGPS transmitter. Adapted
from Higginson-Rollins and Cohen [2017].
48 hours of narrowband data collected by the LF AWESOME receiver located at PARI
from the transmitter in Dandridge, Tennessee, located 99 km away from the receiver. The
diurnal variation apparent in Figure 2.6 is consistent with other observations, such as Last
and Poppe [1997]; Bickel [1957]. The bottom panel of the figure shows the full 48-hours of
amplitude data, with the nighttime and daytime period labeled. The daytime data is very
nearly constant with time. As the skywave is heavily attenuated during the day due to
a significantly higher collision frequency, the reflection coefficient is approximately two to
three orders of magnitude lower Bickel [1957], hence the daytime signal for this particular
transmitter-receiver link is dominated by the ground wave, which does not change with
time. However, as the top left panel shows, as the sun sets the attenuation of the skywave
decreases and a fading pattern appears. The steadily intensifying oscillations result from
phase interference caused by constructive and destructive interference between the ground
wave and the steadily strengthening (and phase-varying) skywave. The top right panel
shows the interference pattern in the deep nighttime hours. It is evident that at night
the signal is highly variable with approximately a 30-dB variation in the amplitude of
the depicted signal. This type of fading pattern is consistent with a small number of
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components, likely one skywave and one ground wave, since many rays are unlikely to
produce such perfect cancellation as often as observed in this 48-hour period at nighttime.
Since there appears to be only two dominant components to the nighttime signal, it is in
principle possible to mathematically separate the two components using the amplitude and
phase of the transmitter signal at the receiver. Extracting the phase requires demodulation
of the minimum-shift-key modulation imposed on the NDGPS beacons and a coherent and
phase-stable source or a method of mitigating source-phase instabilities.
2.2.3 Seasonal Variations of the Skywave
The D-region of the ionosphere, as discussed in Section 1.4, is strongly influenced by solar
effects. Section 2.2.2 discusses the diurnal effect of the Sun on the D-region – as the sunrises
and sets, the ionization in the D-region increases during the day and decreases at night. In
addition to this diurnal variation there is also a seasonal variation in the D-region, Šulić
et al. [2016b]. This is most readily observed by the changing length of days throughout
the year. Figure 2.7 and Figure 2.8 show this change in the length of day for two different
paths. In both figures, the top panel is the N/S channel amplitude and the bottom panel
is the E/W channel amplitude. The color reflects the amplitude in units of decibel dB-pT,
where blue is lower and yellow is higher. Effectively, this means that daytime is blue, and
nighttime is yellow. The vertical axis is the UTC hour during each day and the horizontal
axis is the day of the year, starting with January 1 and ending in December 31. The data
for both figures is for 2018. Figure 2.7 is for a predominantly east-west path, so the change
in the length of day is more subtle and visible as the slight curve in the daytime starting
at around 12 UTC rising to about 10 UTC and then returning back to 12 UTC. This trend
occurs during summer, where days grow longer and so the blue area, i.e. daytime, grows
and shrinks as summer passes. Figure 2.8 shows the same data but for a predominantly
north-south path. However, this figure also shows the effect of winter, i.e. the days getting
significantly shorter, as seen in the months of January to April by the yellow area (nighttime)
growing.
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Figure 2.7: Amplitude, in dB-pT, of the N/S and E/W channels of the PARI receiver
examining an NDGPS transmitter in English Turn, Louisiana, with a frequency of 293 kHz
over the course of several months.
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Figure 2.8: Amplitude, in dB-pT, of the N/S and E/W channels of the Delaware receiver
examining an NDGPS transmitter in Hudson Falls, New York, with a frequency of 324 kHz
over the course of several months.
2.2.4 Early/Fast Events
”Early/Fast” events are prompt onset (< 20 ms) nighttime D-region perturbations that
occur simultaneously (< 20 ms) to a lightning discharge in a localized vicinity and typically
recover in about 10s to 100s of seconds Johnson et al. [1999] and have been the subject of
an abundance of research [e.g. Inan et al., 1996a,b, 2010, and references therein]. Using
Vaisala’s National Lightning Detection Network (NLDN) Cummins and Murphy [2009],
we were able to detect all lightning strokes that occurred near the great circle path of a
receiver in Baxley (Georgia) and the NDGPS transmitter in New Bern (North Carolina).
Figure 2.9 shows the amplitude data from one channel at the Baxley receiver. The data
has the characteristic features of an ”Early/Fast” event: a very sudden onset and a much
more gradual recovery. In this case, a positive cloud-to-ground lightning stroke with peak
current 98 kA occurred within 18 km of the New Bern, North Carolina, to Baxley, Georgia,
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Figure 2.9: Detected Early/Fast event coinciding with a lightning stroke over South Car-
olina. Adapted from Higginson-Rollins and Cohen [2017].
path, near the midpoint of the path. When observed with VLF transmitter-receiver paths,
Early/fast events typically occur when the causative lightning is within 50−200 km of the
path Johnson et al. [1999]; Salut et al. [2013]. This is one of a few Early/Fast events observed
on this path and day alone and demonstrates potential usefulness of LF/MF signals from
NDGPS transmitters as a diagnostic tool for geophysical phenomena associated with the
D-region of the ionosphere. LF/MF waves interact with the ionosphere differently than
VLF waves, such as reflecting at higher altitudes, and future work will focus on examining




3.1 Numerical Modeling Methods
This section will briefly discuss two different methods for modeling LF/MF propagation
in the Earth-Ionosphere waveguide: 1) the full-wave method (FWM) and 2) the finite-
difference time-domain (FDTD) method. The descriptions here are by no means exhaustive,
but rather serve to summarize their implementation and application to the research outlined
in this thesis.
3.1.1 The Full-Wave Method
The full-wave method (FWM) has been extensively used in literature to study Very-Low
Frequency (VLF; 3-30 kHz) wave propagation Budden [1955a], Budden [1955b], Lehtinen
and Inan [2008], Lehtinen and Inan [2009], Lehtinen et al. [2010], and Cohen et al. [2012].
Very generally, the FWM first stratifies the ionosphere into horizontal slabs. The thickness
of the slabs is dependent on the frequency of interest where a general rule of thumb could
be a thickness of ≈ 1/10λ, where λ is the wavelength. Next, the susceptibility matrix
(M) and wave components (Hx, Hy, Ex, Ey) are solved simultaneously for all slabs. Then,
starting at an altitude past the reflection point of the wave where only the two up going
waves are propagating and a unique solution exists, a downward integration is done on the
wave components until reaching below the bottom boundary of the ionosphere where the
reflection coefficients are calculated. The reflection coefficient matrix, as in Figure 3.1, is a
two by two matrix that defines the reflection of the transverse magnetic (TM), transverse
electric (TE), and mode coupling components. Moving clockwise and starting at the top
left position, the reflection coefficients are ||R||, ||R⊥, ⊥R||, and ⊥R⊥, where ”TM” is the
parallel (||) and ”TE” is the perpendicular (⊥)). The mode coupling terms are the off
diagonal elements. The presence of a magnetic field in the D-region makes it anisotropic
and causes some of the TM wave to couple into the TE component and vice versa.
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Figure 3.1: A typical 2 by 2 reflection coefficient matrix that defines reflection from an
anistropic media.
Figure 3.2: The left panel shows the discretization scheme of an Full Wave Model used to
study the D-region. The right panel shows the downward integration scheme used. Note that
e1 and e2 show the upward and downward wave components and an is an orthogonalization
factor used to mitigate numerical ”swamping”. Figure adapted from Nagano et al. [1975].
This process is illustrated in Figure 3.2. The left panel shows the discretization of the
D-region. Each slab is denoted as “zn”. Within each slab there exists an up-going (e1)
and down-going (e2) component. The variables in the left panel correspond to those in
the right panel. The right panel shows the downward integration scheme, where e20 is a
scaled value. In general, there are many different integration schemes that can be used,
typically the 4th order Runge-Kutta integration (RK4), e.g. Budden [1955a]. Earlier works
dealing with the full-wave solution were heavily limited due to the numerical instability of
the evanescent wave, known as “numerical swamping”. The large imaginary component of
the vertical wave number would swamp the waves of interest because effectively a small
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number would be added to a very large number. Early works attempted to mitigate this
problem [e.g. Pitteway [1959] and Nagano et al. [1975]]. In the case of the right panel of
Figure 3.2, there is the addition of a orthogonalization coefficient, an. This coefficient is
the result of the Gram-Schmidth Orthogonalization and is used to prevent the transfer of
error from e1 to e20 and prevent swamping. This is allowable since any linear combination
of solutions for the linear equations is a solution, Nagano et al. [1975]. In contrast, the
method used by Lehtinen et al. [2010], and previous works, uses a recursive calculation
for both the reflection coefficients and wave amplitudes, where the direction of recursion is
important in providing stability against numerical swamping. Code from Nikolai Lehtinen,
which uses this method, was used for this research [Lehtinen et al., 2010].
Lehtinen’s FWM was ran for a North-South propagating wave at 300 kHz for daytime
and nighttime conditions. The daytime data is shown in Figure 3.3. The figure shows the
absolute value of the reflection coefficient on the y-axis and the angle of incidence in degrees,
Θ, on the x-axis. Each line is an element from the reflection coefficient matrix, see Figure
3.1. Three typical features which are expected are that: 1) at Θ = 0◦, the absolute value
of each reflection coefficient is equal, 2) as Θ approaches 90◦, ||R|| and ⊥R⊥ approach 1,
and 3) as Θ approaches 90◦, ||R⊥ and ||R⊥ approach 0. These characteristics are also seen
in Figure 3.4 and are typical for low frequency waves, which have reflections, in the Earth-
Ionosphere Waveguide. For NDGPS signals propagating, the dominant reflection coefficient
that drives the amplitude of the first skywave is ||R||. Between Figure 3.3 and Figure 3.4,
there is a significant difference in ||R||. Between Θ = 40
◦ and Θ = 70◦ there is a difference
in |||R||| of ≈ 0.5 or a factor of ≈ 10×. This difference between the daytime and nighttime
skywave reflection coefficient is in line with literature, such as the analysis done by Bickel
[1957] for a 135.6 kHz wave.
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Figure 3.3: FWM reflection coefficients for a 300 kHz wave on a North-South path during
daytime.
Figure 3.4: FWM reflection coefficients for a 300 kHz wave on a North-South path during
nighttime.
The strength of this method is that it is computational fast and uses a relatively small
amount of computing resources. However, the weakness of this method, related to LF/MF
propagation, is that numerical errors appear in the reflection coefficients when they get
smaller than ≈< 10−3 and the method doesn’t allow for a spatially varying ionosphere.
Specifically, because of the first and third weaknesses, the FDTD method was used instead,
which is discussed in the next section.
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3.1.2 The Finite-Difference Time-Domain Method
The second method discussed is the finite-difference time-domain method (FDTD). This
method has recently become popular in the field of VLF propagation, e.g. Lee and Kalluri
[1999], Cummer [2000], and Marshall [2012], with the advent of faster computers and
supercomputer clusters since it is a very computational intensive method. The basic premise
of an FDTD model is that space and time are discretized into a grid, appropriate boundary
conditions are implemented, and then time is incremented, and the grid space is updated
until the model converges to a solution.
Figure 3.5: Example three dimensional Yee grid, adapted from Yee [1966].
A widely used grid method used is called the “Yee grid” after Yee [1966], also known
as the “Yee lattice”. Figure 3.5 depicts an example of a three dimensional Yee grid. The
figure shows the position of the various components of the E and H components. The E
components lie on the middle of the edges of the cells, while the H components are on the
faces of the cells. The Yee grid can be thought of as two separate grids, one composed of E
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components and the other of H components, which are superimposed on each other with
an offset of half a cell. To update the grid, a “leap frog” method is employed in which the
field components (E,H ) exist, and are updated, at half a time step apart, 0.5∆t. Figure
3.6 demonstrates the “Leapfrog” technique in a 1D example. Where t indicates the current
time, n is some integer, and ∆t is the time step. In the spatial domain, the k is some integer
and ∆x is the spatial step size. Effectively, each line represents a new point in time, whereas
each line represents points in the spatial domain. In Figure 3.6, each row of a certain wave
component is half a time step from the two rows above and below it and it must leap
over the other wave component to be updated. Note that the figure reads from the top to
bottom, with each row being an update to the grid space. The exact update equations used
are not listed, but are widely available from literature (e.g. Yee [1966]) or derived from first
principles. The spatial and temporal step sized used is critical for simulation stability. This
relationship can be examined through the “Courant-Friedrichs-Lewy” (CFL) condition. Yee
[1966] discusses this stability criterion, shown in Equation 3.1. Where ∆x, ∆y, and ∆z are
the spatial step sizes for the grid used, cmax is the maximum light velocity, and ∆t is the
temporal step size. The three spatial step sizes are only used in the case of a 3D grid. For
reduced dimensionality, the unused grid steps are simply set to zero. When this inequality
is true, the FDTD grid will be stable. The FDTD model used in this work for modeling the
skywave was provided by Dr. Robert Marshall at the University of Colorado at Boulder,
Marshall [2012]. This will be discussed in greater detail in Section 3.3.
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Figure 3.6: Graphical depiction of the leapfrog technique in a 1D Yee grid. From Singletary
[2020].
√
(∆x)2 + (∆y)2 + (∆z)2 > cmax∆t , (3.1)
3.1.3 Summary of Methods
Two methods for modeling propagation in the Earth-Ionosphere Waveguide have been dis-
cussed: 1) the FWM, 2) the FDTD. Table 3.1 summarizes the strengths and weaknesses of
both methods discussed in the previous two sections. The primary strength of the FWM is
its computational speed and efficiency compared to the FDTD method. However, the major
flaw, which makes it unusable for the purpose of this research, is that the D-region electron
density can’t spatially be varied to simulate a small-scale roughness. This can be done in
an FDTD model, which is ultimately why an FDTD model was used for this research. This
weakness and strength is highlighted respectively as red and green in Table 3.1.
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Table 3.1: Summary of the strengths and weaknesses of the FWM and FDTD methods for
modeling a wave propagating in the Earth-Ionosphere Waveguide.
Summary of Propagation Modeling Methods
Model Strengths Weaknesses
Full-Wave
Model  Computationally fast






 Propagation is diffi-
cult to visual






 Can easily “cus-
tomize” the grid
of the model (i.e.
spatially vary the
electron density)
 Time domain prob-
lem allows for differ-










With VLF signals, the Earth can be approximated to be perfectly smooth, since the wave-
length of the signals (10−100 km) are usually significantly larger than any terrain obstacles
(such as mountains or buildings). However, at LF/MF, the wavelength (∼1 km) is com-
parable in size to medium size mountains or even skyscrapers. Hence, the flat-terrain
approximation is no longer valid and existing VLF propagation models, such as the Long
Wave Propagation Capability (LWPC), Ferguson [1998], cannot be reliably used in many
situations.
As an example, we consider the propagation of a LF/MF signal across a mountain
range, as is the case for a NDGPS transmitter near, Gustavus (Alaska), detected at the
receiver in Juneau (Alaska). Figure 3.7 shows the diurnal variation of the amplitude for
this scenario. The propagation path is 50 km and nearly in a west-to-east direction, divided
in the middle by a north-south mountain range with some peaks reaching well over one
kilometer in height, or more than a wavelength tall. The nighttime period is approximately
between 5−15 UT and is distinguishable by the greater variability in the signal. The
diurnal variation demonstrated here is markedly different from that shown in Figure 2.6.
Typically, at such short distances we would expect the amplitude to be relatively flat since
the groundwave isn’t affected by ionospheric conditions. We hypothesize that this difference
is due to the attenuation and shadowing caused by the mountain range changing the balance
between the groundwave and very faint first skywave.
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Figure 3.7: Observed amplitude diurnal variation in Juneau, AK, from a nearby NDGPS
beacon. The top right sub-figure shows a map of the transmitter-receiver geometry and the
bottom right sub-figure shows an image of the mountain range.
.
To model the ground wave attenuation for various propagation paths, a finite difference
time domain (FDTD) code was custom built and run. Topographic profiles of the Earth
were acquired using the NASA/METI ASTER GDEM data set, a product of NASA and
METI. Conductivity and permittivity parameters of the Earth were acquired from look-
up tables and inferred for the ground ITU-R [2017]. In the case of the propagation from
Gustavus to Juneau, the path is only about 50 km and so the curvature of the Earth is
neglected. Figure 3.8 shows the results from the FDTD model. The top panel of this figure
shows the difference between the magnetic field for a simulation with the terrain profile
and one with no terrain, i.e. propagating over saltwater. The transmitter is located at
the bottom left, which causes the feature at around 1 km, and the receiver is located at
the bottom right. The color indicates the extra path loss, in decibels, due to the realistic
terrain, additional resistivity, and other effects inherent to the FDTD method, such as
geometric dilution. The bottom panel shows this path loss along the profile of the terrain
border with realistic conductivity values. Near the receiver, the effect of the terrain and
higher resistivity, or the difference in the two simulations, is about 15−20 dB. This level
of attenuation is quite significant for such a short path and would otherwise have been
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neglected with a simple flat earth approximation. More importantly, it means that the
ground wave is sufficiently attenuated so that the balance between the ground wave and
the first hop skywave is significantly altered. This scenario represents a more extreme case
of groundwave attenuation. However, over much longer propagation paths (≈>600 km),
which is the primary interest of this work, the groundwave is already sufficiently attenuated
such that the skywave is the dominant mode, which is less susceptible to terrain effects and
thus modeling the groundwave as precisely becomes unnecessary.
Figure 3.8: Top: Difference in dB between FDTD simulations with terrain and without.
The terrain used is overlaid. Bottom: “Horizontal slice” of the top panel with the two
separate path losses shown.
3.3 Skywave
The skywave, or wave that reflects from the ionosphere, is much more difficult to model.
VLF (3−30 kHz) propagation modeling can leverage several simplifying assumptions, such
as the flat-Earth approximation, and legacy code, namely LWPC. However, LWPC does not
work well at 300 kHz. Thus, an FDTD model must be leveraged for this work. The FDTD
model used in this work for modeling the skywave was provided by Dr. Robert Marshall at
the University of Colorado at Boulder, Marshall [2012]. The model can use a 1D, 2D, or 3D
grid. Figure 3.9 shows the grid space of model. The model runs in spherical coordinates, and
the 2D grid, the second image from the left, is centered at the “north pole”, i.e. at θ = 0◦.
For modeling waves near a frequency of 300 kHz, a spatial step size of about 100 meters
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is used. When modeling propagation paths on the order of 1000 km, this can generate
quite a large simulation space to run. To overcome this computational burden, the Georgia
Institute of Technology’s Partnership for an Advanced Computing Environment (PACE)
cluster is used to run the model. The code uses a “Convolutional Perfectly Matched Layer”
(CPML) as a boundary condition, see Roden and Gedney [2000] and Berenger [1994] for a
more thorough description of the formulation.
Figure 3.9: Grid space of the FDTD model used, adapted from Marshall [2012].
The underlying theory of FDTD modeling is not discussed here, but there are an abun-
dance of sources that cover this topic in great deal, e.g. Berenger [1994]; Lee and Kalluri
[1999] and citations within, or refer to Section 3.1.2. The difficulty in modeling transiono-
spheric radio propagation, such as in the “Earth-Ionosphere Waveguide”, is in modeling a
magnetized plasma, an anisotropic medium, especially in the boundary conditions. Many
sources exist that address this problem, e.g. Hu and Cummer [2006].
Two example runs from this model are highlighted in this section. Figure 3.10 shows
the ground interference pattern for a 300 kHz source for a typical daytime D-region profile.
Three regions are label. The red panel on the left is the region dominated by the ground-
wave. The middle green panel is the region dominated by the interference between the
groundwave and the first skywave. The blue panel on the right is the region dominated by
the first skywave. Figure 3.11 shows the same figure but for a typical nighttime D-region
profile. Both figures reinforce results from earlier authors that suggest only 1-3 detectable
modes propagate near this frequency, Bickel [1957]. Note that the nighttime result has
a first skywave that is approximately 25 dB stronger than the daytime condition, which
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greatly changes the structure of the interference region between the groundwave and first
skywave. If we compare the two figures, a sanity check can be done by comparing the
amplitudes. At around 800 km, the difference in the magnetic field amplitude is about 25
dB-pT, which compared to the top panel of Figure 2.1 in Chapter 4.2.1 is approximately
the same difference between the nighttime amplitude and daytime amplitude.
Figure 3.10: Ground interference pattern of a 300 kHz source with a typical daytime profile.
Three approximate regions are labeled indicating the dominant mode(s).
Figure 3.11: Ground interference pattern of a 300 kHz source with a typical nighttime
profile. Three approximate regions are labeled indicating the dominant mode(s).
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CHAPTER 4
SOLAR ECLIPSE CASE STUDY
In this chapter a case study will be presented to demonstrate the ideas and techniques
described in the preceding chapters. First, previous and concurrent research of using lower
frequency waves to measure the effect of solar eclipses on the D-region will be outlined,
Section 4.1. Second, observations of the solar eclipse using NDGPS transmitters will be
shown and described, Section 4.2. Thirdly, back scattering will be examined and modeled
using the FDTD method. Finally, the “settling rate” of the D-region will be estimated
using the modeled back scattering results, Section 4.3.
4.1 Background
Extensive research exists that examines the effect of a total solar eclipse on the D-region pri-
marily by inferring changes using VLF transmitters, especially over long propagation paths.
A few of those works will now be described briefly. Sears [1965] studied the 30-May-1965
solar eclipse by combining riometer, or relative ionospheric opacity meter, measurements at
20, 30, and 60 MHz and VLF measurements at 18 kHz from NLK in Jim Creek, Washington,
near the totality path on the Cook Islands. A depression in the VLF phase of about 20%
was observed. Kaufmann and Schaal [1968] studied the 12-November-1966 solar eclipse in
South America using the VLF transmitter in Hawaii, NPM, at 26.1 kHz and observed a
phase delay of 12.3 µsec from the totality spot as it crossed the propagation path. Hoy
[1969] studied the 22-September-1968 solar eclipse over Asia using the GBR VLF transmit-
ter in the United Kingdom, 16 kHz, received at Canberra, Australia, and found a phase
delay of 3.3 µsec. Schaal et al. [1970] observed the 7-March-1970 solar eclipse by comparing
the phase between three VLF transmitters detected by two co-located receivers in Brazil:
1) NLK in Washington at 18.6 kHz, 2) NAA in Maine at 17.8 kHz, and 3) the Omega trans-
mitter in Haiku, Hawaii, at 10.2 kHz. Lynn [1981] studied the 23-October-1976 solar eclipse
using four VLF transmitters detected by a receiver in Melbourne, Australia, and found that
49
the VLF phase response is a non-linear function of solar obscuration. The apparent time
constant of ionospheric response was found to be 4 minutes and to be independent of the
ionospheric reflection height.
Fewer papers have looked at LF/MF signals that investigate the ionospheric changes
due to solar eclipses. The work done by Sprenger et al. [1962] examined the effect of
two solar eclipses (30 June 1954 and 15 February 1961) on the D-region using frequencies
between 191−1178 kHz. This work examined reflection heights and signal absorption for
multiple transmitter-receiver paths during both events and found approximate values for
the attachment and detachment processes during the event.
Figure 4.1: Map of transmitter-receiver observation configurations during the 21-August-
2017 solar eclipse. Very low frequency (VLF) transmitters are shown as purple circles and
low frequency (LF) transmitters are shown as purple triangles. VLF receivers are shown as
blue stars and VLF/LF receivers are shown as blue squares. The green swath shows the
path of the eclipse totality spot (from northwest to southeast) at an 80-km altitude. The
orange spot is the location with the longest totality duration (2 min, 41 s), which occurred
at 18:21:49 UT. The gray lines show the great circle paths for transmitter-receiver pairs
that were recorded. From Cohen et al. [2018a].
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Figure 4.2: LF receiver polarization observations for the WWVB transmitter signal at 60
kHz during the eclipse. From Cohen et al. [2018a].
The “Great American Solar Eclipse” traversed the continental United States (CONUS)
on August 21, 2017. Data from several receivers were collected simultaneously and the
results for the VLF and low LF band were published Cohen et al. [2018a]. Figure 4.1 shows
the transmitter-receiver path geometry of the data campaign. During this campaign, there
were two types of receivers, the Georgia Tech LF AWESOME receiver, Cohen et al. [2018b],
and the Stanford VLF AWESOME receiver, Cohen et al. [2010], detecting two types of
transmitters: VLF naval transmitters and LF transmitters. Note that the NAA, in Maine,
and NLK, in Washington, naval transmitters were not operational during the solar eclipse.
Figure 4.2 shows the observations from the WWVB LF transmitter during the eclipse. The
data from WWVB to Burden, second column of Figure 4.2, is particularly interesting since
the eclipse totality spot is moving parallel to the path of propagation. The sharp minimum
suggests destructive interference from the scattering off the eclipse spot. These figures are
taken directly from the publication, Cohen et al. [2018a], and a more detailed analysis and
discussion can be found therein. The polarization ellipse analysis described in Section 2.1.2
is used and depicted for seven LF transmitters, Gross et al. [2018]. Recall that the major
axis length serves as a proxy for Hφ and the minor axis length as one for Hθ.
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4.2 NDGPS Observations
In conjunction with the data collected in Cohen et al. [2018a], data from the NDGPS
transmitters was also collected. The observations from the NDGPS transmitters will be
discussed in the proceeding sections. Select observations will be segmented and discussed
by the direction of scattering: 1) forward scattering and 2) back scattering. The data
presented will utilize the polarization ellipse method, [Gross et al., 2018], and focus on
major axis length and minor axis length.
4.2.1 Forward Scattering
In the context of D-region remote sensing using VLF, LF, or MF transmitters, forward
scattering refers to scattering from a perturbation located between the transmitter and
receiver. Thus, the scattered signal propagates “forward” and is detected by the receiver,
[e.g. Johnson et al., 1999]. Figure 4.3 shows two examples of forward scattering from
NDGPS transmitters during the 21-August-2017 solar eclipse. The leftmost panel shows a
map of the two propagation paths being observed: 1) New Bern, NC, [35.175◦ N, 77.049◦
W] to Baxley, GA, [31.877◦ N, 82.534◦ W] at 294 kHz, and 2) Bobo, MS, [34.115◦ N,
90.691◦ W] to Pisgah Astronomical Research Institute, NC, [35.2◦ N, 82.872◦ W] at 297
kHz. The respective path lengths are 627.1 km and 726.6 km. The two center panels show
the amplitude data for the transmitter in New Bern, NC, to Baxley, GA. The top panel
shows the data for the major axis length and the bottom panel shows the data for the minor
axis length, both are in units of decibel picoTesla, dB-pT. The right panels show the same
data for the Bobo, MS, to PARI, NC, transmitter-receive path. The four vertical lines in
each data panel, labeled T1−T4, correspond to the position of the totality spot in the map.
As the eclipse totality spot moves from northwest to southeast across both transmitter-
receive paths there is a clear modification to the data plots in all four panels. There are some
clearly similarities between the results in Figure 4.3 and Figure 4.2, namely a sharp rise or
fall in the major or minor axis. Due to the higher frequency of the NDGPS transmitters,
specifically 294 kHz or 297 kHz for the data presented, the phase interference observed in
the major/minor axis length varies more rapidly, as seen in both cases. This is primarily
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due to: 1) the shorter wavelength of 1 km and 2) the fewer propagating modes, as discussed
in Chapter . This is most apparent when comparing the fifth column of Figure 4.2, the path
from WWVB to PARI, and the third column of Figure 4.3, the path from Bobo to PARI.
The minor axis length between both observations are comparable, with the modification in
the NDGPS case lasting only about 20-minutes, while the modification in Figure 4.2 lasts
about 40-minutes. The major axis trend is different between the two plots, the NDGPS
transmitter major axis length increases and then decreases as the eclipse totality spot moves
across the propagation path with a fading pattern, peaks and nulls from phase interference,
superimposed on top of it. The middle column showing propagation from New Bern, NC,
to Baxley, GA, shows a more pronounced case of phase interference. As the eclipse spot
moves across the path, both the major axis and minor axis have two peaks and a null from
the phase interference, though the minor axis has a much broader peak than the major axis.
4.2.2 Back Scattering
As opposed to forward scattering, back scattering occurs when the perturbation is “behind”
the receiver. Thus, waves scattering off the perturbation propagate in the “backwards”
direction and are detected by the receiver. Figure 4.4 shows an example of back scattering
from NDGPS transmitters during the 21-August-2017 solar eclipse. The leftmost panel
shows a map of the propagation path being observed: Tampa, FL, [27.8502◦ N, 82.5325◦
W] to Baxley, GA, [31.877◦ N, 82.534◦ W] at 312 kHz. The respective path length is 446.64
km. The two panels in the right column show the major and minor axis lengths in units
of decibels of picoTesla, dB-pT, for this propagation path. The four vertical lines in both
data panels, labeled T1−T4, correspond to the position of the totality spot in the map on
the left.
As the eclipse spot moves from northwest to southeast, the top right panel showing the
major axis length appears to trend downward until it reaches T3, when a fading pattern
appears. At T3 there is an enhancement in the major axis, i.e. a peak, followed by a null
just before T4, at around 18:47 UTC. It’s important to note that the eclipse totality patch
does not cross the propagation path, as seen in the map on the left. Thus, it appears that












































































































































































































































showing the minor axis appears to be relatively flat with no clear modification caused by
back scatter from the eclipse totality spot.
An important consideration for any observations during the 21-August-2017 solar eclipse
is that a solar flare occurred at approximately the same time. Thus, care must be taken to
ensure that the effect of the solar flare on the solar eclipse is accounted for. The top panel
of Figure 4.5 shows the major axis length for 21-August-2017, blue line, and the previous
day for reference, red line. The bottom panel shows the GOES-14 X-Ray Flux data for
21-August-2017. There is a rise in the X-Ray flux beginning at around 17:45 UTC that
peaks at approximately 17:56 UTC. The onset of the X-Ray flux appears to correspond
with the decreasing trend of the major axis length, blue line, as it departs from the quiet
day, red line. This downward trend seen in the blue line appears well before the eclipse
totality spot passes behind the Baxley, GA, receiver, which suggests that it is the effect of
the solar flare on the major axis length.
Figure 4.5: Impact of a solar flare on the data from the 21-August-2017 solar eclipse for the
NDGPS transmitter in Tampa, FL, detected by a receiver in Baxley, GA, at 312 kHz. Top
panel: Data from 21-August-2017, blue line, compared with the previous day, a quiet day,
red line. Bottom panel: The GOES-14 X-Ray flux for 21-August-2017.
Now that the effect of the solar flare on the major axis length has been identified, it
should be normalized in order to determine the contribution of the back scattering from the
eclipse totality spot. Figure 4.6 shows how the data is normalized to account for the solar



































































































































































































































FL, NDGPS transmitter received in Baxley, GA, as the blue line. The red line is a linear
fit to the downward trend that appears before the fading pattern, which is extrapolated to
continue through the peak of the modification from the solar eclipse. The bottom panel
shows the major axis length, blue from the top panel, with the best fit trend, red from
the top panel, subtracted. The two dashed horizontal black lines show approximate values
for the major axis length from the “quiet” D-region, bottom line, and from the perturbed
D-region, top line. The difference between these two lines, labeled on the panel, is about 0.5
dB-pT, which is the enhancement to the major axis length resulting from the back scatter,
with the effect of the solar flare removed. The 0.5 dB-pT enhancement near “T3” is assumed
to be the back scattering from the solar eclipse totality spot because it is the time when
the totality spot is located immediately behind the receiver, which is a requirement for the
two-dimensional model in Section 4.3.
Figure 4.6: Normalizing the major axis length data from the 21-August-2017 solar eclipse
to account for the effect of a solar flare. Top panel: The major axis length, blue line, of
the Tampa NDGPS transmitter detected in Baxley, GA. A linear best fit to the steady
downward trend is shown as a red line. Bottom panel: The major axis length normalized
by the linear best fit of the downward trend caused by the solar flare. The two dashed black
lines show the estimated “quiet” major axis length, bottom, and the back scattered major
axis length, top line. The difference between the two lines is the back scattered major axis
length and is found to be 0.5 dB-pT.
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4.3 Numerical Modeling
We now investigate the back scattering described in Section 4.2.2 using the FDTD code
described in Section 3.1.2 and Section 3.3. Figure 4.7 shows a cartoon diagram of the
two-dimensional FDTD layout used to model the back scattering from the eclipse totality
patch. The D-region electron density is effectively split into three regions, going from left
to right: 1) typical daytime, 2) eclipse patch, and 3) typical daytime again. The “Wait
and Spies Two Parameter Model”, Equation 1.3, will be used to parameterize the D-region
electron density. The daytime parameters, shown in a box at the top center-left of the
figure, are h′ = 71 km and β = 0.43 km−1, from Clilverd et al. [2001] and Thomson [1993].
The distance from the NDGPS transmitter in Tampa, FL, to the receiver in Baxley, GA,
is d1 ≈ 446.6 km. The distance from the NDGPS transmitter to the edge of the patch is
d2 ≈ 640.3 km, or about 675.3 km to the center of the patch. The width of the patch,
assuming a sharp boundary, is d3 ≈ 70 km. In Section 4.3.1, the eclipse path parameters
will be varied to find a solution that matches the result in Figure 4.6. In Section 4.3.2, the
selected h′ and β will then be used to estimate the width of the transition region of the
eclipse totality patch. This width estimate will then be used to estimate the settling rate
of the D-region during the solar eclipse.
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Figure 4.7: Grid layout for the two-dimensional FDTD model used to investigate back
scatter from the eclipse totality patch. The daytime electron density parameters used are
h′ = 71 km and β = 0.43 km−1 and the eclipse patch electron density parameters will be
varied.
4.3.1 Estimating Eclipse Patch Parameters
The back scattering mechanism of the Tampa-to-Baxley propagation path will first be
investigated using the FDTD model described in Figure 4.7. There are three levers that
can be used to vary the eclipse totality spot: 1) the h′ of the eclipse totality spot, 2) the
β of the eclipse totality spot, and 3) the transition width of the totality spot. As stated
above, the daytime D-region electron density is assumed to be homogeneous and constant,
with a h′ = 71 km and β = 0.43 km−1. The eclipse totality spot will be modified with
combinations of h′ from 77 km to 92 km and β from 0.5 km−1 to 0.9 km−1. The third
lever, the transition width of the totality spot, is modified by applying a moving average
smoothing window on the h′ and β arrays, which contain three segments: 1) daytime values,
2) eclipse spot values, and 3) daytime values. The variable that describes this parameter is
the number of cells, or window width, used. Figure 4.8 depicts four cases of the D-region
electron density. In each panel, the y-axis is the altitude range in kilometers and the x-axis
is the distance from the transmitter in kilometers. The color of the image is the log-scale
electron density in units of m−3. The eclipse totality spot is located at around 675.3 km.
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The top left panel shows the eclipse spot with no smoothing, the case with the sharpest
boundary. In the top right panel, the smoothing window is increased to 2.5 km and the
edges of the totality spot are no longer as sharp and a clear slope emerges. In the two
bottom panels, the smoothing window is increased again, and the boundaries become much
smoother.
Figure 4.8: Examples of how the D-region electron density of the solar eclipse totality patch
changes with varying smoothing window sizes. Top left to bottom right the smoothing
window changes from 0.1 km to 7.5 km. Note that 0.1 km corresponds to a single cell and
thus is effectively the same as having no smoothing window.
The modeled three-parameter space will use the h′ and β ranges described above in
combination with smoothing window sizes of 0 km, 2.5 km, 5.0 km, and 7.5 km. Figure
4.9 summarizes the resulting three-parameter space using the FDTD method. Each panel
corresponds to a smoothing window size. Within each panel, the x-axis is the h′ value and
the y-axis is the β value. The color represents the ∆Hφ, which is calculated as the absolute
value of the difference between the a “typical daytime” D-region electron density and the
respective eclipse totality spot run in units of dB-pT, or decibels of picoTesla. A typical
daytime D-region electron density uses a homogeneous ionosphere with h′ = 71 km and β =
0.43 km−1. Note that Hφ corresponds to the major axis length from the observations. The
only panel with any detectable variation is the top left corresponding to a smoothing window
of 0 km. This suggests that a very sharp boundary is needed to produce any detectable back
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scatter from the solar eclipse totality spot. Using no smoothing, i.e. an instantaneously
sharp boundary, the optimal solution is found by finding the configuration of the parameters
that produces a back scattered ∆Hφ of about 0.5 dB-pT. As previously stated, the 0.5 dB-
pT enhancement is assumed to be the back scattering from the solar eclipse totality spot
because it allows for the use of a two-dimensional FDTD model. The optimal configuration
of the three-parameters is found to be h′ = 80± 3 km, β = 0.9± 0.1 km−1. The error bars
for h′ and β are the parameter step sizes used.
Figure 4.9: Summary of the resulting simulation voxel of the three-parameters used to vary
the solar eclipse totality spot: h′, β, and the smoothing window size. The color is the
absolute value of the difference between a baseline case, i.e. typical daytime propagation,
and the back scattered major axis length, Hφ.
Clilverd et al. [2001], studying the 11-August-1999 solar eclipse over Europe using VLF
transmitters, estimated that the totality had a h′ = 79± 1 km and a β = 0.5± 0.01 km−1
for very short paths, ≤600 km. This corresponds to a difference of ∆h′ ≈ 1 km and
∆β ≈ 0.4 km−1 when compared to the results determined from the back scattering using
an NDGPS transmitter, which can be attributed to three main factors. First, the work
done by Clilverd et al. [2001] utilized VLF transmitters, 16−23.4 kHz, rather than NDGPS
transmitters, 314 kHz. It is well known that the properties of a wave reflecting from the
ionosphere vary with frequency, thus it is possible that some of the difference in h′ and β
are due to this characteristic. Second, the precision of the estimated parameters using the
FDTD modeling described above is limited by the step size of the parameters. The values
of h′ are increments in 3-km steps and the β values are incremented in 0.1-km−1 steps.
Thus, the precision, and possibly the agreement with the results from Clilverd et al. [2001],
could be improved by using a finer sampling interval. Finally, in Clilverd et al. [2001] the
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Long Wave Propagation Capability (LWPC) code is used for modeling. The reference D-
region electron density is modeled identically to the work above with homogeneous values
of h′ = 71 km and β = 0.43 km−1. However, for very short paths, ≤600 km, the totality of
the eclipse is modeled using a single h′ and β for the entire path. This effectively “averages”
the perturbation over the entire propagation path. In contrast, the back scatter from the
NDGPS transmitter is more akin to a point measurement rather than a path average. Thus,
by using FDTD modeling for eclipse totality spot, the h′ and β values determined are for
the “true” eclipse totality spot and not for a path average.
Using the optimal parameters for the totality spot, the contribution of each “edge”
of the spot to the total back scattered wave can be investigated. In the work above, a
smoothing window was applied to the entire eclipse patch. Now, the smoothing window
is only applied to half of the spot. This is meant to simulate the totality patch as it
moves over the CONUS – the “soft” edge corresponds to the day-to-shadow side of the
spot, i.e. the “front” of it, while the “sharp” edge corresponds to the shadow-to-day side
of the spot, i.e. the “back” of it. The main assumption here is that the ionization caused
by the Sun is almost an instantaneous process, while a shadow slows the ionization, but
isn’t instantaneous. Figure 4.10 shows the four possible configurations. The “near edge”
indicates the edge of the totality spot closest to the transmitter/receiver, while the “far
edge” is the edge away from them. The sloped edge corresponds to a “soft” edge, while the
instantaneous edge corresponds to a sharp edge. The four cases are: 1) two sharp edges, 2)
a sharp edge on the far edge and soft edge on the near edge, 3) a soft edge on the far edge
and a sharp edge on the near edge, and 4) two soft edges.
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Figure 4.10: Cartoon depicting the geometry of the eclipse totality edge investigation. The
“near edge” indicates the side closer to the transmitter/receiver, while the “far edge” is
away from the transmitter.
Table 4.1 summarizes the results from the four cases. No smoothing window is used for a
sharp edge and a smoothing window of 2.5 km is used for the soft edge. The greatest amount
of back scatter is modeled when using two sharp edges for the totality spot, followed by
using a soft near edge and sharp far edge. Negligible back scatter is detected in the two other
cases. The case with the second most back scatter detected, the soft near edge and sharp
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far edge, is most like the totality spot moving northwest-to-southeast across the CONUS.
Since the totality spot is moving “diagonally” relatively to the predominantly north-south
transmitter-to-receiver propagation path, the near edge of the spot would be a day-to-night
transition and thus a soft edge, while the far edge would be a night-to-day transition and
thus a sharp edge. This trend in the back scatter further assures that the detected signal
is in fact back scatter from the eclipse totality spot. The discrepancy in detected back
scatter between the two strongest cases, the top two rows of Table 4.1, can be explained
by the error introduced by using a two-dimensional model to explain a three-dimensional
phenomenon and by using a stationary model to explain a non-stationary process. The
latter is especially meaningful, since, from examining the overall trend of each interference
pattern, varying one edge from sharp to soft changes the direction of the back scatter. Thus,
in the case of a soft near edge and sharp far edge, back scatter of about 0.41 dB-pT can
be detected closer towards the transmitter. Thus, in a three-dimensional simulation space,
as this totality spot moves to the southeast stronger back scatter would be detected by the
receiver, such as in the case of the two sharp edges and as detected from observations.
Table 4.1: Summary from investigating the effect of each edge of the totality spot on
the received back scatter using varying smoothing window sizes. The eclipse totality spot
parameters used were h′ = 80 km and β = 0.9 km−1.
Near Edge Smoothing Window Far Edge Smoothing Window |∆Hφ|
0.1 km 0.1 km 0.41 dB-pT
2.5 km 0.1 km 0.18 dB-pT
0.1 km 2.5 km 0.03 dB-pT
2.5 km 2.5 km 0.02 dB-pT
4.3.2 Estimating the Settling Rate
When the D-region is temporarily perturbed, the “steady-state” electron density, collision
frequency, and other parameters and processes are disrupted for some period of time, e.g.
Rodger et al. [2002]. The time it takes for the D-region to return to “normal” or recover
from the perturbation is called the settling rate. Specifically, the settling rate described in
this section refers to the rate that the D-region “changes” which allows for back scattering
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to occur. During the 21-August-2017 solar eclipse, the totality spot traversing the CONUS
created a “known” perturbation, a very rare occasion in geophysics, and useful for estimating
the settling rate. Equation 4.1 describes how the settling rate, Tsettling, will be calculated.
The two unknowns that must be determined are: 1) the velocity of the totality, Vtotality,





Coster et al. [2017] studied the impact of the 21-August-2017 eclipse on the total electron
content (TEC) of the ionosphere and found that the “depletion” in the TEC caused by the
eclipse moved at approximately the same speed as the totality. The first unknown, the
velocity of the totality, is thus simply the velocity of the totality shadow moving along the
ground. Thus, the totality spot velocity is assumed to be Vtotality ≈ 0.65 kms .
The second unknown is the width of the transition region of the totality spot. Figure
4.11 shows the absolute value of the back scattered major axis length, |∆Hφ|, as a function
of the smoothing window size using an eclipse patch with the parameters h′ = 80 km
and β = 0.9 km−1. At a smoothing window size of about 500 meters, the back scattered
amplitude approaches zero. The width of this curve is the width of the transition region of
the totality spot, thus Wtotality = 500km.
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Figure 4.11: Absolute value of the back scattered major axis length, |∆Hφ|, (blue line)
as a function of the smoothing window size using an eclipse patch with parameters the
h′ = 80 km and β = 0.9 km−1.
The two variables, Vtotality and Wtotality, are now combined and the settling rate is
calculated as in Equation 4.2. Thus, during the 21-August-2017 solar eclipse, the totality
spot moving had a settling rate of 1.31s−1. Referring back to Table 4.1, this settling rate
describes a sharp edge. If the second case from the table, soft near edge and sharp far edge,
is assumed to be the real case, then this settling rate describes the required rate of the far











This chapter outlines two fundamental concepts needed to understand electromagnetic
roughness: 1) the concept of what is a rough surface (Section 5.1) and 2) the idea of
the “Fresnel zone” (Section 5.2). These two concepts are then used to derive two key met-
rics that will be used to measure the roughness of the D-region electron density in terms
of the vertical, differential phase height (Section 5.3), and horizontal roughness, correlation
length scale (Section 5.4). Finally, the method used for modeling the D-region electron
density will be discussed, Section 5.5. A Monte Carlo Method is employed using dozens of
Finite-Difference Time-Domain (FDTD) runs with randomized electron densities to deduce
the associated amplitude variation. The amplitude variation is a function of space and time
and cross-correlations between different distances are used to calculate a modeled, or esti-
mated, correlation length scale that will later be used to connect the measured correlation
length scale, or horizontal roughness, from field campaigns to a metric that describes the
electron density roughness.
5.1 Rough Surfaces and the Rayleigh Criterion
What distinguishes a “smooth” surface from a “rough” surface? The early work done by
Rayleigh, Strutt [2011] (later summarized by P. Beckmann and A. Spizzichino [1963] and
Ogilvy [1991]), sought to answer this question by developing a criteria for simple physical
interpretation of a surface, specifically to distinguish between smooth and rough surfaces,
which will be briefly described. First, consider a monochromatic wave reflecting from a
rough surface at some incidence angle, θ1, such as in Figure 5.1.
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Figure 5.1: Diagram depicting two parallel rays scattered from different points on a rough
surface. Adapted from Ogilvy [1991].
For a waves scattering in the x − z plane, i.e. a two dimensional problem, with some
angle, θ2, the phase difference between two rays can be calculated using Equation 5.1. The
scattering points are located at x1 and x2, k is the wavenumber defined as
2π
λ
, λ is the
wavelength of the wave, and h1 and h2 are the heights of the reflection points from some
reference plane. In the case of a “specular” reflection, when θ1 = θ2, the phase difference
can be simplified into Equation 5.2, where ∆h = h1 − h2.
∆φ = k [(h1 − h2)(cos θ1 + cos θ2) + (x1 − x2)(sin θ1 − sin θ2)] (5.1)
∆φ = 2k∆h cos θ1 =
4π
λ
∆h cos θ1 (5.2)
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Equation 5.2 describes the difference in phase between the two waves as a function
of: 1) difference in reflection height, 2) angle of incidence, and 3) wavelength. Assume
that λ and θ1 are held constant and ∆h, the difference in reflection height, is increased
from 0. At ∆h = 0 the phase difference, ∆φ, will constructively interfere perfectly in the
specular direction. However, as ∆h increases, ∆φ approaches π, which causes the rays
to destructively interfere and thus provide no contribution in the specular direction. The
Rayleigh criterion simply states that a surface with ∆φ < π2 is considered a smooth surface
and is otherwise considered rough. Equation 5.2 can be modified to express the Rayleigh
criterion in terms of the height difference in the reflected waves such as in Equation 5.3.
This form of the Rayleigh criterion allows for a physical interpretation of what is considered





It should be noted that π2 is an arbitrary choice and many other works have derived
different criteria. For example, Norton and Omberg [1947] used ∆φ = π4 , thus replacing the
factor of 8 in Equation 5.3 with a factor of 16. However, rather than trying to determine
the exact point that distinguishes a smooth and rough surface, it is perhaps more useful to
determine a measure of effective surface roughness. Re-examining Equation 5.2, it can be
concluded that a surface becomes effectively smooth when the two conditions in Equation
5.4 are met. These conditions qualitatively show that a surface may appear smooth in three
situations: 1) the difference in reflection height between two points approaches 0, 2) the
wavelength becomes significantly large, and 3) the angle of incidence becomes very oblique.
∆h
λ
→ 0 or θ → π
2
(5.4)
The above description of the Rayleigh criterion and the qualitative assessment of an
effectively smooth surface is meant to highlight an important concept: the roughness of a
scattering surface is not an intrinsic property of the surface, but rather a property of the
wave being reflected from the surface and is a function of wavelength and angle of incidence.
Thus, it is important to think of the scale of roughness in relations to the wavelength of
69
the incident wave. A common notation used to demonstrate the scale of roughness is to
normalize values by the wavelength of the incident wave or by the wavenumber of the
incidence wave.
When a scattering surface is not deterministic and is generated by some random process,
such as the surface of the ocean or the D-region of the ionosphere, it becomes necessary
to determine statistical measures for characterizing the surface. Two classic parameters for
statistically characterizing surface roughness are the RMS (Root-Mean-Squared) height and
correlation length, e.g. Manninen [1997]. Imagine a propagation scheme where an incident
radio wave is being scattered by the surface of the ocean. The RMS height may be thought
of as the “vertical roughness” of the surface and the correlation length as the “horizontal
roughness”. These metrics will be covered in more detail in the proceeding sections.
5.2 The Fresnel Zone
To determine the location and size of an active scattering region contributing to the total
field at a receiving point from a surface illuminated by a source the commonly accepted
answer is the Fresnel zones, specifically the first Fresnel zone. At oblique incidence angles,
such as in the case of a radio wave reflection from the lower ionosphere, this answer becomes
less rigorous, but has been used in other works in this context, such as in Lay and Shao
[2011a] and Lay and Shao [2011b].
Imagine a surface, such as the blue surface at the top of Figure 5.2, illuminated by a
transmitter, such as on the left side of the figure, that in turn reflects radio waves, which
are detected by a receiver at some distance, d, as seen on the right side of the figure. The
locus of all points on the reflecting surface that generate a reflection that arrives at the
receiver with a constant phase difference, δ, with respect to the direct radiation along d is
given by Equation 5.5. In Equation 5.5, R1 and R2 are the distances of the up going and
down going rays and δ is the constant phase difference. If δ is incremented in steps of λ2 ,
concentric ellipses with phase differences of π will arise. This effectively creates rings of
alternating constructive and destructive phase interference, seen as the ellipses at the top
of Figure 5.2, where the first Fresnel zone will be defined as the area inside the first ellipse
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where the locus of all points will constructively interfere with a phase of π. In general, the
first Fresnel zone, or the first ellipse on the surface, has the greatest contribution to the
received signal because of the following reasons: 1) the concentric ellipses, after the first
Fresnel zone, have a decreasing area and thus decreasing contribution to the received signal,
2) the alternating concentric ellipses of constructive and destructive interference, though
not identical in size, approximately cancel out. For a thorough reference text on Fresnel
zones and related topics refer to P. Beckmann and A. Spizzichino [1963].
Figure 5.2: Depiction of the first three Fresnel ellipses in context of the propagation scheme
of interest: low frequency waves reflecting off the lower ionosphere and detected by a re-
ceiver, right, at some distance, d, from a transmitter, left.
R1 +R2 − d = δ (5.5)
In the case of a receiver detecting the signal from an LF/MF transmitter, such as an
NDGPS transmitter, at oblique incidences, the first Fresnel ellipse will appear as an ellipse
that becomes more elongated as the distance between the transmitter and receiver increases.
The direction along the path of propagation, or rather the direction towards the receiver
from the transmitter, is called the radial direction. The direction perpendicular to the
direction of propagation is called the transverse direction. Table 5.1 shows estimated values
for the radial radii and transverse radii for varying propagation distances. The frequency
of the propagating wave has a frequency of 300 kHz and a reflection height of 90 km in all
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scenarios. The table shows a clear increasing trend as the distance of propagation increases.
The radial radius, which is along the path of propagation, increases much more dramatically
than the transverse direction. This table shows that the active scattering region, i.e. the
Fresnel zone, can become quite large at longer distances, reaching an area of about 6318.9
km2 at 1200 km. However, it should also be noted that, at distances of about 700 − 1200
km, the first skywave is the dominant mode. This means that, at these distances, the first
Fresnel zone is effectively a “patch” of the D-region that is being probed by the LF/MF
waves with minimal contributions from higher order modes. The metrics discussed in the
next sections will focus on describing the “vertical” and “horizontal” roughness of the D-
region by exploiting this concept, specifically that the patch of the D-region being probed
is more or less equivalent to the Fresnel zone at the center of the propagation path between
the transmitter and receiver.
Table 5.1: Estimated radial and transverse radii for the first Fresnel ellipse of different
propagation path lengths using a frequency of 300 kHz and reflection height of 90 km.
Propagation Radial Transverse






As previously stated, one of the key metrics for characterizing the “roughness” of a media is
the vertical roughness, or its vertical variability. Unfortunately, deriving precise reflection
heights of low frequency waves reflection from the D-region ionosphere is a difficult problem.
Often times, the h′ metric from the “Wait and Spies Two Parameter Model” is mistakenly
referred to as the reflection height, e.g. McRae and Thomson [2000] and Thomson et al.
[2007], but rather describes a variable that is similar to a “y-intercept” in the model that
fits to an electron density profile. As an alternative, an array of methods which describe
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a “virtual” or “phase” reflection height have been developed. These methods attempt to
exploit some underlying physical assumption of the propagation problem to create a proxy
for reflection height, or change in reflection height, of a propagating wave. A summary of
these methods will be described below.
5.3.1 Wavelength Change Method
An early method was developed by E. V. Appleton, Appleton [1928], to study the nighttime
interference fading observed in Medium Frequency (e.g. λ = 385 meters) signals is called
the wavelength change method. Figure 5.3 depicts an example of the nighttime interference
amplitude pattern that Appleton studied in his paper. The propagation scheme for Figure
5.3 is depicted in Figure 5.4. In this scenario, there are two ray paths: 1) the “groundwave”
that propagates via TO and 2) the “skywave” (or down coming wave) that propagates via
TBO.
Figure 5.3: Example amplitude fading of a λ = 385 meter signal captured by a receiver in
Peterborough from transmitter in Manchester on 1 July 1927. From Appleton [1928].
Figure 5.4: Propagation geometry assumed for the Manchester-Peterborough path in Figure
5.3. Adapted from Appleton [1928].
Two critical assumptions made by this work are: 1) the interference generated by the
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skywave (TBO) and groundwave (TO) is due to a change in phase, θ from Equation 5.6,
which can be interpreted as a small change in wavelength, λ, (hence “wavelength change
method”), and 2) for a small change in wavelength, λ, the equivalent path difference between
the two propagating rays, D from Equation 5.6, is constant. Note that in Equation 5.6, the
units of D and λ should cancel and so the resulting phase, θ, is in units of radians. Using
these two assumptions, the paper outlines a method for studying: 1) the relative change in
amplitude between the skywave and groundwave, 2) a method of calculating the angle of







The first metric of interest to Appleton was determining the relative strength of the
skywave, H1, to the groundwave, H0. Imagine that the wavelength, λ, of the signal is
gradually increasing, then the phase, θ, will eventually alter by 2π and pass through a
signal amplitude maximum and minimum. The number, n, of maximums, or minimums,
can be calculated using Equation 5.7. In that equation, θ is defined by Equation 5.6, which










Assuming that D remains approximately constant for small changes in wavelength and
without knowledge of the day-time value of the signal, i.e. the groundwave, the relative
strengths of the skywave and groundwave can be calculated using Equation 5.8. Where H1
is the skywave, H0 is the groundwave, M is the signal maximum that indicates that θ is an
even integer of π (e.g. 0, 2π, 4π, etc.), and m is the signal minimum that indicates that θ








The second metric of interest is the angle of incidence, φ1. Imagine a scenario where
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there are two simultaneous receivers collecting data: 1) an aerial antenna, 2) a loop antenna
on the ground. In the same fashion as deriving Equation 5.8, two equations can be derived:
one for the aerial antenna above the loop antenna, Equation 5.9, and one for the loop
































The third metric of interest is a method for estimating the equivalent reflection height.
Calculating δn/δλ, or the number of fringes per meter of wavelength change, yields a quan-
tity that is proportional to the path difference, D, between the groundwave and skywave.
Thus, an increase in δn/δλ would indicate an increase in the equivalent reflection height.
Figure 5.5 shows an example of determining the change in equivalent reflection height using
this method during the June 29th, 1929, solar eclipse in the United Kingdom. The left y-axis
shows the values of δn/δλ while the right y-axis shows the estimated equivalent reflection
height. The left side of the plot shows the nighttime data, with the sunrise occurring just
before 4 GMT, indicated by an arrow. The equivalent reflection height is high, at around
100− 110 km, during the night and gradually decreases, which is expected since as the sun
rises the ionization in the D-region increases, causing lower frequency waves to reflect at
lower altitudes. During the eclipse totality, indicated by an arrow around 5:30 GMT, the
equivalent reflection height once again increases due to the decrease in D-region ionization.
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Figure 5.5: Estimated change in equivalent reflection height using the wavelength change
method for the June 29th, 1927, solar eclipse at λ = 491 meters. Adapted from Appleton
[1928].
The strength of the method outlined by Appleton in Appleton [1928] is that it only
requires the amplitude intensity measurement of two antennas with no knowledge of the
groundwave. However, the weakness of this method is that it requires access to a transmitter
in which the frequency can be varied. Unfortunately, due to the constraint of using a signal
of opportunity, the weakness of this method makes it unusable.
5.3.2 Phase Height
As mentioned in the previous section, using the wavelength change method requires a trans-
mitter that can vary the frequency of the transmitted signal. However, by using a signal
of opportunity, such as the NDGPS transmitters, the frequency is assumed to be con-
stant and invariant, atleast within the bounds of MSK modulation. Thus, the propagating
wave is “monochromatic” and a method that determines the effective reflection height of
a monochromatic wave must be utilized. A series of two papers by Pitteway [1965] and
Piggott et al. [1965] describe the numerical calculation of wave fields, reflection coefficients,
and polarization from low frequency waves reflecting from the lower ionosphere. Specifi-
cally, Piggott et al. [1965] has a section that describes three methods of estimating reflection
height that all use phase. These methods will be briefly discussed.
The first method described in Piggott et al. [1965] is called the phase height method and
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is described by h1 in Equation 5.12, where λ is the wavelength, I is the angle of incidence
from the vertical plane pointed from the ground to the ionosphere, θg is the phase difference
between the upgoing and downcoming waves observed at the ground, and M is simply an
arbitrary integer. It is import to note, that the solution of Equation 5.12 is not unique and
is dependent on the choice of M.
−4πh1
λ
cos I = (2M + 1)π + θg (5.12)
The second method is called the triangulation height and is described by h2 in Equation
5.13. The triangulation height is defined as the reference height which makes δθ/δI = 0.
As I tends to normal incidence (I = 0◦), the solution tends to infinity, unless it happens







The final reflection height method described in Piggott et al. [1965] is the virtual height
method described by h3 in Equation 5.14, where c is the speed of light. The virtual height







In general, it is important to note that h1 6= h2 6= h3 and the author suggests the use
of the mean of all three methods. However, since the angle of incidence and frequency are
invariant, the phase height method, h1, will be adapted to solve for an effective reflection
height in the next section. In the following section, an adaptation of the phase height
method will be discussed.
5.3.3 Differential Phase Height
As discussed in Section , the NDGPS transmitters being used as a signal of opportunity
suffer from clock instabilities that cause ramping in the phase data. This is problematic
since the possible equivalent reflection height techniques discussed above in Section 5.3.2
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are all reliant on phase data. To cope with this problem, a modification has been made
to the phase height technique described in Equation 5.12. First, envision a propagation
scheme, like the one depicted in Figure 5.6, where a transmitter, left, is detected by two
receivers, right, at some distance d1 and d2 away. Each wave, depicted in the figure as
a ray, propagates in a similar path and reflects off the D-region, seen as the blue region
above, at some height, h1 and h2 respectively, with some angle of incidence, θ1 and θ2.
An important assumption made here is that the receivers are placed sufficiently far from
the transmitter, e.g. approximately 700 km to 1200 km, in order to ensure that only one
skywave is propagating.
Figure 5.6: Example propagation scheme of a transmitter (left) and two closely spaced
receivers (right) with the waves reflecting off of the D-region.
With two receivers, there are now phase measurements at two different locations. This
will be the key difference between the phase height method described in Equation 5.12
and what will now be called the differential phase height. Equation 5.15 describes what
happens when the two phase values at each receiver, φ1 and φ2, are subtracted from each
other. Each phase value can be broken into three parts: 1) the contribution of the trans-
mitter source (φn,source), 2) the ionospheric and path contribution (φn,ionosphere), and 3) the
contribution from nearby scattering (φn,site). Between the two receivers, the contribution
from the transmitter source should be identical and thus, when subtracted, should cancel
completely, which effectively eliminates the “phase ramping” described above. The remain-
ing phase elements are described in Equation 5.16, where φ∆,ionosphere is the difference in
the ionospheric, and path, contribution, φnoise is the contribution of any time varying noise
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(e.g. receiver noise), and φbias is the contribution of any “constant bias”, such as nearby
scattering from geographical features or buildings.
φ∆ = φ1 − φ2 = φ1,source + φ1,ionosphere + φ1,site − φ2,source + φ2,ionosphere + φ2,site (5.15)
φ∆ = φ∆,ionosphere + φnoise + φbias (5.16)
In Equation 5.12, the right-hand side can be encased into a variable, such as Equation
5.17. Given the right selection of M, the phase values from Equation 5.16 and Equation
5.17 will be equal, φ∆ = φ
′
∆.
φ′∆ = (2M + 1)π + θg (5.17)
Thus, we can then substitute Equation 5.16 into Equation 5.12 and solve for the equiv-
alent reflection height, yielding Equation 5.18. Where λ is the wavelength, θi is the angle
of incidence (in radians), and φ∆ is the phase from Equation 5.16.
H = − φ∆λ
4π cos θi
(5.18)
Next, the metric we are interested in is a relative change in phase height, rather than an
absolute metric. Thus, the mean phase height, H̄, is subtracted, which yields a normalized
relative phase height, ∆h, as in Equation 5.19. It should be noted that because of this nor-
malization, the integer choice, M, from Equation 5.17 becomes irrelevant. This normalized,
differential phase height is the final metric of interest. However, to measure its variation,
the root-mean-squared of a subset time series of normalized differential phase height values
is calculated, using Equation 5.20, to measure the vertical variation in the D-region.








The values for the wavelength, λ, and phase, φ∆, are known, however, the angle of
incidence, θi, is still an unknown. Assuming a spherical Earth, a formula for the angle of
incidence based on the geometry of the problem can easily be solved using Equation 5.21,
where Re is the radius of the earth in meters, hn is the reflection height in meters, and dn is
the distance from the transmitter to the receiver in meters. The subscript n indicates the
receiver number. The resulting angle of incidence, θi,n, is in radians. The formula on the
right hand side is the angle from the vertical axis, the complementary angle of the angle of
interest. Thus, the angle is subtracted from π2 , which yields an angle of incidence that can








hn +Re(1− cos dn2Re )
(5.21)
In Equation 5.21, there is still one unknown: the reflection height, hn. However, only the
relative change in this variable is of interest. Thus, a best guess value for hn is used and left
constant. This approximation results in a small error that decreases as propagation distance
increases. For example, if the reflection height is assumed to be 90 km with a nighttime
range of reflection heights of 85 − 95 km for a wave at 300 kHz. For a propagation range
of 900 km the error, that is the difference between the chosen value and the bounds, is
θerror,i ≈ ±0.6◦.
An additional consideration for the use of Equation 5.18 is that, although there is only
one angle of incidence in the formula, there are actually two angles of incidence for the
two receivers being used. Two possible solutions to this problem are: 1) to take the mean
value of the two angles of incidence, 2) to pick one angle of incidence and use it. In the
context of this problem, the receiver spacing is often quite small, < 10λ, and if it’s chosen
to be closer to ≈ λ, then the error in the angle of incidence, if only a fixed value is used,
drops drastically. At a propagation distance of 900 km, the difference between two receivers
spaced one wavelength apart, with identical reflection heights, is only θerror,i ≈ 0.01◦. Thus,
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this error becomes negligible under the right circumstances.
In conclusion, to measure the vertical roughness, or variability, of the D-region the
differential phase height method described above will be used to track the relative change
in phase height. Equation 5.18 is used to calculate the differential phase height using a
fixed value of angle of incidence, calculated using Equation 5.21, where an initial reflection
height of 90 km is used and kept constant. The resulting value is normalized using Equation
5.19 and then the root-mean-squared value is calculated form a subset of the time series
using Equation 5.20. The final metric describes the variability in the vertical phase height
between two “patches”, Fresnel zones, reflecting off the D-region.
5.4 Horizontal Roughness
The second component of characterizing the electromagnetic roughness of a surface is de-
termining the “horizontal roughness”. A common technique for characterizing spatial vari-
ability, which can be applied to this problem, is called cross-correlation analysis. Variants
of this method are widely used to solve problems in different remote sensing fields. The
work by Doviak et al. [1994], and citations within, used spaced receiver models and cross-
correlation analysis to study atmospheric turbulence and wind parameters. A paper by
E. N. Bramley, Bramley [1951], similar to the paper by Briggs et al. [1950], summarizes
the use of a cross-correlation analysis technique on the reception of radio waves from the
ionosphere for two closely spaced aerial antennas, such as two antennas on an airplane,
for various conditions, such as whether there is a steady signal present or not. This work
was expanded on by Lindner [1975a] and Lindner [1975b] to, using the partial reflection
technique, understand the angular spread of down coming reflected waves, the coherence
ratio, and the scale/size of reflecting ionospheric irregularities. The work by Wernik et al.
[1983] used spaced receivers to study turbulent ionospheric irregularities, specifically the
mean drift velocity and direction, the characteristic random velocity, the spatial scales of
the irregularities, and the orientation of the irregularities. Cross-correlation analysis has
been successfully used in similar remote sensing fields and can be applied to measure the
spatial roughness of the D-region electron density.
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The primary metric derived from cross-correlation analysis is the correlation length scale.
The correlation length scale is a statistical measure that describes the spatial variance of
a surface. In the context of this work, the correlation length scale will be used to measure
the spatial variance in the amplitude of a wave reflecting from the ionosphere.
It is well established in literature that the correlation length scale measured on the
ground can be used as a proxy for the scale of a perturbation or to estimate the angular
spread of the scattering from a surface, Ratcliffe [1956]. Figure 5.7 shows a propagating ray
(red arrows) reflecting off the ionosphere (blue medium). When the ionosphere is smooth,
such as in the top panel, the reflection will be specular and remain a narrow beam. As the
roughness increases, middle and bottom panel, the down coming ray becomes more diffuse
and becomes a wider “cone” instead of a narrow beam. Thus, as the roughness of the
surface increases in relation to the wavelength being used, the measured correlation length
scale of should increase as well.
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Figure 5.7: Conceptual depiction of the effect of roughness on an electromagnetic wave
reflecting from the ionosphere. Top to bottom panel shows smooth to very rough.
The correlation length scale is calculated as follows. First, the simultaneous amplitude
data being analyzed (e.g. N/S amplitude, E/W amplitude, major axis length, or minor axis
length as per Section 5.3.3) from multiple receivers is aggregated, such as in Equation 5.22,
where each variable represents the time series of the metric being analyzed. In this case,
the time series may be the complete time series of the data collected during the campaign
or a windowed subset of it.
x = [x1(t), x2(t), ..., xd(t)] (5.22)
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Once the data has been aggregated, the data from each receiver is normalized individu-






Using the normalized values, the cross-correlation is calculated between each pair of
receiver metrics using Equation 5.24. Where xn+m is one receiver site metric at time
t = n+m and y∗m is the complex conjugate of the other receiver site metric at time t = m.
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The result of this calculation is used to find the maximum value of the absolute value
of each receiver pair combination. This results in a diagonal matrix of size D × D where
the diagonal values are equal to approximately 1. Each point in this matrix corresponds
to a specific receiver spacing. Figure 5.8 illustrates the receiver spacing configuration for a
radial propagation scheme. A transmitter, on the left, is transmitting a wave that reflects
off the ionosphere, middle of figure, and is detected by some number of receivers, on the
right. The receivers are located at a distance, d1,2,..., from the transmitter. The spacing
between the receivers can be calculated in two ways: 1) the spacing between the midpoints
of the propagation paths, L′, or 2) the ground spacing, L. Each element of the calculated
diagonal matrix above has an equivalent diagonal matrix with elements corresponding to
the spacing using either L′ or L. For this work, the ground spacing of the receivers, L, is
exclusively used in order to match the simulated results in the next section.
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Figure 5.8: Example propagation scheme of a transmitter (left) and two closely spaced
receivers (right) with the waves reflecting off of the D-region.
In general, the exact cross-correlation point is not captured, so an exponential fit, like
the one in Equation 5.26, is used to approximate it. In Equation 5.26, “A” and “B” are
coefficients and generally A ≈ 1. Figure 5.9 shows an example of this process. The left panel
shows the major axis, or Hφ, correlation length scale. The blue squares are cross-correlation
values each pair of receivers for the entire data set, while the bars are the standard deviation
of the windowed data set to highlight the variation. The black line is the exponential fit for
the blue squares and the red horizontal line is the e−1 point. The point at which these two
lines intersect is the correlation length scale. The same plot is shown in the right panel for
the minor axis, Hθ.
R̂′(x) = A expBx (5.26)
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Figure 5.9: Example of estimating the correlation length scale using an exponential fit. The
left panel shows the major axis cross-correlation values and the minor axis shows the minor
axis values.
A second metric that can be derived from cross-correlation analysis is the correlation
time. The correlation time, τ , is calculated by finding the lag, or time delay, of the maximum
absolute value resulting from the cross correlation between two receivers. From Equation
5.24, this is equivalent to finding the index m corresponding to the maximum absolute
value. For a group of D time series, or subsets of the time series, this results in a D ×D
diagonal matrix containing the values of the correlation time, where the diagonal values
are the correlation time of the auto correlation of each receiver, which should be equal to
approximately 0. The correlation time is of less interest than the correlation length scale,
however, it could provide insight on the rate of change, or turbulence, in the D-region – a
shorter time scale would correspond to a more rapidly changing ionosphere and vice versa.
The work by Wernik et al. [1983] used the correlation times and the spacing between
receivers to estimate the apparent velocity of plasma irregularities in the ionosphere. An
example study from P. Beckmann and A. Spizzichino [1963], seen in Figure 5.10, describes
using cross-correlation analysis with Medium Frequency (MF, 300 kHz to 3 MHz) and
High Frequency (HF, 3 MHz to 30 MHz) waves to study scattering and turbulence in the
troposphere. Figure 5.10 depicts the cross-correlation between three sets of receivers spaced
at 20 meters, 40 meters, and 60 meters, with the normalized correlation coefficient shown
on the y-axis and the lag, τ , shown on the x-axis. There is a decreasing trend in the
86
maximum correlation between receivers as distance increases, which is expected. As the
spacing increases, the correlation time, τ , increases due to winds and turbulence at the
altitudes of interest and could be used to deduce some properties about the winds. As a
side note, the correlation length scale, as described previously, for this example would occur
at approximately 60 meters.
Figure 5.10: Demonstration of the effect of wind on a tropospheric path between four
receiving poins. Adapted from P. Beckmann and A. Spizzichino [1963].
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5.5 Modeling D-Region Roughness
5.5.1 Generating a Rough D-Region
The D-region effectively consists of two levers: 1) electron density, 2) electron-neutral col-
lision frequency. In general, the propagation of LF/MF waves is more heavily impacted
by changes in the electron density, so to simplify the problem space only roughness in the
electron density will be considered. Using the “Wait and Spies Two Parameter Model”,
Equation 1.3, the D-region electron density can be parameterized as a function of distance,
where roughness is added by varying h′ and β using a Gaussian distribution. Figure 5.11
depicts an two-dimensional image of the distribution of h′, along the x-axis, and β, along
the y-axis, generated for an example rough ionosphere. Both variables were varied using a
Gaussian distribution. The h′ values were generated with a mean of 85 km and standard
deviation of 3 km. The β values were generated with a mean of 0.63 km−1 and standard
deviation of 0.025 km−1. The color represents the bin count for each pixel, where red is a
higher count and blue is a lower count.
Figure 5.11: Example distribution of h′ and β used to generate a randomly rough ionosphere.
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This generates a completely random electron density, however, to create varying scales of
roughness, an additional parameter must be added. This “roughness parameter”, henceforth
referred to as the ionospheric length scale, is a two-sided exponential smoothing window.
One side of the window is generally describe by Equation 5.27 where α is the resulting
window, x is the horizontal width of the window in kilometers, and Liono is the ionospheric
length scale in kilometers. As Liono increases, the smoothing window width increases, and
the fine features of the roughness get flatted. Once the exponential smoothing is done
to the original electron density profile, the resulting D-region profile is used in modeling.
Figure 5.12 depicts this process. The top panels describe the steps, while the bottom panels
graphically depict an example. The bottom left panel shows the completely random electron
density profile along some two-dimensional path. The bottom center panel shows the two-
sided exponential smoothing widow described by the ionospheric length scale parameter.
This exponential window is applied to the bottom left panel to generate the bottom right
panel – the electron density profile with a parameterized roughness.
α = exp−x/Liono (5.27)
Figure 5.13 depicts four different rough D-region electron densities generated using the
method described in Figure 5.12. Each panel of Figure 5.13 is generated using a different
ionospheric length scale using Equation 5.27. As the ionospheric length scale increases
from 5 km to 30 km, finer perturbations become smoothed and the overall size of the
perturbations, in regard to wavelength, increase. Note that each panel uses a different




































































































































Figure 5.13: Example rough D-region electron density profiles with varying ionospheric
length scales, Liono. Each panel is derived from a different randomly generated electron
density distribution.
5.5.2 The Monte Carlo Method (MCM)
To model a randomly varying rough D-region, a Monte Carlo Method (MCM) will be em-
ployed. This practice, often referred to in literature as “stochastic modeling”, is a common
tool used to study the scattering from randomly varying surfaces, e.g. Hastings et al. [1995].
The motivation for using the MCM is to derive a “direct” measure of the D-region roughness
using the correlation length scale measurement.
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Figure 5.14: Outline of the Monte Carlo Method used in this work. Starting at 1 and
moving to 3. The circle diagram represents that this is an iterative approach.
Figure 5.14 depicts the general flow of the MCM method used. First, the input pa-
rameters, in this case the electron density (Ne) of the D-region described by h
′ and β, is
randomly varied for N instances. The rough D-region electron densities are generated as
discussed in the previous section and the ionospheric length scale is held constant while
generating the N instances. Once all the instances of the rough D-region electron density
are generated, the FDTD model is used to model the effect on LF/MF propagation. Figure
5.15 summarizes the FDTD output of a set of runs with N = 21 for an ionospheric length
scale, Liono, of 10 km. This figure depicts the differential ground interference pattern of the
magnetic field, which is calculated by subtracting the mean of all interference patterns from
each individual one. This metric is used to highlight the variation between runs caused by
varying the D-region roughness. The horizontal axis is the distance from the transmitter
in kilometers and the vertical axis is the run number. The color of the figure, defined by
the color bar on the right-hand side, is the differential magnetic field amplitude in decibels,
dB. There is no noticeable variation in the magnetic field amplitude until around 850 km
from the transmitter when the first skywave becomes the dominant mode present. Figure
5.16 shows the same data as Figure 5.15, but zoomed in to highlight the region of variation
from 840 km to 1000 km. The pronounced “line” seen at around 860 km is due to a null in
the ground interference pattern moving and is the most significant difference between the
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runs. However, there is also random variation from 860 km to 1000 km, suggesting that
information about the electron density roughness is being captured in the amplitude data.
Figure 5.15: Example output from successive FDTD runs using the Monte Carlo Method
in units of differential magnetic field amplitude of the Hφ component, where Liono = 10km
and the transmitter frequency is 293 kHz.
Figure 5.16: Zoomed in example output from successive FDTD runs using the Monte Carlo
Method in units of differential magnetic field amplitude of the Hφ component, where Liono =
10km and the transmitter frequency is 293 kHz.
Finally, the N runs, such as those shown in Figure 5.15 and Figure 5.16, are aggregated
together and the statistics of the problem can be analyzed. Specifically, the correlation
length scale is of interest here. As described in Section 5.4, the correlation length scale is
calculated by treating a single distance, m, across all N runs as a single time series. Then,
“stepping” away from the first distance, m, the cross-correlation is calculated between each
“time series”. In MATLAB, the first step is to normalize the data by calculating the “Z-
score” of each time series using Equation 5.28, where µx is the mean of the time series
x and σx is the standard deviation. Next, the cross-correlation is calculated using the
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xcorr function in MATLAB. This function is described by Equation 5.29, where xn and yn
are the random processes of interest. A coefficient normalization, Equation 5.30, is then
applied to Equation 5.29. The use of these equations results in a function that describes
the correlation versus distance, which can be carried out until the correlation equals 1/e,
which is the modeled, or estimated, correlation length scale. Figure 5.17 shows an example
result from this procedure. The x-axis is the distance. The y-axis is the cross correlation
between m = 840 km and each successive distance. The dashed red line indicates the 1/e
lines and the red circle shows the point at which the correlation crosses this line. Liono
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Figure 5.17: Example of calculating the modeled correlation length scale using an Liono = 20
km and a frequency of 293 kHz.
To generate meaningful results, the process in Figure 5.14 must be repeated for several
ionospheric length scales for the same propagation path. Then the entire M -by-N, where
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M is the number of distance bins and N is the number ionospheric length scales, can be
treated as a “look-up table” for that specific propagation path, such as that in Figure 5.18.
Figure 5.18 serves to connect the measured correlation length scale with the ionospheric
length scale as a function of distance and modeled correlation length scale. The left panel
shows the full two-dimensional image for some modeled propagation path from 500 km to
900 km, y-axis, for ionospheric length scales ranging from 5 km to 50 km, x-axis. The color
represents the estimated correlation length scale using the method described above. The
hypothesis is that the modeled correlation length scale can be match with the measured
correlation length scale and serve as a proxy for the ionospheric length scale. The right
panel shows three “horizontal” slices of the left panel for the distances of 600 km (blue),
700 km (red), and 900 km (black). The x-axis shows the ionospheric length scale and the
y-axis shows the estimated correlation length scale. There are two key trends to note from
the right panel. First, for each line, or distance, there is an upward trend from left to right
in a near f(x) ∝
√
x fashion. This indicates that as the ionospheric length scale increases,
the correlation length scale will also increase and approach some limit. The second trend
is that between distances, i.e. the different color lines, the rate of increase and the “limit”
reached grows with distance. For example, the black line, 800 km from the transmitter,
grows much more rapidly and approaches an estimated correlation length scale of 7 km for
an ionospheric length scale of 50 km. While the blue line, 600 km from the transmitter,
grow much less rapidly and approaches a correlation length scale of 4 km for an ionospheric
length scale of 50 km. A possible reason for the increase in the ionospheric length scale with
distance is due to the increasing contribution of the first skywave as the distance increases
away from transmitter. As the contribution of the first skywave grows in comparison to the
other modes, e.g. the groundwave or high order skywaves, the detected signal variation,
i.e. the estimated correlation length scale, will change more drastically from irregularities
in the D-region electron density.
5.5.3 Method Validation
In order to validate the outlined method, two things must be determined: 1) what is the


























































































































































































































method to the mean values of h′ and β. The minimum size the “time series” needed in order
to find a stable solution was empirically determined to be approximately N ≥ 40. Figure
5.19 shows the process of how the minimum time series size was empirically determined.
The x-axis contains the number of Monte Carlo runs used in the time series to generate the
cross-correlation plot, which is shown as the y-axis. The first column was generated using
two runs and the final column was generated using 55 MCM runs. The starting point of
the cross correlations is at 720 km and extends to 740 km. Each “slice” or column in the
figure can be thought of as an individual version of Figure 5.17. The color in the figure
represents the correlation, where the correlation length scale is captured at 1e ≈ 0.367 or
the second lightest shade of red. The correlation length scale appears using around 13 runs,
however, the features, including the deep null at 730 km, appear to stabilize starting at
approximately 40 runs. Specifically, as the number of runs approach 40, the correlation
length scale stabilizes, whereas at 14 runs it is at approximately 730 km instead of about
727 km. Thus, N ≥ 40 was found to be the minimum number of runs needed in order to
determine a stable correlation length scale.
Figure 5.19: Image showing the convergence of the estimated correlation length scale to a
stable solution using an ionospheric length scale of 20 km and a frequency of 293 kHz.
The second thing that must be validated is the sensitivity of the modeled correlation
length scale to the mean values of h′ and β. An assumption critical to simplifying the
dimensionality of the problem is that, since the correlation length scale is a “normalized”
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or relative metric, it is insensitive to a constant bias in the variables used, namely h′ and β.
If, however, that is not the case, then two additional dimensions would need to be added
to Figure 5.18 – one for the change in the mean value of h′ and the other for β. This
simplifying assumption was validated empirically. Figure 5.20 summarizes the results of
the empirical validation. The figure shows two histograms with varying mean values as
indicated by the legend in the top right corner. The blue histogram has a h̄′ = 85 km and
β̄ = 0.63 km−1 and the clear histogram has a h̄′ = 80 km and β̄ = 0.5 km−1. The former
being typical nighttime values validated for VLF signals using the LWPC (Long Wave
Propagation Capability) Code, Thomson et al. [2007]. Each histogram was constructed by
using Liono = 20 km and calculating the estimated correlation length at each distance from
500 km to 900 km, which generally coincide to the distances of interest. The resulting
estimated correlation lengths for both cases were then displayed as a histogram to compare
the distribution of the results. From Figure 5.20, it is evident that the two histograms
match with minimal deviation from each other. Because there is no drastic difference in
the median (4.83 km versus 5.31 km respectively) or standard deviation (3.74 km versus
4.02 km respectively), any slight deviation may be explainable by the randomly generated
electron densities. Thus, from this empirical analysis, the simplifying assumption that the
mean values of h′ and β, at least for the nighttime D-region, can be treated as fixed seems
appropriate.
Figure 5.20: Empirical validation of the sensitivity of the correlation length to the mean
value of h′ and β used to generate randomly rough electron densities. Both distributions




This chapter summarizes the field campaign efforts to measure the roughness metrics de-
scribed in the previous chapter and discusses the results. First, initial, unsuccessful, field
campaigns will be described, followed by the data collection improvements and hardware
modifications that enabled a series of successful field campaigns. The non-stationarity of
the D-region is addressed and an appropriate window size is determined. Next, using the
selected window size, the horizontal and vertical roughness metrics from the field campaigns
are summarized and discussed. The roughness metrics from an NDGPS and VLF transmit-
ter with similar paths are compared to investigate the variation with frequency. Next, the
observed horizontal roughness metrics for two propagation paths are compared to modeled
results. Finally, suggestions for future field campaigns are discussed.
6.1 Summary of Field Campaigns
6.1.1 Previous Measurements
Initial attempts done to measure the roughness of the D-region were unsuccessful, but the
lessons learned guided future measurements. Two separate data campaigns were attempted:
1) near Delaware [39.9472◦ N, 75.5813◦ W] on 23-March-2017, 2) near Juneau [58.5906◦ N,
134.9041◦ W] on 27-April-2017. These previous measurements were done by utilizing one
permanent receiver site and one mobile site. Data at the mobile site was recorded in 30-
minute increments. Although this gave two measurements that could be cross correlated
with each other, each set of measurements could not be truly compared to each other
because it cannot be assumed that the ionosphere is stationary on the timescale of hours,
which prevented an accurate measurement of the correlation length scale. Figure 6.1 depicts
this phenomena. The left panel of the figure shows the Fresnel zone, the region of dominant
influence for the first skywave, as the gray ellipses for the two sites. The background
represents some theoretical total electron density for the D-region. The right panel shows
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a second measurement, where the two sites have been moved further away, depicted by the
Fresnel zones moving apart, as done in the two experiments in Delaware and Juneau. Since
the ionosphere has changed significantly since the previous measurement, it can be assumed
that the properties of roughness may have also changed. This implies that, when trying
to solve for the correlation length scale, simply doing a cross-correlation between two sites
and moving them apart to fit a curve to correlation versus distance would not work since
the ionosphere itself is no longer the same. Thus, several measurements need to be done
simultaneously to correctly measure the correlation length scale. The second reason that
the measurements failed will be discussed in the proceeding section.
Figure 6.1: Depiction of the first Fresnel zone for two transmitter-receiver paths projected
on a synthetic ionosphere shown as the gray ellipses. The background color represents some
value for total electron density for the D-region. The left panel shows a measurement for
some time, t, and the right panel for a later time, t + ∆t, when the two sites are moved
away from each other.
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6.1.2 Receiver Hardware Modifications
The LF AWESOME Receiver discussed in Section 1.3 was designed as a stationary, perma-
nent receiver, which proves difficult to use in the field. The initial measurements described
in the previous section were done using an off-the-shelf car battery power inverter, such
as the one shown in Figure 6.2, which resulted in harmonics saturating the spectrum and
severe degradation in the signal-to-noise ratio (SNR). To streamline future field measure-
ments, two objectives need to be accomplished: 1) the receiver needs a low noise, robust
DC-to-DC converter, and 2) the receiver system needs to be portable and easy to setup and
take down.
Figure 6.2: Example of an off-the-shelf car battery DC-to-AC inverter.
To achieve the first object, a suitable off-the-shelf part was identified – the PYB30-Q24-
D15-H-U isolated DC-to-DC converted by CUI, Inc. This device has an input DC range
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of 9 − 36 VDC and outputs two channels with ±15 VDC and 1 Amp of current, which is
adequate to power the line receiver. The DC-to-DC converter is mounted on the back of
the line receiver chassis (the blue box), as seen in Figure 6.3a, a cabling harness is then
used to connect the device to the two power sockets in the line receiver – one on the printed
circuit board (PCB) located near the device (seen by the yellow box in Figure 6.3c) and one
on the front of the chassis. Figure 6.3b shows the front of the chassis. Two cables are fed
through openings. The cable on the left is powering the “NI-DAQ”, a National Instruments
analog-to-digital converter, and the cable on the right connects to a car battery. Figure
6.3c shows an overview of the modified line receiver connected to a car battery with the lid
of the chassis removed. A major benefit of the modified line receiver is its versatility since
it can easily be converted back to a wall outlet powered system by swapping the connectors
shown in the yellow box of Figure 6.3c.
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(a) Mounted DC-to-DC Converter (b) Front Panel
(c) Modified system connected to a car battery
Figure 6.3: The modified LF AWESOME Receiver (line receiver).
Figure 6.4 summarizes the results from a bench top test of the ambient noise from the
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three different methods of powering the line receiver. The figure contains four panels, each
showing a 10-second spectrogram, in dB-scale, of the full 0-500 kHz frequency range for a
modified receiver under different scenarios. The top left panel shows the spectrum for a
receiver powered by a wall outlet and serves as a reference for the spectrogram of a quiet
power source. The top right panel shows the spectrogram of a receiver plugged into the wall
with the powered DC-to-DC converter operating beside the receiver. The bottom left panel
shows a modified receiver powered from the DC-to-DC converter. The bottom right panel
shows a line receiver powered from an off-the-shelf car battery inverter. A stark difference
can be seen between the bottom right, the battery inverter, and the other three panels. The
thick red horizontal lines are harmonics generated by the inverter, which greatly degrade
the SNR and disrupt the detection of a signal at a frequency near the harmonics. It is
evident from this figure that the DC-to-DC converter (bottom left) is lower noise than the
car battery inverter (bottom right) and operates at a comparable noise level as a system
being powered by a wall outlet (top left).
The second objective is to create a standardized “mobile kit” to enable rapid deployment
of the modified LF AWESOME Receiver system in the field. Figure 6.5 shows an example
of the mobile kit created to conduct the field campaigns. Each kit is packed in a lightweight
Pelican Air and contains the line receiver, a signal cable, a pre-amplifier box, two antennas, a
GPS antenna, a GPS cable, a case with assorted cables (e.g. USB cables, battery connectors,
etc.), an AGM (absorbent glass mat) deep-cycle lead acid battery, a laptop, and a laptop
battery extender. The only equipment needed that can’t be packed in the Pelican case is
the PVC antenna mast, such as the one shown in Figure 6.6, which is stored disassembled
and held together using carrying straps. Since the fully constructed PVC mast cannot fit
inside a car or van, the mast is assembled in the field prior to use and disassembled when
the measurements are completed. The maximum data collection time for each mobile kit
is dependent on the capacity of the laptop battery, the battery extender, and the AGM
battery. Empirically, it was found that a 10 Amp-Hour battery lasted about 3 − 4 hours.
An AGM battery with a 35 Amp-Hour capacity and a laptop battery extender was found to
be adequate to collect a full night (about 6−8 hours) of data. Figure 6.6 shows an example


























































Figure 6.5: Example of a packed “mobile kit” using a Pelican case, which contains all
necessary equipment to deploy a mobile receiver except for the antenna mast.
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Figure 6.6: Example of a “mobile kit” being used in the field to collect data.
6.1.3 Field Campaigns
The D-region is non-stationary and fluctuates on a very quick timescale at nighttime, e.g.
5−25 minutes. Early partial reflection measurements had difficulty dealing with this issue
when using amplitude statistics to study D-region scattering, Hocking [1987]. Thus, receiver
spacing and geometry, i.e. simultaneous spatial sampling of the ionosphere, will be critical
in accurately measuring the roughness of the D-region. Two primary considerations will
have to be taken into account: 1) measurements should be oriented transverse or radial to
the propagation path with little deviation, 2) the transmitter-receiver propagation distances
should be limited to approximately 600−1200 km to fall in the propagation region dominated
by the first skywave, see Chapter 1.4.
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Table 6.1: Summary of the field campaigns conducted in 2019 where the spacing from
reference is the distance between each receiver site from a fixed reference and the total time
refers to the total time of simultaneous data collection.
Date Number of Receivers Spacing from Reference (km) Total Time (Hours)
01/14/19 3 2.5, 5 0.777
01/14/19 3 5, 10 0.540
06/13/19 3 2.5, 5 0.432
06/13/19 3 2.5, 1.4 0.684
08/22/19 4 7.2, 1.4, 4.9 1.504
09/06/19 3 1.4, 4.9 3.983
09/07/19 5 7.3, 8.3, 8.6, 12 5.893
With the above considerations, several field measurements were made over the course of
2019. In each field campaign, some number of mobile receivers were deployed sequentially
in a predetermined location, with permission from the property owner, such as a farm, and
data was collected for some period. The data collected at each site is truncated to maximize
the simultaneous data. Table 6.1 summarizes the completed field campaigns, where spacing
from reference indicates the distance from a chosen reference site. All the field campaigns
were conducted near the permanent receiver site located at Baxley, Georgia, [31.8767◦ N,
82.3620◦ W] indicated by the blue dot in Figure 6.7. This site is located at the “bottom” of
what is called the Southeast Array, indicated by the black dots in the figure. The red dots in
Figure 6.7 indicate the location of each transmitter used for this work. The red lines show
the great circle paths (GCP) from the transmitter to the permanent receiver site in Baxley
(GA). Table 6.2 summarizes the red transmitter-receiver paths shown in the figure, where
the distances listed are from the transmitter to the permanent Baxley (GA) receiver. The
receivers were arranged in a predominantly North-South orientation to capture data from
several transmitters in a combination of “radial” and “transverse” paths, as depicted in
Figure 6.8 where the arrow indicates the direction towards the transmitter being detected.
As an example, Figure 6.9 shows the receiver configuration from the 22-August-2019 field
campaign where the blue pins indicate the mobile sites and the yellow pin indicates the
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permanent receiver site.
Table 6.2: Summary of the transmitters and transmitter-receiver path geometries from the
completed field campaigns.
Transmitter Coordinates Frequency (kHz) Distance (km) Orientation
Detroit (MI) 42.2972◦N, 83.0952◦ W 319 1158.3 Radial
English Turn (LA) 29.8783◦N, 89.9417◦ W 293 757.7 Transverse
Tampa (FL) 27.8502◦N, 82.5325◦ W 312 446.6 Radial
Card Sound (FL) 25.4317◦N, 80.4663◦ W 314 737.9 Radial
Figure 6.7: Map showing the transmitter-receiver paths for the completed campaigns. The
receiver site is indicated by the blue dot and label. The transmitters are shown using the
red dots, annotated with the respective transmission frequency.
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Figure 6.8: Orientation reference for the spaced receivers where the arrow indicates the
direction towards the transmitter being detected.
Figure 6.9: Permanent and mobile locations during the 22 August 2019 campaign.
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6.2 Analysis from Field Campaigns
6.2.1 Non-Stationarity and Time Series Window Size
In order to discern variations and trends in the measured D-region roughness metrics, the
time series of all the data collected must be subsampled into smaller windows to increase
the number of available observations. The optimal window size is one that has the smallest
possible size, while maintaining stable stochastic properties. The first check is to test the
stationarity of the process being detected. Stationarity is often an underlying assumption
in time series analysis and enables the use of many simplifications. The two most common
types of stationarity are: 1) Strict-Sense Stationary (SSS) and 2) Wide-Sense Stationary
(WSS). An SSS process is a stochastic process that has a unconditional joint probabil-
ity distribution that doesn’t change when shifted in time. Another way of stating this is
that, for a stochastic process to be SSS, all orders of its moments must be time invariant,
Durgin [2002]. The benefit of an SSS stochastic process is that its distribution, if given
enough samples, will converge on the stationary distribution. In the context of measuring
the roughness in the electron density of the D-region, this would mean that, given enough
samples, the distribution of the correlation length scales, and possibly RMS height varia-
tion, would converge on a fixed distribution. A WSS process, often called a “weak sense
stationary” process, is a “weak” form of SSS that allows a time series to be described in the
context of a Hilbert space. For a process to be WSS, the mean value and autocorrelation
functions must be time invariant, Durgin [2002]. A process that is considered SSS is also
WSS, however a process that is WSS isn’t necessarily SSS. Thus, the data collected from
the field campaigns will first be tested to determine if it is WSS.
In order to test if a stochastic process is wide-sense stationary, two things must be found
to be true. First, the mean value must be time invariant, or mean stationary. The top panel
of Figure 6.10 shows uncalibrated (or raw) amplitude data in dB from the longest consec-
utive time series taken, the 7-September-2019 campaign, for each receiver site. The middle
panel shows the top panel, but with a 25-minute moving average window filter applied to
each time series. The bottom panel shows the top panel, but with a 180-minute window
moving average filter. As the window size increases, the mean appears to converge towards
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a stationary value, but does vary with time and thus is not considered mean stationary.
Figure 6.10: East/West channel amplitude data from the NDGPS transmitter in English
Turn (LA), transmitting at 293 kHz, captured during the 7-September-2019 field campaign.
Top panel: The raw amplitude, in dB, of the E/W channel for each site. Middle panel: A
25-minute moving mean window of the data in the top panel. Bottom panel: A 180-minute
moving mean window of the data in the top panel.
The second test for a WSS stochastic process is autcorrelation stationarity. Figure 6.11
shows the autocorrelation data for the fixed receiver site in Baxley (GA) for the same data
used above, the 7-September-2019 field campaign collecting data from the English Turn (LA)
NDGPS transmitter. In this case, the major axis and minor axis are used. The top left
panel shows the major axis autocorrelation function for 25-minute windows superimposed
on top of each other. It is quite evident from the plot that the autocorrelation function
changes with time. The top right panel shows a similar plot for the minor axis length with
the same conclusion. Another way of interpreting the data is by using a autocorrelation
length scale metric, which, like the correlation length scale, is calculated by finding the lag
that corresponds to a autocorrelation of e−1 ≈ 0.367. The bottom panel of the figure shows
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the autocorrelation length scale of the major axis (blue line) and minor axis (red line),
where each point corresponds to one of the 25-minute windows in the two top panels. From
this figure, it is quite evident that the autocorrelation function can change quite drastically
in the course of a few hours and is not autocorrelation stationary. In addition, as it will
become apparent later in this section, the LF/MF reflections from the D-region are not
joint WSS either, meaning that their cross-correlation function is not time invariant.
Figure 6.11: Autocorrelation data for the major axis and minor axis from the NDGPS trans-
mitter in English Turn (LA), transmitting at 293 kHz, captured during the 7-September-
2019 field campaign. Top left panel: Superimposed autocorrelation functions of 25-minute
windows for the major axis length. Top right panel: Superimposed autocorrelation func-
tions of 25-minute windows for the minor axis length. Bottom panel: A time series of the
autocorrelation length scale for both the major and minor axis length.
Since the data collected from the data campaigns is not WSS, it is also clearly not SSS.
Intuitively this makes sense since it is well known in literature that the nighttime D-region
is highly erratic, e.g. Thomson et al. [2007]. However, a meaningful method is needed to
determine an (approximately) optimal window size to use to segment the data collected
from the field campaigns. As previously stated, the window size should be chosen to be as
long as possible to provide a better estimate of the stochastic process, while being short
enough to capture the underlying time variation. The work by Arikan and Erol [1998]
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discusses methods for determining a proper window size for sliding window statistics where
the process will be “locally stationary”, specifically in the context of ionospheric remote
sensing. An empirical method described in this work is to inspect the data around the
calculated sliding window mean, µ, for different window sizes and select the longest window
for which most of the data lies within a standard deviation, σ, of the mean. For example,
Figure 6.12 shows the major axis data from the 7-September-2019 campaign collected at the
permanent Baxley receiver site for the transmitter in English Turn (LA) with two different
rolling windows. The top panel shows a 10-minute window, where the blue line is the major
axis data, the solid red line is the mean value, and the dashed red lines are the mean plus
or minus the standard deviation. The bottom panel shows a similar plot, but with a 20-
minute window. The empirical method described in Arikan and Erol [1998] suggests that
the proper window size to select should be one that is as long as possible, but contains the
most points within one standard deviation of the mean, or within the dashed red lines. It is
evident that, when comparing the top panel to the bottom panel, with a small window size
the solid and dashed red lines tend to follow the major axis amplitude with high sensitivity,
thus demonstrating that the window is more sensitive to temporal variations. As the window
size increases, the solid and dashed red lines become more “smoothed” and less sensitive to
temporal variations.
114
Figure 6.12: Example of the inspection method outlined in Arikan and Erol [1998]. A
10-minute window is used in the top panel and a 20-minute window is used in the bottom
panel.
Figure 6.13 shows the summary of a test to empirically find an optimal window size
using the same data from the 7-September-2019 field campaign as above. The x-axis shows
the window size in minutes, ranging from 1 minute to 180 minutes. The y-axis shows the
ratio of points outside µ± σ, or the number of points outside of one standard deviation of
the mean, as a percentage of the total number of points. The blue line is the major axis
and the red line is the minor axis. In both cases, a “knee” appears around 15−25 minutes,
which indicates an ideal solution. For both the major and minor axis, the 20-minute window
values are highlighted using the dashed lines. At this window size, about 30.6% of points
in the major axis lie outside of the first standard deviation from the mean and 23.1% for
the minor axis.
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Figure 6.13: Graphical test to empirically determine an approximately optimal window size
to segment the field campaign data. The major axis is shown as a blue line and the minor
axis is shown as a red line.
Using the initial hypothesis of the proper window size being approximately 15−25 min-
utes as described above, the next step is to examine the metrics of interest, namely the
correlation length scale. Analogous to above, increasing the window size used for a cross-
correlation would increase its fidelity, but decrease its sensitivity to temporal variations.
Thus, a proper window size would be as long as possible, while maintaining temporal sen-
sitivity. This can be empirically found as the shortest window size that just stabilizes the
variation in the correlation length scale. Figure 6.14 shows the change in correlation length
scale as a function of time and window size. The top panel shows the major axis corre-
lation length, where each line represents a different window size as noted in the legend.
The red dashed line is the correlation length for the entire time series. Each point in each
line corresponds to the start time of the window used. The bottom panel shows the minor
axis correlation length. Note that window overlap is not considered in this figure and each
window has no overlap with the neighboring windows. Figure 6.15 is identical to Figure
6.14, but the smallest four window sizes (10, 15, 20, and 25 minutes) are highlighted. The
gray lines, the larger window sizes, are all consistent and by highlighting the smaller window
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sizes it becomes evident that the correlation length scales in both the major and minor axis
begin to converge around 25 minutes. Figure 6.16 is similar to Figure 6.14, but the smallest
window size is set to 25 minutes. In this case it becomes very evident that the different
window sizes, for both the major and minor axis, have converged to the same shape. This
indicates that 20-25 minutes would be a proper window size to use, which is consistent with
the initial hypothesis from above.
Figure 6.14: Superposition of the correlation length scale, as a function of time, calculated
for varying window sizes. The top panel shows the major axis correlation length and the
bottom panel shows the minor axis correlation length.
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Figure 6.15: Superposition of the correlation length scale, as a function of time, calcu-
lated for varying window sizes with the four smallest window sizes highlighted. The top
panel shows the major axis correlation length and the bottom panel shows the minor axis
correlation length.
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Figure 6.16: Superposition of the correlation length scale, as a function of time, calculated
for varying window sizes with the three smallest window sizes removed. The top panel shows
the major axis correlation length and the bottom panel shows the minor axis correlation
length.
Window overlapping will now be considered in order to maximize the length of each
window and the number of windows. Figure 6.17 shows the variation in correlation length
for two window sizes (15 minutes and 20 minutes) for three degrees of overlap (0, 2.5, and
5 minutes) for the major axis, top panel, and minor axis, bottom panel. In this case, the
overlap is padded on the beginning and end of the indicated window. For example, a 20-
minute window with a 2.5-minute overlap would effectively be a 25-minute window since
the 2.5 minutes is added to each side of the window. From inspection of the top panel, it
is evident that all lines tend to track each other fairly well. Ultimately, from this figure
and from the other analysis described above, a window size of 20 minutes with a 2.5-minute
overlap was selected since it tracked the scenario of a window size of 20 minutes and no
overlap quite closely – a situation with negligible loss in temporal sensitivity and a gain in
measurement fidelity.
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Figure 6.17: Superposition of the correlation length scale, as a function of time, calculated
for varying window (denoted as “W” in the legend) and overlap (denoted as “D” in the
legend) sizes. The top panel shows the major axis correlation length and the bottom panel
shows the minor axis correlation length.
6.2.2 Horizontal Roughness
Using a window and overlap size of 20± 2.5 minutes, as determined in the previous section,
all the collected field campaign data can be segmented and analyzed. This section will focus
on the “horizontal roughness”, namely the correlation length scale. Figure 6.18 summarizes
all the collected field campaign data. The data is segmented by major and minor axis and
by the orientation of the antenna array in regard to the transmitter being detected. Recall
that “radial” refers to the array being parallel to the path of propagation and “transverse”
refers to the array being perpendicular to the path of propagation. In each of the four panels
a histogram of the correlation length scale, normalized by the wavenumber according to
Equation 6.1, is shown with the y-axis indicating the probability density function, or PDF.
The geometric mean and standard deviation are shown in the top right corner of each panel.
The black line over each histogram is a best fit Rician distribution meant to capture the
shape and trend of the distribution of each data set. The most pronounced trend in the
figure is the difference between the major and minor axis correlation lengths in terms of
the shapes, i.e. mean and standard deviation, of the distributions. The differences between
the radial and transverse distributions, for both the major and minor axis, are a lot more
subtle. This may suggest that the major axis, or Hφ, is sensitive to a different scattering
mechanism than the minor axis, or Hθ.
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Figure 6.18: Summary of the measured correlation length scale values for all field campaigns.
Top left panel: Major axis correlation length scale for the radial direction. Top right
panel: Major axis correlation length scale for the transverse direction. Bottom left panel:
Minor axis correlation length scale for the radial direction. Bottom right panel: Minor axis





Another way of interpreting the data in Figure 6.18 is in reference to the estimated
Fresnel zone size for the respective dimension. Figure 6.19 shows the same data as in
Figure 6.18, but normalized by the Fresnel zone. Due to the long propagation paths used,
the radial dimension of the Fresnel zone is much larger than the transverse dimension, with
the latter remaining consistent. This property can be observed in the two left panels of
the figure, the radial orientations, which have different shapes than those in Figure 6.18,
but the right panels, the transverse orientation, remained fairly consistent. In literature,
the ratio of the correlation length and the Fresnel zone is used to determine what, if any,
approximations can be made to model scattering. The work done by Spetzler and Snieder
[2001a], Spetzler and Snieder [2001b], and Spetzler et al. [2002] investigated when it was
appropriate to use ray theory versus scattering theory based on this ratio, which can be used
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to provide a sense of scale of roughness. The correlation length scale can be thought of as a
proxy for the scale of the perturbation, Bowles et al. [1963], or rather the resulting angular
spreading of the signal, Bramley [1951] and Lindner [1975b]. If the primary scattering
mechanism is attributed to some number of small irregularities, then the correlation length
scale is expected to be smaller than the Fresnel zone, ?. If the correlation length scale is
larger than the Fresnel zone, then it is suggested that a larger-scale structure is causing the
scattering. The radial major axis, top left panel, and minor axis values, two bottom panels,
both fall in the regime of “scattering theory”, i.e. LLF < 1, while the top right panel, the
case of the transverse major axis, falls partly in the regime of “ray theory”, i.e. LLF >> 1.
Figure 6.19: Summary of the measured correlation length scale values for all field campaigns
normalized by their approximate Fresnel zone dimensions. Top left panel: Major axis
correlation length scale for the radial direction. Top right panel: Major axis correlation
length scale for the transverse direction. Bottom left panel: Minor axis correlation length
scale for the radial direction. Bottom right panel: Minor axis correlation length scale for
the transverse direction.
Each panel of Figure 6.18 can be segmented into the respective campaigns, such as in
Tables 6.3, 6.4, 6.5, and 6.6. Table 6.3 and 6.5 aggregate the radial major axis and radial
minor axis correlation length means and standard deviations for the data collected from
three NDGPS transmitters: Detroit (MI), Tampa (FL), and Card Sound (FL), transmitting
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at 319 kHz, 312 kHz, and 314 kHz respectively. Table 6.4 and 6.6 aggregate the transverse
major axis and minor axis correlation length means and standard deviations for the data
collected from the transmitter in English Turn (LA) transmitting at 293 kHz. When the data
is separated by field campaigns, date of collection, day to day variations can be examined.
For example, in Figure 6.3 the campaign data from 13-June-2019 and 22-August-2019
appears to be less perturbed than on the other days since both the mean and the stan-
dard deviations for those days are lower. This pattern can be seen in Table 6.4, however
6-September-2019 doesn’t appear to be perturbed. It is possible, since Table 6.3 shows
predominantly North-South paths and Table 6.4 shows a long East-West path, that the
perturbed part of the D-region may not be captured until the following day, 7-September-
2019. One possible hypothesis for this pattern of perturbation could be that it is caused
by atmospheric gravity waves (AGWs), Maurya et al. [2019], from hurricane Dorian, Ku-
mar et al. [2017], which was off the coast of the southeastern CONUS during this time in
early September and the delay in these perturbations reaching the East-West propagation
path in the transverse direction (between Baxley (GA) and English Turn (LA)) being the
distance from the source. However, without more exhaustive data collection, this is merely
conjecture. A second hypothesis for the trend observed could be an underlying seasonal
variation being captured where summer months are less rough than the winter months, Tan
et al. [2015]. However, once more, more exhaustive data collection is needed to test this
hypothesis. Although both trends mentioned aren’t evident in the minor axis data shown in
Table 6.5 and 6.6, this may suggest that the major and minor axis are sensitive to different
scattering mechanisms.
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Table 6.3: Summary table for the major axis correlation length measurements taken in the
radial orientation. Aggregates data from the NDGPS transmitters in Detroit (319 kHz),
Tampa (312 kHz), and Card Sound (314 kHz).
Campaign Date Mean Standard Deviation Number of Windows
01/14/19 104.99 38.31 3
06/13/19 93.6 81.92 12
08/22/19 86.57 25.34 14
09/06/19 125.77 385.52 11
09/07/19 116.30 108.96 17
Table 6.4: Summary table for the major axis correlation length measurements taken in the
transverse orientation. Aggregates data from the NDGPS transmitter in English Turn (293
kHz).
Campaign Date Mean Standard Deviation Number of Windows
01/14/19 151.20 143.0 3
06/13/19 46.29 17.98 4
08/22/19 84.19 15.15 5
09/06/19 53.26 23.10 11
09/07/19 171.88 172.16 17
Table 6.5: Summary table for the minor axis correlation length measurements taken in the
radial orientation. Aggregates data from the NDGPS transmitters in Detroit (319 kHz),
Tampa (312 kHz), and Card Sound (314 kHz).
Campaign Date Mean Standard Deviation Number of Windows
01/14/19 32.21 12.46 3
06/13/19 24.26 22.78 12
08/22/19 33.11 16.16 14
09/06/19 12.21 4.07 11
09/07/19 26.21 13.66 17
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Table 6.6: Summary table for the minor axis correlation length measurements taken in the
transverse orientation. Aggregates data from the NDGPS transmitter in English Turn (293
kHz).
Campaign Date Mean Standard Deviation Number of Windows
01/14/19 40.72 20.00 3
06/13/19 16.40 7.13 4
08/22/19 32.97 13.51 5
09/06/19 17.14 4.28 11
09/07/19 32.79 13.85 17
6.2.3 Vertical Roughness
Once more using the window size and overlap of 20±2.5 minutes, the data is segmented and
analyzed to investigate the vertical roughness. Figure 6.20 summarizes all the collected field
campaign data. The data is segmented by the orientation of the antenna array in regard
to the transmitter being detected – radial and transverse. In each panel a histogram of the
RMS height variation, normalized by the wavenumber according to Equation 6.2, is shown
with the y-axis indicating the probability density function, or PDF. The geometric mean
and standard deviation are shown in the top right corner of each panel. The black line
over each histogram is a best fit Rician distribution meant to capture the shape and trend
of the distribution of each data set. Unlike the correlation length scale data, the variation
in the RMS height appears to be a lot lower. In addition, the RMS height appears to be
consistent across field campaigns, however, as in the case of the correlation length scale,
more data must be collected in order to determine any seasonal trends.
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Figure 6.20: Summary of the RMS height variation values for all field campaigns calculated
using the differential phase height method. Left panel: RMS height values calculated for the





6.2.4 Comparison to VLF Data
Using a Very Low Frequency (VLF) transmitter on a similar path to a LF/MF NDGPS
transmitter, the above roughness metrics can be studied as a function of frequency. This
comparison can be done using the data collected on the 7-September-2019 field campaign
in Baxley, Georgia, for the VLF transmitter in North Dakota, call sign “NML”, and the
NDGPS transmitter in Detroit, Michigan. Figure 6.21 shows the transmitter-receiver ge-
ometry (red lines) between Baxley, Georgia, (blue dot) and the two transmitters (red dots).
The Detroit NDGPS transmitter is located approximately 1151.7 km from Baxley (GA) in
a North-South path and transmits at 319 kHz. The NML transmitter is located approx-
imately 2104.7 km from Baxley (GA) in a more Northwest-Southeast path and transmits
at 25.2 kHz. Although the NML-to-Baxley path is not an ideal comparison to the Detroit-
to-Baxley path, it can serve as a useful proxy for investigating how the roughness metrics
vary with frequency.
126
Figure 6.21: Map of the two transmitter-receiver great circle paths (red lines) used to
compare the roughness metrics from a VLF transmitter (NML, 25.2 kHz) and an NDGPS
transmitter (Detroit (MI), 319 kHz). Data was collected during the 7-September-2019 field
campaign in Baxley, Georgia (blue dot).
First, using the same window and overlap size of 20±2.5 minutes, the horizontal rough-
ness, or correlation length scale, is investigated. Figure 6.22 summarizes the correlation
length scale data for both transmitters. The two left panels show the data for the NDGPS
transmitter. The top panel shows the major axis correlation length scale data and the
bottom panel shows the minor axis correlation length scale data. The right panels show
the data for the VLF transmitter. The top panel shows the major axis correlation length
scale data and the bottom panel shows the minor axis correlation length scale data. Once
more, in each panel, the mean, µ, and standard deviation, σ, are show in the top right
corner and the black line shows the best fit Rician to give a sense of the shape of the
distribution. All values are normalized by the wavenumber of the respective transmitter.
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Between both frequencies, the major and minor axis correlation lengths have similar shapes,
but there is a significant difference in the magnitudes of the correlation length values. The
NDGPS transmitter values tend to be much higher than the VLF values, primarily due
to the correlation length scales being normalized by the wavenumber (i.e. ∝ 1λ) of the
transmitters, where VLF wavelengths are about 10× larger than LF/MF wavelengths. The
normalization gives a reference for how rough the D-region is given the wavelength and, in
general, the correlation length scale can serve as a proxy for the scale of the perturbation,
e.g. Bowles et al. [1963], Bramley [1951], and Lindner [1975b]. In the case of Figure 6.22,
the major axis correlation length scale measured using the NDGPS transmitter is about 8×
larger than that measured by the VLF transmitter when normalized by the wavenumber,
3.8× for the minor axis. This suggests that the roughness, or perturbations, measured by
the NDGPS transmitters were larger, or caused more angular spreading, relative to the
frequency compared to the VLF transmitters. This roughly translates to the D-region elec-
tron density being measured as “smoother” when using VLF. Early work using the partial
reflection technique, Lindner [1975a], found that the angular spreading tended to increase
with height. This would be consistent with the trend here if it is assumed that the absolute
reflection height of the VLF wave is lower than the LF/MF wave.
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Figure 6.22: Summary of the correlation length scale values from the 7-September-2019 field
campaign calculated in the radial direction. Left panels: Major axis (top) and minor axis
(bottom) correlation length scales calculated for the NDGPS transmitter in Detroit (MI)
transmitting at 319 kHz at a distance of 1151.7 km. Right panel: Major axis (top) and
minor axis (bottom) correlation length scales calculated for the VLF transmitter “NML”
transmitting at 25.2 kHz at a distance of 2104.7 km.
Next, using the same window configuration, the vertical roughness, or RMS height
variation, is investigated. Figure 6.23 summarizes the RMS height variation data for both
transmitters. The left panel shows the data for the NDGPS transmitter. The right panel
shows the data for the VLF transmitter. In each panel, the mean, µ, and standard deviation,
σ, are show in the top right corner and the black line shows the best fit Rician to give a
sense of the shape of the distribution. All values are normalized by the wavenumber of
the respective transmitter. Recall that the RMS height variation measured is calculated
using the differential phase height method described in the previous chapter. Thus, this is
a relative measure between two points in the D-region. Both panels have similar shapes,
however the left panel mean value, showing the NDGPS transmitter, is about 36× larger
than the right right panel, VLF transmitter, mean. This suggests that the variation in
phase height between two points is much higher, relatively to a wavelength, for an LF/MF
wave than for a VLF wave. This is consistent with the correlation length scale measurement
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in suggesting that the D-region appears “smoother” for the VLF transmitter.
Figure 6.23: Summary of the RMS height variation values from the 7-September-2019 field
campaign calculated using the differential phase height method in the radial direction.
Left panel: RMS height values calculated for the NDGPS transmitter in Detroit (MI)
transmitting at 319 kHz at a distance of 1151.7 km. Right panel: RMS height values
calculated for the VLF transmitter “NML” transmitting at 25.2 kHz at a distance of 2104.7
km.
6.3 Modeling Results from Field Campaigns
In Section 5.5 a method for modeling the potential electron density roughness of the D-region
using the Monte Carlo method (MCM) with a Finite-Difference Time-Domain (FDTD)
model. Using the data collected from the field campaigns, the measured results for the
correlation length scale can be compared to the modeled correlation length scales in order
to try estimate the electron density roughness using the “ionospheric length scale” metric.
Two propagation paths will be investigated using the MCM FDTD method to examine the
variation in the ionospheric length scale.
The first propagation path that will be investigated is from the transmitter in Card
Sound (FL), transmitting at 314 kHz, to about 740 km away at the field campaign site
in Baxley (GA). Figure 6.24 shows a summary of the modeled results around the receiver
location. The left panel shows the full solution space around the receiver as a function of
distance (from transmitter), correlation length scale, and ionospheric length scale. This
is very similar to the figure shown in Section 5.5, but the correlation length scale has
been normalized by the wavenumber to be consistent with the campaign results shown in
this chapter. The right panel shows three horizontal slices of the left panel to illustrate
the relationship between the correlation length scale and ionospheric length scale for three
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different distances. Generally, as the ionospheric length scale increases, the correlation
length scale increases as well. This is driven in part because the roughness, or irregularities
in the electron density, become larger relative to a wavelength. The right panel of this figure
can be recreated for the approximate distance from the transmitter to the receiver. Figure
6.25 shows the appropriate slice at 740 km that can be used to estimate the correlation
length scale values at the receiver site. Using the standard window size of 20± 2.5 minutes,
the radial major axis correlation length scale for all the campaign data collected for Card
Sound (FL), which includes data from the 6/13/2019 and 8/22/2019 measurement sets, is
found to have a mean and standard deviation of 117.1095 ± 38.7277. Unfortunately, these
values are much larger than the modeled results. If the window size is decreased to 5 ± 5
minutes, then there is only one data point that can be matched to the modeled results –
a 38.5052 correlation length scale that corresponds to an ionospheric length scale of 45.66
km, which is indicated by the dashed red lines in the figure.
Figure 6.25: The modeled correlation length scale, normalized by the wavenumber, as a
function of the ionospheric length scale for a distance of 740 km, the approximate distance
of the NDGPS transmitter in Card Sound (FL) to Baxley (GA).
The second propagation path that will be investigated is from the transmitter in Detroit
(MI), transmitting at 319 kHz, to about 1158 km away at the field campaign site in Baxley
(GA). Figure 6.26 shows a summary of the modeled results around the receiver location.





































































































































































































































(from transmitter), correlation length scale, and ionospheric length scale. In this case, the
correlation length scale has not been normalized by the wavenumber. The right panel shows
three horizontal slices of the left panel to illustrate the relationship between the correlation
length scale and ionospheric length scale for three different distances. In contrast to Figure
6.24, the correlation length scale does not monotonically increase as the ionospheric length
scale increases. Instead, there are two peaks at Liono ≈ 10km and Liono ≈ 25km. Figure
6.27 shows the appropriate slice at 1158 km that can be used to estimate the correlation
length scale values at the receiver site. Using the standard window size of 20± 2.5 minutes,
the radial major axis correlation length scale for all the campaign data collected for De-
troit (MI), which includes data from the 6/13/2019, 8/22/2019, 9/06/2019, and 9/07/2019
measurement sets, is found to have a mean and standard deviation of 23.83± 34.33. While
the previous case underestimated the correlation length values, this case appears to overes-
timate the correlation length values. About 16.7% of observation points can be explained
using the MCM FDTD method and are plotted as the red dots in the left panel of Figure
6.27 and summarized by the histogram in the right panel. Although there are multiple
solutions, in some cases two or three possible solutions, the dots were plotted assuming the
highest possible ionospheric length scale. It is important to highlight that the majority
of the data explained using the MCM FDTD method comes from the June and August
campaigns, which are relatively calmer, but the bulk of the data was actually collected
during the two September campaigns, which had a hurricane off the coast of the CONUS.
Thus, more quiet data is needed in order to truly determine the baseline effectiveness of
this method.
Two propagation paths were investigated using the MCM FDTD method. The first case,
Figure 6.24, examined the Card Sound (FL) transmitter at a distance of about 740 km and
found that only a single observation point could be explained. In this case, the method
underestimated the correlation length scale values. The second case, Figure 6.26, examined
the Detroit (MI) transmitter at a distance of about 1158 km and explained about 16.7%
of observations points, but generally overestimated the correlation length scale values. In
both cases, there is clearly an underlying mechanism of the roughness that is not being



















































































































































































































Figure 6.27: The modeled correlation length scale as a function of the ionospheric length
scale for a distance of 1158 km, the approximate distance of the NDGPS transmitter in
Detroit (MI) to Baxley (GA). Observations that can be explained by the modeled correlation
length scale are shown as red dots.
MCM FDTD has a strong dependence with distance – generally as the distance from the
transmitter increases the correlation length scale will also increase. However, the observa-
tions from the field campaigns don’t show this same trend. Thus, this would indicate that
some mechanism of roughness is not being properly modeled. Future modeling should focus
on resolving this inconsistency. Three possible directions for future work could be to: 1)
extend the MCM FDTD to a three-dimensional model, 2) model the effect of atmospheric
gravity waves on the correlation length scale, and 3) model the effect of turbulence, e.g.
moving “blobs” or “planes” of higher electron density, on the correlation length scale.
6.4 Suggestions for Future Field Campaigns
Future field campaign efforts should focus on two things: 1) continuous data collection for a
year of time, 2) simultaneous collection of the radial and transverse component for a trans-
mitter. The first point, briefly discussed in Sections 6.2.2 and 6.2.3, is needed to investigate
underlying trends in the data, such as seasonal variations in roughness or changes in rough-
ness due to perturbations. The second point addresses the spatial inconsistencies of the
campaign styled field collection done for this work. Namely, data from transmitter-receiver
paths were captured in either the radial or transverse direction and so different patches
of the D-region were being simultaneously probed. In addition, if the array configuration
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were changed from radial to transverse on the same night/campaign the issue of D-region
non-stationarity would arise, and the radial/transverse measurements would be effectively
for different D-regions.
To address both of these points, a “D-region roughness observatory”, such as the one
depicted in Figure 6.28, should be deployed as a permanent receiver array. Using three re-
ceivers in an L-configuration, with the radial direction pointed at a single transmitter, the
array configuration will capture the radial and transverse correlation length scale simulta-
neously. Using the results discussed in Section 6.2.2, an appropriate radial spacing, marked
as d1, and transverse spacing, marked as d2, can be determined. The mean radial major
axis correlation length scale occurs at approximately 15.9λ, where λ is the wavelength of
the transmitter, and the mean radial minor axis correlation length scale occurs at approxi-
mately 3.8λ. Thus, to measure the radial correlation length scale the second receiver should
be placed at a distance, d1, that allows for the measure of both the major and minor axis
values with minimal extrapolation error. The second receiver should be placed at a distance
of atleast half the correlation length scale to the full value of the correlation length scale.
This gives a range of approximately 1.9λ to 3.8λ for the minor axis and 7.95λ to 15.9λ. The
optimal spacing would be the spacing where both ranges overlap, which doesn’t happen in
this case. However, a second best alternative would be a spacing, d1, between 3.8λ and
7.95λ. The mean transverse major axis correlation length scale occurs at approximately
14.9λ and the mean transverse minor axis correlation length scale occurs at approximately
4.1λ. Using the same logic for the transverse spacing, d2, should be between 4.1λ to 7.4λ.
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Figure 6.28: Proposed layout for a “D-region roughness observatory”.
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CHAPTER 7
SUMMARY AND SUGGESTIONS FOR FUTURE WORK
7.1 Summary
The roughness of the D-region electron density is poorly understood. Yet, measuring and
characterizing the roughness would benefit our understanding of geophysical processes and
phenomena, such as transionospheric propagation. This thesis presents a novel method
to measure and characterize the D-region electron density roughness using a number of
simultaneous measurements from LF/MF signals of opportunity.
In Chapter 1, the purpose of the research and background material are outlined. First,
the research purpose and goals are described. Next, details about the LF/MF signals of
opportunity, the Nationwide Differential GPS (NDGPS) network, and the radio receiver
system, the LF AWESOME receiver, used are described. A review of D-region plasma
physics and LF/MF propagation is presented next, followed by an overview of current D-
region remote sensing techniques. Past works related to LF/MF remote sensing of the
D-region and on lower ionospheric roughness are discussed. Finally, the conference and
journal contributions related to this thesis are outlined.
In Chapter 2, an overview of D-region remote sensing using the NDGPS transmitters
is presented. The data available from the LF AWESOME receivers and its interpretation
is described. Then, using the data from the receivers, several observations are discussed
including diurnal effects, seasonal effects, and perturbations.
In Chapter 3, the theory of propagation modeling using the full-wave method (FWM)
and finite-difference time-domain (FDTD) method is presented. The FDTD method is then
applied to study groundwave and skywave propagation from an NDGPS transmitter.
In Chapter 4, a case study investigating the 21-August-2017 “Great American” solar
eclipse is presented to demonstrate the tools and techniques described in the first three
chapters. Observations of forward and back scattering are presented. FDTD modeling is
used to investigate the mechanism of back scatter from the eclipse totality spot and an
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estimate for the D-region “settling rate”, or the rate of change of the D-region needed to
enable back scattering, is presented.
In Chapter 5, the theory of technique used to measure and characterize the D-region
electron density roughness is presented. First, the theory of electromagnetic roughness is
introduced. Next, the concept of the Fresnel zone, and its implication for this work, is
described. Next, the technique used to measure the vertical and horizontal roughness are
presented and discussed. Finally, the use of the Monte Carlo method (MCM) on an FDTD
model is outlined and how the modeled results connect to the observations is discussed.
In Chapter 6, the data collected from a series of field campaigns will be outlined. The
details of the field campaigns, and the needed hardware modifications, are described. The
analysis of the field data using the described horizontal and vertical roughness metrics is
presented. Comparisons are made between LF/MF data and VLF data using the roughness
metrics. The MCM FDTD modeling method is then used to examine the field campaign
observations. Finally, suggestions for future field campaigns are presented.
7.2 Future Work
7.2.1 Data Collection
Although field campaign-styled data collection is ideal for experimenting with receiver layout
configuration or for targeted objectives, such as a proof of concept, its usefulness compared
to the effort needed quickly diminishes. The next step to continue the work in this thesis
would be to collect about a year of data for the vertical and horizontal roughness metrics,
i.e. RMS height variation and correlation length. This could be done by deploying the
“roughness observatory” outlined in Section 6.4. This wealth of data would enable the of
study seasonal trends, to statistically characterize the roughness with greater confidence,
and to study the effect of perturbations on the roughness, e.g. early/fast events, atmospheric
gravity waves, and sprites/TLEs.
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7.2.2 Roughness Modeling
Another way in which the work in this thesis can be expanded upon is by extending the
MCM FDTD method described in Section 5.5. Specifically, the method can be expanded
from a two-dimensional to a three-dimensional grid to investigate coupling between the
radial and transverse roughness. In addition, the MCM FDTD could be used to investigate
the effect of perturbations, e.g. atmospheric gravity waves, and turbulence, “bubbles” and
“layers” of higher electron density, on the roughness metrics.
7.2.3 Investigate and Model Back Scattering
Finally, the case study in Chapter 4 can be extended in two ways. First, the back scatter
modeling done for the 21-August-2017 solar eclipse can be extended to a three-dimensional
grid, which may provide a more accurate estimate of the back scattering amplitude and the
width of the transition region of the totality spot. Secondly, LF/MF back scattering from
different perturbations, such as early/fast events or lightning-induced electron precipitation,
can be investigated and modeled.
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