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 This study extends the best hybrid ant colony optimization variant developed by Liao et 
al. (2014) for crisp unrelated parallel machine scheduling problems to solve fuzzy unrelated 
parallel machine scheduling problems in consideration of trapezoidal fuzzy processing times, 
trapezoidal fuzzy sequencing dependent setup times and trapezoidal fuzzy release times. The 
objective is to find the best schedule taking minimum fuzzy makespan in completing all jobs. In 
this study, fuzzy arithmetic is used to determine fuzzy completion times of jobs and 
defuzzification function is used to convert fuzzy numbers back to crisp numbers for ranking. 
Eight fuzzy ranking methods are tested to find the most feasible one to be employed in this study. 
The fuzzy arithmetic testing includes four different cases and each case with the following 
operations separately, i.e., addition, subtraction, multiplication and division, to investigate the 
spread of fuzziness as fuzzy numbers are subject to more and more number of operations. The 
effect of fuzzy ranking methods on hybrid ant colony optimization (hACO) is investigated. To 
prove the correctness of our methodology and coding, unrelated parallel machine scheduling 
with fuzzy numbers and crisp numbers are compared based on scheduling problems up to 15 
machines and 200 jobs. Relative percentage deviation (RPD) is used to evaluate the performance 
of hACO in solving fuzzy unrelated parallel machine scheduling problems. A numerical study on 
large-scale scheduling problems up to 20 machines and 200 jobs is conducted to assess the 
performance of the hACO algorithm. For comparison, a discrete particle swarm optimization 
(dPSO) algorithm is implemented for fuzzy unrelated parallel machine scheduling problem as 
well. The results show that the hACO has better performance than dPSO not only in solution 
quality in terms of RPD value, but also in computational time. 
Keywords: fuzzy parallel machine scheduling, fuzzy ranking method, trapezoidal fuzzy number
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CHAPTER 1 INTRODUCTION 
 Scheduling is an important task in production management. A schedule is needed to 
decide which machines are going to be used and which jobs are going to be processed. Dealing 
with scheduling problems is not easy and it is known as an NP-hard problem. Due to the 
complexity, many heuristic approaches have been developed to seek a better solution. Most 
researchers have currently focused their attention on metaheuristic to deal with scheduling 
problems. Scheduling problems can be divided to several types depending on job environment, 
including single machine, parallel machine, flow shop and open shop. Of particular interest, this 
study focuses on parallel machine problem.  
 Scheduling is a decision-making process and it is an important task in many 
manufacturing industries. In general, scheduling problems involve allocating resources to tasks 
over some time periods and it is desirable to obtain an optimal schedule. The resources may be 
machines and the tasks may be jobs in the context of manufacturing. Graham et al. (1979) 
proposed a scheduling problem classification scheme, which describes a scheduling problem by 
a triplet (𝛼   ∥ 𝛽 ∥   𝛾). The 𝛼 field describes the machine environment, 𝛽 field describes the detail 
of processing characteristics and 𝛾 field describes the objective function.  
 The possible machine environments in the 𝛼 field are as follows: 1. Single machine 
(𝛼 = 1), where all the jobs have to be processed by a single machine. 2. Parallel machine 
environment, where all the jobs have to be processed by only one machine. The machine can be 
identical machine in parallel (𝛼 = 𝑃𝑚), uniform machine in parallel with differed speeds 
(𝛼 = 𝑄𝑚) or unrelated machines in parallel (𝛼 = 𝑅𝑚). 3. A flow shop environment (𝛼 = 𝐹𝑚), 
where each job has a set of operations that have to be performed on specific machines and each 
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job uses the same sequence of resources. 4. A job shop environment (𝛼 = 𝐽𝑚), where each job 
has a set of operations that have to be performed on specific machines and each job has its own 
production flow. 
 The possible processing characteristics in the 𝛽 fields include release dates (𝛽 = 𝑟!), 
preemptions (𝛽 = 𝑝𝑟𝑚𝑝), precedence constrains (𝛽 = 𝑝𝑟𝑒𝑐) and sequence dependent setup 
times (𝛽 = 𝑠!").  
 In the 𝛾 field, the possible objective functions include minimizing makespan (𝛾 = 𝐶!"#), 
maximum Lateness (𝐿!"#), total weighted completion time ( 𝑤!𝐶!), total weighted tardiness 
( 𝑤!𝑇!) and weighted number of tardy jobs ( 𝑤!𝑈!). 
 This study focuses on unrelated parallel machines and considers processing time, release 
time and sequence-dependent setup time. The objective function is to minimize makespan. The 
problem can be classified as (𝑅𝑚 ∥   𝑟𝑗, 𝑠𝑖𝑗 ∥ 𝐶!"#). An unrelated parallel machine-scheduling 
problem considers the case that the processing times of a job on different machines are different 
and unrelated, or cannot be related by speed factors. In addition, uncertainties are also considered 
in this study. Scheduling problems in real world often have to deal with uncertainties. Instead of 
the probability theory, the fuzzy set theory is used to deal with the uncertainties in this research. 
The fuzzy set theory is advantageous over the probability theory when there are fewer available 
data. The fuzzy set theory is also easier to compute than the probability theory, especially when 
the number of variables is high. 
 In classical scheduling problems, the data associated with the problem is usually 
considered known and taking crisp (a.k.a. nonfuzzy) values. Many approaches have already been 
proposed to solve such problems. However, scheduling problems in real world should take 
uncertainties into account. It is important to consider human factors when we solve scheduling 
 3 
problem. Specifically, the processing time of a job may vary with different operators, even the 
same operator under different situations. In this study, fuzzy set theory is used to deal with the 
uncertainties. Instead of using crisp real numbers, fuzzy numbers are used to represent 
processing time, setup time and release time. 
 The scheduling problem is more difficult to solve when uncertainties are considered. 
Previous studies on fuzzy scheduling problems can be organized into three main classes, namely, 
fuzzy scheduling problems with fuzzy due date, fuzzy scheduling problems with fuzzy 
processing time, and fuzzy scheduling problems with both fuzzy processing time and fuzzy due 
date. 
 The studies on fuzzy scheduling problem with fuzzy processing time are summarized 
below. This type of problems considers fuzzy processing time and no due date information. The 
objective function is to minimize the maximum completion time (makespan). Niu et al. (2008) 
proposed a hybrid particle swarm optimization (PSO) with genetic operators to solve a job shop 
problem with fuzzy triangular processing time. Alcan (2012) implemented a genetic algorithm 
(GA) to solve a parallel machine scheduling problem with fuzzy triangular processing time. 
Balin (2012) also implemented a GA to solve a parallel machine scheduling problem with fuzzy 
triangular processing time. Lei (2012) proposed a hybrid GA with co-evolutionary to solve a 
flexible job shop problem with fuzzy triangular processing time. Ahmadizar and Zarei (2013) 
implemented genetic algorithm a GA to solve a group shop problem with fuzzy release time and 
fuzzy processing time. Li and Pan (2013) proposed a hybrid PSO with tabu search to solve a job 
shop scheduling problem. Behnamian (2014) implemented a PSO algorithm to solve a parallel 
machine problem with fuzzy bell-shaped processing time. Palacios et al. (2014) implemented a 
PSO to solve an open shop problem with fuzzy triangular processing time. Xu et al. (2015) 
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proposed a teaching-learning based optimization algorithm to solve a flexible job shop problem 
with fuzzy triangular processing time. 
 Xia et al. (2006) implemented an artificial neural network to solve a job shop scheduling 
problem with fuzzy triangular due date.  This paper can be classified as fuzzy scheduling 
problem with fuzzy due date. This type of problems consider crisp processing time and fuzzy due 
date. The objective function is to minimize maximum total tardiness. 
 The following papers consider both fuzzy processing time and fuzzy due date. Hu et al. 
(2011) implemented a differential evolution algorithm to solve a job shop scheduling problem 
with fuzzy triangular processing time and fuzzy triangular due date. Lei (2010) proposed a 
hybrid GA with random key to solve a job shop problem with fuzzy triangular processing time 
and fuzzy trapezoidal due date. These two papers can be classified as fuzzy scheduling problem 
with fuzzy processing time and fuzzy due date. The objective function is minimizing the number 
of tardy jobs and maximum total tardiness, respectively. 
 This study focuses on fuzzy unrelated parallel machines scheduling problem and 
considers fuzzy trapezoidal processing time, fuzzy trapezoidal release time and fuzzy trapezoidal 
setup time. A hybrid ant colony optimization (hACO) is used to solve the problem. The objective 
is to minimize makespan. The problem studied is an extension of the class of fuzzy parallel 
scheduling problem with fuzzy processing time.  
 The literature devoted to solve fuzzy parallel machine scheduling problems (FPMSP) has 
been limited. Balin (2011) studied fuzzy parallel machine scheduling problems with fuzzy 
processing time with the aim to identify an optimal fuzzy schedule that minimizes the fuzzy 
makespan. Fuzzy processing time is defuzzified using the centroid defuzzification method and 
the defuzzified makespan is subsequently minimized. Chyu and Chang (2011) presented two 
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simulated annealing and a greedy randomized adaptive search procedure to solve unrelated 
parallel machine scheduling problems with two fuzzy objectives, i.e., minimizing makespan and 
minimizing average tardiness. To solve the multi-objective problems, a number of schemes are 
incorporated into the algorithm, including (1) matching-based decoding; (2) acceptance rule 
reference point distance; (3) random or fixed weighted direction search. Considering triangular 
fuzzy processing time, Alcan and Başlıgil (2012) studied a non-identical parallel machine 
scheduling problem for minimizing the makespan and they proposed a genetic algorithm for 
solving the problem. They used two groups of numerical examples of different scales to 
demonstrate the algorithm efficiency. Torabi et al. (2013) presented a multi-objective particle 
swarm optimization (MOPSO) for a fuzzy unrelated parallel machines scheduling problem. Total 
weighted flow time, total weighted tardiness, and total machine load variations are to be 
minimized simultaneously. Performance of the proposed MOPSO is compared with a 
conventional multi-objective particle swarm optimization algorithm over a number of randomly 
generated test problems. Behnamian (2014) presented a discrete particle swarm optimization 
(DPSO) for fuzzy parallel machine scheduling, with the objective to minimize the fuzzy 
makespan. Bell-shaped fuzzy numbers are used to determine the completion times and a 
defuzzification function is used to rank fuzzy numbers. The performance of the proposed method 
is compared with the lower bound on large-scale problems, up to 100 jobs. Yeh et al. (2014) 
presented two algorithms, simulated annealing and genetic algorithm to address parallel machine 
scheduling with learning effects. The processing time is considered as trapezoidal fuzzy number 
and the possibility measure is used to rank the fuzzy numbers. The objective is to minimize the 
makespan. These studies neither perform in depth analysis of fuzzy ranking method nor make 
use of ant colony optimization. 
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1.1 Ant Colony Optimization for Scheduling Problems 
 A metaheuristic is a set of algorithms and can be used to find high quality solution in a 
reasonable time.  Ant colony optimization (ACO) is one of the metaheuristics that can be used to 
solve various optimization problems, including scheduling (job shop, open shop, flow shop) 
problems. 
 Liao at al. (2014) mentioned that the performance of using hybrid metaheuristic 
algorithms is often better than using pure metaheuristics alone for various applications in many 
studies. They did a comparative study in the unrelated parallel machine scheduling problem with 
sequence dependent setup and non zero release time to determine which hybrid metaheuristic 
and which variant of hybrid ant colony optimization perform better. Based on comprehensive 
computational tests, the 2-stage hACO variant was found to have the best performance. This 
thesis study extends the 2-stage hACO variant to solve fuzzy unrelated parallel machine 
problems. 
 The proposed algorithm is a modification of the hACO variant 2 of Liao et al. (2014). 
The modification is related to the use of fuzzy processing time, fuzzy setup time and fuzzy 
release time. Defuzzification is also needed in this study to assist in ranking fuzzy numbers. 
1.2 Ranking of Fuzzy Numbers 
 Ranking fuzzy numbers is important in fuzzy scheduling problems since fuzzy numbers 
are used to represent uncertainties and the makespan is determined completely based on 
comparison of fuzzy numbers. The spread of uncertainty is a problem as fuzzy numbers are 
subject to more and more arithmetic operations. Therefore, choosing a most feasible ranking 
method is important. Generally, a ranking method first converts fuzzy numbers into real numbers 
and then compares the defuzzified values. Many ranking methods have been proposed over the 
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years. However, there is no method that can always give a satisfactory solution under different 
situations. 
 Yager (1980) proposed a ranking method based on the x-axis coordinate as the ranking 
index. Liou and Wang (1992) proposed a ranking method based on integral value, in which an 
index of optimism is used to reflect the decision maker’s optimistic attitude. The method is 
simple in computation for ranking triangular and trapezoidal fuzzy numbers. Cheng (1998) 
proposed a ranking method based on the distance between the original and the centroid of fuzzy 
number. Chu and Tsao (2002) found that the method proposed by Cheng (1998) is incorrect if 
the fuzzy numbers are negative. Therefore, Chu and Tsao (2002) proposed a ranking method 
based on the coefficient of variation. The proposed method is based on the area between the 
original and centroid of the fuzzy number. Wang et al. (2006) found that the ranking method 
proposed by Chu and Tsao (2002) only consider the normal fuzzy numbers (i.e., the height of a 
fuzzy number, 𝜔, is assumed one; hence missing from the centroid formulae) and couldn’t rank 
fuzzy numbers in real applications. They proposed a centroid formulate including 𝜔 value to 
improve the ranking method. Chen and Chen (2007) considered the centroid points and the 
standard deviations of generalized trapezoidal fuzzy numbers for ranking generalized trapezoidal 
fuzzy numbers. Shankar (2012) presented a ranking method for ordering fuzzy numbers based on 
area, mode, spreads and weights of generalized trapezoidal fuzzy numbers. Rezvani (2014) 
proposed a method for ranking trapezoidal fuzzy numbers based on the mean and standard 
deviation of fuzzy membership function and inverse function. 
 For fuzzy ranking methods associated with fuzzy parallel machine scheduling problems 
studied before, Balin (2011) mentioned several ranking methods, namely, the Hamming distance 
method, the probability distribution method, the pseudo-order fuzzy preference model, the new 
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fuzzy-weighted average, the signed distance method and so on. Among these methods, they 
suggested using the centroid defuzzification method to convert a fuzzy number into a real 
number.  Chyu and Chang (2011) proposed using satisfaction level to solve with multi-objective 
optimization problems. The area ratio measure is used to maximize two satisfaction levels, 
makespan and average tardiness. To get the two satisfaction levels, they used centroid 
defuzzification method to defuzzify the triangular fuzzy processing time and triangular fuzzy 
setup time and triangular due date. Torabi et al. (2013) adopted the centroid-based distance 
method that ranks fuzzy numbers based on their Euclidean distances between their centroid 
points and the origin. Behnamian (2014) presented the centroid defuzzification function to rank 
fuzzy numbers. The formulae of the centroid method are shown below. Yeh et al. (2014) 
assumed that the fuzzy processing time is trapezoidal. The ranking concept based on the 
possibility indices proposed by Dubois and prade (1978) defined the possibility measure. The 
formulae of the possibility measure are shown below. In the review of related fuzzy parallel 
machine problems, it was found that no research has tested the ability of fuzzy ranking method in 
depth, particularly considering the spread of error as a result of arithmetic operations. 
 Let 𝑎 = (𝑎!,𝑎!,𝑎!) and 𝑏 = (𝑏!, 𝑏!, 𝑏!) be two triangular fuzzy numbers. Then, the 
centroid ranking method of 𝑎 and 𝑏 can be described as follows. 
𝑑 𝑎 =
𝑎! + 2𝑎! + 𝑎!
4   𝑎𝑛𝑑  𝑑 𝑏 =
𝑏! + 2𝑏! + 𝑏!
4  
(1) 
1. 𝐼𝑓  𝑑 𝑏 < 𝑑 𝑎 , 𝑏 < 𝑎 
2. 𝐼𝑓  𝑑 𝑏 = 𝑑 𝑎 , 𝑏 = 𝑎 
3. 𝐼𝑓  𝑑 𝑏 > 𝑑 𝑎 , 𝑏 > 𝑎 
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 Let 𝑎 = (𝑎!,𝑎!,𝑎!,𝑎!) and 𝑏 = (𝑏!, 𝑏!, 𝑏!, 𝑏!) be two trapezoidal fuzzy numbers. Then, 
the possibility measure of 𝑎 and 𝑏 can be described as follows. 
1. 𝐼𝑓  𝑎! ≥ 𝑏!, 𝑡ℎ𝑒𝑛  𝑃𝑜𝑠𝑠 𝑎 ≥ 𝑏 = 1. (2) 
2. 𝐼𝑓  𝑎! < 𝑏!  𝑎𝑛𝑑   𝑏! − 𝑏! + 𝑎! − 𝑎! ≠ 0, 𝑡ℎ𝑒𝑛   
    𝑃𝑜𝑠𝑠 𝑎 ≥ 𝑏 = max !!!!!
!!!!! ! !!!!!
, 0  
(3) 
3. 𝐼𝑓  𝑎! < 𝑏!  𝑎𝑛𝑑   𝑏! − 𝑏! + 𝑎! − 𝑎! = 0  𝑡ℎ𝑒𝑛  𝑃𝑜𝑠𝑠 𝑎 ≥ 𝑏 = 0 (4) 
1.3 Research Goal and Objectives 
 This study is motivated by the paper of Liao et al. (2014) entitled “A comparison of five 
hybrid metaheuristics algorithms for unrelated parallel-machine scheduling and inbound trucks 
sequencing in multi-door cross docking systems.”  In the study, Liao et al. (2014) did a 
comparison of five hybrid metaheuristics algorithms for unrelated parallel-machine scheduling. 
They developed five hybrid metaheuristic algorithms, including three hybrid ant colony 
optimization variants, and two hybrid simulated annealing algorithms, and compared their 
performance in unrelated parallel machine scheduling. The 2-stage hACO variant was found to 
have the best performance. The research of this study is incorporating trapezoidal fuzzy numbers 
into the 2-stage hACO variant for solving fuzzy unrelated parallel machine problems. 
 To the best of our knowledge, no hACO metaheuristic has been used to process fuzzy 
numbers. To deal with the fuzzy numbers, it is important to find the most feasible fuzzy ranking 
method. In the review of related fuzzy scheduling problems, it was found that no research has 
tested the ability of fuzzy ranking method in depth, particularly considering the spread of error as 
a result of arithmetic operations.  
 The goals of this study are mainly in (1) carrying out the first study of hybrid ant colony 
optimization to solve fuzzy unrelated parallel machine scheduling problems, (2) clearly 
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identifying which fuzzy ranking method is the best among eight fuzzy ranking methods in 
consideration of spread of error, (3) investigating the performance of hybrid ant colony 
optimization in the fuzzy unrelated parallel machine scheduling problem, and (4) comparing 




CHAPTER 2 FUZZY PARALLEL MACHINE SCHEDULING PROBLEMS 
 This chapter describes the fuzzy unrelated parallel machine scheduling problem.  The 
assumptions and the mathematical formulation of the problems are provided in this chapter.  
2.1 Assumptions 
 This thesis research addresses a fuzzy unrelated parallel machine scheduling problem 
with fuzzy processing times, fuzzy release times and fuzzy sequence dependent setup times. The 
objective function is to minimize the maximum completion time. The assumptions of the 
problem concerned in this paper can be summarized as follows. 
1. Number of n independent jobs and number of m independent machines, n and m are fixed.  
2. The number of jobs is larger than the number of machines, n > m, to avoid trivial cases.  
4. Each job has only one operation and need to be processed on only one machine. 
5. Any machine can process any job but at most one job at a time. 
6. Machines will never break down.  
7. Jobs cannot be pre-emptied. Any job once set up on a machine cannot be removed before 
completion.  
8. Fuzzy trapezoidal processing time of job j on machine k, P!", is given. 
9. The machines are unrelated, meaning that P!" is not equal to P!", for all job j, and all   
    machine, 𝑘 ≠ 𝑟. 
10. Fuzzy trapezoidal setup time, S!", is given if job j is scheduled following job i on the same 
machines. 
11. Machine setup time is not included in the processing time and sequence-dependent setup    
      times on each machine are fixed. 
12. Fuzzy trapezoidal ready (release) time of job j, 𝑟!, is given. 
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 Let 𝐶!(𝑆) be the completion time of job j in schedule S. For simplicity, 𝐶!(𝑆) is simply 
written as 𝐶!(𝑆). Let Π be the set of all possible schedules. The total number of possible 







It can be seen that Π > 𝑚×𝑛!, for all 𝑚 > 1.  
2.2 Model Formulation 
 In this study, fuzzy trapezoidal processing time, P!", fuzzy trapezoidal setup time, S!", 
and fuzzy trapezoidal release time, r!, are considered. The membership function of trapezoidal 
fuzzy number, 𝐴, is represented by (𝑎, 𝑏, 𝑐,𝑑), which has the following membership function: 
𝑓! 𝑥 =
𝑥 − 𝑎
𝑏 − 𝑎 , 𝑎 ≤ 𝑥 ≤ 𝑏
1, 𝑏 ≤ 𝑥 ≤ 𝑐
𝑥 − 𝑑




 We use 𝜎! to denote the subset of jobs assigned to machine k and the sequence by which 
these jobs will be processed on the machine. 𝜎! can be defined as 𝜎! = {𝑗! 𝑘 , 𝑗! 𝑘 ,⋯ , 𝑗!!(𝑘)}. 
𝜎! is the subset of jobs scheduled on machine k in that order.  
 Let 𝐶!!(𝑘) be the fuzzy completion time of job 𝑗!   (𝑘) on machine k. The completion time 
can be computed by  
𝐶!! 𝑘 = 𝐶!!!! 𝑘 + 𝑆!!!!,!! 𝑘 + 𝑃!! 𝑘  (7) 
 Note that there is an initial fuzzy setup time, 𝑆!,!, The initial fuzzy setup time can be 
defined as 𝑆!!,!!(𝑘) =   𝑆!,!!(𝑘) and 𝑆!,!!(𝑘) = 𝑆!!(𝑘). 𝑆!!(𝑘) is the initial setup time of job 𝑗!(𝑘) 









where 𝑟! is the number of jobs assigned to machine k. 
 The subject unrelated parallel machine scheduling problem is to find an optimal schedule 





(𝐶! 𝑆 ) (9) 
 Note that, in this study, the fuzzy release time, 𝑟!!(𝑘), is considered. If i =1 (the first job), 
then 
𝐶!!(𝑘) = 𝑆!!!!,!!(𝑘)+     𝑃!! 𝑘  (10) 
Else 
𝐶!! 𝑘 = 𝐶!!!! 𝑘 + 𝑆!!!!,!! 𝑘 + 𝑃!! 𝑘 ,                                                      𝑖𝑓  𝑟!! 𝑘 < 𝐶!!!! 𝑘  (11) 
𝐶!! 𝑘 = 𝑟!! 𝑘 + 𝑆!!!!,!! 𝑘 + 𝑃!! 𝑘 ,                                                                𝑖𝑓  𝑟!! 𝑘 > 𝐶!!!! 𝑘  (12) 
 To find the optimal schedule, the fuzzy ranking method proposed by Liou and Wang 
(1992) is implemented. The selection of this ranking method is based on the comparative study 
carried out. The details are presented in section 3.4. The fuzzy ranking method is used to 
compare two fuzzy numbers. Basically, it converts fuzzy numbers back to crisp numbers before 
comparison. The computation procedure is described as follows. For a normal fuzzy number 
A = (a, b, c, d). The total integral value of 𝐴 is calculated as: 
𝑇 𝐴 =
1
2 𝛼 𝑐 + 𝑑 + 1− 𝛼 𝑎 + 𝑏  
(13) 
 Where the index of 𝛼 represents the degree of optimism of a decision maker and 
𝛼   ∈    0, 1 . A larger 𝛼 indicates a higher degree of optimism.  
Let 𝐴 and 𝐵 be two fuzzy numbers. The criteria used to compare 𝐴 and 𝐵 is described as: 
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𝑖   𝑖𝑓  𝑇 𝐴 > 𝑇 𝐵     𝑡ℎ𝑒𝑛  𝐴 > 𝐵           
𝑖𝑖   𝑖𝑓  𝑇 𝐴 < 𝑇 𝐵     𝑡ℎ𝑒𝑛  𝐴 < 𝐵       




CHAPTER 3 METHODOLOGY 
 This chapter first introduces ant colony optimization and then describes the procedure of 
the proposed hybrid ant colony optimization. The fuzzy evaluation function is also provided. An 
example is used to explain the calculation. Finally, how the ranking method is chosen from eight 
fuzzy ranking methods is introduced. 
3.1 Ant Colony Optimization 
 Ant Colony Optimization (ACO) is a class of metaheuristics presented by Colorni et al. 
(1991). The concept behind ACO is based on the natural algorithm and mimics the behavior of 
real ants going from their nests to a food source. To do so, the artificial ants are placed on a 
graph and forced to move. Each single movement of the ant on the graph generates another piece 
of the solution. The set of moves generates the problem solution. One of the main concepts with 
regard to this mechanism is the effect of pheromones on ants. In nature, it was found that real 
ants, when seeking food, are highly influenced by pheromones. This influence is mathematically 
modeled as a weighted, random function, where the weight is calculated using existing 
pheromones. 
 The behavior of ants generates a near optimal trail can be explained in four steps: First, at 
the beginning, the environment is clean and ants can choose any of the paths with the same 
probability. Second, ants choose a path, and in this case, some choose shorter paths and the 
others choose longer one. When they move, they deposit chemical substances called pheromones. 
Third, when the cycle repeats, shorter paths will have more pheromone deposited more quickly 
(since the corresponding ant arrives sooner). To choose the next move, an ant uses a probability 
function weighted according to the amount of pheromones on the trail. Thus, more ants will 
choose the shorter trail. Finally, after a certain time, the first pheromones deposited earlier 
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evaporate, and the pheromone trail on the shorter path becomes dominates. In this case, all the 
ants will choose the shorter trail. 
 The idea of the ACO algorithm is to mimic this behavior. This mimicry is performed by 
generating a pheromone matrix of size n x m, used by two main operations: the pheromone level 
adjustment (also known as pheromone deposit and pheromone evaporation rules) and a 
probabilistic rule that chooses a destination based on the pheromone level. 
 To solve a scheduling problem using ACO, the problem can be represented as nodes and 
edges. First, a certain amount of pheromone is deposited on each edge. Secondly, the ants move 
from a node to another node based on a probability. Two factors, pheromone amount, 𝜏, and 
visibility, 𝜂, are used to determine the probability. The probability of moving from node i to j for 









Where Ψ represents the set of nodes and visibility 𝜂 is usually determined by a heuristic. 𝛼 and 𝛽 
are the exponents to determine the importance of the pheromone amount 𝜏 and visibility 𝜂. 
Thirdly, after all ants construct their tour, the pheromone, 𝜏!", will be updated as follows. 




Where 𝑙! represents the length of the tour taken by any k. 𝜌 and 𝜙 are the pheromone 
evaporation rate, and global update rate, respectively. 
 The structure of the ACO algorithm 
1 Set the initialize pheromone values. 
2. Generate and evaluate an initial population of ants. 
3. While the termination condition is not met 
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4.        do 
5.  update the pheromone values. 
6.  update the solution represented by each ant. 
7.  Evaluate each ant. 
8.        End 
9. Return the best solution. 
3.2 Hybrid Ant Colony Optimization 
 The hybrid ant colony optimization (hACO) is a modification of the hACO variant 2 of 
Liao et al. (2014). Instead of using crisp processing time, crisp setup time, and crisp release time, 
fuzzy processing time, fuzzy setup time and fuzzy release time are used and defuzzification is 
also implemented. 
 The proposed hACO can solve this problem in two stages: first, machine assignment and 
then job sequencing. A solution is coded with two vectors. The first vector is called the machine 
assignment vector and has the same size as the number of jobs; each value in the vector denotes 
the machine assigned to a job. The second vector represents the sequence of jobs to be processed, 
which also has the same size as the number of jobs and each value in the vector denotes a job. 
The two vectors can be used together to generate the matrix representing the sequence of jobs on 
each machine easily. For instance; if we have 8 jobs and 3 machines, then the first vector: 
𝑗𝑚𝑠 = [3  1  2  3  1  2  1  3] will indicate that first machine will process jobs 2, 5 and 7 and the 
second machine will process jobs 3 and 6, and the third machine will process jobs 1, 4 and 8. The 
second vector: 𝑗𝑜𝑠 = [8  5  7  2  3  1  4  6] shows the ordering for each job. Using 𝑗𝑚𝑠 and 𝑗𝑜𝑠, we 
can generate the matrix, 𝑠, to represent the sequence of jobs on each machine. The matrix, 𝑠, 
indicates that the sequence of operations in machine 1 is: job 5, job 7 then job 2, in machine 2 is 
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job 3 then job 6, in machine 3 is: job 8, job 1 then job 4. The zero after 2 in the first row 
indicates that job 2 is to be the last one to be processed by the first machine and job 6 and job 4 
are the last job to be processed by machine 2 and machine 3, respectively. 
  𝑠 =
5 7 2 0 0 0 0 0
3 6 0 0 0 0 0 0
8 1 4 0 0 0 0 0
 
 Each ant follows a two-step procedure to generate a new solution: first, constructing the 
machine assignment vector and then constructing the job sequence vector. In the first step, the 
probability of assigning job i on machine k is 𝑃𝑟!"! . In the second step, the probability of job j 
scheduled following job i is 𝑃𝑟!"!!. 𝑃𝑟!"!  and 𝑃𝑟!"!! are computed as follows. 
𝑃𝑟!"! =
𝜏!"! ! 𝜂!"! !







𝜏!!!! ! 𝜂!!!! !!"#




𝜏!"!! ! 𝜂!!!! !!"#
         , 𝑖𝑓  𝑗  𝑖𝑠  𝑛𝑜𝑡  𝑡ℎ𝑒  1𝑠𝑡  𝑗𝑜𝑏
 
(17) 
In Eq. (16), 𝜏!"!  denotes the first pheromone matric and is used for machine assignment. 𝜂!"!  
denotes the first heuristic information and cHan be computed by 𝜂!"! =
!
!!"
. 𝑃!" refers to the fuzzy 
processing time of job i on machine k. 
In Eq. (17), 𝜓 denotes the set of jobs not yet being sequenced. 𝜏!"!! denotes the second pheromone 
matric and is used for job sequencing.  𝜂!"!! denotes the second heuristic information and can be 
computed by 𝜂!"!! =
!
!!"
. 𝑆!" refers to fuzzy setup time for processing job j after job i. If i =1, 𝜂!!!! , 
refers to average fuzzy setup time and can be computed by 𝜂!!!! =
!
!"#(!!!)
. The denominator 
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𝑎𝑣𝑔(𝑆!!) refers to the average fuzzy setup time for processing job j after job 1 across all 
machines. 
In eq. (16) and eq. (17), 𝛼 and 𝛽 are the weights on pheromone information and heuristic 
information. To compute the two heuristic information, 𝜂!"!  and 𝜂!"!!, Liou and Wang (1992) 




. The method has been presented in 
section 2.2.  
 After all ants completing their paths, the two pheromone matrices, 𝜏!"!  and 𝜏!"!! are updated 
as follows: 
𝜏!"! = 1− 𝜌 𝜏!"! + ∅
1
𝐶!"#!"#$
,        𝑖𝑓  𝑎𝑟𝑐 𝑖, 𝑘   𝑖𝑠  𝑢𝑒𝑠𝑑  𝑏𝑦  𝑡ℎ𝑒  𝑏𝑒𝑠𝑡  𝑎𝑛𝑡. (18) 
𝜏!"!! = 1− 𝜌 𝜏!"!! + ∅
1
𝐶!"#!"#$
,        𝑖𝑓  𝑎𝑟𝑐 𝑖, 𝑗   𝑖𝑠  𝑢𝑠𝑒𝑑  𝑏𝑦  𝑡ℎ𝑒  𝑏𝑒𝑠𝑡  𝑎𝑛𝑡. (19) 
Where 𝜌 and 𝜙 are the pheromone evaporation rate, and global update rate, respectively. 
To update the two pheromone matrices, 𝜏!"!  and 𝜏!"!!, Liou and Wang (1992) defuzzification 
method is implemented to calculate !
!!"#!"#$
. The method has been presented in section 2.2.  
 The pseudo code of the proposed hACO for the subject problem is given below. 
Algorithm: hACO 
Step 1. Specify parameter values including 𝑎𝑛𝑡𝑠,𝑎, 𝑏,𝜌,𝜙,𝑎𝑛𝑑  𝑚𝑎𝑥𝑛𝑙𝑠. 
Step 2. Load data 
Step 3. Generate an initial solution and evaluate the initial solution based on Section 3.3 
 Set the number of function evaluation, 𝑛𝑓𝑒 = 1, and record the solution to be the   
 global best. 
Step 4. Initialize the two pheromone matrices, 𝜏!"!  and 𝜏!"!!.  
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Step 5. While 𝑛𝑓𝑒 < 𝑚𝑎𝑥𝑛𝑓𝑒 
 a. for each ant 
  a.1. Construct the machine assignment. Find 𝑗𝑚𝑠 according to eq. (16) 
  a.2. Construct the job sequence. Find 𝑗𝑜𝑠 according to eq. (17) 
  a.3. Decode the two vectors, 𝑗𝑚𝑠  𝑎𝑛𝑑  𝑗𝑜𝑠 to construct the schedule. Evaluate  
        the solution according to Section 3.3 and increment 𝑛𝑓𝑒  𝑏𝑦  1. 
  a.4. Apply the local search procedure described below. 
                End for 
 b. Update the two pheromone matrices according to eq. (18) and eq. (19) 
 c. Update the global best solution if appropriate. 
  End while 
 The local search is implemented in our hybrid algorithm. In each iteration, we generate a 
solution for 𝑗𝑚𝑠 or 𝑗𝑜𝑠 by 50/50 chance from the current ant solution. For 𝑗𝑚𝑠, a new solution is 
generated by altering a small percentage (5%) of machine assignment. For 𝑗𝑜𝑠, a solution is 
generated by swapping two randomly selected jobs in the matrix. The local search is repeated for 
a pre-specified number of iterations, maxnls. The pseudo code for the Local search is given 
below. 
Local search: 
Step 1. Set 𝑛𝑙𝑠 = 1. 
Step 2. While nls < maxnls 
Step 3.   Generate random variable, 𝑟𝑣 from 𝑈(0,1) 
Step 4.   If rv > 0.5, generate a solution for 𝑗𝑚𝑠 by changing the values,  
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                                     𝑝𝑒𝑟𝑐 = 5%, of the machines assignment. If rv < 0.5, generate a   
   solution for 𝑗𝑜𝑠 by swapping 2 jobs. 
Step 5.                          Decode the two vectors, 𝑗𝑚𝑠  𝑎𝑛𝑑  𝑗𝑜𝑠 to construct the schedule.   
    Evaluate the solution and increment 𝑛𝑙𝑠  𝑏𝑦  1. 
Step 6.     If a better solution is found, End Local Search. 
Step 7.     Return and increment nfe with appropriate number of evaluations   
         nls taken. 
3.3 Fuzzy Evaluation Function 
 The objective of fuzzy unrelated parallel machine scheduling problem is to find an 





(𝐶! 𝑆 ) = argmin!∈! max∀!∈! 𝐶!!(𝑘)    
(20) 
Where completion time of job 𝑗!(𝑘) on machine k is denoted by 𝐶!!(𝑘).  
 Fuzzy trapezoidal processing, fuzzy trapezoidal release time and fuzzy trapezoidal setup 
time are considered for the studied problem. Let 𝐶!!(𝑘) be the fuzzy completion time of job 𝑗! on 
machine k. The completion time can be computed by  
𝐶!! 𝑘 = 𝐶!!!! 𝑘 + 𝑆!!!!,!! 𝑘 + 𝑃!! 𝑘  (21) 
 Note that there is an initial fuzzy setup time, 𝑆!,!, The initial fuzzy setup time can be 
defined as 𝑆!!,!!(𝑘) =   𝑆!,!!(𝑘) and 𝑆!,!!(𝑘) = 𝑆!!(𝑘). 𝑆!!(𝑘) is the initial setup time of job 𝑗!(𝑘) 








Where 𝑟! is the number of jobs assigned to machine k. 
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 In this study, the fuzzy release time, 𝑟!!(𝑘), is considered. If i =1 (the first job), then 
𝐶!! = 𝑆!!!!,!!(𝑘)+     𝑃!! 𝑘  (23) 
Else 
𝐶!! 𝑘 = 𝐶!!!! 𝑘 + 𝑆!!!!,!! 𝑘 + 𝑃!! 𝑘                                                 𝑖𝑓  𝑟!!(𝑘) < 𝐶!!!! 𝑘  (24) 
𝐶!! 𝑘 = 𝑟!! 𝑘 + 𝑆!!!!,!! 𝑘 + 𝑃!! 𝑘                                                         𝑖𝑓  𝑟!! 𝑘 > 𝐶!!!! 𝑘  (25) 
 An example is provided to explain the calculation of fuzzy evaluation function. Suppose 
8 jobs are scheduled on 3 machines and a possible solution is given as Figure 1. Fuzzy setup time, 
fuzzy processing time and fuzzy release time are given as Figure 2, Figure 3 and Figure 4, 
respectively. 
 
Figure 1: A candidate schedule 
 
Figure 2: Fuzzy setup time 
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Figure 3: Fuzzy processing time 
 
Figure 4: Fuzzy release time 
 For the possible schedule, machine 1 will process jobs 2, 5 and 7 and machine 2 will 
process jobs 3 and 6, and machine 3 will process jobs 1, 4 and 8. The sequence of operations in 
machine 1 is: job 2, job 5 then job 7; in machine 2 is job 3 then job 6, and in machine 3 is: job 1, 
job 4 then job 8. The fuzzy completion time of the possible schedule can be calculated as follows: 
For machine1 
Step1: Completion time of job 2 = [1 2 3 4]+[8.375 14 19.625 24.5]+[17 31 53 79] =  
 [26.375 47 75.625 107.5] 
Step2: Release time of job 5 is [3 6 6 8] and completion time of job 2  =[26.375 47   
 75.625 107.5]. The ranking score of release time and completion time of job 2 
 is 7 and 91.5625. The ranking score indicates that job 5 has already been  
 released before completing job 2. Hence, the completion time of job 5 =   
 [26.375 47 75.625 107.5]+ [20 25 27 28]+[16 23 82 91] = [62.375 95 184.625 
 226.5] 
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Step3: Release time of job 7 is [1 5 7 8] and completion time of job 5= [62.375 95 
 184.625 226.5]. The ranking score of release time and completion time of job 
 5 is 7.5 and 205.5625. The ranking score indicates that job 7 has already  been 
released before completing job 5. Hence, the completion time of job 7 =  [62.375 95 
184.625 226.5]+[14 15 18 25]+[1 11 77 96] =  [77.375 121  279.625 347.5] 
For machine 2 
Step1: Completion time of job 3 = [2 5 7 8]+[9.625 13.875 18 22.125]+[15 55 58 87] 
 = [26.625 73.875 83 117.125] 
 Step2: Release time of job 6 is [23 34 90 122] and completion time of job 3=[26.625  
 73.875 83 117.125]. The ranking score of release time and completion time of  
 job 5 is 106 and 100.0625. The ranking score indicates that job 6 has not   
 yet been released after completing job 3. Hence, the completion time of job 6  
 = [23 34 90 122]+[6 8 15 25]+[519 24 42] = [34 61 129 189] 
For machine 3 
 Step1: Completion time of job 1 = [2 3 3 5]+[9 17.375 19.875 23.25]+[24 39 40 78] =   
 [35 59.375 62.875 106.25] 
 Step2: Release time of job 4 is [4 7 8 9] and completion time of job 1=[35 59.375   
 62.875 106.25]. The ranking score of release time and completion time of job  
 1 is 8.5 and 84.5625. The ranking score indicates that job 4 has already   
 been released before completing job 1. Hence, the completion time of job 4 =  
 [35 59.375 62.875 106.25]+ [14 15 18 19]+[2 5 17 82] = [51 79.375 97.875  
 207.25] 
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 Step3: Release time of job 8 is [4 6 8 9] and completion time of job 4=[51 79.375   
 97.875 207.25]. The ranking score of release time and completion time of job  
 4 is 8.5 and 152.5625. The ranking score indicates that job 8 has already   
 been released before completing job 4. Hence, the completion time of job 8 =  
 [51 79.375 97.875 207.25]+[7 11 17 19]+[9 77 78 93] =  [67 167.375 192.875  
 319.25] 
 After processing all jobs, the maximum completion time can be calculated. The 
completion time of the last job on machine 1 is [77.375 121 279.625 347.5]. The completion 
time of the last job on machine 2 is [34 61 129 189] and the completion time of the last job on 
machine 3 is  [67 167.375 192.875 319.25]. We can get the maximum completion time is 
[77.375 121 279.625 347.5], by using defuzzification method to compare with three fuzzy 
numbers. 
3.4 Selection of Fuzzy Ranking Methods 
 For the unrelated parallel machine scheduling problems, fuzzy processing time, fuzzy 
setup time and fuzzy release time are considered. The trapezoidal membership function is 
applied. The trapezoidal membership function depends on four parameters a, b, c, and d. The 
trapezoidal membership function is given by 
𝑓 𝑥;𝑎, 𝑏, 𝑐,𝑑 =
𝑥 − 𝑎
𝑏 − 𝑎 , 𝑎 ≤ 𝑥 ≤ 𝑏
1, 𝑏 ≤ 𝑥 ≤ 𝑐
𝑥 − 𝑑




Where a, b, c, and d are four real numbers. If b = c, then it is called triangular membership 
function. 
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 Eight fuzzy ranking methods proposed by Yager (1980), Liou and Wang (1992), Cheng 
(1998), Chu and Tsao (2002), Wang et al. (2005), Chen and Chen (2007) Shankar (2012) and 
Rezvani (2014) are considered for comparison. The selection of the most feasible fuzzy ranking 
method involves considering the ability of ranking three different fuzzy numbers, the ability of 
ranking three fuzzy numbers with three different spreads, the ability of ranking negative fuzzy 
numbers and the ability of comparing fuzzy numbers with real numbers. In addition, the 
selection also considers the spread of fuzzy membership function becomes larger with more 
operations, such as addition, subtraction, multiplication and division. The eight fuzzy ranking 
methods are introduced below. 
 Yager (1980) proposed the ranking functions based on the horizontal coordinate 𝑥, and 










Where the larger value of 𝑥 𝐴 indicates the higher ranking of 𝐴. 
 Liou and Wang (1992) proposed a integral method of ranking fuzzy numbers. For a 
normal fuzzy number 𝐴 = (𝑎, 𝑏, 𝑐,𝑑). The total integral value of A is calculated as: 
𝑇(𝐴) =
1
2 𝛼 𝑐 + 𝑑 + 1− 𝛼 𝑎 + 𝑏  
(28) 
The larger value of 𝑇 𝐴  indicates the higher ranking of 𝐴. Where 𝛼 represents the degree of 
optimism of a decision maker. A larger 𝛼 indicates a higher degree of optimism and 𝛼   ∈    0, 1 . 
 Cheng (1998) proposed a ranked method for ranking fuzzy numbers by distance. The 
method is based on calculating the centroid point, where the distance means form original point 
(0, 0) to the centroid point. In order to determine the centroid point (𝑥!,𝑦!) of a fuzzy number 𝐴, 



















! 𝑦 𝑑𝑦!! + 𝑦𝑔!
! 𝑦 𝑑𝑦!! ]
𝑔!




 For a normal fuzzy number 𝐴 = (𝑎, 𝑏, 𝑐,𝑑). The centroid 𝑥!,𝑦!  is given by: 
𝑥! =
𝑑! − 2𝑐! + 2𝑏! − 𝑎! + 𝑑𝑐 − 𝑎𝑏 + 3 𝑐! − 𝑏!






𝑏 + 𝑐 − 𝑎 − 𝑑 + 2 𝑎 + 𝑑 ) 
(32) 
𝑅 𝐴 = 𝑥!! + 𝑦!! 
(33) 
Where the larger value of 𝑅 𝐴  indicates the higher ranking of 𝐴. 



















! 𝑦 𝑑𝑦!! + 𝑦𝑔!
! 𝑦 𝑑𝑦!!
𝑔!




 For a normal fuzzy number 𝐴 = (𝑎, 𝑏, 𝑐,𝑑). The formula is given by: 
𝑥! =
𝑑! − 2𝑐! + 2𝑏! − 𝑎! + 𝑑𝑐 − 𝑎𝑏 + 3 𝑐! − 𝑏!






𝑏 + 𝑐 − 𝑎 − 𝑑 + 2 𝑎 + 𝑑 ) 
(37) 
Where  𝑆   𝐴 = 𝑥! ∗ 𝑦! and the larger value of 𝑆 𝐴  indicates the higher ranking of 𝐴. 



















! 𝑦 𝑑𝑦!! − 𝑦𝑔!
! 𝑦 𝑑𝑦!!
𝑔!




 For a generalized fuzzy number 𝐴 = (𝑎, 𝑏, 𝑐,𝑑). The formula is given by: 
𝑥! = (𝑎 + 𝑏 + 𝑐 + 𝑑 −
𝑑𝑐 − 𝑎𝑏






𝑑 + 𝑐 − (𝑎 + 𝑏)) 
(41) 
𝑅 𝐴 = 𝑥!! + 𝑦!! 
(42) 
Where the larger value of 𝑅 𝐴  indicates the higher ranking of 𝐴. 
 Chen and Chen (2007) derived a method on ranking generalized trapezoidal fuzzy 
numbers based on the centroid point and standard deviations. The ranking value for a normal 
trapezoidal fuzzy number 𝐴 = (𝑎!,𝑎!,𝑎!,𝑎!) is defined as  
𝑦! =
(𝑎! − 𝑎!𝑎! − 𝑎!
)+ 2
6 , 𝑎! ≠ 𝑎!
1
2

















Where 𝑎 = !!!!!!!!!!!
!
, and Score  (A) = 𝑥! − [𝑚𝑖𝑛(𝑎!,𝑎!,𝑎!,𝑎!)]! + 𝑦!
! !. The larger the 
value of Score  (A) indicates the higher the ranking of 𝐴. 
 Shankar (2012) proposed a ranking method based on area, mode, spreads and weights of 
normal trapezoidal fuzzy numbers. Consider a normal fuzzy number 𝐴 = (𝑎, 𝑏, 𝑐,𝑑). They 
define 𝐼! 𝑋!,𝑌!  as: 
𝐼! 𝑋!,𝑌! =





𝛼 + 𝛽 + 𝛾 ,





𝛼 + 𝛽 + 𝛾  
(47) 
Where 𝛼,𝛽 and 𝛾 can be calculated as: 
𝛼 =
𝑐 − 3𝑏 + 2𝑑 ! + 𝑤!
6 ,𝛽 =
2𝑐 + 𝑑 − 𝑎 − 2𝑏 !
3 , 𝛾 =
3𝑐 − 2𝑎 − 𝑏 ! + 𝑤!
6    
𝑅 𝐴 = 𝑥!×𝑦! (48) 
 The mode, m, spreads, s, left spreads, ls, and right spreads, rs, of the normal trapezoidal 
fuzzy number 𝐴 = (𝑎, 𝑏, 𝑐,𝑑) is defined as: 
𝑚 =
1





2 (𝑏 + 𝑐) 
(49) 
𝑠 = 𝑑 − 𝑎 𝑑𝑥
!
!
= (𝑑 − 𝑎) 
(50) 
𝑙𝑠 = (𝑏 − 𝑎)𝑑𝑥
!
!
= (𝑏 − 𝑎) 
(51) 
𝑟𝑠 = (𝑑 − 𝑐)𝑑𝑥
!
!
= (𝑑 − 𝑐) 
(52) 
 The criteria of the ranking method to compare with two fuzzy numbers, 𝐴  𝑎𝑛𝑑  𝐵 
Step1: Find 𝑅   𝐴 𝑎𝑛𝑑  𝑅  (𝐵) 
 Case1: If 𝑅   𝐴 > 𝑅   𝐵 , 𝑡ℎ𝑒𝑛  𝐴 > 𝐵 
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 Case2: If 𝑅   𝐴 < 𝑅   𝐵 , 𝑡ℎ𝑒𝑛  𝐴 < 𝐵 
 Case3: If 𝑅   𝐴 = 𝑅   𝐵 , 𝑡ℎ𝑒𝑛  𝑔𝑜  𝑡𝑜  𝑠𝑡𝑒𝑝2 
Step2: Find 𝑚   𝐴 𝑎𝑛𝑑  𝑚  (𝐵) 
 Case1: If 𝑚   𝐴 > 𝑚   𝐵 , 𝑡ℎ𝑒𝑛  𝐴 > 𝐵 
 Case2: If 𝑚   𝐴 < 𝑚   𝐵 , 𝑡ℎ𝑒𝑛  𝐴 < 𝐵 
 Case3: If 𝑚   𝐴 = 𝑚   𝐵 , 𝑡ℎ𝑒𝑛  𝑔𝑜  𝑡𝑜  𝑠𝑡𝑒𝑝3 
Step3: Find 𝑠   𝐴 𝑎𝑛𝑑  𝑠  (𝐵) 
 Case1: If 𝑠   𝐴 > 𝑠   𝐵 , 𝑡ℎ𝑒𝑛  𝐴 > 𝐵 
 Case2: If 𝑠   𝐴 < 𝑠   𝐵 , 𝑡ℎ𝑒𝑛  𝐴 < 𝐵 
 Case3: If 𝑠   𝐴 = 𝑠   𝐵 , 𝑡ℎ𝑒𝑛  𝑔𝑜  𝑡𝑜  𝑠𝑡𝑒𝑝4 
Step4: Find 𝑙𝑠   𝐴 𝑎𝑛𝑑  𝑙𝑠  (𝐵) 
 Case1: If 𝑙𝑠   𝐴 > 𝑙𝑠   𝐵 , 𝑡ℎ𝑒𝑛  𝐴 > 𝐵 
 Case2: If 𝑙𝑠   𝐴 < 𝑙𝑠   𝐵 , 𝑡ℎ𝑒𝑛  𝐴 < 𝐵 
 Case3: If 𝑙𝑠   𝐴 = 𝑙𝑠   𝐵 , 𝑡ℎ𝑒𝑛  𝐴 ≈ 𝐵 
 Rezvani (2014) proposed a method for ranking trapezoidal fuzzy numbers based on mean, 
standard deviation and inverse function. Let 𝐴 be a normal trapezoidal fuzzy number 𝐴 =
𝑎, 𝑏, 𝑐,𝑑 . 𝜎 denotes the standard deviation of 𝐴, 𝜇 denotes the mean of 𝐴. Where 𝜎 and 𝜇 are 
calculated as follows: 
𝜎 =








 The following values define the weighted averaged representative and weighted width, 
respectively, of the fuzzy number 𝐴 
𝐼   𝐴 =
𝐶
𝜎 1− 2𝜇 +
1








Where C denote an optimism vector and 0 ≤ 𝐶 ≤ 1 
𝑇𝑅𝐷   𝐴 = 𝐼 𝐴 ! + 𝐷 𝐴 ! 
(57) 
Where the larger the value of TRD  (A) indicates the higher the ranking of 𝐴. 
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CHAPTER 4 TEST DATA AND RESULTS 
 This chapter first describes two case studies. The first case study is used to determine the 
most feasible fuzzy ranking method among eight fuzzy ranking methods. The second case study 
is to prove our methodology is correct. At the end of this chapter, the performance of hybrid ant 
colony optimization (hACO) for solving fuzzy unrelated parallel machine scheduling problems is 
evaluated. A numerical study on large-scale scheduling problems up to 20 machines and 200 
jobs is conducted to assess the performance of the hACO algorithm. 
The hACO algorithm is also compared with discrete particle swarm optimization (dPSO) 
algorithm using problems up to 10 machines and 150 jobs. 
 Both hACO and dPSO are implemented in matlab and the computer used to carry out all 
computational experiments is an Apple Macbook pro retina 2012 laptop equipped with 2.5 GHz 
Intel Core i5 under OS 10.9.2 environment. 
4.1 Comparison of Fuzzy Ranking Methods under Spread of Fuzziness 
 In fuzzy unrelated parallel machine scheduling problems, fuzzy numbers are used to 
represented uncertainties. It is important to rank fuzzy numbers since the makespan is obtained 
completely based on comparison. Generally, a ranking method first converts fuzzy numbers into 
real numbers and then compares the defuzzified values. There are eight fuzzy ranking methods 
introduced in Section 3.4. The eight fuzzy ranking method are proposed by Yager (1980), Liou 
and Wang (1992), Cheng (1998), Chu and Tsao (2002), Wang et al. (2005), Chen and Chen 
(2007) Shankar (2012) and Rezvani (2014).  
  The procedure of comparison is summarized below. First, four dataset are used to 
compare the ranking ability of eight fuzzy ranking methods and then three most feasible ranking 
methods are chosen. Secondly, the three selected ranking methods are evaluated for their ranking 
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ability after varied numbers of arithmetic operations for each dataset, which are addition, 
subtraction, multiplication and division. The purpose is to investigate how the spread of 
fuzziness affects the ranking ability of each ranking method. In the comparative studies, fuzzy 
trapezoidal numbers are considered. The trapezoidal membership function depends on four 
parameters a, b, c, and d and 𝑎, 𝑏, 𝑐,𝑎𝑛𝑑  𝑑 are real numbers. A fuzzy number 𝐴 can be expressed 
as = (𝑎, 𝑏, 𝑐,𝑑).  
 Four dataset are give below. For Set 1, the ability of ranking three different fuzzy 
numbers is investigated. For Set 2, the ability of ranking three fuzzy numbers that has different 
spread is considered. For Set 3, the dataset is used to test if the ranking methods can rank 
negative fuzzy numbers or not. For Set 4, the dataset is used to compare fuzzy numbers with real 
number, a.k.a. fuzzy singleton. Eight fuzzy ranking methods are implemented to the four dataset 
and the result is shown in Table 1. 
 
Figure 5: Set 1, A=(1, 3, 7, 8), B=(5, 10, 13, 15) and C=(14, 16, 18, 20) 
 34 
 
Figure 6: Set 2, A=(11, 12, 13, 14), B=(9, 12, 13, 16) and C=(7, 12, 13, 18) 
 
Figure 7: Set 3, A=(-9, -8, -6, -5), B=(-4, -2, 1, 2) and C=(3, 4, 6, 8) 
 
Figure 8: Set 4, A=(1, 2, 4, 5) and B=(8, 8, 8, 8) 
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Table 1: The ranking ability of eight fuzzy ranking methods 
Method Fuzzy numbers Set1 Set2 Set3 Set4 
Cheng (1998) 
A 4.7546 12.5100 7.0178 * 
B 10.6277 12.5100 0.8958 * 
C 17.0074 12.5100 5.3086 * 
Results C > B > A C = B = A A > C > B * 
Yager (1980) 
A 4.7273 12.5000 -7.0000 * 
B 10.6154 12.5000 -0.7778 * 
C 17.0000 12.5000 5.2857 * 
Results C > B > A C = B = A C > B > A * 
Liou and Wang (1992) 
A 7.5000 15.5000 -5.5000 4.5000 
B 14.0000 14.5000 1.5000 8.0000 
C 19.0000 13.5000 7.0000  
Results C > B > A A > B > C C > B > A B > A 
Chu and Tsao (2002) 
A 2.4051 6.2500 -0.3500 * 
B 5.4311 6.2500 -0.3457 * 
C 8.5000 6.2500 2.6009 * 
Results C > B > A C = B = A C > B > A * 
Wang et al. (2005) 
A 14.1823 37.5013 21.0033 * 
B 31.8472 37.5013 2.3814 * 
C 51.0009 37.5013 15.8584 * 
Results C > B > A C = B = A A > C > B * 
Chen and Chen (2007) 
A 0.9160 0.0021 0.2607 0.2607 
B 5.9758 0.5310 6.2420 5.0249 
C 12.2961 1.0714 12.3061  
Results C > B > A C > B > A C > B > A B > A 
Shankar (2012) 
A 2.0827 5.1981 -2.9144 1.2490 
B 4.7903 5.2051 -0.2085 2.6667 
C 7.0798 5.2068 2.0825  
Results C > B > A C > B > A C > B > A B > A 
 The result shows that Cheng (1998), Yager (1980), Chu and Tsao (2002) and Wang et al. 
(2005) give the same result for set 2. For set 3, Cheng (1998), Wang et al. (2005) and Rezvani 
(2014) give the incorrect order. For set 4, five methods including Cheng (1998), Yager (1980), 
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Chu and Tsao (2002), Wang et al. (2005) and Rezvani (2014), cannot compare fuzzy numbers 
with real numbers. 
 In the arithmetic analysis, we choose three feasible ranking methods. The three ranking 
methods are Liou and Wang (1992), Chen and Chen (2007) and Shankar (2012). The fuzzy 
arithmetic on trapezoidal numbers is defined as follows. 
The addition operator of trapezoidal fuzzy numbers: 
𝐴 + 𝐵 = 𝑎!,𝑎!,𝑎!,𝑎! + 𝑏!, 𝑏!, 𝑏!, 𝑏! = (𝑎! + 𝑏!,𝑎! + 𝑏!,𝑎! + 𝑏!,𝑎! + 𝑏!) (58) 
The subtraction operator of trapezoidal fuzzy numbers: 
𝐴 − 𝐵 = 𝑎!,𝑎!,𝑎!,𝑎! − 𝑏!, 𝑏!, 𝑏!, 𝑏! = (𝑎! − 𝑏!,𝑎! − 𝑏!,𝑎! − 𝑏!,𝑎! − 𝑏!) (59) 
The multiplication operator of trapezoidal fuzzy numbers: 
𝐴×𝐵 = (𝑎, 𝑏, 𝑐,𝑑) (60) 
𝑎 = 𝑀𝑖𝑛 𝑎!×𝑏!,𝑎!×𝑏!,𝑎!×𝑏!,𝑎!×𝑏! , (61) 
𝑏 = 𝑀𝑖𝑛 𝑎!×𝑏!,𝑎!×𝑏!,𝑎!×𝑏!,𝑎!×𝑏! , (62) 
𝑐 = 𝑚𝑎𝑥 𝑎!×𝑏!,𝑎!×𝑏!,𝑎!×𝑏!,𝑎!×𝑏! , (63) 
𝑑 = max 𝑎!×𝑏!,𝑎!×𝑏!,𝑎!×𝑏!,𝑎!×𝑏!    (64) 
The inverse of the fuzzy number 𝐵 is 1/𝐵 = (1/𝑏!, 1/𝑏!, 1/𝑏!, 1/𝑏!) 
The division operator of trapezoidal fuzzy numbers: 
𝐴 ÷ 𝐵 = (𝑎!,𝑎!,𝑎!,𝑎!  )÷ (𝑏!, 𝑏!, 𝑏!, 𝑏!    ) = (𝑎!/𝑏!  ,𝑎!/𝑏!  ,𝑎!/𝑏!  ,𝑎!/𝑏!  ) (65) 
Where 𝑏!, 𝑏!, 𝑏!, 𝑏! are all non zero real numbers 
The fuzzy ranking methods are analyzed the ranking ability of arithmetic operations. The 
fuzzy arithmetic analyses produce results given in 16 tables (4 datasets times 4 operators = 16 
tables). Three ranking methods are used, namely, Liou and Wang, (1992), Chen and Chen (2007) 
and Shankar (2012). The results are shown as follows.  
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For each operator applied to each dataset, six cases are analyzed. For case1, no operation is 
applied and the original fuzzy numbers are ranked. For case2, 10 times operations are applied 
first and the resultant fuzzy numbers are ranked. Cases 3, 4, 5 and 6, 20 times, 50 times, 100 
times and 500 times operations are applied, respectively, to test the ranking ability. Testing data 
set 1 subject to addition operation is described below. Four fuzzy numbers 𝐴, 𝐵, 𝐶 and 𝑘 are 
known. 
For case1, 𝐴, 𝐵 and 𝐶 are ranked without any operations.   
For case 2, 𝐴, 𝐵 and 𝐶 are subjected to 10 times operations first and then ranked. 
for i =1:10 
 𝐴 = 𝐴 + 𝑘; 
 𝐵 = 𝐵 + 𝑘; 
 𝐶 = 𝐶 + 𝑘;  
end for 
For case 3, 20 times operations are applied to 𝐴, 𝐵 and 𝐶 first and then the resultant fuzzy 
numbers are ranked. 
for i =1:20 
 𝐴 = 𝐴 + 𝑘; 
 𝐵 = 𝐵 + 𝑘; 
 𝐶 = 𝐶 + 𝑘;  
end for 
For case 4, 5 and 6, the same operation is applied 50, 100 and 500 times which means i will be 
50, 100 and 500 before ranking. 
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 Figure 9 shows the spread of fuzziness with increased numbers of addition operations on 
set 1 test data. Note that range of domain values have greatly spread, hence the collapsing of the 
differences between the three fuzzy numbers to be ranked. The corresponding ranking results are 
shown in Table 2.  
 
Figure 9: Spread of fuzziness with increased number of addition operations for set 1 
Table 2: Fuzzy ranking results for varied numbers of addition operations for set 1 
Set1 Addition Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
Liou and Wang (1992) 
A 7.5 42.5 77.5 182.5 357.5 1757.5 
B 14 49 84 189 364 1764.0 
C 19 54 89 194 369 1769.0 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
Chen and Chen (2007) 
 
A 0.916 5.903 10.92 25.9792 51.0809 251.9096 
B 5.9758 8.5195 12.6336 26.8902 51.6759 252.2285 
C 12.2961 13.4854 16.2042 28.4097 52.1811 251.8316 
Results C>B>A C>B>A C>B>A C>B>A C>B>A B>A>C 
Shankar (2012) 
A 2.0827 12.4998 22.9166 54.1666 106.25 522.9167 
B 4.7903 15.2081 25.6249 56.875 108.9583 525.625 
C 7.0798 17.4998 27.9166 59.1666 111.25 527.9167 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
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 Likely, Figure 10 shows the spread of fuzziness with increased numbers of subtraction 
operations on set 1 test data. The corresponding ranking results are shown in Table 3. Figure 11 
shows the spread of fuzziness with increased numbers of multiplication operations on set 1 test 
data. The corresponding ranking results are shown in Table 4. Figure 12 shows the spread of 
fuzziness with increased numbers of addition operations on set 1 test data. The corresponding 
ranking results are shown in Table 5. 
 
Figure 10: Spread of fuzziness with increased number of subtraction operations for set 1 
Table 3: Fuzzy ranking results for varied numbers of subtraction operations for set 1 
Set1 Subtraction Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
 
Liou and Wang (1992) 
A 7.5 -7.5 -22.5 -67.5 -142.5 -742.5 
B 14 -1 -16 -61 -136 -736 
C 19 4 -11 -56 -131 -731 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
 
Chen and Chen (2007) 
 
A 0.916 5.903 10.92 25.9792 51.0809 251.9096 
B 5.9758 8.5195 12.6336 26.8902 51.6759 252.2285 
C 12.2961 13.4854 16.2042 28.4097 52.1811 251.8316 
Results C>B>A C>B>A C>B>A C>B>A C>B>A B>A>C 
 
Shankar (2012) 
A 2.0827 -8.3332 -18.7499 -50 -102.0833 -518.75 
B 4.7903 -5.625 -16.0416 -47.2916 -99.375 -516.0417 
C 7.0798 -3.3333 -13.7499 -45 -97.0833 -513.75 




Figure 11: Spread of fuzziness with increased number of multiplication operations for set 1 
Table 4: Fuzzy ranking results for varied numbers of multiplication operations for set 1 
Set1 Multiplication Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
 
Liou and Wang (1992) 
A 7.5 267 530 1325 2650 13250 
B 14 495 990 2475 4950 24750 
C 19 670 1340 3350 6700 33500 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
 
Chen and Chen (2007) 
 
A 0.916 58.1429 116.7858 292.7 585.9 2932 
B 5.9758 185.4683 371.1866 928.3 1856.9 9286 
C 12.2961 321.3898 642.9515 1607.6 3215.4 16078 




A 2.0827 56.25 112.5 281.25 562.5 2812.5 
B 4.7903 122.9167 245.8333 614.5833 1229.2 6145.8 
C 7.0798 179.1667 358.3333 895.8333 1791.7 8958.3 




Figure 12: Spread of fuzziness with increased number of division operations for set 1 
Table 5: Fuzzy ranking results for varied numbers of division operations for set 1 
Set1 Division Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
 
Liou and Wang (1992) 
A 7.5 57.5 115 287.5 575 2875 
B 14 107.5 215 537.5 1075 5375 
C 19 145 290 725 1450 7250 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
 
Chen and Chen (2007) 
 
A 0.916 13.034 26.568 67.1699 134.8398 676.2 
B 5.9758 41.6174 83.5002 209.1509 418.5698 2093.9 
C 12.2961 71.7545 143.6969 359.5261 719.2421 3597.0 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
 
Shankar (2012) 
A 2.0827 9.3751 18.75 46.875 93.75 468.8 
B 4.7903 20.4861 40.9722 102.4306 204.8611 1024.3 
C 7.0798 29.8611 59.7222 149.3056 298.6111 1493.1 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
 The same operations and ranking comparisons are carried out for test data set 2. The 
results for addition operations are shown in Figure 13 and Table 6. Similarly, the results for 
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subtraction, multiplication, and division operations are shown in Figure 14 and Table 7, Figure 
15 and Table 8, and Figure 16 and Table 9, respectively. 
 
Figure 13: Spread of fuzziness with increased number of addition operations for set 2 
Table 6: Fuzzy ranking results for varied numbers of addition operations for set 2 
Set2 Addition Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
 
Liou and Wang (1992) 
A 13.5 48.5 83.5 188.5 363.5 1763.5 
B 14.5 49.5 84.5 189.5 364.5 1764.5 
C 15.5 50.5 85.5 190.5 365.5 1765.5 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
 
Chen and Chen (2007) 
 
A 0.0021 5.0226 10.0431 25.1047 50.2074 251.0288 
B 0.531 5.5337 10.5523 25.6126 50.7147 251.5357 
C 1.0714 6.0516 11.0657 26.1223 51.2231 252.0428 




A 5.1981 15.6247 26.0415 57.2916 109.375 526.0417 
B 5.2051 15.6248 26.0416 57.2916 109.375 526.0417 
C 5.2068 15.6248 26.0416 57.2916 109.375 526.0417 




Figure 14: Spread of fuzziness with increased number of subtraction operations for set 2 
Table 7: Fuzzy ranking results for varied numbers of subtraction operations for set 2 
Set2 Subtraction Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
 
Liou and Wang (1992) 
A 13.5 -1.5 -16.5 -61.5 -136.5 -736.5 
B 14.5 -0.5 -15.5 -60.5 -135.5 -735.5 
C 15.5 0.5 -14.5 -59.5 -134.5 -734.5 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
 
Chen and Chen (2007) 
 
A 0.0021 5.0226 10.0431 25.1047 50.2074 251.0288 
B 0.531 5.5337 10.5523 25.6126 50.7147 251.5357 
C 1.0714 6.0516 11.0657 26.1223 51.2231 252.0428 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
 
Shankar (2012) 
A 5.1981 -5.2082 -15.6249 -46.875 -98.9583 -515.625 
B 5.2051 -5.2083 -15.6249 -46.875 -98.9583 -515.625 
C 5.2068 -5.2083 -15.6249 -46.875 -98.9583 -515.625 




Figure 15: Spread of fuzziness with increased number of multiplication operations for set 2 
Table 8: Fuzzy ranking results for varied numbers of multiplication operations for set 2 
Set2 Multiplication Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
Liou and Wang (1992) 
A 13.5 475 950 2375 4750 23750 
B 14.5 515 1030 2575 5150 25750 
C 15.5 555 1110 2775 5550 27750 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
Chen and Chen (2007) 
A 0.0021 74.9418 150.3835 376.7089 753.9 3771.6 
B 0.531 90.3201 181.1292 453.5566 907.6 4540.0 
C 1.0714 109.0468 218.5623 547.1089 1094.7 5475.3 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
Shankar (2012) 
A 5.1981 131.25 262.5 656.25 1312.5 6562.5 
B 5.2051 131.25 262.5 656.25 1312.5 6562.5 
C 5.2068 131.25 262.5 656.25 1312.5 6562.5 
Results C>B>A C=B=A C=B=A C=B=A C=B=A C=B=A 
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Figure 16: Spread of fuzziness with increased number of division operations for set 2 
Table 9: Fuzzy ranking results for varied numbers of division operations for set 2 
Set2 Division Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
Liou and Wang (1992) 
A 13.5 102.5 205 512.5 1025 5125 
B 14.5 112.5 225 562.5 1125 5625 
C 15.5 122.5 245 612.5 1225 6125 
Results C>B>C C>B>C C>B>C C>B>C C>B>C C>B>C 
Chen and Chen (2007) 
 
A 0.0021 18.1626 36.8253 92.8132 186.1263 932.6 
B 0.531 22.3478 45.1831 113.6893 227.8665 1141.3 
C 1.0714 27.3164 55.0985 138.4458 277.3581 1388.7 
Results C>B>C C>B>C C>B>C C>B>C C>B>C C>B>C 
Shankar (2012) 
A 5.1981 21.875 43.75 109.375 218.75 1093.8 
B 5.2051 21.8751 43.75 109.375 218.75 1093.8 
C 5.2068 21.8751 43.75 109.375 218.75 1093.8 
Results C>B>C C=B>C C=B=C C=B=C C=B=C C=B=C 
 The same operations and ranking comparisons are carried out for test data set 3. The 
results for addition operations are shown in Figure 17 and Table 10. Similarly, the results for 
subtraction, multiplication, and division operations are shown in Figure 18 and Table 11, Figure 
19 and Table 12, and Figure 20 and Table 13, respectively. 
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Figure 17: Spread of fuzziness with increased number of addition operations for set 3 
Table 10: Fuzzy ranking results for varied numbers of addition operations for set 3 
Set3 Addition Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
Liou and Wang (1992) 
A -5.5 29.5 64.5 169.5 344.5 1744.5 
B 1.5 36.5 71.5 176.5 351.5 1751.5 
C 7 42 77 182 357 1757.0 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
Chen and Chen (2007) 
 
A 0.2607 5.2724 10.2924 25.3536 50.4562 251.2774 
B 6.242 8.3859 12.3375 26.4648 51.2079 251.729 
C 12.3061 13.4372 16.1238 28.2961 52.0582 251.7051 
Results C>B>A C>B>A C>B>A C>B>A C>B>A B>C>A 
Shankar (2012) 
A -2.9144 7.4999 17.9166 49.1666 101.25 517.9167 
B -0.2085 10.2082 20.6249 51.875 103.9583 520.625 
C 2.0825 12.4998 22.9166 54.1666 106.25 522.9167 




Figure 18: Spread of fuzziness with increased number of subtraction operations for set 3 
Table 11: Fuzzy ranking results for varied numbers of subtraction operations for set 3 
Set3 Subtraction Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
Liou and Wang (1992) 
A -5.5 -20.5 -35.5 -80.5 -155.5 -755.5 
B 1.5 -13.5 -28.5 -73.5 -148.5 -748.5 
C 7 -8 -23 -68 -143 -743 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
Chen and Chen (2007) 
 
A 0.2607 5.2724 10.2924 25.3536 50.4562 251.2774 
B 6.242 8.3859 12.3375 26.4648 51.2079 251.729 
C 12.3061 13.4372 16.1238 28.2961 52.0582 251.7051 
Results C>B>A C>B>A C>B>A C>B>A C>B>A B>C>A 
Shankar (2012) 
A -2.9144 -13.3331 -23.749 -55 -107.083 -523.75 
B -0.2085 -10.6249 -21.041 -52.291 -104.375 -521.0417 
C 2.0825 -8.3332 -18.749 -50 -102.083 -518.75 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
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Figure 19: Spread of fuzziness with increased number of multiplication operations for set 3 
Table 12: Fuzzy ranking results for varied numbers of subtraction operations for set 3 
Set3 Multiplication Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
Liou and Wang (1992) 
A -85 -20.5 -170 -425 -850 -4250 
B 55 -13.5 110 275 550 2750 
C 250 -8 500 1250 2500 12500 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
Chen and Chen (2007) 
 
A -170 53.7959 108.0918 271.0 542.5 2714 
B 110 170.0445 340.2109 850.7 1701.5 8508 
C 500 355.9242 711.9181 1779.9 3559.9 17800 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
Shankar (2012) 
A -2.9144 -75 -150 -375 -750 3750.0 
B -0.2085 -6.25 -12.5 -31 -62.5 3125.0 
C 2.0825 54.1667 108.3333 270.8333 541.666 2708.3 




Figure 20: Spread of fuzziness with increased number of division operations for set 3 
Table 13: Fuzzy ranking results for varied numbers of division operations for set 3 
Set3 Division Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
Liou and Wang (1992) 
A -85 -16.25 -32.5 -81.25 -162.5 -812.5 
B 55 12.5 25 62.5 125 625.0 
C 250 55 110 275 550 2750.0 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
Chen and Chen (2007) 
 
A -170 12.6356 25.7712 65.178 130.8559 656.3 
B 110 37.1971 74.5182 186.4854 373.0985 1866.0 
C 500 79.6654 159.4053 398.6269 797.3301 3987.0 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
Shankar (2012) 
A -2.9144 -12.5001 -25 -62.5 -125 -625 
B -0.2085 -1.0417 -2.0834 -5.2083 -10.4167 -52.0833 
C 2.0825 9.0279 18.0556 45.1389 90.2778 451.3889 
Results C>B>A C>B>A C>B>A C>B>A C>B>A C>B>A 
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 The same operations and ranking comparisons are carried out for test data set 4. The 
results for addition operations are shown in Figure 21 and Table 14. Similarly, the results for 
subtraction, multiplication, and division operations are shown in Figure 22 and Table 15, Figure 
23 and Table 16, and Figure 24 and Table 17, respectively. 
 
Figure 21: Spread of fuzziness with increased number of addition operations for set 4 
Table 14: Fuzzy ranking results for varied numbers of division operations for set 3 
Set4 Addition Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
Liou and Wang (1992) 
A 4.5 39.5 74.5 179.5 354.5 1754.5 
B 8 43 78 183 358 1758.0 
Results B>A B>A B>A B>A B>A B>A 
Chen and Chen (2007) 
A 0.2607 5.2724 10.2924 25.3536 50.4562 251.2774 
B 5.0249 6.7406 10.7718 25.1056 49.9562 250.5766 
Results B>A B>A B>A A>B A>B A>B 
Shankar (2012) 
A 1.249 11.6665 22.0832 53.3333 105.4166 522.0833 
B 2.6667 13.7479 24.1665 55.4166 107.5 524.1667 
Results B>A B>A B>A B>A B>A B>A 
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Figure 22: Spread of fuzziness with increased number of subtraction operations for set 4 
Table 15: Fuzzy ranking results for varied numbers of subtraction operations for set 4 
Set4 Subtraction Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
Liou and Wang (1992) 
A 4.5 -10.5 -25.5 -70.5 -145.5 -745.5 
B 8 -7 -22 -67 -142 -742 
Results B>A B>A B>A B>A B>A B>A 
Chen and Chen (2007) 
A 0.2607 5.2724 10.2924 25.3536 50.4562 251.2774 
B 5.0249 6.7406 10.7718 25.1056 49.9562 250.5766 
Results B>A B>A B>A A>B A>B A>B 
Shankar (2012) 
 
A 1.249 -9.1665 -19.5832 -50.8333 -102.9166 -519.5833 
B 2.6667 -7.0832 -17.4999 -48.75 -100.8333 -517.5 




Figure 23: Spread of fuzziness with increased number of multiplication operations for set 4 
Table 16: Fuzzy ranking results for varied numbers of multiplication operations for set 4 
Set4 Multiplication Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
Liou and Wang (1992) 
A 4.5 160 320 800 1600 8000 
B 8 280 560 1400 2800 14000 
Results B>A B>A B>A B>A B>A B>A 
Chen and Chen (2007) 
A 0.2607 33.9561 68.4122 171.7806 344.1 1722.3 
B 5.0249 112.324 224.8251 562.3294 1124.8 5624.9 
Results B>A B>A B>A B>A B>A B>A 
Shankar (2012) 
A 1.249 33.3333 66.6667 166.6667 333.3333 1666.7 
B 2.6667 83.3333 166.6667 416.6667 833.3333 4166.7 




Figure 24: Spread of fuzziness with increased number of division operations for set 4 
Table 17: Fuzzy ranking results for varied numbers of division operations for set 4 
Set4 Division Fuzzy numbers Case1 Case2 Case3 Case4 Case5 Case6 
Liou and Wang (1992) 
A 4.5 35 70 175 350 1750 
B 8 60 120 300 600 3000 
Results B>A B>A B>A B>A B>A B>A 
Chen and Chen (2007) 
A 0.2607 7.664 15.828 40.3199 81.1398 407.7 
B 5.0249 24.3933 48.9825 122.7553 245.7118 1229.4 
Results B>A B>A B>A B>A B>A B>A 
Shankar (2012) 
A 1.249 5.5557 11.1112 27.7778 55.5556 277.7778 
B 2.6667 13.889 27.7778 69.4445 138.8889 694.4444 
Results B>A B>A B>A B>A B>A B>A 
Overall, the result shows that Liou and Wang’s ranking method has the best performance. 
Chen and Chen’s ranking method doesn’t work well when the fuzzy number become similar, 
(refer to set1-addition-case6, set3-addition-case6, set3-subtraction-case6, set4-addition-cases 
4,5,6, and set4-subtraction-cases 4,5,6). Shankar’s ranking method cannot rank fuzzy numbers in 
set2 addition, subtraction, multiplication and division. 
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4.2 Comparison of Fuzzy and Crisp Unrelated Parallel Machine Scheduling 
 To demonstrate that the hACO model and implementation is correct for fuzzy parallel 
machine scheduling, a comparison of crisp and fuzzy singleton parallel machine scheduling was 
carried out. In this comparative study, the first group is associated with crisp numbers and the 
second group with fuzzy numbers. For the second group with fuzzy singleton numbers, the four 
parameters in the trapezoidal membership function take the same values, which can be seen 
equal to crisp numbers. The difference between the two groups is the way to represent dataset. 
The first group takes one value to represent a dataset and the second group takes four values as a 
trapezoidal membership function to represent a dataset. The dataset associated with two groups 
are the same. Therefore, the results should be close without much difference. Table 18 
summarizes the major characteristics of dataset generated for testing.  
Table 18: Dataset parameters 
No. of machines No. of jobs Processing times Release time Setup time 
2 
5 














 Note that both small-scale problems (m <= 5) and large scale-scale problems (m > 5) are 
considered in this study. For each small scale problem, 10 repeated runs are made. The test 
results of makespan and CPU time of small scale problems are summarized in Table 19 and 
Table 20, respectively. For each large scale problem, the same program is repeatedly run 10 
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times. The test results of makespan are summarized in Table 21 and Table 22 and CPU time are 
summarized in Table 23 and Table 24.  
Table 19: Makespan for m2n5, m2n10, m5n25 and m5n50 
Makespan 
m2n5 m2n10 m5n25 m5n50 
nonfuzzy fuzzy nonfuzzy fuzzy nonfuzzy fuzzy nonfuzzy fuzzy 
Run1 108.1743 110.7044 289.5576 291.5776 153.8645 156.2277 215.1375 219.3078 
Run2 108.1743 110.7044 289.3126 291.5776 151.6931 154.4170 208.9526 211.2387 
Run3 108.1743 110.7044 289.3126 291.5776 156.3161 160.1729 216.9487 218.856 
Run4 108.1743 110.7044 289.3126 291.6385 154.4771 150.8081 218.2029 218.3874 
Run5 108.1743 110.7044 289.3126 291.8226 151.7509 154.4170 212.2397 213.2666 
Run6 108.1743 110.7044 289.7098 291.6385 151.7509 154.4170 209.8295 216.4623 
Run7 108.1743 110.7044 289.5026 291.8226 169.4509 154.4170 214.2103 218.7966 
Run8 108.1743 110.7044 289.3126 291.5776 151.7509 153.1934 230.1306 217.0296 
Run9 108.1743 110.7044 289.3126 291.5776 148.9755 155.4239 216.4667 220.0270 
Run10 108.1743 110.7044 289.5576 291.9747 155.6438 164.2503 214.6745 220.9931 
Mean 108.1743 110.7044 289.4203 291.6785 154.5674 155.7744 215.6793 217.4365 
Stdev 0 0 0.1482 0.1427 5.6722 3.8036 5.8897 3.0649 
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Table 20: Results of CPU time of m2n5, m2n10, m5n25 and m5n50 
CPU time 
m2n5 m2n10 m5n25 m5n50 
nonfuzzy fuzzy nonfuzzy fuzzy nonfuzzy fuzzy nonfuzzy fuzzy 
Run1 11.14 15.66 19.46 30.66 46.05 77.31 89.36 193.57 
Run2 11.12 14.46 18.9 31.07 45.87 73.81 91.09 186.49 
Run3 10.48 15.78 18.79 28.64 45.61 73.47 88.83 189.11 
Run4 10.18 14.91 18.76 28.19 45.58 73.75 88.84 185.53 
Run5 10.19 15.34 18.85 27.07 45.55 73.74 89.31 195.18 
Run6 10.21 15.58 18.78 27.44 45.64 73.64 88.9 184.6 
Run7 10.14 15.97 18.98 26.79 45.56 73.19 89.11 181.82 
Run8 10.18 15.04 18.92 28.75 45.58 73.66 88.86 182.26 
Run9 10.14 15 18.92 30.86 45.77 75.75 88.97 184.1 
Run10 10.18 14.22 18.66 30.33 45.77 80.83 88.92 197.84 
Mean 10.396 15.196 18.902 28.98 45.698 74.915 89.219 188.05 
Stdev 0.3990 0.5737 0.2178 1.638 0.1645 2.4413 0.6845 5.6460 
Table 21: Makespan for m10n50, m10n100, m10n150, m10n200 
Makespan 
m10n50 m10n100 m10n150 
nonfuzzy fuzzy nonfuzzy fuzzy nonfuzzy fuzzy 
Run1 103.7360 106.7194 160.3517 166.1908 277.9750 280.1491 
Run2 107.3052 106.7143 168.2156 170.9263 287.4361 288.3888 
Run3 98.5663 110.4125 168.2452 173.7300 288.2029 269.9219 
Run4 104.9892 108.3722 171.7143 169.1780 284.5203 289.8878 
Run5 106.5396 111.4456 169.1732 170.1115 276.7338 285.6562 
Run6 117.1663 105.9312 176.3704 177.8991 275.0341 278.6303 
Run7 117.8849 110.3766 171.6975 169.8157 279.3069 280.6565 
Run8 112.0290 109.7797 170.4094 181.8395 286.1608 288.7753 
Run9 102.1801 110.3650 169.7260 173.2432 304.1095 281.4597 
Run10 102.7775 108.7100 176.3849 166.7048 282.7059 288.6593 
Mean 107.3174 108.8827 170.2288 171.9639 284.2185 283.2185 
Stdev 6.4404 1.9010 4.5574 4.8920 8.3766 6.2766 
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Table 22: Makespan for m10n200, m15n150 and m15n200 
Makespan 
m10n200 m15n150 m15n200 
nonfuzzy fuzzy nonfuzzy fuzzy nonfuzzy fuzzy 
Run1 356.0258 340.6877 160.2169 178.8359 218.0377 206.5765 
Run2 341.6519 354.6772 193.8224 178.0644 218.9898 211.2374 
Run3 349.1153 357.7675 184.5597 179.3906 210.8118 212.8310 
Run4 338.1359 351.5262 190.9691 197.6142 212.5351 210.4073 
Run5 347.5050 373.7308 174.3031 184.8004 208.7049 222.7308 
Run6 348.6410 335.7405 168.6234 197.8360 208.4749 216.1010 
Run7 356.3552 342.6829 186.6331 194.0027 205.1348 212.8191 
Run8 343.1758 344.9880 173.7484 180.3469 216.7156 207.3546 
Run9 341.7612 349.5666 196.2109 185.2859 217.3511 213.0136 
Run10 352.2082 345.2424 179.0760 186.5430 213.0008 206.6630 
Mean 347.4575 349.6610 180.8163 186.2720 212.9757 211.9734 
Stdev 6.2422 10.7397 11.6690 7.6773 4.7114 4.9097 
Table 23: Results of CPU time for m10n50, m10n100, m10n150 
CPU time 
m10n50 m10n100 m10n150 
nonfuzzy fuzzy nonfuzzy fuzzy nonfuzzy fuzzy 
Run1 97.12 202.45 192.73 561.35 287.21 1164.13 
Run2 95.28 191.49 192.4 595.43 286 1178.41 
Run3 95.19 196.67 194.2 734.85 285.52 1178.32 
Run4 93.91 193.25 227.85 744.77 285.94 1239.34 
Run5 96.8 195.61 214.79 743.31 286.76 1208.38 
Run6 97.72 199.71 226.32 706.93 288.17 1028.54 
Run7 96.5 199.77 217.98 589.63 286.81 1028.54 
Run8 96.81 223.52 255.46 550.32 286.88 1028.47 
Run9 94.27 212.44 219.26 601.55 287.31 1026.22 
Run10 93.71 204.25 198.89 546.5 286.27 1029.07 
mean 95.731 201.916 213.988 637.464 286.687 1110.942 
stdev 1.4458 9.6826 20.1273 84.3498 0.7806 89.5442 
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Table 24: Results of CPU time for m10n200, m15n150 and m15n200 
CPU 
time 
m10n200 m15n150 m15n200 
nonfuzzy fuzzy nonfuzzy fuzzy nonfuzzy fuzzy 
Run1 386.84 1668.93 322.86 1070.04 384.38 1824.52 
Run2 386.05 1669.23 321.41 1100.51 384.65 1659.77 
Run3 379.41 1670.64 290.92 1041.76 384.64 1646.14 
Run4 383.24 1669.36 290.32 1102.73 383.53 1645.8 
Run5 507.1 1669.95 289.42 1061.5 384.13 1645.83 
Run6 392.02 1724.68 289.88 1132.63 383.79 1646.39 
Run7 409.8 1698.72 328.4 1121.93 384.34 1645.78 
Run8 380.93 1729.73 332.66 1125.55 384.16 1645.53 
Run9 399.84 1682.64 333.7 1119.32 384.19 1648.21 
Run10 401.71 1688.85 328.27 1195.03 384.27 1645.37 
mean 402.694 1687.273 312.784 1107.1 384.208 1665.334 
stdev 38.0011 23.3725 19.8474 43.3048 0.3457 56.1018 
 As we can see, the makespan values between the fuzzy case and nonfuzzy case are almost 
the same. In the t-test and f-test based on Table 25 and Table 26, the p value is greater than 5% 
and it means the two cases are no difference and it also indicates our proposed method is correct. 
F-test is first performed to check the equality of variances between two populations; then t-test is 
performed to check the equality of population means. Also, the CPU computational time of fuzzy 
case greatly increase compared with non-fuzzy case when the problem is large. For m5n50 
problem, the computation time of fuzzy case is almost twice of non-fuzzy case. For m10n200 
problem, the computation time of fuzzy case is almost four times of non-fuzzy case. Figure 25 
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shows the increased gap between the two cases as problem size increases for small scale 
problems. Likely Figure 26 shows the increased gap for large scale problems. 
Table 25: Results of F-test and T-test for m2n5, m2n10, m5n25 and m5n50 
P-value m10n50 m10n100 m10n150 m10n200 
T-test 0.0000 0.91190415 0.24952166 0.064923284 
F-test 0.0000 6.0914E-18 0.583118092 0.413605089 
Table 26: Results of F-test and T-test for m10n50, m10n100, m10n150, m10n200,  
m15n150 and m15n200 
P-value m10n50 m10n100 m10n150 m10n200 m15n150 m15n200 
F-test 0.0012210 0.8362858 0.4028248 0.1216358 0.2282105 0.9042798 
T-test 0.4705608 0.4225770 0.7660167 0.5817586 0.2326591 0.6469804 
 
 


















Figure 26: The CPU time for m10n50, m10n100, m10n150, m10n200, m15n150 and m15n200 
4.3 Performance of Hybrid Ant Colony Optimization for Fuzzy Unrelated Parallel   
      Scheduling 
 To analyze hACO developed for the fuzzy unrelated parallel machine scheduling 
problem, 11 instances were generated based on Table 27. For each instance, the program is 
repeatedly run 10 times. The relative percentage deviation (RPD) is used to evaluate the quality 
of the solution. After computing of the makespan of hACO for an instance, the upper bound (UB) 
is calculated.  The UB is the longest completion time or maximum makespan obtained from a 
heuristic. The upper bound are calculated as follows. 
Upper bound: 
Step 1. Set iteration = 1000, UB = 0. 
Step 2.  For i = 1 to iteration 
Step 3.   Randomly generate a solution and evaluate the solution    
  based on Section 3.3. Record the solution to be S. 















Step 4.  Return UB 





Where 𝐴𝑙𝑔!!"# is the makespan obtained by our hACO algorithm. 
 The result is shown in Table 28 and Table 29. The mean RPD of m2n5 problem is 0.6813 
and it indicates that the proposed hACO has 68.13% improvement over the upper bound. This is 
the lowest improvement among all 11 datasets tested. With increased problem sized, our 
proposed algorithm has better performance. For the m20n200 problem, the mean RPD of hACO 
is 0.8388. It indicates that out porposed hACO has 83.88% improvement over the upper bound. 
The highest improvement is 88.57%, which is from the m10n50 dataset. 
Table 27: Dataset generated for fuzzy unrelated parallel machine scheduling 
No. of machines No. of jobs Processing times Release time Setup time 
2 
5 















Table 28: The performance of hACO test 1 
RPD Run1 Run2 Run3 Run4 Run5 Run6 
m2n5 0.681707 0.680248 0.683425 0.677609 0.681707 0.683425 
m2n10 0.753491 0.764488 0.747883 0.761277 0.738887 0.772671 
m5n25 0.887338 0.859374 0.865844 0.883786 0.895375 0.885027 
m5n50 0.818028 0.802843 0.797762 0.806131 0.806189 0.80349 
m10n50 0.87998 0.863763 0.883953 0.885081 0.890623 0.874803 
m10n100 0.83896 0.833162 0.82802 0.86136 0.857345 0.825424 
m10n150 0.820449 0.801516 0.835598 0.819841 0.844374 0.822682 
m10n200 0.788997 0.773307 0.808485 0.781048 0.772165 0.794511 
m15n150 0.854183 0.839076 0.863097 0.844697 0.858021 0.833489 
m15n200 0.831098 0.842839 0.820912 0.832631 0.845137 0.788646 
m20n200 0.851646 0.859887 0.814949 0.846431 0.821167 0.845668 
Table 29: The performance of hACO test 2 
RPD Run7 Run8 Run9 Run10 Mean RPD 
m2n5 0.681145 0.681551 0.681145 0.681707 0.6813669 
m2n10 0.74003 0.742706 0.752052 0.747489 0.7520974 
m5n25 0.874209 0.860687 0.866389 0.889433 0.8767462 
m5n50 0.833952 0.822586 0.792406 0.854815 0.8138202 
m10n50 0.897128 0.907276 0.889281 0.885226 0.8857114 
m10n100 0.873203 0.823178 0.817797 0.849829 0.8408278 
m10n150 0.833794 0.803113 0.798184 0.794191 0.8173742 
m10n200 0.823393 0.775647 0.809423 0.81388 0.7940856 
m15n150 0.815047 0.853302 0.840467 0.843503 0.8444882 
m15n200 0.831373 0.841305 0.816293 0.81662 0.8266854 
m20n200 0.836545 0.840023 0.844794 0.827277 0.8388387 
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4.4 Comparison of Different Fuzzy Ranking Methods for Fuzzy Unrelated Parallel  
      Machine Scheduling by hACO 
 According to Section 4.1, the Liou&Wang fuzzy ranking method is the most feasible 
fuzzy ranking method from the fuzzy arithmetic analysis and consideration of spread of 
fuzziness as fuzzy numbers are subject to more and more operations. Overall, Chen&Chen and 
Sharkar’s fuzzy ranking methods also have good ranking ability among eight fuzzy ranking 
methods. This section implements Chen&Chen, Shankar and Liou&Wang fuzzy ranking 
methods for fuzzy unrelated parallel machine scheduling problems and compares them in terms 
of relative percentage deviation (RPD) values. The purpose of this comparative study is to 
investigate how a ranking method affects the hybrid ant colony optimization for fuzzy unrelated 
parallel machine scheduling. Five instances are generated based on Table 30.  
Table 30: Datasets generated for comparing ranking methods in fuzzy unrelated parallel machine 
scheduling 
No. of  machines No. of jobs Processing times Release time Setup time 
5 
25 






 For each instance, the hACO program repeatedly runs 10 times. The results are shown in 
Table 31 and Table 32 based on five instances. The relative percentage deviation (RPD) is used 
to evaluate the quality of the solution. For all the five instances, the results show that for each 
instance the mean RPD value of Liou&Wang is larger than Chen&Chen and Shankar. Based on 
Table 33, Kruskal-Wallis-test results indicate that Liou&Wang fuzzy ranking method is 
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significantly better than the other two ranking methods in 3 of 5 datasets and hACO for fuzzy 
unrelated parallel machine scheduling problem is affected by the fuzzy ranking method in some 
datasets. 
Table 31: RPD values of Chen&Chen, Shankar and Liou&Wang fuzzy ranking methods 
implemented for fuzzy unrelated parallel machine scheduling problems test 1 
RPD value Run1 Run2 Run3 Run4 Run5 Run6 
m5n25 
Chen&Chen 0.8778 0.8475 0.8377 0.8445 0.9059 0.8751 
Shankar 0.8233 0.8712 0.8847 0.9111 0.9005 0.8727 
Liou&Wang 0.8873 0.8594 0.8658 0.8838 0.8954 0.8850 
m5n50 
Chen&Chen 0.7841 0.7556 0.8165 0.7330 0.6740 0.7528 
Shankar 0.7663 0.7669 0.7835 0.6675 0.7630 0.6767 
Liou&Wang 0.8180 0.8028 0.7978 0.8061 0.8062 0.8035 
m10n50 
Chen&Chen 0.8628 0.8387 0.8601 0.8614 0.8724 0.8979 
Shankar 0.8126 0.8637 0.9145 0.8354 0.8823 0.8795 
Liou&Wang 0.8800 0.8638 0.8840 0.8851 0.8906 0.8748 
m10n100 
Chen&Chen 0.7980 0.8272 0.7710 0.7495 0.8143 0.7945 
Shankar 0.8380 0.8343 0.8125 0.8876 0.7849 0.8088 
Liou&Wang 0.8390 0.8332 0.8280 0.8614 0.8573 0.8254 
m10n150 
Chen&Chen 0.8048 0.7768 0.8112 0.7673 0.7899 0.7760 
Shankar 0.8354 0.7751 0.7164 0.7710 0.7163 0.7095 
Liou&Wang 0.8204 0.8015 0.8356 0.8198 0.8444 0.8227 
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Table 32: RPD values of Chen&Chen, Shankar and Liou&Wang fuzzy ranking methods 
implemented for fuzzy unrelated parallel machine scheduling problems test 2 
RPD value Run7 Run8 Run9 Run10 Mean Stdev 
m5n25 
Chen&Chen 0.8827 0.8421 0.8722 0.8926 0.8678 0.0235 
Shankar 0.8586 0.8700 0.8673 0.8124 0.8672 0.0306 
Liou&Wang 0.8742 0.8607 0.8664 0.8894 0.8767 0.0130 
m5n50 
Chen&Chen 0.7668 0.6795 0.7457 0.7546 0.7463 0.0433 
Shankar 0.7172 0.6837 0.6887 0.8241 0.7338 0.0539 
Liou&Wang 0.8340 0.8226 0.7924 0.8548 0.8138 0.0190 
m10n50 
Chen&Chen 0.8588 0.8836 0.9152 0.8534 0.8704 0.0226 
Shankar 0.8101 0.8724 0.8878 0.8784 0.8637 0.0339 
Liou&Wang 0.8971 0.9073 0.8893 0.8852 0.8857 0.0119 
m10n100 
Chen&Chen 0.8032 0.8004 0.7975 0.8116 0.7967 0.0221 
Shankar 0.7723 0.7429 0.7674 0.7931 0.8042 0.0418 
Liou&Wang 0.8732 0.8232 0.8178 0.8498 0.8408 0.0186 
m10n150 
Chen&Chen 0.7719 0.7670 0.7899 0.7778 0.7833 0.0153 
Shankar 0.7301 0.8450 0.6950 0.7872 0.7581 0.0532 
Liou&Wang 0.8338 0.8031 0.7982 0.7942 0.8174 0.0174 
Table 33: Results of Kruskal-Wallis-test for Liou&Wang, Chen&Chen and Shankar fuzzy 
ranking methods implemented for fuzzy unrelated parallel machine scheduling problems 
P-value m2n25 m5n50 m10n50 m10n100 m10n150 
Kruskal-Wallis test 0.6790 0.0008 0.0659 0.0028 0.0039 
4.5 Comparison of Hybrid Ant Colony Optimization with Discrete Particle Swarm  
      Optimization for Fuzzy Unrelated Parallel Machine Scheduling 
 The discrete particle swarm optimization (dPSO) algorithm implemented in this study for 
fuzzy parallel machine scheduling problem is a modification of that of Behnamian (2014).  In 
their study, Behnamian (2014) did a comparison of dPSO and genetic algorithm (GA) for fuzzy 
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unrelated parallel machine scheduling problem. The result shows that dPSO algorithm has better 
performance than GA over lower bound and scheduling test problems are up to 10 machines 100 
jobs. This study implemented dPSO algorithm and compared it with hACO algorithm for fuzzy 
unrelated parallel machine scheduling problems. The relative percentage deviation (RPD) value 
is used to evaluate the quality of each solution. 
 The solution representation of dPSO is coded with one vector and has the size of (n+m-1). 
The vector consists of (m-1) “ 0 ” with each used to separate one machine to the other one. 
Mutation operator and crossover operator help dPSO to generate candidate solutions and can be 
explained as follows.  
 Two-point order crossover is used in dPSO as shown in Figure 27. In Figure 27, the two 
crossover points are randomly chosen to divide the vector into three parts. The blocks (1, 2, 7, 
and 8) outside the crossover points are copies from P to the NP with no changes. The blocks (3, 0, 
4, 5, 6 and 0) inside the crossover points are sorted in the same order as in S. The crossover 
operator can change the machine assignment and job sequencing. 
 
Figure 27: Two-point crossover operator 
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 The mutation operator is considered as a shift operation and can be explained in Figure 
28. In Figure 28, a randomly chosen block (6, the second marked) is inserted in front of a 
randomly chosen block (3, the first marked). 
 
Figure 28: Mutation operator 
 The pseudo code of the dPSO for the subject problem is given below. 
Algorithm: dPSO  
Step 1: Randomly generate a population with 20 particles. 
Step 2: Evaluate the objective values and record the best solution to be gbest and     
rescord the position to be pbest. Set the number of function  evaluation, 𝑛𝑓𝑒 = 1, maxnfe = 5000 
Step 3: While nfe < maxnfe 
  a. for each paricle 
  a.1 Use the mutation operator to generate a solution based on            
        pbest. Evaluate the new solution to be Sp. 
  a.2 Use the two-point crossover operator to generating a solution based on    
         pbest. Evaluate the new solution to be Ss. 
  a.3 Determine the best particle of the swarm with the best objective value          
       from (gbest, Sp ,Ss). If the objective value is better than gbest, update                  
gbest and update the position of current best particle. 
  end for 
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      End While 
 To compare hACO with dPSO for fuzzy unrelated parallel machine scheduling problem, 
6 instances were generated based on Table 34. For each instance, the program is repeatedly run 
10 times. The relative percentage deviation (RPD) is used to evaluate the quality of the solution. 
The comparison of hACO and dPSO for fuzzy unrelated parallel machine scheduling problem is 
shown in Table 35 and Table 36, p-values of F-test and t-test for the 6 instances are shown in 
Table 37 and the CPU times are shown in Table 38. Based on the Table 35 and Table 36, the 
results show that the mean RPD values of hACO for all the 6 instances are larger than those of 
dPSO. Table 37 indicates that hACO has better performance than dPSO in m5n25 and m5n50 
problem if significance level of 0.5 is used. It appears that both algorithms are comparable in 
small problem but hACO is better than dPSO in large problems. In Table 38, the CPU times of 
dPSO are much higher than hACO. For m2n5, the CPU time of dPSO is almost 18 times than 
that of hACO. In conclusion, hACO is better than dPSO not only in solution quality but also in 
computational time. 
Table 34: Datasets generated for comparing hACO with dPSO for fuzzy unrelated parallel 
machine scheduling problem 
No. of  machines No. of jobs Processing times Release time Setup time 
2 
5 








Table 35: RPD values for hACO and DPSO in fuzzy unrelated parallel machine scheduling 
problems test 1 
RPD 
value m2n5 m2n10 m2n25 
 hACO DPSO hACO DPSO hACO DPSO 
Run1 0.5049 0.5049 0.5601 0.5598 0.4809 0.5103 
Run2 0.5069 0.5069 0.5986 0.5940 0.4819 0.4955 
Run3 0.5049 0.5069 0.6015 0.5975 0.4716 0.4553 
Run4 0.5037 0.5069 0.5914 0.5963 0.4629 0.4598 
Run5 0.5069 0.5049 0.5548 0.5612 0.5176 0.4637 
Run6 0.5069 0.5025 0.5601 0.6029 0.5045 0.4397 
Run7 0.5069 0.5049 0.5911 0.5591 0.4810 0.4603 
Run8 0.5057 0.5022 0.6045 0.6015 0.4585 0.4299 
Run9 0.5025 0.5069 0.5874 0.5983 0.4608 0.4451 
Run10 0.5025 0.5013 0.5945 0.5563 0.4910 0.4505 
Mean 0.5052 0.5048 0.5844 0.5827 0.4811 0.4610 
Stdve 0.0018 0.0022 0.0187 0.0205 0.0192 0.0246 
Table 36: RPD values for hACO and DPSO in fuzzy unrelated parallel machine scheduling 
problems test 2 
RPD 
value m5n10 m5n25 m5n50 
 hACO DPSO hACO DPSO hACO DPSO 
Run1 0.7265 0.7288 0.7319 0.6305 0.6194 0.5580 
Run2 0.7476 0.7298 0.6742 0.6425 0.6346 0.5369 
Run3 0.7470 0.7271 0.6326 0.6190 0.6242 0.5370 
Run4 0.7439 0.7314 0.6774 0.6371 0.6228 0.5858 
Run5 0.6879 0.6831 0.6393 0.6779 0.6629 0.5321 
Run6 0.7325 0.7293 0.6783 0.6621 0.6230 0.5604 
Run7 0.7477 0.7187 0.6636 0.6443 0.6396 0.5321 
Run8 0.7262 0.7302 0.6364 0.6266 0.6687 0.5729 
Run9 0.7506 0.7349 0.6831 0.6297 0.6124 0.6151 
Run10 0.7179 0.7402 0.6856 0.6134 0.6123 0.5978 
Mean 0.7328 0.7253 0.6702 0.6383 0.6320 0.5628 
Stdve 0.0195 0.0158 0.0296 0.0196 0.0198 0.0295 
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Table 37: Results of F-test and T-test for m2n5, m2n10, m2n25, m5n10, m5n25 and m5n50 
P-value m2n5 m2n10 m2n25 m5n10 m5n25 m5n50 
F-test 0.59275465 0.79490781 0.471330379 0.548741813 0.233352549 0.248622894 
T-test 0.699637126 0.846931652 0.057522934 0.360993323 0.010823522 8.14299E-06 




m2n5 m2n10 m2n25 m5n10 m5n25 m5n50 
hACO DPSO hACO DPSO hACO DPSO hACO DPSO hACO DPSO hACO DPSO 
Run1 7.62 128.78 13.82 217.70 37.35 615.98 15.19 237.54 39.38 630.50 97.79 1716.95 
Run2 7.41 127.21 13.22 218.14 36.73 614.38 17.30 237.25 41.63 629.60 101.66 1717.60 
Run3 7.08 128.11 13.25 220.39 36.71 614.43 16.93 235.55 45.16 630.69 100.37 1715.75 
Run4 7.01 128.19 13.35 218.31 36.70 614.99 16.76 235.95 43.75 629.62 98.79 1718.34 
Run5 6.83 127.95 13.19 218.53 37.19 613.44 14.86 236.33 48.80 629.66 119.03 1717.16 
Run6 6.85 128.72 13.20 218.26 36.87 612.47 14.38 236.07 40.41 631.57 111.39 1721.80 
Run7 6.84 129.80 13.46 217.06 37.16 614.38 14.69 237.14 38.31 628.94 100.88 1712.93 
Run8 6.86 128.88 13.24 218.38 36.69 614.17 14.48 236.89 44.03 629.60 97.84 1855.04 
Run9 6.83 129.80 13.18 217.47 36.63 614.75 17.19 236.25 47.29 629.21 98.45 1714.50 
Run10 6.83 127.55 13.23 216.98 38.11 613.96 16.88 236.57 41.76 630.28 99.34 1723.26 
Mean 7.02 128.50 13.31 218.12 37.01 614.30 15.87 236.55 43.05 629.97 102.55 1731.33 
Stdev 0.28 0.87 0.20 0.97 0.46 0.93 1.24 0.64 3.39 0.79 7.03 43.58 
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CHAPTER 5 CONCLUSIONS AND FUTURE RESEARCH 
 This chapter presents the summary of this thesis study. Conclusions and future research 
are also included in this chapter. 
5.1 Summary of the Thesis Study 
 This thesis study has presented a fuzzy hybrid ant colony optimization to solve fuzzy 
unrelated parallel machine scheduling problems with trapezoidal fuzzy processing times, 
trapezoidal fuzzy setup times and trapezoidal fuzzy release times. The objective is to find the 
minimum makespan in completing all jobs. Table 39 presents the tasks that have been completed.  
Table 39: Tasks completed 
Task 1: literature review 
1. Analyzed current available literature in the related area. 
2. Summarized the previous work and the limitations. 
3. Determined the research goal and objective. 
Task 2: Fuzzy unrelated 
parallel machine 
scheduling problem 
1. Analyzed the problem and identified the parameters. 
2. Formulated the mathematic model. 
Task 3: Hybrid ant colony 
optimization 
1. Developed the structure of hybrid ant colony optimization 
2. Investigated the selection of fuzzy ranking method 
3. Determined the fuzzy evaluation function. 
Task 4: Test Data and 
Preliminary result 
1. Compared eight fuzzy ranking method 
2. Verify the correctness of our methodology 
3. Tested the performance of hybrid ant colony optimization 
Task 5: Comparative study 
of fuzzy ranking method 
for the fuzzy unrelated 
parallel machine 
scheduling problem 
1. Implement two different fuzzy ranking methods for the fuzzy 
unrelated parallel machine scheduling problem. 
2. Analyzed the effect of different fuzzy ranking method for the 
fuzzy unrelated parallel machine scheduling problem. 
Task 6: Discrete particle 
swarm optimization for 
fuzzy unrelated parallel 
machine scheduling 
problem 
1. Developed the particle swarm optimization model for solving 
fuzzy unrelated scheduling problem. 
2. Solving numerical examples and comparing with hybrid ant 
colony optimization. 
 72 
5.2 Conclusions and Future Research 
 The following conclusions can be derived from the thesis study. First, among eight fuzzy 
ranking methods, Liou and Wang’s ranking method is the best based on a comprehensive testing 
in consideration of four different cases of fuzzy numbers being compared and each case is 
subject to each of the four fuzzy arithmetic operations, i.e., addition, subtraction, multiplication 
and division for varying numbers of times. The effect of three fuzzy ranking methods on the 
performance of hybrid ant colony optimization (hACO) was also investigated. The Kruskal-
Wallis-test results indicate that Liou&Wang fuzzy ranking method is significantly better than the 
other two ranking methods in 3 of 5 datasets, which indicates that Liou and Wang’s ranking 
method has better performance than the other two ranking methods and hACO is affected by the 
fuzzy ranking method in some datasets. Secondly, to prove the correctness of our methodology 
and coding, fuzzy unrelated parallel machine scheduling with fuzzy numbers and crisp numbers 
were compared based on scheduling problems up to 15 machines and 200 jobs. The results of F-
tests and T-tests show that there is no difference in scheduling performances between fuzzy 
numbers and equivalent crisp numbers, which indicates the correctness of our proposed 
methodology.  Thirdly, the performance of fuzzy hybrid ant colony optimization for the 
unrelated parallel machine problem was tested with a number of randomly generated datasets. 
The results show that the mean RPD of m2n5 problem is 0.6813 and it indicates that the 
proposed hACO has 68.13% improvement over the upper bound. This is the lowest improvement 
among all 11 datasets tested. The highest improvement is 88.57%, which is from the m10n50 
dataset. Finally, a discrete particle swarm optimization (dPSO) algorithm was implemented for 
fuzzy unrelated parallel machine scheduling problem to be compared with the hybrid ant colony 
optimization algorithm. The results show that the mean RPD values of hACO for all the 6 
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instances are larger than those of dPSO. The results of F-tests and T-tests indicate that hACO has 
better performance than dPSO in m5n25 problem and m5n50 problem. Moreover, the CPU times 
of dPSO are much higher than those of hACO for all the instances. For m2n5, the CPU time of 
dPSO is almost 18 times than that of hACO. 
 Since most make-to-order problems in scheduling involve due date, future research will 
focus on considering fuzzy due date for fuzzy unrelated parallel machine scheduling problem 
with different objective functions. Another worthy topic is considering different machine 
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