ABSTRACT The technology used to locate the sources of shallow underground seismic activity is mainly used to assess underground damage, the positioning of bombs in ordnance test fields, and the positioning of charges in engineering blasting. Due to sensor acquisition clock errors and the lack of generalizability of vibration data, the current sourced location methods cannot easily meet the requirements of precise positioning and system reaction time in assessing near-field microseismic activity. Based on the seismic wave analysis technique and the deep reinforcement learning method, this paper proposes a dynamic model for locating shallow underground seismic sources. The model allows the generalization of low-dimensional vibration waves information to high dimensions through spatial scanning. The process of source detection is treated as a Markov process. The correspondence between the center of a source and a high-dimensional energy distribution is established, and training is then gradually performed using the deep reinforcement learning method. The optimization of the center of the source to accurately determine the position of the focal center is provisionally called the reinforcement learning source scanning algorithm (RL-SSA). In addition, a small site-based static explosion test shows that the positioning method can greatly improve the positioning accuracy (<1 m) in the location of near-field microseismic sources.
I. INTRODUCTION
Microseismic monitoring technology is indispensable to the assessment of ammunition damage performance [1] , [2] . In particular, the location of the microseismic source is of great significance for the ammunition drop test, the ammunition explosion point assessment, and the unattended ground reconnaissance. The traditional method involves embedding a large number of sensor nodes at different depths and locations in the near-field monitoring area. The vibration signal generated by the source is then collected through a selforganizing network, and the characteristics of the vibration information collected by each node are analyzed. The location of the source is achieved by finding the minimum of the surface wave arrival time and the theoretical time difference, as well as the wave speed and the spatial coordinates of the sensors. The source location process can be viewed as
The associate editor coordinating the review of this manuscript and approving it for publication was Jingchang Huang. a search strategy problem in theory. A series of steps are used to extract the waveform feature information, and then the specific source location is fitted by a specific physical model [3] , [4] . Examples include the US Bureau of Mines (USBM) source location method [5] , [6] , the Inglada source location method, the classical Geiger method [7] , the Thurber method, the Powell method [8] , and the dual residual method [9] . However, when the sensor abnormal point noise is too large or the vibration wave exceeds the acquisition frequency, the conventional algorithm will misidentify the first arrival time and mistake the phase, so that the positioning cannot be completed.
In order to solve the problem of low quality of vibration data and lack of some information. Firstly, people improve the fault tolerance of the positioning model through the vibration field reconstruction method to optimize the positioning results. The source scanning algorithm (SSA) proposed fits the center of the source using an iterative ''brightness function'' [10] . The fitting process considers the maximum value of the brightness most strongly, but the shock wave contains many different phases. These seismic phases contain the characteristics of the source, such as the source and the propagation path. This information has not been fully utilized. the amount of calculations that must be carried out during the scanning process is very large, which is difficult to meet the online testing requirements. Secondly, people use the method of machine learning to improve the fitting degree of the positioning model and the collected information. This method is mainly used for the identification and picking up seismic phases in the field of source location. The waveform is segmented by long and short windows, and then a large number of seismic data training support vector machine (SVM) are extracted by means of sliding windows. By using the trained SVM to pick up the initial arrival time of the seismic phase. The volcanic seismic event automatic identification system proposed by Titos et al. [11] identifies the seismic waveform by SVM classifier and then uses the time difference to locate. The fitting degree of location model to data is improved. Vallejos and Mckinnon [12] used logistic regression and artificial neural network model techniques to explore the relationship between the event source and recorded signal in time, frequency and time-frequency domain seismic characteristics, which the neural network to further improve the utilization of information. Riggelsen et al. [13] used artificial neural networks (ANNs) for seismic data to complete automatic picking of seismic events, improving the accuracy of the network's automatic picking of seismic events. However, machine learning is mostly used to extract seismic data and is rarely used to describe seismic information such as depth and location.
Due to the deep mining characteristics of data features of CNN network, it has made great progress in the identification and analysis of targets in the field of statistical analysis and audio signal processing [14] , [15] , and it also provides the possibility of deep mining and utilization of seismic information. Vuddagiri et al. [16] proposed curriculum learning based approach to noise robust language identification using DNN with attention, Lee et al. [17] proposed a regression approach to single-channel speech separation via high-resolution deep neural networks, they performed accurate speech recognition with background noise in the environment. An automatic microseismic or acoustic emission arrival identification scheme with deep recurrent neural networks proposed by Zheng et al. [18] . However, the spatial information contained in the source location information is often difficult to reflect in one-dimensional signal processing. Later Xu and Yang [19] proposed a 3D-CNN network to obtain feature information in spatial and temporal dimensions. Because this framework has a good feature of extracting spatial dimensional features, it is widely used in the processing of three-dimensional information. But for three-dimensional point cloud data, it is different from the picture that acquires the pixel spatial relationship through the sliding window. The points in the point cloud are not organized, and the dot density is not uniform. The 3D-CNN-RNN algorithm proposed by Liu et al. [20] studied shape information, spatial relations, color information and context features in point cloud from multiple scales.
However, due to the requirement for high-quality data derived from supervised deep learning, this method has been slow to develop in areas where data are difficult to obtain or the quality of the data is not high. The acquisition of high-quality data is particularly difficult in the field of vibration wave detection and positioning for three reasons:
• First, since it is challenging to completely synchronize the acquisition clock of each sensor, some error inevitably occurs to the time of detection in near-field microseismic detection. Thus, it is difficult to obtain satisfactory accuracy using the time-based positioning method. In addition, the noise in the acquisition process also causes difficulties in the extraction of seismic phases.
• Second, the microseismic field environment is difficult to simulate. Due to the differences in terrain and geological characteristics among different test sites, different test environments display different velocity fields and vibration propagation directions. In addition, the costs associated with data collection mean that such data are extremely precious and difficult to obtain.
• The locations of sources cannot be marked. For supervised learning, the data need to be marked; however, because there are infinitely many possible locations of the source, traditional supervised CNN methods cannot be applied to this problem. Based on the above problems, this paper proposes a method based on deep reinforcement learning to search epicenter location. A model trained using this method can find the location of a source using vibration data. The model follows a gradual approach strategy. It starts with randomly generated guesses and then gradually approaches the actual point. This process first reconstructs the physical field by scanning the explosion time and velocity, reconstructs the one-dimensional vibration wave data with indistinct characteristic information into three-dimensional point cloud data, and then guessed position associated with three-dimensional point cloud data based on the interest area. The process of source detection is regarded as a Markov process, and the positioning point search strategy is learned through deep reinforcement learning. During the search process, the deep neural network learns the direction of the search, that is, how to guess the next point so that the guessed position gradually approaches the real position.
During the training process, this paper uses the absolute distance between the guessed position and the actual position as a reward function. We then combine the reward function with Deep Q-Network (DQN) enhanced learning to train the model. In the testing process, it only took at least 150 iterations to locate successfully. In addition, we conduct a comprehensive assessment of this method using a small sitebased static explosion test, and the method reflects substantial improvements in terms of positioning speed and accuracy. In the following content, we introduce and discuss the various components of the method, and the experimental results are analyzed in detail.
II. DATA PREPROCESSING
During the process of acquiring vibration information, each sensor obtains a one-dimensional time series. In principle, three sets of sensor data enable the determination of a position on a plane, whereas four sets of sensor data additionally enable the determination of depth (see Figure 1 ). During the actual test, the acquisition frequency of the sensor was 20 kHz, and the wave speed is assumed to have been 1000 m/s∼2000 m/s. Thus, the distance recorded by one sample point is 0.05 m∼0.1 m.
However, in the actual process of data acquisition, nearfield vibration information is collected. Thus, when the vibrational energy is very large, it will exceed the measurement range of the sensor. In such cases, the data will reflect saturation, as shown in Figure 2 . This situation can lead to the loss of vibration information and difficulties in the extraction of seismic phases. In addition, sensor clocks are difficult to fully synchronize. Thus, if one-dimensional data are used to extract the time waveform for positioning, errors will inevitably result. At the same time, If the noise in a one-dimensional dataset is too large, the characteristics will display excessive scatter. In such cases, the model will not converge, or the global optimum will not be identified.
Based on the above problems, this paper uses scanning to increase the dimension of one-dimensional vibration data and reconstruct the energy field. Another obvious benefit by applying this method is that only the propagation of energy is required, so that the parameters of the source, including the strike, inclination and fault size, can be leaved unknown. The relative amplitude and time-to-peak waveform data can be conveniently used to determine the explosion time and the energy field of the detection area [10] . Assuming that S is the exact location of the epicenter (as shown in Figure 1 ), τ 0 is the moment of origin, and the wave speed in the space is v, it can be analyzed as follows:
For station A, any epicentral position η, a pulse travel time tηA, and an arbitrarily determined tremor moment τ 0 can be calculated to obtain a value uA(τ + tηA) for uA(t). Here, tηA = rηA/v, and rηA is the distance between η and A. The same statement applies to sensor stations B, C, and D. It can be obtained from the following function:
If we place every point in the τ − η coordinate system, calculate the value of br(η, τ ), and scan over the spatial dimensions and time, so you have to be able to find η and τ values that make br(η, τ ) = 1 true. we can then reconstruct the energy field in space and calculate the values of τ and η. These parameters define the approximate epicenter. The range S and start time τ 0 are also required. But in reality, the amount of data that needs to be scanned is huge, and because of noise interference, br(η, τ ) is not likely to be 1, which requires the following processing of the data. We begin by normalizing the original one-dimensional seismic data, as well as the absolute value of the seismic data series for each sensor:
u n (τ + t ηn ) is smoothed by Gaussian Filtering and Median Filtering:
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The brightness function can be obtained by scanning with
where τ is the moment of origin, and t ηn is the predicted time required for a particular phase to travel from point η to station n (in locating seismic tremors, we use the S phase). The brightness peak in the η(x, y, z) region is the epicentral region.
Since the amount of data scanned is huge, as the input to the network, only the approximate η and τ values are needed. Therefore, the data is sampled during the scanning process, and finally a 100 * 100 * 30 energy field point cloud data is obtained, as shown in Figure 3 . At the same time, in Figure 4 , the corresponding changes in the energy field as the number of sensors increases; Figure 5 shows the close relationship between the energy field point cloud and the real epicenter S; The variation of the energy field point cloud during the scan of the moment of origin τ is shown in Figure 6 .
III. FINDING A LOCALIZATION POLICY WITH REINFORCEMENT LEARNING
Using the SSA, we obtain the energy distribution, explosion time, and a rough estimate of the location of the epicenter within the detection area. Next, we use a Markov decision process (MDP) to perform precise positioning. MDPs provide a framework for modeling decision-making processes. Our model considers a three-dimensional energy field as the environment in which the model uses a set of operations to change the guessed point. The goal of the model is to move the guessed point closer to the actual point through a series of operations. In addition, the model records the operational information and environmental changes that occur during the positioning process, and each decision made in the training process is positively or negatively rewarded.
In this Markov process, π is a strategy obtained by performing an action a in the state s; A is the set of all possible actions; and S is the set of all possible states. In the following sections, we provide a detailed introduction to the three key components of the decision process. 
A. POSITIONING ACTION
The set of actions consists of nine types of actions that change the guessed location to gradually approach the true location before the search is finally terminated. These actions are illustrated in Figure 7 . Through these nine actions, any position within the energy field can be searched, and each possible explosion point in the environment can be evaluated.
This article set the search step size to 0.2 cm in all of the experiments because this value represents a good compromise between speed and positioning accuracy. In early experiments, we found that smaller search steps slow down the search process, whereas larger search steps reduce the positioning accuracy.
Finally, stopping the search does not change the location of the guessed position. Instead, it sets the final location estimate to the current location and stops the search.
B. POSITIONING STATE
The state represents a set of vectors (o, h). Here, h is an action to be taken to achieve a goal within the present envi- ronment, and o is the observed environment after this action. Energy field data of different regions are selected by each completed action, so that each guess registration point has a unique set of environmental variables, as shown in figure 8 . Because the environmental information in o varies, different environmental information will be observed at each location. Therefore, the generalizability of the model is particularly important in controlling the effectiveness of the positioning process, the center of the region is the guessing site.
C. REWARD FUNCTION
The reward function defines whether the current action is regarded as positive or negative. If the distance between the guessed position and the real position has increased after a given action, the reward is negative. On the other hand, if the distance between the guessed position and the real position is reduced after the action, the reward is positive. More specifically, the reward function is evaluated by guessing the change in distance between the location point and the actual location point. The reward function is only evaluated during the training phase because it is used to assess the impact of the current action on the environment.
In the initial network design, the reward value for a given reward function was a variable related to the distance from the guess position to the actual position:
Intuitively, if the action is correct, the reward is positive, and vice versa. the difference in R(s, s ) is small enough to confuse the model about which actions are good or bad choices. The model confuses the inputs, making it impossible for the model to continue to converge. Finally, the binary reward mechanism is chosen, so that the model can clearly determine which actions are correct and which actions are wrong until the positioning is completed. And if the distance is used as a reward, the model will be confused by different rewards for the same action, and eventually the model will not converge.
The final reward function uses a binary value method to output. The reward function is R. In this reward function, s is the previous guessed position; s' is the guessed position after the action; η is the actual position; λ is the reward value; and µ(s, η) is the distance from the guessed location to the actual location. The reward function is as follows:
When µ(s, η) − µ(s , η) increases, the reward function gets a negative reward. When µ(s, η) − µ(s , η) decreases, it gets a positive reward. When µ(s , η) = 0, it gets a tenfold bonus and the action ends. Finally, we use the DQN method to learn and correlate the rewards. In addition, we employ greedy learning methods so that every environment and step have an impact on the final result.
D. 3D-CNN FOR REINFORCEMENT LEARNING
The goals of reinforcement learning are to maximize the interactions between a model and the environment and then to receive rewards. The core problem is to find a strategy that guides decision making. In this context, a strategy is a function that determines what kind of action should be performed in the current environment, based on the reward function. The reward function is obtained through the interactions between the environment and the actions. Therefore, we use a deep convolutional network to generalize the environment to extract features. In our work, we employ the DQN [21] algorithm proposed by Volodymyr Mnih. This method uses neural networks to estimate the reward function of the action. This method has the following advantages. First, DQN uses neural networks to evaluate the environment. This technique thus has good generalizability, and the characteristics of the media, such as the source and propagation path, contained in the vibration phase can be accurately represented. Moreover, each environment has its own corresponding output. Second, the algorithm stores the experience produced by different actions and then randomly learns from it. This method thus limits the influence of the short-term state so as to avoid cases in which the method does not converge or reaches a local optimum. These features make the algorithm more robust.
However, we use a network architecture that differs from that of the DQN approach proposed by Volodymyr Mnih. Specifically, we employ the three-dimensional convolutional neural network (3D-CNN) framework [19] . This framework was originally used for video time series. By taking advan- tage of the continuity of each frame in the video and using three-dimensional convolution kernels, the motion features in the video are extracted. We use the 3D-CNN network to correlate the sampling points in the X, Y, and Z directions of the energy field data, and we extract the information on the characteristics of the energy distribution in the three-dimensional environment. As shown in Figure 9 , the 3D-CNN network framework we use consists of 8 layers, including 3 convolution layers, 2 pools, and 2 fully connected layers. The first layer is the input layer, which takes the complete energy field data as input. The second layer is a three-dimensional convolutional layer with a 7 * 7 * 7 convolution kernel. The third layer is a 2 * 2 * 2 pooling layer. The 4th layer is a 5 * 5 * 5 three-dimensional convolution layer. The 5th layer is a 3 * 3 * 3 pooling layer. The 6th layer is a 3 * 3 * 3 three-dimensional convolution layer. The 7th layer is a fully connected output layer. Given 128, the 8th layer finally outputs the probabilities of executing 9 actions. Since the input size of the network is fixed, the input data is enlarged to a fixed size of 100 * 100 * 30 each time, and then input.
Our network uses the well-known deep learning framework TensorFlow in the community. In our network, batch regularization is performed after each layer of convolution, which can speed up the convergence in the training process. The method is used to initialize all the weights in the network to zero. During the training process, the initial global learning rate is set to 1e-5, divided by 10 after every 10k iterations. Momentum attenuation and weight attenuation are set to 0.9 and 0.0005, respectively. The network parameters are updated using the stochastic gradient descent method (SGD), and the minimum batch size for each iteration is 2. We trained the network for 10K iterations. All experiments in this article were performed using four 1080TI GPUs.
IV. EXPERIMENTS AND RESULTS
The location of microseismic sources is affected by many factors, such as the microseismic network, the arrival time data, the wave speed model, and the source location algorithm. To unify the variables and evaluate the model, this paper performed a small site-based static explosion test. A total of 40 shock sensors were used in the experiment. The acquisition frequency of the sensors was 20 kHz, and these sensors were placed in the manner shown in Figure 10 .
The explosion test was conducted three times. Forty sensors were used in four different arbitrary combinations, and 91,390 combinations were generated in total. The first group of explosion data is used for training, and the second group of the group 3 explosion data is used to test the model. As shown in Figure 11 , the one-dimensional data produced by the first explosion are first filtered and normalized, and the energy field is then scanned. During the scanning process, we find that the more scattered the locations of the four selected sensors are, the more converged the epicentral region will be. Moreover, we select various situations that occur during the scan as training data to increase the generalizability of the model. These situations are as follows. (a) Ideal energy field point cloud data; (b) Detecting regional energy field incomplete point cloud data; (c) Energy field point cloud data is not complete convergence; (d) There is more noise in the energy field point cloud data. Figure 12 shows the set of search points in different stages of iterative training. (a) After 10,000 iterations, the set of all guessed positions is likely to cause local convergence, and the overall situation is poor. Panel (b) shows the set of guessed positions after 20,000 iterations. The guessed points have spread throughout the domain and gradually converge to the global optimum. (c) After 30,000 iterations, the guessed point has moved closer to the key area from the longitudinal plane, and the convergence speed begins to increase. (d) shows the results after 50,000 iterations. The search area is essentially the core area of the epicenter, and a small number of points can be searched to ensure good convergence.
Moreover, we perform a statistical analysis of the loss rate during training and the correct rate of reward scores and decision-making actions. As shown in Figure 13 , the correct rate of the DQN framework-based deep learning model displays a strong initial shock as the number of iterations increases. After reaching 40,000 iterations, the model stabilizes.
At the same time, the model completed by training is analyzed. Figure 14 shows the final positioning result of the method. The energy field model is obtained by bringing data obtained from four randomly selected sensors, and then taken into the network to obtain the final location of the explosive point. We brought the same point cloud data to the network 10 times, it can be seen that although the positioning results are different each time, they are all around the real explosion location, which proves the stability of the network. We can also bring different point cloud data into the network. Since the sensor data is randomly selected, Figure 14 shows the microseismic energy bands generated by SSA algorithm are different. However, the positioning results do not fluctuate with different energy bands, which proves that the network has strong generalization.
In this experiment, three explosion tests were carried out and three sets of explosion data were obtained, the first group of explosion data was used for training, and the second group and the third group of explosion data were used to test the model. Each of the four sensors produces a combination, so there are eventually 91,390 training data and 274,170 test data. As shown in Figure 15 , the three points in the figure are the position of the explosion point during fixed-point blast- shows the test using Test B data and Test C data, each test 91390 times; (e) is the positioning accuracy distribution map of Test B. It can be seen that the accuracy is basically distributed within 1m; (f) is the positioning accuracy distribution map of Test C. It can be seen that the accuracy is basically distributed within 1m.
ing. We tested all the data, the prediction points obtained by different seismic points are different and surround the real seismic point. And by the distance distribution of the predicted points, it can be seen that the accuracy of the positioning is substantially within 1 m.
In TABLE I, we show a comparison of the positioning results of this method and other methods on this data. It can be seen from the results that our method has a greater precision advantage than the traditional method. 
V. CONCLUSIONS AND FUTURE WORK
The method in this paper is completely different from most existing methods that are used to locate earthquake sources. Unlike time-based positioning methods, we do not rely on the identification and extraction of seismic phases. Instead, this method performs energy field inversion on the test area, which reduces the need to synchronize different sensors and reduces the effects of noise on positioning accuracy. Compared to the SSA, by using a deep convolutional network to evaluate the environment and improve the generalization of the model so that the characteristics of the media, such as the source and propagation path, contained in the vibration phase can be accurately represented. Moreover, it needs only a small amount of sensor data to complete the positioning via the strategy search, and we do not need to evaluate and calculate every possible position. These features reduce the time and data requirements of our method.
This study uses the concept of the seismic positioning SSA to determine a preliminary location of the source range. We then use DQN-based depth-enhanced learning to obtain accurate epicentral positions. The method of detecting the center of the microseismic source is provisionally called the RL-SSA algorithm. After applying the method to real data, it is verified that the method can accurately determine the positions of the epicenters of microseismic events with high accuracy and speed; moreover, the use of this method guarantees objectivity. This study represents a meaningful attempt to develop methods for determining the locations of microseismic sources. The main results are as follows:
• While determining the locations of microseismic sources, the source field of the detection area is inverted using the SSA, and the time of the event and a preliminary estimate of the epicentral range are obtained. This process avoids the errors that arise due to the imperfect synchronization of sensor clocks and low signal-to-noise ratios when surface waves arrive.
• The DQN-based depth-enhanced network is used to accurately determine precise positions and to complete the maximum interactions between the positioning point and the detection area. Searching for the source is changed into a decision process. This position determination process requires only a small number of areas to be searched, thereby significantly reducing the time required.
• A 3D-CNN network is used to extract the environmental features of the detection area. This network extracts the three-dimensional features of the detection area and uses the vibration waveform data to the maximum extent. Thus, this technique improves the rate of data usage and improves the generalizability of the network model. The results obtained in this study represent an attempt to locate sources in the depth-enhanced learning field. Several problems remain to be solved in future research process. In particular, the following issues represent important avenues for further exploration.
A ''data starvation'' problem arises in the process of enhanced learning and training, and this problem leads to long training times. The GXT1080 graphics card must be trained for 96 hours before it converges correctly. We intend to add a scoring mechanism to the network so that important features can be prioritized during training to improve the speed of convergence. 
