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ásticové simulace v reálném £ase se stali realitou teprve p°ed n¥kolika roky, kdy se v
informatice objevil pojem GPGPU. Tato nová technologie umoº¬uje vyuºívat obrovskou
sílu graﬁcké karty pro obecné ú£ely. V dne²ní dob¥ je trendem urychlit existující algoritmy
p°epsáním do paralelní podoby. Na tomto principu fungují i £ásticové systémy. Zajímavou
oblastí £ásticových systém· jsou simulace tekutin. Tyto simulace jsou zaloºené na teorii
Navier-Stokesových rovnic a jejich numerickém °e²ení pomocí SPH (Smoothed particle hy-
drodynamics). Tekutiny tvo°í sou£ást kaºdodenního ºivota a proto je d·leºité je zobrazit
realisticky. Pouºívají se v moderních po£íta£ových hrách a v r·zných vizualizacích, které
b¥ºí v reálném £ase, z toho d·vodu musí být rychle zobrazené.
Abstract
Particle simulations in real-time become reality only a few years before, when in computer
science occured the idea of GPGPU. This new technology allows use the massive force of
graphics card for general purposes. Today, the trend is to accelerate existing algorithms by
rewriting into parallel form. On this priciple operate the particle systems too. An interesting
area of particle systems are ﬂuid simulations. The simulations are based on the theory of
Navier-Stokes equations and their numerical solutions with SPH (Smoothed particle hydro-
dynamics). Liquids are part of everyday life, and therefore it is important to render them
realistically. They are used in modern computer games and diﬀerent visualizations that run
in real time, therefore they must be quickly displayed.
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Cie©om tejto práce bolo vytvori´ £asticový systém [25] [14], ktorý bude simulova´ kvapaliny
v reálnom £ase s vyuºitím platformy CUDA. Simula£ný systém je zaloºený na Langeovej
metóde. V simulácii sa pouºíva fyzikálny model nestla£ite©nej tekutiny, ktorý je popísaný
rovnicami Navier-Stokesa. Tieto rovnice sú implementované pomocou metódy SPH.
V po£íta£ovej graﬁke, ktorá funguje v reálnom £ase sa snaºíme vºdy reprodukova´
£as´ sveta tak, aby bola £o najrealistickej²ia. Bohuºia© je ´aºké simulova´ tieto javy kvôli
obmedzeným výkonom po£íta£ov. Vä£²ina simulátorov funguje oine. To znamená, ºe
výpo£ty nie sú dostato£ne rýchle na to, aby sa dali výsledky zobrazova´ v reálnom £ase,
preto sa generujú postupne. Ve©ký nedostatok týchto simulátorov je, ºe neumoºnujú uºí-
vate©ovi interakciu. Sila moderných graﬁckých kariet uº za£ína prekonáva´ tieto hranice.
Dnes uº môºeme napísa´ programy a spusi´ ich na graﬁckých kartách, ktoré majú ve©ký
po£et výkonných jadier a umoº¬ujú vypo£íta´ v²eobecné úlohy. Táto technológia je výrazne
rýchlej²ia ako výpo£et v CPU.
Obrázek 1.1: asticový systém simulujúce tekutinu z [18].
S kvapalinami sa stretávame kaºdý de¬. Ke¤ pijeme vodu, umývame sa alebo napríklad
ke¤, vonku pr²í. Sú v²ade okolo nás. Preto je dôleºité pochopi´, ako sa správajú, ako vy-
zerajú. Ich dynamické chovanie je popísané diﬀerenciálnými rovnicami. Simulácia kvapalín
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patrí medzi ´aº²ie úlohy £asticových simulácií. Systém simulujúci granulárne materiály, ako





V tejto kapitole bude podrobnej²ie popísaná teória simulácie kvapalín a platformy CUDA.
2.1 asticové simulácie
Ke¤ zobrazujeme objekty v po£íta£ovej graﬁke, tak potrebujeme ich tvar, povrch. K popisu
tvaru sa pouºívajú poligoniálne siete. Fyzikálne animácie takýchto sietí fungujú len pre
objekty, ktoré majú presne deﬁnovaný tvar, ako napríklad nábytok £i ²aty. S fuzzy objek-
tmi sú problémy. Fuzzy objekt môºe by´ voda, oh¬ostroj, mraky, dym £i poºiar. Objekty
takého typu je ´aºké modelova´ s poligoniálnymi sie´ami, lebo majú dynamicky menite©ný
tvar a hladký povrch. K simulovaniu takýchto objektov musíme pozna´ objem namiesto
povrchu. Pod©a prístupu volumetrické simulácie delíme typicky na dve metódy: Eulerove a
Lagrangeove. V Eulerovej máme vopred deﬁnovanú mrieºku v trojdimenzionálnom priestore,
vypo£ítame zmeny tlaku a rýchlosti v jednotlivých bodoch danej mrieºky. Lagrangeova
metóda ur£uje vlastnosti jednotlivých £astíc. Tu nie je potrebná mrieºka, £astice sa po-
hybujú spolu s kvapalinou.
Koncept £astíc, alebo £asticových systémov prvýkrát predstavil Reeves [30], aby simulo-
val fuzzy objekty v po£íta£ovej graﬁke. Deformáciu trojuholníkovej siete kvapaliny nie je
jednoduché rie²i´, ale deformova´ £astice a následne extrahova´ plohu je ove©a jednoduch²ie.
Parametre £astíc
astice si pamätajú svoje parametre, ktoré popisujú ich aktuálny stav. Tieto parametre sú
pozícia (p), hmota (m), objem (V ) a hustota (ρ). Môºu samozrejme sa pohybova´ v priestore
s ur£itou rýchlos´ou (v) v závislosti na aktuálnom zrýchlení (a).
Dynamika £astíc
Jednotlivé £astice môºu meni´ svoje vlastnosti po£as ºivota. Pouºitím Newtonovho druhého








Vonkaj²ie sily je jednoduché vypo£íta´ ak poznáme gravita£né zrýchlenie a hmotu (m) £as-
tice. Z týchto parametrov máme zrýchlenie £astice. Sta£í uº len numericky integrova´ vypo£í-
tanú hodnotu pod©a £asu a dostaneme aj rýchlos´ (v) £astice. Uº je len treba aktualizova´
pozíciu, £o je triviálne.
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Obrázek 2.1: Dynamika £astíc.
2.2 Rovnice Navier-Stokes
Rovnice Navier-Stokes sú základom simulácie kvapaliny. Sú to diﬀerenciálne rovnice, ktoré
sú rie²ite©né analiticky len v jednoduchých pripadoch. Obecne sa rie²ia numerickými metó-
dami. Rovnice popisujú chovanie nestla£ite©nej newtonovskej kvapaliny. Dôleºitou vlast-





τ je dotykové napätie v tekutine, u je rýchlos´ toku a η je dynamická viskozita. Pre také





+ v · ∇v
)
= −∇p+ µ∇2v + f (2.3)
v · ∇ = 0, (2.4)
kde ρ je hustota kvapaliny, v je vektor rýchlosti, · je operácia skalárneho sú£inu, ∇
ozna£uje gradient, p je tlak, µ je viskozita, f je vektor externých síl. Rovnice vychádzajú
zo zákona zachovania energie pre kvapaliny. Na ©avej strane je sú£in hustoty a zrýchlenia.
Zrýchlenie sa skladá z dvoch £astí, nerovnomerná ∂v∂t závisiaca na £ase a konvektívna v ·∇v.
Konvektívna £as´ v sebe zahr¬uje zrýchlenie spôsobené tlakovým spádom (gradientom),
zrýchlenie z objemových síl a zrýchlenie potrebné k prekonaniu trecích síl.
2.3 Metódy Eulera a Langranga
Rie²enie rovnícNavier-Stokes môºe by´ £asovo ve©mi náro£né, najmä pre 3-rozmernú reprezen-
táciu. Dôvodom je, ºe numerické rie²enie obvykle vedie k nelineárnym parciálnym diferen-
ciálnym rovniciam. Tie môºu by´ rie²ené na základe rozdelenia objemu do mieºky. Tieto
metódy sú zvy£ajne ozna£ované ako eulerovské metódy.
Alternatívou metódy Euler je metóda Lagrange (£asticovo zaloºená). Táto metóda pracuje
tak, ºe tekutinu rozdelí na jemné £astice a aplikuje rovnice kvapalín z £asticovej mechaniky.
V podstate Eulerovská metóda vychádza z ﬁxného objemu, cez ktorý te£ie tekutina. Z




Rovnica popisujúca zachovanie hmoty / kontinuity je daná vz´ahom:
∂ρ
∂t
+∇ · (ρv) = 0 (2.5)





+ v + v · ∇v
)
= −∇p+∇ · τ + f , (2.6)
kde v je rýchlostné pole, ρ je hustota, P je tlak, τ je viskózne napätie. as´ advekcie
(v · ∇v) v Navier-Stokesovej rovnici môºeme popísa´ ako £asovo nezávislé zrýchlenie
tekutiny vzh©adom na priestor. V podstate kvapalina je transportovaná po vlastnom toku.
Obrázek 2.2: truktúra tekutiny po¤la Eulerovej formulácie v 2D. Vlastnosti tekutiny sú
vypo£ítané v bodoch mrieºky.
Lagrangeova formulácia
Rovnica popisujúca zachovanie hmoty / kontinuity je daná vz´ahom:
dρ
dt
= −ρ∇ · v (2.7)
Pouºitím derivátu, ktorý je ²peciﬁkovaný takto: dvdt =
∂v








∇ · τ + f (2.8)
Môºeme ignorova´ zachovanie hmoty, ak budeme predpoklada´, ºe v²etky £astice majú
rovnakú hmotu a máme kon²tatný po£et £astíc.
Nakoniec dostaneme výraz:




∇ . τi + f i = fpressurei + fstressi + fexternali (2.9)
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kde ai je zrýchlenie £astice, f
pressure
i je tlaková sila, f
stress
i je napätie spôsobené viskozitou
a fexternali je suma externých síl (napr. gravitácia, odráºanie od steny).
Ostatné rovnice sú jednoducho odvodite©né z predchádzajúcich, alebo je moºné nájs´
napr. v [23] a [21].
Obrázek 2.3: truktúra £asticovej tekutiny po¤la Lagrangeovej formulácie v 2D. astice sú
reprezentované bodmi. Kruhy predstavujú objem jednotlivých £astíc.
2.4 Smoothed particle hydrodynamics
Smoothed particle hydrodynamics je metóda k aproximácie rie²enia numerických rie²ení
rovníc dynamiky tekutín. Základnou my²lienkou je reprezentova´ objem vzorkovaný metó-
dou Monte Carlo vyhladených interagujúcich £astíc. Je to moºné tým, ºe reprezentujeme
objem ako mnoºinu prvkov (£astíc) a pouºívame tieto £astice ako intrepola£né body, pre
ktoré je moºné vypo£íta´ vlastnosti tekutiny. Metóda SPH bola pôvodne vyvinutá pre as-
trofyziku, ale dnes sa pouºíva na radu problémov. Deriváciou sily viskozity a tlaku priamo
v rovnici Navier-Stokes je moºné ve©mi efektívne simulova´ chovanie tekutín s rôznymi hus-
totami.
Metoda má nieko©ko zaujímavých vlastností v kontexte simulácie v reálnom £ase. Jedna
z nich je, ºe môºeme jednoducho paralelizova´, £o zna£ne urýchli dobu trvania výpo£tov.
al²ia výhoda je triviálne zachovanie hmoty, vysoká ú£innos´ a jednoducho sledovate©ný
povrch. Interakcia s komplexnými hranicami pevných látok je tieº omnoho jednoduch²ia ako
s tradi£nými eulerovskými simuláciami, pretoºe nie je potrebné vypo£íta´ zloºité mieºky.
Najvä£²ím nedostatkom je to, ºe môºe by´ ´aºké, alebo výpo£etne náro£né extrahova´
jemný povrch z £astíc. Táto metóda môºe vyºadova´ ve©ký po£et £astíc, aby dosiahla reali-
stické výsledky.




V metóde SPH sú simulované rôzne efekty Navier-Stokesových rovníc ako mnoºina síl, ktoré
pôsobia na kaºdú £asticu. Tieto sily sú dané skalárnymi veli£inami. Veli£iny interpolujeme v
mieste r na základe váºeného sú£tu príspevkov od v²etkých okolitých £astíc vo vzdialenosti
h v priestore Ω (Obr. 2.4). Integrálom to môºeme napísa´ nasledovne:



















AjVjW (rij , h) (2.11)
kde j je index susednej £astice, Vj je implicitný objem £astice j, rij = ri − rj , kde r je
pozícia £astice a nakoniec A je skalárna interpolovaná veli£ina. Do sumy sa s£ítajú £astice,
ktoré spadajú do kruhu stredom ri.





kde m je hmota, a ρ je hustota hmoty. Kombináciou tejto rovnice dostaneme základ for-
mulácie interpola£nej funkcie SPH.







W (rij , h) (2.13)
kde j je index susednej £astice, mj je hmota j-tého £astice, rj jej pozícia, ρ hustota a Aj je
skalárna veli£ina v pozície rj .
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Vyhladzovacie jadro
Funkcia W (rij) sa nazýva vyhladzovacie jadro, ktoré je váºená skalárna funkcia. Toto jadro
pouºíva pozíciu r a vyhladzovaciu d¨ºku h. Na túto d¨ºku môºeme pozera´ ako na hodnotu
prahu, ktorá rozhoduje o tom, ko©ko £astíc sa zapo£ítava od interpolácie. Pre |rij | > h platí





Obrázek 2.5: Vyhladzovacie d¨ºky jadier.
Vyhladzovacie jadro musí sp¨¬a´ nieko©ko podmienok. Prvá je normaliza£ná podmienka:∫
r
W (r, h) dr = 1 (2.14)
al²ia podmienka je vlastnos´ Dirakovej funkcie, ktorú môºeme pozorova´, ke¤ vyhladzo-
vacia d¨ºka sa blíºi k nule:
lim
x→∞W (rij , h) = δ (rij) (2.15)
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kde δ je Dirakova delta funkcia. Vysvetlenie Dirakovej delta funkcie je napr. v [13]. Tre-
tia podmienka, ktorá zabezpe£uje, ºe iba vnútorné £astice sú pouºívané pri výpo£toch, je
nasledujúca:
W = 0 ak |rij | > h (2.16)
Okrem týchto podmienok ¤alej musí plati´, ºe jadro je pozitívne a párneW (r, h) = W (−r, h).
AkW je delta funkcia, tak interpola£ná funkcia bude produkova´ ve©mi presné výsledky.
Av²ak v praxi to nie je príli² uºito£né, pretoºe vyºaduje ve©kú vyhladzovaciu d¨ºku a ve©a
susedných £astíc. Tieto podmienky sú £asovo náro£né, preto aby sme zvý²ili výpo£ený
výkon, funkcia W si kladie za cie© poskytova´ £o najpresnej²iu interpoláciu, £o je moºné
pri zachovaní rozumnej vyhladzovacej d¨ºky.
V [22] a [20] sú zavedené jadrá pre rôzne oblasti efektov, ako sú viskozita a tlak. Pomocou
týchto jadier rôznych efektov je moºné kaºdé jadro optimalizova´ pre ²peciﬁcké poºiadavky
síl, ktoré interpolujeme.
Ak chceme pochopi´ fyzikálnu interpretáciu rovnice SPH, je vºdy najlep²ie predpoklada´,
ºe jadro je gaussovské. To je prvé zlaté pravidlo SPH [17]. Gaussovské jadro je dané vz´ahom:











, h > 0 (2.17)
ktoré je vidie´ na obrázku 2.6. Aj ke¤ má gaussovské jadro ve©mi pekné matematické vlast-
Obrázek 2.6: Gaussovské jadro v 1D, kde h = 1 z [21].
nosti, nie je vºdy to najlep²ie jadro na pouºitie, napr. vyºaduje vypo£ítanie drahých expo-
nenciálov.
Deriváty
V SPH môºeme získa´ deriváty funkcií s pouºitím derivátov vyhladzovacieho jadra, £o vedie














∇2W (rij , h) (2.19)
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Táto formulácia môºe produkova´ bohuºia© nepresné výsledky, preto zaviedli nieko©ko for-






mj (Aj −Ai)∇W (rij , h) (2.20)
ktorá má tú výhodu, ºe sila zmizne úplne, ke¤ tlak je kon²tantný [16].
Symetrizácia gradientu
Pre sily, ktoré pôsobia medzi £asticami platí tretí zákon Newtona, teda platí, ºe dva hmotné
body na seba pôsobia rovnako ve©kými silami opa£ného smeru, ktoré sú£asne vznikajú a
sú£asne zanikajú. Ve©kosti párových síl sa rovnajú, ale majú opa£né znamienka (fi = −tfj).
To znamená, ºe diferenciál v Navier-Stokesovej rovnici, ktorý vytvára tieto sily musí by´
symetrizovaný.
Monaghan vyvinul symetrizáciu, ktorú nazývame Symmetric Gradient Approximation
Formula (SGAF). Táto formulácia zahr¬uje lineárny a uhlový moment, ale nie tak presne



















(Ai +Aj)∇W (rij , h) (2.22)
Kompletná derivácia, formulácie vektora gradientu, vektorový a skalárny sú£in, at¤. sú
vysvetlené v [11].
Korekcia laplaciánu
Pre základné formulácie laplaciánu bolo zistené, ºe je trochu nestabilná za ur£itých pod-














(Ai −Aj) · ∇W (rij , h)
|rij |2 + η2
(2.23)
kde η je malé £íslo a pouºíva sa z dôvodu, aby menovate© nebol nulový. Zvy£ajne sa rovná
0.1 · h, kde h je d¨ºka vyhladzovacieho jadra.
Podrobnej²í preh©ad o SPH nájdete v [11] a [12].
2.6 Dynamika tekutín
Rovnice 2.3 a 2.4 popisujú základnú eulerovu formuláciu nestla£itelných tekutín. Pouºívanie
£astíc namiesto mrieºky výrazne zjednodu²uje rovnice. Predpokladáme, ºe mnoºstvo £astíc je
kon²tantná v priebehu simulácie, udrºiavame vopred stanovenú hmotnos´ pre kaºdú £asticu,
to znamená, ºe zachovanie hmoty je zaru£ené a rovnicu 2.4 môºeme vynecha´.
11
Obrázok 2.3 znázor¬uje základné usporiadanie £asticovej tekutiny, ktorá bola redukovaná
na 2D z dôvodu preh©adnosti.
V Lagrangeovej formulácii £astice deﬁnujú tekutinu presne, £o znamená, ºe sa pohybujú
spolu s tekutinou. V porovnaní s Eulerovskou formuláciou to znamená, ºe v²etky parametre
závisia len na £ase t. astica nesie zo sebou hmotu, pozíciu a rýchlos´, a bude udrºiava´
vyhladené aproximácie získané z SPH. Zrýchlenie £astice Lagrangeovej tekutiny je potom





(rovnica 2.3) z Lagrangeovej formulácie.





= −∇p+ µ∇2v + f (2.24)
kde pravá strana obsahuje interné a externé sily. Tieto sily môºeme s£íta´ a dostaneme silu








kde ai a vi sú zrýchlenie a rýchlos´, Fi je celková pôsobiaca sila a ρi je vypo£ítaná hustota
v pozícii i-tej £astice.
V £asti 2.5 sme sa dozvedeli o prvom zlatom pravidle SPH, ale do²li sme k záveru, ºe
izotropné gaussovské jadro nie je vhodné na pouºitie pre na²e ú£ely. Potrebujeme ²tandardné
vyhladzovacie jadro, ktoré má nosi£a1 (angl. compact support) pre medzi-£asticové SPH
výpo£ty k rie²eniu rovnice 2.24.
V [15] sú popísané rôzne typy jadier na SPH, ktoré majú nosi£ov funkcií. Medzi tieto
jadra patria B-Spline a Q-Spline jadra, kde Q-Spline je povaºované za najlep²ie jadro z
h©adiska výpo£tovej presnosti.
Av²ak Q-Spline jadro vyºaduje vypo£ítanie druhej odmocniny, ktoré môºe by´ drahé,
£asovo náro£né, ak jadro je £asto pouºívané. Namiesto toho budeme pouºíva´ jadro polynómu
6. stup¬a, ktoré navrhli v [22]:






0 ≤ |r| ≤ h
0 |r| > h,
(2.26)
s gradientom:













3h2 − 7 |r|2
)
. (2.28)
Medzi dobré vlastnosti jadra Wpoly6 patria zachovanie zvon£ekového tvaru gaussovej krivky
a to, ºe nepotrebuje dodato£nú normalizáciu pre r, £o je ve©mi výhodné. Obrázok 2.7 zná-
zor¬uje jadro Wpoly6 a jeho deriváty v 1D.
1Nosi£om reálnej funkcie f je podmnoºina jej deﬁni£ného oboru, ktorá obsahuje v²etky body x také, ºe
f(x) 6= 0.
12
Obrázek 2.7: Jadro Wpoly6 a jeho derivácie z [21].
Hustota
Vieme, ºe v²etky vlastnosti, ich gradienty a laplaciány môºeme aproximova´ pomocou SPH.
Rovnice SPH predpokladajú, ºe ur£ité vlastnosti sú známe uº pred výpo£tom (hmota a
hustota £astice). Hmota £astice je uºívate©om deﬁnovaná kon²tanta, ale hustota uº je spojitá
veli£ina, ktorú musíme vypo£íta´. Aby sme vylú£ili rozpory, hustota je závislá jedine na
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hmote £astice. Z toho dostaneme:











mjW (ri − rj , h) . (2.29)
Tlak
Obrázek 2.8: Jadro Wspiky a jeho derivácie z [21].
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Tlak p £astice môºeme ur£i´ pod©a zákona ideálneho plynu:
pV = nRT, (2.30)
kde V = 1ρ je objem na jednotku hmoty, n po£et plynových £astíc na mol, R univerzálna
plynová kon²tanta a T je teplota. Pre izotermické tekutiny s kon²tantnou hmotnos´ou pravá
strana rovnice 2.30 sa nemení, a preto môºeme ju nahradi´ kon²tantou plynovej tuhosti k,







p = kρ (2.31)












∇W (ri − rj , h) .
ia© tlaková sila v 2.32 nie je symetrická. To je moºné overi´ napr. vtedy, ke¤ sú len dve £as-
tice v interakcii. Prvá £astica pouºíva len tlak druhej £astice a na základe toho po£íta svoju
tlakovú silu, a naopak. Pretoºe tlaky u £astíc nie sú rovnaké, tlakové sily budú v²eobecne
asymetrické a tým bude poru²ený Newtonov tretí zákon akcie-reakcie. SPH ur£uje spôsob,











mj∇W (ri − rj , h) . (2.33)
Presnej²í popis o jednotlivých krokoch dosadenia do rovnice 2.32 je v [21].
Existuje aj iná moºnos´ symetrizácie asymetrických síl. V [22] je popísané jednoduché










∇W (ri − rj , h) . (2.34)
Táto rovnica uº produkuje symetrické sily v¤aka tomu, ºe pouºíva ²tandardný aritmetický
priemer interagujúcich £astíc. Symetrická tlaková sila zachováva lineárne a uhlové momenty,
a teda aj Newtonov tretí zákon.
Výpo£et tlaku pomocou 2.34 a jeho pouºitie pri výpo£te tlakovej sily, produkuje vo
výsledku £istú silu, ktorá bude odpudzova´ £astice jednu od druhej. Taká sila pôsobuje v
ideálnych plynoch a expanduje £astice do priestoru. Napriek tomu kvapaliny vykazujú vnú-
tornú súdrºnos´ a kon²tantnú hustotu hmoty v pokoji. V [20] odporú£ajú pouºíva´ upravenú
verziu rovnice ideálneho plynu:
(p+ p0)V = k
p+ kρ0 = kρ
p = k (ρ− ρ0) , (2.35)
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(a) Malý tlak, £astica pri´ahuje susedov. (b) Vyrovnaný tlak.
(c) Ve©ký tlak, £astica odpudzuje susedov.
Obrázek 2.9: Znázornenie tlakových síl, pre rôzne hustoty.
kde ρ0 je k©udová hustota tekutiny. Dosadením rovnice 2.35, ako výpo£et aktuálneho tlaku
do rovnice 2.33 dostaneme silu, ktorá bude pri´ahova´ i odpudzova´ £astice. Táto sila sa
minimalizuje postupne, £ím bude rozdiel men²í medzi aktuálnou tlakovou silou a k©udovou
silou. Ak je tlaková sila vä£²ia, bude odpudzova´, ak je men²ia, bude pri´ahova´. Obrázok
2.9 ukazuje správanie £astíc v závislosti od rôznych tlakových síl.
Gradient z tlakového po©a sa pouºíva pri výpo£te tlakovej sily. Ak pouºívame gradient
jadra Wpoly6 v rovnici 2.33, tak £astice budú sa zhlukova´ v regiónoch s vysokým tlakom.
astice budú vytvára´ zhluky kvôli Wpoly6 (r, h) → 0 ak |r| → 0 (obr. 2.7). Odpudivé sily
budú tým men²ie, £ím sú £astice bliº²ie k sebe. To znamená, ºe toto jadro nepopisuje presne
fyzikálne vlastnosti tlakovej sily, preto potrebujeme iné. V [20] je popísaný tento problém
a je navrhnuté ¤al²ie normalizované jadro. K popísaniu tlakovej sily pouzívame tzv. spiky
jadro (²picaté):




(h− |r|)3 0 ≤ |r| ≤ h
0 |r| > h, (2.36)
ktorý má gradient:

















∇2Wspiky (r, h) = − 90
pih6
1
|r| (h− |r|) (h− 2 |r|) , (2.38)
lim
x→0+
∇2Wspiky (r, h) = −∞,
kde limity platia pre 1D. Obrázok 2.8 ukazuje jadro pre tlakovú silu a jeho deriváty. Toto
jadro uº bude presne modelova´ poºadovanú odpudzovaciu silu, ak susedné £astice budú
ma´ vysokú hustotu.
Viskozita
Tekutina je látka, ktorá neodoláva ²mykovému napätiu, preto sa evidentne deformuje. V
£ase prietoku tekutiny medzi molekuly vzniká vnútorné trenie, £o pôsobuje zníºenie kinet-
ickej energie. Táto energia sa premie¬a na teplo. Odolnos´ proti toku sa nazýva viskozita a
koeﬁecient viskozity µ deﬁnuje mieru viskozity danej tekutiny.
V SPH viskozita je daná vz´ahom:







∇2W (ri − rj , h) . (2.39)
Rovnako ako tlaková sila, viskózna sila je tieº asymetrická kvôli rozdielom rýchlosti medzi




(vj − vi) mj
ρj
∇2W (ri − rj , h) , (2.40)
£o je moºné v¤aka tomu, ºe viskózne sily závisia len od rozdielov medzi rýchlos´ami a nie
od absolútnych rýchlostí. alej môºeme pouºi´ druhé zlaté pravidlo SPH a umiestni´ £as´
viskozity a hustoty vo vnútri operátora laplaciánu:
µ∇2v = µ
ρ
(∇2 (ρv)− v∇2ρ) , (2.41)






(vj − vi)mj∇2W (ri − rj , h) . (2.42)
Rovnicu 2.40 môºeme zapísa´ ako 2.42 za predpokladu, ºe hustota je kon²tantná a rovnaká
u v²etkých £astíc. Hustota sa po£íta pouºitím rovnice 2.29, teda v²eobecne platí, ºe sa lí²i
od £astice k £astici, vidíme, ºe je lep²ie pouºíva´ rovnicu 2.40 ako 2.42.
Laplacián vyhladzovacieho jadra je obmedzený tak, aby bol pozitívny. Tento krok je
nutný, pretoºe nechceme, aby viskózna sila zvý²ila relatívnu rýchlos´ £astíc a tým by pridala
energiu, £o by mohlo spôsobi´ nestabilitu systému. Ke¤ je laplacián v²ade pozitívny, len
vtedy bude viskózna sila pracova´ ako tlmenie, a bude zniºova´ relatívnu rýchlos´. Základné
jadro Wpoly6 nemá túto vlastnos´ a ani jadro Wspiky, £o je vidie´ i na obrázkoch 2.7 a 2.8.
Jadro pre viskozitu budeme deﬁnova´ pod©a [22]:









+ h2|r| − 1 0 < |r| ≤ h
|r| > h, (2.43)
lim
x→0
Wviscosity (r, h) = −∞,
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Obrázek 2.10: Jadro Wviscosity a jeho derivácie z [21].
a gradient je:















∇Wviscosity (r, h) = +∞,
lim
x→0+
∇Wviscosity (r, h) = −∞,
a laplacián:
∇2Wviscosity (r, h) = 45
pih6
(h− |r|) , (2.45)
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Dôleºitou sú£as´ou kaºdej simulácie je kvalitné zobrazenie výsledkov. Bez vizuálneho zo-
brazenia by sme vä£²inou nedokázali interpretova´ výstup simulácie. U £asticových systé-
moch je to skoro tak dôleºité, ako samotná simulácia. Výber vhodnej metódy zobrazenia
závisí na konkrétnom type simulácie. Ak chceme kvalitnej²ie, realistickej²ie výsledky a
nezáleºí nám na dobe trvania simulácie, môºeme vybra´ nejaké oine zobrazenia. Oine
zobrazenia vä£²inou generujú postupne snímky, ktoré sú pospájané do videa. Taká metóda
je napríklad ray-tracing. Ve©kou nevýhodou oine metód je, ºe nie je moºná interakcia
medzi simuláciou a uºívate©om. Pre na²e ú£ely potrebujeme metódu, ktorá dokáºe pracova´
v reálnom £ase. Tieto metódy sa nazývajú online metódy.
(a) Point sprites. (b) Marching cubes. (c) Ray Casting.
Obrázek 3.1: Online metódy zobrazenia.




Point sprites je najjednodu²ia a najrýchlej²ia metóda. Pouºíva sa naj£astej²ie kvôli
jednoduchosti a rýchlosti. Okolo £astice je vytvorený kruh, do ktorého pridáme tienenie, aby
to vyzeralo ako guli£ka v 3D. Táto metóda je ve©mi dobrá k tomu, aby sme presne videli
ako sa chovajú jednotlivé £astice. Ostatné metódy generujú objemové telesá, u ktorých uº
nie je vidie´ podpobnosti jednozna£ne.
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alsia metóda je Marching cubes. Táto metóda generuje trojuholníky, ktoré vytvo-
ria polygonálnu sie´ (hrani£nú reprezentáciu) a tým dostaneme súvislé plochy. Generované
plochy budú sa viac podoba´ na povrch tekutiny.
Posledná metóda funguje na princípe vzorkovania. Tá uº funguje pomal²ie ako pred-
chádzajúce metódy. Základ tejto metódy je intersekcia bunky s vrhaným lú£om, teda potre-
bujeme mrieºku na rozdelenie £astíc do buniek. Za cenu £asu dokáºe generova´ ove©a kvalit-
nej²ie a realistickej²ie výsledky, ale potrebuje zna£né optimalizácie a pobeºí v reálnom £ase
len na najmoderných a najsilnej²ích kartách.
astice, ktoré pouºívame v simulácii môºeme chápa´, ako nekone£ne malé body. Kaºdá
£astica má svoje okolie deﬁnované polomerom. Tvar, ktorý popisujeme stredovým bodom
a polomerom v trojrozmernom prostredí je gu©a. Pospájaním £astíc dostaneme izoplochu,
ktorá popisuje povrch simulovaného materiálu.
Izoplocha
Obrázek 3.2: Izoplocha (molekula eténu) z [3].
o je to izoplocha? Najjednoduch²ie sa dá vysvetli´ na úrovni atómov. Máme jadro
atómu a okolo neho sa pohybujú elektróny. Pozíciu týchto elektrónov nie moºné ur£i´ presne
v danom okamihu, ale sme schopní ur£i´ 99% - nou pravdepodobnos´ou ich výskyt v nejakej
vzdialenosti od jadra. Takto dostaneme orbitály eletrónov, ktoré popisujú volumetrické dáta.
Vzdialenos´ou eletrónov od jadra klesá hustota orbitálu, teda pravdepodobnos´ ich výskytu.
Z týchto dát chceme vytvori´ izoplohu, preto zvolíme nejakú hustotu (prah). V oblastiach
kde hustota klesá pod prah alebo stúpa nad prah, budeme deﬁnova´ izoplochu. Na obrázku
3.3 je vidie´ molekulu eténu a izoplochu, ktorú generujú jej atómy pre ur£itú hustotu.
3.1 Point sprites
Táto metóda predstavuje najjednodu²ie moºné rie²enie na zobrazenie £astíc. Kaºdá £astica je
zobrazená ako guli£ka. Algoritmus sa implementuje v shaderoch graﬁckej jednotky. Pri behu
sa pouºíva vertex a frament shader. Vo vertex shaderi, v bode kaºdej £astice generujeme
²tvorce. Ve©kos´ ²tvorca je závislá na vzdialenosti medzi £asticou a kamerou. Fragment
shader je zopovedný za zahodenie pixelov mimo polomer guli£iek.. Po zahodení dostamene
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Obrázek 3.3: Point sprites z blízka.
kruh, ktorý musíme e²te tieni´. Ak chceme, aby bolo vyrie²ené aj £iasto£né prekrývanie
guli£iek je nutné upravi´ Z-buﬀer pre kaºdý pixel, lebo v²etky pixely guli£ky sú na rovnakej
h¨bke.
3.2 Marching cubes
Obrázek 3.4: Marching cubes, imaginárne kocky, prevzatý z [24].
Marching cubes je v²eobecná metóda, ktorá sa pouºíva na extrahovanie trojuholníkovej
siete (izoplochy) z volumetrických dát. Vzh©adom k tomu, ºe ide o relatívne starú metódu,
bola publikovaná v roku 1987, e²te stále sa pouºíva. Algoritmus prechádza cez skalárne pole,
pri£om zoberie v danom mieste vºdy osem susedov. Susedia tvoria imaginárne kocky, ktoré
sú na obrázku 3.4. Na aktuálnu kocku ur£í potrebný po£et trojuholníkov na základe vopred
vypo£ítaných konﬁgurácií. (obr. 3.6. Maximálný po£et konﬁgurácií je 28, lebo kocka má 8
22
vcholov a kaºdý vrchol má svoju skalárnu hodnotu, ktorá je bu¤ vy²²ia alebo niº²ia ako iso-
hodnota (prah). V na²om prípade tá skalárna hodnota bude hustota vypo£ítaná pod©a po£tu
£astíc v danom okolí. Vrcholy a hrany sú o£íslované, kaºdý má svoj index (obr. 3.5). Tieto
indexy slúºia k vytvoreniu osembitového pola. Ak je vrchol nad iso-hodnotou, nastavíme bit
Obrázek 3.5: O£íslované vrcholy a hrany v Marching cubes z [24].
na jednotku, inak bude nula. Tento osembitový vektor bude ukazova´ do look-up tabu©ky,
ktorá má predpo£ítané pretínané hrany a po£et potrebných trojuholníkov k pokrytiu plochy.
Tabu©ka je dostupná v [24]. Pod©a pretínaných hrán môºeme jednoducho vypo£íta´ vrcholy
trojuholníkov. Na obrázu 3.5 na pravej strane vidíme, ºe vrchol s indexom 3 je pod iso-
hodnotou, preto vrcholy trojuholníkov budú umiestnené na hranách 11, 3 a 2. Ak chceme
Obrázek 3.6: Konﬁgurácia trojuholníkov pod©a vrcholov [27].
dosta´ kraj²ie výsledky, musíme prida´ do výpo£tu vrcholov trojuholníkov aj skalárne hod-
noty vo vrcholoch imaginárnej kocky. Tieto hodnoty pouºijeme k váhovaniu pozícií vrcholov
na pretínanej hrane medzi vrcholmi kocky. Vzorec na získanie pozícií vrcholov trojuholníkov
je:
P = P1 + (isoV alue− V1) (P2 − P1) / (V2 − V1) , (3.1)
kde P je výsledná pozícia na hrane, P1 a P2 je za£iatok a koniec hrany, V1 je iso-hodnota
v bode P1 a V2 je iso-hodnota v bode P2.
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Algoritmus má nieko©ko pozitívnych vlastností kvôli ktorým sa pouºíva aj u £asticových
systémoch. Ide o algoritmus, ktorý je dobre paralelizovate©ný, teda umoº¬uje vyuºíva´ GPU
na generovanie trojuholníkov. Navy²e sa dá pouºíva´ mrieºka simulácie, do ktorej sú umi-
estnené £astice, £ím sa u²etrí ve©a práce. Napriek dobrých vlastností má aj svoje nedostatky
Obrázek 3.7: Závislos´ hladkosti povrchu na rozlí²ení mrieºky v metóde Marching cubes z
[24].
a obmedzenia. Ak si zvolíme ve©mi malé imaginárne kocky pri generovaní trojuholníkov,
môºeme dosta´ drsný povrch, a naopak, ke¤ si zvolíme ve©ké, nebudeme zachytáva´ kvapky
tekutiny. Závislos´ výsledkov od rozlí²enia mrieºky a ve©kosti kociek ukazuje obrázok 3.7.
al²ia negatívna vlastnos´ je, ºe v dobe generovania trojuholníkov nie je moºné generova´
normály k vrcholom. K tomu, aby to bolo moºné, potrebovali by sme aj vrcholy susedných
trojuholníkov, ale kvôli paralelnému výpo£tu nie je to moºné. Je to samozrejme volite©ný
krok, ale zna£ne vylep²í ﬁnálne výsledky. Porovnanie výsledkov bez a s vypo£ítanými nor-
málami je vidie´ na obrazu 3.8. V prípade, ºe máme vypo£ítané korektné normály, sa dá
zapnú´ hardwarová tessellácia a tým obídeme mrieºky s ve©kým rozlísením. Vypo£ítame len
hrubý povrch a pomocou tessellácie postupne zjem¬ujeme. O tessellácii viac v [4] a [2], a o
delení plochy v [1] a [9].




Tessellácia sa pouºíva k deleniu priamkov, trojuholníkov, ²tvorcov na men²ie £asti, tak aby
konzistencia modelov bola zachovaná. Pomocou tessellácie je moºné odstráni´ ostré hrany
a vytvori´ hladké povrhy, alebo s vyuºitím deforma£ných máp vytvori´ z jednoduch²ích
vysoko detailné modely. Nová, 4. verzia OpenGL dostala nové fázy spracovávania geometrie
speciálne pre záplaty. Má dve dodato£né programovate©né fáze: control shader a evaluation
shader, ktoré slúºia na tesselláciu.
Control shader sa programuje v jazyku GLSL. Cie©om tejto jednotky je ur£i´ úrove¬
delenia povrchu primitívov. Táto jednotka je zavolaná raz pre kaºdú primitívu po£as spra-
covávania.
Evaluation shader sa za£ína pouºíva´ vo fáze, ke¤ tessellátor ukon£il delenie záplat. Táto
jednotka sa programuje tieº v jazyku GLSL, ktorý je ur£ený pre túto jednotku. V tejto fáze
môºeme vypo£íta´ výsledné poºície vytvorených nových vrcholov a normálov. Táto jednotka
je zavolaná raz pre v²etky nové vrcholy, ktoré boli vytvorené vo fáze tessellácie.
Na delenie trojuholníkov a na deformácie povrchu, aby sme ostránili ostré hrany budeme
pouºíva´ metódu zakrivených PN trojuholníkov.
Obrázek 3.9: Hladkos´ povrchu v závislosti na úrovne tessellácie z [8].
Zakrivené PN Trojuholníky
Metóda zakrivených PN (point-normal) trojuholníkov bola prvýkrát predstavená v roku
2001 v £lánku "Curved PN Triangles"[7]. Túto primitívu môºeme vytvori´ z oby£ajného
trojuholníka (ktorý obsahuje tri vrcholy a normály - PN) so zakombinovaním normálového
pola (normal ﬁeld) a zdvihového pola (displacement ﬁeld). Túto metódu budeme pouºíva´
na elimináciu ostrých hrán generovaných metódou Marching cubes.
Zdvihové pole
Nech je trojuholník deﬁnovaný troma vrcholmi Vi = (Pi, Ni), kde Pi je pozícia, a Ni je
normalizovaný normál i-tého vrcholu. Zdvihové pole b (u, v) PN trojuholníka je deﬁnované
nasledovne:





















kde (u, v, w) sú relatívne barycentrické súradnice od vrcholov a term bijk zna£í kontrolné
body PN trojuholníka.



























(2P1 + P3 − w13N1) ,
b111 = E +
1
2
(E − V ) ,
kde E = 16 (b210 + b120 + b021 + b012 + b102 + b201) a V =
1
3 (P1 + P2 + P3).
(a) Kontrolné body PN trojuholníka. (b) Normály PN trojuholníka.
Obrázek 3.10: Delenie povrchu metódou zakrivených PN trojuholníkov[7].
Normálové pole
Normálové pole môºeme popísa´ kvadratickou funkciou n (u, v), ktorá je deﬁnovaná nasle-
dovne:









n110uv + n011vw + n101wv (3.4)
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N1 +N2 − v12 (P2 − P1)
|N1 +N2 − v12 (P2 − P1)|
n011 =
N2 +N3 − v23 (P3 − P2)
|N2 +N3 − v23 (P3 − P2)|
n101 =
N3 +N1 − v31 (P1 − P3)
|N3 +N1 − v31 (P1 − P3)|
Dôvodom poºívania kvadratickej funkcie je, ºe s lineárnou funkciou nie je moºné presne
vyjadri´ zakrivenie plochy. Túto situáciu ukazuje obrázok 3.11.
(a) Lineárna. (b) Kvadratická.
Obrázek 3.11: Závislos´ normálového pola na stupne funkcie.
Podobná metóda, ktorá sa pouºíva na odstránenie ostrých hrán sa nazýva Phongova
tessellácia (Phong tessellation). Táto metóda bola predstavená v roku 2008, podrobnosti je
moºné nájs´ v [29].
3.3 Volume Ray Casting
Volume ray casting, niekedy volumetric ray casting je technika na rendrovanie trojrozmerných
objemových dát na dvojrozmerné plátno. Metóda Volumetric ray casting, ktorá spracováva
objemové dáta, je £asto pomýlená metódou ray casting, ktorá spracováva povrchové dáta.
Táto metóda je najlep²ia vo©ba k dosiahnutiu najrealistickej²ích výsledkov v porovnaní
metódou Marching cubes a Point Sprites. Metóda Ray casting podporuje výpo£et priesvit-
nosti, reﬂekcie a refrakcie. Tieto tri javy sú ve©mi dôleºité u kvapalín. Samozrejme výpo£et
realistických javov má svoju cenu, výpo£ty potrebujú viac £asu.
Základný algoritmus má 4 hlavné kroky:
 Ray casting. Pre kaºdý pixel výsledného obrazu je strielaný pohladový lú£ cez objem.
V tejto fázi je dobré pouºíva´ obalové teleso, jednoduché geometrické teleso, ktoré sa
pouºíva na rýchlu detekciu pretínania lú£om.
 Vzorkovanie. Pod¨º smeru lú£a vyberáme vzorky v kon²tantnej vzdialenosti.
 Tienenie. Pre vzorky vypo£ítame gradient osvetlenia. Tieto hodnoty predstavujú
lokálne povrchy v objeme. Vzorky sú potom tienené, farbené v závislosti na povrchu,
orientácie a pozície svetla v scéne.
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Obrázek 3.12: tyri hlavné kroky metódy ray casting: (1) Ray casting (2) Vzorkovanie (3)
Tienenie (4) Skládanie z [32].
 Skladanie. Ak uº vzorky boli tienené, môºeme ich sklada´, a vypo£íta´ ﬁnálnu farbu
pre pixel. Pri skladaní postupujeme od zadných po predné vzorky.
Depth peeling
Metódu Ray casting je moºné zrýchli´ pomocou metódy Depth peeling, ktorá je zaloºená na
viacnásobnom renderovaní scény do textúr. V kaºdom kroku generujeme textúru, ktorá bude
obsahova´ h©bky h©b²ích pixelov ako v predchádzacúcom kroku. Táto jednoduchá metóda
umoº¬uje preskáka´ prázdne miesta a tým sa výpo£et zna£ne urýchli.




V tejto kapitole popíseme návrh aplikácie. Kapitola obsahuje metódy a techniky, ktoré boli
pouºívané po£as implementácie. Rozoberieme moºnosti paralelných výpo£tov na graﬁckej
karte, integráciu síl v metóde SPH, at¤.
4.1 Paralelné výpo£ty
Tento prístup k výpo£tom je významný preto, lebo môºeme výpo£ty vykonáva´ súbeºne.
Vzh©adom k tomu, ºe metóda SPH je dobre paralelizovatelná, je dobrá vo©ba vyuºíva´ silu
moderných graﬁckých kariet na výpo£ty £asticových simulácií. Existuje nieko©ko rôznych
foriem tohto princípu, od paralelizmu na úrovni bitov, na úrovni in²trukcií (napr. pipelining
v moderných CPU), dátový paralelizmus (rovnaké výpo£ty na rôzne údaje) a paralelizmus
úloh (rôzne výpo£ty na rovnaké dáta). Tieto rôzne formy boli prvýkrát zaradené M. J.
Flynnom, ktorý vytvoril jeho známu taxonómiu:
 SISD - Single Instruction, Single Data stream,
 SIMD - Single Instruction, Multiple Data stream,
 MISD - Multiple Instruction, Single Data stream,
 MIMD - Multiple Instruction, Multiple Data stream.
My sa sústredíme na paralelizmus typu SIMT (Single Instruction, Multiple Threads), je
skoro to isté £o SIMD, ale SIMT bol zavedený ﬁrmou NVIDIA pre graﬁcké karty. Tento
typ je zaloºený na vláknach, ktoré vykonávajú rovnaké výpo£ty rovnakými dátami tým, ºe
rozloºia prácu medzi sebou.
GPGPU
Dnes uº asi neexistuje po£íta£, notebook, £i smartphone, ktorý by nemal v sebe GPU.
Sme svedkami za£ínajúcej revolúcie, ke¤ sa snaºíme paralelizovatelné výpo£ty prenies´ na
GPU. Moderné GPU môºe poskytnú´ masívny nárast výpo£etného výkonu pre dobre par-
alelizovatelné problémy, ako je napr. dekódovanie videa, rozpoznávanie obrazu, fyzikálne
simulácie, at¤. GPGPU je skratka General Purpose Graphics Processing Unit, £o znamená,
ºe vyuºívame silu graﬁckej karty na v²eobecné, negraﬁcké výpo£ty. Tento koncept umoº¬uje
simulova´ napr. £asticové simulácie s ve©kým po£tom £astíc v reálnom £ase, ktoré e²te pred
nieko©kými rokmi neboli moºné. Toto vylep²enie GPU znamená, ºe vedci sú schopní rýchlo
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a ©ahko vizualizova´ problémy. Týka sa to nielen fyzických problémov, ale aj chemických
(syntéza proteínov) a medicínskych (vizualizácia MRI výsledkov v 3D v reálnom £ase).
Koncept má samozrejme aj nedostatky, £o je kopírovanie dát z CPU do GPU a naopak.
Kvôli priepustnosti zberníc a £astým kopírovaním môºeme zna£ne degradova´ rýchlos´. Op-
timálne je vyhnú´ sa kopírovaniu, pokia© je to moºné. Ak chceme výpo£ty zobrazi´ napr.
pomocou OpenGL, netreba prekopírova´ z GPU do CPU a potom zase do GPU. Po prvé,
duplikovali by sme dáta na GPU a po druhé, zbyto£ne by sme zdrºiavali GPU. Architektúra
umoº¬uje pouºíva´ vyrovnávaciu pamä´ pre výpo£ty i zobrazenie.
CUDA
CUDA je architektúra graﬁckých kariet vyvinutá ﬁrmou NVIDIA. Skrakta znamená Com-
pute Uniﬁed Device Architecture, £o je zjednotená architektúra pre v²eobecné výpo£ty.
Vyuºíva´ graﬁckú kartu na v²eobecné výpo£ty uº bolo moºné aj pred vyvinutím CUDA, ale
len v programovate©ných shaderoch, £o bolo ve©mi komplikované a obmedzené. Na uloºe-
nie výsledkov pouºívali textúry. Simulácia £astíc patrí práve medzi v²eobecné výpo£ty a
v¤aka tejto platformy je jednoduch²ie implementovatelné. Firma NVIDIA vydala kom-
pletné API, ktoré je orientované na výpo£ty a nie na graﬁku, preto je moºné ove©a rýchle-
j²ie a jednoduch²ie programova´. Podporuje vývojárom pouºíva´ celé £ísla, bitové operácie,
zdie©anú pamä´, at¤. al²ie zaujímavosti sú podrobnej²ie popísané v [5].
Obrázek 4.1: Architektúra CUDA, v©avo ²truktúra mrieºky, vpravo typy pamäte.
Programovací model CUDA vyzerá nasledovne:
 paralelné výpo£ty beºia v jadrách (kernels)
 moºnos´ spusi´ súbeºné, ale rôzne jadrá
 vo vláknach jadier beºí rovnaký zdrojový kód paralelne, ale na rôznych kusoch dát.
Základný koncept je taký, ºe jadro je funkcia, ktorá spú²´a jednotlivé vlákna, kde kaºdé
vlákno má svoj index. Na základe indexu je moºné rozhodova´, ktoré vlákno bude pracova´
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na ktorej £asti dát. Vlákna sú organizované do blokov a tieto bloky zase do mrieºky, £o je
vidie´ na ©avej strane obrázku 4.1. Blok i mrieºka môze ma´ ur£itý po£et dimenzií, po£et a
ve©kos´ sú limitované hardwarom.
V CUDA existuje nieko©ko typov pamätí. Prístup do pamäti je £asto hlavnou prí£inou
zpomalenia, preto je dôleºité dôkladne zoznámi´ sa s rôznymi obmedzeniami a výhodami
jednotlivých pamätí. Hlavné typy pamäti v CUDA sú tieto:
 hostite©ská pamä´ (CPU),
 globálna pamä´ (GPU),
 a on-chip pamä´.
Typy pamätí na GPU







Prístup do lokálnej pamäte je rovnako drahý ako, prístup do globálnej pamäte. Ak dôjde
k prístupu do lokálnej pamäte, znamená ºe nie je dostatok registrov k dispozícii. Pouºitiu
tejto pamäte je lep²ie sa vyhnú´, ak je to moºné.
Kon²tantná pamä´ je £as´ globálnej pamäte, ktorá je zake²ovaná. Prvý prístup do tejto
pamäte bude vyvoláva´ cache-miss a dáta sa na£ítajú z globálnej pamäte, ale ¤al²ie prístupy
uº majú dáta k dispozícii za jeden takt. Túto £as´ budeme pouºíva´ na predpo£ítané dáta,
ktoré vopred umiestníme do kon²tantnej pamäte.
Globálna pamä´ je najvä£²ia dostupná pamä´ na graﬁckej karte. Prístup do globálnej
pamäte je drahý, pretoºe je potrebné dba´ na prístup z iných vlákien. Dne²né graﬁcké karty
uº majú obvykle okolo 1-2GB. Je moºné pouºíva´ ke²ovanie globálnej pamäte do pamäte
textúr, £o obecne umoº¬uje zlep²i´ výkon, hlavne vtedy, ke¤ £ítame dáta z jednej lokality.
Do globálnej pamäte budú uloºené v²etky vlastnosti £astíc, ako hustota, tlaková sila, pozícia,
at¤.
Na zdie©anú pamä´, £o je on-chip pamä´, sa môºeme pozera´, ako uºívate©om riadený
cache. Ve©kos´ zdie©anej pamäte na dne²ných graﬁckých kartách sa pohybuje okolo 64KB,
£o pri ur£itých problémoch môºe by´ málo. Rýchlos´ takej pamäte za dobre organizovaných
prístupov je porovnate©ná rýchlos´ou registrov. Zdie©anú pamä´ budeme potrebova´ pri
výpo£toch, v ktorých na jednej úlohe pracuje viac vlákien súbeºne a zdielajú výsledky
medzi sebou, napr. nájdenie za£iatku a konca buniek uniformnej mrieºky, vid. kapitola 5.1.
Kaºdé vlákno má prístup do zdie©anej pamäte v danom bloku, kde môºu vymie¬a´ dáta
medzi sebou.
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4.2 Návrh implementácie metódy SPH
Teoretické základy, diﬀerenciálne rovnice, ich diskretizácia, výpo£et tlaku a síl metódy SPH
sú popísané v kapitole 2. Na simulovanie kvapaliny budeme pouºíva´ platformu CUDA. To
znamená, ºe je nutné rozdeli´ dátovo závislé výpo£ty:
 výpo£et hustoty,
 výpo£et tlaku,
 výpo£et tlakovej a viskóznej sily,
 výpo£et rýchlosti,
 výpo£et pozície.
Hustota pod©a rovnice 2.29 je závislá len od hmoty £astice. Hmotu £astice poznáme, je
to predom nastavená hodnota. K vypo£ítaniu tlaku v bode £astice potrebujeme hustoty
okolitých £astíc. To znamená, ºe tieto dva kroky sa dajú vypo£íta´ spolo£ne v jednom
kerneli graﬁckej karty.
Tlakovú (rovnica 2.34) a viskóznu (rovnica 2.42) silu je moºné tieº vypo£íta´ spolo£ne.
Obe sily sú závislé od hustoty, ale tú hodnotu uº poznáme. alej, tlaková sila je závislá od
tlaku, £o bolo tieº vypo£ítané v predcházdajúcom kroku. Aby sme vedeli vypo£íta´ viskóznu
silu je nutné pozna´ rýchlos´ £astíc. Na za£iatku simulácie je to bu¤ nula, alebo iná hodnota,
na ktorú bola inicializovaná.
Posledný krok je integrácia zrýchlenia. Zrýchlenie dostaneme pod©a rovnice 2.25. Vidíme,
ºe v²etky hodnoty poznáme, potrebujeme uº len integrova´ zrýchlenie, aby sme dostali
rýchlos´. Rýchlos´ e²te raz integrujeme, aby sme dostali novú pozíciu £astice. Tým máme
v²etko vypo£ítané.
Vplyv externých síl môºme vypo£íta´ v druhom alebo v tre´om kroku.
Obrázek 4.2: Navrhnutý SPH model pre GPU. Kvôli dátovým závislostiam potrebujeme tri
prechody nad £asticami a na kaºdý prechod jeden GPU kernel. Kaºdý kernel má na starosti
rie²i´ iné úlohy.
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Metódu SPH, ktorá je implementovaná na graﬁckej karte sta£í rozdeli´ na tri kroky, aby
sme vyrie²ili dátové závislosti vo výpo£toch.
4.3 Integrácia síl
Posledným krokom algoritmu SPH je integrácia zrýchlenia a rýchlosti. V simulácii tekutiny
aktuálne pozície £astíc sú závislé na £ase. Rovnica 2.25 sa pouºíva na vypo£ítanie zrýchle-
nia £astice , rýchlos´ £astice dostaneme jej numerickou integráciou. Pozícia je vypo£ítaná
integráciou rýchlosti. V tejto kapitole sú popísané metódy vhodné na numerickú integráciu,
ktoré nie sú £asovo náro£né, ale produkujú vyhovujúce výsledky.
Implicitné a explicitné metódy
V explicitnej metóde vypo£ítame budúci stav systému na základe aktuálneho stavu sys-
tému v danom £ase, kým v implicitnej metóde nájdeme rie²enie vypo£ítaním rovníc, ktoré
zah¯¬ajú aktuálny a budúci stav sú£asne. Matematicky môºeme vyjadri´ nasledovne. Ak
aktuálny stav je Y (t) a Y (t+ ∆t) je budúci stav (∆t je £asový krok), potom pre explicitnú
metódu platí:
Y (t+ ∆t) = F (Y (t)) (4.1)
Pre implicitnú metódu platí:
G (Y (t) , Y (t+ ∆t)) = 0, (4.2)
kde h©adáme rie²enie pre Y (t+ ∆t).
Je jasné, ºe implicitné metódy potrebujú viac výpo£tov a sú taº²ie implementovate©né.
Implicitná Eulerova integrácia
Implicitná Eulerova schéma je skuto£ne semi-implicitná metóda, implicitná je len aktualizá-
cia pozície. Semi-implicitná Eulerova metóda je zaloºená na explicitnej Eulerovej metóde,
ktorá je pravdepodobne najpouºívanej²ia integra£ná metóda. V explicitnej Eulerovej metóde
pozícia a rýchlos´ sú aktualizované sú£asne.
vi+1 = vi + ai∆t (4.3)
ri+1 = ri + vi∆t (4.4)
V semi-implicitnej Eulerovej metóde aktualizácia pozície a rýchlosti sú závislé. Aktu-
alizácia rýchlosti je rovnaká ako v 4.3, ale na aktualizáciu pozície pouºívame výsledok z
aktualizovanej rýchlosti k predpovedaniu novej pozície.
ri+1 = ri + vi+1∆t (4.5)
Leap-frog integrácia
K integrovaniu £asu sme zvolili metódu nazývanú leap-frog integrátor, ktorá má presnos´
druhého rádu a je ve©mi stabilná:









Obrázek 4.3: Leap-frog integrátor, vodorovná £iara predstavuje £as, v je rýchlos´ a x je
pozícia.
kde i je £asový krok.
Metóda dostala názov Leap-frog, lebo rýchlos´ preskakuje cez pozície, a naopak. Túto
schému je vidie´ na obrázku 4.3 Rovnice môºeme prepísa´ do takého tvaru, kde sú pouºívané
len celé £ísla:




vi+1 = vi +
1
2
(ai + ai+1) ∆t (4.9)
Leap-frog je dobrý kompromis medzi natívnou Eulerovou metódou a pokro£ilej²ími metó-
dami, ktoré potrebujú viac výpo£tov pre kaºdú silu. Takéto pokro£ilé metódy, ako napr.











 OpenGL a SDL.
Niektoré zo zoznamu uº boli podprobnej²ie rozpísané v predchádzajúcich kapitolách. V tejto
kapitole sa budeme sústredi´ na dôleºité implementa£né a realiza£né £asti projektu.
Program je implementovaný v jazyku C++. Dôvody pre výber jazyka C++ boli tieto:
platformová nezávislos´, podpora objektovo orientovaného programovania a mnohotvárnosti,
a samozrejme rýchlos´. Ve©ká £ast zdrojových súborov je napísaná pre graﬁckú kartu, ktorá
po£íta simuláciu, generovanie trojuholníkov a zobrazuje výsledky. Nová verzia CUDA API,
presnej²ie verzia 4.0, uº dostala podporu pre jazyk C++. V¤aka tejto podpory sú zdro-
jové kódy £itate©nej²ie a vo vä£²ine prípadov u©ah£ujú programátorskú prácu. Skoro v²etky
výpo£ty sú vykonávané na graﬁckej karte, od samotnej simulácie aº po zobrazenie výsledkov.
Simulácia má tri pomocné kroky k urýchleniu výpo£tov a prístupov k dátam, £o súvisí
s uniformnou mrieºkou a s tromi krokmi algoritmu SPH, vi¤. obrázok 5.3.
V nasledujúcich podkapitolách sa sústredíme na implementa£né detaily, problémy a ich
rie²enie a optimalizácie.
5.1 Uniformná mrieºka
Uniformná mrieºka slúºi na sledovanie a nájdenie susedných £astíc. Táto ²truktúra pred-
stavuje najjednodu²ie delenie priestoru. Z pomenovania vyplýva, ºe mrieºka je delená na
rovnako ve©ké bunky. Do týchto buniek sú zaradené jednotlivé £astice. Kaºdá £astica je
priradená len do jedinej bunky. Z dôvodu, ºe £astica môºe prekrýva´ viac buniek, pri spra-
covávaní je nutné skúma´ aj £astice susedných buniek. Takú situáciu ukazuje obrázok 5.1.
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Obrázek 5.1: Prekrývanie buniek £astíc v uniformnej mrieºke.
Mrieºka umoº¬uje rýchle vyh©adávanie okolitých £astíc, sta£í k tomu bu¤ pozícia £astice,
alebo jej hash kód. Hash kód je identiﬁkátor bunky £astice. Na jednu bunku môºe pripada´
viac £astíc, £o zamená, ºe budú ma´ rovnaké kódy. Vlastnosti £astíc sú uloºené do polí,
takºe kaºdá £astica musí ma´ jedine£ný index.
Kroky uniformnej mrieºky pri aktualizácii údajov:
 vypo£ítanie hash kódov £astíc na základe pozícií,
 zoradenie £astíc pod©a buniek,
 nájdenie indexov za£iatku a konca buniek.
Obrázek 5.2: Zoradenie indexov pod©a hash kódov v uniformnej mrieºke.
Najprv je nutné vypo£íta´ nový hash kód kaºdej £astice na základe jej pozície. Potom
nasleduje zoradenie hash kódov a indexov £astíc. Na obrázku 5.2 je vysvetlený algoritmus
zoradenia indexov. avá strana ukazuje hash kódy a indexy £astíc pred zoradením. ísla
ved©a st¨pcov reprezentujú indexy do polí. Zoradíme polia takým spôsobom, ºe hash kódy
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budú od najmen²ieho po najvä£²í. Ke¤ prehodíme hash kód, synchronne prehodíme aj index
£astice. Nakoniec zoradené polia uº nám umoº¬ujú indentiﬁkova´ za£iatok a koniec buniek.
Za£iatok a koniec bunky sú indexy, ktoré ukaºujú odkia© aº pokia© sú £astice v poli, ktoré
patria do rovnakej bunky. astice, ktoré patria do rovnakej bunky budú po zoradení v poli
umiestnené za sebou. Napríklad bunka 1 obsahuje dve £astice s indexmi 1 a 3, teda za£iatok
bunky je index 0 a koniec 1.
5.2 Efektívna implementácia metódy SPH
Simula£ný systém simuluje kvapalinu, ktorá je zaloºená na metóde SPH. Táto metóda bola
predstavená podrobnej²ie v kapitole 2.5.
Jedna iterácia algoritmu SPH je jeden £asový krok, tzv. inkrementácia simula£ného £asu.
Tri hlavné kroky implementovaného algoritmu SPH sú názornené na Obr. 5.3.
Prvým krokom je aktualizácia akcelera£ných ²truktúr (uniformnej mrieºky). Celý krok
je podrobnej²ie popísaný v kapitole 5.1.
Druhý krok je výpo£et síl v SPH. Poradie jednotlivých krokov je dané závislos´ou dát
medzi rôznymi výpo£etmi. V SPH funkcia 2.13, ktorá slúºi na výpo£et síl je závislá na tlaku.
To znamená, ºe pred výpo£tom síl je nutné najprv vypo£íta´ tlak v bode kaºdej £astice. V
Obrázek 5.3: 3 hlavné kroky simulácie: (1) Úprava mrieºky (2) Výpo£et síl (3) Integrácia.
Kaºdý krok obsahuje v sebe ¤al²ie výpo£ty, ktoré sú rie²ite©né jediným prechodom £astíc.
poslednom kroku je inkrementovaný simula£ný £as a vypo£ítaná integrácia zrýchlenia £astíc
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£asom. Ku pôsobiacim silám sú pripo£ítané externé sily, ako gravitácia, a sily z interakcie s
hranicou simula£ného priestoru.
Model
Model SPH je zaloºený na modelu od Müllera [22]. Tento model pouºíva ²pecializované vyh-
ladzovacie jadrá. Má tri hlavné výpo£etné kroky: výpo£et hustoty, tlakovej sily, a viskóznej
sily.














Tlak p je moºné vypo£íta´ z hustoty pomocou tejto rovnice:
p = k (ρ− ρ0) . (5.3)






(vj − vi)mj∇2Wviscosity. (5.4)
V²etky premenné a kon²tanty boli presne vysvetlené v kapitole 2.
Prekalkulácia
Výpo£ty, v ktorých sa pouºívajú vyhladzovacie jadrá sa dajú optimalizova´ pomocou prekalkulá-
cie nemenných £astí vyhladzovacích jadier. Kaºdé jadro sa dá rozdeli´ na dve £asti, na kon²-
tantnú (W const) bez premennej vzdialenosti r a na £as´, ktorá je závislá na premennej r
(W var).
Vzh©adom k tomu, ºe v simulácii sa pouºíva homogenná tekutina (v²etky £astice majú
kon²tantnú hmotu) môºeme násobenie hmotou premiestni´ pred sumu, a vyjadri´ hustotu
nasledovne:













Optimalizovaná verzia výpo£tu tlakovej sily:



















Nakoniec optimalizované rovnice na výpo£et viskóznej sily:
fviscosityi = µ ∗m
1
ρi










∇2W varviscosity = (h− |r|) . (5.13)
Kvôli datových závislostí pre tento model potrebujeme dva kroky iterácie nad £asticami.
Tlaková aj viskózna sila je závislá na hustote, preto v prvom kroku vypo£ítame hustotu. Po
tomto kroku nasleduje výpo£et tlakovej a viskóznej sily, ktoré zakombinujeme do jedného
kroku.
Narvhnutá optimalizácia zna£ne zniºuje £as potrebný k výpo£tom a umoº¬uje vyhnú´
sa zbyto£ných prepo£ítaní kon²tantných £astí rovníc.
Pseudokódy
V tejto podkapitole popí²eme pseudokódy SPH výpo£tov, £o pomôºe lep²ie pochopi´ výpo£ty
metódy. Prvý krok metódy SPH ukazuje algoritmus 1. Je to krátky algoritmus, v cyklu aku-
mulujeme hodnotu premennej £asti vyhladzovacieho jadra a nakoniec hodnotu vynásobíme
hmotou £astíc a kon²tantnou £as´ou jadra.
Pretoºe sily tlaku a viskozity nie sú dátovo závislé, môºeme ich vypo£íta´ v jednom
itera£nom kroku, vi¤ algoritmus 2. Tento algoritmus je uº mierne komplikovanej²í. Funguje
podobne ako predchádzajúci, ale táto iterácia akumuluje nielen premenné £asti jadier, ale
aj výsledky tlakových a rýchlos´ných výpo£tov.
Algoritmus 1 Pseudokód pre výpo£et hustôt.
for particles : i do
density[i] = 0;
for neighbourCells : cell do
for particle in cell : j do
r = position[i] - position[j];
l = length(r);
if l <= h then




density[i] *= mass * W constpoly6 ;
end for
5.3 Zobrazenie
Uºívate© si môºe vybra´ z týchto typov zobrazení:
 Point Sprites (gu©ô£kové zobrazenie),
 Marching cubes,
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Algoritmus 2 Pseudokód pre výpo£et síl.




for neighbourCells : cell do
for particle in cell : j do
r = position[i] - position[j];
l = length(r);
if l <= h then
density[i] += W varpoly6(r, h);
force.pressure +=
((pressure[i] + pressure[j]) / density[j]) * W varpressure(r, h);
force.viscosity +=




force[i] += (- mass * W constspiky * force.pressure) / (2 * density[i]);
force[i] += (µ * mass * W constviscosity * force.viscosity) / density[i];
end for
 Marching cubes s tesselláciou.
Výsledky jednolivých zobrazení je moºné vidie´ v kapitole 6.
Point sprites
Zobrazenie metódou Point Sprites, ako uº bolo popísané v podkapilole 3.1, nepotrebuje
ºiadne podrobnej²ie vysvetlenie. Je to najjednodu²ia metóda, ktorápoprové sa dá imple-
mentova´ na pár riadkoch.
Farbenie
Po prepnutí na toto zobrazenie môºeme zapnú´ dynamické farbenie £astíc. Zdrojom farbenia
môºe by´:
 rýchlos´né pole
 silové pole (interné + externé sily)
Farby gradientov sú tieto:
 biela
 £ierna → sedá
 £ierna → azúrová
 modrá → biela
 HSV modrá → HSV £ervená
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(a) Fontána pú²´aná z boku. (b) Fontána pú²´aná z dola.
Obrázek 5.4: Fontány zobrazené metódou Point Sprites.
U gradientov prvá farba je pouºívaná na malé hodnoty a druhá na ve©ké. Napr. pri vo©be
gradientu £ierna → azúrová a zdroja silové pole, £ierné regióny budú znamena´, ºe pôsobia
malé sily a azúrové ve©ké sily.
Marching cubes
Obrázek 5.6: Tekutina generovaná
metódou Marching cubes.
Metóda Marching cubes je ©ahko paralelizovate©ná,
a preto bola implementovaná tak, aby algoritmus
beºal s vyuºitím GPU. Pri implementácii boli pouºí-
vané predpo£ítané look-up tabu©ky, ktoré dokáºu
zna£ne zníºi´ dobu trvania výpo£tov. Pouºívané sú tri
tabu©ky. Prvá tabu©ka obsahuje indexy hrán, ktoré po
troch tvoria trojuholníky. Tieto trojuholníky pouºi-
jeme na pokrytie izoplochy. Z druhej tabu©ky môºeme
zisti´ ko©ko trojuholníkov potrebujeme na pokrytie
pre danú konﬁguráciu. Posledná tabu©ka sa pouºíva
na interpoláciu. Pomocou tejto tabu©ky sme schopní
zisti´, ºe pre ur£itý vrchol aké budú indexy sused-
ných vrcholov, £o ve©mi zjednodu²uje prácu pri in-
terpolovanií normálov. Pobrobnej²í popis o indexácii
vrcholov a indexov, a o pouºívaní bitových vektorov
obsahuje podkapitola 3.2.
Kroky algoritmu:
 Vzorkovanie. Zistíme ktoré kocky budú tvori´ povrch izoplochy, aké sú ich konﬁg-
urácie a ko©ko trojuholníkov potrebujeme na pokrytie.
 S£ítanie aktívnych kociek. Ak ich po£et je nula, netreba spusi´ sa do ¤al²ích krokov.




Obrázek 5.5: Rôzne typy gradientov: (1) biela (2) £ierna → ²edá (3) £ierna → azúrová (4)
modrá → biele (5) HSV modrá → HSV £ervená.
(a) Gu©ô£ky. (b) Normály.
Obrázek 5.7: Ukázka povrchových normálov.
 £ítanie trojuholníkov.
 Generovanie trojuholníkov. Generované sú aj normály, ale normály vo vrcholoch
kaºdého trojuholníka pozerajú rovnakým smerom.
 Interpolácia normálov.
V kroku vzorkovania je pouºvaná mrieºka simulátora. Kvôli malej výkonnosti pouºívanej
graﬁckej karty nie je vypo£ítaná hustota izoplohy v kaºdom vrcholu kocky. Namiesto toho
sa pouºíva hustota £astíc v danej bunke. Samozrejme toto rie²enie má aj nedostatky, ale
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nie je potrebné spusti´ sa do £asovo náro£ných výpo£tov. Ak máme dostupnú dostato£nú





difi (|x− ri|) , (5.14)
kde fi je funkcia hustoty, di sú koeﬁcienty hustoty. Pre fi (r) = 0 platí, ak r > R, kde R je
efektívny polomer vplyvu hustoty £astice. Funkcia fi (r) monotónne klesá zvý²ením hodnoty
r.
Kompresiu indexov môºeme predstavi´ nasledovne. Ak máme tri pole:
A = {0, 1, 2, 3, 4, 5} ,
F = {1, 0, 1, 1, 0, 1} ,
C = {0, 2, 3, 5, X,X} ,
kde pole A obsahuje pôvodné indexy, pole F príznaky obsadenosti (aktívne / pasívne) kociek
a C komprimované indexy. X znamená, ºe tie elementy nás nezaujímajú. Pomocou polí A a
F vytvoríme pole C, ktoré obsahuje indexy len aktívnych kociek. Ke¤ v F je 0, nepridáme
index z A do C.
V kroku generovania trojuholníkov vypo£ítame pozície na základe pretínaných hrán a
interpolujeme ich pod©a relatívnej hustoti vrcholov.
V poslednom kroku je nutné zpätne mapova´ vrcholy susedných trojuholníkov a inter-
polova´ ich. Bez interpolovaných normálov sa nedá spravi´ hladké tienenie povrchu. Na
obrázku 5.7 sú znázornené extrahované normály povrchu.
Interpolácia a tessellácia
V tejto podkapilole budeme skúma´ rozdiely jednolivých výsledkov, ktoré boli generované
metódou Marching cubes.
Obrázok 5.8(a) ukazuje výsledky bez interpolácie normálov. Je vidie´, akým smerom
sú orientované jednotlivé trojuholníky a kaºdý je vyfarbený rovnakým odtie¬om, £o ve©mi
zhor²uje vizuálnu kvalitu.
Na druhom obrázku 5.8(b) vidíme, aké sú výsledky so zapnutou interpoláciou povr-
chových normálov. Uº nie je moºné rozpozna´ jednotlivé trojuholníky, sú kraj²ie tienené s
rôznymi odtie¬mi. Problém je, ºe ostré hrany sú stále viditlné.
Na tento problém existujú dve rie²enia. Prvé je pouºíva´ adaptívnu mrieºku. Najprv nav-
zorkova´ objem hrubou mrieºkou. Ak uº poznáme aktívne kocky, tak môºeme navzorkova´
objem znova s mrieºkou, ktorá má uº vä£²ie rozlí²enie. Vzvorkova´ budeme len v aktívnych
regiónoch, £o u²etrí ve©a £asu. Druhá moºnos´ je ove©a jednoduch²ia. Pouºijeme tessellá-
tor graﬁckej karty a budeme deli´ trojuholníky na men²ie a nové body posunieme pod©a
interpolovaných normálov, aby sme dostali zaoblený porvh. Toto rie²enie ukazuje obrázok
5.8(c).
Posledný obrázok ukazuje rozdiel medzi vypnutou a zapnutou tesselláciou. Na ©avom
obrázku 5.9(a) trojuholníky sú v pôvodnom stave. Na obrázku 5.9(b) sú trojuholníky delené
na men²ie a vytvorené nové body sú posunuté. Výpo£et delenia trojuholníkov a posunutie
ich vrcholov je popísané v podkapitole 3.2. Je vidie´, ºe na tomto obrázku povrh je uº hladký.
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(a) Bez interpolácie. (b) Interpoláciou.
(c) Tesselláciou.
Obrázek 5.8: Ukázka interpolovaných normálov a tessellácie.
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(a) Bez tessellácie. (b) Tesselláciou.
Obrázek 5.9: Ukázka trojuholníkov pri tessellácie.
(a) Fontána pú²´aná z boku. (b) Fontána pú²´aná z dola.




Táto kapitola obsahuje zhrnutie dosiahnutých výsledkov tejto práce a práce do budúcna.
Program je implementovaný v programovacom jazyku C++. Komponenty systému boli
navrhnuté vysokou mierou znovupouºite©nosti. Pri implementácii boli pouºívané rôzne typy
buﬀerov (na skalárne hodnoty, vektory, ad´.) pre rôzne pamä´ové miesta (pamä´ CPU a
GPU). Aby nebolo nutné pre v²etky typy implementova´ ²peciálne buﬀery a managery
buﬀerov, boli tieto komponenty implementované vysokou abstrakciou, £o zjednodu²uje prácu




Obrázek 6.1: Prietoky v rýchlostnom a v silovom poli pouºitím metódy Point Sprites.
Obrázky generované programom sa nachádzajú v kapitole 5. V programe je moºné zapnú´
fontánu, vid obrázok 5.10. Fontána te£ie bu¤ z boku, alebo zo spodu. Pomocou otá£ania
kocky môºeme spravi´, aby tekunina tiekla napr. z hora. Fontána má dve nastavite©né
parametre: po£et a rýchlos´ £astíc, ktoré vystupujú z nej za jednu £asovú jednotku (£asový
krok).
Smer gravitácie sa dá meni´ tieº otá£aním kocky, takým spôsobom sme schopní napr.
rozhojda´ tekutinu.
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Pri vo©be zobrazenia Point Sprites je moºné sledova´ prietok rýchlostí a síl a ich postupné
vyhladenie na za£iatku te£úcej tekuniny. Tieto javy ukazuje obrázok 6.1.
6.1 Testovanie
Algoritmy implementované pre beh v GPU boli tieº napísané v C++ a pouºitím platformy
CUDA, s CUDA API verziou 4.0. Program bol testovaný na graﬁckej karte NVidia GeForce
540M, ktorá má 96 jadier. Pouºívaným opera£ným systémom bol Ubuntu 11.04 (64bit) s
linuxovým jadrom 2.6.38-13-generic.
Výsledky testov sú zobrazené tabu©kovou formou (tabu©ky 6.1, 6.2 6.3, 6.4) aj graﬁcky
(obrázky 6.2, 6.3, 6.4 a 6.5), kvôli lep²iemu pochopeniu.
Maximálna hranica po£tu £astíc, pri ktorom simulácia pobeºí v reálnom £ase je okolo
60000 pri roºlí²ení mrieºky 80Ö80Ö80. V prípade, ºe zapneme zobrazovaciu metódu March-
ing cubes s interpoláciou, výkon pri daných parametroch extrémne poklesne, vi¤ obrázok
6.5.
Obrázek 6.2: Výsledky testovania s pouºitím 15000 £astíc.
Z testov je vidie´, ºe postupným zvý²ením rozlí²enia simula£nej mrieºky sa zníºi doba
výpo£tu simulácie. To je pôsobené tým, ºe v priemere na jednu bunku padne menej £astíc
pri men²om rozlí²ení. Tým, ºe zvý²ime rozlí²enie, zvý²ime aj výpo£etné nároky na údrºbu
mrieºky (he²ovanie a zoradenie £astíc, aktualizácie buniek). Kvôli tomu, ºe metóda Marching
cubes pouºíva mrieºku simulácie, zvý²ime £as potrebný k výpo£tom, ale tým pádom zvý²ime
aj kvalitu výsledkov, teda hladkos´ povrchu.
Samotná metóda Marching cubes nie je citlivá na po£et pouºívaných £astíc. To je z
dôvodu implementácie, ako uº bolo popísané v podkapilole 5.3. Kvôli malej výkonnosti
pouºívanej graﬁckej karty nebolo moºné v kaºdom bode mrieºky po£as vzorkovania vypo£í-
ta´ hustotu izoplochy, preto boli pouºívané hodnoty hustôt buniek. Toto rie²enie funguje
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Obrázek 6.3: Výsledky testovania s pouºitím 30000 £astíc.
Obrázek 6.4: Výsledky testovania s pouºitím 45000 £astíc.
ve©mi rýchle a pomocou relatívnej hustoty sa dajú interpolova´ vrcholy na hranách kociek.
Negatívna strana toho rie²enia je menej presný vyextrahovaný povrch. Ve©ká výhoda pri
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Obrázek 6.5: Výsledky testovania s pouºitím 60000 £astíc.
generovaní výsledkov je, ºe táto metóda nie je závislá na ﬁnálnom rozlí²ení zobrazenia, ako
napr. metóda Ray casting.
6.2 Práce do budúcna
V tejto kapitole krátko popí²eme moºné vylep²enia a optimalizácie narvhnutého a imple-
mentovaného systému.
o sa týka simulácie z fyzikálnej strany, chýba implementácia porvchového napätia.
Táto sila má na tekutinu len malý vplyv, ale ak chceme dosiahnu´ vy²²iu kvalitu výsled-
kov simulácie, tak výpo£ty fyzikálneho modelu by mali vypo£íta´ pôsobenie tejto sily tieº.
Zo strany optimalizácie treba nájs´ a predpo£íta´ v²etky £asti algoritmu, ktoré sú vypo£í-
tané zbyto£ne viackrát. alej by sa dalo optimalizova´ siahanie do globálnej pamäte, napr.
pouºívaním textúr, ktoré sú ke²ované.
Zobrazenie metódou Marching cubes potrebuje zna£né vylep²enie, £o na pouºívanej
graﬁckej karte nebolo realizovate©né. Sem patrí extrahovanie povrchu tekutiny, ako uº bolo
popísané v kapitole 5.3; v bodoch mrieºky vypo£íta´ hustotu izoplochy. al²ia práca je
implementovanie adaptívnej mrieºky, £o bude generova´ hladký povrch a zachytí aj malé
kvapky tekutiny, ktoré pri malom rozlís²ení mrieºky nie sú detekované.
Testovanie programu na výkonnej graﬁckej karte by bolo ve©mi zaujímavé, simulova´
tekutinu, ktorá sa skladá z 100 alebo 500 tisíc £astíc. Nevýhoda metódy SPH je, ºe potrebuje
ve©ké mnoºstvo £astíc, aby dosiahla hodnoverné výsledky.
Ako je vidie´ z výsledkov testovania interpolácia normálov potrebuje najviac £asu. To je z
dôvodu spätného mapovania normálov a z redundacie výpo£tov. Implementovaný algoritmus
je ve©mi jednoduchý. Problém je, ºe optimalizova´ uº nie je tak jednoduché.
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Po£et £astíc: 15000
RM 303 353 403 453 503 553
SIM 7.273 6.801 6.318 6.175 5.86 5.665
MC 2.147 2.783 3.43 4.184 4.971 5.919
NI 6.979 8.116 8.84 9.936 10.889 11.801
Spolu 16.399 17.7 18.588 20.295 21.72 23.385
RM 603 653 703 753 803
SIM 5.401 5.35 5.238 5.027 4.95
MC 6.88 8.332 9.562 10.95 12.39
NI 12.61 13.518 14.188 14.89 15.32
Spolu 24.891 27.2 28.988 30.867 32.66
Tabulka 6.1: Výsledky testovania boli merané v milisekundách pri rôznych rozlí²eniach
mrieºky. SIM znamená £as potrebný k simulácii, MC je Marching cubes, NI je interpoláca
normálov. Tabu©ka obsahuje dáta testovania s pouºitím 15000 £astíc.
Po£et £astíc: 30000
RM 303 353 403 453 503 553
SIM 19.16 17.75 15.75 14.84 13.97 13.25
MC 2.738 3.152 4.178 5.005 5.733 6.723
NI 7.471 8.158 10.222 12.305 13.937 16.527
Spolu 29.369 29.06 30.15 32.15 33.64 36.5
RM 603 653 703 753 803
SIM 13.11 12.1 11.76 11.45 11.24
MC 7.778 9.319 10.7 12.1 13.76
NI 17.562 19.691 21.21 22.97 24.13
Spolu 38.45 41.11 43.67 46.52 49.13
Tabulka 6.2: Výsledky testovania boli merané v milisekundách pri rôznych rozlí²eniach
mrieºky. SIM znamená £as potrebný k simulácii, MC je Marching cubes, NI je interpoláca
normálov. Tabu©ka obsahuje dáta testovania s pouºitím 30000 £astíc.
Po£et £astíc: 45000
RM 303 353 403 453 503 553
SIM 32.68 29.57 26.99 25.01 23.34 22.09
MC 2.708 3.466 4.606 5.25 6.136 7.25
NI 4.216 6.854 10.174 13.419 16.674 20.05
Spolu 39.604 39.89 41.77 43.68 46.15 49.39
RM 603 653 703 753 803
SIM 20.96 20.13 19.4 18.81 18.2
MC 8.462 10.04 11.54 13.04 14.74
NI 21.958 25.5 29.03 31.41 32.83
Spolu 51.38 55.67 59.97 63.26 65.77
Tabulka 6.3: Výsledky testovania boli merané v milisekundách pri rôznych rozlí²eniach
mrieºky. SIM znamená £as potrebný k simulácii, MC je Marching cubes, NI je interpoláca
normálov. Tabu©ka obsahuje dáta testovania s pouºitím 45000 £astíc.
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Po£et £astíc: 60000
RM 303 353 403 453 503 553
SIM 47.67 43.53 39.75 37.08 34.61 32.37
MC 2.911 3.644 4.568 6.239 7.018 7.553
NI 3.642 7.336 10.132 14.091 18.352 22.567
Spolu 54.223 54.51 54.45 57.41 59.98 62.49
RM 603 653 703 753 803
SIM 30.72 29.75 28.16 27.31 26.57
MC 8.883 11.33 12.22 14.01 15.54
NI 27.307 29.44 34.99 38.64 42.37
Spolu 66.91 70.52 75.37 79.96 84.48
Tabulka 6.4: Výsledky testovania boli merané v milisekundách pri rôznych rozlí²eniach
mrieºky. SIM znamená £as potrebný k simulácii, MC je Marching cubes, NI je interpoláca
normálov. Tabu©ka obsahuje dáta testovania s pouºitím 60000 £astíc.
Posledná vec je vytvorenie kvalitnej²ieho zobrazenia, ktorá podporuje aj priesvitnos´,
refrakciu a reﬂexiu. Tieto vlastnosti sú typické pre tekutiny, a nutné k tomu, aby sa javili £o
najrealistickej²ie. Metóda Ray casting podporuje v²etky tieto vlastnosti. Nedostatok metódy
je, ºe v porovnaní s Marching cubes je ove©a pomalej²ia. Zrýchli´ sa dá napr. s Depth




Výsledkom tejto práce je funk£ný simulátor kvapalín, ktorý je zaloºený na fyzickom modeli
SPH. Kvapaliny tvoria dôleºitú £as´ ná²ho prostredia v ktorom ºijeme, preto je ich realistická
simulácia a zobrazenie ve©mi dôleºité, a to nie len na pouºívanie v po£íta£ových hrách.
Pouºívajú sa aj pri biomedikálnych simuláciach, napr. na simulovanie krvného prietoku v
ºilách.
Program umoº¬uje uºívate©ovi vybra´ z rôznych typov zobrazení. Tieto zobrazenia sú
metóda Point Sprites a metóda Marching cubes. o je ve©mi dôleºité, uºívate© môºe so inter-
agova´ systémom, zapnú´ fontánu, meni´ jej parametre, alebo pomie²at kvapalinu otá£aním
simula£nej kocky.
Experimenty zah¯¬ali okrem simulácie a implementácie zobrazení aj ich urýchlenie po-
mocou graﬁckej karty, ktorú je moºné programova´ na rie²enie v²eobecných problémov.
V predchádzajúcich kapitolách boli diskutované nedostatky implementovaných metód a
algoritmov, a ich teoretické rie²enie a pokra£ovanie.
Aké pozitíva mi dal tento projekt? Najdôleºitej²ie je, ºe som roz²íril moje znalosti,
skúsenosti a vyskú²al veci, ktoré ma uº dávnej²ie zaujímali. Pre£ítal som ve©a materiálov,
ktoré obsahovali aj iné problémy a ich rie²enia, kvôli £omu som mohol spozna´ ve©a zaují-
mavých veci z oblasti po£íta£ovej graﬁky. Bolo zaujímavé vyhlada´ z materiálov relevantné
informácie, pochopi´ ich a pokúsi´ sa implementova´ ich. alej som mal moºnos´ vyskú²a´
platformu CUDA, £o ja povaºujem v dnesnej dobe za dobrú skúsenos´. Okrem toho som mal
moºnos´ sa zdokonali´ v jazyku C++ a naprogramova´ template triedy. Hoci STL jazyka
C++ uº pouºívam dávnej²ie, vlastné triedy som predtým nenapísal.
Práca bola zábavná a zaujímavá. Plány na pokra£ovanie uº mám a budem rád, ke¤ sa
môºem znova pusti´ rie²enia problémov.
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 program  Súbory k programu
 bin  spustite©ný program (Linux x64)
 shader  zdrojové súbory shaderov
 src  zdrojové súbory
 doc  Dokumentácia
 tex  TEX súbory
 technicka_zprava.pdf  Technická zpráva
 lib  Pouºivané kniºnice
 cuda  NVidia CUDA Toolkit 4.2.9
 sdl  Simple Directmedia Layer 1.2.15





Program je protrebné preloºit pred spustením, príkaz make nám vyrobí spustite©ný súbor.
Je nutné ma´ nakonﬁgurované CUDA Toolkit a správne nastavené cesty. Make vytvorí
spustite©ný súbor, £o môºeme spusti´ s príkazom make run.
Na ovládanie programu je moºné pouºíva´ my² a klávesové skratky.
Klávesové skratky:
Esc Vypnutie programu
F1 Zobrazenie Point Sprites
F2 Zobrazenie Marching cubes (základný)
F2 Zobrazenie Marching cubes (povrchové normály)
F4 Zobrazenie Marching cubes (tesselovaný)
F5 Zobrazenie Marching cubes (tesselované trojuholníky)
F6 Zobrazenie Ray casting
R Kompletné zastavenie/spustenie simulácie a generovania zobrazení
E Spustenie a zastavenie integrovania v simulácii
A Spustenie a vypnutie fontány
X Prepnutie pozície fontány
C Inicializácia pozícií £astíc
I Zapnutie/vypnutie interpolovania normálov (funguje s Marching cubes)
N Zapnutie/vypnutie vykreslenia normálov (funguje s Marching cubes)
D Zapnutie/vypnutie dynamického prefarbenia (funguje s Point Sprites)
G Zmena gradientu farbenia (funguje s Point Sprites)
S Prepnutie zobrazenia medzi silovými a tlakovými po©ami (funguje s Point Sprites)
W Inkrementácia faktoru premiestnenia trojuholníkov pri tessellácii
57
Q Dekrementácia faktoru premiestnenia trojuholníkov pri tessellácii
Ctrl + W Inkrementácia tessella£ných úrovní
Ctrl + Q Dekrementácia tessella£ných úrovní
F Inkrementácia rýchlosti £astíc fontány
Ctrl + F Dekrementácia rýchlosti £astíc fontány
P Inkrementácia po£tu £astíc fontány
Ctrl + P Dekrementácia po£tu £astíc fontány
My²:
avé tla£ítko slúºi na otá£anie, pravé na priblíºenie.
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