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Abstract
Paraxial light propagation in media with a periodically modulated refractive index - pho-
tonic lattices - shares many similarities with condensed matter and quantum systems,
such as electron dynamics in crystals, Bose-Einstein condensates in optical lattices, and
polaritons in structured microcavities. Analogies between these different physical settings
are both fundamentally interesting and have practical applications, providing novel ways
to control the flow of light in optical devices. For example, the concept of a photonic
band gap was inspired by electronic band gaps in semiconductors. Following seminal ad-
vances in condensed matter physics in the past decade including the isolation of graphene
and the discovery of topological insulators, it is now crucially important to explore the
opportunities offered by photonic analogues of these exotic systems.
This thesis studies theoretically and experimentally the linear and nonlinear singular
optics of photonic lattices, with emphasis on the interplay between wave singularities
including optical vortices, and singularities in their energy-momentum spectrum such as
conical intersections and flat bands.
Beginning with ring lattices governed by the discrete nonlinear Schro¨dinger equation,
we study in detail the existence, stability, and nonlinear dynamics of discrete vortex soli-
tons, establishing novel mechanisms for all-optical switching of their topological charge,
including the use of a parity time-symmetric defect with balanced gain and loss to discrim-
inate between left- and right-handed vortices. We demonstrate experimentally a power-
controlled vortex switch in a ring lattice optically-induced in a photorefractive crystal.
Next we study connections between optical vortices, orbital angular momentum, and
conical intersections. We show analytically that the orbital angular momentum of light is
sensitive to the Bloch bands’ Berry curvature and the conical intersection’s pseudospin,
confirming this result with numerical simulations of wavepacket propagation in honeycomb
and kagome lattices. We present a detailed study of an integer pseudospin conical inter-
section appearing in the Lieb lattice, focusing on how its additional flat band influences
linear and nonlinear conical diffraction, before verifying our predictions experimentally in
a femtosecond laser-written lattice in fused silica glass.
Generalising the Lieb lattice to other flat band lattices, we examine the important
question of their robustness to disorder within the Anderson model of localisation. The
singular, divergent flat band density of states leads to sensitivity to perturbations such as
disorder, resulting in anomalous scaling of the Anderson localisation length and heavy-
tailed linear and nonlinear transport statistics which we explain using an analogy with
Fano resonances. We find correlated disorder can transform the singular density of states
into weaker square root or logarithmic singularities.
Finally, we analyse spontaneous parametric down-conversion in one dimensional lat-
tices with nontrivial topology, revealing how their spectral winding influences the quantum
correlations of generated photon pairs via destructive interference and edge modes.
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Chapter 1
Motivation and outline
In this International Year of Light it is amazing to observe the accelerating rate at which
light-based technologies are changing the world, founded on the invention of the laser in
1960 [1]. Practical applications include the fibre optic data links forming the backbone of
the Internet and the use of lasers in medical procedures such as eye surgery. Among nu-
merous uses in physics, laser light is employed in experimental tests of quantum mechanics
(eg. Bell tests [2]), and the search for gravitational waves (eg. LIGO, the Laser Inter-
ferometer Gravitational Wave Observatory [3]). Underlying these applications are two
important properties of laser light: its high intensity and its coherence, and our ability to
engineer artificial structures to control the flow of light.
High intensity light sources form the basis of nonlinear optics, discovered in 1961 with
the observation of frequency doubling [4]. Today this process is ubiquitous in green laser
pointers. Nonlinear optical effects are profoundly important as they enable all-optical
switching and signal processing, with light controlling light [5]. On a more fundamental
level, nonlinear optics allows the observation of optical solitons, self-trapped nonlinear
waves originally observed in water [6]. Self-focusing displayed by solitons can cancel pulse
dispersion in optical fibres, increasing their data capacity.
Coherent light with a well-defined phase is essential for harnessing the wave nature of
light through effects such as interference, which underlies holographic data storage [7]. The
phase provides an additional degree of freedom not found in incoherent light sources such
as light bulbs. Points of perfect destructive interference form phase singularities called
optical vortices, fundamental to the growing field of singular optics [8]. Applications
of optical vortices include optical micromanipulation of biological samples [9] and data
encoding [10].
Essential to all of the above applications is our ability to control light propagation
and dispersion using appropriately designed materials. These range from simple bulk
components such as lenses and beam splitters, to complex integrated devices with the
refractive index engineered on the scale of micrometres. Especially interesting is light
propagation through media with a periodically modulated refractive index such as photonic
lattices, which shares many similarities with dynamics of electrons in condensed matter
systems, Bose-Einstein condensates in optical lattices [11], and polaritons in structured
microcavities [12]. Analogies between these different systems are fundamentally interesting
and also have useful applications. Examples include the concept of a photonic band
gap in analogy with electronic band gaps [13, 14], forming the basis for photonic crystal
waveguides, and generalisations of photonic metamaterials to acoustic and seismic waves
to protect structures against earthquakes [15, 16]. Our ability to exploit these analogies
is still in its infancy, and the search for new interesting analogies promises further useful
applications.
1
2 Motivation and outline
In the past decade, the linear band theory of solids has been reinvigorated by some
seminal advances. In 2004, Geim and Novoselov isolated graphene, which earned them
2010 Nobel prize [17–19]. Graphene is a two dimensional material in which electrons obey
the Dirac equation with an effective speed of light vF ≪ c, forming a playground for the
tabletop emulation of relativistic physics. In the same year, Kane and Mele discovered
a new “topological” phase of matter, hidden within graphene’s tight binding model [20].
These two areas, graphene physics and topological insulators, are now the subject of a
huge amount of attention in the condensed matter physics community [21, 22].
Underlying the novel properties of these new materials is the presence of topological
defects or singularities in their linear spectrum; points in the Brillouin zone where some
property of the Bloch waves such as their group velocity becomes ill-defined. Researchers
in photonics are now designing optical analogues of these materials. In this context, the
thesis studies theoretically the nonlinear and singular optics of novel singular lattices,
revealing deep connections between singularities in spatially structured optical fields, such
as optical vortices, and singularities in the spectra of specially structured lattices. The two
typically appear together; wave propagation at spectral singularities generically produces
destructive wave interference and wave singularities. Conversely, destructive interference
and phase singularities of Bloch waves are useful signatures of singularities in the eigenvalue
spectrum. The predictions presented here offer new ways to control the flow of light and
its singularities, and many are now being tested in experiments.
Chapter 2 introduces basic concepts used in the rest of the thesis. Starting with
Maxwell’s equations and applying the scalar paraxial approximation, we derive the fun-
damental model studied in this thesis: the nonlinear Schro¨dinger equation with a periodic
potential. Specialising to photonic lattices, we introduce their Bloch wave eigenmode
structure and approximation schemes such as the tight binding and k · p approximations.
We review aspects of singular optics, including optical vortices and polarisation singular-
ities, as well as their characterisation using topological charges. We finally introduce the
concept of spectral singularities, using properties of graphene (honeycomb lattices) as an
example.
In Chapter 3 we explore the nonlinear dynamics of discrete vortices in ring lattices,
with emphasis on mechanisms for achieving stable all-optical (nonlinear) switching of
their topological charge. We first consider cross phase modulation between two incoherent
vortex beams, demonstrating an inverse stability hierarchy in which beams with higher
total charge posses larger regions of stability than low charge beams. Next, we explore the
sensitivity of vortex solitons to spectral singularities induced by parity-time symmetric
potentials: breaking time reversal symmetry lifts the spectral degeneracy between left-
and right-handed vortex solitons. We also find that linear vortex modes are associated
with the existence of an exceptional point spectral singularity. Finally, we demonstrate
stable switching of the vortex charge in a ring of four waveguides optically induced in a
strontium barium niobate crystal.
Conical intersections, spectral singularities formed by the degeneracy of two or more
Bloch bands, are the focus of Chapter 4. We establish a link between an emergent pseu-
dospin at conical intersections, optical vortices, and orbital angular momentum. In par-
ticular, conversion between different pseudospin eigenstates during propagation is accom-
panied by the appearance of optical vortices in the field components. In other words, the
conical intersection spectral singularity generates wave singularities! We show analytically
that the optical orbital angular momentum at conical intersections can be decomposed into
two contributions, one depending on the Bloch bands’ Berry curvature, and other on the
3pseudospin. We verify these theoretical predictions using extensive numerical simulations
of light propagation in photonic honeycomb and kagome lattices. We finally examine in de-
tail the properties of a novel integer pseudospin conical intersection appearing in photonic
Lieb lattices. We study novel linear and nonlinear conical diffraction, explore symmetry
breaking induced by next-nearest neighbour waveguide coupling, and demonstrate these
ideas experimentally in femtosecond laser-written waveguide arrays.
Shifting focus to a spectral singularity of the density of states, Chapter 5 studies flat
bands. We begin by studying a quasi-one dimensional analogue of the Lieb lattice: the
diamond ladder. We show how the divergent density of states of its flat band leads to
unconventional properties in the presence of disorder: anomalous scaling of the Ander-
son localisation length, and heavy-tailed wave transport statistics that are tunable via
nonlinearity. Next we generalise these observations to other flat band lattices, explaining
the strong sensitivity of flat bands to perturbations in terms of Fano resonances induced
by their compact modes which are localised by perfect destructive interference. We also
reveal the impact of correlated disorder on flat bands such as the generation of logarithmic
and square root singularities in their density of states, and explain how these features may
be experimentally observed in the recently fabricated Lieb lattice.
In Chapter 6 we explore how the nontrivial winding or topology of Bloch waves in
certain singular photonic lattices can influence a quantum-optical process: spontaneous
parametric down-conversion. We show how nontrivial topology leads to destructive wave
interference and the emergence of selection rules for the generation of entangled photon
pairs, and novel quantum correlations induced by edge modes. As a specific example we
consider an analogue of the Su-Schrieffer-Heeger model, which can be experimentally re-
alised in lithium niobate nonlinear waveguide arrays using existing fabrication techniques.
We conclude the thesis with a summary of our results and their significance, before
discussing interesting open problems and future research directions.
4 Motivation and outline
Chapter 2
Introduction: singular optics in
photonic lattices
This chapter reviews the fundamentals of light propagation in photonic lattices, singular
optics, and spectral singularities. We begin with Maxwell’s equations for a nonlinear di-
electric medium and invoke the paraxial approximation to derive the nonlinear Schro¨dinger
equation. Specialising to periodic media in Sec. 2.2, we discuss light propagation in pho-
tonic lattices, including the tight binding and k · p approximations. Turning to singular
optics in Sec. 2.3, we introduce optical vortices as the fundamental wave singularity of
paraxial fields. Finally, in Sec. 2.4 we generalise to spectral singularities of photonic lat-
tices, using analogies with graphene and topological insulators.
2.1 From Maxwell’s equations to paraxial propagation
We begin with Maxwell’s equations for a continuous medium,
∇ ·D = 4πρ, (2.1a)
∇ ·B = 0, (2.1b)
∇×E = −1
c
∂tB, (2.1c)
∇×H = 4π
c
J+
1
c
∂tD, (2.1d)
with electric displacement D = E + 4πP, free charge density ρ, magnetic field B =
H+4πM, electric field E, auxiliary magnetic field H, free current density J, polarisation
P, and magnetisation M. In the following we assume there are no free charges or currents
and the material is nonmagnetic, ρ = J =M = 0.
We consider a nonlinear dielectric medium in which the polarisation depends on the
electric field amplitude, assuming a Taylor series expansion
P(t) = ǫ0(χ
(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ...), (2.2)
where χ(n) is the n-th order susceptibility. The linear susceptibility χ(1) determines the
linear refractive index of the material n0 via n
2
0 = 1 + 4πχ
(1). The second term, χ(2), can
be nonzero in non-centrosymmetric media and is responsible for processes such as second
harmonic generation [4] and spontaneous parametric down-conversion, studied in Chap-
ter 6. In Kerr nonlinear media, χ(3) is responsible for a refractive index n(I) dependent
on the light intensity I = |E|2.
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Taking the curl of Eq. (2.1c) and using Eq. (2.1d) gives the wave equation,
∇2E+ 2∇
(∇n
n
·E
)
− n
2
c2
∂2tE = 0. (2.3)
Assuming a weak refractive index modulation, ∇n/n≪ 1, we neglect the second term to
obtain the Helmholtz equation
∇2E− n
2
c2
∂2tE = 0. (2.4)
Consider a monochromatic laser beam propagating in the z direction with frequency ω,
wavenumber k, and fixed polarisation nˆ, described by a carrier wave e−i(kzz+ωt)nˆ modu-
lated by an envelope A(r, z), with r = (x, y) such that E(r, z) = A(r, z)e−i(kzz+ωt)nˆ. The
paraxial approximation assumes an envelope with a narrow spatial spectrum, kz ≫ kx,y,
slowly varying in the z direction, such that |kz∂zA| ≫ |∂2zA| ≈ 0. Eq. (2.4) then reduces
to the paraxial equation,
2ikz∂zA−∇2A+
(
k2z −
n2ω2
c2
)
A = 0, (2.5)
where ∇2 = ∂2x + ∂2y is the transverse Laplacian, and c is the speed of light. We split the
refractive index n = n0 + δnL + δnNL(|A|2) into a constant background n0, plus linear
(δnL) and nonlinear (δnNL) modulations, which are small enough that n0ω/c ≈ kz.
It is convenient to reduce Eq. (2.5) to dimensionless form by measuring r in units
of a characteristic transverse length scale a, introducing normalised propagation distance
z˜ = z/z0 = z/(kza
2)1, potential V = −k2za2(δnL/n0), and nonlinear coefficient δ =
−k2za2(δnNL/n0). To simplify notation we redefine z˜ → z henceforth, and obtain the
nonlinear Schro¨dinger equation,
i∂zA− 1
2
∇2A+ V A+ δ(|A|2)A = 0, (2.6)
which makes the analogy between paraxial light propagation and dynamics of quantum
and condensed matter systems explicit. Interpreting z as time, Eq. (2.6) forms the Gross-
Pitaevski equation describing the mean field dynamics of Bose-Einstein condensates [11].
Nonlinear term δ can be either focusing or defocusing, determined by its sign. Among
well-known interesting features of the nonlinear Schro¨dinger equation is the existence of
solitons, nonlinear self-trapped waves for which the nonlinear term cancels the effect of
the linear diffraction term.
Eqs. (2.5) and (2.6) form the basis for the majority of the results presented in this
thesis. Theoretical results shall be presented in the dimensionless units of Eq. (2.6), and
we will convert back to the physical units of Eq. (2.5) when considering experimental
results and their simulation.
1The alternative scaling z0 = 2kza
2 is sometimes used to remove the prefactor of 1/2 from the Laplacian;
retaining this prefactor simplifies some expressions, eg. the Bloch wave group velocity. For the same reason,
we have chosen to give the Laplacian term a negative sign.
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Variable Value Source
λ 532nm Frequency-doubled Nd:YAG laser
n0 1.46 Fused silica glass [35]
2.35 SBN crystal [36]
δnL 10
−3 Femtosecond laser writing [37]
10−3 Optical induction [38]
δnNL 10
−20m2W−1 AC Kerr effect [39]
10−8m2W−1 (DC Kerr effect, SBN crystal, 2kV/cm bias) [36]
a 10µm Typical lattice period
∆z 1–2 cm Typical propagation length
Table 2.1: Typical material parameters for the photonic lattices studied in this thesis.
spatial-spectral optical filtering. For example, experiments have employed the broadband
response of modulated photonic lattices to fabricate lattices with a colour-dependent ef-
fective dimensionality, with red light diffracting in one dimension and shorter wavelengths
diffracting in two dimensions [31].
Optically induced lattices such as the one shown in Fig.‘2.1(a) have the advantage
of being highly flexible and reconfigurable, eg. controllable via a spatial light modula-
tor, applied electric field, or nonlinearity [27, 32, 33]. In contrast, the lattice in fused
silica glass shown in Fig. 2.1(b) is permanently written using a high power femtosecond
laser [28, 34]. Waveguides are written individually, such that their properties are indepen-
dently tunable and a huge variety of lattice geometries are accessible. Recent advances
in nanofabrication have allowed the design of lattices in silicon such as the one shown
in Fig. 2.1(c). Important differences with respect to the previous examples are the high
dielectric contrast, allowing for much stronger light confinement, and the propagation ge-
ometry involving light circulating around evanescently coupled ring resonators. However,
we include it as an example because under the assumption of weak coupling between the
rings, the governing equations are similar.
Tab. 2.1 summarises the typical scales associated with different physical realisations of
photonic lattices. In our normalised units the parameters in Tab. 2.1 allow propagation
distances up to zmax ∼ 100, and maximum potential strengths V, δ ∼ 10. The nonlinearity
can be either focusing or defocusing, determined by the sign of δ.
Let us now consider the linear eigenmodes φ(r) of Eq. (2.6) with propagation constant
(eigenvalue) β, ie. solutions A(r, z) = φ(r)e−iβz, where the beam’s transverse profile φ is
invariant along the propagation direction z. φ satisfies the time independent Schro¨dinger
equation,
βφ = −1
2
∇2φ+ V (r)φ. (2.7)
Since in a photonic lattice V (r) forms a periodic potential, Bloch’s theorem states that
the eigenvalues form a discrete set of bands β = βn(k), where n is a band index and
the crystal momentum k is restricted to the lattice’s Brillouin zone [40]. The eigenmodes
φ = un(k, r)e
ik·r are Bloch waves. Substituting into Eq. (2.7) gives an equation for the
Bloch functions un(k, r),
βn(k)un(k, r) = Hˆ(k)un(k, r) =
[
−1
2
(∇+ ik)2 + V (r)
]
un(k, r), (2.8)
where Hˆ(k) ≡ −12(∇+ ik)2 + V (r) is the Bloch Hamiltonian.
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The Bloch functions share the same spatial periodicity as the lattice. For each wavevec-
tor k they form a complete orthonormal basis, where the inner product is integration over
a single unit cell, ie.
∫
cell dru
∗
m(k, r)un(k, r) = δmn, where δmn is the Kronecker delta
function. It is useful to introduce bra-ket notation, | un(k)〉 ≡
∫
cell drun(k, r) | r〉, such
that the orthonormality relation becomes 〈um(k) | un(k)〉 = δmn.
Once we have the Bloch functions and their eigenvalues, we can compute the linear
propagation of an arbitrary initial state A(r, 0) via projection onto the Bloch wave basis,
A(r, z) =
∑
n
∫
dkgn(k, z)e
ik·run(k, r), (2.9)
gn(k, z) = e
−iβn(k)z
∫
dru∗n(k, r)e
−ik·rA(r, 0), (2.10)
where gn(k, z) is the projection of the wavepacket onto the Bloch wave un(k, r)e
ik·r. In
the linear limit, gn(k, z) evolves trivially, merely acquiring the phase factor exp[−iβn(k)z].
Thus the Bloch wave basis is the most natural basis for understanding wavepacket dynam-
ics in periodic lattices. In the nonlinear regime, the mode projections can display nontrivial
dynamics, eg. interband transitions and mixing between different crystal momenta k.
While Eq. (2.8) can be solved analytically for special choices of the potential (eg.
Kronig-Penney model [40]), more often it must be solved numerically, either in real or
Fourier space. In the former, V (r) is approximated by a finite real space grid, and ∇ by
a finite difference scheme. In the latter, V (r) is Fourier expanded up to a finite number
of modes. Both cases yield a matrix eigenvalue problem which can be solved for each
k to obtain the complete set of Bloch functions and the spatial dispersion relations for
the different bands, βn(k). However, these numerical schemes can be computationally
expensive, so it is useful to consider some approximations.
The tight binding approximation is valid in the limit of weakly coupled single mode
waveguides. Under this approximation, the continuous field A(r, z) is approximated as a
discrete sum of single waveguide modes wn(r), ie. A(r, z) =
∑
nAn(z)wn(r). The spatial
overlap between different modes determines the coupling between them; typically only the
coupling between nearest neighbouring waveguides is significant. One can hence obtain
the discrete nonlinear Schro¨dinger equation (DNLS),
i∂zAn +
∑
m
VnmAm + δ(|An|2)An = 0, (2.11)
where δ is a renormalised nonlinear term, and matrix elements Vnm account for waveguide
propagation constants (diagonal entries) and coupling between waveguides (off-diagonal
entries). The latter can be computed by evaluating overlap integrals between waveguide
modes, ie. Vnm =
∫
drw∗n(r)wm(r).
Since the tight binding approximation replaces the continuous field profile A(r, z) by
a set of discrete amplitudes An(z), the dimension of the numerical problem is significantly
reduced, allowing for a much faster solution. Furthermore, the linear spectra of tight
binding models can often be obtained analytically. As an example, we consider propagation
in a simple one dimensional linear lattice with nearest neighbour coupling, governed by
the tight binding equation
i∂zAn = C(An−1 +An+1), (2.12)
where C is the coupling strength between neighbouring waveguides. One can obtain the
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linear spectrum by applying the discrete Fourier transform, An =
∑
k A(k)e
ikn. Substi-
tuting into Eq. (2.12) yields
i∂zA(k) = 2C cos(k)A(k) = Hˆ(k)A(k), (2.13)
thus the Bloch Hamiltonian is diagonalised, and its spectrum is β(k) = 2C cos(k), with
k ∈ [−π, π] lying in the lattice’s Brillouin zone. The tight binding approximation hence
provides a convenient way to understand analytically the properties of photonic lattices.
We will therefore rely heavily on Eq. (2.11) throughout this thesis, only resorting to the
full continuum model Eq. (2.6) to simulate experiments in Chapters 3 and 4, or when the
tight binding approximation is inapplicable.
A second useful approximation we will use heavily in Chapter 4 is the k ·p approxima-
tion, which is valid for broad wavepackets that span many lattice periods (ie. approaching
the continuum limit where a single unit cell cannot be resolved). The k ·p approximation
is essentially a Taylor expansion of the solution to the eigenvalue problem Eq. (2.8) around
some point of interest in the Brillouin zone; this accurately describes the spatial dispersion
of wavepackets that are sufficiently broad in real space.
Formally, consider a small reciprocal space displacement p from some point in Brillouin
zone k0. Here, small means |p|a≪ 1, where a is the lattice period. We have
Hˆ(k0 + p) = −1
2
(∇+ ik0 + ip)2 + V (r),
≈ [−(∇+ ik0)2/2 + V (r)]︸ ︷︷ ︸
Hˆ(k0)
+ [−ip · (∇+ ik0)]︸ ︷︷ ︸
δHˆ(p)
, (2.14)
where we neglected the small |p|2 term. Diagonalising Hˆ(k0) to obtain Bloch functions
| un(k0)〉 and eigenvalues βn(k0) of the N bands of interest, the eigenstates for small p
are obtained via perturbation theory by diagonalising an N × N matrix with elements
〈um(k0) | δHˆ(p) | un(k0)〉. Thus, the Bloch functions at small displacements p are
approximated as linear combinations of the Bloch functions at k0.
2.3 Singular optics
In any transverse plane, the scalar paraxial beam profile forms a two-dimensional complex
field A = A(x, y). In the polar representation A = ρeiχ, where the light intensity I =
ρ2 and χ = Arg(A) is the phase of the field. Optical vortices are points of vanishing
intensity ρ = 0 where all phases meet and χ is undefined. These phase singularities are
the fundamental object in singular optics.
The ubiquity of vortices in wave propagation whenever there is perfect destructive
interference was originally recognised by Nye and Berry [41]. For example, vortices appear
at the core of Laguerre-Gauss beams, in interference patterns formed by three or more
slits, and in random optical speckle patterns, see Fig. 2.2. In three-dimensional fields
(eg. propagating beams), vortices form lines - “threads of darkness” - which can even be
engineered to have complex structures such as knots [42, 43].
The name “optical vortex” originates from the helical, twisted motion of the optical
wavefront around the phase singularity. The optical energy circulates just like a vortex
formed by water going down a bathtub drain. Crucially, this circulation or phase winding
has a handedness (left or right) to which we can associate a quantised (integer) topological
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tion conversion mediated by defects in nematic liquid crystals [50]. The simplest way to
measure the charge of the resulting vortices is to interfere the vortex beam with a reference
plane wave, which produces a characteristic forked fringe pattern, with the orientation of
the fork (up or down) corresponding to positive and negative charges. More sophisticated
techniques are now appearing, such as the direct measurement of the full phase profile [51].
Vortices are not the only singular structure in light beams: polarisation singularities
occur in vector beams with complex electric field vector E = (Ex, Ey)
2 [8]. The real part
of the oscillating electric field traces out an ellipse; the direction of its major axis defines
the polarisation azimuth θ. In two dimensional fields, there are generically points of pure
circular polarisation at which θ is undefined; these singularities are called C points. Since
the polarisation azimuth is not a vector but a director (invariant under rotation by 180◦),
C points have a topological charge quantised to half-integer values. The light intensity is
nonvanishing at these singularities, in contrast to optical vortices.
C points can be characterised by introducing a complex scalar field [8]
σ ≡ E∗REL = |σ|eiθ/2, (2.16)
where EL ≡ (Ex + iEy)/
√
2 and ER ≡ (Ex − iEy)/
√
2 are left- and right-handed circular
components of the electric field. As C points are merely vortices in these two components,
they can be identified as phase singularities in σ. There are three distinct types of C points
with indices ±1/2, classified by the behaviour the number of terminating “polarisation
lines” (curves with tangent angle θ) at the singularity: one at a “lemon”, three at a
“star”, and an infinite number at a “monstar”.
We will develop an analogy between C points and pseudospin textures at conical inter-
sections in Chapter 4. We mention in passing that a second type of singularity, “L lines”
of pure linear polarisation, appear at the boundary between regions of mostly left- and
right-handed circular polarisation, and these polarisation singularities can be generalised
to multi-component fields, see eg. Ref. [52].
2.4 Spectral singularities
The spectrum of the periodic lattice βn(k) and its Bloch functions | un(k)〉 encode all the
linear properties of the potential V (r), so they are of profound importance. A natural
generalisation of singular optics is to consider what kinds of singularities can occur in
this spectrum. As an instructive example, we shall consider the tight binding model for
the honeycomb lattice, shown in Fig. 2.3(a), which describes the dynamics of electrons in
graphene. Here we shall briefly review some properties of the honeycomb lattice, before
studying in detail some generalisations in Chapter 4.
The honeycomb lattice is a non-Bravais lattice consisting of two equivalent (identical)
sublattices “A” and “B”, highlighted in Fig. 2.3(a). Within the tight binding approxima-
tion, it is convenient to introduce a vector field ψ = (ψA, ψB) encoding the wave amplitude
on these two sublattices, which allows us to define a “pseudospin” or “sublattice polari-
sation” Sz = |ψA|2 − |ψB |2. Assuming only the nearest neighbour coupling is significant,
each “A” site is coupled to its three neighbouring “B” sites, such that after applying the
discrete Fourier transform the Bloch Hamiltonian forms a 2x2 matrix with zero diagonal
2We consider a paraxial field propagating in the z direction, for which transversality implies Ez = 0.
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Eigenvalues are β = ±vF
√
p2x + p
2
y = ±vF |p| with eigenstates
| u±(p)〉 = 1√
2
(
1,±px + ipy|p|
)
. (2.20)
These eigenstates form a two dimensional complex vector field. One is thus tempted to
look for analogies with the polarisation singularities introduced in Sec. 2.3. However,
there is one important difference: the Bloch functions have a gauge symmetry and are
only defined up to an arbitrary phase factor eiφn(k), ie. | u′n(k)〉 = eiφn(k) | un(k)〉 yields
a physically indistinguishable set of Bloch functions.
This U(1) gauge symmetry displayed by the Bloch functions of each band closely
resembles the gauge symmetry exhibited by the electromagnetic vector potential, allowing
for many fruitful analogies between the two. The analogue of the vector potential is the
Berry connection An(k), which encodes how the Bloch functions vary as a function of k,
An(k) = 〈un(k) | i∇k | un(k)〉. (2.21)
Similar to the vector potential, the Berry connection is not directly observable because it is
a gauge-dependent quantity. Under the above gauge transformation, the Berry connection
transforms to A′n(k) = An − (∇kφn). We can however construct two related gauge-
invariant quantities. The first is a reciprocal space analogue of the magnetic field strength,
the Berry curvature,
Ωn(k) = (i∇k)×An. (2.22)
Gauge invariance of Ωn follows from the fact that the curl of a gradient vanishes.
Consider a wavepacket propagating through a lattice with an additional linear refrac-
tive index gradient in the transverse plane. This mimics the effect of an electric field on
an electron, ie. the wavepacket is accelerated with k = k(z). This acceleration results
in a deflection, which will involve a correction due to Ω (“anomalous velocity”) just like
a charged particle moving through a magnetic field [56]. Importantly, while magnetic
effects at optical frequencies are typically weak in most natural materials (with relative
permeability µr ∼ 1), analogous magnetic effects generated by the Berry curvature can be
strong in appropriately designed photonic lattices [57].
Secondly, the integral of Ωn(k) over a closed two dimensional surface can be converted
to a line integral using Stokes’ theorem. This yields an analogue of magnetic flux, the
Berry phase
γ =
∮
dl · An(k), (2.23)
which is precisely the geometric phase accumulated by parallel transport of a Bloch func-
tion along a closed path through the Brillouin zone.
Analogous to the Aharonov-Bohm effect, γ can be nonzero even when the effective
magnetic field Ωn(k) vanishes almost everywhere inside the enclosed region. For example,
returning to the Dirac point Bloch functions Eq. (2.20), the Berry connection is
An(p) = ± 1
2|p|2 (py,−px) = ±
1
2|p|ϕˆ, (2.24)
where ϕˆ is the unit vector pointing in the azimuthal direction. Thus, the vector field An(p)
forms a vortex with core located at p = 0. Integration over any closed loop encircling the
Dirac point p = 0 yields a π Berry phase. Provided certain symmetries are preserved,
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this phase remains quantised and the Dirac points are protected and cannot be destroyed.
Thus, we can consider this quantised phase as a topological invariant associated with the
Dirac point spectral singularity, analogous to the topological charge of phase singularities
of scalar fields. Other interesting effects connected to nontrivial Berry phases in Bloch
bands are the charge polarisation of finite crystals [58] and the existence of edge states in
finite lattices [59], which we will explore further in Chapter 6.
Another example of a quantised topological invariant of the Bloch functions is a Bloch
band’s Chern number,
Cn =
∫
BZ
dkΩn(k), (2.25)
which is simply the integral of the Berry curvature over the entire Brillouin zone, forming
an analogue of the magnetic flux. The Chern number is always zero in systems with
time reversal symmetry, such as our Bloch Hamiltonian Eq. (2.17). However, Cn can be
nonzero if this symmetry is broken, eg. by a magnetic field. Haldane showed that the
addition of a staggered magnetic field to the honeycomb lattice leads to an analogue of
the quantum Hall effect [60]. Nonzero Chern number is associated with a singularity in
the Bloch functions | un(k)〉, such that it is impossible to choose a gauge in which they
smoothly vary over the entire Brillouin zone. This is analogous to the impossibility of
defining a smooth global vector potential if magnetic monopoles exist [61].
The Chern number can be generalised to other topological invariants, such as the
Z2 invariant occurring in models accounting for the electron spin [21, 22], and there is
an ongoing effort to realise nontrivial values of these invariants in photonic lattices [62].
However, in this thesis we will only consider the above invariants and singularities. As
we will see, even the simplest “topological” or singular lattices have a wealth of new
phenomena to explore.
2.5 Summary
In this Chapter we introduced the basic concepts we will use in the remainder of the thesis.
We began by presenting the formalism for modelling paraxial wave propagation through
periodic media, including the nonlinear Schro¨dinger equation, the calculation of Bloch
waves, and the tight binding and k · p approximations. We then discussed basic wave
singularities appearing in singular optics: optical vortices and polarisation singularities,
along with ways to generate them and their applications. Finally, we generalised singular
optics to several types of spectral singularities appearing in photonic lattices, using the
tight binding model for the honeycomb lattice (graphene) as an example.
We stress that while we shall focus on photonic lattices for concreteness, the above
methods used to model periodic structures are quite general; the results presented in this
thesis can and are being translated to other settings such as metamaterials, photonic
crystals and cold atoms in optical lattices; the essential ingredients of periodicity and
singularities are ubiquitous.
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Chapter 3
Optical vortices in nonlinear ring
lattices
In this Chapter we explore the nonlinear dynamics of discrete vortices in ring lattices,
with emphasis on mechanisms for achieving stable all-optical (nonlinear) switching of their
topological charge. Our motivation is the potential to use topological charge as a robust
way to encode information, an idea recently explored in free space optical experiments.
Presently, encoding is achieved electronically, eg. using spatial light modulators. Ideally
one would like a way to replace this electronic switching with all-optical switching, which
requires a nonlinear medium and control over the nonlinear dynamics of vortices. Building
on studies from the Honours thesis on quasi-one dimensional discrete rings [63, 64], we first
consider cross phase modulation between two incoherent vortex beams, demonstrating an
inverse stability hierarchy in which beams with higher total charge posses larger regions
of stability than low charge beams. Next, we explore the sensitivity of vortex solitons to
spectral singularities induced by parity-time symmetric potentials: breaking time reversal
symmetry lifts the spectral degeneracy between left- and right-handed vortex solitons.
Finally, we demonstrate experimentally stable nonlinear switching of the vortex charge in
a ring of four waveguides optically induced in a strontium barium niobate crystal.
This Chapter is based on the following publications:
• D. Leykam, B. Malomed, and A. S. Desyatnikov, Composite vortices in nonlinear
circular waveguide arrays, Journal of Optics 15, 044016 (2013).
• D. Leykam, V. V. Konotop, and A. S. Desyatnikov, Discrete vortex solitons and
parity time symmetry, Optics Letters 38, 371 (2013).
• F. Diebel, D. Leykam, M. Boguslawski, P. Rose, C. Denz, and A. S. Desyat-
nikov, All-optical switching in optically induced nonlinear waveguide couplers, Ap-
plied Physics Letters 104, 261111 (2014).
3.1 Introduction
One application of optical vortices mentioned in the previous Chapter was the ability
to encode information in their quantised topological charge. Since the charge can only
take integer values, it has an intrinsic robustness to perturbations such as noise. Thus,
the vortex charge and orbital angular momentum states of light provide a superior way
to store and transmit information. For example, recent experiments on free space data
transmission using multiplexed orbital angular momentum states of light have achieved
an impressive bandwidth exceeding 2 Tb s−1 [10, 44, 45].
17
18 Optical vortices in nonlinear ring lattices
In current experiments, the vortex charge is typically selected using a computer-
controlled spatial light modulator. Ideally one would like a way to replace this electronic
switching with all-optical switching, which requires a nonlinear medium and control over
the nonlinear dynamics of vortices. However, modulational instability in nonlinear me-
dia presents a significant challenge, often destroying vortex beams and transferring their
orbital angular momentum to multiple separating filaments [65]. Thus, it is essential to
understand when propagating nonlinear vortex modes exist, the conditions for their sta-
ble propagation, and how to excite transitions between states with different topological
charge. These questions are the subject of this Chapter.
We will consider the simplest possible photonic lattices supporting optical vortices -
quasi-one dimensional ring lattices - where discrete vortices exist as a circulation of energy
around the ring. In addition to being interesting in their own right, eg. as a model for
circular waveguide arrays and Bessel lattices [66–68], ring lattices are a useful setting
for understanding self-localised vortex states higher dimensions, such as discrete vortex
solitons in square lattices [69–72]; the quasi-one dimensional system allows the study of
important properties such as the stability of internal modes and the existence of breather
solutions, while neglecting less important secondary effects such as diffraction.
Vortex solitons in discrete lattices have attracted significant recent interest, as their
stability is sensitive to the interplay between lattice geometry, symmetry, and nonlinear-
ity [69–71, 73–75]. In ring lattices the linear stability criteria can be obtained analytically,
and existence and stability of a periodic, charge flipping breather state was demonstrated
numerically [76]. This state was suggested as the basis for a two-state, power-controlled
switch between left- and right-handed vortices (positive and negative charge). The trimer
case was studied in detail in Ref. [77], which revealed the emergence of periodic charge-
flipping states from the linear instability modes of certain solitons. In our previous studies
we explored a generalisation to ring lattices with a central waveguide, which allows for
the interaction between multiple vortices and stable tri-state switching [63, 64]. All of
the above studies were based on the discrete nonlinear Schro¨dinger equation (DNLS) for
a single component (scalar) optical field propagating through coupled waveguide arrays.
Here we will go beyond these previous studies in a number of respects. Firstly, we
shall explore in Sec. 3.2 the interaction between two incoherent beams, eg. a signal and
a control, by studying a vector generalisation of the DNLS to composite vortex beams.
We demonstrate a vector generalisation of the inverse stability hierarchy, where composite
beams with higher total charge are generally stable over wider parameter regimes than
lower charge beams. We further reveal stable quasiperiodic charge flipping beam dynamics.
Secondly, we will show in Sec. 3.3 how the breaking of time-reversal symmetry via the
introduction of gain and loss to a waveguide array can be used to lift the degeneracy
between left- and right-handed vortices, leading to existence and stability curves for vortex
solitons sensitive to the sign of the topological charge. Next, Sec. 3.4 considers more
realistic, full photorefractive model simulations of vortex breather modes generalising those
introduced in Ref. [76]. We demonstrate that these idealised models and stable all-optical
switching of the topological charge can be successfully realised, in experiments conducted
in collaboration with Mu¨nster University. Sec. 3.5 concludes the Chapter with a summary
of results.
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3.2 Inverse stability of composite vortices
An interesting property of discrete media such as photonic lattices is the “inverse” stabil-
ity of nonlinear vortex beams with respect to continuous media. Specifically, in discrete
media with Kerr (cubic) nonlinearity, higher-order (eg. double charge) vortices, includ-
ing “supervortices” consisting of multiple discrete vortex solitons [78], tend to be stable,
while their lower charge counterparts suffer instabilities above a critical power [73–76]. In
contrast, vortex solitons in bulk Kerr media suffer modulational instability [65].
One way to stabilise vortex solitons in bulk media is via cross phase modulation (XPM)
in composite beams formed by two or more mutually incoherent components. Some exam-
ples include multipole solitons [79, 80], two- and three-component necklace beams [81–84],
and their analogues in Bose-Einstein condensates [85, 86]. Furthermore, beams with hid-
den vorticity and zero total orbital angular momentum, in which the two components con-
sist of counter-rotating vortices, are significantly more robust than their counterparts with
nonzero total orbital angular momentum [81, 82, 86–88]. More generally, with an arbitrary
number of symmetrically interacting components, the total orbital angular momentum of
the composite beams determines the stability [89, 90]. These theoretical predictions were
recently verified by the observation of hidden vortex solitons in nematic liquid crystals [91].
Here we shall study the combined effects of the two above approaches, namely the
stabilisation of composite discrete vortex beams in nonlinear ring lattices. We find that the
inverse stability persists: discrete vortex solitons with hidden vorticity suffer instabilities
above a critical power. An additional aspect of discrete lattice systems is the existence
of composite vortices with mixed charges, with stability determined by the charge of
the brighter component. Discrete composite vortex solitons may also be continuously
deformed through families of nonlinear modes to form discrete necklace solitons. If the
two components have equal total powers the families are degenerate. We find that this
degeneracy enables stable nonlinear dynamics supporting vortex charge flipping in one or
both components.
We begin by introducing the DNLS model in Sec. 3.2.1 and obtain analytically a
family of separable nonlinear modes, before studying their linear stability in Sec. 3.2.2.
We perform numerical simulations of the dynamics of perturbed solitons and demonstrate
charge flipping in Sec. 3.2.3, and also discuss possible experimental realisations.
3.2.1 Model and vortex modes
We consider the propagation of two incoherent beams An(z) and Bn(z) in a nonlinear
waveguide array, governed by the normalised DNLS,
i∂zAn +An−1 +An+1 + (|An|2 + |Bn|2)An = 0, (3.1)
i∂zBn +Bn−1 +Bn+1 + (|An|2 + |Bn|2)Bn = 0, (3.2)
where the Kerr (cubic) nonlinear terms result in both self- and cross-phase modulation.
We obtain a ring lattice by introducing periodic boundary conditions, n + N ≡ n, and
note that the infinite chain limit N → ∞ was previously studied in Refs. [92–94]. The
DNLS conserves the powers of the two components, PA =
∑
n |An|2, PB =
∑
n |Bn|2, as
well as the Hamiltonian,
H =
∑
n
[
AnA
∗
n+1 +A
∗
nAn+1 +BnB
∗
n+1 +B
∗
nBn+1 +
1
2
(|An|2 + |Bn|2)2] . (3.3)
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Discrete current flows between adjacent waveguides n and n+1 are J
(A)
n,n+1 = 2Im(A
∗
nAn+1)
and J
(B)
n,n+1 = 2Im(B
∗
nBn+1). We identify discrete vortices in each component by their
topological charges,
mA =
1
2π
∑
n
Arg(A∗nAn+1), mB =
1
2π
∑
n
Arg(B∗nBn+1), (3.4)
which take values −N/2 < mA,B < N/2 [76].
The cross- and self-phase modulation terms in our model have equal coefficients, which
implies a Manakov-type nonlinearity [95] and invariance under rotations R1,2(θ) that mix
the two incoherent components, while preserving the total power at each waveguide,
R1(ϕ) =
(
cosϕ sinϕ
− sinϕ cosϕ
)
, R2(θ) =
(
cos θ i sin θ
i sin θ cos θ
)
, (3.5)
with the rotation operators acting on the vector (An, Bn). This invariance has an associ-
ated conserved quantity, the isospin S =
∑
nAnB
∗
n.
Nonlinear modes take the form (An, Bn) = (Une
iβAz, Vne
iβBz), with site amplitudes
Un, Vn and propagation constants (eigenvalues) βA,B. We specialise to modes similar to
bulk necklace-ring vector solitons [81], with constant total intensity,
|Un|2 + |Vn|2 = I for all n, (3.6)
which allows us to factorise the nonlinearity and obtain two effectively decoupled linear
equations,
(I − βA)Un + Un−1 + Un+1 = 0, (3.7)
(I − βB)Vn + Vn−1 + Vn+1 = 0. (3.8)
Applying the discrete Fourier transform, (Un, Vn) =
∑
s(as, bs)e
iΘsn, where Θs = 2πs/N ,
we obtain the dispersion relations βA,B = I + 2cosΘp,q, where the two components can
have different vortex charges p and q, such that βA 6= βB . Since βA,B do not depend on
the sign of p, q, we must consider superpositions, Un = a+e
iΘpn + a−e−iΘpn and Vn =
b+e
iΘpn + b−e−iΘpn, as the general solution. Each component is invariant under a global
phase shift, so we are free to fix Arg(a+) = −Arg(a−) and Arg(b+) = −Arg(b−) without
loss of generality. Changing variables, a± ≡ r±e±iχ1 , b± ≡ s±e±iχ2 , and ∆ ≡ (1/2)(I −
r2+ − r2− − s2+ − s2−), the constraint Eq. (3.6) becomes
∆ = r+r− cos[2(Θpn+ χ1)] + s+s− cos[2(Θqn+ χ2)], (3.9)
which must hold for each n. These N constraint equations fix some of the six parameters
r±, s±, χ1,2. Some of the N constraints may be redundant for solutions with certain
symmetries, enabling parametric families of nonlinear modes.
We focus on a three parameter (P, φ, ϕ) family of solutions,
Un =
√
P (cosφ) [(cosϕ) eiΘpn + (sinϕ) e−iΘpn], (3.10)
Vn =
√
P (sinφ) [(cos γ) eiΘqn − (sin γ) e−iΘqn], (3.11)
γ =
1
2
sin−1
((
cot2 φ
)
sin (2ϕ)
)
, (3.12)
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and similarly for the other components (after replacing βA with βB for cn, dn). Conversely,
HNL couples different components instead of different waveguides,
HNL =


|Un|2 U2n UnV ∗n UnVn
U∗2n |Un|2 U∗nV ∗n U∗nVn
U∗nVn UnVn |Vn|2 V 2n
U∗nV ∗n UnV ∗n V ∗2n |Vn|2

 .
Eqs. (3.13) forms a 4N -dimensional eigenvalue problem that can be solved numerically.
When ϕ = 0 the problem decouples into a set of 4 dimensional problems,(
LA M
M LB
)
vs = iλvs,
with
LA =
(
P cos2 φ+ κp,+ P cos
2 φ
−P cos2 φ −P cos2 φ− κp,−
)
, (3.14)
LB =
(
P sin2 φ+ κq,+ P sin
2 φ
−P sin2 φ −P sin2 φ− κq,−
)
, (3.15)
M =
P
2
sin 2φ
(
1 1
−1 −1
)
, (3.16)
κm,± ≡ 2(cos Θm±s − cosΘm), and |s| ≤ N/2. Fig. 3.2 shows stability diagrams for the
family Eq. (3.10-3.12) for the special case ϕ = 0, N = 6 and different combinations of
charges (p, q).
For components with the same charge (explicit vorticity), the instability threshold
does not depend on φ and stability follows the scalar case: higher charges are stable, while
lower charges suffer instability [76]. In contrast, the hidden vortex modes become unstable
above a critical power, in contrast to stable hidden vortex solitons in bulk media [88].
These trends continue for the mixed vortex modes. The mode with larger total charge
p+q is stable over a larger region of the parameter space, with stability primarily controlled
by whether the charge of the brighter component is stable in the scalar limit. We have
also found qualitatively similar results for other N .
For φ = π/4 (equal power in the two components), the mixed and hidden vortex modes
(p,−p), (p,N/2−p), (p, p−N/2) have a pair of zero eigenvalues, and linear stability analysis
can no longer determine their stability. The zero eigenvalues appear because the family
Eq. (3.10-3.12) is degenerate with respect to ϕ. The conserved quantities within this family
are PA = NP cos
2 φ, PB = NP sin
2 φ, H = 2NP (cos2 φ cosΘp + sin
2 φ cos Θq) + NP
2/2
and S = (1/2)NP sin (2φ) [cos(ϕ+ γ)δp,q + sin(ϕ− γ)δp,−q].
For the special case of the hidden vortex mode with (p,−p), when φ = π/4, these
conserved quantities are all independent of the azimuthal modulation ϕ. Hence, the dy-
namics under small perturbations can reveal oscillations through this family, and we must
consider the linear stability of the entire family as ϕ is varied. Rather than solving the
linear stability problem numerically for all ϕ, we instead observe that since γ = ϕ, this
family is obtained by applying an isospin rotation to the ϕ = 0 mode [90]:(
Un
Vn
)
= R1(ϕ)
√
P
(
eiΘpn
e−iΘpn
)
. (3.17)
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Figure 3.2: Stable (shaded) and unstable (white) regions in (P, φ) parameter space for composite
vortex solitons with different charges (p, q), in an N = 6 ring.
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while in the nonlinear regime P ≈ 550nW. The crystal length is sufficiently long to observe
self-focusing (absence of discrete diffraction), and the onset of modulational instability of
unstable solitons. To observe our composite vortex solitons, the probe beam must be split
into two incoherent components, eg. with an opto-accoustic modulator, and the required
intensity and phase profiles can be generated using a spatial light modulator.
3.3 Parity time symmetry
The next setting for charge control and switching we will explore is parity-time (PT )
symmetric ring lattices. Briefly, PT symmetry refers to non-Hermitian systems that are
invariant under combined “time reversal” (complex conjugation)1 and parity (reflection)
operations. Physically, this means systems where nonzero gain is balanced by symmetri-
cally arranged losses. While initially considered as a possible non-Hermitian generalisation
of quantum mechanics [97, 98], in recent years PT symmetry has attracted the interest of
the photonics community, because it enables beam dynamics not possible in conservative
media. Prototypical models such as the PT symmetric directional coupler have recently
been realised in experiments [99–101].
An interesting property of PT symmetric systems is that their spectrum can be purely
real below a critical strength of the gain/loss. This is significant because it means below
this threshold, they share many of the useful properties of regular conservative Hermitian
systems, eg. they support propagating modes and are sensitive to initial conditions. This is
in contrast to regular driven/dissipative systems which typically feature attractors or limit
cycles that are relatively insensitive to initial conditions. Consequently PT symmetry can
potentially be useful for switching applications.
At the critical strength of gain/loss, an exceptional point forms [102]. This is a spec-
tral singularity at which not only does a pair of eigenvalues become degenerate, but their
eigenvectors also coalesce and become parallel. Increasing the gain/loss further, the eigen-
values become complex, such that an input beam can be either attenuated or amplified.
In other words, the gain/loss is so strong that the coupling between them can no longer
compensate. Additionally, despite PT being a symmetry of the Hamiltonian, the eigen-
vectors themselves do not have this symmetry; ie. PT symmetry is spontaneously broken.
Thus, the critical strength of gain/loss is commonly called the PT symmetry breaking
threshold.
For our purposes, breaking T symmetry is interesting because it lifts the degeneracy
between left- and right-handed vortices, such that vortices with opposite charges can
behave differently. Thus, PT symmetric systems offer new possibilities for charge control.
Secondly, there is the interesting question of how vortex modes carrying phase singularities
relate to the exceptional point spectral singularity.
In this Section we will start by showing that under fairly general conditions, the ex-
istence of degenerate pairs of vortex modes in the conservative limit implies a vanishing
critical strength of the gain/loss parameter, ie. arbitrarily weak gain/loss will result in
the appearance of imaginary eigenvalues. Thus, the existence of vortex modes hosting
phase singularities implies the conservative limit forms an exceptional point. However,
we find that propagating nonlinear vortex modes can still exist beyond the threshold of
the linear system. The families of nonlinear modes and their stability are sensitive to
1In optics proper time reversal symmetry breaking and non-reciprocity requires magnetic media; here
the effective breaking of time reversal symmetry is limited to the paraxial approximation in which the
propagation direction has been fixed.
28 Optical vortices in nonlinear ring lattices
both the sign and magnitude of the topological charge, hence providing further flexibility
for controlling the topological charge, which we demonstrate via numerical simulations of
beam propagation.
3.3.1 Model and linear PT symmetry breaking
Before we consider a specific example, let us make an important general observation about
the PT symmetry breaking threshold γth in ring lattices: if the system supports linear
vortex modes, γth = 0. That is, the spectrum becomes complex for any γ > 0. In
other words, the degeneracy of left- and right-handed vortices forms an exceptional point
spectral singularity under non-Hermitian perturbations.
To prove this statement, we start by casting the nonlinear eigenmode equations for a
scalar beam in a ring lattice in the general form
−βE +HE + δF (|E|2)E = 0, H = H0 + iγH1, (3.18)
where β is the propagation constant, E = (E1, ..., EN ) are the mode amplitudes in waveg-
uides 1, ..., N , diagonal matrix F (|E|2) =diag(|E1|2, ..., |EN |2) accounts for nonlinearity
(focusing δ = +1; defocusing δ = −1), the linear operator H0 describes the array without
gain/loss, and H1 is the gain/loss with strength γ > 0. For PT symmetry, we require
[H,PT ] = 0. Since [H0,1,T ] = 0, this is achieved in the linear limit when [H0,P] = 0
and H1P = −PH1, with the parity operator only having nonzero elements on the anti-
diagonal, ie. Pij = δi,N+1−j .
Assume the conservative (γ = 0) lattice hosts at least one degenerate pair of linear
vortex modes E± with eigenvalue β0, ie. H0E± = β0E±. The properties of H0 imply
E± = PE∓ = T E∓ = E∗∓. Then we can construct real eigenstates as E(1) = E+ + E−
and E(2) = i(E+−E−) which are simultaneously parity eigenstates, PE(j) = (−1)j+1E(j).
Now considering the non-Hermitian term and applying degenerate perturbation theory,
Theorem 2.1 of Ref. [103] states that the perturbed eigenvalues are complex for arbitrarily
small γ. Thus, γth = 0, as claimed.
As a model system, we consider the propagation of a scalar, single component beam
En(z) through the ring lattice in Fig. 3.7. A PT -symmetric defect consisting of gain and
loss is located at waveguides 1 and N , which are coupled together with strength C,
i∂zE1 + CEN + E2 − iγE1 + δ|E1|2E1 = 0,
i∂zEn +En−1 + En+1 + δ|En|2En = 0, (3.19)
i∂zEN + CE1 + EN−1 + iγEN + δ|EN |2EN = 0.
As above, we will study nonlinear eigenmodes with propagation constant β, En(z) →
En exp(iβz). We note that some aspects of the linear, large N limit of this system were
considered in Refs. [104, 105], but here our focus is different: we are interested in the
properties of collective (vortex) excitations, instead of the excitation of a single waveguide.
When C 6= 1, the system does not support linear vortex modes and γth 6= 0 [105]. As
an example we show in Fig. 3.7(b) the spectrum of an N = 4 ring for γ = 0. Degeneracy
(and vortex modes) only exist for a symmetric ring with C = 1. There is similar behaviour
for larger N , except when N is odd the multipole mode (mode with smallest β) is not
present.
When γ 6= 0, some linear modes do acquire vorticity and nonzero topological charge.
We consider odd N = 3 and even N = 4 examples in Figs. 3.7(c,d). In the former, we
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Figure 3.9: Charge selectivity in an array with N = 6, C = 1, γ = 0.2, and δ = 1. Total power
(a) and charge (b) versus propagation distance z for m = +2 (black, dashed) and m = −2 (grey,
solid) inputs. Vortex (red) and antivortex (blue) lines are shown in (c) for input m = +2 and in
(d) for m = −2.
with larger |m| ≤ N/2. In conservative systems with focusing nonlinearity, we have seen
that modes with larger |m| are stable, and low charge modes become unstable above a
critical power [76]. Numerical results for larger N indicate that this behaviour persists
in PT symmetric rings, with the main difference being that the sign of the charge also
becomes important, as we have seen in Fig. 3.8. When N is even there is also a linear
multipole mode supporting a bifurcating nonlinear mode, which formally has the largest
charge allowed by the ring size, |m| = N/2 − 1, but similar to the linear case its power
flow does not circulate. In addition, the even N rings have particle-hole symmetry under
the staggering transform β → −β, δ → −δ,En → (−1)nE∗n, which converts high charge
modes to low charge modes, and vice versa. Since this transformation leaves the power
flows between waveguides invariant, we conclude that in even N rings pairs of low and
high charge modes must annihilate at exceptional points simultaneously.
3.3.3 Dynamics
Having observed asymmetry between positive and negative charges in stationary nonlinear
modes, we now turn to asymmetry in the nonlinear dynamics. As an example, we consider
numerically propagation through a hexagonal (N = 6) symmetric (C = 1) coupler, with
focusing nonlinearity δ = 1. In the conservative limit γ = 0, symmetric vortex modes with
charge m are En = A exp(2πimn/N + iβz) [76], and their stability does not depend on
the sign of m. When we break T symmetry, we expect this to change.
In Fig. 3.9 we contrast the propagation of m = ±2 vortices with A = 0.5 and nonzero
gain γ = 0.2. The m = +2 input approximates a stable nonlinear mode well enough that
we observe stable oscillations about a stationary state, with the vortex charge conserved.
In contrast, the m = −2 input displays PT symmetry breaking, an exponential growth of
the total power, and the input charge is not conserved.
Both |m| = 1 inputs are unstable and display exponential amplification. However,
under repulsive nonlinearity δ = −1 the stability is inverted, such that the m = 1 vortex is
stable, while all other charges are unstable. We stress that in this example, nonlinearity is
required for stable propagation; since we have chosen C = 1, the linear modes have complex
eigenvalues for any nonzero γ. Linear vortex inputs of any charge will be decomposed into
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amplified and attenuated components, and will generally lose their vorticity.
Summarising this Section, we have considered the effect of a PT symmetric defect
on linear and nonlinear vortex modes in ring lattices. Breaking T symmetry leads to
existence, stability and dynamics that are sensitive to the sign of the vortex topological
charge, ie. the vortex handedness, providing an additional degree of freedom for the
switching and control of discrete vortices. Furthermore, in the conservative limit we found
a connection between the existence of vortex modes and the appearance of exceptional
point spectral singularities when any nonzero gain/loss is introduced.
3.4 Nonlinear vortex switch
Tight binding models such as the ones we have studied so far are convenient for quickly
understanding new physical effects such as PT symmetry, but they are typically an ide-
alisation of more complicated real systems. We will now consider a more realistic model
of beam propagation in a photorefractive crystal and show how to create a nonlinear ring
lattice supporting stable switching of the vortex charge in experiments in collaboration
with Mu¨nster University.
Previously, discrete waveguide arrays have been fabricated using permanent meth-
ods such as etching of ridge waveguides [107] and femtosecond laser writing [108]; this
means they are not reconfigurable. Furthermore, these media typically display weak non-
linearities such that pulsed lasers are required to observe effects such as discrete soliton
formation [109, 110].
An alternative approach based on the optical induction of waveguide arrays in pho-
torefractive crystals offers several advantages [27]. Soliton formation can be observed at
relatively modest powers with continuous wave laser beams. The arrays are reconfig-
urable; one can quickly erase the waveguides by illuminating the crystal with white light,
and rewrite a completely different structure. The material response is also electrically
tunable. Consequently, optically induced potentials are a fertile setting for exploring non-
linear wave dynamics in various one and two dimensional lattices [27, 70, 71, 111], and
analogies with electrons in condensed matter such as Bloch oscillations [38] and Anderson
localisation [112].
On the other hand, optical induction also has some limitations. The material response
is typically anisotropic and nonlocal, thus one cannot create arbitrary refractive index
distributions, or waveguides with an ideal step-like profile. The writing and erasure of
waveguides is a relatively slow, typically requiring a time scale on the order of seconds.
Furthermore, studies of phenomena associated with spatially localised structures have
been limited to defects [113] and surfaces [114] of lattices, because a localised induction
beam diffracts, preventing the formation of a refractive index profile invariant along the
propagation direction.
Nondiffracting Bessel beams are the only exception to the rule. While a lowest or-
der Bessel beam can induce a single isolated waveguide [67], interference limits the types
of multi-waveguide systems accessible via a coherent superposition. Higher order Bessel
beams induce rings of waveguides [68], but their depths or coupling cannot be tuned indi-
vidually. A recently proposed way to overcome this limitation is the optical multiplexing
technique [115, 116], in which the potential is induced using an incoherent superposition of
multiple beams, preventing their interference. Multiple waveguides induced in this manner
enable the optical induction of a much wider variety of potential landscapes.
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In this Section we will use the multiplexing of Bessel beams to induce reconfig-
urable arrays of coupled nonlinear waveguides. We start by introducing the experimental
setup and theoretical model for light propagation in anisotropic photorefractive media in
Sec. 3.4.1, before presenting experimental results on dynamics in a two waveguide coupler
in Sec. 3.4.2. We demonstrate control over the coupling strength and nonlinear symmetry-
breaking bifurcations. We finally study in Sec. 3.4.3 the propagation of discrete vortices
in a four waveguide ring, observing the power-controlled switching of their charge.
3.4.1 Experimental setup and model
Fig. 3.10 provides a sketch of the experimental setup. The beam from a frequency-doubled
Nd:VNO4 laser with wavelength λ = 532nm is split in two, forming separate induction and
probe beams. Their spatial profiles are controlled individually using a pair of spatial light
modulators, before they are recombined at a beam splitter and sent into the photorefractive
strontium barium niobate (SBN) crystal, with size Lx,y = 5mm, Lz = 20mm, the latter
being the propagation direction. The crystal is externally biased by an electric field
Eext = 2kV/cm, applied along its c axis to produce a focusing nonlinearity. We measure
the input and output fields with a CCD mounted on a translation stage. Interference with
a separate tilted reference beam allows simultaneous extraction of the intensity and phase.
We model propagation of the extraordinarily polarised probe beam A(r, z) with the
nonlinear Schro¨dinger equation,
i∂zA+∇2A+ γEscr(I)A = 0, (3.20)
where γ = 11.9cm/kV is a material constant, and I = |A(r, z)|2 + V (r) is the total
intensity. V =
∑
i Vi is the incoherent summation of the multiplexed induction beam
intensities, which we assume are independent of z. The Bessel beam intensities are Vi ∼
J0(|r−ri|k0)2, where k0 ≈ 2π/(4.8µm) is their structure size and ri are the beam positions,
shown in Fig. 3.10. Each Bessel beam carries a total power PBessel ≈ 1.3µW. Escr =
−Eext∂xφ is the screening field within the crystal generated by the potential φ, which we
obtain using the anisotropic photorefractive model of Zozulya and Anderson [118],
∇2φ+ (∇φ) · ∇ ln(1 + I) = ∂x ln(1 + I). (3.21)
The fields in Eqs. (3.20,3.21) are normalised with respect to a background (incoherent)
intensity I0 controllable via a white LED. Since this background is difficult to measure
directly, we instead obtain the correct normalised intensities to use in the simulations
(max(Vi) ∼ 1) by fitting against some simple experiments, eg. the formation of a bulk
soliton. Numerically, we solve Eq. (3.20) using the split-step method and Eq. (3.21) by
applying a relaxation procedure [36].
3.4.2 Two waveguide coupler
We start by considering a simple system - the nonlinear two waveguide coupler [119]. This
allows us to demonstrate control over the coupling between waveguides, determine the
probe beam power required to observe nonlinear effects, and compare our observations
against a simple coupled mode model. There are two possible configurations for the
coupler: parallel or perpendicular to the c axis; because of the anisotropic response, they
produce quite distinct potential profiles. We use the former, which generates two well-
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Figure 3.14: Nonlinear vortex switch in four waveguide ring lattice. From left to right: Input
intensity and phase, linear output, output at intermediate power, and nonlinear output. Figure
from Ref. [117].
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Figure 3.15: Vortex lines (m = +1 red, m = −1 blue) during linear propagation superimposed on
isointensity contours in green, set to 25% of the peak intensity. A charge flip occurs at z ≈ 10mm
when the positive vortex leaves the centre, while a negative vortex simultaneously enters.
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remain stable. The composite vortex solitons form continuous families of nonlinear modes,
which can be degenerate under certain conditions. We showed that this degeneracy enables
stable nonlinear dynamics supporting vortex charge flipping in one or both components.
We next considered a ring lattice with a parity time (PT ) symmetric defect consisting
of a pair of waveguides with balanced gain and loss. Usually such systems host modes
with real eigenvalues up to a critical strength of the gain loss parameter, at which a “PT
symmetry breaking” spectral singularity occurs and the eigenvalues become complex. We
showed under general conditions the existence of degenerate pairs of vortex modes in the
conservative limit implies a vanishing critical strength of the gain/loss parameter, ie. ar-
bitrarily weak gain/loss will result in the appearance of complex eigenvalues. Thus, the
existence of modes hosting phase singularities is tied to the existence of an exceptional
point spectral singularity. We found propagating nonlinear vortex modes can still exist be-
yond the PT symmetry breaking threshold. Families of nonlinear modes and their stability
are sensitive to both the sign and magnitude of the topological charge, hence providing
further flexibility for charge control, which we demonstrated via numerical simulations of
beam propagation.
Finally, we considered how to realise some of these switching applications experimen-
tally in collaboration with the Mu¨nster University, using an optically induced ring lattice
in a photorefractive strontium barium niobate crystal. We generated the waveguides
using an incoherent superposition of Bessel beams. Starting with a two waveguide cou-
pler, we demonstrated control over the coupling strengths and nonlinear effects such as
symmetry-breaking bifurcations. We then considered a four waveguide ring and studied
the propagation of a novel nonlinear vortex breather, which allows the topological charge
at the output of the array to be controlled by the input power. We corroborated the ex-
perimental observations with full numerical simulations of the anisotropic photorefractive
model.
Our work expands the “toolbox” of mechanisms for topological charge control estab-
lished in a number of previous papers, generalising simple scalar tight binding models to
composite beams or non-Hermitian (parity time symmetric) Hamiltonians. Our proof-of-
concept experiments also prove that relatively simple discrete models such as these are
sufficient to understand the potentially complex nonlinear physics of realistic systems.
Chapter 4
Conical intersections and angular
momentum
This Chapter studies generalised conical intersections in two-dimensional photonic lat-
tices. Conical intersections form singularities of the Bloch wave group velocity. Originally
studied by Hamilton in the context of conical refraction in biaxial crystals, interest has
resurged in the past decade with the isolation of graphene and subsequent demonstration
of photonic analogues. Our main focus is on the physical significance of the pseudospin
emerging at conical intersections, specifically its intriguing connection to angular momen-
tum and wave singularities such as optical vortices and polarisation singularities. We
establish light propagation at conical intersection spectral singularities as a way to gener-
ate wave singularities and orbital angular momentum, and realise experimentally a novel
integer pseudospin intersection in a photonic Lieb lattice.
This Chapter includes material from the following publications:
• D. Leykam, O. Bahat-Treidel, and A. S. Desyatnikov, Pseudospin and nonlinear
conical diffraction in Lieb lattices, Physical Review A 86, 031805(R) (2012).
• O. Bahat-Treidel, D. Leykam, and A. S. Desyatnikov, Pseudospin-orbit coupling in
honeycomb lattices, finalised for publication.
• F. Diebel, D. Leykam, S. Kroesen, C. Denz, and A. S. Desyatnikov, Observation
of integer pseudospin conical diffraction in Lieb lattices, finalised for publication.
4.1 Introduction
In the previous Chapter we examined how to control the charge of optical vortices using
their nonlinear dynamics. While this enables all-optical control and switching, nonlinear-
ity can also result in instabilities of vortex beams. Hence, we now consider a different
approach dependent on linear wave dynamics at spectral singularities. Specifically we
will explore how conical intersections posses a pseudospin which can be used to generate
optical vortices and orbital angular momentum.
A conical intersection is a spectral degeneracy appearing in two-dimensional photonic
lattices, when two or more Bloch bands touch at a point in the Brillouin zone, forming a
singular dispersion of the wave group velocity. The simplest type of conical intersection is
the Dirac cone, which appears in photonic analogues of graphene [123–125]. Dirac cones
also have a long history in the description of conical diffraction in biaxial optical crystals,
where a light beam propagating along the optic axis forms a hollow cone [126, 127]. More
recently, Dirac cones have provided a simple pathway to realising photonic topological
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insulators [62], and have other applications such as Purcell factor enhancement [128, 129].
While there have been proposals to generalise Dirac cones to higher order conical intersec-
tions using optical lattices for cold atoms [130–136], metamaterials [137, 138], and certain
condensed matter systems [139–141], to date there have been no successful experiments in
any of these settings.
What is pseudospin? We saw in Sec 2.4 that in the context of graphene, pseudospin
describes the “polarisation” between the two equivalent sublattices. More generally, the
pseudospin is an analogue of “real” spin or polarisation, describing how a wave is dis-
tributed between different internal or “microscopic” states, eg. left- and right-handed
circular polarisations. In the context of periodic lattices, the pseudospin can take a va-
riety of forms, describing the distribution of a wave between different sublattices, layers
(eg. bilayer graphene), valleys (eg. the two inequivalent Dirac points), or Bloch bands.
Why is pseudospin important? In some cases it isn’t, eg. we can neglect polarisation
effects if we are only interested in scalar light beams, and in lattices with large band gaps it
is often sufficient to use a single band approximation. But there are many cases when these
scalar approximations fail and a single degree of freedom is insufficient to describe wave
propagation, eg. vector beams, or near-degeneracies of Bloch bands. In these cases, the
additional structure imposed by the extra internal degree of freedom (pseudospin) enables
new physical effects, and a much richer family of wave singularities, see eg. the comparison
between phase and polarisation singularities in Sec. 2.3. Furthermore, the analogy between
pseudospin and real spin allows for an intuitive understanding of various phenomena in
these complex lattices, eg. perfect Klein tunnelling through potential barriers large enough
to perfectly reflect a scalar wave [135, 142].
In this Chapter we establish deep connections between the spectral singularity formed
by generalised conical intersections and the generation of wave singularities in propagating
beams. We focus specifically on the special role played by the pseudospin appearing
at conical intersections and how it displays fruitful analogies with real spin, such as its
contribution to the angular momentum of light. We show how a higher-order pseudospin
1 conical intersection can be successfully realised in photonic lattices with a “Lieb lattice”
structure [143].
We begin by studying analytically properties of pseudospin s conical intersections and
their angular momentum in Sec. 4.2. We validate our analytical results for s = 1/2 in
Sec. 4.3 by conducting numerical simulations of paraxial propagation in honeycomb and
kagome lattices. In Sec. 4.4 we explore in detail the novel properties of an integer pseu-
dospin conical intersection occurring in the Lieb lattice, considering linear and nonlinear
conical diffraction and symmetry breaking. We present experiments on Lieb lattice conical
diffraction in femtosecond laser-written waveguide arrays conducted in collaboration with
Mu¨nster University. Finally, we summarise our main results in Sec. 4.5.
4.2 Pseudospin, conical diffraction, and angular momentum
We start by considering in Sec. 4.2.1 the simplest type of conical intersection, the Dirac
cone with pseudospin s = 1/2, within the framework of k ·p perturbation theory, stressing
that the pseudospin has an unambiguous definition not limited to the tight binding ap-
proximation. Next in Sec. 4.2.2, we generalise to pseudospin s intersections and reveal a
connection between pseudospin eigenstates, conical diffraction, and the generation of op-
tical vortices. In Sec. 4.2.3 we consider different forms of angular momentum appearing at
conical intersections, identifying a conservation law involving the pseudospin, and showing
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that the optical orbital angular momentum of a paraxial beam can be decomposed into
two contributions. One is sensitive to the Berry curvature of the Bloch bands, and we
conjecture the second is proportional to the pseudospin.
4.2.1 Dirac cone
Let us begin by considering the simplest type of conical intersection, involving only two
bands: a Dirac cone. We saw in Sec. 2.4 that the effective propagation equation in the
vicinity of the Dirac point takes the form
i∂zψ = HˆDirac(p)ψ = vF
(
0 px − ipy
px + ipy 0
)
ψ = vF (p · σˆ)ψ, (4.1)
where p = (px, py, 0) is the momentum-space displacement from the conical intersection,
and σˆ = (σˆx, σˆy, σˆz) are the Pauli matrices,
σˆx =
(
0 1
1 0
)
, σˆy =
(
0 −i
i 0
)
, σˆz =
(
1 0
0 −1
)
. (4.2)
In the context of honeycomb lattices, these operators are written in the “sublattice basis”,
ie. the eigenstates of σˆz excite a single sublattice only (A or B), and thus we defined the
pseudospinor field as ψ = (ψA, ψB).
However, this division of the wave amplitude into discrete sublattices is somewhat
unsatisfactory, because such a division is necessarily limited to the discrete tight binding
approximation. If the pseudospin is physically meaningful, it must have a definition not
limited to this approximation. We therefore derive in Appendix B.2 a more general ex-
pression for pseudospinor field components independent of the sublattices as ψ = (ψ↑, ψ↓).
Starting with the degenerate pair of Bloch waves u±(K, r) exp(iK ·r) at a Dirac point (K
point), we construct linear combinations (u↑, u↓) forming eigenstates of the pseudospin σˆz,
such that the pseudospin components of the field are obtained by projecting onto these
eigentates,
ψ↑(p, z) =
∫
drA(r, z)u∗↑(K, r)e
−i(K+p)·r, (4.3)
and similarly for ψ↓. Thus, the pseudospin components can be defined purely in terms of
the Bloch waves of a continuous periodic potential, without reference to a tight binding
limit.
The eigenvalues of Eq. (4.1), β = ±vF |p|, form the double cone shown in Fig. 4.1(a).
This curious dispersion relation was originally studied by Hamilton in the context of light
propagation through biaxial crystals [126, 127]. Biaxial crystals have different refractive
indices n1,2,3 along their three principal axes, which can intersect to form conical inter-
sections. During propagation, different electric field components acquire a relative phase,
leading to polarisation shifts dependent on the wavevector p and a characteristic conical
diffraction pattern. The same happens here, but with the physical polarisation vector
replaced by the pseudospin. Propagation of a Gaussian beam with definite Sz (ie. a σˆz
eigenstate) generates the conical diffraction pattern shown in Fig. 4.1(b).
The singular dispersion formed by the double cone also generates a wave singularity
in the diffracted field. As ψ = (ψ↑, ψ↓) forms a two component field, we can draw a direct
analogy with the optical polarisation singularities of the electric field circular components
E = (EL, ER) discussed in Sec 2.3. Following Eq. (2.16), we introduce the “pseudospin
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(a) (b) (c) (d)
Figure 4.3: Conical diffraction intensity profiles formed by Gaussian wavepackets patterns with
different initial pseudospin | min〉 at conical intersections with different s. (a) s = 1,min = 0. (b)
s = 1,min = 1. (c) s = 3/2,min = 1/2. (d) s = 3/2,min = 3/2.
This pseudospin-dependent phase winding is the only angular dependence of the output
field. Hence the total intensity profile I = ψ†ψ =
∑
m |cm|2 is rotationally symmetric.
This, combined with the constant and nonzero magnitude of the wave group velocity,
results in generalised conical diffraction. Fig. 4.3 shows some conical diffraction patterns
for different pseudospin eigenstates.
One can clearly see that different initial pseudospin states | min〉 generate different
types of conical diffraction patterns, with different rates of expansion. One way to char-
acterise this expansion is using the mean squared group velocity,
〈v2G〉 = (vF /s)2〈Sˆ2x〉,
=
1
4
(vF /s)
2〈(Sˆ+ + Sˆ−)2〉,
= v2F (1 + 1/s− (min/s)2)/2, (4.8)
where to obtain the last line we used the identities [Sˆ+, Sˆ−] = 2Sˆz and 〈Sˆ−Sˆ+〉 = s2+ s−
min(1+min). Eq. (4.8) reveals initial states with larger |min| have a smaller mean squared
group velocity and hence expand more slowly, which is consistent with the numerical results
in Fig. 4.3. This follows from wavepackets with larger |min| projecting more strongly onto
the Bloch bands with smaller group velocity.
Eq. (4.7) also tells us that starting with an eigenstate of the Sˆz operator associated
with the conical intersection is the only way to observe conical diffraction. If the initial
state is instead a superposition of different Sˆz eigenstates | m1,2〉, interference between
their different phase windings of the form ei(m1−m)ϕ + ei(m2−m)ϕ will spoil the rotational
symmetry of the output intensity profile. Hence this is one sense in which the Sˆz eigenstates
are special; they are also the eigenstates of conical diffraction.
Vortex generation during conical diffraction displays a close analogy to the generation
of optical vortices via spin-orbit interaction of light [144, 145], with pseudospin replacing
spin and projection corresponding to a circular polarising filter. However, while light is
decomposed into two states (left and right handed circular polarisations), here there are
s distinct pseudospin states. The intriguing generation of optical vortices in the “cross-
polarised” pseudospin components suggests a link between orbital angular momentum and
the pseudospin, which we will now explore further.
§4.2 Pseudospin, conical diffraction, and angular momentum 47
4.2.3 Angular momentum
The spectrum of the effective Hamiltonian Eq. (4.5) is invariant under rotations of p. This
symmetry suggests a conservation law. The corresponding conserved quantity is the total
angular momentum,
Jˆz = Sˆz + Lˆz, (4.9)
where Sˆz is the pseudospin and
Lˆz = −i(r ×∇)z ⊗ 1ˆ, (4.10)
is the envelope orbital angular momentum. These operators are defined within the effective
model Eq. (4.5) and act on the slowly varying envelope (on the scale of the lattice period)
formed by the spinor field ψ.
The total angular momentum Jˆz displays a natural separation of length scales into
slowly and rapidly varying components: Lˆz only depends on the “macroscopic” spatial
structure of the beam (ie. the global phase of its envelope, slowly varying on the scale of
the lattice period), while Sˆz only involves the “microscopic” fine structure encoded in the
internal pseudospin degree of freedom within each unit cell.
To show conservation of Jˆz, we evaluate its Heisenberg equation of motion,
∂zJˆz = −i[Jˆz , Hˆs],
∝ [Sˆz + Lˆz,p · Sˆ],
= p · [Sˆz, Sˆ] + [(xpy − ypx),p] · Sˆ,
= i(pxSˆy − pySˆx) + i(pySˆx − pxSˆy),
= 0.
This conservation law provides another explanation of the generation of vortices predicted
by Eq. (4.7): any conversion between pseudospin components must be compensated by a
change in the envelope orbital angular momentum.
Conservation of Jˆz was originally identified in the context of graphene’s tight binding
model [146], and subsequently used to explain conversion of angular momentum during ab-
sorption of circularly polarised light [147] and, very recently, the generation of single charge
optical vortices during conical diffraction in an optically induced honeycomb lattice [148].
Here we have shown this conservation law readily generalises to conical intersections with
arbitrary pseudospin s, and without reference to any particular tight binding model - it
simply requires a conical intersection within the k · p approximation.
So far, we have considered everything in terms of the effective Hamiltonian Eq. (4.5),
but we should not forget the more fundamental paraxial field A(r, z) also carries a well-
defined optical orbital angular momentum,
Mˆz = −i(r ×∇)z. (4.11)
While this may at first glance resemble the envelope orbital angular momentum Eq. (4.10),
it is not the same: it acts on the scalar field A(r, z) instead of the spinor field ψ(r, z).
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(a) (b) (c) (d)
Figure 4.4: Intensity (a) and phase (b) of a Dirac point Bloch wave (and Sˆz eigenstate) in the
honeycomb lattice. (c,d) The same, in the kagome lattice.
Thus there are three distinct forms of angular momentum, with expectation values
〈Mˆz〉 = −i
∫
drA∗(r ×∇)zA, (4.12)
〈Lˆz〉 = −i
∑
s
∫
drψ∗s(r ×∇)zψs, (4.13)
〈Sˆz〉 =
∑
s
s
∫
dr|ψs|2, (4.14)
where the summation is over different Sˆz eigenstates ψs with eigenvalue s.
A natural question is to ask is what is the relationship between angular momentum op-
erators Lˆz, Sˆz appearing in the effective model, and the optical orbital angular momentum
Mˆz of the full paraxial field? In other words, can the effective model accurately describe
the full dynamics of 〈Mˆz〉? What role does the pseudospin play? Does it contribute to
the optical orbital angular momentum?
One might expect the answer to depend on the details of the lattice potential. The
effective model Eq. (4.5) is completely insensitive to the physical structure of the lattice,
which only determines the effective speed of light vF . For example, honeycomb and kagome
lattices (which we will consider in detail later) both have Dirac points for which Eq. (4.1)
is a long wavelength effective model, but their potential profiles and Bloch waves look
different on the scale of a single unit cell. More generally, other lattices with completely
different Bloch wave structure can support Dirac points as “accidental” degeneracies not
enforced by symmetries of the lattice [149].
The Bloch waves themselves generally contain complex energy currents and vortices,
which contribute to the optical orbital angular momentum Mˆz. For example, Fig. 4.4
shows a Bloch wave at the honeycomb lattice’s Dirac cone. Its field profile contains many
vortices and a complex pattern of energy flow. As these Bloch wave profiles depend on
the details of the lattice potential, which are not captured by the effective model, one
might expect differences in the profiles to translate to different optical orbital angular
momentum dynamics of the full paraxial field A(r, z).
We will present evidence indicating that the optical orbital angular momentum dy-
namics are actually universal, and completely described by quantities appearing in the
k · p theory effective model. We show this by transforming Mˆz to the Bloch wave basis.
Formally, we expand the field A(r) in Eq. (4.12) in terms of Bloch waves as
〈Mˆz〉 =
∫
dr
∑
m,n
∫
dk′dkg∗m(k
′)u∗m(k
′, r)e−ik
′·r [r × (−i∇)]z gn(k)un(k, r)e−ik·r. (4.15)
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Recall gn(k) is the projection of the paraxial field onto the nth band Bloch wave
un(k, r)e
−ik·r, see Eqs. (2.9,2.10). This expression must be evaluated carefully because
the Bloch waves are extended in real space: if one attempts to change the order of inte-
gration and evaluate the spatial integral first, the result is dominated by oscillatory edge
currents and does not converge to a fixed limit as r →∞.
The problem is that the orbital angular momentum of a single Bloch wave is unde-
fined due to this ambiguity with the edge currents. This issue was originally encountered
during attempts to calculate the orbital magnetisation of electrons in periodic insulators.
The recently discovered solution involves first expanding the field in terms of localised
Wannier functions instead of delocalised Bloch waves [58, 150, 151] (see Refs. [56, 152] for
comprehensive reviews of this topic). Unfortunately this method is not directly applicable
to localised wavepackets, so we need a different approach.
For a localised wavepacket, the integral expression Eq. (4.15) is well-defined. However,
before changing the order of integration we must eliminate the problematic position oper-
ator r from the integrand. To do this, we first replace the position space momentum op-
erator with its equivalent Bloch wave form derived in Appendix B.1, (−i∇)→ [∇kHˆ(k)],
and then integrate by parts using the identity
r × (∇kHˆ)[gn(k)un(k, r)eik·r] = (∇kHˆ)×
[
−ieik·r∇k(gnun) + i∇k(gnuneik·r)
]
, (4.16)
which splits the optical orbital angular momentum into two contributions1,
〈Mˆz〉 =M1 +M2, (4.17)
M1 = −i
∫
dr
∑
m,n
∫
dk′dkei(k−k
′)·rg∗m(k
′, r)u∗m(k
′, r)(∇kHˆ)×∇k(gnun), (4.18)
M2 = i
∫
dr
∑
m,n
∫
dk′dkei(k−k
′)·rg∗m(k
′, r)u∗m(k
′, r)(∇kHˆ)×∇k(gnuneik·r). (4.19)
Each is invariant under gauge transformations of the Bloch functions un → uneiφ(k) be-
cause any phase change is compensated by an equal and opposite phase change to the
mode projections, gn → gne−iφ(k). Hence in principle each contribution is individually ob-
servable and physically meaningful. The second contribution is a perfect derivative that
can be transformed to a boundary integral using Stokes’ theorem; it represents a “surface”
contribution to the optical orbital angular momentum.
In Appendix B.3 we evaluate the M1 integral, obtaining
M1 =
∑
m,n
∫
dkg∗m(k)Mˆ1gn(k), (4.20a)
Mˆ1 = i∇k × (∇kHˆ) + Ωˆ(k), (4.20b)
Ωˆ(k) = 〈i∇kum(k) | ×(∇kHˆ) | un(k)〉, (4.20c)
which generalises the original derivation by Chang and Niu [153] to structured wavepackets
with nonzero envelope orbital angular momentum. The first term appearing in Eq. (4.20b)
resembles the conventional orbital angular momentum operator: it is the cross product
of the position operator (in reciprocal space) i∇k with the Bloch wave momentum ∇kHˆ.
1For full generality and notational simplicity we consider the full vectorial operator; of course in a 2+1
dimensional system only its z component is meaningful.
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The second term is an “anomalous” contribution due to the Berry curvature of the Bloch
bands. Note that while this division into conventional and anomalous contributions may
seem more intuitive, in fact only their sum is invariant under gauge transformations of the
Bloch functions, so only their sum is a physically meaningful quantity. We shall thus call
M1 the “Berry curvature” contribution to the optical orbital angular momentum.
We secondly conjecture a strikingly simple expression for M2, proportional to the
pseudospin,
M2 ∝ vFSz, (4.21)
where cone angle vF appears for units to be consistent. In other words, M2 is presents
a pseudospin contribution to the optical orbital angular momentum of light; the abstract
internal degree of freedom associated with the spectral singularity translates to a real
circulation of the optical current. In the following Section, we will show that Eq. (4.21) is
remarkably supported by numerical evidence.
Eqs. (4.20) and (4.21) are the central results of this Section: we have (conjectured) a
decomposition of the optical orbital angular momentum operator Mˆz purely in terms of
effective model quantities.
4.3 Orbital angular momentum at pseudospin 1/2 intersec-
tions
We now test above results against numerical simulations of the simplest case: s = 1/2
intersections apearing in honeycomb and kagome lattices. We compare optical orbital
angular momentum dynamics predicted by Eqs. (4.20,4.21) and semi-analytical solutions
of the k · p perturbation theory against direct numerical simulations of the linear (δ = 0)
paraxial Eq. (2.6).
4.3.1 Honeycomb lattice
We start with the honeycomb lattice, ie. “photonic graphene,” and for full general-
ity allow a detuning between the two sublattices which opens up a gap at the Dirac
point. Our numerical simulations assume physical parameters relevant to femtosec-
ond laser-written waveguide arrays. Namely, a paraxial beam with carrier wavelength
λ = 800nm, background refractive index n0 = 1.5, refractive index modulation depth
max(∆n) = 8 × 10−4 ≪ n0, and lattice period a = 24µm, which we choose as our
characteristic transverse length scale. This yields the characteristic propagation distance
z0 = 6.8mm and normalised potential depth V0 = 19. We construct the lattice potential
profile V (r) as a superposition of Gaussians, ie.
V (r) = V0
∑
j
[
(1 + δV )e−|r−rj |
2/(2d2) + (1− δV )e−|r−rj−δ|2/(2d2)
]
, (4.22)
where rj is the position of the jth unit cell, d = 3.2µm is the waveguide size, δ is the
displacement between the A and B sublattices, and δV is their detuning. Fig. 4.5 shows
the lattice potential and numerically calculated band structure when δV = 0.
In the vicinity of the K point, the effective Dirac Hamiltonian including mass (gap)
term ∆ is
Hˆ(p) =
(
∆ vF pe
−iϕ
vF pe
iϕ −∆
)
, (4.23)
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Similarly for a spin down wavepacket,
g±(p) = Gl(p)eilϕ
1
2βN± e
±iβz , (spin ↓) (4.30)
Thus the slowly varying envelopes ψ = (ψ↑, ψ↓) evolve as
| l, 1
2
〉 = eilϕGl(p)
(
cos βz + i
∆
β
sin βz, ieiϕ
vF p
β
sin βz
)
,
| l,−1
2
〉 = eilϕGl(p)
(
ie−iϕ
vF p
β
sin βz, cos βz − i∆
β
sinβz
)
.
Notice the extra exp(±iϕ) phase factor in the “cross-polarised” pseudospin component,
ie. the generation of a phase vortex (envelope orbital angular momentum) predicted by
Eq. (4.7) and observed experimentally in Ref. [148].
Applying Eq. (4.14), the pseudospin evolves as
Sz(z) = ±π
∫ ∞
0
pdp|Gl(p)|2 1
β2
[
∆2 + v2F p
2 cos(2βz)
]
. (4.31)
Initially, Sz(0) = ±12 . As z → ∞, the second term oscillates more rapidly and averages
to zero. Thus, in the gapless limit ∆ → 0, the pseudospin washes out during propaga-
tion, while if the gap ∆ is nonzero the pseudospin will converge to a nonzero asymptotic
value. Since Jz is conserved, the envelope orbital angular momentum will also display
qualitatively similar dynamics, ie. Lz(z) = Jz − Sz(z), the pseudospin washes out and is
converted to envelope orbital angular momentum.
Evaluating the M1 contribution to the optical orbital angular momentum, we obtain
M1 = 8π(1 ± l)
∫ ∞
0
pdp|Gl(p)|2Kz(p) sin2(βz), (4.32)
where Kz(p) is the Berry curvature of the massive Dirac Hamiltonian,
Kz(p) =
∆v2F
2(∆2 + v2F p
2)
, (4.33)
plotted in Fig. 4.7(a) for different gap sizes ∆. We hence see explicitly thatM1 is a “Berry
curvature” contribution to the optical orbital angular momentum. We can interpret this
as the Berry curvature acting as an effective magnetic field, causing the Bloch waves to
circulate with nonzero orbital angular momentum.
Notice that Eq. (4.32) has an intrinsic chirality determined by the initial pseudo-
spin: the symmetry between beams with opposite envelope AM ±l is broken. Another
interesting observation is that M1 vanishes for all ∆, w, and z when l = ∓1 = −2s. M1 is
also zero initially, and in the gapless limit ∆ = 0.
No further reductions of Eqs. (4.31,4.32) are possible for arbitrary ∆; the integrals
cannot be evaluated in closed form for Gaussian wavepackets. We can however get exact
results in certain limits. As z → ∞, oscillatory terms in the integrands wash out and we
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Figure 4.8: Intensity and phase of the two j = 1/2 states after propagation: full paraxial field
A and slowly varying envelope components ψ↑,↓. (a) | l = 0, s = +1/2〉. (b) | l = +1, s = −1/2〉.
Corners are cut due to the triangular grid used in the numerical simulations.
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M1(q)/(∆w
2)
l exact (q ≫ 1)
3 13q[9q − 2q3 + (15 − 20q2 + 4q4)F (q)] 43
2 32q[(2q
2 − 3)F (q) − q] 32
1 4qF (q) 2
0 2q22F2(1, 1;
3
2 , 2;−q2) ln(4q2) + γ
-1 0 0
-2 −12q[(2q2 − 3)F (q)− q] −12
-3 −16q[9q − 2q3 + (15− 20q2 + 4q4)F (q)] −23
Table 4.1: Normalised Berry curvature contribution to the optical orbital angular momentumM1
for a pseudospin up wavepacket, to first order in gap size ∆. Valid for q ≡ z/z0 < 1/∆. z0 = w/vF ,
F (x) is the Dawson function, 2F2 is a generalised hypergeometric function, and γ ≈ 0.58 is the
Euler-Mascheroni constant.
has a significant effect on the observables appearing in the full paraxial equation, and
suddenly the envelope orbital angular momentum significantly affects the optical orbital
angular momentum. The key to this sensitivity is the Berry curvature term M1 given by
Eq. (4.32).
To get a better insight into the numerical results, we consider a series expansion of
Eq. (4.32), valid for small ∆ and z/z0 . 1/∆. We present the results to leading order in
∆ for different envelope orbital angular momentum values l in Tab. 4.1.
These expressions nicely reproduce the complex behaviour in Fig. 4.10, including the
slow (logarithmic) growth of the orbital angular momentum when l = 0 and its quick
convergence to a finite value in the other cases. Unintuitively, increasing the envelope
orbital angular momentum decreases the optical orbital angular momentum carried by
the beam. Furthermore, M1 is an extensive quantity, proportional to the area of the
wavepacket, w2 (recall that for a Laguerre-Gauss beam in free space, the orbital angular
momentum is intensive, ie. independent of the beam size).
Both of these effects can be explained by the nonuniform Berry curvature Kz(p) shown
in Fig. 4.7(a): it has a maximum at the Dirac point p = 0, and is small for p > ∆.
Increasing w concentrates the beam around the Dirac point, where the Berry curvature is
largest, which hence increases M1. Vortex beams have a dark core with size proportional
to l, such that increasing l decreases the strength of the excitation at the Dirac point and
M1.
4.3.4 Large gap
Next, we consider the distinctly different optical orbital angular momentum dynamics
that occur in the massive regime, when ∆ is large enough that corrections beyond the
leading order expressions in Tab. 4.1 become important. Fig. 4.11 shows the dynamics
Mz(z) for stronger sublattice asymmetries δV = 0.01, 0.05 and different values of envelope
orbital angular momentum l. Agreement with numerical integration of Eqs. (4.32,4.32) is
excellent, showing that the full optical orbital angular momentum dynamics are accurately
described within the Dirac approximation. We stress again that no free fitting parameters
were used here: vF = 1.35 and ∆ = 0.18, 0.9 are both extracted from the numerically-
obtained band structure.
Three striking differences in the optical orbital angular momentum dynamics Mz(z)
appear in the massive regime:
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main difference is that the 3rd band in the full continuum model is not perfectly flat, due
to corrections beyond the tight binding limit.
In the vicinity of the intersection at the Γ point, the dispersion is locally parabolic. This
intersection is in fact “topologically protected”, and cannot be removed by perturbations
that preserve the symmetries of the lattice [156–158]. In this respect it is similar to the
honeycomb lattice’s Dirac cone, which is protected by parity symmetry. We will now
show that there is also a physically meaningful pseudospin associated with this parabolic
intersection.
The general 2 band Hamiltonian describing such a crossing is [157]
Hˆ(p)/µ = α(p2x + p
2
y)1ˆ + (p
2
x − p2y)σˆz + 2pxpyσˆx, (4.41)
where µ is the effective mass. In polar coordinates,
Hˆ(p) = p2µ
(
α+ cos 2ϕ sin 2ϕ
sin 2ϕ α− cos 2ϕ
)
, (4.42)
with the kagome lattice’s tight binding limit (perfectly flat band) corresponding to α = 1,
shown in Fig. 4.13(a). Since corrections beyond the tight binding approximation introduce
(weak) dispersion to the “flat” band, in the following for full generality we will allow
arbitrary α.
The spectrum is β± = (α ± 1)µp2 with eigenstates u+(p) = (cosϕ, sinϕ), u−(p) =
(− sinϕ, cosϕ). Since the spectrum has rotational symmetry, we expect conservation of
a total angular momentum Jˆz = Sˆz + Lˆz. The Heisenberg equation of motion for the
envelope orbital angular momentum is
∂zLˆz = −i[Lˆz, Hˆ],
= −iµ[xpy − ypx, α(p2x + p2y)1ˆ + (p2x − p2y)σˆz + 2pxpyσˆx],
= 4µpxpyσˆz + 2µ(p
2
y − p2x)σˆx
= i[−σˆy, Hˆ],
= −∂t(−σˆy).
Thus defining the pseudospin angular momentum as Sˆz ≡ −σˆy, the total angular momen-
tum Jˆz is conserved. In this case, Sˆz has eigenstates |↑, ↓〉 = (1,±i)/
√
2 with eigenvalues
±1. Thus, a flip of the pseudospin should be accompanied by the generation of a double
charge vortex.
To check this, let us consider the propagation of a pseudospin up eigenstate, ie. ψ(0) =
Gl(p)e
ilϕ |↑〉, where Gl(p) is the normalised Laguerre-Gauss envelope. The resulting band
projections are g+ = Gl(p)e
i(l+1)ϕ/
√
2, and g− = iGl(p)ei(l+1)ϕ/
√
2. The pseudospin
components after propagating a distance z are
〈↑| ψ(p, z)〉 = Gl(p)eiαµp2z cos(µp2z), (4.43)
〈↓| ψ(p, z)〉 = iGl(p)e2iϕeiαµp2z sin2(µp2z). (4.44)
Thus, the pseudospin down component indeed carries a double charge vortex, and Jˆz =
Sˆz + Lˆz is conserved
2. Furthermore, the intensity profile ψ†ψ shown in Fig. 4.13(b) is
2Another way to understand this is by observing that the effective Hamiltonian Eq. (4.41) is invariant
under a rotation by pi. An odd charge vortex does not have this symmetry so it cannot be generated.
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at a pseudospin 1 conical intersection, there are waves with p · Sˆ = 0, ie. waves with
zero projection of the pseudospin onto a given axis. This corresponds to excitations of
the middle flat band, which have a vanishing group velocity and infinite effective mass.
On the other hand, these states do not exist for photons, which are transverse waves:
excitations with p · Sˆ = 0 are forbidden because photons are massless particles.
We will now consider in detail the s = 1 case. Our setting for exploring the properties of
this interesting dispersion relation will be photonic lattices with a “Lieb lattice” structure,
originally studied as a prototypical example of a frustrated Hubbard model [143].
We begin with Sec. 4.4.1 by introducing tight binding and continuum models for pho-
tonic Lieb lattices, and their pseudospin eigenstates. Next in Sec. 4.4.2 we study the linear
and nonlinear conical diffraction of pseudospin eigenstates, tracking how Kerr nonlinearity
transfers energy between the intersecting Bloch bands. We finally discuss experimental
results concerning Lieb lattices inscribed in silica glass in Sec. 4.4.3.
4.4.1 Tight binding and continuum models
Fig. 4.15(a) shows the structure of the Lieb lattice, which resembles an ordinary square
lattice with one quarter of the sites removed. There are three identical sublattices (A,B,C).
The “A” and “C” sites are equivalent, each with two neighbours, while each “B” site has
four neighbours.
We construct a tight binding model that allows for coupling between nearest and
next nearest neighbours (NNN) with strengths C and C ′ respectively. We introduce the
pseudospinor ψ = (ψA, ψB , ψC) which encodes the field amplitude on the three sublattices.
The Fourier space tight binding Hamiltonian is
Hˆ(k) = 2C

 0 cos(kx/2) 2γ cos(kx/2) cos(ky/2)cos(kx/2) 0 cos(ky/2)
2γ cos(kx/2) cos(ky/2) cos(ky/2) 0

 , (4.47)
where γ = C ′/C, and we use units in which the lattice period a = 1, ie. −π ≤ kx,y ≤ π.
In the absence of NNN coupling (γ = 0) the spectrum is
β(k) = 0,±2Cη(k), η(k) ≡
√
cos2(kx/2) + cos2(ky/2). (4.48)
β(k) = 0 forms a flat band, while the other two bands are dispersive. For each mode with
energy β, there is one with −β. This particle-hole symmetry is a signature of an operator
Oˆ that anticommutes with the Hamiltonian, in this case Oˆ = diag(1,−1, 1).
The Bloch functions are
u0(k) = η
−1/2 (− cos(ky/2), 0, cos(kx/2)) , (4.49)
u±(k) = (2η)−1/2
(
cos(kx/2), ±η(k), cos(ky/2)
)
. (4.50)
Notice how the flat band modes never excite the “B” sublattice.
When there is NNN coupling (γ 6= 0), both the particle-hole symmetry and the flatness
of the middle band are destroyed, and the spectrum can no longer be obtained in a simple
closed form. Fig. 4.15(b-d) shows the spectrum for increasing values of γ. The three bands
always intersect at the M-point, kM = (π, π). Expanding Hˆ(k) around this intersection
and denoting by p ≡ k − kM the displacement from the M point, we obtain an effective
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A less obvious discrepancy between the tight binding and continuum models shown
in Fig. 4.16(c) is the presence of a small gap at the M point in the latter. This is due
to a correction beyond the tight binding approximation, and originates from the different
coordination numbers (number of neighbouring sites) of the sublattices. This leads to a
slight effective energy shift to the “B” sites, which opens a small gap with one of the
conical bands, and leaves the other conical band touching the flat band.
Hence the s = 1 intersection is not “protected”, and unlike a s = 1/2 Dirac cone it can
be destroyed by small perturbations that respect the spatial symmetries of the lattice. To
understand this difference, we can consider the most general effective model to first order
in p that has rotation, inversion and time-reversal symmetries,
Hˆ(p) = vFp · Sˆ+ cxy(Sˆ2x + Sˆ2y) + czSˆ2z . (4.54)
The Pauli matrices have the property σˆ2x = σˆ
2
y = σˆ
2
z = 1ˆ, thus at a Dirac cone the cxy,z
terms just produce a trivial global energy shift. In contrast, the spin 1 matrices do not
share this property; Sˆ2x 6= Sˆ2y 6= Sˆ2z 6= 1ˆ. At the M point (p = 0) the first term vanishes
and the eigenvalues are cxy + cz (doubly degenerate) and 2cxy, so two bands touch and
the third is separated by a gap ∆ = cz − cxy, which is indeed what we see in the direct
numerical simulations.
In practice, however, we can see in Fig. 4.16(b) that this gap is small for moderately
deep waveguides. Typically to resolve such a gap, one requires a wavepacket with suffi-
ciently large width w (strongly localised in the Brillouin zone), such that ∆ ∼ vF /w. The
experiments we will present shortly are fit by simulations with ∆ ≈ 0.06 and vF = 1.49,
and use wavepackets with w . 10, so the gap cannot be resolved. Furthermore, one can
always compensate and reduce the gap size by fine tuning the depth of the “B” waveg-
uides. Thus the tight binding model can be a good description of wavepacket dynamics
in realistic Lieb lattices.
4.4.2 Nonlinear conical diffraction
In this Section we will explore how nonlinearity affects conical diffraction at the Lieb
lattice’s pseudospin 1 conical intersection. We consider the nonlinear Schro¨dinger equation
with Kerr (cubic) nonlinearity,
i∂zA+∇2A+ V A+ δ|A|2A = 0, (4.55)
with δ = ∓1 for defocusing or focusing nonlinearity.
We can include Kerr nonlinearity in our effective model by using the effective mass
approximation [40] to convert the long wavelength Fourier space Bloch Hamiltonian
Eq. (4.51) to real space. Since the nonlinearity is local, it is diagonal in the sublattice
basis [159], resulting in
i∂zψ =
[
Hˆ{i∂j}+ δnˆ
]
ψ, (4.56)
where Hˆ{i∂j} is Hˆ(p) from Eq. (4.51) with the replacement p → i∇, and nˆ =
diag(|ψA|2, |ψB |2, |ψC |2). This equation is derived in a similar manner to the nonlinear
Dirac equation in honeycomb lattices [124, 160].
The Kerr nonlinear term results in spatial four-wave mixing, such that the wavepacket
gets broader in reciprocal space. As was shown in Ref. [154], this tends to drive the
waves out of the vicinity of the conical intersection. Thus the higher order terms in
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the momentum expansion Eq. (4.51) (quadratic and cubic) are essential to explain the
observed dynamics [159, 161]. In certain circumstances (short times, weak nonlinearity,
broad wavepackets) these higher order terms can be neglected, leaving a spin one variation
of the massless nonlinear Dirac equation.
We study the nonlinear wavepacket dynamics of the different pseudospin states by
solving both the effective model Eq. (4.56) and the nonlinear Schro¨dinger Eq. (4.55), and
make a quantitative comparison between them by calculating the Bloch wave populations
(which evolve due to the nonlinearity). Projecting the wavepacket onto the Bloch waves,
we obtain the total population in the nth band,
Pn(z) =
∫
dk
∣∣∣∣
∫
drA(r, z)u∗n(k, r)e
−ik·r
∣∣∣∣2 . (4.57)
Pn(z) tells us how the nonlinearity redistributes the population between the different
bands, which causes very different dynamics. For example, the flat band population does
not diffract at all whereas the conical bands have very strong diffraction. We find good
quantitative agreement between the populations calculated from the effective model and
the solution of Eq. (4.55).
The input beams corresponding to the pseudospin eigenstates are constructed by se-
lectively exciting the different sublattices, as in Fig. 4.17(a), with a plane wave envelope
corresponding to the M point. In all cases, the total projection onto the first three bands
is over 98%, indicating that our three band approximation is well justified. In experiments
these inputs could be approximated by interfering tilted broad Gaussian beams positioned
at the four corners of the Brillouin zone, with different relative phases controlling the
pseudospin: equal phases corresponds to Sz = 0, while Sz = ±1 is obtained with a phase
difference of ±π/2 between adjacent corners of the Brillouin zone.
First we consider the pseudospin 0 eigenstate, |Sz = 0〉 =
(
0 1 0
)
, ie. a “B” sublat-
tice excitation. In the low intensity limit (δ = 0) the input beam in Fig. 4.17(a) evolves
into two circular bright rings of constant width in Fig. 4.17(b) which is characteristic of
conical diffraction [123]. When nonlinearity is introduced, there is a redistribution of the
Bloch waves composing the wavepacket, and the resulting diffraction pattern has the sym-
metry of the energy manifold β(k) around the intersection point [154]. The diffraction
of the lower conical band population is rotated by π, since its group velocity ∇kβ(k) is
opposite. In our case, the energy manifold has fourfold symmetry, and therefore the sign
of the nonlinearity should not affect the diffraction pattern. Surprisingly, the numerical
solution of Eq. (4.55) presents a different picture: indeed both focusing and defocusing
nonlinearities present the expected four-fold symmetry of the deformed rings, but the two
cases are rotated by π/4 with respect to each other, cf. Figs. 4.17(c,d).
To explain this rotation, we solve the effective model, Eq. (4.56), without NNN cou-
pling (γ = 0), and find that the two diffraction patterns are not rotated with respect to
each other, and when the NNN coupling is introduced (γ 6= 0), the π/4 rotation is repro-
duced. Therefore, in the nonlinear dynamics in the Lieb lattice, the NNN coupling has a
major qualitative effect (via particle-hole symmetry breaking of the two conical bands),
in contrast to honeycomb lattices. In addition, the Bloch wave analysis reveals a very
interesting fact: the flat band which is initially empty (since 〈ψ0|Sz = 0〉 = 0) remains
nearly empty during the propagation even though the nonlinearity has a significant effect
on the band populations, cf. Figs. 4.17(e,f). This means that there is a selection rule in
the spatial four wave mixing process.
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This selection rule can be understood using an approximation of a thin-layer nonlinear
medium, which is justified for sufficiently weak nonlinearity (low input power): the input
beam diffracts rapidly, its intensity decays, and the nonlinear term is only significant for
a short distance. In this regime, the population transfer between the bands n and m
is proportional to 〈um|nˆ(0)|un〉. For an initial state |Sz = 0〉 ↔
(
0 ψb 0
)
, the matrix
element 〈u0|nˆ(0)|u±〉 vanishes 3, and therefore, there is no population transfer between the
conical bands and the flat band, which is exactly the selection rule found in the numerical
calculations. Moreover, one can write the nonlinear term nˆ in the pseudospin basis and
see that the Sz = 0 subspace is decoupled, i.e. the nonlinearity does not mix the Sz = 0
state with the Sz = ±1 states.
For the pseudospin 1 states |Sz = ±1〉 = 1/
√
2
(±i 0 1), which have vanishing am-
plitude on the B sublattice [Fig. 4.18(a)], we find even greater differences. In the linear
case the evolution of the input beam [Fig. 4.18(a)] into a conical pattern is accompanied by
a very bright central spot [Fig. 4.18(b)]. By calculating the projections of the wavepacket
of the Bloch modes of the various bands, we find that the spin ±1 states carry about 50%
of their population in the flat band. During the initial nonlinear propagation, about 10%
of the population is transferred to the conical bands. The modes of the flat band have
vanishing group velocity, corresponding to non-diffracting beams, which is why the central
spot does not diffract, and the nonlinearity has a greater effect. Here we have doubled the
input beam power (with respect to Fig. 4.17) so that the power initially residing in the
conical bands is identical to the pseudo-spin 0 case. Consequently, the structure of the
square-deformed diffracting rings [Fig. 4.18(c,d)] is very similar. In addition, the central
spot has a chiral pattern which is reversed for the opposite pseudospin states ±1 with
the same nonlinearity (not shown); this effect can be used to distinguish the ±1 states.
Therefore, in the presence of nonlinearity the medium acts as if it was chiral; states with
opposite pseudospin evolve differently.
In summary, we have found that the nonlinear conical diffraction of different integer
pseudospin states in the Lieb lattice displays qualitative differences compared to half-
integer pseudospin conical diffraction in honeycomb lattices. The major causes of these
differences are the fact that in honeycomb lattices the pseudospin can be identified with
the sublattices, whereas in Lieb lattices there is a clear distinction between the two, and
the Lieb lattice’s additional flat band.
4.4.3 Experiments in femtosecond laser-written waveguide arrays
Although there has been significant theoretical interest in the properties of s = 1 conical
intersections, including studies of Lieb lattices for cold atoms [130–132, 135] and in con-
densed matter physics [139–141, 162], successful experimental realisations have only been
achieved very recently [136, 163–166].
Three groups have recently fabricated photonic Lieb lattices in fused silica glass using
the femtosecond laser writing technique [34]: a collaboration between Jena University,
the University of Chile and the Technion [163]; a group at Heriot-Watt University in
Scotland [166], and our collaborators at Mu¨nster University [164]. Naturally since the
experimental setups and capabilities are different, each has chosen to focus on different
aspects.
For example, the Lieb lattices fabricated in Jena have a significant x−y anisotropy, with
coupling coefficients Cy ≈ 1.5Cx. On the other hand, the lattices are deep enough that
3This also holds for the Hamiltonian eigenstates in the presence of the NNN coupling as well.
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Fig. 4.24 shows the corresponding experimental observations, which demonstrate rea-
sonable agreement both with the simulations and the charge rule. This is despite some
asymmetry, due to slight misalignment of the probe beam, and experimental noise which
produces additional vortex-antivortex pairs while preserving the total charge. The finite
size of our lattice results in an obvious discreteness in the output profiles. Although there
is only rotational symmetry in the continuum limit, the charge rule remains robust, par-
ticularly the generation of double charge vortices that does not occur at the pseudospin
half Dirac cones.
Summarising this Section, we have analysed experiments performed by collaborators
at Mu¨nster University on wavepacket dynamics at the s = 1 conical intersection appear-
ing in a photonic Lieb lattice, fabricated in silica glass using femtosecond laser writing.
The direct observation of conical diffraction of integer pseudospin states generalises the
interesting properties of s = 1/2 Dirac cones appearing in graphene and its photonic ana-
logues. We have verified two distinguishing features of the higher order conical intersection:
pseudospin-dependent conical diffraction, with higher pseudospin eigenstates expanding
more slowly, and conversion between different pseudospin eigenstates generating double
charge optical vortices.
4.5 Summary
We began this Chapter by studying analytically the properties of pseudospin s conical
intersections and their angular momentum. Considering the simplest type of conical in-
tersection, the Dirac cone with pseudospin s = 1/2, within the framework of the k · p
perturbation theory, we revealed the pseudospin has an unambiguous definition not lim-
ited to the tight binding approximation. Generalising to pseudospin s intersections, we
found a connection between pseudospin eigenstates, conical diffraction, and the generation
of optical vortices. Namely, pseudospin eigenstates are a necessary condition for producing
conical diffraction, and conversion between different pseudospin states is accompanied by
the generation of optical vortices. This motivated us to consider different forms of angular
momentum appearing at conical intersections, identifying a conservation law involving the
pseudospin. We showed that the optical orbital angular momentum of a paraxial beam
can be decomposed into two terms, one involving the Berry curvature of the Bloch bands.
We conjecture the second is proportional to the pseudospin.
We validated our analytical results for s = 1/2 by conducting numerical simulations of
paraxial wave propagation in honeycomb and kagome lattices, obtaining excellent agree-
ment with the analytical k ·p theory and demonstrating that the pseudospin carries a real
contribution to the optical orbital angular momentum of paraxial beams. We studied the
propagation of Laguerre-Gauss beams with width w, pseudospin s, and vortex charge l.
Considering staggered honeycomb lattices with different gap sizes ∆ allowed us to demon-
strate a transition from pseudospin-dominated (∆ = 0) to Berry curvature-dominated
(∆ & 1/w) optical orbital angular momentum. We showed that the parabolic band cross-
ing in the kagome lattice possess a pseudospin s = ±1 that similarly contributes to the
optical orbital angular momentum.
Finally, we explored in detail the novel properties of an integer pseudospin conical in-
tersection occurring in the Lieb lattice. We considered linear and nonlinear conical diffrac-
tion within tight binding and paraxial models, revealing the strong qualitative effect of
next-nearest neighbour waveguide coupling via symmetry breaking in the nonlinear conical
diffraction patterns and tracking how nonlinearity transfers energy between the three inter-
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secting bands. We presented experimental results obtained in collaboration with Mu¨nster
University on Lieb lattice conical diffraction in femtosecond laser-written waveguide arrays
in fused silica glass, observing the transition from discrete to conical diffraction for the
different pseudospin eigenstates, and generation of double-charge vortices via conversion
between different pseudospin states. These experiments establish pseudospin as an addi-
tional degree of freedom for controlling wave singularities and orbital angular momentum
in photonic lattices, and demonstrate higher order conical intersections not easily accessi-
ble in cold atom or condensed matter systems can be successfully realised in photonics.
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Chapter 5
Anderson localisation in flat band
lattices
The Lieb lattice’s conical intersection displayed another type of spectral singularity, a
dispersionless, macroscopically degenerate flat band with a divergent density of states.
This Chapter considers the robustness of this spectral singularity to disorder, studying the
Anderson model in flat band photonic lattices under the tight binding approximation. We
show that the density of states singularity qualitatively changes the properties of Anderson
localised modes, resulting in modified scaling of the disordered eigenmode properties which
we explain by introducing an analogy with Fano resonances. Appropriately correlated
disorder has the interesting effect of converting the δ function singularity in the density of
states to weaker square root or logarithmic singularities. We explain how these features
may be experimentally observed in the recently fabricated Lieb lattice.
This Chapter is based on the following publications:
• D. Leykam, S. Flach, O. Bahat-Treidel, and A. S. Desyatnikov, Flat band states:
disorder and nonlinearity, Physical Review B 88, 224203 (2013).
• S. Flach, D. Leykam, J. Bodyfelt, P. Matthies, and A. S. Desyatnikov, Detangling
flat bands into Fano lattices, Europhysics Letters 105, 30001 (2014).
• J. D. Bodyfelt, D. Leykam, C. Danieli, X. Yu, and S. Flach, Flatbands under
correlated perturbations, Physical Review Letters 113, 236403 (2014).
• D. Leykam, J. D. Bodyfelt, A. S. Desyatnikov, and S. Flach, Weakly disorderd flat
band states, in preparation.
5.1 Introduction
In the previous Chapter, we saw that integer pseudospin conical intersections generically
host (locally) flat, dispersionless Bloch bands in which the wave group velocity vanishes.
Flat bands are not limited to these conical intersections; they also occur in a wide variety
of appropriately designed lattices when perfect destructive interference suppresses wave
transport. The vanishing group velocity in flat bands results in a singular density of states,
which displays a δ function divergence.
Flat bands are interesting because their quenched kinetic energy (group velocity) am-
plifies the effect of perturbations such as interactions. Thus, they form an ideal setting
for realising novel strongly correlated phases of matter [170–172] and light [173–175], in
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analogy with the amplification of nonlinear effects in slow light photonic crystal waveg-
uides [54]. However, one inevitable problem in any experimental realisation is the pos-
sibility of imperfections or disorder spoiling these effects. Hence in this Chapter we will
study the effect of disorder in flat bands.
We will consider the Anderson model of disorder, using the tight binding approximation
for wave propagation in various lattices. Disorder is introduced as random detunings of
the waveguide propagation constants or coupling strengths. The advantage of considering
this simple model is that it allows for analytical results and understanding in special
cases, as well as being directly applicable to recently photonic lattices fabricated using the
femtosecond laser writing technique.
As an introduction, we will consider in Sec. 5.2 the linear and nonlinear properties
of the disordered diamond ladder, a quasi-one dimensional analogue of the Lieb lattice
introduced in the previous Chapter. We characterise the eigenstates of the disordered
system using various measures, such as their localisation length and compactness, and
relate these properties to the results of numerical simulations of wave propagation in
the linear and nonlinear regime. In particular, we find that the disordered flat band
is associated with sparse eigenmodes and heavy-tailed statistics. Next, in Sec. 5.3 we
generalise these observations to other flat band lattices, and explain the influence of the
flat band intuitively as a Fano resonance effect, which modifies the scaling of the Anderson
localisation length with disorder strength. The effect of locally correlated disorder is the
subject of Sec. 5.4; we show that the flat band singularity can be “unfolded” into weaker
square root or logarithmic singularities under appropriately correlated disorder, discuss
the properties of disorder-induced Lifshitz tails at the band edges, and show how these
effects may be observed in the Lieb lattice. Finally, Sec. 5.5 concludes the Chapter with
a summary of our results.
5.2 Disorder and nonlinearity in the diamond ladder
We begin our study of flat band lattices with the quasi-one dimensional diamond ladder,
which has a band structure resembling the two dimensional Lieb lattice: two dispersive
bands touch a flat band at a point of linear dispersion. The lower dimension of the dia-
mond ladder allows a comprehensive study using both analytical and numerical techniques,
giving intuition essential for generalisation to other lattices in Sec. 5.3. Before introducing
the diamond ladder, we start with a brief review of disorder in conventional lattices.
Disorder in lattices suppresses propagation of waves, resulting in the celebrated Ander-
son localisation [176, 177]. In one dimension, all eigenmodes become localised by arbitrar-
ily weak disorder. Thus, a localised excitation only spreads a finite distance, determined
by the eigenmodes’ localisation length. In three dimensions, an Anderson transition be-
tween extended and localised eigenmodes occurs at a critical disorder strength. In two
dimensions localisation is marginal, only occurring for arbitrarily weak disorder in the
presence of time reversal symmetry.
Nonlinearity has a profound effect on Anderson localised modes, creating chaos and
delocalisation [178–180], self-trapping [181, 182], or a combination of the two [181]. Mech-
anisms and details of these processes remain inconclusive and contradictions are hotly
debated [183]. Understanding the competition between disorder and interactions promises
a wealth of applications because in any realistic system both are always present.
Unconventional Anderson localisation was observed numerically in a few systems with
flat bands [141, 184, 185]. Weak disorder lifts degeneracy, and there is a non-perturbative
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competition between mode hybridisation and disorder. Hybridisation wins in three dimen-
sional energetically isolated (gapped) flat bands, where localised flat band states (FBS)
delocalise with increasing disorder at an “inverse” Anderson transition [186, 187]. An
interesting specific situation arises when the flat band touches other dispersive bands at
a point of zero group velocity, ie. a band edge [188]: numerical calculations in the two di-
mensional pyrochlore lattice in the weak disorder limit have revealed critical, multifractal
FBS, reminiscent of an Anderson transition. This is quite different from ordinary one and
two dimensional lattices, which require long range coupling for critical behaviour [189].
These existing results highlight some unusual consequences of mixing macroscopically
degenerate FBS via disorder. They also reveal the sensitivity of mixing to the dimension
and modes belonging to dispersive bands. However, so far the interesting case of FBS fully
immersed in a dispersive band structure remains unexplored. Rigorous analytic results
are scarce, and numerical studies in two or more dimensions are notoriously hard and
imprecise due to finite size effects. Also, all studies of such systems to date have been
limited to linear waves. How do nonlinearity or interactions affect a disordered flat band?
In this Section, we study wave localisation and transport in a quasi-one dimensional
system, the diamond ladder, which hosts intersecting flat and dispersive bands. We di-
vulge the consequences of disorder-induced mixing between flat and dispersive band states
(DBS). A change of basis reveals regular disorder distributions effectively act like heavy-
tailed disorder, similar to the Cauchy distribution. By heavy-tailed, we mean the disorder
variance is singular; it diverges. Thus, regular perturbation theory (typically a series
expansion in the variance) fails for disordered flat bands. Instead, we reveal behaviour
similar to an exactly solvable model: the Lloyd model [190]. The localisation length ξ at
the flat band centre scales with disorder W as ξ ∼ W−γ with exponent γ ≈ 1.3, while
dispersive modes yield the usual γ = 2 exponent [177]. Therefore, localisation is governed
by two different length scales.
In the weak disorder limit, flat band eigenmodes have an unusual sparse, strongly
fluctuating, multi-peaked structure. This has profound effects on wavepacket spreading,
eg. in the presence of nonlinearities. Nonlinear mixing between FBS enhances fluctuations,
while mixing with DBS reduces them. Thus, qualitatively different wave spreading regimes
are tunable via the interaction strength. Introducing a gap m > W suppresses this mixing
with dispersive bands. Below a critical disorder strength W ∼ m, the localisation of the
FBS no longer scales with disorder, γ = 0. Their mode profiles become compact, with
small fluctuations, resembling ordinary Anderson localisation.
A huge advantage compared to higher dimensional lattices is that here we obtain
rigorous numerical results, free of finite size effects. This relatively simple lattice model
involving only short-range couplings can be readily implemented in a variety of systems,
such as optical waveguide arrays [5, 191], microwave resonators [192], exciton-polariton
condensates [193], and optical lattices for ultracold atomic gases [194, 195].
We begin with Sec. 5.2.1 by introducing our tight binding model and examining prop-
erties of disordered linear modes using different measures including the localisation length
and participation ratio. We qualitatively explain the observed unusual eigenmode prop-
erties using a reduction to the Lloyd model. Sec. 5.2.2 explores the spreading of localised
excitations as a function of nonlinearity strength, revealing different statistical regimes.
We show in Sec. 5.2.3 that opening a gap with one or both of the dispersive bands has
a major qualitative effect, changing the weak disorder scaling laws. Sec. 5.2.4 concludes
with discussion of future directions and possible experimental realisations of our model,
and a summary of our results.
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band’s δ function singularity in the density of states to a finite width ∼W , see Fig. 5.1(c).
To gain an analytical understanding of the eigenvalue problem, we seek a reduction of
Eqs. (5.1a–5.1c) to an ordinary (ie. Bravais) lattice. We eliminate the an, cn amplitudes
by solving Eqs. (5.1a, 5.1c),
an =
bn + bn+1
E − ǫa,n , cn =
bn + bn+1
E − ǫc,n , (5.3)
and then substituting into Eq. (5.1b). This yields a single equation for the sublattice
amplitude bn:
εnbn = Cnbn+1 + Cn−1bn−1, (5.4a)
Cn = (ǫa,n − E)−1 + (ǫc,n − E)−1, (5.4b)
εn = ǫb,n − E − Cn − Cn−1. (5.4c)
At first glance, it resembles an ordinary one dimensional lattice with effective disorder in
both the onsite potential, εn, and the coupling coefficients Cn [177]. In addition, the two
are not completely independent; they have short range correlations.
This effective disorder acquires specific structure with two distinct energy regimes. At
low energy |E| < W/2, couplings Cn can vanish or diverge, so we expect strong fluctuations.
We calculate the probability distribution function (PDF) fy(y) of y = (ǫj,n − E)−1 using
the transformation law
fy(y) =
∫ ∞
−∞
|x|fǫ(x+ E)δ(xy − 1)dx = 1
y2
fǫ(E +
1
y
). (5.5)
Thus for uniformly distributed disorder ǫj,n, we obtain
fy(y) =
{
1
Wy2
, if |E + 1y | ≤ W2 ,
0 otherwise.
(5.6)
When |E| < W/2, fy(y) is only nonzero for sufficiently large |y|. In fact, arbitrarily large
values of y occur, and at large arguments fy(y) decays slowly as fy(y) ∼ 1/y2. Similar
to the Cauchy distribution, it is “heavy-tailed”; the variance
∫
y2fy(y)dy diverges. The
PDFs for Cn and εn share this heavy tail.
The divergent variance poses a problem for standard perturbative techniques, reliant
on a series expansion in the disorder variance. This expansion fails if the variance diverges;
strong fluctuations that cannot be treated perturbatively are inevitable. To understand
this singular behaviour, we note that low energy modes are primarily composed of FBS,
which are macroscopically degenerate when W = 0. This strong degeneracy sabotages
standard perturbation theory.
In contrast, dispersive bands provide the dominant contribution to high energy eigen-
states with |E| > W/2. All couplings Cn remain finite. All relevant PDFs for disorder
terms, including fy(y), lack the above Cauchy-like tails; their variance is finite and thus
standard perturbative techniques work. We hence expect at high energies more conven-
tional properties resembling the ordinary Anderson model.
We now turn to numerical results to verify the existence of these two distinct energy
regimes. Numerically, we consider Eqs. (5.1a)-(5.1c) for a disordered chain of finite size
N unit cells with periodic boundary conditions and obtain eigenmode profiles ψν,n =
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{aν,n, bν,n, cν,n}, ν = 1, 2 . . . 3N and their energies Eν using exact diagonalisation. To
quantify mode properties as a function of E, we introduce the following measures [202]:
• The participation ratio,
P = 1/
∑
n
(|aν,n|4 + |bν,n|4 + |cν,n|4), (5.7)
measures the number of strongly excited sites. P = 1 for a mode perfectly localised
to a single site, while compact flat band states occupy a pair of sites, with P = 2.
The dispersive band modes have P = 8N/3, where N is the lattice size; the scaling
with N indicates extended modes.
• The second moment,
m2 =
∑
n
[(Xν − n)2|bν,n|2 + (Xν − n− 1/2)2(|aν,n|2 + |cν,n|2)], (5.8)
is sensitive to the distance between the eigenmode tails, and roughly measures the
(squared) distance between them; here Xν =
∑
n[n|bν,n|2+(n+1/2)(|aν,n|2+ |cν,n|2)]
is the eigenmode’s centre of mass.
• The compactness index,
ζ = P 2/m2, (5.9)
reveals how uniformly the eigenstate excites the volume it occupies. A flat, com-
pact excitation of all three sublattices has ζ ≈ 1001. ζ ≪ 1 indicates a strongly
inhomogeneous field distribution, with a large separation between strongly excited
sites.
We also obtain the localisation length ξ, which measures the asymptotic decay rate
of the eigenmode tails, ψν,n ∼ e−n/ξ. ξ can be computed much faster (and for larger N)
than P,m2 and ζ because it does not require exact diagonalisation. We directly calculate
ξ from Eq. (5.4) via
ξ−1(E) = lim
N→∞
1
N
〈
N∑
n=1
ln
∣∣∣ bn+1bn ∣∣∣
〉
, (5.10)
where 〈·〉 denotes averaging over different realizations of disorder2.
Numerically, we consider different disorder strengths W = 0.5, 1, 2, 4. We compute
ξ using a lattice size of N ∼ 106, and calculate mean values of P , m2, and ζ for each
W using a sample of ∼ 105 modes divided into 100 energy bins. Lattice sizes for exact
diagonalisation are N = 3000, 2000, 1000, 1000, which exceed the maximum localisation
length and are thus large enough to avoid finite size effects. We confirmed results do not
significantly change for larger N . The numerical results plotted in Fig. 5.2 indeed display
a boundary at |E| = W/2 (marked by vertical bars) separating modes with profoundly
different properties.
At high energy, |E| > W/2, we obtain compact, weakly localised modes with prop-
erties similar to the conventional Anderson model with weak disorder. Modes become
increasingly localised (decreasing ξ) as the disorder strength is increased and excite fewer
1Because of the extra sublattices this is nine times larger than in an ordinary lattice [203].
2The disorder average is not essential; the numerical results indicate this expression is self-averaging in
the large N limit.
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diate energy, E = 0.1. Once again, to ensure numerical results free of finite size effects,
we repeated the calculations, increasing N , until results no longer depend on N .
We obtain power law scaling ξ ∼ W−γ with conventional exponent γ = 2 at E = √2,
and different scaling γ = 1.30±0.01 at E = 0. A difference in scaling could be anticipated,
since γ = 2 derives from perturbation theory, which fails for the effective Cauchy-tailed
disorder distribution Eq. (5.6). This type of distribution resembles the exactly solvable
Lloyd model [190]. We note however that our result γ ≈ 1.3 clearly differs from the value
γ = 1 displayed by the Lloyd model [206, 207], so evidently the analogy is not exact.
Moving slightly away from the flat band energy, E 6= 0, we observe anomalous exponent
γ = 1.3 as long as |E| < W/2, ie. when E lies within the disorder-broadened flat band.
Decreasing W further reveals a rapid crossover to the conventional γ = 2 scaling.
Similarly, the other measures also present anomalous scaling. Indeed, as suggested by
Fig. 5.2(b), P converges to a constant value (γ = 0), while m2 diverges. Consequently,
ζ → 0, ie. the modes become increasingly sparse in the weak disorder limit. The E = 0
results are characteristic of Anderson critical modes: not localised (since m2 diverges),
but at the same time, only strongly exciting a finite number of sites (finite P ). In other
words, there are a statistically significant number of sparse, multi-peaked eigenmodes
at low energy. This result agrees with numerical studies of two dimensional flat band
lattices [188].
5.2.2 Linear and nonlinear propagation
The presence of statistically significant sparse modes leads to interesting dynamical regimes
when a localised flat band state is excited. When an input beam mainly excites compact
(single peaked) modes, we expect a conventional, diffusive spreading to a size on the order
of the localisation length ξ. On the other hand, when sparse multi-peaked modes are
strongly excited, tunnelling of energy can occur between well-separated sites, leading to
much stronger expansion, as measured by P and m2. Therefore we expect spreading
statistics dominated by the heavy tail of sparse modes, at least in the linear regime.
In the following, we consider the expansion of a flat band excitation [Eq. (5.2)] initially
localised to a single unit cell in a moderately disordered (W = 1) system. We quantify
its expansion by calculating P and m2 at z = 400, long enough for initial transients to
die out. Repeating for many realisations of disorder, we obtain probability distribution
functions for P and m2, which we characterise via their mean, standard deviation and
typical values, eg. 〈P 〉,
√
〈P 2〉 − 〈P 〉2, and exp(〈lnP 〉) respectively. Results as a function
of nonlinearity strength δ are plotted in Fig. 5.4(a,b).
With weak nonlinearity, P and m2 present heavy-tailed distributions: mean values
significantly exceed typical values and are comparable to the standard deviation. In other
words, the wavepacket spreading displays strong fluctuations. Hence, even with moder-
ate disorder strength, a strong signature of critical behaviour in the weak disorder limit
persists. Furthermore, weak nonlinearity tends to amplify the heavy-tailed nature of the
spreading, increasing the mean more than the typical value.
To understand this behaviour, it is instructive to study the dynamics of individual
realisations of the disorder. Most often, an ordinary diffusive expansion to a size on the
order of a localisation length occurs. However, if highly sparse modes such as the one
shown in Fig. 5.3(a) are strongly excited, much larger expansion driven by tunnelling
to distant sites occurs, including the oscillation of energy back and forth between well-
separated peaks in Figs. 5.4(c,d). In contrast to conventional one dimensional lattices [205],
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these sparse modes are statistically significant. This is the origin of the heavy tail in the
spreading statistics.
Above a threshold interaction strength δ ≈ W/2, expansion grows significantly, and
typical values of P,m2 approach their means, indicating the emergence of more normal
statistics. Thus, weak nonlinearity enhances critical behaviour, but stronger nonlinearity
suppresses it. Increasing δ further still, expansion reaches a maximum before starting to
decrease.
To explain these different nonlinear regimes, we consider Eqs. (5.1a)-(5.1c) in the basis
of its linear eigenmodes ψν,n [202],
i∂zφν = Eνφν + δ
∑
ν1,ν2,ν3
Iν,ν1,ν2,ν3φ
∗
ν1φν2φν3 , (5.11)
where φν(z) is the complex amplitude of mode ν and I is the overlap integral
Iν,ν1,ν2,ν3 =
∑
n
∑
α=a,b,c
α∗ν,nα
∗
ν1,nαν2,nαν3,n, (5.12)
with summation over all unit cells and sublattices. I determines the effective strength
of coupling between different modes [202]. In the disorder-free limit, I can be calculated
explicitly for a chain of size N . The coupling between dispersive band modes obeys the
selection rule k′+k1−k2−k3 = 2πn, where n is an integer, while the overlap between flat
band states vanishes because they all occupy different lattice sites. Furthermore, coupling
between flat band and dispersive states also vanishes unless some dispersive band states
are already excited. Therefore a pure excitation of the flat band will not spread at all,
even in the presence of nonlinearity.
Adding disorder breaks these selection rules, so coupling can become stronger. Nonlin-
earity then introduces an additional energy scale competing with the disorder, an energy
shift ∆Eν ≈ sδIν,ν,ν,ν ≈ sδ/
√
P , where s = |φν |2 is the occupation a given mode. High
energy modes have diverging P in the weak disorder limit, leading to small shifts. In
contrast, low energy modes with P ∼ 7 experience significant energy shifts.
With weak nonlinearity, sδ . W/2, the nonlinear frequency shift does not exceed
the low energy subspace width. Strong resonant interactions can only occur between low
energy modes. The expansion due to resonant tunnelling shown in Fig. 5.4(c,d) can either
be enhanced or suppressed [205]. Thus, fluctuations become more pronounced.
In the intermediate regime, sδ > W/2, the nonlinear energy shift exceeds the low energy
subspace width. Strong resonant energy transfer from low to high energy modes causes
the enhanced spreading and growth of P,m2: the high energy modes are not strongly
localised. Additionally, each flat band mode transfers energy into many dispersive band
modes. Thus, self-averaging occurs, leading to more normal spreading statistics. Since
s decreases, at some point it tunes out of strong interaction with the dispersive band,
leaving a flat band component remaining strongly localised for potentially long times.
For very strong nonlinearity the energy shift ∆E can exceed the linear spectrum’s
total band width, leading to self-trapping. Thus, the decrease of P and m2 indicates the
excitation of nonlinear localised modes.
We illustrate dynamics in these different regimes by presenting examples of propagation
in Fig. 5.5. Here, a single-peaked FBS is strongly excited. Under weak nonlinearity there
is no resonant interaction with the dispersive bands and wavepacket expansion resembles
the linear case in Fig. 5.5(a). In the intermediate regime in Fig. 5.5(b), an initial transfer
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terms in Fig. 5.6(a). For W ≪ m, ξ converges to a constant value, ie. the modes freeze
their localisation length, and their profiles also resemble normal Anderson modes. The
localisation length at W → 0 depends on the gap size m, which controls the localisation
of dispersive states at E = 0. P , m2 and ζ also converge to constants. Thus at small W
the random potential introduces hybridisation and disorder in a balanced way for gapped
FBS. In return, in the absence of a gap the mixing with the DBS takes over the effective
disorder and causes the critical behaviour of the low energy modes.
Alternatively, we can introduce a mass term to the “B” sublattice, ǫb,n → ǫb,n+m. The
spectrum becomes Ek = 0,m/2 ±
√
4 + 4 cos k +m2/4. Now only one of the dispersive
bands is gapped out, and the flat band touches the other band’s edge, where the dispersion
is parabolic.
Scaling of localisation length in this case is shown in Fig. 5.6(b). Once again, when
W exceeds the gap size, we have similar scaling to the massless case. For W smaller than
the gap, different scaling occurs: now ξ ∼ 1/W γ with γ ≈ 1/2. Additionally, P does not
scale, m2 ∼ 1/W and ζ ∼
√
W . Like the massless case, modes become increasingly sparse
as W → 0, but the parabolic dispersion apparently modifies the scaling exponents. In
fact, γ = 1/2 can be explained analytically via reduction to the Lloyd model’s band edge,
which we will show in Sec. 5.3.
5.2.4 Discussion
Flat band systems such as the diamond ladder now attract growing interest as a means
of realising exotic strongly interacting phases of matter [208]. While we considered in
this Section a relatively simple tight binding model, in the next Section we will verify
using several other examples that our results are generic to any system with intersecting
flat and dispersive bands. Similarly, the emergence of different dynamical regimes due to
competition between disorder and nonlinearity should be a generic feature of other types of
interaction terms, so it would be interesting to extend recent results on interacting bosons
and fermions in the “clean” diamond chain [195, 196, 199, 200] to disordered systems.
There are a variety of settings where this type of tight binding model may be re-
alised. Recently kagome lattices with a flat band for exciton-polariton condensates were
fabricated via structured etching of microcavities [193]. The same technique can also
be applied to generate quasi-one dimensional lattices such as the diamond ladder. An-
other approach is to use optical waveguide arrays, where a one dimensional flat band
could be introduced by generalising a single bound state in the continuum [209] to a
large collection of degenerate bound states, and two dimensional flat band lattices (eg.
kagome [210] or Lieb [163, 164, 211]) are also accessible. Similar techniques can be ap-
plied using optical traps for cold atoms [131, 195] and microwave resonator lattices [192].
Flat band-induced localisation in two dimensions was also studied [212] and observed in
magnetic field-induced Aharonov-Bohm cages in superconducting wire networks [213] and
AlGaAs-GaAs heterojunctions [214]. In this case, applying a magnetic field provides an
alternative way to introduce a gap between flat and dispersive bands.
The curious exponent γ ≈ 1.3 remains unexplained. Interestingly, several other flat
band examples we have studied display exponents precisely predicted by the analogy with
the Lloyd model. Thus, we believe the anomalous γ ≈ 1.3 here is a peculiarity of the
system’s particle hole symmetry, with the flat band located at the mid point of dispersive
bands. Special resonance effects and anomalies in the localisation length also occur in
the conventional Anderson model, with resonances typically occurring at rational values
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of the mode energy (including the band centre). Analytical techniques to describe these
resonances are typically quite involved [215, 216], and unfortunately they employ a power
series in the disorder variance and thus are not directly applicable to our problem. We
conjecture the exact exponent at E = 0 is rational, γ = 4/3. It may be possible to
apply the techniques of Refs. [217, 218] to tackle the problem, since they are applicable to
Cauchy-tailed disorder. The main remaining obstruction is to account for correlations that
appear in the effective disorder potential. We leave this as an interesting open problem.
To summarise, the diamond ladder presents a test bed for exploring the interplay be-
tween macroscopic degeneracy, disorder and nonlinearity. We showed how mixing between
macroscopically degenerate flat band modes and a small number of weakly localised modes
of intersecting dispersive bands results in low energy modes with highly unusual properties.
Consequently, spreading of low energy wavepackets becomes sensitive to nonlinearity or
interactions. Therefore, our results provide novel ideas for future studies in higher lattice
dimensions and they highlight the importance of nonlinear interactions and many body
quantum dynamics for weakly disordered flat band systems.
5.3 Fano decomposition of flat band lattices
We have seen that the diamond ladder’s flat band has an anomalous response to disorder,
including heavy-tailed statistics, modified scaling laws, and sparse eigenmodes. We now
want to see how these effects generalise to other flat band lattices. Are they universal, and
do they persist in higher dimensions? Going further, is there a systematic way to classify
different flat band models?
An important observation from the previous Section was that under an appropriate
change of basis, the complex-looking diamond ladder was transformed into an ordinary
one dimensional chain with an energy-dependent effective disorder potential. This implies
a resonant scattering effect, suggesting an analogy with the well-known Fano-Anderson
model. Localised flat band states correspond to defect (Fano) states, which are decoupled
from the chain in the absence of disorder. They thus act as “dark modes”, completely
decoupled from the dispersive states due to destructive interference. For a flat band
immersed in a dispersive band, these dark modes lie within a continuum of dispersive
band states. Disorder couples these bound states to the continuum, demonstrating an
analogy with Fano resonances [219].
In this Section we explore in detail this analogy between flat band states and Fano
resonances and show how it can explain properties of disordered flat band lattices, and
importantly explain which are universal and which are specific to particular models. We
introduce a generic “detangling” procedure allowing one to identify the Fano resonant
bound states in a given lattice. The spatial extent of a Fano state (ie. number of unit cells
it spans) defines the the flat band class U of the model. Modelling localisation in terms of
Fano resonances enables an intuitive explanation of how eigenmode properties scale with
disorder strength, and how to generalise to lattices with coupling disorder.
We begin by considering flat bands of class U = 1 in Sec. 5.3.1, identifying their
compact localised states and using our Fano resonance model to explain the anomalous
scaling of their eigenmode properties. In Sec. 5.3.2 we present the “detangling” of some
U = 2 lattices, explaining their important differences with respect to U = 1 lattices.
Following this we discuss the impact of off-diagonal (coupling) disorder in Sec. 5.3.3.
Sec. 5.3.4 summarises our results.
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such that flat and dispersive bands intersect when |C| ≤ 2. One constructs a compact
localised state in the nth cell as
fn =
1√
2
(an − bn), (5.15)
encoded in the vector ~eCLS = (1,−1)/
√
2. This vector uniquely defines a rotation within
the two-dimensional subspace,
Mˆ =
1√
2
(
1 1
−1 1
)
. (5.16)
Applying this rotation to the sublattice amplitudes ψn = (an, bn) results in an equivalent
tight binding model
Epn = (ǫ
+
n + C)pn + ǫ
−
n fn + 2(pn+1 + pn−1),
Efn = (ǫ
+
n − C)fn + ǫ−n pn,
(5.17)
where ψ′n = (pn, fn) are dispersive and flat band state amplitudes respectively, ǫ+n =
1
2(ǫ
a
n + ǫ
b
n), and ǫ
−
n =
1
2(ǫ
a
n − ǫbn). ǫ+n is an effective onsite disorder term, which gives the
dispersive and flat band states random energy shifts, while ǫ−n acts as a random hopping
term coupling Fano states to the dispersive chain.
In a similar manner, the tunable diamond lattice’s compact localised states ~eCLS =
(1, 0,−1)/√2 define the local rotation
Mˆ =
1√
2

 1 0 10 √2 0
1 0 −1

 , (5.18)
which yields
Epn = (ǫ
+
n + C)pn + ǫ
−
n fn +
√
2(bn + bn+1),
Efn = (ǫ
+
n − C)fn + ǫ−n pn,
Ebn = ǫ
b
nbn +
√
2(pn + pn−1),
(5.19)
where once again ǫ+n acts as an onsite disorder term, with ǫ
−
n coupling the Fano states to
the dispersive chain. ǫbn is not transformed, and remains as an onsite disorder term acting
on the dispersive degrees of freedom.
Finally, the one dimensional pyrochlore lattice has two flat bands whose compact
localised states are encoded in the vectors ~eCLS1 = (1,−1, 1,−1)/2 and ~eCLS2 =
(1, 1,−1,−1)/2. Choosing a basis for the remaining two dimensional orthogonal subspace
yields the rotation matrix
Mˆ =
1
2


1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

 . (5.20)
The resulting system of equations is rather complex, so we will not reproduce it here.
Since the one dimensional pyrochlore has two flat bands, there are two Fano states per
unit cell.
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can vanish, such that the effective potential felt by the dispersive degree of freedom pn
diverges. This corresponds to the Fano resonance at which perfect reflection occurs. Near
this resonance we expect strong localisation of the eigenmodes.
At E = EFB, the tails of the effective disorder probability distribution function (PDF)
peff(x) take a universal form determined by the small x behaviour of pǫ+(x); if pǫ+(0) 6=
0, a similar calculation to Eq. (5.6) yields peff(x) ∼ 1/x2 tails with divergent variance
resembling the Cauchy distribution. The other terms, (ǫ−n )2 and Vn, both have finite
variance and cannot qualitatively affect these tails. For E − EFB 6= 0, the variance still
diverges as long as E − EFB − ǫ+n = 0 has a solution.
The Anderson model with Cauchy-distributed onsite disorder was originally studied
by Lloyd [190]. It is an exactly solvable model for which the disorder-averaged density of
states can be obtained analytically. Lloyd’s model is
Eψn = ǫnψn + ψn−1 + ψn+1, (5.25)
where the onsite energies ǫn take the Cauchy distribution,
pǫ(x) =
1
π
W
x2 +W 2
. (5.26)
Thouless [206] and Ishii [207] subsequently showed that the localisation length as a function
of energy and disorder strength is given by
4 cosh(ξ−1) =
√
(2 + E)2 +W 2 +
√
(2− E)2 +W 2. (5.27)
For energies within the band, −2 < E < 2, a Taylor expansion for small ξ−1 and W yields
ξ−1 =W/
√
4− E2. (5.28)
Thus, ξ ∼ 1/W γ displays power law scaling with exponent γ = 1, in contrast to γ = 2
scaling of the conventional one dimensional Anderson model. Hence for smallW the Lloyd
model displays much stronger localisation. This can be intuitively understood in terms
of the divergent variance of the potential: given a long enough chain, one is certain to
encounter a potential barrier large enough to classically trap the wave, ie. larger than
the wave’s kinetic energy. In contrast, the localisation mechanism for small W in the
Anderson model is weak localisation, an interference effect with no classical analogue: the
potential everywhere is smaller than the kinetic energy.
At the band edges E = ±2 the wave group velocity vanishes, amplifying the effect of
the disorder potential. A Taylor expansion of Eq. (5.27) yields the slower scaling law
ξ−1 =
√
W/2, (5.29)
thus the localisation length for small W at the band edge is much smaller than within
the band. This scaling also differs from regular Anderson model’s band edge, where
ξ ∼ 1/W 2/3 [215].
When the variance of the effective disorder potential diverges, the heavy tails of the
relevant PDFs are what control the eigenmode properties. Thus, Eqs. (5.28) and (5.29)
are (up to some constant factor) modified localisation length scaling laws for U = 1 flat
bands immersed in and touching the edge of a dispersive band respectively. The flat
band amplifies well-behaved, bounded disorder distributions into heavy-tailed, Cauchy-
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like distributions.
The third and final case to consider is what happens when the flat band is tuned out of
resonance with the dispersive band, such that they are separated by a gap. In other words,
energies at which the dispersive states are evanescent waves. In this case, we can apply
perturbation theory to the Fano state amplitudes fn. The Fano states acquire random
energies ǫ+n ∼ W , and they are only coupled to each other indirectly via dispersive states
with strength (ǫ−n )2 ∼W 2. Thus, for sufficiently small W we can consider the Fano states
as independent, and the disordered eigenmodes will consist of a single Fano state weakly
coupled to evanescent dispersive states. Localisation of the evanescent waves is controlled
by their detuning from the dispersive band edge, ∆.
For sufficiently small W , the evanescent waves decay at a rate much faster than the
characteristic length introduced by the disorder. Hence, the eigenmode localisation length
ξ will be independent of W and simply controlled by ∆, ie.
ξ−1 = cosh−1(∆/4 + 1). (5.30)
We obtained this equation from the usual dispersive band dispersion relation E = 2cos k,
making the replacement k → i/ξ and E(k) = 2 + ∆ to obtain the wavevector of the
out-of-band evanescent modes.
Hence we predict three qualitatively different scenarios displaying different scaling laws
for ξ. Let us now test these predictions numerically. We compute the localisation length
using the well-known transfer matrix method; details are given in Appendix A.2. Fig. 5.9
shows the scaling laws in the cross-stitch lattice, for different positions of the flat band,
tunable via C. We recover the predicted exponents γ = 1 and γ = 1/2, as well as perfect
agreement with Eq. (5.30) (ξ = 31.6 when C = 2.001 ⇒ ∆ = 0.002 and ξ = 1.04 for
C = 3 ⇒ ∆ = 2). Similar computations in the pyrochlore and tunable diamond lattices
reveal the same universal scaling, with the only exception being the anomalous scaling in
the C = 0 diamond ladder discussed in the previous Section.
We next consider how the other eigenmode measures (P , m2, and ζ) scale with weak
disorder close to EFB. The modified scaling laws for ξ imply the localisation mechanism
is a Fano resonance, such that the resonant Fano states are strongly excited. For small
W the Fano states are only weakly coupled to dispersive states, which we expect to have
much smaller amplitudes. Thus the average number of strongly excited sites, measured
by P , should be determined by the average number of resonant Fano states excited in an
eigenmode.
The Fano states are coupled to the continuum of dispersive states via ǫ−n , with strength
∼ W . The resonance width is therefore of order W 2/vG, where vG is the group velocity
of the dispersive states. The symmetric part of the disorder ǫ+n distributes the resonant
energies randomly in an interval of width W . Thus, at a given energy the number of
resonant states is 1/W . Hence the probability of a given Fano state being resonant should
scale as the resonance width times the number of resonant states, W/vG. The eigenmodes
have a typical size on the order of the localisation length ξ, hence we expect on average
ξW/vG resonances per mode. For a flat band completely immersed in a dispersive band,
vG ∼ 1 and ξ ∼ 1/W . Hence for sufficiently small W , P → constant as W → 0; the
number of excited resonances is independent of the disorder strength.
Similarly, for a flat band at the edge of a dispersive band, the wave group velocity scales
as vG ∼ k ∼
√
E. Only dispersive modes separated from the band edge by an energy less
than W can be in resonance with the Fano states, leading to a disorder-dependent typical
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and spectrum E(k) = 0,±√3 + 2 cos k. The compact localised states are
an = 0, bn = − 1√
3
δn,m, cn =
1√
3
(δn,m + δn,m+1). (5.39)
In a similar manner to above, one can consider a supercell formed by two unit cells and
perform rotations in the three dimensional space occupied by the compact localised states
to detangle the lattice. As the resulting equations are somewhat cumbersome, we do not
reproduce them here. Fig. 5.12(b) illustrates the geometry of the detangled lattice.
The final example from Fig. 5.11 is the one dimensional Lieb lattice, with the eigenmode
equations
Ean = ǫ
a
nan + dn−1 + dn + en, (5.40a)
Ebn = ǫ
b
nbn + cn−1 + cn + en, (5.40b)
Ecn = ǫ
c
ncn + bn + bn+1, (5.40c)
Edn = ǫ
d
ndn + an + an+1, (5.40d)
Een = ǫ
e
nen + an + bn, (5.40e)
and spectrum E(k) = 0,±√2 + 2 cos k,±√4 + 2 cos k. The compact localised states are
cn = dn =
1
2
δn,m, en =
1
2
(δn,m + δn,m+1), an = bn = 0. (5.41)
Applying the transformation
a¯n = (an − bn)/
√
2, (5.42a)
b¯n = (dn − cn)/
√
2, (5.42b)
c¯n = (an + bn)/
√
2, (5.42c)
d¯n = (dn + cn)/
√
2, (5.42d)
ie. the matrix
Mˆ =
1√
2


1 −1 0 0 0
0 0 −1 1 0
1 1 0 0 0
0 0 1 1 0
0 0 0 0
√
2

 , (5.43)
and similarly transforming the disorder potential to Mdiag(ǫjn)M−1, we obtain
Ea¯n = ǫ
1+
n a¯n + b¯n−1 + b¯n + ǫ
1−
n c¯n, (5.44a)
Eb¯n = ǫ
2+
n b¯n + a¯n + a¯n+1 + ǫ
2−
n d¯n, (5.44b)
Ec¯n = ǫ
1+
n c¯n + ǫ
1−
n a¯n + d¯n−1 + d¯n +
√
2en, (5.44c)
Ed¯n = ǫ
2+
n d¯n + ǫ
2−
n b¯n + c¯n + c¯n+1, (5.44d)
Een = ǫ
e
nen + c¯n
√
2, (5.44e)
where ǫ1+n = (ǫ
a
n + ǫ
b
n)/2, ǫ
1−
n = (ǫ
a
n − ǫbn)/2, ǫ2+n = (ǫcn + ǫdn)/2, ǫ2−n = (−ǫcn + ǫdn)/2.
The detangled lattice shown in Fig. 5.12(c) consists of two separate lattices: an or-
dinary one dimensional chain (a¯n, b¯n), corresponding to the middle two dispersive bands,
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5.3.4 Discussion
In this Section we explored how Anderson localisation in flat band lattices can be recast
into the more familiar language of Fano resonances. We showed how local rotations can
“detangle” complex-looking lattices into simpler lattices consisting of ordinary chains with
side-coupled Fano defects. In the absence of disorder, the side-coupling vanishes, and thus
the defects form the compact Fano states belonging to the flat band. Disorder couples
these defects to dispersive bands, leading to Fano resonances and strong scattering which
qualitatively changes the properties of Anderson localised modes, most prominently by
changing the weak disorder scaling of the localisation length. Using this framework we
were able to generalise to more complicated flat band lattices with class U > 1, where
the Fano states do not form a complete orthogonal basis, and to lattices with coupling
disorder.
This Fano resonance picture is quite universal, opening up many opportunities for
future theoretical and experimental studies. One can invert the Fano detangling procedure
to entangle Fano states with a dispersive lattice, and thus generate a continuum of flat
band lattices. An interesting open question is then how to engineer the Fano states to
generate flat bands with desired properties, eg. topological flat bands.
5.4 Correlated disorder: Unfolding the singularity
The Fano decomposition revealed the qualitatively different effects of the symmetric and
antisymmetric parts of a generic perturbation: the former gives the Fano states random
energies, while the latter couples them to dispersive states. In this Section we will explore
the effect of disorder potentials that are locally correlated such that their symmetric part
vanishes. Thus, the Fano states do not have their energies renormalised; they are merely
coupled to the dispersive states. Before discussing the interesting consequences of such
correlations, first let us briefly review some of the effects of correlated disorder in regular
lattices.
Recall that in ordinary low-dimensional lattices, d ≤ 2, uncorrelated disorder has a very
simple effect: all eigenstates are localised for arbitrarily weak disorder; wave transport is
completely suppressed. Nontrivial behaviour is only accessible by breaking symmetries,
eg. the metal-insulator transition in d = 2 under an applied magnetic field [177].
Correlated disorder completely changes this simple picture and allows for complex
behaviour even in one dimension [227]. Examples include:
• The appearance of resonant transmission channels, ie. delocalised eigenstates at
specific energies, eg. in the random dimer model and [228] and tight binding models
of DNA [229, 230].
• Metal-insulator transitions at finite disorder strength, eg. in the quasiperiodic
Aubry-Andre´ model [231].
• Mobility edges, ie. critical energies separating intervals of localised and delocalised
eigenmodes, eg. disorder potentials with power law correlations [232, 233].
• An enhancement of localisation under specially designed correlations [234]. This ef-
fect is counterintuitive because naively one expects correlations to reduce the amount
of disorder in the system.
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Underlying this variety of effects is the influence of correlations on wave scattering. Succes-
sive scattering events are not completely independent; thus interference can suppress either
back or forward scattering, reducing or enhancing localisation. The energy-dependence
of such interference is for example responsible for the emergence of mobility edges. Re-
cent advances have allowed the direct observation of these fundamental effects using cold
atoms [195, 235–238] and photonic systems [192, 239, 240].
We are interested in how the above elastic scattering effects can be both strongly
amplified and qualitatively changed when the kinetic energy is quenched in a flat band.
We will show that there is a strong competition between the macroscopic number of
compact localised modes, which can “unfold” the δ function singularity of the flat band’s
density of states to other, weaker types of singularities. This is in stark contrast to the
case of uncorrelated disorder, which smooths out all singularities. The main effects of a
correlated antisymmetric disorder potential are:
• All the flat band states are expelled from the FB energy EFB , such that no modes
reside there.
• As E → EFB the localisation length of the eigenstates decays logarithmically as
ξ ∼ 1/ ln |E − EFB|, such that ξ vanishes for arbitrarily weak disorder.
• The density of states ρ(E) diverges logarithmically when there is a particle-hole
symmetry, and algebraically otherwise. The latter resembles the square root van
Hove singularities at the band edges of one dimensional lattices in the absence of
disorder.
• There is a strong asymmetry in the flat band’s disorder-induced Lifshitz tails.
Thus, correlated potentials provide a way to “fine-tune” the flat band singularity strength,
or convert it into more useful form (eg. mobility edges [241]). We obtain these results
analytically by applying perturbation theory to compact flat band modes and verify them
against direct numerical simulations of tight binding models.
We begin by considering the cross-stitch lattice in detail, calculating the localisation
length in Section 5.4.1, low energy eigenstates and density of states in Section 5.4.2, and
Lifshitz tails in Section 5.4.3. We then discuss how to generalise this idea to other lattices
in Section 5.4.4, demonstrating a density of states singularity in the d = 2, U > 1 Lieb
lattice.
5.4.1 Localisation Length
Recall the eigenmode equations for the detangled cross-stitch lattice,
(E¯ + 2C) pn = ǫ
+
n pn + ǫ
−
n fn − 2 (pn−1 + pn+1) ,
E¯ fn = ǫ
+
n fn + ǫ
−
n pn,
(5.49)
where we measure the energy deviation from EFB as E¯ = E − C, ǫ−n locally hybridises
the flat band state with the dispersive states pn, and ǫ
+
n renormalises their energies. We
specialise to correlated disorder such that ǫ+n = 0. Then the eigenmode equations simplify
to
(E¯ + 2C) pn = ǫ
−
n fn − 2 (pn−1 + pn+1) ,
E¯ fn = ǫ
−
n pn.
(5.50)
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We further eliminate the Fano state amplitudes fn = ǫ
−
n pn/E¯ to obtain a model describing
a purely one-dimensional chain with an energy-dependent effective disorder potential,(
(ǫ−n )2
E¯
− E¯ − 2C
)
pn = 2(pn−1 + pn+1). (5.51)
When E¯ ≪ W 2/4 is small, the first term on the left hand side is resonantly enhanced
and dominates. Thus, every lattice site displays a Fano resonance at energy E¯ = 0, which
strongly scatters the dispersive degree of freedom pn.
Disregarding nonresonant terms in Eq. (5.51), the ratio Rn = pn+1/pn is well-
approximated by
Rn ≈ (ǫ
−
n )
2
2E¯
− 1
Rn−1
, (5.52)
The decaying solution for small E¯ is Rn−1 ≈ 2E¯/(ǫ−n )2, thus we obtain the localisation
length
ξ−1 = lim
N→∞
1
N
N∑
n=1
ln
∣∣∣∣ 2E¯(ǫ−n )2
∣∣∣∣ ,
= 〈ln
∣∣∣∣ 2E¯(ǫ−n )2
∣∣∣∣〉. (5.53)
We assume ǫ−n are uncorrelated random variables with a uniform probability distribution
function (PDF),
fǫ(x) =
{
1
W , if |x| ≤ W2
0, otherwise
(5.54)
thus the disorder average is
ξ−1 =
1
W
∫ W/2
−W/2
ln
∣∣∣∣2E¯x2
∣∣∣∣ dx
= 2 + ln
∣∣∣∣ 8E¯W 2
∣∣∣∣ . (5.55)
Since we have assumed E¯/W 2 ≪ 1, taking ξ to be positive we can rearrange this expression
to obtain
ξ−1 = ln
W 2
8|E − EFB| − 2. (5.56)
Hence irrespective of the strength W of the correlated disorder, the localisation length
vanishes due to resonant scattering as E → EFB.
We verify this result numerically by computing the localisation length directly using
the transfer matrix method introduced in the previous Sections. The results plotted in
Fig. 5.16 show excellent agreement with our analytical result Eq. (5.56). We stress that
this result is completely different from the case of uncorrelated disorder, where ξ(EFB)
diverges as W → 0.
Curiously, Eq. (5.56) incorrectly predicts ξ−1 = 0 at |E − EFB |/W 2 = 1/(8e2) ≈
0.02, well within the validity of the approximation |E − EFB |/W 2 ≪ 1/4. To explain
this anomaly, we note that the perturbative result Eq. (5.52) is only valid when |E −
EFB|/(ǫ−n )2 ≪ 1,⇒ ǫ−n ≫
√
E. Thus, the integral in Eq. (5.55) needs a finite cutoff
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are solved to leading order in E¯ to obtain, for C = 0,
E¯ = ±ǫ−0 ǫ−1 /2, f1 = ±1, (5.59)
which forms a dimer-like mode; two neighbouring Fano states are excited with equal in-
tensity. Notice also there is a particle-hole symmetry: for every realisation of the disorder,
the low energy eigenstates occur in pairs with energies ±E¯. The full mode profile along
the rest of the chain reads
pn≥2 = ±ǫ−0 (2E¯)n−1/(Πnm=2ǫ−m)2, fn≥2 = ±2pn−1/ǫ−n . (5.60)
When C 6= 0, the particle-hole symmetry is broken and the eigenmodes become single-
peaked,
E¯ = ǫ20/(2C), f1 = ǫ
−
0 /(Cǫ
−
1 ), (5.61)
with the full mode profile
pn≥1 = p0(2E¯)n/(Πnm=1ǫm)
2, fn≥1 = 2pn−1/ǫn. (5.62)
Notice that in this case, the sign of E¯ must be the same as the sign of C, ie. the hybridiza-
tion shifts all the Fano state energies in the same direction, and there are no low-energy
modes in the opposite direction.
In other words, the eigenmodes are so strongly peaked at either one or a pair of Fano
states, such that their energy is almost entirely controlled by the value of the disorder
potential at those sites. We have also verified this result numerically for various realisations
of the disorder and confirmed that the small E¯ eigenstates indeed display a single strong
maximum, with energy determined by disorder potential at this maximum according to
the above equations.
To obtain the density of states, we note that in a sufficiently long chain the number of
low energy modes will be determined by the number of realisations of small values of the
disorder potential ǫ−0 ǫ
−
1 and (ǫ
−
0 )
2. The density of states ρ(E¯) for small E¯ hence follows
directly from the PDFs of these random variables. ǫ−0 ǫ
−
1 are uncorrelated, hence the PDF
of the random variable z = ǫ−0 ǫ
−
1 is given by the product distribution fz(x)
fz(x) =
∫
fǫ(y)fǫ(x/y)
1
|y|dy,
=
1
W
∫ W/2
−W/2
1
|y|fǫ(x/y)dy,
=
2
W 2
∫ W/2
2|x|/W
dy
y
,
=


2
W 2
[
ln W2 − ln 2|x|W
]
, if |x| ≤ W 24 ,
0, otherwise
(5.63)
valid for |x| ≤W 2/4, with fz(x) = 0 otherwise. Making the change of variables E = z/2,
with ρ(E) = 2fz(2E), we obtain
ρ(E¯) =
4
W 2
(
ln
W
2
− ln 4|E − EFB|
W
)
, (5.64)
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Figure 5.17: Divergences in the density of states ρ(E¯) for C = 0 (left) and C = 1 (right). Insets
show the scaling behaviour compared against the analytical results (dashed lines) Eqs. (5.64,5.67).
W = 4. Figure from Ref. [242].
displaying a logarithmic divergence as |E − EFB | → 0.
Similarly, we for C 6= 0 we calculate the PDF of the random variable z = ǫ20 = g(ǫ0)
via
fz(x) = 2|∂xg−1(x)|fǫ(g−1(x)), (5.65)
where g−1(x) =
√
x. This yields
fz(x) =
{
1
W
√
x
, if 0 < x < W
2
4 ,
0, otherwise
(5.66)
The change of variables E = z/(2C) then gives
ρ(E¯) =
1
W
√
2C
E¯
, (5.67)
which displays a stronger square root divergence.
We also verified these results numerically, computing the density of states by perform-
ing exact diagonalisations of the tight binding Hamiltonian for many realisations of the
disorder. The results plotted in Fig. 5.17 confirm the predicted logarithmic and square
root divergences, along with the apparent existence of a gap when C 6= 0. The numeri-
cal results further confirm the validity of our perturbative calculation of the low energy
eigenstates.
5.4.3 Lifshitz tails
Interestingly, Eq. (5.61) predicts that when C 6= 0, the low energy eigenstates have an
asymmetry: they only lie on the side of the flat band furthest from the dispersive band
centre. Increasing |C| > 2, the density of states displays an apparent gap.
Both results are quite unexpected! Naively, one would expect the disorder to inho-
mogeneously broaden the Fano states, smearing out their energies and closing band gaps.
Since the (bare) disorder terms have mean zero, one would anticipate a symmetry be-
tween positive and negative energy shifts in the disorder-averaged density of states. But
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this symmetry is clearly broken by our perturbative eigenstates when C 6= 0, apparently
producing a band gap.
Is there really a band gap, or is the density of states nonzero, but merely too small to
resolve numerically? Recall that in the ordinary Anderson model, there are Lifshitz tails
at the band edges, where the density of states decreases exponentially until the edge of
the (bounded) spectrum is reached [243]. Lifshitz tails are caused by exponentially rare
realisations of the disorder potential, eg. macroscopically large regions where the disorder
potential takes very large values.
To resolve this question, let us reconsider the reduced eigenmode equations (5.51).
The effective disorder term (ǫ−n )2 has nonzero mean
W 2
12 , which hybridises the bands and
opens up a gap of size ∼ W centred at EFB in the absence of fluctuations. We want to
see whether this gap gets filled in by rare states. The spectrum is bounded such that
−4 ≤ E¯ + 2C ≤ 4 + (ǫ
−
n )
2
E¯
, (5.68)
and without loss of generality we set C > 0. Assuming E¯ > 0, we can rearrange to obtain
0 ≤ E¯ ≤ 2− C +
√
(2− C)2 +W 2/4, (5.69)
ie. there are no gaps. On the other hand, for E¯ < 0, we have
−2−C −
√
(2 + C)2 +W 2/4 ≤ E¯ ≤ min(0, 4 − 2C), (5.70)
ie. when C > 2, there are no states directly below EFB, in the interval [4− 2C, 0).
Putting these bounds together, we obtain the phase diagram plotted in Fig. 5.18,
identifying regions with no states, rare states, and “clean” states (ie. spectrum when
(ǫ−n )2 only takes its mean value W 2/12. We see that for 0 < C < 2, the apparent band
gap is in fact populated by rare states, while for C > 2 a true band gap separates two
bands of states. Furthermore, this analysis reveals the flat band only has a Lifshitz tail
for E¯ > 0, and there are truly no states and no tail for E¯ < 0, confirming the numerical
results in Fig. 5.17.
5.4.4 Generalisations
Remarkably, this construction of perturbative low energy eigenstates displaying density of
states singularities works in a plethora of other flat band models with compact localised
states, as long as the flat band can be decomposed into a (possibly overcomplete) set of
compact localised modes. In higher dimensional lattices the construction of low energy
eigenstates can proceed in exactly the same way: because the localisation length is forced
to vanish, for sufficiently small E¯ the eigenstates are near-sighted, so their properties
should be insensitive to the lattice dimension. The divergence in the density of states
persists, in contrast to the more familiar van Hove singularities which get weaker as the
dimension increases.
As an example, we consider the two dimensional Lieb lattice, which hosts a flat band
with nontrivial topology. Here the compact localised states occupy multiple unit cells
(shaded in Fig. 5.19) and form an overcomplete non-orthogonal basis. This results in a
frustrated flat band; its projector is long ranged, displaying a power law decay in real space
and it is forced to touch another dispersive band [156, 188, 199]. Recall from the previous
Chapter that its band structure hosts two dispersive E± and one flat EFB bands [141]
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Figure 5.19: Lieb lattice under correlated disorder. (a) 8 site plaquette hosting a compact
localised state. (b) Band structure. (c) Density of states under appropriately correlated disorder
potential. Figure from Ref. [242].
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sity of states and a vanishing localisation length for arbitrarily weak disorder by applying
locally correlated perturbations to flat bands. The local correlations preserve the ener-
gies of compact localised flat band modes while enforcing their hybridisation with other
dispersive states. Competition between the macroscopic number of flat band states is re-
sponsible for this unusual behaviour, which readily generalises to higher dimensions. This
procedure offers a flexible and intuitive way to engineer different types of density of states
spectral singularities in photonic lattices.
5.5 Summary
In this Chapter we studied Anderson localisation in quasi-one dimensional flat band lat-
tices, revealing that the singular divergent density of states of a flat band qualitatively
changes to properties of the Anderson localised eigenmodes. We identified striking effects
such as modified scaling of the Anderson localisation length, which we explained via an
analogy with the exactly solvable Lloyd model. We showed how the non-perturbative ef-
fects caused by flat bands can be understood intuitively in terms of Fano resonances, before
showing how appropriately correlated disorder can generate different types of singularities
in the density of states, such as square root and logarithmic divergences.
Our work has a number of important implications. Firstly, we have answered the timely
question of whether disorder can spoil interesting effects associated with flat bands: we
have found that disorder can lead to profoundly interesting behaviour, such as heavy-
tailed statistics and Fano resonances. Secondly, our Fano resonance picture can be readily
generalised to understand how the density of states singularity may qualitatively change
the effect of other perturbations, such as interactions or nonlinearity. Our predictions are
now ripe for experimental study in a variety of settings, from exciton-polariton condensates
in structured potentials to femtosecond laser-written flat band lattices such as the Lieb
lattice.
Chapter 6
Lattice topology and spontaneous
parametric down-conversion
In this Chapter we switch our focus to a quantum optical process in a photonic lattice
with χ(2) (quadratic) nonlinearity: spontaneous parametric down-conversion, considering
various experimentally feasible one dimensional photonic lattices. We are interested in how
nontrivial topology of the lattice can influence output biphoton correlations. Nontrivial
topology results in a singular “winding” of the array’s Bloch waves, which introduces
destructive interference and additional selection rules for the generation of biphotons.
These selection rules are in addition to, and independent of existing control through phase
matching and the pump beam’s spatial profile. In finite lattices, nontrivial topology can
produce “protected” mid gap edge modes. These produce “hybrid” biphoton edge modes,
with one photon localised at the edge, with the other propagating into the bulk. When
the single photon band gap is sufficiently large, these biphoton edge modes reside in a
band gap of the bulk biphoton Bloch wave spectrum. Numerical simulations support our
analytical results.
This Chapter is based on the draft paper
• D. Leykam, A. S. Solntsev, A. A. Sukhorukov, and A. S. Desyatnikov, Effect of
lattice topology on spontaneous parametric down-conversion, finalised for publication.
6.1 Introduction
Spontaneous parametric down-conversion (SPDC) is an important way to generate pairs
of photons exhibiting quantum correlations, with applications ranging from fundamental
tests of quantum theory (Bell tests) to quantum cryptography and information process-
ing [2, 244]. Genuinely quantum behaviour and scalability require a high fidelity of the
photon pairs, which is limited if they are generated and shaped by bulk optical compo-
nents. Hence there is currently strong interest in implementing SPDC in integrated optical
devices [245–247].
SPDC in nonlinear waveguide arrays has been proposed as a tool to tailor biphoton
quantum correlations in integrated optics [248–251]. It offers many advantages over bulk
components; biphotons are generated directly in the device, so there are no input coupling
losses. The biphoton spectrum and correlations can also be readily controlled by tailoring
the pump beam profile. This concept was recently demonstrated in experiments in lithium
niobate waveguide arrays [252–254].
So far however, SPDC was only studied in homogeneous waveguide arrays, or arrays
with a single defect [248, 249]. In both cases only a single Bloch band is relevant. As
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we have seen in the previous Chapters, modulated arrays with multiple Bloch bands can
provide additional control over wave propagation, in particular through the existence of
spectral singularities such as Dirac cones. Thus, multi-band lattices promise a wider tool-
box of techniques to further control and tailor biphoton correlations in future integrated
devices.
Given the endless possibilities in designing modulated waveguide arrays, it would be
useful to group possible designs into different classes sharing similar properties. One way
to do this is using the topological invariants introduced in Sec. 2.4. This new paradigm
has lead to a wide range of breakthroughs both in the fundamental band theory of solids,
to devices using “topologically protected” surface states that are robust against disorder.
These ideas are now attracting interest in optics, and several photonic analogues of these
“topological” condensed matter systems were recently demonstrated in experiments [62].
In this Chapter we explore how lattice topology can provide an additional tool to
control correlations of biphotons generated in quadratic nonlinear waveguide arrays. The
basic idea is that nontrivial topology is associated with a nontrivial “winding” of the
lattice’s Bloch waves, and this winding can lead to destructive interference and control
which biphoton modes are strongly excited. Thus, the topology can effectively introduce
additional selection rules for the SPDC. In principle, the mode winding can be completely
independent from the array’s dispersion relation (phase matching conditions), so it offers
another degree of freedom to control biphoton correlations in integrated optics. This
topology is inherently robust against fabrication disorder. Furthermore, in some cases
lattices with nontrivial topology also host “protected” edge modes. We demonstrate that
these edge modes result in bands of “hybrid” biphoton states exhibiting entanglement
between localised and propagating modes. We demonstrate the feasibility of these ideas by
carrying out numerical simulations of various one dimensional topological lattices under
the tight binding approximation. The model and parameter regimes are accessible in
current state of the art experiments.
In Sec. 6.2 we review the theory of SPDC in waveguide arrays, generalising to multi-
band (modulated) arrays and focusing in detail on the role of topology in two band,
one dimensional models. Following this, as a concrete example we consider in detail
the Su-Schrieffer-Heeger (SSH) model in Sec. 6.3, which illustrates main features and is
a practical, experimentally realisable example. We compare the output correlations in
this model against a “nontopological” binary lattice, showing the clear influence of the
topology. Sec. 6.4 concludes the Chapter with a summary of our results.
6.2 Setup, observables, and two band lattices
Consider a pump beam at frequency ωp propagating through a quadratic nonlinear waveg-
uide array. Nonlinear wave mixing combined with quantum fluctuations can convert a
pump photon into two lower frequency photons called the signal and idler. The state
of these photons is described by a biphoton wavefunction which evolves as they propa-
gate through the array. The quantum correlations of the signal and idler photons leaving
the array can be observed through coincidence measurements of a pair of single photon
detectors.
Theoretically, we employ the formalism of Refs. [248, 255, 256], considering type-
1 near-degenerate SPDC under continuous wave pumping, such that ωp ≈ ±ωs + ωi,
where ωs ≈ ωi are the signal and idler photon frequencies. This can be implemented
in experiments by placing an appropriately chosen spectral filter at the array output.
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Since ωs ≈ ωi, we assume that the waveguide coupling coefficients for the signal and
idler photons are approximately the same, ie. Cs,i ≡ C. On the other hand, the higher
frequency pump beam experiences much stronger confinement within the waveguides and
hence weaker coupling. A good approximation for recent experiments is Cp ≈ 0, such
that coupling of pump photons between waveguides can be neglected [253]. Consequently,
under the undepleted pump approximation and choosing a frame rotating at the pump
frequency, the pump beam profile remains constant along the waveguide array, simplifying
the theoretical analysis considerably.
Under these conditions, the evolution of the biphoton wavefunction can be described
by a simple tight binding Hamiltonian Hˆ = Hˆ(QW) + Hˆ(SPDC). Hˆ(QW) accounts for the
linear diffraction (quantum walk) of biphotons through the array, while Hˆ(SPDC) is a gain
term accounting for their generation via SPDC. In normalised units with ~ = 1,
Hˆ(QW) =
∑
n,m
[
aˆ(s)†m Hmnaˆ
(s)
n + aˆ
(i)†
m Hmnaˆ
(i)
n
]
, (6.1)
Hˆ(SPDC) = iγ
∑
np
E(p)np aˆ
(s)†
np aˆ
(i)†
np +H.c., (6.2)
where aˆ
(s,i)†
n (aˆ
(s,i)
n ) creates (destroys) a signal or idler photon at the nth waveguide, γ is the
nonlinear coefficient, E
(p)
np is the pump amplitude in waveguide np, and Hnm are elements
of the waveguide array’s tight binding Hamiltonian. Diagonal elements Hnn account for
the propagation constant of the signal/idler photons in the nth waveguide; off-diagonal
elements describe evanescent coupling between waveguides.
We assume there is no decoherence or loss, such that in the absence of multiple photon
pairs being generated simultaneously, the photon state can be approximately represented
as a sum of the unperturbed vacuum state | 0〉 and the biphoton state | Ψ〉, which acts as
a weak perturbation governed by the Schro¨dinger equation [251],
i∂z | Ψ〉 ≃
[
Hˆ(QW) + Hˆ(SPDC)
]
(| Ψ〉+ | 0〉) . (6.3)
We will solve this equation and reveal the effect of band structure topology by transforming
to the eigenbasis of Hˆ(QW), ie. the lattice’s Bloch wave basis.
We assume the waveguide array forms a superlattice consisting of N waveguides within
each unit cell. Then we introduce the pseudospinor aˆn = (aˆn,1, ..., aˆn,N ), where now
n numbers the unit cell and aˆn,m is the annihilation operator for the mth sublattice.
Eq. (6.1) is recast as
Hˆ(QW) =
∑
n,m
[
aˆ(s)†m Hˆmnaˆ
(s)
n + aˆ
(i)†
m Hˆmnaˆ
(i)
n
]
, (6.4)
where now each Hˆmn is promoted to an N × N matrix, with off-diagonal elements ac-
counting for coupling between the different sublattices. Hˆmn = Hˆm+1n+1 is periodic, such
that transforming to reciprocal space aˆ(k) =
∑
n aˆne
ikn puts Hˆ(QW) into block diagonal
form,
Hˆ(QW)(k) =
∑
n
Hˆ0ne
ikn. (6.5)
Hˆ(QW)(k) is the Bloch Hamiltonian for the biphotons; its eigenvectors are the superlattice’s
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Bloch functions up(k); eigenmodes (Bloch waves) of Hˆ
(QW) are constructed as
Bˆp(k) =
∑
n
aˆn · up(k)eikn, (6.6)
where · denotes the usual dot product, and p = 1, ..., N is the band index. In this Bloch
wave basis, Hˆ(QW) is diagonalised,
Hˆ(QW) =
∑
ps
∫ π
−π
dksβps(ks)Bˆ
†
ps(ks)Bˆps(ks) +
∑
pi
∫ π
−π
dkiβpi(ki)Bˆ
†
pi(ki)Bˆpi(ki), (6.7)
where βp(k) is the propagation constant of the Bloch wave in band p with crystal momen-
tum k. To obtain Hˆ(SPDC) in this basis, we invert Eq. (6.6),
aˆn =
∑
p
∫ π
−π
dku∗p(k)Bˆp(k)e
−ikn, (6.8)
and substitute into Eq. (6.2). Writing the pump amplitude in vector form in terms of
its sublattice components, E
(p)
n = (En,1, ..., En,N ), and applying a Fourier transform,
E(p)(kp) =
∑
nE
(p)
n eikpn, we obtain
Hˆ(SPDC) = i
∑
ps,pi
∫
dksdkiΓps,pi(ks, ki)Bˆ
†
ps(ks)Bˆ
†
pi(ki), (6.9)
where
Γps,pi(ks, ki) = γ
N∑
j=1
E
(p)
j (ks + ki)ups,j(ks)upi,j(ki), (6.10)
is the coupling efficiency into the biphoton Bloch wave. The summation is over the N
sublattices forming the superlattice. Eq. (6.9) is also diagonal in the Bloch wave basis,
thus in a similar manner to Ref. [248] we can integrate Eq. (6.3) to obtain the output
biphoton wavefunction (up to an overall normalisation factor),
| Ψ〉 =
∑
ps,pi
∫
dksdkiΓps,pi(ks, ki)Lsinc(∆βL/2) exp(−i∆βL/2)Bˆ†ps(ks)Bˆ†pi(ki) | 0〉,
(6.11)
where ∆β = ∆β(0) − βps(ks) − βpi(ki) is the phase mismatch between the pump and
the biphoton Bloch wave, ∆β(0) is the single waveguide phase mismatch, and L is the
propagation length.
Eq. (6.11) tells us two factors determine whether a biphoton Bloch wave is strongly
populated: how close the mode is to phase matching (small ∆β), and how strongly the
pump beam profile is matched to the mode’s transverse profile (large Γ). Let us now
discuss how the lattice topology can affect each of these.
The phase matching condition ∆β = 0 depends only on the biphoton mode eigenvalues.
Since the lattice topology is completely independent of the spatial dispersion β(k), in an
infinite lattice the phase matching is insensitive to the topology: it cannot distinguish
between two topologically distinct lattices [257]. On the other hand, in a finite lattice,
nontrivial topology can result in “topologically protected”, exponentially localised edge
modes [257]. The phase matching condition is sensitive to these edge modes.
The coupling efficiency Γ clearly depends on the Bloch function profiles up(k) via
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Eq. (6.10). Thus, we expect nontrivial “winding” or topology of the Bloch functions to
have some effect, even in an infinite lattice.
While this Bloch wave decomposition is a convenient way to theoretically study SPDC
in a superlattice, unfortunately Γ and the Bloch functions up(k) are not directly observ-
able in experiments. Instead, what is typically measured is the biphoton wavefunction
Eq. (6.11), in either real or Fourier space, using coincidence measurements from a pair
of single photon detectors. Therefore, instead of the Bloch wave basis indexed by band
number p and crystal momentum k, we also need to consider the output in real and mo-
mentum space. For the latter, we use an extended Brillouin zone represenation, allowing
k ∈ [−Nπ,Nπ] to lie in the first N Brillouin zones, and using the Fourier amplitudes in
the pth Brillouin zone as a proxy for the Bloch wave amplitude in the pth band [40, 258].
We would also like to quantify how “quantum” a given biphoton state is, and whether
the lattice topology influences the entanglement of the generated photons. One useful
measure of quantumness is the Schmidt number [259], obtained via the singular value
decomposition of | Ψ〉,
| Ψ〉 =
∑
j
√
λj | v(s)j 〉⊗ | v(i)j 〉, (6.12)
where | vj〉 are the Schmidt modes, λj > 0 are normalised such that
∑
j λj = 1, and we
define the Schmidt number as K =
∑
j 1/λ
2
j , which measures the number of entangled
modes.
6.2.1 Two band models
The simplest case allowing for nontrivial topology is N = 2 band models, which often form
a good approximation to more complicated systems. The most general two band Bloch
Hamiltonian Eq. (6.5) is [257]
Hˆ(QW)(k) =
(
dz dx − idy
dx + idy −dz
)
= d(k) · σˆ, (6.13)
where σˆ = (σx, σy, σz) is a vector consisting of the three Pauli matrices, and we will see
in the following that the vector d(k) = (dx(k), dy(k), dz(k)) provides a convenient way to
visualise both the Bloch waves and their topology. Recall that diagonal elements of the
Bloch Hamiltonian Hˆ(QW)(k) account for coupling between waveguides belonging to the
same sublattice and their propagation constants, while off-diagonal elements account for
coupling between different sublattices.
Diagonalising Eq. (6.13), we obtain the Bloch functions and their eigenvalues,
u±(k) =
(
e−iφ(k) sin
ϕ(k)
2
,± cos ϕ(k)
2
)
, (6.14)
β±(k) = ±|d(k)|, (6.15)
where we have introduced the spherical polar angles ϕ(k) and φ(k) corresponding to the
direction dˆ(k) ≡ d/|d| = (cosφ sinϕ, sin φ sinϕ, cosϕ). We assume the two bands are
separated by a gap, ie. β± 6= 0, such that |d(k)| 6= 0 for all k and the angles φ,ϕ are
always well-defined.
The Bloch sphere provides a simple way to visualise the Bloch functions and their
topology. The Bloch functions are mapped to points on the sphere’s surface specified by the
pair of angles (φ,ϕ). Since the Bloch Hamiltonian is periodic, Hˆ(QW)(k) = Hˆ(QW)(k+2π),
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biphoton Bloch bands, which are centred at β = 0.
In a hybrid mode, one photon excites the edge mode, while the other excites a Bloch
wave; thus the hybrid modes form bands with β = ±|d(ks)| and β = ±|d(ki)|. When the
biphoton spectrum is gapped, hybrid modes with w < |d(ki)| < ∆ reside in the gap.
We obtain the coupling efficiency by substituting the mode profiles Eq. (6.14) into
Eq. (6.10),
Γps,pi(ks, ki) = E
(p)
1 (ks + ki) sin(ϕs/2) sin(ϕi/2)e
−i(φs+φi)
+ pspiE
(p)
2 (ks + ki) cos(ϕs/2) cos(ϕi/2), (6.16)
with ps,i = ±1 and ϕs,i, φs,i ≡ ϕ(ks,i), φ(ks,i). Recall E(p)1,2(k) is the Fourier transform of the
pump amplitude on the two different sublattices. pspi = 1 (−1) if signal and idler photons
come from the same (different) Bloch bands. This sign can always be absorbed into the
relative phase of E
(p)
1,2 , which means that, as far as the coupling efficiency is concerned, all
the biphoton bands look the same, so the only difference will be in their dispersion (phase
matching conditions).
Defining the vector
n =
(
sin(ϕs/2) sin(ϕi/2)e
−i(φs+φi), pspi cos(ϕs/2) cos(ϕi/2)
)
, (6.17)
the angles (ϕs,i, φs,i) select a direction on the Bloch sphere, and Eq. (6.16) can be recast
as Γ = E(p)(ks + ki) · n. Hence, the coupling efficiency is maximised when E(p)(ks + ki) is
parallel to n, and zero if it is perpendicular.
In a topologically trivial phase the Bloch functions do not exhibit any winding. Thus,
ϕs,i and φs,i will be relatively insensitive to ks,i, with n pointing in a single preferred
direction, eg. Fig. 6.1(b). It is therefore possible to shape the pump profile E(p)(ks, ki)
to also point in this direction, such that all the modes in a band are strongly excited,
ie. there are no selection rules. This will result in behaviour similar to the homogeneous
lattice case [248].
Conversely, in the nontrivial phase ϕs,i or φs,i display a singular winding through 2π.
For a fixed pump profile, it is impossible to simultaneously excite all modes efficiently:
shaping the pump profile such that E(p) is parallel to n for some ks,i, there are inevitably
other values of ks,i for which they are perpendicular. Thus, there are selection rules
preventing the excitation of some modes. This is the main consequence of nontrivial
winding or topology in an infinite lattice.
Summarising, in one dimensional two band lattices the nontrivial topology has two
main effects on SPDC,
• when the single photon band gap is sufficiently large, there are hybrid biphoton edge
modes with frequencies lying in the band gaps of the Bloch wave spectrum
• the coupling efficiency for the excitation of Bloch waves is modulated, giving addi-
tional selection rules for the generation of biphotons
In the next Section we apply these ideas to some concrete examples.
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mode.
If the pump is tuned to the centre of the hybrid mode band, ∆β(0) =
√
2(C2 + δC2),
there are four distinct regimes depending on δC:
• δC/C > 1/3 (trivial and gapped): The pump is tuned to a band gap, so no modes
are resonantly excited.
• 0 < δC/C < 1/3, (trivial and gapless): The pump resonantly excites bulk biphoton
modes, which propagate away from the edge.
• −1/3 < δC/C < 0, (nontrivial and gapless): The pump resonantly excites bulk
modes and an edge mode.
• δC < −1/3, (nontrivial and gapped): Only a biphoton edge mode is resonantly
excited. One photon is trapped at the edge, while the other propagates into the
bulk. Thus, entanglement between a localised and propagating mode is generated.
Figs. 6.10(b,c) demonstrate the last two regimes.
For comparison Fig. 6.10(d) shows the output correlations when δC = 0 (homogeneous
lattice) and there are no edge modes. Photon bunching occurs, with signal and idler both
propagating into the bulk.
We consider more generally in Fig. 6.10(e,f) how the biphoton intensity and Schmidt
number depend on the pump detuning and coupling modulation. Due to the strong overlap
with the pump beam, the output intensity is maximum when the pump is resonant with
the conventional edge mode. However, since only a single mode is strongly excited, the
Schmidt number K ≈ 1 reveals there is no entanglement. Similar to the bulk case, K
is maximised for relatively small δC, when the pump is tuned to the centre of the Bloch
bands.
In summary, we have shown how the SSH model can exhibit nontrivial topology in
biphoton correlations: in the bulk (additional selection rules), and at the edge ( “hybrid”
biphoton edge modes).
6.3.3 Modulated lattice depth
For comparison, we briefly consider here an experimentally accessible “nontopological”
model: a binary lattice where the waveguide depths are modulated with strength m, while
the waveguide spacing and coupling strength C ′ are constant, see Fig. 6.11.
Following the same procedure as for the SSH model, we obtain the Bloch Hamiltonian
Hˆ(QW)(k) = C ′(1 + cos k)σˆx + C ′ sin kσˆy +mσz, (6.23)
with spectrum
β± = ±
√
2C ′2(1 + cos k) +m2, (6.24)
and Bloch functions
u±(k) =
1√
2N
(
m± β,C ′(1 + eik)
)
, (6.25)
N 2(k) = m(m± β) + 2C ′2(1 + cos k). (6.26)
We set m = 2δC and C ′ =
√
C2 − δC2, so that the bulk spectrum is identical to the SSH
model’s Eq. (6.20), allowing for a fair comparison. The only remaining difference between
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portantly, for the first time, to our knowledge, we have considered the effect of singularities
or winding in the Bloch wave spectrum on a quantum optical process. We have found that
the nontrivial topology associated with nontrivial “winding” of the array’s Bloch waves
leads to destructive interference and selection rules in the SPDC process. Finite lattices
can host topologically protected edge modes, which interestingly enable the generation of
entanglement between localised and propagating spatial modes.
The study of extensions to two dimensional topological phases remains an open prob-
lem. Can the biphoton spectrum β(ks, ki) and its eigenmodes host genuinely two dimen-
sional effects, such as nonzero Chern number? Presumably, the “edge modes” in such a
system would involve one photon bound at the edge, with the other propagating into the
bulk. Another possible avenue to explore is SPDC in two dimensional waveguide arrays
with nonzero Chern number. A two dimensional array results in a four dimensional bipho-
ton spectrum, which raises the intriguing possibility of emulating highly exotic topological
phases, such as the four dimensional quantum Hall effect [261]. However, experimen-
tal realisations would be quite challenging, since so far SPDC has been limited to one
dimensional nonlinear waveguide arrays.
136 Lattice topology and spontaneous parametric down-conversion
Chapter 7
Conclusions and outlook
Photonic lattices are emerging as a powerful setting for controlling light propagation,
owing to their ability to precisely control wave dispersion. Recent years have seen the
direct observation of analogues of fundamental condensed matter physics phenomena,
such as Anderson localisation and Bloch oscillations. There is now growing interest in the
photonic emulation of the latest advances in condensed matter physics, such as the exotic
physics of graphene and topological insulators. A particularly interesting aspect of these
materials is their theoretical description involving spectral singularities and topological
invariants.
This thesis has investigated the singular optics of various novel photonic lattices, which
we have termed singular lattices, displaying singularities in various spectral properties
such as their Bloch wave group velocity or density of states. Our ultimate aim was to
demonstrate connections between these spectral singularities and wave singularities such
as optical vortices, and to furthermore study their impact on nonlinear optical processes
such as soliton existence and stability.
To this end, we began by studying the nonlinear dynamics of optical vortices in ring
lattices, with the aim of achieving all-optical control over the fundamental singular optical
structure, the optical vortex. Extending previous studies of scalar vortices, we considered
a vector generalisation to composite vortices, revealing the persistence of a novel inverse
stability heirachy of discrete vortex solitons and stable charge flipping. Introducing bal-
anced gain and loss with parity time symmetry allowed us to demonstrate existence and
stability of discrete vortex solitons sensitive to the sign of the vortex charge. Furthermore,
we found that the existence of linear vortex modes in the conservative limit is accompanied
by the immediate appearance of an exceptional point spectral singularity when a parity
time symmetric perturbation is introduced. In collaboration with Mu¨nster University we
conducted experiments in an optically-induced ring lattice, observing power-controlled
switching of the charge of a discrete vortex. We thus demonstrated the novel switch-
ing mechanisms appearing in simple discrete tight binding models also persist in realistic
systems, an important prerequisite for future practical applications.
Having established control over wave singularities, we then shifted focus to study prop-
erties of a fundamental spectral singularity, the conical intersection formed by the crossing
of two or more Bloch bands. We established a link between emergent pseudospin at conical
intersections, optical vortices, and orbital angular momentum. In particular, conversion
between different pseudospin eigenstates during propagation is accompanied by the gen-
eration of field singularities (optical vortices). We showed analytically that the orbital
angular momentum at conical intersections can be decomposed into two terms, one de-
pending on the Bloch bands’ Berry curvature, and other on the pseudospin. We verified
these theoretical predictions using extensive numerical simulations of light propagation
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in photonic honeycomb and kagome lattices. We also examined in detail properties of a
novel integer pseudospin conical intersection involving a flat band appearing in photonic
Lieb lattices. We demonstrated novel linear and nonlinear conical diffraction, analysed
symmetry breaking induced by next-nearest neighbour waveguide coupling, and in collab-
oration with Mu¨nster University carried out proof-of-concept experiments in femtosecond
laser-written waveguide arrays in silica glass.
The Lieb lattice’s flat band motivated a more general study of flat band lattices, dis-
playing a singular, divergent density of states particularly useful for realising novel strongly
interacting phases of light and matter. In particular, we focused on the important ques-
tion of how robust quasi-one dimensional flat bands are against disorder. Main impacts of
disorder are the emergence of sparse eigenmodes displaying anomalous scaling with disor-
der strength, and heavy-tailed transport statistics tunable via nonlinearity. We explained
these features using an analogy with Fano resonances induced by compact flat band eigen-
modes localised by perfect destructive interference. This analogy allowed us to consider
generalisations to higher dimensional lattices, coupling disorder, and correlated disorder.
The latter can be used to “unfold” the δ function singularity in the density of states to
weaker square root or logarithmic singularities, and surprisingly displays disorder-induced
band gaps under certain conditions.
Finally, shifting focus to the influence of spectral singularities on a quantum optical
process, we explored analytically and numerically how nontrivial winding or topology of
Bloch waves in certain singular one-dimensional photonic lattices influences a quantum-
optical process: spontaneous parametric down-conversion. We showed how nontrivial
lattice topology leads to destructive interference and selection rules for generation of en-
tangled photon pairs, and novel quantum correlations induced by edge modes: entangle-
ment between localised edge modes and propagating Bloch waves. In principle, mode
winding (topology) can be completely independent from the array’s dispersion relation
(phase matching conditions), so it offers an additional degree of freedom to control bipho-
ton correlations in integrated optics. As a specific experimentally feasible example we
studied an analogue of the Su-Schrieffer-Heeger model.
The unifying theme in the above examples is the powerful idea that wave and spectral
singularities are closely connected via destructive interference; one type of singularity is
accompanied by the other. As examples, we saw vortex eigenmodes at vanishing-threshold
exceptional points in PT symmetric ring lattices, optical vortex generation at conical inter-
sections, perfect destructive interference localising flat band eigenmodes, and destructive
interference inducing selection rules for spontaneous parametric down-conversion. Thus,
wave propagation at spectral singularities can serve as a new mechanism for the generation
of singular optical fields. Conversely, observation of wave singularities in the Bloch waves
provides a useful signature of singularities in the eigenvalue spectrum of photonic lattices.
The topics explored in this thesis advance current themes of interest in the photonics
community in a number of respects:
• Our observation of a vanishing PT symmetry breaking threshold in ring lattices
supporting vortex modes has been substantiated by a study of the role of symmetry
in two dimensional PT symmetric systems [262]. Furthermore, solitons including
vortex solitons in genuinely two-dimensional PT symmetric lattices are now starting
to be explored [263–265].
• Very recently, the quasi-one dimensional sawtooth lattice and its flat band were
realised experimentally using femtosecond laser writing [266], and theorists have
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demonstrated flat bands can be used to engineer mobility edges [241].
• While our work on conical intersections and orbital angular momentum was being
completed, the experimental observation of pseudospin-to-vortex conversion in an
optically induced honeycomb lattice was reported [148]. This experimental verifi-
cation of the pseudospin 1/2 case is nicely complemented by our experiments in
collaboration with Mu¨nster University on the pseudospin 1 Lieb lattice.
• A collaboration between the University of Chile, Jena University, and the Tech-
nion [163, 165] and researchers at Heriot-Watt University in Scotland [166] have also
recently reported experiments with femtosecond laser-written Lieb lattices. This is
significant for a few reasons. Their reported observations of compact eigenmodes
have established the successful fabrication of a two dimensional flat band lattice. A
novel Floquet topological insulating phase occurring in the Lieb lattice is now exper-
imentally accessible [168]. Furthermore, these experiments demonstrate, to the best
of our knowledge, the first realisation of an integer pseudospin conical intersection
in any physical system. We stress that previous proposals to realise this fascinating
dispersion relation using optical lattices for cold atoms (now several years old) were
not yet successful [130–132, 136]. Simulations using realistic parameters presented
in this thesis have demonstrated such a lattice could be feasibly fabricated, and
revealed interesting properties uniquely accessible in photonics.
We have opened several avenues for future research, both in theory and experiment. Grow-
ing interest in the topic of “topological photonics” promises the realisation of many more
systems displaying spectral singularities such as Dirac conical dispersion [62], paving the
way for future realisations and applications of our theoretical results.
Our intriguing demonstration of a link between pseudospin and orbital angular momen-
tum requires a more rigorous proof. Can pseudospin and Berry curvature contributions
to orbital angular momentum be directly measured, eg. via an optical torque? This is a
challenging task in the photonic lattices we have considered; the optical orbital angular
momentum at the conical intersection is proportional to the cone angle vF , which is small
under the paraxial approximation. The most promising direction would hence be to extend
our results beyond photonic lattices and the paraxial approximation, eg. to arrays of res-
onant nanoparticles displaying Dirac cones [267]; this should be relatively straightforward
given quantities such as Berry curvature have analogues in periodic systems governed by
the full set of Maxwell’s equations [268].
On the topic of flat bands, there is the potential to study further the relation between
the real space structure of their compact localised Fano states, and the spectral properties
of their flat band. In particular, do flat bands with nontrivial topology attracting recent
interest in the condensed matter physics community host compact localised modes dis-
playing some singular structure, eg. phase singularities [208, 269]? This is a challenging
problem because there is still some controversy in the literature over whether physically
feasible tight binding models with perfectly flat topological bands even exist [270, 271].
Now that we have established the robustness of flat bands to disorder, it is also timely to
study in further detail the role of interactions such as nonlinearity.
Finally, our results are also directly applicable to other systems admitting mean field
dynamics governed by nonlinear Schro¨dinger-type equations, such as Bose-Einstein con-
densates in optical lattices or exciton-polariton condensates in structured microcavities.
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Appendix A
Numerical methods
In this Appendix we describe some of the numerical methods used in this thesis. In
Sec. A.1 we present split step methods for beam propagation in nonlinear media. Sec. A.2
presents numerical methods for disordered systems.
A.1 Beam propagation method
The nonlinear Schro¨dinger equation with a periodic potential is nonintegrable and must be
solved numerically. To do this we employ the split step method with absorbing boundary
conditions [36], which is a powerful technique for evolution equations of the form
i∂zψ = (Aˆ+ ǫBˆ)ψ, (A.1)
where, individually, the evolutions generated by Aˆ, Bˆ are exactly solvable, but their sum
is not. For the problems solved in this thesis, we typically Aˆ was the kinetic part of
Hamiltonian, which is exactly solvable using Fourier transform, and Bˆ was a (local),
onsite term (disorder potential or nonlinearity), exactly solvable in real space.
The formal solution is
ψ(z) = e−iz(Aˆ+ǫBˆ)ψ(0), (A.2)
which one can readily verify by substitution into previous equation. The basic idea is
to split the exponential term using the Campbell-Baker-Hausdorff formula [272]. To first
order in step size dz,
ψ(z + dz) ≈ e−idzAˆe−idzǫBˆψ(z), (A.3)
with error of order dz2. This is the simplest of the split-step methods. Often, it is possible
to obtain a faster solution using higher-order split step schemes [273, 274]. For example,
the symmetrised split step method,
ψ(z + dz) ≈ e−i(dz/2)Aˆe−idzǫBˆe−i(dz/2)Aˆψ(z), (A.4)
has the smaller error dz3. In fact we can do even better if ǫ is a small parameter (eg. if
the disorder or nonlinearity strength is weak). The SBAB2 scheme,
ψ(z + dz) ≈ e−id1dzǫBˆe−ic2dzAˆe−id2dzǫBˆe−ic2dzAˆe−id1dzǫBˆψ(z), (A.5)
with d1 =
1
6 , d2 =
2
3 , and c2 =
1
2 has an error of order dt
4ǫ + dt2ǫ2, which performs
extremely well when ǫ is small.
Accuracy of numerical solutions was verified by computing the conserved Hamiltonian,
and reducing the step size if it was not conserved within the desired tolerance.
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A.2 Disordered systems
In Chapter 5 we used various measures to characterise the eigenmodes of the disordered
lattices. Here we outline the computational techniques used.
The localisation length ξ can be calculated without diagonalising the full Hamiltonian.
This is very useful because it means ξ can be computed efficiently and for much larger
lattices than other measures requiring the full eigenmode profiles. In most of the quasi-one
dimensional lattices we studied, there was only a single transmission channel for propa-
gating waves, allowing the application of the very simple and fast transfer number method.
Consider for example the detangled cross-stitch lattice, governed by the eigenmode equa-
tion (after elimination of the compact state amplitude fn),
Epn =
(
ǫ+n + C +
(ǫ−n )2
E − ǫ+n + C
)
pn + 2(pn−1 + pn+1),
≡ Vnpn + 2(pn−1 + pn+1). (A.6)
We fix E. Then Eq. (A.6) forms a difference equation, whose solution is uniquely deter-
mined by the initial amplitudes p0,1. It is convenient to introduce the ratio Rn = pn+1/pn,
which satisfies
Rn = −Vn/2− 1/Rn−1, (A.7)
from which the localisation length can be evaluated via
ξ−1(E) = lim
N→∞
1
N
N∑
n=1
ln |Rn| , (A.8)
where N & ξ is increased until the result becomes independent of N . The self-averaging
property of the Anderson model means that continuing along a single sufficiently large
chain is equivalent to averaging over multiple realisations of the disorder.
In more complicated lattices with multiple transmission channels, eg. the one dimen-
sional Lieb or any two dimensional lattice, this transfer number method is no longer appli-
cable. Amplitudes in the next unit cell are determined by matrix multiplication; this is the
transfer matrix method. In principle, one can repeatedly multiply the transfer matrix Tˆ ,
calculate the eigenvalues λj of Tˆ
N , and obtain the localisation lengths as 1/ξj =
1
N lnλj .
In practice however, numerical overflow means that the largest eigenvalue exponentially
dominates the others, such that only the smallest localisation length is computed with any
accuracy. The solution is to renormalise and orthognalise the eigenvectors every p steps,
with p sufficiently small that numerical overflow is avoided. This is explained in detail in
Ref. [275].
The other eigenstate measures: participation ratio P , second moment m2, and com-
pactness ζ, require the full eigenstate profiles, so we cannot avoid diagonalising the Hamil-
tonian at a cost ∼ N3. However, often we are only interested in the eigenstates close to a
particular energy (eg. the flat band energy EFB), and for quasi-one dimensional lattices
the Hamiltonian is a sparse matrix. This allows us to employ the much faster Lanczos al-
gorithm implemented natively in Matlab to obtain just the eigenstates close to the desired
energy, enabling the computation of weak disorder scaling laws in a practical time. In all
cases, we increase N until we observe convergence to a result free of finite-size errors, and
average over a sample size sufficiently large to avoid significant statistical errors.
Appendix B
Bloch waves
In this Appendix we present some useful analytical results concerning Bloch waves. First,
we show in Sec. B.1 how to convert important operators such as the momentum operator
(wavepacket group velocity) to the Bloch wave basis. Next, in Sec. B.2 we give an un-
ambiguous definition of pseudospin in terms of Bloch waves. Sec. B.3 presents a detailed
calculation of the optical orbital angular momentum in the Bloch wave basis. Finally, in
Sec. B.4 we examine how a flat band’s compact localised states relate to the structure of
its Bloch waves.
B.1 Operators in the Bloch wave basis
Since Bloch waves are the linear eigenmodes of a periodic potential, they form the most
natural basis for studying wavepacket dynamics in photonic lattices. Any wavepacket
A(r, z) can be represented in the Bloch wave basis as
A(r, z) =
∑
n
∫
dkgn(k, z)e
ik·run(k, r), (B.1)
gn(k, z) = e
−iβn(k)z
∫
dru∗n(k, r)e
−ik·rA(r, 0), (B.2)
where gn(k, z) is the projection of the wavepacket onto the nth band Bloch wave with
crystal momentum k, un(k, r)e
ik·r. In the linear limit, the evolution of the projections
gn(k, z) is very simple: gn(k, z) = gn(k, 0)e
−iβn(k)z (just a phase factor). Therefore the
evolution of any observable, such as the wavepacket centre of mass, can be conveniently
calculated by converting the relevant operator to this basis.
We begin by considering the expectation value of an arbitrary operator Oˆ,
〈Oˆ〉 =
∫
drA∗(r, z)OˆA(r, z). (B.3)
To convert to the Bloch wave basis, we decompose the field into its Bloch waves using
Eq. (B.1),
〈Oˆ〉 =
∫
dr
∑
mn
∫
dk′dkg∗m(k
′)u∗m(k
′, r)e−ik
′·rOˆgn(k)un(k, r)eik·r, (B.4)
where we have made the z-dependence of gn(k) implicit to simplify notation. In many cases
(we will discuss exceptions below), we can change the order of integration and evaluate
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the spatial integral first, yielding
〈Oˆ〉 =
∑
mn
∫
dk′dkg∗m(k
′)Omn(k′,k)gn(k), (B.5)
where we identify
Omn(k′,k) =
∫
dru∗m(k
′, r)e−ik
′·rOˆun(k, r)eik·r, (B.6)
as the operator in the Bloch mode basis.
For example, consider the momentum operator, ie. Oˆ = pˆ = −i∇. To evaluate
Eq. (B.6), we make use of the Bloch function equation,
Hˆ(k)u(k, r) = [−1
2
(∇+ ik)2 + V (r)]u(k, r). (B.7)
Applying ∇k to both sides, we obtain
(∇kHˆ)u+ Hˆ(∇ku) = −i(∇+ ik)u+ Hˆ(∇ku). (B.8)
The second terms on each side cancel, hence we are left with −i∇(ueik·r) = (∇kHˆ).
Substituting into Eq. (B.6),
pˆmn(k
′,k) =
∫
drei(k−k
′)·ru∗m(k
′, r)(∇kHˆ)un(k, r). (B.9)
The spatial integral yields a factor of δ(k−k′) and inner products of Bloch functions. We
can thus identify the Bloch mode basis momentum operator as
pmn(k) = 〈um(k) | (∇kHˆk) | un(k)〉. (B.10)
We remind that the inner product here is spatial integration over a single unit cell. This
form is particularly useful as it allows us to relate the momentum of the full paraxial field
A(r, z) to quantities appearing in the tight binding or k · p approximations: the effective
Bloch Hamiltonian and its eigenstates.
Applying ∇k to both sides of the eigenvalue equation Hˆ(k)un(k, r) = βn(k)un(k, r)
yields the alternate expression,
pmn(k) = (∇kβn)δmn + (βn − βm)〈um | i∇k | un〉. (B.11)
Assuming a broad wavepacket spanning many lattice periods (strong localisation in k
space) that excites only a single band, the second term vanishes and this reduces to the
familiar result 〈pˆ〉 = ∇kβn, ie. the average momentum is simply the Bloch band’s group
velocity ∇kβ, not its phase velocity k. When multiple bands are excited, the second term
(which we recognise as involving the Berry connection A = 〈um | i∇k | un〉) accounts for
interference between different bands and the average momentum is no longer conserved.
Changing the order of integration fails for expressions involving the position operator
r, because the position of an extended Bloch wave is ill-defined. As we saw in Chapter 4,
a way around this is to integrate by parts. For a more detailed discussion of this and
related issues, eg. the calculation of the orbital magnetisation of periodic insulators, we
recommend the excellent reviews Refs. [56, 152] and references therein.
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B.2 Pseudospin operator
At the Dirac point K, there is a pair of degenerate Bloch functions, un(K, r), with n =
1, 2. Owing to their degeneracy, any linear combination of them also forms a valid Bloch
function. We therefore seek new basis elements u↑(K, r), u↓(K, r) that are simultaneously
eigenstates of the pseudospin Sˆz. We use degenerate k ·p perturbation theory, which only
assumes that the dispersion relation admits a Taylor expansion about the Dirac point.
Applying Eq. (2.14), we obtain the matrix elements of an effective 2 band Hamiltonian,
Hmn(p) = −ip ·
∫
cell
dru∗m(K, r)(∇ + iK)un(K, r),
= −ip · 〈um | (∇+ iK) | un〉. (B.12)
By assumption, elements of Hmn(p) form the Dirac Hamiltonian, ie. Hˆ(p) = vF (p · σˆ).
Equating this with the k · p Hamiltonian above yields the elements of the Pauli matrices
σˆx,y in the Bloch wave basis,
(σˆx)mn =
1
vF
〈um | (∂x + iKx) | un〉, (B.13)
(σˆy)mn =
1
vF
〈um | (∂y + iKy) | un〉. (B.14)
With these matrix elements, one can obtain the elements of σˆz using the commutation
relation σˆz = i[σˆx, σˆy]. Diagonalising σˆz yields normalised spin up/down eigenvectors,
eg. (c↑,1, c↑,2), from which we obtain the Bloch function basis elements as
u↑(K, r) = c↑,1u1(K, r) + c↑,2u2(K, r), (B.15)
and similarly for spin down. The spinor field components ψ = (ψ↑, ψ↓) are then obtained
by projecting the paraxial field onto this basis, ie.
A(r, z) =
∑
s=↑,↓
∫
dpψs(p, z)us(K, r)e
i(K+p)·r, (B.16)
ψs(p, z) =
∫
dru∗s(K, r)e
−i(K+p)·rA(r, z). (B.17)
The pseudospin components at higher order intersections can be obtained in a similar
manner (by replacing Pauli matrices with higher spin matrices).
Eq. (B.17) gives the pseudospin components in reciprocal space. The real space slowly
varying envelope can be obtained via an inverse Fourier transform, ie.
ψs(r, z) =
∫
dpψs(p, z)e
ip·r. (B.18)
Alternatively, one can calculate ψs(r, z) directly (without Fourier transforming) using
ψs(rc, z) =
∫
cell
drA(r, z)us(K, r)e
−iK·r, (B.19)
where the spatial integral is over the unit cell centred at rc. The difference between these
two methods is that formally, Eq. (B.18) gives ψs as a continuous function of r, while
Eq. (B.19) gives a “discrete” field with a single value assigned to each unit cell.
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B.3 Optical orbital angular momentum
Recall how in Sec. 4.2.3 we decomposed the optical orbital angular momentum Mz into
two contributions,
Mz =M1 +M2, (B.20)
M1 = −i
∫
dr
∑
m,n
∫
dk′dkei(k−k
′)·rg∗m(k
′, r)u∗m(k
′, r)(∇kHˆ)×∇k(gnun), (B.21)
M2 = i
∫
dr
∑
m,n
∫
dk′dkei(k−k
′)·rg∗m(k
′, r)u∗m(k
′, r)(∇kHˆ)×∇k(gnuneik·r). (B.22)
We begin by evaluating M1, Eq. (B.21), which generates the Berry curvature contribution
to the optical orbital angular momentum.
We evaluate the spatial integral by splitting it into two parts: integration over a single
unit cell (Bloch function inner product), and a summation over all unit cells. The latter
yields a factor of δ(k − k′), leaving
M1 = −i
∑
m,n
∫
dkg∗m(k)〈um(k) | (∇kHˆk)×∇k | un(k)〉gn(k), (B.23)
=
∑
m,n
∫
dkg∗m(k)Mˆ1gn(k),
which purely involves effective model quantities: Bloch wave projections gn(k), effective
Hamiltonian Hˆk, and inner products of Bloch functions. In practice, this is all that
is required to carry out the analytical k · p theory calculations presented in Sec. 4.3.
We can however rearrange Eq. (B.23) into more physically intuitive forms. Expanding
∇k | un(k)〉gn(k) into two terms, we obtain
Mˆ1 = 〈um | (∇kHˆ) | un〉 × (−i∇k)− i〈um | (∇kHˆ)× | ∇kun〉, (B.24)
= pmn × (−i∇k) + i〈∇kun | ×(∇kHˆ) | um〉. (B.25)
The first term is rearranged by applying vector calculus identities to switch the order
of the derivatives, and assuming gn(k) decays sufficiently fast as k → ∞ (ie. assuming
the finite size of the Brillouin zone can be neglected). We rearrange the second term by
observing that Mˆ1 is a Hermitian operator, so (Mˆ1)mn = (Mˆ1)
∗
nm. We thus arrive at the
expression presented in Sec. 4.2.3,
〈Mˆ1〉 =
∑
m,n
∫
dkg∗m(k)Mˆ1gn(k), (B.26a)
Mˆ1 = (i∇k)× (∇kHˆk) + Ωˆk, (B.26b)
Ωˆk = 〈i∇kum(k) | ×(∇kHˆk) | un(k)〉. (B.26c)
One can further expand the second term to obtain the alternate form resembling the one
appearing in Ref. [153],
Mˆ1 = pˆmn × (−i∇k) + iβn〈∇kum | un〉+ 〈∇kum | ×(βn − Hˆ) | ∇kun〉. (B.27)
The equivalence of these three different forms was verified by applying them to the hon-
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eycomb lattice example and confirming that they all reproduce the same Berry curvature
contribution to the optical orbital angular momentum.
The second contribution Eq. (B.22) involves a perfect derivative of the field gnune
ik·r,
which taunts us into attempting integration by parts. We first rearrange the dk integrand,
(∇kHˆ)×∇k(gnuneik·r) = −(i∇k ×∇kHˆ)gnuneik·r − i∇k × [(∇kHˆ)gnuneik·r],
= 0− i∇k × [(∇kHˆ)gnuneik·r], (B.28)
using the fact that the curl of a gradient vanishes. Written in this form, one is tempted
to apply the two dimensional version of Stokes’ theorem,∫
dk(−i∇k)× [(∇kHˆ)ungneik·r] = −i
∮
dl · (∇kHˆ)ungneik·r, (B.29)
where
∮
dl is a line integral around the edge of the Brillouin zone. One can now evaluate
the r integral, yielding a factor of δ(k − k′) and leaving
M2 = −i
∑
m,n
∮
dl · g∗m(k)〈um(k) | (∇kHˆ) | un(k)〉gn(k), (B.30)
which resembles the circulation of the Bloch wave “velocity field” 〈um(k) | (∇kHˆ) | un(k)〉.
Naively, one might expect that for wavepackets well-localised in k-space (eg. a Gaus-
sian beam), gn(k) → 0 along the boundary and hence this “surface” term should vanish.
However, Stokes’ theorem assumes a smooth function is being integrated, and we already
saw in Sec. 4.2.1 that this assumption is violated at a conical intersection; propagation
generically produces pseudospin polarisation singularities in the diffracted beam.
Before applying Stokes’ theorem, one hence needs to split the integration volume
into domains that are each (locally) continuous. The approach mimics that used to de-
scribe magnetic monopoles; the field (∇kHˆ)gnuneik·r forms an analogue of the vector
potential, with the integrand being invariant under gauge transformations of the form
(∇kHˆ)gnuneik·r → (∇kHˆ)gnuneik·r +∇kφ(k), with φ(k) an arbitrary function encoding
a gauge freedom. Within each domain j one must choose φj(k) such that the integrand is
smooth before applying Stokes’ theorem. Since at least one domain boundary must pass
through the beam core to ensure a smooth field, this surface term M2 can be nonzero.
Further progress without specifying the Bloch functions and the band projections gn(k)
does not seem straightforward. In Sec. 4.2.1, we presented numerical evidence that M2 is
proportional to the pseudospin, ie.
M2 ∝ vFSz, (B.31)
where cone angle vF appears for consistent units to be consistent.
B.4 Relation to compact localised states
Here we include some more technical details on how the compact localised modes can be
used to characterise the general properties of a flat band, by relating the mode profiles
to the band’s Bloch functions and projection operator. We discuss three distinct classes
of flat bands, termed “trivial”, “entangled”, and “topological”, and give a simple proof
that the latter cannot appear in quasi-one dimensional lattices with finite range hopping
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terms. Our argument based on Laurent polynomials is inspired by Ref. [270].
Let us consider the general case of a flat band lattice with compact localised modes
| v(r)〉. Here r indexes the unit cells, and the ket notation encodes how the state is
distributed between the different sublattices. For a compact states, | v(r)〉 is strictly zero
except at U unit cells, where U is the flat band’s class.
These compact states are eigenmodes of the system. Thus, we can also express them
as a superposition of the flat band’s degenerate Bloch waves, which form a complete basis.
First, define the Fourier transform of a compact state as
| f(k)〉 =
∑
r
| v(r)〉e−ik·r, (B.32)
where once again, the summation over r will be zero except at U unit cells. The lattice is
spanned by a basis of d lattice vectors {ai}. Hence the components of | f(k)〉 are Laurent
polynomials in xi ≡ eik·ai. The degree of the polynomial in each variable xi is at most U .
We will see that the zeros of this polynomial will play an important role.
| f(k)〉 must be directly proportional to (pointing in the same direction as) the flat
band’s Bloch functions | uFB(k)〉, ie.
| f(k)〉 = g(k) | uFB(k)〉, (B.33)
where g(k) is some complex factor; the coefficient in the superposition. Inverting this
equality, the flat band’s Bloch functions are 1g(k) | f(k)〉. As these Bloch functions are
gauge-dependent, it is useful to introduce the gauge invariant band projection operator,
Pˆ (k) =| u(k)〉〈u(k) |.
The projector has the property Pˆ 2 = Pˆ , and eigenvalues (1,0,...,0). Pˆ is singular (ie.
discontinuous) at any points in the Brillouin zone where there is a nontrivial intersection
with another band. The projection operator in real space, Pˆ (r−r′) is given by the inverse
Fourier transform of Pˆ (k), and is useful in describing the effect of perturbations such as
disorder or interactions on the flat band. For example, the decay rate of Pˆ (r− r′) reveals
how far away a localised perturbation is felt by the flat band states.
We can eliminate | un(k)〉 and g(k) and write Pˆ purely in terms of the real space
profile of the compact state, | v(r)〉,
Pˆ (k) =| u(k)〉〈u(k) |,
=
| f(k)〉〈f(k) |
|g(k)|2 , (B.34)
=
| f(k)〉〈f(k) |
Tr[| f(k)〉〈f(k) |] , (B.35)
=
∑
r1,r2
| v(r1)〉〈v(r2) | eik·(r1−r2)∑
r1,r2
Tr[| v(r1)〉〈v(r2) |]eik·(r1−r2)
, (B.36)
where going from (B.34) to (B.35) we used the property
1 = Tr[| u(k)〉〈u(k) |] = Tr[ 1|g(k)|2 | f(k)〉〈f(k) |]. (B.37)
Since the numerator and denominator are both Laurent polynomials in xi, Pˆ (k) is a
rational function of degree at most 2(U − 1).
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When U > 1, the rational function Pˆ (k) has poles, which may occur for either real or
complex k. There are three distinct cases to consider:
1. Pˆ (k) has no real poles for all k in the Brillouin zone: then Pˆ (k) is smooth and
periodic, then since Pˆ (r) is the Fourier transform of a smooth periodic function, it is
exponentially localised (short-ranged).
2. Pˆ (k) has real poles: then Pˆ (k) has discontinuities, so Pˆ (r) has a power law decay,
∼ 1/rd (long-ranged) [276].
At a pole, Pˆ (k) is singular, namely its eigenvectors coalesce. This is a signature of
intersecting bands1. A consequence of this singularity is that the energies of the intersect-
ing bands cannot be adjusted independent of their eigenstates. This is responsible for the
“topological protection” of band intersections in lattices such as the kagome lattice or two
dimensional pyrochlore - it is impossible to open a gap without destroying the compact
eigenmodes [156]. In Ref. [188] Chalker and collaborators studied Anderson localisation
in the two dimensional pyrochlore, showing that the power law decay of its flat band pro-
jector leads to an effective long-ranged disorder potential and multifractal eigenstates in
the weak disorder limit.
In one dimension, real poles cannot exist if U is finite: the only discontinuities one
dimensional rational functions can have are points where they diverge to ∞. This is
inconsistent with the elements of Pˆ (k) having magnitude bounded by 1 (required by the
normalisation of the Bloch functions)2.
Even if there are no real poles, by analytic continuation to complex k, Pˆ (k) will still
have U poles. So the final alternative is:
3. Pˆ (k) has poles at complex k. The decay rate of Pˆ (r) will be given by the distance
of the pole from the real axis, h. For a pole of degree n, Pˆ (r) ≈ rn−1e−hr for large
r [276]. As above, each pole corresponds to an intersection with another band, associated
with an “extra” flat band state. These extra states are evanescent. In a finite system
with open boundary conditions they will form localised edge modes, with energies in the
gap between the flat and dispersive band. Such states appear for example in the one
dimensional sawtooth lattice.
1One can remove the singularity by introducing an expanded projector Pˆ ′ =
∑
n
| un〉〈un |, where the
summation includes all the intersecting bands.
2An example of a one dimensional discontinuous function is 1/([1.5 + cos k]U + 1) as U → ∞. In two
dimensions one can easily construct examples for finite U , eg. sin kx sin ky/(1− cos kx cos ky)
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