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Abstract
One of the equivalent formulations of the Kadison-Singer problem which was resolved in
2013 by Marcus, Spielman and Srivastava, is the “paving conjecture”. Roughly speaking, the
paving conjecture states that every positive semi-definite contraction with small diagonal
entries can be “paved” by a small number of principal submatrices with small operator
norms. We extend this result to real stable polynomials. We will prove that assuming mild
conditions on the leading coefficients of a multi-affine real stable polynomial, it is possible
to partition the set of variables to a small number of subsets such that the roots of the
“restrictions” of the polynomial to each set of variables are small.
We will use this generalized paving theorem to show that for every strongly Rayleigh
point process, it is possible to partition the underlying space into a small number of subsets
such that the points of the restrictions of the point process to each subset are “weakly
correlated”. This result is intuitively appealing since it implies that the repulsive force
among the points of a negatively dependent point process cannot be strong everywhere. To
prove this result, we will introduce the notion of the kernel polynomial for strongly Rayleigh
processes. This notion is a generalization of the notion of the kernel of determinantal
processes and provides a unified framework for studying these two families of point processes.
We will also prove an entropy lower for strongly Rayleigh processes in terms of the roots of
the kernel polynomial.
1 Introduction
In 1959, Richard V. Kadison and Igor M. Singer [KS59] raised the question whether every pure
state on the algebra of bounded diagonal operators on `2(N) has a unique extension to a state
on the algebra of all bounded operators on `2(N). This problem has come to be known as the
Kadison-Singer problem. Over the next 54 years, this problem attracted a significant amount
of research until it was resolved in the affirmative in 2013 by Adam Marcus, Daniel Spielman
and Nikhil Srivastava [MSS15b].
One important aspect of the Kadison-Singer problem is that it has been shown to be equiva-
lent to a large number of problems in various fields. One of these equivalent formulations which
will be our main focus, is as follows.
Problem 1.1. Let ε ∈ (0, 1). Is there a r ∈ N such that every Hermitian matrix A whose
diagonal entries are zero can be (r, ε)-paved, i.e., there are diagonal projections P1, . . . , Pr such
that
∑r
i=1 Pi = I and
∀i ∈ [r] : ‖PiAPi‖op ≤ ε ‖A‖op,
where [r] = {1, . . . , r} and ‖ · ‖op denotes the operator norm.
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This formulation of the Kadison-Singer problem, which is known as the paving problem (or
the paving conjecture for the assertion that the answer to the above question is “yes”), was
discovered by Joel Anderson [And79]. Anderson showed that the answer to the paving problem
is positive if and only if the answer to the Kadison-Singer problem is positive. For a background
on the Kadison-Singer problem and its equivalent formulations see [Bow18] and the references
therein.
Marcus et al. [MSS15b] proved a stronger version of “Weaver’s vector balancing formulation”
of the Kadison-Singer problem (see [Bow18]) using the “method of interlacing families”. This
method was first introduced in [MSS15a] and provides a technique for proving the existence
of certain combinatorial objects. We will review interlacing families in Subsection 2.1. The
application of this method results in an analysis of the locations of the roots of a real stable
polynomial. The “multivariate barrier method”, introduced in [MSS15b], provides a framework
for such an analysis.
Marcus et al. [MSS15b] obtained the following paving bound for positive semi-definite
contractions with bounded diagonal entries.
Theorem 1.2. Let α be a positive number and r be an integer with r ≥ 2. For every posi-
tive semi-definite contraction A ∈ Mn(C) with diagonal entries at most α, there are diagonal
projections P1, . . . , Pr ∈Mn(C) such that
∑r
i=1 Pi = In and
∀i ∈ [r] : ‖PiAPi‖op ≤
(√
1
r
+
√
α
)2
.
Leake and Ravichandran [LR20] adapted the methods of [MSS15b] to directly prove the
paving conjecture and as a result, they got sharper paving bounds. They used the method of
interlacing families in conjunction with a modified version of the multivariate barrier method.
Their result is as follows.
Theorem 1.3. Let r ∈ Z and α ∈ R such that r ≥ 2 and 0 < α ≤ (r − 1)2/r2. For every
positive semi-definite contraction A ∈Mn(C) with diagonal entries at most α, there are diagonal
projections P1, . . . , Pr ∈Mn(C) such that
∑r
i=1 Pi = I and
∀i ∈ [r] : ‖PiAPi‖op ≤
(√
1
r
− α
r − 1 +
√
α
)2
.
In Section 3, we will show that the arguments of [LR20] extend to real stable polynomials
and we will obtain a generalization of the above theorem. It is worthwhile to mention that
two other generalizations of the Kadison-Singer problem appear in [AG14] and [Bra¨18], both of
which are through the main result of [MSS15b].
A polynomial p ∈ C[z1, . . . , zn] is stable if it has no roots in Hn, where H is the open upper
half-plane, and it is real stable if, in addition, its coefficients are real. We will review stable
polynomials in Subsection 2.2.
Before stating our result, let us fix some notations. When n is specified in the context,
we will use z = (z1, . . . , zn). Let ∂i := ∂/∂zi and for every I ⊂ [n], define zI =
∏
i∈I zi and
∂I =
∏
i∈I ∂i. For p ∈ C[z1, . . . , zn], we will use p to denote its diagonalization which is the
univariate polynomial with p(x) = p(x, . . . , x). For a real rooted polynomial p, we will denote
its maximum root by maxroot(p). Our generalization of Theorem 1.3 is as follows.
Theorem 1.4. Let r ∈ Z and α ∈ R such that r ≥ 2 and 0 < α ≤ (r − 1)2/r2. Assume that
g ∈ R[z1, . . . , zn] is a multi-affine real stable polynomial and g(z) =
∑
A⊆[n] aA z
Ac. If all the
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roots of g are in the interval [0, 1], a∅ = 1 and |a{i}| ≤ α for i = 1, . . . , n, then there exists a
partition {S1, . . . , Sr} of [n] such that
∀i ∈ [r] : maxroot( ∂Sci g ) ≤ (√1
r
− α
r − 1 +
√
α
)2
.
We will prove the above theorem in Subsection 3.1. To deduce Theorem 1.3 from The-
orem 1.4, we need the notion of multivariate characteristic polynomial of a matrix. The
multivariate characteristic polynomials of a matrix A ∈ Mn(C), denoted χ[A], is defined by
χ[A](z) = det[Z − A], where Z = Diag(z1, . . . , zn). The multivariate characteristic polynomial
of Hermitian matrices are real stable (see the remarks following Proposition 2.8).
Let A be as in Theorem 1.3. Note that the coefficient of the monomial z1 . . . zn in χ[A] is
equal to 1. Also, for each i ∈ [n], the coefficient of the monomial z1 . . . zi−1zi+1 . . . zn is equal
to Ai,i and so its absolute value is less than α. Since χ[A] is the characteristic polynomial of A
and A is a positive semi-definite contraction, all its roots are in the interval [0, 1]. Therefore,
by Theorem 1.4, there exists a partition {S1, . . . , Sr} of [n] such that
∀i ∈ [r] : maxroot( ∂Sci χ[A] ) ≤ (√1
r
− α
r − 1 +
√
α
)2
.
Let Pi ∈ Mn(C) be the diagonal matrix whose k-th diagonal entry is equal to 1 if k ∈ Si and
is equal to 0 if k 6∈ Si. Since {S1, . . . , Sr} is a partition of [n], we have
∑r
i=1 Pi = I. Now,
Theorem 1.3 follows since
‖PiAPi‖op = maxroot
(
χ[PiAPi]
)
and χ[PiAPi] = ∂
Sci χ[A].
We will use Theorem 1.4 to prove a “paving property” for strongly Rayleigh point processes.
A point process X on [n], i.e., a random subset of [n], is strongly Rayleigh if its probability
generating polynomial, defined as
fX(z) =
∑
A⊆[n]
P(X = A) zA,
is real stable.
Robin Pemantle in [Pem00] emphasized the need for a theory of negative dependence which
would take shape around an appropriate notion of negative dependence. The strong Rayleigh
property was introduced by Borcea, Bra¨nde´n and Liggett [BBL09] as this appropriate notion.
Strongly Rayleigh point processes have many useful properties including negative association
which is the strongest form of negative dependence, and they cover several well-known examples
of negatively dependent processes, most notably discrete “determinantal processes”. These
processes have also found numerous application; see, for example, [GSS11; BJ12; PP14; AG14;
AGR16; GLP17].
We will review strongly Rayleigh processes in Subsection 4.1. We will also introduce the
notion of kernel polynomial for strongly Rayleigh processes which plays a role similar to the ker-
nel of determinantal processes and provides a unified framework for studying strongly Rayleigh
and determinantal processes.
We need the notion of entropy in order to state the paving property of strongly Rayleigh
processes. Recall that the entropy of a random element X from a finite set S, denoted H(X),
is defined by
H(X) = −
∑
x∈S
P(X = x) log
(
P(X = x)
)
,
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where the logarithms are taken in base 2. We use h(p) to the denote the entropy of a Bernoulli
random variable X with P(X = 1) = p. The paving property for strongly Rayleigh processes is
as follows.
Theorem 1.5. For each positive number δ, there exists an integer r such that for every strongly
Rayleigh process X on any space S, it is possible to partition S into r subsets S1, . . . , Sr such
that
∀i ∈ [r] :
∣∣∣∣∣ 1|Si|H(X ∩ Si)− 1|Si|∑
j∈Si
h(pj)
∣∣∣∣∣ < δ,
where |Si| denotes the size of Si and pj = P(j ∈ X).
Note that r does not depend on the size of S. This implies that for strongly Rayleigh
processes on large enough spaces, the underlying space can be partitioned into a small number
of sets such that the entropy per particle of the restrictions of the process to each part is
close to that of its independent version. We interpret this as the points of each restriction
being “almost independent”. This is in line with the behavior that we expect from a point
process with repulsive points; that is, we expect that the correlation structure of the points of
such processes is constrained in the sense that all its points cannot simultaneously be strongly
correlated. We will discuss this phenomenon in more detail in Subsection 4.2.
We will prove Theorem 1.5 in Section 4. To this end, we will apply a slightly modified version
of Theorem 1.4 presented in Subsection 3.2, to the kernel polynomial of X. This will give us
a partition of the underlying space with the property that the roots of certain translations of
the kernels of the restricted processes are simultaneously small. We will translate this algebraic
condition to an entropy inequality via the connection between stability and “hyperbolicity” and
exploiting the majorization properties of hyperbolic polynomials. We will also need an entropy
estimation in terms of the roots of its kernel polynomials which we will present in Subsection 4.3.
This entropy bound is interesting on its own. Since the correlation structure of a strongly
Rayleigh process is constrained, we expect that its entropy cannot be too small. [AGV18,
Corollary 5.6] provides a lower bound for the entropy of strongly Rayleigh processes in terms
of the entropy of its marginals. We will prove a lower bound for the entropy in terms of the
roots of the kernel polynomial (see Theorem 4.10). As we will see in Subsection 4.1, the roots
of kernel have a nice interpretation.
2 Preliminaries
We will use 1 to denote the vector of all 1’s, i.e. 1 = (1, . . . , 1). Similarly, 0 := (0, . . . , 0). For
a vector v, we will denote its i-th component by vi. For v, w ∈ Rn, we will use v ≥ w when
vi ≥ wi, for all i ∈ [n]. For p ∈ C[z1, . . . , zn] let deg(p) denote the degree of p and degj(p)
denote the degree of p in zj . Also, we will use [z
v]p to denote the coefficient of the monimial z
v
in p. For a polynomial p ∈ R[x], we will use λ(p) to denote the non-increasing vector of the its
roots.
2.1 Interlacing Families
Definition 2.1. Two non-increasing sequences (α1, . . . , αm) and (β1, . . . , βn) are interlacing if
they alternate, namely
α1 ≥ β1 ≥ α2 ≥ β2 ≥ . . . or β1 ≥ α1 ≥ β2 ≥ α2 ≥ . . . ,
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in which case we clearly must have |m − n| ≤ 1. We say that (α1, . . . , αn−1) interlaces
(β1, . . . , βn) if
β1 ≥ α1 ≥ β2 ≥ α2 ≥ · · · ≥ αn−1 ≥ βn.
Two real rooted polynomials p and q are interlacing if their roots are interlacing and p
interlaces q if deg(p) = deg(q) − 1 and λ(p) interlaces λ(q). We also assume that the zero
polynomial interlaces and is interlaced by any real rooted polynomial.
Polynomials p1, . . . , pk of the same degree have a common interlacer if there is a polynomial
q that interlaces all of them. A fundamental property of polynomials with a common interlacer
is as follows.
Proposition 2.2 (Lemma 4.2 of [MSS15a]). Let p1, . . . , pk be real rooted polynomials of the
same degree with positive leading coefficients. If p1, . . . , pk have a common interlacer, then their
summation, denoted by p∅, is real rooted and there exists i ∈ [k] such that the largest root of pi
is less than or equal to the largest root of p∅.
The following theorem can be used to prove that a family of polynomials have a common
interlacer.
Theorem 2.3 (Theorem 2.1 of [Ded92]). Let p1, . . . , pk be univariate polynomials of the same
degree with positive leading coefficients. Then p1, . . . , pk have a common interlacer if and only
if all convex combinations of p1, . . . , pk, namely all
∑k
i=1 αipi with αi ≥ 0 and
∑k
i=1 αi = 1, are
real rooted.
Marcus et al. [MSS15a] generalized Proposition 2.2 to “interlacing families”.
Definition 2.4. A family of polynomials with positive leading coefficients is an interlacing
family if they can be attached to the nodes of a rooted tree in a way that the following conditions
hold:
1. Each polynomial at a (non-leaf) node is equal to the sum of the polynomials attached to
its children.
2. The polynomials at sibling nodes (nodes with the same parent) have a common interlacer.
Note that the polynomial attached to the root is automatically equal to the sum of the
polynomials attached to the leaves. The following theorem is a generalization of Proposition 2.2.
Theorem 2.5 (Theorem 4.4 of [MSS15a]). Let T be a rooted tree with root r. If univariate poly-
nomials (pn)n∈T form an interlacing family, then the polynomial attached to the root, denoted
pr, is real rooted and there exists a leaf n ∈ T such that
maxroot(pn) ≤ maxroot(pr).
2.2 Stable Polynomials
Stable polynomials are a natural multivariate generalization of real rooted polynomials. These
polynomials have many nice algebraic and geometric properties. In this subsection, we review
some of these properties that will be useful for us. See the surveys [Pem12] and [Wag11] for a
thorough overview of this subject.
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Definition 2.6. A polynomial p ∈ C[z1, . . . , zn] is stable if
Im(z1) > 0, . . . , Im(zn) > 0 =⇒ p(z1, . . . , zn) 6= 0.
p is real stable if, in addition, its coefficients are real. We use Hn(C) and Hn(R) to denote the
set of n-variate stable and real stable polynomials, respectively.
Note that a univariate polynomial is real stable if and only if it is real rooted. The following
criterion for stability is an immediate consequence of the definition.
Lemma 2.7. A polynomial p ∈ C[z1, . . . , zn] is stable (real stable, respectively) if and only if
for every α ∈ Rn and v ∈ Rn+, the univariate polynomial t 7→ p(tv + α) is stable (real stable,
respectively).
The most important example of real stable polynomials is the class of determinantal poly-
nomials.
Proposition 2.8 (Proposition 1.12 of [BB10]). If B ∈ Mn(C) is a Hermitian matrix and
A1, . . . , An ∈Mn(C) are positive semi-definite, then the polynomial det(B+z1A1+ · · ·+zmAm)
is either identically zero or real stable.
It follows from the above proposition that for every Hermitian matrix K ∈ Mn(C), the
polynomial det(Z −K), where Z := Diag(z1, . . . , zn), is real stable. This polynomial is called
multivariate characteristic polynomial of K and is denoted by χ[K](z).
The class of (real) stable polynomials is closed under several elementary operations, some
of which are presented in the following proposition. See [BB10] and [BB08] for the proofs.
Proposition 2.9. If p is a (real) stable polynomial in n variables, then
1. ∂ip and p− zi∂ip are identically zero or (real) stable for i ∈ [n];
2. p(z1, . . . , zi−1, β, zi+1, . . . , zn) is identically zero or (real) stable for i ∈ [n] and β ∈ R;
3. p(z1, . . . , zi−1, zj , zi+1, . . . , zn) is (real) stable for distinct i, j ∈ [n]. In particular p is (real)
stable.
4. If p is real stable then zd11 . . . z
dn
n p(γ1z
−1
1 , . . . , γnz
−1
n ) is real stable for ±(γ1, . . . , γn) ∈ Rn+.
We will use the following lemma several times. See [BB10, Lemma 3.2] for the proof.
Lemma 2.10. Let p(z1, z2) = a11z1z2 + a10z1 + a01z2 + a00 ∈ R[z1, z2]\{0}. Then, p ∈ H2(R)
if and only if det[aij ] ≤ 0.
In the previous subsection we defined the notion of interlacing for real rooted polynomials;
this notion has been generalized by Borcea and Bra¨nde´n to the multivariate case. Let p, q ∈
H1(R). It is a well known fact that if p and q interlace then the Wronskian W [p, q] := pq′ − p′q
is either non-negative or non-positive on the real line. We say that p is in proper position with
respect to q, denoted q  p, if p and q are interlacing and W [p, q] ≤ 0. Note that if q  p and
deg(q) < deg(p), then q interlaces p. The generalization of this notion is as follows.
Definition 2.11. Let p, q ∈ R[z1, . . . , zn]. We say that p and q are in proper position, denoted
by q  p, if for all α ∈ Rn and v ∈ Rn+ the univariate polynomials p(tv + α) and q(tv + α) are
in proper position.
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It follows from Lemma 2.7 and the Hermite-Biehler theorem (see [RS02]) that q  p if and
only if p+ iq ∈ Hn(C). An important consequence of the definition is that q  p implies q  p.
We will use this fact several times. The following proposition provides examples of polynomials
in proper position.
Proposition 2.12. Let p ∈ Hn(R) and j ∈ [n]. We have
1. ∂jp p;
2. p− zj∂jp p;
3. If degj(p) = 1, then p|zj=1  p.
Proof. To prove part 1 we must show that p+ i∂jp ∈ Hn(C) for all p ∈ Hn(R). We claim that
the Weyl operator 1 + i∂j is real stability preserving. This follows, for example, from [BB10,
Theorem 1.3]. Part 2 is similar.
For part 3, note that since degj(p) = 1, we have p = r+ zjs with r = ∂jp and s = p− zj∂jp.
By parts 1 and 2, we have r  p and s  p. It follows from [BB10, Lemma 2.6] that
p|zj=1 = r + s p.
3 Paving Property for Real Stable Polynomials
In Subsection 3.1, we will prove Theorem 1.4. We will adapt the arguments that Leake and
Ravichandran [LR20] use to prove Theorem 1.3. In Subsection 3.2, we will present a slightly
modified version of Theorem 1.4. We need the second version in the proof of our probabilistic
paving property, Theorem 1.5.
3.1 Paving Property for Polynomials, First Version
Let Pr(n) denote the set of all partitions of [n] into r, possibly empty, subsets. For a polynomial
g ∈ R[z1, . . . , zn] and S ∈ Pr(n) with S = {S1, . . . , Sr}, define gS ∈ R[x] as
gS =
r∏
i=1
∂S
c
i g
and gr ∈ R[x] as
gr =
∑
S ∈Pr(n)
gS .
We will prove the following theorem in Section 3.1.1.
Theorem 3.1. Let g be as in Theorem 1.4. The polynomial gr is real rooted and there exists a
partition S ∈ Pr(n) such that
maxroot(gS) ≤ maxroot(gr).
To prove this theorem, we will show that there exists an interlacing family such that the
polynomials in {gS : S ∈ Pr(n)} are attached to the leaves. See Subsection 2.1 for an overview
of interlacing families.
Note that for S ∈ Pr(n) with S = {S1, . . . , Sr}, we have
maxroot(gS) = max
i∈[r]
(
maxroot
(
∂S
c
i g
))
.
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Therefore, for the partition {S1, . . . , Sr} ∈ Pr(n) given by Theorem 3.1, we have
∀i ∈ [r] : maxroot( ∂Sci g ) ≤ maxroot(gr).
Thus to prove Theorem 1.4, it is sufficient to show that
maxroot(gr) ≤
(√
1
r
− α
r − 1 +
√
α
)2
. (1)
We will prove this inequality in Section 3.1.2 using Leake-Ravichandran’s version of “multivari-
ate barrier method” introduced in [LR20]. This version of the barrier method gives (upper)
bounds for the largest root of partial derivatives of a stable polynomials. The following propo-
sition provides such an expression for gr.
Proposition 3.2. If g is as in Theorem 1.4, then
gr(x) =
(
1
(r − 1)!
)n [( n∏
i=1
∂r−1i
)
g(z)r
]∣∣∣∣∣
z=x1
.
Proof. We proceed as in the proof of [LR20, Lemma 3.1]. Using the product rule and the
assumption that g is multi-affine, we get( n∏
i=1
∂r−1i
)
g(z)r =
(
(r − 1)!)n ∑
(A1,...,Ar)∈A
r∏
i=1
(
∂Aig(z)
)
,
where A is the collection of all r-tuples (A1, . . . , Ar) of subsets of [n] such that each element
of [n] occurs exactly in r − 1 of Ai’s. This is equivalent to Ac1, . . . , Acr being a partition of [n],
namely (Ac1, . . . , A
c
r) ∈ Pr(n). Therefore,(
1
(r − 1)!
)n [( n∏
i=1
∂r−1i
)
g(z)r
]
=
∑
(S1,...,Sr)∈Pr(n)
r∏
i=1
(
∂S
c
i g(z)
)
,
from which the proposition follows by setting z = x1.
3.1.1 Interlacing Families: Proof of Theorem 3.1
We proceed as in Section 2 of [LR20]. We will present an interlacing family of polynomials
in which the set of leaf-polynomials is {gS : S ∈ Pr(n)}. Then, Theorem 3.1 follows from
Theorem 2.5 since, by definition, for such an interlacing family the polynomial attached to the
root will automatically be gr. For the sake of simplicity, we will only demonstrate the case
r = 2. The general case is similar and will be briefly discussed in Remark 3.5.
We claim that the following family of polynomials is the appropriate interlacing family.
Definition 3.3. Let T be a perfect binary tree with height n, namely T is a rooted tree with
height n such that each node has exactly two children. Index the nodes of T as follows:
• For each k ∈ [n], the nodes with depth k are indexed by (ordered) partitions of [k] into
two subsets, namely ordered pairs (S, T ) with S unionsq T = [k].1 The root is indexed by ∅.
• For k = 0, . . . , n − 1, the children of a node (S, T ) at depth k are (S ∪ {k + 1}, T ) and(
S, T ∪ {k + 1}).
1We use the notation S unionsq T to stress that the sets S and T are disjoint.
8
Now, denote the polynomial attached to the node (S, T ) at depth k by qk(S, T ). For each leaf
(S, T ) with S unionsq T = [n], set
qn(S, T ) = g{S,T} =
(
∂Scg
)(
∂T cg
)
.
The polynomials attached to the other nodes are set to be equal to the sum of the polynomials
attached to their children.
We can compute the attached polynomials. For a node (S, T ) at level k, we have
qk(S, T )(x) =
∑
UunionsqV=[k+1,n]
qn(S unionsq U, T unionsq V )(x)
=
∑
UunionsqV=[k+1,n]
∂(SunionsqU)cg(x) ∂(TunionsqV )cg(x)
=
[ ∑
UunionsqV=[k+1,n]
∂
(TunionsqV )c
z ∂
(SunionsqU)c
y g(z)g(y)
]∣∣∣∣∣
z=y=x1
=
[ ∑
UunionsqV=[k+1,n]
∂SunionsqUz ∂
TunionsqV
y g(z)g(y)
]∣∣∣∣∣
z=y=x1
=
[
∂Sz ∂
T
y
∑
UunionsqV=[k+1,n]
∂Uz ∂
V
y g(z)g(y)
]∣∣∣∣∣
z=y=x1
=
[
∂Sz ∂
T
y
n∏
i=k+1
(
∂zi + ∂yi
)
g(z)g(y)
]∣∣∣∣∣
z=y=x1
, (2)
where z = (z1, . . . , zn) and y = (y1, . . . , yn).
Lemma 3.4. The family of polynomials given by Definition 3.3 is an interlacing family.
Proof. The first condition in the definition of interlacing families (Definition 2.4) is satisfied
by construction. We show that the polynomials attached to the children of each node have a
common interlacer. Let k ∈ {1, . . . , n} and (S, T ) with S unionsqT = [k− 1], be a node at level k− 1.
This node’s children are
(
S unionsq{k}, T ) and (S, T unionsq{k}). By Theorem 2.3, it is sufficient to show
that for every 0 ≤ α ≤ 1, the polynomial
α qk
(
S unionsq {k}, T )+ (1− α) qk(S, T unionsq {k})
is real rooted. Denote the above polynomial by pα. By (2), we have
pα(x) = α qk
(
S unionsq {k}, T )(x) + (1− α) qk(S, T unionsq {k})(x)
=
[(
α∂zk + (1− α)∂yk
)
∂Sz ∂
T
y
n∏
i=k+1
(
∂zi + ∂yi
)
g(z)g(y)
]∣∣∣∣∣
z=y=x1
.
By the characterization of stability preserving operators in [BB10], for every a, b ∈ R≥0 and
j ∈ [n], the Weyl operator a∂zj + b∂yj is real stability preserving. Also, by parts 1 and 3
of Proposition 2.9, the differential operator ∂Sz ∂
T
y and diagonalization of polynomials are real
stability preserving. Therefore, since g(z)g(y) is real stable, pα is real stable and thus real
rooted.
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We proved that the family introduced in Definition 3.3 is an interlacing family in which the
set of leaf-polynomials is {gS : S ∈ P2}. Now, it follows from Theorem 2.5 that there exists a
S ∈ P2 such that maxroot(gS) ≤ maxroot(g2). This completes the proof of Theorem 3.1.
Remark 3.5. For the general r, the interlacing family is similar to Definition 3.3, with the
difference that each node at level k corresponds to a r-tuple (S1, . . . , Sr) with S1unionsq· · ·unionsqSr = [k],
its children are (
S1 ∪ {k + 1}, . . . , Sr
)
, . . . ,
(
S1, . . . , Sr ∪ {k + 1}
)
,
and for each leaf with label S ∈ Pr(n), we have qn(S) = gS . We can compute the attached
polynomials similar to (2): for a node (S1, . . . , Sr) at level k,
qk(S1, . . . , Sr)(x) =
[
∂
[k]\S1
z1 . . . ∂
[k]\Sr
zr
n∏
i=k+1
∆i g(z1) . . . g(zr)
]∣∣∣∣∣
z1=···=zr=x1
,
with ∆i := ∂z1i . . . ∂z(r−1)i + ∂z1i∂z3i . . . ∂zri + · · ·+ ∂z2i . . . ∂zri . Also using the characterization
of stability preservers in [BB10], we can prove a result similar to Lemma 3.4.
3.1.2 The Barrier Method: Upper Bound for maxroot(gr)
Now, we prove the inequality (1). We proceed as in Section 4 of [LR20].
Definition 3.6. Given a real stable polynomial p ∈ Hn(R) and a point u ∈ Rn with p(u) 6= 0,
the barrier function in the direction i at u, denoted Φip(u), is defined by
Φip(u) =
∂ip
p
(u).
Definition 3.7. Let p ∈ R[z1, . . . , zn]. A point u ∈ Rn is above the roots of p if
∀w ≥ u : p(w) 6= 0.
We will use Abp to denote the set of all the points above the roots of p.
The idea behind the barrier method is that the evolution of the above the roots of a real
stable polynomial under simple differential operators is governed by the barrier functions. For
example, it is known that for every u ∈ Abp and i ∈ [n], we have Φip(u) > 0 (for a proof of this
fact see [Tao13]). In particular, ∂ip(u) 6= 0, from which it follows that Abp ⊆ Ab∂ip.
Let g be as in Theorem 1.4. Because of the expression give in Proposition 3.2 for gr, to
prove (1) it is sufficient to show that(√
1
r
− α
r − 1 +
√
α
)2
1 ∈ Ab∂r−1n ...∂r−11 gr .
To prove this, we will begin from a point above the roots of gr and follow its evolution under
iterative applications of operators ∂r−1j on g
r to obtain a point above the roots of ∂r−1n . . . ∂
r−1
1 g
r.
In each iteration, the point will move back along one of the axis and we will estimate its
displacements in terms of the barrier functions. We will also need a control on the behavior of
the barrier functions during this process. These are done in Proposition 3.9 and Proposition 3.10.
We will use the following lemma to ensure that a point stays above the roots when we move
it along one of the axis.
10
Lemma 3.8. Let p ∈ Hn(R), u ∈ Abp and v ∈ Rn≥0. If p(u − tv) 6= 0 for all t ∈ [0, 1], then
u− v ∈ Abp.
Our proof for the above lemma relies on results from the theory of hyperbolic polynomials
and, to keep the continuity, we have deferred it to Appendix A. Roughly speaking, the above
result holds because above the roots of a real stable polynomial is a convex set.
Proposition 3.9. Let j ∈ [n] and p ∈ Hn(R) be a real stable polynomial of degree at most r in
zj. If u ∈ Abp and δ satisfies(
∂i
(
∂r−1j p
p
)
(u)
)(
∂i
(
∂rj p
p
)
(u)
)−1
≤ δ <
(
Φj
∂r−1j p
(u)
)−1
(3)
for some i ∈ [n], then u− δej ∈ Ab∂r−1j p and
Φi
∂r−1j p
(u− δej) ≤ Φip(u). (4)
Proof. Since degj(p) ≤ r, the Taylor expansion of p with respect to zj is
p(u− tej) =
r∑
k=0
(∂kj p)(u)
(−t)k
k!
.
Therefore,
(∂r−1j p)(u− tej) = ∂r−1j p(u)− t∂rj p(u). (5)
It follows from the above equation that if t <
(
Φj
∂r−1j p
(u)
)−1
, then (∂r−1j p)(u− tej) > 0. Hence
assuming δ <
(
Φj
∂r−1j p
(u)
)−1
, we have (∂r−1j p)(u− tδej) 6= 0 for every t ∈ [0, 1]. Also, note that
u ∈ Abp ⊆ Ab∂r−1j p. Therefore, it follows from Lemma 3.8 that u− δej ∈ Ab∂r−1j p.
By (5), the inequality (4) is equivalent to
∂i∂
r−1
j p− δ∂i∂rj p
∂r−1j p− δ∂rj p
(u) ≤ ∂ip
p
(u).
By a straightforward calculation, the above inequality is equivalent to the first inequality in (3).
See [LR20, Proposition 4.2] for more details.
The following proposition gives a simpler condition that implies (3).
Proposition 3.10. Let j ∈ [n] and p ∈ Hn(R) be a real stable polynomial of degree at most r
in zj. If u ∈ Abp and δ satisfies
0 ≤ δ ≤ (r − 1)
2
r
 1
Φjp(u)− 1
uj − λr
 , (6)
where λr is the smallest root of the univariate polynomial p(u1, . . . , uj−1, zj , uj+1, . . . , un), then(
∂i
(
∂r−1j p
p
)
(u)
)(
∂i
(
∂rj p
p
)
(u)
)−1
≤ δ <
(
Φj
∂r−1j p
(u)
)−1
(7)
for every i ∈ [n].
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Proof. The first inequality in (7) is proved in [LR20, Proposition 4.3]. To prove the second
inequality, we use inequality (8) from the proof of [LR20, Proposition 4.3], which is
δ ≤
r−1∑
k=1
uj − λk
r
,
where λ1 ≥ · · · ≥ λr are the roots of p(u1, . . . , uj−1, zj , uj+1, . . . , un). Since u ∈ Abp, we have
uj > λk for all k ∈ [r]. Therefore,
δ ≤
r−1∑
k=1
uj − λk
r
≤
r∑
k=1
uj − λk
r
=
∂r−1j p
∂rj p
(u) =
(
Φj
∂r−1j p
(u)
)−1
.
We have related the evolution of above the roots of a polynomial to the barrier functions
and smallest roots of its one dimensional restrictions. Now we estimate these quantities for our
problem. We will provide a lower bound for λr in Proposition 3.11 and an upper bound for
Φjp(u) in Proposition 3.15.
Proposition 3.11. Let g and r be as in Theorem 1.4 and p := gr. Also, let u ∈ Abg. Then,
for every (i1, . . . , in) ∈ Zn such that 0 ≤ ik ≤ r − 1 for all k ∈ [n], and every i ∈ [n], all the
roots of the univariate polynomial
q(zi) :=
[( n∏
k=1
∂ikk
)
p
]
(u1, . . . , ui−1, zi, ui+1, . . . , un)
are non-negative.
The above proposition is a generalization of [LR20, Proposition 4.6] and to prove it, we
proceed similar to [LR20]. We need the following three lemmas.
Lemma 3.12. If g is as in Theorem 1.4, then Abg ⊆ Ab∂1g and Abg ⊆ Abg−z1∂1g.
Proof. As we mentioned before, Abg ⊆ Ab∂1g is well-known. Now we prove Abg ⊆ Abg−z1∂1g.
Let u ∈ Abg and w, v ∈ Rn be such that v < u ≤ w. Also, let f := g − z1∂1g and e := w − v.
Note that e ∈ Rn+. By part 2 of Proposition 2.12, we have f  g and thus f(v+ te) g(v+ te).
Also, note that deg(f(v+ te)) ≤ deg(g(v+ te)). Therefore, λ1
(
f(v+ te)
) ≤ λ1(g(v+ te)). Since
u ∈ Abg, we have λ1
(
g(v + te)
)
< 1. Therefore, λ1
(
f(v + te)
)
< 1 and hence f(w) 6= 0. We
showed that f(w) 6= 0 for every w ≥ u. This completes the proof.
Lemma 3.13. Assume that p ∈ R[z1, . . . , zn] with p(z) =
∑
A⊆[n] aA z
Ac, is a multi-affine real
stable polynomial and [z1 . . . zn]p > 0. If all the roots of p are non-negative, then (−1)|A|aA ≥ 0
for every A ⊆ [n].
Proof. By part 1 of Proposition 2.12, for every I ⊆ [n] with I = {i1, . . . , ik} we have
g  ∂{i1}g  ∂{i1,i2}g  · · ·  ∂Ig.
Since g is multi-affine and [z1 . . . zn]g > 0, the degree of each polynomial in the above sequence is
one less than the degree of the polynomial on its left. Hence deg(∂Jg) = n−|J | for every J ⊆ [n].
Therefore, each polynomial interlaces the polynomial on its left. This Implies that all the roots
of the polynomial ∂Ig are in [0, 1]. Therefore, either we have ∂Ig(0) = 0 or sgn(∂Ig(0)) =
(−1)n−|I|, where sgn(·) is the sign function. Consequently, we have (−1)|A| ∂Acg(0) ≥ 0 for
every A ⊆ [n]. The lemma follows since ∂Acg(0) = aA.
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Lemma 3.14. Let g be as in Theorem 1.4 and u ∈ Abg. Then, g(z1, u2, . . . , un) is a univariate
affine polynomial and its root is non-negative.
Proof. Because g is multi-affine, we can write g = r + z1s, where s = ∂1g and r = g − z1∂1g.
We know from Proposition 2.12 that s = ∂1g  g and r = g − z1∂1g  g. It follows from
Lemma 3.12 that we have u ∈ Abr and u ∈ Abs. Therefore, s(u) 6= 0 and hence g(z1, u2, . . . , un)
is a univariate affine polynomial and its root, which we denote by λ, is −r(u)/s(u).
Note that the sign of a polynomial does not change above its roots. The leading coefficient of
s(x) is 1. Thus limx→∞ s(x) > 0 and so we have s(u) > 0. If a{1} 6= 0, then the leading coefficient
of r(x) is a{1} which, by Lemma 3.13, is negative. So, similar to the previous argument, we
have r(u) < 0.
Now, suppose a{1} = 0. Consider the polynomial ∂{1,i}
c
g = z1zi + a{1}zi + a{i}z1 + a{1,i}.
This polynomial is real stable and hence, by Lemma 2.10,
0 ≥ det
(
1 a{1}
a{i} a{1,i}
)
= a{1,i}.
On the other hand, by Lemma 3.13 we have a{1,i} ≥ 0. Therefore a{1,i} = 0. Continuing in this
manner if necessary, we conclude that the leading coefficient of r(x) is non-positive which, as
we saw before, implies r(u) ≤ 0.
We proved that s(u) > 0 and r(u) ≤ 0. Therefore, λ = −r(u)/s(u) ≥ 0.
Proof of Proposition 3.11. Since g is multi-affine,( n∏
k=1
∂ikk
)
p(z) =
∑
(A1,...,Ar)∈A
r∏
i=1
∂Aig(z),
where A is an appropriate subset of (2[n])r. It is straightforward to verify that for each A ⊆ [n]
the polynomial ∂Ag satisfies the assumptions of Theorem 1.4. Hence, by Lemma 3.14, each
∂Aig is negative at all points (u1, . . . , ui−1, zi, ui+1, . . . , un) with zi < 0. So, the same holds for
p and the proposition follows.
The following proposition which is a generalization of [LR20, Lemma 5.3], provides an upper
bound for the barrier functions.
Proposition 3.15. Let g and r be as in Theorem 1.4 and p := gr. If b ≥ 1, then
∀i ∈ [n] : Φip(b1) ≤ r
(
α
b− 1 +
1− α
b
)
. (8)
We need the following three lemmas.
Lemma 3.16 (Lemma 9.B.3 of [MOA11]). Given real numbers c1, . . . , cn−1 and λ1, . . . , λn
satisfying the interlacing propery
λ1 ≥ c1 ≥ λ2 ≥ · · · ≥ cn−1 ≥ λn,
there exists a real symmetric n× n matrix of the form
W =
[
Dc v
t
v vn
]
with eigenvalues λ1, . . . , λn.
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Lemma 3.17 (Lemma 5.1 of [LR20]). For any matrix A ∈Mn(C) and any vector v ∈ Cn, we
have
det(Av⊥) = (v
∗A−1x) det(A),
where Av⊥ ∈Mn−1(C) is the compression of A onto v⊥.
Lemma 3.18 (Lemma 5.3 of [LR20]). Let A ∈ Mn(C) be positive semi-definite contraction,
i ∈ [n] and Ai,i ≤ α. Then, for any a ≥ 1,
e∗i (aI −A)−1ei ≤
α
a− 1 +
1− α
a
.
[LR20, Lemma 5.3] is slightly weaker than the above lemma but its proof only uses these
weaker assumptions. Now, we are ready to prove Proposition 3.15.
Proof of Proposition 3.15. Let γ1 ≥ · · · ≥ γn be the roots of g and δ1 ≥ · · · ≥ δn−1 be the roots
of ∂ig. We have
Φip(b1) =
rgr−1∂ig
gr
(b1) = r
∂ig(b)
g(b)
= r
∏n−1
i=1 (b− δi)∏n
i=1(b− γi)
. (9)
Since ∂ig  g, we have γ1 ≥ δ1 ≥ γ2 ≥ · · · ≥ δn−1 ≥ γn. Thus, by Lemma 3.16, there is a n×n
real symmetric matrix
A =
[
Dδ v
t
v vn
]
with Dδ = Diag(δ1, . . . , δn−1), whose eigenvalues are γ1, . . . , γn. By Lemma 3.17,∏n−1
i (b− δi)∏n
i (b− γi)
=
det(bIn−1 −Dδ)
det(bIn −A) = e
t
n(bIn −A)−1en, (10)
where Ik denotes the k × k identity matrix. We have vn =
∑n
i=1 γi −
∑n−1
i=1 δi = a{i} ≤ α. Also
by the assumption, γi ∈ [0, 1] for all i ∈ [n] and thus A is a positive semi-definite contraction.
Therefore, by Lemma 3.18,
etn(bIn −A)−1en ≤
α
b− 1 +
1− α
b
. (11)
The lemma follows from (9), (10) and (11).
The following lemma provides a subset of Abg which will serve as the set of starting points
for our iterative argument over which we will then optimize.
Lemma 3.19. Assume that g ∈ R[z1, . . . , zn] is a multi-affine real stable polynomial such that
[z1 . . . zn]g = 1 and all the roots of g are in [0, 1]. Then, for every b > 1, the point b1 ∈ Rn is
above the roots of g.
Proof. We proceed by induction on n, the number of variables. The case n = 1 is obvious.
Suppose that the statement is true for n − 1. Consider the polynomial ∂ng ∈ R[z1, . . . , zn−1].
Note that [z1 . . . zn−1]∂ng = 1. Also, since ∂ng  g and deg(∂ng) = deg(g)− 1, all the roots of
∂ng are in the interval [0, 1]. Therefore, by induction hypothesis, b1 is above the roots of ∂ng.
Since λi(∂ng) ≤ 1 for i = 1, . . . , n − 1, we have ∂ng(b) > 0. Therefore, since the sign of a
polynomial does not change above its roots, ∂ng is positive above b1. Hence g is increasing in
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zn above b1. The same argument works for all the other variables. Therefore, for every w ∈ Rn
with w ≥ b1, we have
g(w) ≥ g(b1) = g(b) > 0.
The last inequality holds since λi(g) ≤ 1 for i = 1, . . . , n. So, g(w) 6= 0 and hence, b1 ∈ Abg.
Lemma 3.20 (Lemma 5.5 of [LR20]). For α, β ∈ [0, 1], we have
inf
a>1
a− βα
a− 1 +
1− α
a
 = {(√αβ +√(1− α)(1− β) )2 , α ≤ β
1 , α ≥ β .
We have generalized all the tools that are used in [LR20] and so the proof of [LR20, Theorem
5.6] works for (1). For the sake of completeness we repeat the argument here.
Theorem 3.21. Let gr be as in Proposition 3.2. We have
maxroot(gr) ≤
(√
1
r
− α
r − 1 +
√
α
)2
.
Proof. Fix b > 1 and define w0 ∈ Rn as w0 = b1. By Lemma 3.19, w0 is above the roots of gr.
Let p0 = g
r and iteratively define
pk = ∂
r−1
k pk−1, k = 1, . . . , n,
and
δk =
(r − 1)2
r
 1
Φkpk−1
(
wk−1
)− 1
b
 and wk = wk−1 − δkek.
By Proposition 3.9, Proposition 3.10 and Proposition 3.11, for every k ∈ [n] we have wk ∈ Abpk
and
∀i ∈ [n] : Φipk
(
wk−1 − δkek
) ≤ Φipk−1(wk−1).
It follows from Proposition 3.15 that
δk ≥ (r − 1)
2
r
 1
Φkp(b1)−
1
b
 ≥ (r − 1)2
r
 1
r
(
α
b− 1 +
1− α
b
)
− 1
b
 =: δ.
Hence (b− δ)1 ≥ wn and since wn ∈ Abpn , we have (b− δ)1 ∈ Abpn . Also, by Proposition 3.2,
we have gr = pn. Therefore,
maxroot(gr) ≤ inf
b>1
b−
(r − 1)2
r
 1
r
(
α
b− 1 +
1− α
b
)
− 1
b


= inf
b>1
b−
r − 1
r
 1rα/(r − 1)
b− 1 +
1− rα/(r − 1)
b

 .
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By Lemma 3.20, if (r − 1)2/r2 ≥ α then
maxroot(gr) ≤
(√
1
r
− α
r − 1 +
√
α
)2
.
3.2 Paving Property for Polynomials, Second Version
The following proposition is an extension of [Tao13, Corollary 26].
Proposition 3.22. Let r ∈ Z and Λ ∈ R+ be such that r ≥
√
2/(
√
2 − 1). Assume that
g ∈ R[z1, . . . , zn] is a multi-affine real stable polynomial and g(z) =
∑
A⊆[n] aA z
Ac. If all the
roots of g are in [−Λ,Λ], a∅ = 1 and a{i} = 0 for i = 1, . . . , n, then there exists a partition
S1, . . . , Sr2 of [n] such that
∀i ∈ [r2] : M( ∂Sci g ) ≤ ( r − 2
r(r − 1) + 2
√
r − 2
r(r − 1)
)
Λ,
where M(.) is the maximum absolute value of roots.
We proceed as in [Tao13]. The following two lemmas are generalizations of [Tao13, Corollary
24] and [Tao13, Corollary 25].
Lemma 3.23. Let r ∈ Z and α,Λ ∈ R+ be such that r ≥ 2 and α ≤ Λ(r − 1)2/r2. Assume
that g ∈ R[z1, . . . , zn] is a multi-affine real stable polynomial and g(z) =
∑
A⊆[n] aA z
Ac. If all
the roots of g are in the interval [0,Λ], a∅ = 1 and |a{i}| ≤ α for i = 1, . . . , n, then there exists
a partition S1, . . . , Sr of [n] such that
∀i ∈ [r] : maxroot( ∂Sci g ) ≤ (√Λ
r
− α
r − 1 +
√
α
)2
.
Proof. Define f(z) = Λ−n g(Λ · z) and apply Theorem 1.4 to the polynomial f
Lemma 3.24. Let r ∈ Z and Λ,Γ ∈ R+ be such that r ≥ 2 and (r − 1)2/r2 ≥ Λ/(Λ + Γ).
Assume that g ∈ R[z1, . . . , zn] is a multi-affine real stable polynomial and g(z) =
∑
A⊆[n] aA z
Ac.
If all the roots of g are in [−Λ,Γ], a∅ = 1 and a{i} = 0 for i = 1, . . . , n, then there exists a
partition S1, . . . , Sr of [n] such that
∀i ∈ [r] : −Λ · 1 ≤ λ( ∂Sci g ) ≤ [(√Λ + Γ
r
− Λ
r − 1 +
√
Λ
)2
− Λ
]
· 1,
where λ(·) denotes the vector of the roots of a polynomial in the non-increasing order.
Proof. Apply Lemma 3.23 with g(z) replaced by g(z− Λ · 1), Λ replaced by Λ + Γ, and α and
ε both set equal to Λ.
Now we are ready to prove Proposition 3.22.
Proof of Proposition 3.22. Set
c :=
(√
2Λ
r
− Λ
r − 1 +
√
Λ
)2
− Λ =
(
r − 2
r(r − 1) + 2
√
r − 2
r(r − 1)
)
Λ.
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The roots of g lie between −Λ and Λ. Hence, by Lemma 3.24, there is a partition S1, . . . , Sr
of [n] such that the roots of each ∂S
c
i g lie between −Λ and c. Note that c ≤ Λ and the roots
of each of these polynomials are in [−Λ,Λ]. For each i ∈ [r], define the polynomial fi as
fi(z) = (−1)n∂Sci g(−z). Each fi satisfies the assumptions of Lemma 3.24 with Γ = Λ (the roots
of f i are in [−Λ,Λ] since its roots are negations of the roots of ∂Sci g). Therefore, for every
i ∈ [r], there is a partition Si,1, . . . , Si,r of Si such that the roots of each ∂Sci,jfi lie between −Λ
and c.
By regarding each Si,j as a subset of [n], we have ∂
Sci,jfi(z) = (−1)n∂Sci,jg(−z). Thus the
roots of ∂S
c
i,jg are negations of the roots of ∂S
c
i,jfi and hence the roots of each ∂
Sci,jg lie between
−c and Λ. Therefore,
λ]
(
∂S
c
i,jg
) ≥ −c,
where λ](p) denotes the least root of polynomial p. Also, by interlacing,
λ1
(
∂S
c
i,jg
) ≤ λ1( ∂Sci g ) ≤ c.
Therefore,
M
(
∂S
c
i,jg
) ≤ c = ( r − 2
r(r − 1) + 2
√
r − 2
r(r − 1)
)
Λ
and
(
Si,j
)
i,j∈[r] is the desired partition.
4 Paving Property for Strongly Rayleigh Processes
We will prove Theorem 1.5 in Subsection 4.4. We will introduce the notion of kernel polynomial
of strongly Rayleigh processes in Subsection 4.1. This notion will be essential in the proof of
Theorem 1.5. In Subsection 4.3, we will prove an entropy lower bound for strongly Rayleigh
processes in terms of the roots of the kernel polynomial. This entropy bound will be used in
the proof of Theorem 1.5.
The connection between the probabilistic paving property and the paving conjecture is more
apparent in “determinantal point processes”. These point processes are a very well studied class
of strongly Rayleigh processes. For a background on detereminantal processes see [Hou+09].
A point process X on a finite set S is a random subset of S. Note that the law of X is a
probability measure on the lattice of all the subsets of S. Alternatively, X can be identified
with its indicator (random) vector, namely (Xi)i∈S , where Xi is the indicator function of the
event {i ∈ X}. When |S| = n we can replace S with [n] without loss of generality.
A point process X on [n] is determinantal if there exists a Hermitian matrix K ∈ Mn(C),
called kernel of X, such that for every A ⊆ [n] we have
P(A ⊆ X) = detKA,
where KA is the principal submatrix of K with rows and columns in A. It is well-known that
a Hermitian matrix K is the kernel of a determinantal process if and only if it is a positive
semi-definite contraction (see, e.g., [Hou+09, Theorem 4.5.5]). It is proved in [BBL09] that
determinantal processes have the strong Rayleigh property. We will explain the connection
between the kernel polynomial of strongly Rayleigh processes and the kernel of determinantal
processes in the next subsection.
In order to obtain the paving property for a discrete determinantal process, we will apply
the following version of matrix paving to its kernel.
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Proposition 4.1 (Corollary 26 of [Tao13]). Let Λ be a positive number and r be an integer
with r ≥ 2. For every Hermitian matrix A ∈ Mn(C) with vanishing diagonal and ‖A‖op ≤ Λ,
there are diagonal projections P1, . . . , Pr2 ∈Mn(C) such that
∑r2
i=1 Pi = In and
∀i ∈ [r2] : ‖PiAPi‖op ≤ (2√2√
r
+
1
r
)
Λ.
Let K be the kernel of a determinantal process X and D := Diag(K). By applying the
above proposition to K −D, we conclude that for every positive ε, there is a positive integer r
such that it is possible to partition [n] into r subsets S1, . . . , Sr such that∥∥KSi −DSi∥∥op ≤ ε.
Note that for every A ⊆ [n], the matrix KA is the kernel of the restriction of X to A, namely
X ∩ A, and that a determinantal process has independent points if and only if its kernel is
diagonal. Hence, we can interpret the above inequality as the restrictions of the determinantal
process to each Si having “almost independent points”.
In order to extend the above argument to strongly Rayleigh processes, we will apply Propo-
sition 3.22 to to the “kernel polynomial” of a strongly Rayleigh process which will be introduced
in the next subsection. As we mentioned in Subsection 3.2, Proposition 3.22 is a generalization
of Proposition 4.1. Finally, in order to obtain Theorem 1.5, we will need a relationship between
the entropy of a strongly Rayleigh process and the entropy of the roots of its kernel. This is
done in Subsection 4.3.
4.1 Strongly Rayleigh Processes
In this subsection we will introduce the notion of kernel polynomial of strongly Rayleigh pro-
cesses. The kernel polynomial is a generalization of the kernel of determinantal processes and
as we will see, shares many of its properties.
Definition 4.2. A point process X on [n] is strongly Rayleigh if its probability generating
polynomial, defined as
fX(z) =
∑
A⊆[n]
P(X = A) zA,
is real stable.
Strongly Rayleigh processes have many nice properties, some of which are as follows:
1. Strongly Rayleigh processes have the negative association property. This is proved in
[BBL09].
2. The class of strongly Rayleigh processes is closed under many natural operations, including
products, projections, external fields, conditioning and symmetric homogenization. These
properties are proved in [BBL09].
3. Strongly Rayleigh processes have strong concentration properties, e.g., it is proved in
[PP14] that Lipschitz functionals of strongly Rayleigh processes satisfy an Azuma-type
concentration inequality.
For more information on strongly Rayleigh processes see [BBL09].
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Definition 4.3. For a point process X on [n], we define its kernel as the polynomial gX with
gX(z1, . . . , zn) = z1 . . . zn fX
(
1− 1
z1
, . . . , 1− 1
zn
)
,
where fX is the probability generating polynomial of X.
By computing the coefficients of gX, we get
gX(z) =
∑
A⊆[n]
(−1)|A| P(A ⊆ X) zAc . (12)
It is shown in [BBL09, Proposition 3.5] that determinantal processes are strongly Rayleigh
and if Y is a determinantal process with kernel K, then fY(z) = det(KZ + I − K), when
Z = Diag(z1, . . . , zn). By a straightforward calculation we get gY(z) = det(Z −K), namely the
kernel polynomial of a determinantal process is the multivariate characteristic polynomial of its
kernel.
Proposition 4.4. The kernel of a strongly Rayleigh point process is real stable.
Proof. Define
T (p)(z1, . . . , zn) = p(1− z1, . . . , 1− zn),
R(p)(z1, . . . , zn) = z1 . . . zn p(z−11 , . . . , z−1n ).
Note that T is real stability preserving. Also, R is real stability preserving by part 4 of
Proposition 2.9. The proposition follows since gX = R(T (fX)).
Remark 4.5. Note that fX = T (R(gX)). Therefore, the distribution of a point process is
uniquely determined by its kernel.
For a determinantal process Y with kernel K and every A ⊆ [n], the matrix KA is the kernel
of the restriction of Y to A, namely Y ∩ A. The following theorem is a generalization of this
fact.
Proposition 4.6. Let X be strongly Rayleigh process on [n] with kernel gX. For each A ⊆ [n],
the polynomial ∂AgX is the kernel of the restriction of X to A
c, namely the point process X∩Ac.
Proof. Recall that [zν ]p denotes the coefficient of z
ν in polynomial p. We have
[
zB
c]
∂AgX
=
{
(−1)|B| P(B ⊆ X) , if B ⊆ Ac
0 , otherwise
.
Also, note that for every B ⊆ Ac we have P(B ⊆ X ∩Ac) = P(B ⊆ X). The result follows from
these two facts.
Theorem 4.5.5 of [Hou+09] states that a Hermitian matrix K is the kernel of a determinantal
process if and only if it is a positive semi-definite contraction. The following proposition extends
this result to strongly Rayleigh processes.
Theorem 4.7. Let g ∈ R[z1, . . . , zn] be a multi-affine real stable polynomial. Then, g is the
kernel of a strongly Rayleigh process if and only if [z1 . . . zn]g = 1 and all the roots of g are in
the interval [0, 1].
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Proof. First we prove the “only if” part. Let X be a strongly Rayleigh process with kernel gX.
It follows from (12) that [z1 . . . zn]gX = 1. Assume that λ1, . . . , λn are the roots of gX. We have
gX(x) = (x− λ1) . . . (x− λn). (13)
It follows from the definition of kernel that gX(x) = x
n fX
(
(x− 1)/x). Therefore,
fX(x) = (1− x)n gX
( 1
1− x
)
. (14)
By (13) and (14),
fX(x) = (λ1x+ 1− λ1) . . . (λnx+ 1− λn). (15)
Now, since the coefficients of fX are non-negative, we have (1 − λi)/λi ≤ 0 for each non-zero
λi. This implies that λi ∈ [0, 1].
Now, consider the “if” part. Let
g(z) =
∑
A⊆[n]
(−1)|A|aA zAc
and R and T be as in the proof of Proposition 4.4. Define f = T (R(g)). By computation the
coefficients we get
f(z) =
∑
B⊆[n]
bB z
B, bB =
∑
A⊇B
(−1)|A\B|aA.
By the argument in the proof of Proposition 4.4 and Remark 4.5, g is the kernel of a strongly
Rayleigh process if and only if f is a real stable probability generating polynomial. Since R
and T are real stability preserving, f is real stable. It remains to prove that bB ∈ [0, 1] and∑
B⊆[n] bB = 1.
For I ⊂ [n] define gI = g|zi=1 for i∈I . By part 3 of Proposition 2.12 and the remarks following
Definition 2.11, for every I ⊆ [n] with I = {i1, . . . , ik}, we have
g  g{i1}  g{i1,i2}  · · ·  gI .
Since g is multi-affine and [z1 . . . zn]g = 1, the degree of each polynomial in the above sequence
is one less than the degree of the polynomial on its left. Therefore, deg(gJ) = n− |J | for every
J ⊆ [n], and each polynomial interlaces the polynomial on its left. This Implies that all the
roots of gI are in [0, 1]. Therefore, either gI(0) = 0 or sgn
(
gI(0)
)
= (−1)n−|I|. Consequently,
we have (−1)|B| gBc(0) ≥ 0 for every B ⊆ [n]. On the other hand,
gBc(0) = gBc(0) =
∑
Ac⊂Bc
(−1)|A|aA =
∑
A⊃B
(−1)|A|aA.
Therefore,
bB =
∑
A⊇B
(−1)|A\B|aA = (−1)|B| gBc(0) ≥ 0.
Also we have∑
B⊆[n]
bB =
∑
B⊆[n]
∑
A⊇B
(−1)|A\B|aA =
∑
A⊂[n]
( ∑
B⊆A
(−1)|A\B|
)
aA = a∅ = 1,
where we used the fact that
∑
B⊆A(−1)|A\B| = 1 when A = ∅ and it is zero otherwise.
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By comparing the coefficients of the two sides of (15) we obtain the following result.
Proposition 4.8. Let X be a strongly Rayleigh process on a set of size n and λ1, . . . , λn be the
roots of gX. By Theorem 4.7, λi ∈ [0, 1]. Let I1, . . . , In be independent Bernoulli variables with
Ii ∼ Bernoulli(λi). We have
|X| ∼ I1 + · · ·+ In.
It is proved in [PP14, Lemma 4.1] that the size of a strongly Rayleigh process has the same
distribution as the sum of independent Bernoulli variables. The above proposition describes
this distribution in a canonical way and generalizes a result about determinantal processes.
The special case of the above proposition for determinantal processes is proved in [Hou+09,
Theorem 4.5.3]. In fact, [Hou+09, Theorem 4.5.3] is a much stronger result and provides a
natural algorithm for sample from determinantal processes. It would be interesting to prove
a similar result for strongly Rayleigh processes. We believe that such a generalization would
require a deep understanding of the structure of real stable polynomials. In Subsection 4.3,
we will propose a conjecture which can be regarded as a first step in generalizing [Hou+09,
Theorem 4.5.3].
4.2 On The Correlation Structure of Negatively Dependent Measures
Positive and negative dependence model attraction and repulsion, respectively. Unlike the
positive dependent case, we expect that the correlation structure of a negatively dependent
measure is constrained, in the sense that the repulsive force between the points cannot be strong
everywhere. This distinction is already apparent in the definitions of positive and negative
association, as the negative association property is more restrictive.
Recall that a point process on [n] with law µ, is positively associated if∫
fg dµ ≥
∫
f dµ
∫
g dµ (16)
for all increasing functions f and g on the lattice of all the subsets of [n], while it is negatively
associated if the reverse inequality holds, but for those increasing functions f and g which depend
on disjoint subsets of the n variables (where each subset is identified with its indicator vector).
This distinction stems from the fact that a random variable is always positively correlated
with itself and consequently, when f and g depend on a common variable, this gives rise to
some positive “auto-correlation” between f and g which works against the negative “inter-
correlations”. In the extreme case, because of the Cauchy-Schwarz inequality, the reverse of
(16) cannot hold for f = g. In this subsection, we will present three other manifestations of the
aforementioned restriction in the correlation structure of strongly Rayleigh point processes.
Our first example is [GLP17, Lemma 3.2]. This result states that for every strongly Rayleigh
point process X with X = (X1, . . . , Xn), we have
var(Xi) +
∑
j∈[n] , j 6=i
cov(Xi, Xj) ≥ 0 , i = 1, . . . , n.
Strongly Rayleigh processes have negative pairwise correlations. Thus the above inequality puts
a restriction on the pairwise correlations in the sense that the pairwise correlations must typically
be smaller than the “variances”. There is no such restriction in the positively associated case.
For example, if all the points of the process have the same phase, then cov(Xi, Xj) = var(Xi)
for all i, j ∈ [n].
Our second example is the following theorem which appears in [AGV18, Corollary 5.6].
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Theorem 4.9. Let X be a strongly Rayleigh process and X = (X1, . . . , Xn). We have
1
2
n∑
i=1
H(Xi) ≤ H(X),
where H(·) is the entropy function.
Recall that for every point process X with X = (X1, . . . , Xn), we have H(X) ≤
∑n
i=1H(Xi)
and equality occurs if and only if X1, . . . , Xn are independent. The above theorem implies that
the correlation structure of a strongly Rayleigh process cannot be very strong, in this sense
that its entropy cannot be much smaller than its independent version. On the other hand, the
entropy of a positively dependent measure can be significantly smaller than its independent
version. For example, if all the points of the underlying space have the same phase, then
H(X) = H(Xi), which can be significantly smaller than
∑n
i H(Xi) = nH(Xi).
The paving property for strongly Rayleigh processes (Theorem 1.5) is also a manifestation
of this phenomenon. This theorem states that for a strongly Rayleigh process, the underlying
space can be partitioned into a small number of sets such that the points of the restrictions of the
process to each set are weakly correlated. On the other hand, in the positively dependent case,
for example when all the points have the same phase, all the points can be strongly correlated.
4.3 An Entropy Lower Bound
Let X be a strongly Rayleigh process on [n]. Recall the Bernoulli variables I1, . . . , In from
Proposition 4.8 for which, |X| ∼ I1 + · · ·+ In. In this subsection we prove that the entropy of X
is greater than or equal to the entropy of (I1, . . . , In). An obvious lower bound for the entropy
of X is H(|X|). Our result provides a stronger lower bound.
Theorem 4.10. Let X be a strongly Rayleigh process on [n] and gX be its kernel. We have
H(X) ≥
n∑
i=1
h
(
λi(gX)
)
,
where λ1(gX), . . . , λn(gX) are the roots of gX.
We need the following lemma. For a proof see [MOA11, 5.B.4].
Lemma 4.11. If b1 ≥ · · · ≥ bn−1 interlace a1 ≥ · · · ≥ an, then
(a1, . . . , an)  (b1, . . . , bn−1, b∗),
where b∗ =
∑n
i=1 an −
∑n−1
i=1 bi, namely (a1, . . . , an) majorizes (b1, . . . , bn−1, b
∗).
For a background on majorization see [MOA11].
Proof of Theorem 4.10. We use induction on n. The base is n = 2. Denote the probability
generating polynomial of X by fX and assume fX(z1, z2) = a0 + a1z1 + a2z2 + a3z1z2. By (15)
in the proof of Theorem 4.7, we have fX(x) = (λ1x+ 1− λ1)(λ2x+ 1− λ2). Therefore,
a0 + (a1 + a2)x+ a3x
2 = (1− λ1)(1− λ2) +
(
λ1(1− λ2) + λ2(1− λ1)
)
x+ λ1λ2x
2.
By comparing the coefficients,
a0 = (1− λ1)(1− λ2),
a1 + a2 = λ1(1− λ2) + λ2(1− λ1),
a3 = λ1λ2.
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It follows from Lemma 2.10 that a1a2 ≥ a0a3 =
(
(1 − λ1)λ1
)(
(1 − λ2)λ2
)
. Consequently,(
λ1(1− λ2), λ2(1− λ1)
)  (a1, a2). Now, it is straightforward to see that(
(1− λ1)(1− λ2), λ1(1− λ2), λ2(1− λ1), λ1λ2
)  (a0, a1, a2, a3).
It is a well known fact that entropy is a Schur-concave function, i.e., it is non-increasing with
respect to majorization (See [MOA11]). Therefore,
H(X) = H(a0, a1, a2, a3) ≥ H
(
(1− λ1)(1− λ2), λ1(1− λ2), λ2(1− λ1), λ1λ2
)
= H(I1, I2).
Now assume that the statement is true for n− 1. Without loss of generality, we can assume
pn ≤ 1/2 (replace X by Xc if necessary). Consider the point processes (X′|n ∈ X) and (X′|n 6∈ X),
where X′ = X ∩ [n − 1]. Both of these processes are strongly Rayleigh (see [BBL09]). Denote
the kernels of (X′|n ∈ X) and (X′|n 6∈ X) by g1 and g2, respectively. Let γ1, . . . , γn−1, indexed
in non-increasing order, be the roots of g1 and δ1, . . . , δn−1, indexed in non-increasing order, be
the roots of g2. Define γ = (γ1, . . . , γn−1) and δ = (δ1, . . . , δn−1). By the induction hypothesis,
H
(
X|n ∈ X) ≥ n−1∑
i=1
h(γi) and H
(
X|n 6∈ X) ≥ n−1∑
i=1
h(δi).
Therefore,
H(X) = pnH
(
X|n ∈ X)+ (1− pn)H(X|n 6∈ X)+ h(pn)
≥ pn
( n−1∑
i=1
h(γi)
)
+ (1− pn)
( n−1∑
i=1
h(δi)
)
+ h(pn). (17)
Now, we claim that γ and δ both interlace λ. Let fX be the probability generating polynomial
of X. Denote the probability generating polynomials of (X′|n ∈ X) and (X′|n 6∈ X) by f1 and
f2, respectively. Note that
f1(z) =
1
pn
∂nfX(z)
f2(z) =
1
1− pn
(
fX − zn∂nfX
)
(z).
By Parts 1 and 2 of Proposition 2.12 and Lemma 2.7, f i  fX and consequently the roots of
f i interlace the roots of fX, for i = 1, 2. By (15) in the proof of Theorem 4.7 and the fact that
(x − 1)/x is increasing, the non-zero parts of γ and δ interlace the non-zero part of λ and the
number of zero entries in λ is one more than or equal to that of γ and δ.
Let α =
∑n
i=1 λi −
∑n−1
i=1 γi and β =
∑n
i=1 λi −
∑n−1
i=1 δi. By the claim proved above, α and
β are non-negative. Note that
n−1∑
i=1
γi = E[X′|n ∈ X]− 1 and
n−1∑
i=1
δi = E[X′|n 6∈ X].
Therefore,
pnα+ (1− pn)β = pn. (18)
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By a straightforward calculation it follows from the above equation and pn ≤ 1/2 that α, β ≤ 1.
Thus h(α) and h(β) are well-defined. By Lemma 4.11, we have λ  (γ, α) and λ  (δ, β). Thus,
since entropy is Schur-concave,
n−1∑
i=1
h(γi) + h(α) ≥
n∑
i=1
h(λi),
n−1∑
i=1
h(δi) + h(β) ≥
n∑
i=1
h(λi).
Therefore,
pn
( n−1∑
i=1
h(γi)
)
+ (1− pn)
( n−1∑
i=1
h(δi)
)
+
(
pnh(α) + (1− pn)h(β)
)
≥
n∑
i=1
h(λi). (19)
Also, because of (18) and concavity of h we have
h(pn) ≥ pnh(α) + (1− pn)h(β). (20)
The result follows from (17), (19) and (20).
Remark 4.12. It is possible to prove a stronger result for determinantal processes. Let Y
be a determinantal process on [n] with kernel K and λ1, . . . , λn be the eigenvalues of K. If
I1, . . . , In are independent Bernoulli variables with Ii ∼ Bernoulli(λi), then the random vector
Y is majorized by the random vector (I1, . . . , In), i.e.,(
λA(1− λ)Ac : A ⊆ [n])  (P(Y = A) : A ⊆ [n]),
where λ = (λ1, . . . , λn). Since entropy is Schur-Concave, this result is stronger that Theo-
rem 4.10 in the case of determiantal processes.
The proof of this result relies on several facts about determinantal point processes. To
avoid digression, we will only present a sketch of the proof. By the spectral decomposition,
K =
∑n
i=1 λi viv
∗
i , where v1, . . . , vn are orthonormal. Define KI =
∑n
i=1 Ii viv
∗
i and let XI
be the (random) determinantal process with kernel KI . [Hou+09, Theorem 4.5.3] states that
XI ∼ X. This implies that(
P(Y = A) : A ⊆ [n]) = (λA(1− λ)Ac : A ⊆ [n])M,
where M is a
(
n
2
) × (n2) matrix with M(A,B) = P(XI = B | I = A) for A,B ⊆ [n]. The above
majorization relation holds if and only if M is doubly stochastic (see [MOA11]). It is obvious
that
∑
B⊆[n]M(A,B) = 1 for each A ⊆ [n]. It remains to proof
∑
A⊆[n] P(XI = B | I = A) = 1
for every B ⊆ [n]. For each B ⊆ [n], the point process [XI | I = A] is a “determinantal
projection process”. There is a nice geometric interpretation for the law of such point processes
(see [Hou+09]). Using this interpretation, the desired equation becomes equivalent to the
generalization of the Pythagorean theorem to higher dimensions.
We expect that the above result extends to strongly Rayleigh processes.
Conjecture 4.13. Let X be a strongly Rayleigh process on [n] with kernel gX and λ1, . . . , λn
be the roots of gX. Assuming λ = (λ1, . . . , λn), we have(
λA(1− λ)Ac : A ⊆ [n])  (P(X = A) : A ⊆ [n]) (21)
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The above conjecture can be regarded as a first step in generalizing [Hou+09, Theorem
4.5.3]. This conjecture is equivalent to the existence of a doubly stochastic
(
n
2
)× (n2) matrix M
such that (
P(X = A) : A ⊆ [n]) = (λA(1− λ)Ac : A ⊆ [n])M.
A full description of the entries of this matrix will lead to a generalization of [Hou+09, Theorem
4.5.3] to strongly Rayleigh processes.
4.4 Proof of the Paving Property for Strongly Rayleigh Processes
In this subsection we will prove Theorem 1.5. The following is a corollary of Proposition 3.22.
Corollary 4.14. For every positive ε, there is an integer r such that for any strongly Rayleigh
process X on any space S, it is possible to partition S into r subsets S1, . . . , Sr such that
∀i ∈ [r] : M( f i) ≤ ε, fi(z) := gX∩Si(z + p),
where p = (pj)j∈S and pj = P(j ∈ X).
Proof. Without loss of generality we can assume S = [n]. Define f(z) = gX(z + p). We claim
that f satisfies the assumptions of Proposition 3.22 with Λ = 1. It is straightforward to verify
that f is multi-affine real stable, [z1 . . . zn]f = 1 and [z1 . . . zi−1zi+1 . . . zn]f = 0 for all i ∈ [n].
Now, we must prove that M( f ) ≤ 1. By Theorem 4.7, we have λi(gX) ∈ [0, 1] for i = 1, . . . , n.
Therefore, gX satisfies the assumptions of Lemma 3.19 and thus b1 ∈ AbgX for every b > 1. Let
b > 1 and u ≥ b1. Since p ≥ 0, we have u + p ≥ b1 and so f(u) = gX(u + p) 6= 0. Therefore,
b1 ∈ Abf for b > 1, which implies that λi( f ) ≤ 1 for i = 1, . . . , n.
By applying Lemma 3.19 to (−1)ngX(1 − z) we get b1 ∈ AbgX(−z) for every b > 0. Now,
we claim that if b > 1, then b1 ∈ Abf(−z). Let u ≥ b1. Since p ≤ 1, we have u − p ≥ 0
and so f(−u) = gX(−u + p) = gX
( − (u − p)) 6= 0. This proves our claim, which implies that
λi( f ) ≥ −1 for i = 1, . . . , n.
We showed that all the roots of f lie in [−1, 1]. Now, apply Proposition 3.22 to f and choose
a large r.
In order to deduce Theorem 1.5 from the above result, it is sufficient to prove the following.
Proposition 4.15. Assume that X is a strongly Rayleigh process on [n] with kernel gX. Set
pi = P(i ∈ X) and f(z1, . . . , zn) = gX(z1 + p1, . . . , zn + pn). For every positive δ, there exists a
positive ε such that if all the roots of f have absolute value less than ε, then∣∣∣∣ 1nH(X)− 1n
n∑
i=1
h(pi)
∣∣∣∣ < δ.
We will use majorization properties of hyperbolic polynomials. A homogeneous polynomial
p ∈ R[z1, . . . , zn] is hyperbolic with respect to a vector e ∈ Rn if p(e) > 0 and p(te + α) ∈ R[t]
is real rooted for all α ∈ Rn. We use λα(p) to denote the vector of roots of the polynomial
p(te+ α) in the non-increasing order. The following theorem is proved in [Gur04].
Theorem 4.16. Let p ∈ R[z1, . . . , zn] be hyperbolic with respect to e. For v, u ∈ Rn we have
λv+u(p) ≺ λv(p) + λu(p).
We will use the following lemma in the proof of Proposition 4.15.
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Lemma 4.17. Let p↓ with p↓ =
(
p(1), . . . , p(n)
)
, be the vector of pi’s in the non-increasing order.
We have
λ(gX) ≺ λ(f) + p↓.
Proof. Assume f(z) =
∑
A⊆[n] bA z
Ac . Since gX(z1, . . . , zn) = f(z1 − p1, . . . , zn − pn), we have
gX(z) =
∑
A⊆[n]
( ∑
B⊆A
bB(−p)A\B
)
zA
c
.
Define the polynomial F ∈ R[z1, . . . , zn, u1, . . . , un, w] as
F (z,u, w) =
∑
A⊆[n]
( ∑
B⊆A
bB w
|B| uA\B
)
zA
c
,
where u = (u1, . . . , un) and z = (z1, . . . , zn). We claim that F is hyperbolic with respect to
e ∈ R2n+1, where e1 = · · · = en = 1 and en+1 = · · · = e2n+1 = 0. Let z = (z,u, w) ∈ R2n+1. If
w 6= 0, then
F (te+ z) = wnf
(
1
w
(t+ z1 + u1), . . . ,
1
w
(t+ z1 + u1)
)
.
Since f is real stable and u1, . . . , un, w ∈ R, the above polynomial is real rooted. If w = 0, then
F (te+ z) =
∑
A⊆[n]
uA(t + z)A
c
=
n∏
i=1
(t+ zi + ui),
where t = (t, . . . , t). This polynomials is also real rooted and our claim follows.
Now, by Theorem 4.16,
λ(0,−p,1)(F ) ≺ λ(0,0,1)(F ) + λ(0,−p,0)(F ),
where 0 = (0, . . . , 0) ∈ Rn. It is straightforward to verify that
λ(0,−p,1)(F ) = λ(gX), λ(0,0,1)(F ) = λ(f), λ(0,−p,0)(F ) = p↓.
The result follows.
Now we are ready to prove Proposition 4.15.
Proof of Proposition 4.15. Let γ1, . . . , γn, indexed in non-increasing order, be the roots of f and
λ1, . . . , λn, indexed in non-increasing order, be the roots of gX. Since the entropy function is
Schur-concave, it follows from Lemma 4.17 that
n∑
i=1
h
(
γi + p(i)
) ≤ n∑
i=1
h(λi). (22)
Choose ε such that if |x − y| < ε, then ∣∣h(x) − h(y)∣∣ < δ. Therefore, if |γi| < ε for all i ∈ [n],
then by (22),
n∑
i=1
h(λi) ≥
n∑
i=1
h
(
γi + p(i)
) ≥ n∑
i=1
h(pi)− nδ. (23)
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On the other hand, by Theorem 4.10,
n∑
i=1
h(λi) ≤ H(X) ≤
n∑
i=1
h(pi). (24)
Combining (22), (23) and (24) we get
n∑
i=1
h(pi)− nδ ≤ H(X) ≤
n∑
i=1
h(pi).
This completes the proof.
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A Appendix: Proof of Lemma 3.8
We recall some results from the theory of hyperbolic polynomials.
Definition A.1. A homogeneous polynomial p ∈ R[z1, . . . , zn] is hyperbolic with respect to a
vector e ∈ Rn if p(e) > 0 and p(te + α) ∈ R[t] is real rooted for all α ∈ Rn. We use λα(p) to
denote the vector of roots of the polynomial p(te+ α) in the non-increasing order.
Recall that the homogenization of a polynomial p ∈ C[z1, . . . , zn] of degree d is the unique
homogeneous polynomial pH of degree d in the variables z1, . . . , zn+1 such that
pH(z1, . . . , zn, 1) = p(z1, . . . , zn).
The relationship between real stability and hyperbolicity is made explicit in the following propo-
sition.
Proposition A.2 (Proposition 1.1 of [BB10]). A polynomial p ∈ R[z1, . . . , zn] is real stable if
and only if its homogenization is hyperbolic with respect to all vectors e ∈ Rn+1 with ei > 0 for
i ∈ [n] and en+1 = 0.
Above the roots of a real stable polynomial is akin to the concept of hyperbolicity cone of
hyperbolic polynomials.
Definition A.3. Let p ∈ R[z1, . . . , zn] be hyperbolic with respect to e ∈ Rn. The hyperbolicity
cone of p, denoted Ce(p), is {x ∈ Rn : p(x+ te) 6= 0 for t ≥ 0}.
The following result is due to G˚arding [G˚ar59].
Proposition A.4. Let p ∈ R[z1, . . . , zn] be hyperbolic with respect to e ∈ Rn. Then
1. Ce(p) is convex;
2. Ce(p) is equal to the connected component of the set {x ∈ Rn : p(x) 6= 0} that contains e.
3. p is hyperbolic with respect to any u ∈ Ce(p) and Cu(p) = Ce(p).
The connection between above the roots and hyperbolicity cone is made explicit in the
following result which follows immediately from the above proposition.
Corollary A.5. Let p ∈ Hn(R) and pH be its homogenization. For every e ∈ Rn+ we have
Abp × {1} = C(e,0)(pH) ∩ {zn+1 = 1},
where U denotes the closure of set U .
Proof. By Proposition A.2, pH is hyperbolic with respect to (e, 0) for every e ∈ Rn+. Now, the
result follows since
Abp = {x ∈ Rn : p(y) 6= 0 for y > x},
C(e,0)(pH) = {x ∈ Rn+1 : pH(x+ te) 6= 0 for t > 0}.
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The boundary of above the roots is characterized in the following lemma.
Lemma A.6. Let p ∈ Hn(R). If u ∈ Abp and p(u) 6= 0, then u ∈ Abp.
Proof. We must show that p(u+ v) 6= 0 for every v ∈ Rn≥0. Assume otherwise and let v ∈ Rn≥0
be such that p(u + v) = 0. We claim that p(u + tv) = 0 for all t > 0. Assume to the contrary
that t > 0 and p(u+ tv) 6= 0.
Note that it follows from the proof of Corollary A.5 that if α ∈ Abp and p(α) 6= 0, then
(α, 1) ∈ C(e,1)(pH) for every e ∈ Rn+. Therefore, by the assumptions, (u, 1) ∈ C(e,0)(pH). Also,
since p(u+ tv) 6= 0, we have (u+ tv, 1) ∈ C(e,0)(pH).
Assume that t ≥ 1. Since C(e,0)(pH) is convex by part 1 of Proposition A.4, we have
(u+ v, 1) ∈ C(e,0)(pH). Consequently, p(u+ v) 6= 0 which is a contraction. Therefore, we have
p(u+ tv) = 0 for all t ≥ 1.
Now, assume that t ∈ (0, 1). Let w ∈ Rn≥0 be a vector such that wi = 0 for those i that
vi 6= 0 and wi < 0 for those i that vi = 0. Assume that w has small Euclidean norm. Then, by
continuity of roots with respect to coefficients, p(u+ t(v+w)) 6= 0 and hence (u+ t(v+w), 1) ∈
C(e,0)(pH). Let s > 1 and consider the following vector
a :=
(
u+ t(v + w)
)
+ s
(
(u+ v)− [u+ t(v + w)]) = u+ (t+ s− ts)v + t(1− s)w.
Note that a > u. Hence (a, 1) ∈ C(e,0)(pH). Also, u+v is on the segment connecting u+t(v+w)
and a. Therefore, since C(e,0)(pH) is convex, (u+ v, 1) ∈ C(e,0)(pH) and so p(u+ v) 6= 0 which
is a contradiction. Therefore, we have p(u+ tv) = 0 for all 0 < t < 1. This completes the proof
of our claim. But now it follows that p(u) = 0, which itself is a contradiction. So we must have
p(u+ v) 6= 0 for every v ∈ Rn≥0 which means u ∈ Abp.
We are ready to prove Lemma 3.8.
Proof of Lemma 3.8. The assumption is equivalent to p((u− v) + tv) 6= 0 for all t ∈ [0, 1]. Let
w ∈ Rn≥0 be a vector with small Euclidean norm such that wi = 0 for those i that vi 6= 0 and
v+w ∈ Rn+. By continuity of roots with respect to coefficients, p((u− v) + t(v+w)) 6= 0 for all
t ∈ [0, 1]. For t > 1 we have
p
(
(u− v) + t(v + w)) = p(u+ ((t− 1)v + tw)) 6= 0,
where we used the fact that (t− 1)v + tw ∈ Rn+ and u ∈ Abp. Therefore, for all t ≥ 0 we have
p(u− v + t(v + w)) 6= 0. Also, by Proposition A.2, pH is hyperbolic with respect to (v + w, 0).
Therefore, (u−v, 1) ∈ C(v+w,0)(pH). By Corollary A.5, we have u−v ∈ Abp. Since p(u−v) 6= 0,
it follows from Lemma A.6 that u− v ∈ Abp.
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