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Section 1.0 Polynomial Distribution Functions On Bounded Intervals 
1 Summary 
The thesis explores several topics, related to polynomial distribution functions 
and their densities on [0,11M, including polynomial copula functions and their 
densities. The contribution of this work can be subdivided into two areas. 
" Studying the characterization of the extreme sets of polynomial densities 
and copulas, which is possible due to the Choquet theorem. 
" Development of statistical methods that utilize the fact that the density 
is polynomial (which may or may not be an extreme density). 
With regard to the characterization of the extreme sets, we first establish 
that in all dimensions the density of an extreme distribution function is an ex- 
treme density. As a consequence, characterizing extreme distribution functions 
is equivalent to characterizing extreme densities, which is easier analytically. 
We provide the full constructive characterization of the Choquet-extreme poly- 
nomial densities in the univariate case, prove several necessary and sufficient 
conditions for the extremality of densities in arbitrary dimension, provide nec- 
essary conditions for extreme polynomial copulas, and prove characterizing 
duality relationships for polynomial copulas. We also introduce a special case 
of reflexive polynomial copulas. 
Most of the statistical methods we consider are restricted to the univariate 
case. We explore ways to construct univariate densities by mixing the extreme 
ones, propose non-parametric and ML estimators of polynomial densities. \W 
introduce a new procedure to calibrate the mixing distribution and propose 
an extension of the standard method of moments to pinned density moment 
matching. As an application of the multivariate polynomial copulas, we intro- 
duce polynomial coupling and explore its application to convolution of coupled 
random variables. 
The introduction is followed by a summary of the contributions of this thesis 
and the sections, dedicated first to the univariate case, then to the general 
multivariate case, and then to polynomial copula densities. Each section first 
presents the main results, followed by the literature review. 
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2 Introduction 
Polynomials (and power series) are an indispensable tool in both pure and 
applied probability and in statistics. However, except in the case of Fourier- 
based kernel methods, polynomials have not been considered good candidates 
to model distribution functions or densities themselves. This is understand- 
able: the most traditionally attractive feature of the set of polynomials is its 
structure as a vector space, from which the approximation methods ultimately 
derive. And it is this very structure that makes (general) polynomials awkward 
candidates for densities (or distribution functions): probability densities must 
not be negative. 
Our main study subjects are polynomial densities on the M dimensional 
"unit cube" [0,1]M = I" and polynomial copula densities of bounded degree, 
a special case of the former. This problem leads to the consideration of issues 
in both real algebraic geometry and convex analysis, since boundedness of the 
degree of the polynomials and the requirement that the polynomial integrates 
to 1 over I" makes the set of such polynomials stable under formation of 
convex combinations. Our main goals will be a characterization of the ex- 
treme subsets of the set of polynomial and polynomial copula densities of a 
given bounded degree, and developing applied numerical methods involving 
polynomial models. 
This introductory section contains the definitions and available results that 
will be used in the sequel. We start by reviewing the basic definitions, and then 
summarizing the relevant results from convex analysis, the theory of copulas, 
real algebraic geometry, and optimal transport. Most of these concepts will 
be used throughout the thesis; hence we collect them all together into this 
section. 
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2.1 Multivariate Distribution Functions and Copulas 
Definition 2.1 . 
Given a point u=(u1,... , um) E 
Vf, 
consider a sequence 
of open rectangles, with fixed vertex u and contracting from above 
R, 
(x1, 
... , xA) : xi 
E (ui, ri, n), 
such that ui < ri, n < ri,,, _ 1, 
Vn, i=1... R7 
Consider a function f (x) :D -' R, where DC RM. We call A the right limit 
of the function f (x) : 
A= lim f(x), 
xu+ 
if given any sequence Rn C D, satisfying (2.1), V>0,35 >0 and Nj EN 
such that Vn > N8 , max(r{,,,, - 
ui) <6 if (rl, n, ... , rM,,, 
) - Al < c. We say 
that f (x) is right-continuous in u if 1imx--,,, + f (x) =f (u). 
Definition 2.2 An lit-dimensional (multivariate) distribution function f (x) 
is a right-continuous function f (x) : Rm -º [0,1), such that 
f is grounded: lim, ';, f (XI, ... , xi, ... , XAI) = 01 (2.2) 
for each index i individually 
f is normalized: limit=II. +,,, ý f (XI.... ) xi) ... , xAf) = 1, (2.3) 
for some norm lixil 
f is n-increasing: for any n-dimensional box with corners (ui, ... , un) 
and (ui, ... , un), such that ui < u?, i=1... n 
2Z (_1\tlý... t E(, utl u. t^ > 0. (2.4) 
Eil=, 
. 
ýin-1l 
1fl1 
A distribution function f (x) can be interpreted probabilistically as a cu- 
mulative distribution function of some lit-dimensional random variable X, 
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i. e. f (x) = IF(X < x), where X<x is interpreted coordinate-wise. In par- 
ticular, condition (2.2) means that zero probability of one coordinate of the 
random vector implies the zero probability of the whole vector, and (2.4) im- 
plies that f induces a non-negative measure on the Borel a-algebra of RA1. 
If M=1, then a distribution function is merely a non-decreasing right- 
continuous f: R -º [0,11. 
Definition 2.3 Denoting by x(' -> +oo the action of letting all but i-th com- 
ponent of the M-dimensional vector tend to +oo, we define the i-th marginal 
distribution function as 
mi(x) = lim f (xi, ... x; -1)x, x; +i, .... XA1). 
(2.5) 
x(') -. +o0 
Clearly, m; :R --+ [0,11. We denote Ran(mti) 9 [0,11 the image of mi(x). 
The setup where we study the properties of a family of multivariate distri- 
bution functions with fixed margins is quite common (e. g., optimal transport 
problems, or coupling). The fundamental result on the interplay between 
the multivariate distribution functions and their margins is Sklar's theorem, 
representing any multivariate distribution function as a superposition of the 
margins and a copula. Before we state that theorem, we need to make few 
more definitions. 
Definition 2.4 The uniform distribution function on [0,11 is the identity 
mapping [0,1] -+ [0,11. In other words, f (x) = x, for xE [0,1]. 
Definition 2.5 An M-dimensional copula function is an M-dimensional 
distribution function with uniform margins. 
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That is, a copula c is a mapping IM --º [0,11, which in addition to the 
conditions (2.2) and (2.4) satisfies: 
c(1,1, ... , xi, ... 1111) = x;. 
(2.6) 
The definition of a copula only has content for M>1. 
Theorem 2.6 (Sklar) Given a joint distribution function f: RN . [0,1] 
and Af margins mz :R -º [0,1] there exists a copula C: [0,1]m --+ [0,1] such 
that 
f(xi,... 
Ixil... XM) = 
C(mi(xl),..., mi(xj),... r1M(XM)) 
(2.7) 
If all mi are continuous, then C is unique; otherwise, C is uniquely determined 
on Ran(ml) x Ran(m2) x ... x Ran(mM), the direct product of the ranges of the 
margins. Conversely, if C is a copula and m; (x; ) are univariate distribution 
functions then 
C(mi (xi), 
... , ma(xi),... , maf 
(xAf)) 
is a multivariate distribution function with margins {m, (xi), i=1... 111 }. 
For further discussion see [Ne1061. 
In the theory of coupling methods, the construction involved in the Sklar 
theorem is known as quantile coupling (see, e. g., [Tho00], Section 3). That 
is, given the family of independent random variables {xi}, we define a family 
of uniform [0,1] random variables ui = mi(xe), and then define the joint 
distribution function of the u;. 
Definition 2.7 The copula density is the M-f old mixed partial derivative of 
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C with respect to all coordinates, if such a derivative exists: 
ac(ul,., UM) = 
aMC (2.8) 
au,... auM 
An immediate (and most practically useful) consequence of the Sklar the- 
orem is that it allows the factorization of the density of f into the product of 
the densities of the margins and the copula density (if all such densities exist): 
of(x..., xM) = fl m'j(xi) (2.9) 
i 
For example, this allows us to implement the procedure of parametric estima- 
tion of f via likelihood maximization as the two-step procedure: first estima- 
tion of the margins (independently of the copula) and only then fitting the 
copula. 
To complete the section, we note that condition (2.6) for copulas implies 
that 
öC(ul, 
,, uM)dul ... 
du1_ldui+l... duM = 1, 
IM-1 
which is just another way to say that the copula's margin is uniform. 
Example 2.8 Below are the archetypal examples of copulas. 
1. Independence copula: 
Cind(u1 
, ... Uhf) _ 2l{. 
i=1 
(2.10) 
As the name implies, if a joint distribution of a family of random vari- 
ables has the independence copula then the random variables are inde- 
pendent. 
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2. Maximum copula (also known as the "upper Frechet-Hoeffting bound"): 
Cmax(U1,... 
, UM) = min(ul, .. , 
um). 
This copula characterizes the "highest" degree of dependency between the 
margins, technically "full co-monotonicity ". 
3. Lower Frechet-Hoeffting bound: 
M 
Cmin(u'1,... 
, um) = max(1 - 
Al +E uj). 
i=1 
This is a copula only when M=2. 
Frechet-Hoeffting bounds are called so because for any copula C, d(ul,... , um) 
Cmin(ul,... 
UM) : 
5- C(u1, 
... UM) :5 
Cmax(ui,... 
'um). 
An important class of copulas is factor copulas (see, e. g., [LG05]), which are 
particular handy when our goal is to convolve the coupled random variables (in 
other words, to construct the distribution function of their sum). In general, a 
factor copula can be viewed as a pair {G (t; ), CF}, where C is a random vector 
with the probability distribution function G(x) = P(C < x), and CC is a 
family of copulas that, conditionally on C, have simple structure, e. g. become 
conditionally independent copulas. 
The motivation for such a construction is that for each CC the probabilistic 
problem at hand simplifies, and hence the original problem can be solved by 
applying the Bayes formula using G(ý) as the conditioning measure. For 
example, if the goal is to convolve a family of dependent random variables 
and if their joint distribution function has conditionally independent copula, 
then conditioned on the realization of the conditioning variable one will have 
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to convole conditionally independent variables. 
Example 2.9 (One-factor Gaussian copula) Given a correlation matrix 
that has a structure pz, j =ß ßj(1 - Si, j)+ öij and taking t; as a standard 
Gaussian random variable, G(l; ) = 4)(l ), the standard Gaussian distribution 
function, we can define a one factor Gaussian copula as 
(-'ui_ßie) 
C4(u1) 
... um) =fb 
i=1 ý1 ßti 
The following example illustrates an equivalent way of representing the con- 
ditionally independent factor copulas: we consider M transformations FF(., ) : 
[0,1] -º [0,11 ,i=1... M, of the marginal distribution transformations, de- 
pending on ý, such that the joint distribution function can be represented 
as 
bf 
f (xi, ... , xAf) =f 
rl FF(mi(xi), e)dG(ý), 
t_1 
and such that the boundary condition is fulfilled: 
J 
Fk(mk(xk), )dG( )= mk(xk)- 
The main sources on copulas are [Ne106] and [Joe971. 
2.2 Convexity and Choquet's Representation Theorem 
Definition 2.10 A subset S of a linear space X over field R is convex if 
cl, c2 E S, AE [0,1] implies 
Acl + (1 - A)c2 ES (2.11) 
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Given a sequence of vectors xi of a vector space, their convex hull is defined 
as 
Eaixi, such that A>0, EAi = 1. (2.12) 
If S is convex, a point xES is extreme if 
x=Ay+(1-A)z, withy, zES=y=z=x. (2.13) 
The union of all extreme points of X, denoted as E(X), is called the extreme 
set of X. 
We will use the fundamental result from convex analysis known as Cho- 
quet's theorem [Phe01]. 
Theorem 2.11 If C is a closed convex subset of a locally convex compact 
metrizable topological space, then each cEC is the barycentre of a probability 
measure supported byE(C). 
Given the set C, fulfilling the conditions of Choquet's theorem, we will 
refer to its extreme points as Choquet-extreme. 
Proposition 2.12 The set of copulas is convex. 
Proof. Conditions (2.2), (2.4) and (2.6) can be directly verified to be stable 
under the action of forming the convex combination.   
In what follows, we will also find the following simple observation useful. 
Proposition 2.13 If the density c can be represented as a finite sum of non- 
negative functions gi, then it can be represented as a convex combination of 
densities. 
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Proof. Since c= E'1 gi, and f cdx = 1, denoting f gt dx = ai > 0, we 
observe that E1 ai = 1, hence 
nnn 
/ý 
n 
E 
gi =E gi 
at 
= ai 
E y" 
= ai 
E 
gi 
f 
i=1 i=1 
ai 
i=1 
ai 
i=1 
where each g; is non-negative and integrates to 1 and hence is a density.   
2.3 The Monge-Kantorovich Problem of Optimal Trans- 
port 
Let (X, µ) and (Y, v) be measure spaces and c be a non-negative measurable 
function on XxY. Consider the linear functional 
ir(c) =f c(x, y)dir(x, y) (2.14) 
xY 
defined on the non-empty convex set 11 (it, v) that consists of all probability 
measures on XxY with margins µ and v (i. e. 7r[A x Y] = µ[A] and ir[X x BI = 
v[B] for all measurable AEX and BE Y) 
The Monge-Kantorovich Problem of Optimal Transport (we abbreviate to 
"MK problem" in the following) amounts to finding the minimum of zr(c) over 
11 (µ, v), for details see [Vi103]. Clearly, if we assume that the margins are 
uniform then 11 (µ, v) will be the set of bivariate copulas. 
We consider the MK problem, because its functional ir(c) provides a set of 
supporting hyperplanes for the relevant set of copulas, the set of hyperplanes 
parametrized by c. In Section 6 we use this observation to formulate the duality 
relation for the extreme polynomial copulas. 
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2.4 Polynomial Densities and Copulas 
Our main subject of study are bounded degree polynomial densities on IM and 
bounded degree polynomial copula densities. 
In what follows, when speaking of a polynomial measure or density we will 
always assume that they are restricted to IM. We will also assume that the 
degree of the measure, density or copula is given and fixed and we are always 
considering the densities of this fixed bounded degree. 
We will also find the following notation useful. 
Definition 2.14 For a multi-index a= {al, ... , aM} E 
ZM define 
M 
hall =Eat, a(i> = to'... , 
0, aj, 0, ... , 
0}, (2.15) 
i=1 
j al = "number of non-zero elements in a" 
Remark 2.15 Before continuing, we need to clarify an ambiguity in our usage 
of the term polynomial. It will be used in two contexts: when speaking about 
the elements of the ring of polynomials (over R or C) and when speaking of 
polynomial functions, i. e. functions f: CN -º C, f (x) = E; 9; x`, where i is 
a multi-index. In the latter case we will still refer to polynomial functions 
as just polynomials. Also when discussing the geometric properties of the 
set of bounded degree polynomial functions everywhere (except Section 6), we 
will identify this set with the set of coefficients of polynomial functions, i. e. the 
subset of IRN or CN, not as a subset of a functional space. We do this primarily 
for brevity; otherwise we can always re-formulate the geometric considerations 
in terms of bijections between the set of polynomial functions and the set of 
their coefficients. 
Andrey Chirikhin 15 
Section 2.4 Polynomial Distribution Functions On Bounded Intervals 
For a fixed positive integer M consider a tuple of M nonnegative integer 
numbers {p1,. .. pM}, such that 
EM1 pi = N. The object of our study will 
be polynomials in M real variables xi, non-negative on I'll, such that the 
maximum power of the i-th coordinate is pi, and such that the polynomials 
can be interpreted as densities of probability distributions. In other words, 
we consider polynomials of the 
Pt PM Al 
nw (x) = Q(xl, ... , xM) =E... 
Bii... iMýxý 
i. 1=0 im=0 j=1 
such that 
IJM Q(x)dx = 1, (2.17) 
and Q(x) > 0. (2.18) 
Definition 2.16 We will refer to the tuple {pl.... pM} in (2.16) as the type 
of the polynomial. 
Thus, having fixed the type, we will be dealing with polynomial densities 
of that type, i. e. polynomials of that type, which are non-negative on I" and 
integrate to 1 over I". 
Definition 2.17 Given a family of polynomials hi(xl,... , x,, 
) E IR[xl,... , x, 
j, i E. 
N, a subset WV (xl, ... , x1z) = TV E IR'n is called semialgebraic if it is defined 
by the family of polynomial inequalities: 
IW (x1... 
, x,., 
) = {(x1, ... , x. 
) : hi (x1, ... , x) > 0}. 
(2.19) 
Apparently, IM is semialgebraic, defined by a family of polynomial inequal- 
ities 
{hi i (xi) = x1 > 0; hi. 2(xi) =1 -Xi > 0; i= 1-All - 
(2.20) 
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The positivity condition and the normalization condition merely impose re- 
strictions on the coefficients of Q(x). Restriction (2.17) is linear in the coeffi- 
cients, hence it defines a hyperplane. Condition (2.18) is more complex, as it 
is parametrized by the points of I"; it therefore can be viewed as a whole con- 
tinuum of conditions on the coefficients of Q(x). However, as we review in the 
following subsection, there exits a characterization of the form of polynomials 
that are non-negative on IA", which refers to IM only through the polynomials 
hi. 1(xi), hti. 2(xi)" 
In addition to being grounded and non-negative, a polynomial copula den- 
sity has to reproduce margins, i. e. to fulfil (2.10). Note that in its general 
form (for all copulas) this restriction is also of a continuum nature, as it is a 
restriction on the whole continuous function. 
The situation is simpler for the polynomial copulas, as in this case (2.10) 
reduces to the system of linear equality constraints for the coefficients of Q(x). 
Indeed, if we integrate out all but one coordinate (e. g., all except x1) in (2.16), 
then we obtain 
Pi PM M 
oil... 
iMxl1f 2+1=1, 
9 il=0 im=0 j=2 
for xi E [0,11. This means that the coefficients of all the powers of xl should 
be zero, and that the constant term equals 1, i. e. 
P2 PM M1 P2 PM M 
_1 Bi l ... 
icy 
ý2 
ý- 1 
O, Vi 
l>O; 
E 00, 
i2... im 
ýi+11 
$2=02M=0 j=2 - i2=0i. M=O J=2 
9 
These formulae provide a finite set of linear conditions on the coefficients 
Bi,.,, tM of a polynomial. This is a major simplification from the practical 
standpoint, as it means that numerical algorithms (e. g. model parameter esti- 
mation) formulated for polynomial densities need only be augmented by this 
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set of linear constraints on the coefficients to become applicable to polynomial 
copula densities. 
The set of polynomial distribution functions is not empty, as we can con- 
sider an arbitrary sum of squares and normalize it over IM. The set of poly- 
nomial copulas is not empty either. 
Example 2.18 Farlie-Gumbel-Morgenstern (FGM) family. 
C(ü) _ 
]a 
ui '+E 
E ejij2... jk(l - uj3)(1 - uj2) ... 
(1 
- ujk) 
i=1 k=21<jl<... jk<n 
There are 2"f constraints on the parameters such that the above expression 
defines a copula 
Bjlj2... 
jk6jlEj2 -1, 
for each ej 6j3, 
... , 
6jk E {-1,1}. 
k=2 1 <j1 <... jk<_n 
This conditions results from the observation that the density is linear in each 
ul, therefore it must reach its minima only in the vertexes of IM. The above 
condition merely states that the value of the density on the vertexes should be 
non-negative. 
In the two-dimensional case we have for the FGM copula and its density: 
Co(x, y) = xy(1 + B(1 - x) (1 - y)); aCo(x, y) =1+ 0(1 - 2x) (1 - 2y). 
It can be shown that this is the only two-dimensional quadratic family of copu- 
las, and that the extreme copulas correspond to the cases 0= ±1. The extreme 
densities are plotted below. 
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-ý 
y 
i_ i 
ý. 
, i, 
ä 
u 
iý 
i. 
In 
ý- 
-ý 
Iii the 5('(tiuus vVc will provide the form the poiy>>unºiial cut)iih (atul 
"('l (1'211 IwlY1ºulllidd (Ii5lrii)Iltiull 
function, correspondingly) 111115t, h iv('. These 
forms X11'(' dl(' ('OliS('(IU('ll('('. s of grollildedliess, normalization mid, III the case 
of ("ul)l11. º5, of i eprodll("t loll of the I11d11-gills. Toget. ll('C wit il t 
lie scillidlgel)iili(" 
1('S1ºI1S r('f('1"r('(1 to ill t1l(' pn'Vi(>115 S('("ti(l1, this flllly (lºar<1("trri/PS the set of 
hot h 1)UIVllulhi'll (list l il>lltiO11 functions dii(1 coplihs. It Is possible however lo 
fill-t 11('1 ll, lrnoW (I(ºw11 I l1(' ("Iºara t('rirat 1011. 
Proposition 2.19 For all . 
ti', ti)( sct of f)Oltt, nurmal rli'r1sitir, 5/copiiln. s of a dc- 
! I'cc buitnt/ed by a' is compact (rod tttt'tritiablc. 
Proof. This i'<)11i)vV from the fei t, that the set, of polynomial olmlauti of 
bolls le(t (j(' 1('(' is a liuite-(liIiIcu5iuual liII F , ß)1t1 withiii the "'('t t)l 
degree 1011 lid d1ititril)iiti(, 1i fill u"tioiiti.   
The last t wo> I)I1 xositlol is have <'stahl i, l ire ltII('f; wt', tli; ittIw si't -, (4 1)()11%11, ) 
ººº, Wl (1º, ºº5it i('- and j)uIYlluºuial (U1)11la ºIPººsit i('s, of bomidº'ºf ºlegreº' are convex, 
(()IIº1rºº"t , 111 (I iii tri/illºlº' tiuhtic'tS l'lºIs al lows us to use tlºe C1ºuc{ºlet tfºº'- 
U1 III to re(1ººº et he j>ruhleIII of' (11aI., wt, eriziI Igi lºuse sets to lºººsacteriziiig t lºeir 
º'xlreuue sets. Oººº' (if' the ºiiain subjects ººf' tlºis thesis is to ge11 eratº' results 
and c'(>ººjectººres concerning this 1ºn>f, leill. 
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2.5 Polynomials that are Non-Negative on 1M 
Characterization of the extreme polynomial densities of a bounded degree on 
I'll amounts to characterizing a subset of polynomials that are non-negative 
on I" and integrate to 1 over this set. As we have already noted, the set 
I" is semialgebraic. Thus the characterization problem we consider is one 
of characterizing a sub-set of polynomials of a bounded degree, non-negative 
on a semialgebraic set. Except for the boundedness of the degree, this is 
a standard problem of real algebraic geometry. In this section we therefore 
introduce some basic constructs of real algebraic geometry and briefly analyze 
their applicability to our problem given that the boundedness of the degree of 
polynomials is essential for us. 
Definition 2.20 Consider a commutative ring K with operations denoted as 
+ and " (we will write for brevity a"b= ab). A subset T of a commutative ring 
K is called a quadratic module if 
T+T CT, K2TCT, lcT, -1ýT. (2.21) 
A quadratic module is a generalization of the concept of "sum of squares". 
An example of a quadratic module is K[xl,.. , XNJ2, the set of sums of squares 
of multivariate polynomials over K. 
Definition 2.21 A quadratic module T of a commutative ring K is called a 
preorder or pre-positive cone if it is multiplicatively closed. 
This amounts to replacing the condition K2 "TCT in (2.21) for T"T= 
T2 CT and K2 C T. 
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An example of a preorder would be the set of positive continuous functions: 
fE C(R), such that f (x) > 0. 
Definition 2.22 If the preorder T is such that TU -T =K then T is called 
a positive cone. 
Definition 2.23 If 5 linearly orders the underlying set of K (that is the or- 
dering < is defined for all pairs of elements of K), then it is called a field 
ordering if 
a<b*a+c<b+c, 
0<a, 0<b=0<ab. 
It can be proven that P being a positive cone of K is equivalent to <p, 
defined by a<pbb-acP being an ordering of K. 
Definition 2.24 If -1 VE K2, which denotes sums of squares of the ele- 
ments from K, then K is called real. A field is called real closed if it has no 
proper real algebraic extension. 
A characterization of a real field is that it has an ordering; furthermore 
such an ordering is unique if and only if Z K2 (sums of squares of elements of 
K) is a positive cone of K. 
Definition 2.25 Given a ring R, write R[xl, ... xn] 
for the ring of n-variate 
polynomials over R, and R(xl,... xn) for the ring of polynomial fractions 
over R. Furthermore, R[xl,... xn]2 and R(xl,. x, )2 will denote the sums 
of squares of elements of R[xl,... xn] and R(xl,.. xn) correspondingly. 
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Real algebraic geometry evolved from Artin's solution to Hilbert's 17th 
problem (see, e. g., [PD011), which was to prove that each non-negative mul- 
tivariate polynomial over R can be represented as sum of squares of rational 
polynomial functions. In the one-dimensional case the result is stronger: 
The Fundamental Theorem of Algebra implies that a polynomial that is non- 
negative on R is a sum of squares of polynomials. From the general real- 
algebraic point of view this is because for R[x] the natural preorder is the set 
of polynomials that can be represented as sums of squares (SOS): T= IR[x]2. 
This property does not hold for higher dimension: the preorder in R[x1... , xn] 
fails to be R[xl ... , x,, 
]2. The Hilbert conjecture was that a multivariate poly- 
nomial non-negative on RM could be represented as a sum of squares of rational 
functions, i. e. fractions of polynomials, and this conjecture was proven to hold. 
Example 2.26 A polynomial p(xl... , x,, 
) > 0, such that p is not SOS can 
be easily constructed using the arithmetic-algebraic inequality 
1k 
ai ? 
(k)1/1c 
ý 
except in the cases ruled out by Hilbert's results. For example, let n=2, and 
k=3 and consider polynomials {x4y2, x2y4,1}. Then the arithmetic-algebraic 
inequality implies that 
x4y2 +x2y4+1- 3x2y2 > 0. 
The graph of this polynomial (known as the Motzkin polynomial) is shown on 
the chart below for (x, y) E [_10,10]2: 
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These constructions are quite similar to the ideals in ll [xl, ... , xn, 
] that 
would be generated by h3. The only difference is the nature of "multiples", 
which would be 
" arbitrary polynomials in the case of ideals, 
" polynomials representable as squares in the case of Th,,..., hM [xl, ... , xn], 
9 polynomials representable as sums of squares of rational functions in the 
case of Th,,..., hM (xi, ... , x, 
). 
The main relevant results are the following two representation theorems. 
Theorem 2.28 ("Schmuedgen's Theorem", [Sch9l]) If p(xl, ... , xn) > 
0, for (xle 
... , xn, 
) E Iv(xl, 
... , x, 
), then p(xl,... 7x)E 
Th1,..., hm 
(X1, 
- .., xn]. 
Theorem 2.29 ("PD Theorem", [PD01], Theorem 3.5.8) If p(xl,... , x) > 
0, for (xl, 
... , xn) 
E WW(xl,... 
, xn), 
then p(xl ... ' xn) E 
Thl,..., hM (xl) ... 
)2n)- 
The theorems generalize the classical results, preserving the main obser- 
vation: definite polynomials can be represented as a sum of squares of poly- 
nomials, while semidefinite polynomials may only be represented as sums of 
squares of rational functions. 
These results, in their most general form, are obtained using the theory of 
quadratic forms over real fields (see the first 3 Sections of [PDO11). Let K 
denote a field of characteristic not 2 (i. e., 1+1 ,E 0), and consider the set of 
quadratic forms 
MM 
f(x1v... Xf) = 
EEbijxixj. 
i=1 j=1 
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First, the set of quadratic forms is split into the equivalence classes that are 
represented by different diagonal quadratic forms. Then the set of such equiv- 
alence classes is endowed with the structure of a commutative ring (making 
it the so-called "Witt ring of K", W(K)). Recall that a ring is real closed 
if and only if it has an unique order. So if K is real then it is possible to 
define positive definiteness of a quadratic form from W(K). The key result is 
Pfister's Local-Global Principle. This can be loosely stated as follows: if K 
is real, then if the signature of a quadratic form f with respect to the unique 
ordering of the real closure of K is zero, then f is a torsion element of W(K), 
i. e. there exists mEN, such that mf=0 (which means that if we add f to 
itself m times using the addition operation in W(K), then we obtain the zero 
element of W(K)). Note that none of those addition operations have anything 
to do with polynomial addition, it is the addition in W(K). This result is 
then applied to the case when K is a field of polynomial rational functions 
(field of fractions of K[xl,... xj%1]). This implies that should a polynomial p 
be non-negative (or "positive semi-definite" in the terminology of the theory of 
quadratic forms), then for some mEN the quadratic form (Si -f" s2) should 
be a torsion element of W (K(xl, ... xjc)). Here 81,82 E K(xl,... xAI)2, the 
order of K(xl,... x j). This implies that there should exist S1,82 such that 
sl -f" 52 = 0, implying Artin's solution. The same logic is applied to prove 
the semialgebraic case, only the preorder in the field of the rational polynomial 
functions is defined by (2.23). 
The relevance of these characterizations to our problem is apparent. There 
are two complications however. Firstly, we consider polynomials of bounded 
degree. This means that we cannot directly use the ring structure of the 
polynomial ring; only the group structure is available. Therefore the repre- 
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sentation results above are useful, but only as a starting point of a more precise 
characterization. Furthermore, as we will prove below, extreme densities will 
always have to have zeros on I", which implies that we are in the situation 
described by Theorem 2.29, hence the characterizing class of functions is too 
rich for our purposes. 
One will therefore need more restrictive characterizations. As we show 
below in Section 5, we essentially need a characterization of polynomials, non- 
negative on I", that cannot be represented as sums of other polynomials, 
non-negative on I". This problem is not quite solved yet. Partial results 
are now being obtained with regards to characterizing what have come to be 
known as distinguished representations of non-negative polynomials. Given 
h; (x1, ..., xn) E ]R[x1, ... , xn], iEN as before, a distinguished representation 
of a non-negative polynomial is that of the form: 
n 
f= so + sihi, (2.24) 
t-i 
where s;, i=0... n are sums of squares. This is a stronger characterization 
than the one given by Theorems 2.28 and 2.29. However to prove the dis- 
tinguished representation theorems one needs to consider quadratic modules, 
generated by the hi's (which is given by the expression above), as opposed to 
preorderings generated by hi. This makes a difference for the general underly- 
ing field K, when a quadratic module is not necessarily a preordering. 
Distinguished representations are not entirely suitable for our case, because 
they do not consider summands of the form si, 1 hihi . Therefore in this thesis 
we sometimes are only able to formulate conjectures of the multidimensional 
characterizations of extreme polynomial densities. 
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3 Problem Set-up and Contribution 
Although studying polynomial distribution functions with applications to ap- 
plied probability is an- obvious idea, this subject has never really been re- 
searched. Therefore many relatively simple results contained in this work are 
original. 
As noted in the Summary, the contribution of the work comprises dealing 
with the two sets of problems: proving or conjecturing characterizations of 
the extreme sets of polynomial densities and copulas, and developing applied 
statistical methods that utilize the fact that the density is polynomial (whether 
or not it is an extreme). 
Section 4 is devoted to the univariate case. We first fully and construc- 
tively characterize the extreme polynomial densities on [0,1] in terms of their 
factorizations. Since polynomials in one variable are characterized (up to a 
multiplicative constant) by their roots, Choquet's theorem implies that each 
polynomial density can be associated with a copula of the marginal measures of 
the roots of the extreme densities of same degree. We then identify the special 
role of the case of the independent copula of the roots, in which case the co- 
efficients in the polynomial factorization can be simply interpreted as the first 
and second moments of the measures of the roots. This yields a fast numer- 
ical algorithm for calculation of the normalization constant, which in general 
would be a bottleneck in any numerical method involving construction of a 
mixture. We build on the case of independent roots by naturally generalizing 
the independence copula to a factor copula of the roots, which, numerically, 
reduces the problem of constructing the mixture to a finite number of condi- 
tionally independent problems. We observe that in this case a factor copula 
can be formulated in an entirely non-parametric way, by specifying only the 
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first few moments of the conditional measures of the roots. Finally, we for- 
mulate a Pinned Density Moment Matching parameter estimation procedure 
in the case of a factor copula of the roots. The key point here is that working 
with polynomials necessitates solving systems of non-linear equations for the 
first two moments of the conditional measures of the roots. Therefore we can 
augment the set of equations/constraints by another linear constraint (or set 
of them) that would prescribe the value of the density in a given point. Since 
the constraint is linear it does not substantially change the original estimation 
setup. 
Section 5 is devoted to the case of polynomial densities on I". We first 
generalize the univariate observation of existence of an affine bijection between 
distribution functions and their densities. The general form of a polynomial 
distribution function is derived, which by construction satisfies all conditions 
except non-negativity. Several results from the univariate case are extended, 
up to formulation partial necessary and sufficient conditions for the extreme 
multivariate polynomial, generalizing the univariate factorization approach by 
using standard results of real algebraic geometry. Our characterization results 
are only practical, however, as they only reach the point where one needs to 
distinguish between the C-irreducible real semi-definite polynomials that can 
be represented as sums of other real semi-definite polynomials and those that 
cannot. As we have already mentioned, existing results from semialgebraic 
geometry are not strong enough to do such differentiation in the necessary 
generality and we were not able to obtain them ourselves yet. The section 
therefore ends with a partial conjecture on the characterization of the two- 
dimensional extreme polynomial densities. 
Section 6 is devoted to polynomial copulas. As before, we make use of the 
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affine bijection between polynomial copulas and their densities to restrict our 
study to the polynomial densities. The general form of a polynomial copula 
is derived, satisfying all restrictions, except non-negativity. We are still able 
to extend certain necessary conditions for the extreme copula from the more 
general case of multivariate densities. However, the necessity to reproduce the 
uniform margin renders using the factorization approach awkward. There- 
fore we follow a different path and use the Monge-Kantorovich (MK) optimal 
transport problem setup to identify a duality correspondence between the set 
of extreme polynomial copulas and positive measures having a set of finite 
moments. Using this correspondence we then propose an approximate but 
numerically tractable method to identify the extreme polynomial copulas as 
the limits of MK problems with properly selected weight functions. We finish 
the section with proposing a new polynomial coupling method, which may be 
used to convolve coupled random variables. We show that polynomial copu- 
las can be viewed as linear combinations of conditionally independent copulas 
operating on the powers of the marginal distributions, which appears useful in 
certain applied problems. 
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4 Polynomial Densities on [0,11 
In this section we study the univariate case. We find the univariate case 
crucial to build up intuition for the multivariate case and for copulas, as certain 
abstract constructions of the univariate case also apply in higher dimensions. 
First we establish that identifying extreme polynomial distribution func- 
tions is equivalent to identifying extreme polynomial densities. Then we prove 
the main result: the constructive characterization of the Choquet-extreme den- 
sities. Then we study certain properties following from the form of the ex- 
treme densities and go on to propose several applied statistical methods for 
polynomial models of the bounded random variables. 
4.1 General Form and Affine Bijection 
Fix the order N and consider the sets ]PN and QN of polynomial distribution 
functions and densities respectively. 
Proposition 4.1 A polynomial distribution function on [0,1], i. e. an element 
Of PN has the form 
N-1 
P(X)=x 1+ Ee, (xi - 1) . 
(4.1) 
Proof. Consider a general polynomial of bounded degree P(x) = ýN 0 172X'. 
Groundedness (2.2) implies P(O) = 0, therefore rjo = 0. Therefore we can 
write 
N-1 
P(x) =xE eix'. (4.2) 
-o 
Furthermore, normalization implies P(1) = 1, therefore EN X10 = 1, which 
implies Oo = 1- ENýi ei. Substituting this into (4.2) yields (4.1).   
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This means that we do not "lose" the free term when differentiating a 
polynomial distribution function, hence there is a bijection between polynomial 
distribution functions and their densities. Since differentiation is a linear 
operation, the bijection is affine. Therefore, an extreme polynomial density 
will be the density of an extreme distribution function. 
4.2 Characterization of Extreme Densities 
In this section we will denote by E(QN) the extreme set of QN. 
4.2.1 Main Theorem 
In what follows we assume that deg(Q(x)) > 0, since the case of Q(x) =1 (the 
uniform density) is trivial. 
Consider an arbitrary polynomial density Q(x), i. e. just a polynomial, 
non-negative on [0,1] and integrating on this segment to 1. The Fundamental 
Theorem of Algebra implies such a polynomial can be factorized into: 
Q(x) = Cx'(1 - x)gll(x - ati)2f[(x2 + 
2bkx + Ck), (4.3) 
ik 
where ai, bk, c, E II8 and bk < Ck. 
In this section we obtain our main univariate constructive result, given by 
the following. 
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Theorem 4.2 For the density QN to be extreme, i. e. QN E E(QX), it is 
necessary and sufficient for it to have a factorization of the form 
QN (x) = CxPO (1 - x)PI 
I j'(x 
- aj)2pj (4.4) 
2l>' 
such that a3 E (0,1), for j>1 and N= po + pi +2 pj where p; E Z. 
j>o 
In other words, QN must have only real roots and all roots are located on [0,11. 
The most important observation is that the first degree polynomials, of 
which the polynomial in (4.4) is the product are polynomials with real coeffi- 
cients that are irreducible over C. This will serve as the source of generalization 
of this result to higher dimensions. 
Representation (4.4) implies that extreme polynomial densities of a given 
degree naturally split into equivalence classes. Such classes are characterized 
by the density behavior at 0 and 1, which is specified by powers po and pl. 
The classes are stable under formation of convex combinations. In this section, 
when necessary, we will refer to the corresponding pair of (po, pi) as univariate 
type of Q. 
Before proving Theorem 4.2 we will prove several lemmas that we find useful 
in building up intuition about the properties of an extreme density. Some of 
these lemmas are important enough to be presented individually because they 
can be generalized for the multivariate case, keeping the proof essentially same. 
Lemma 4.3 Q(x) is not Choquet-extreme if any of the following conditions 
hold (in terms of notation of (4.3)): 
1. At least one of the factors in Q(x) is strictly greater than 0 on I. 
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2. degQ(x) < N. 
Proof. 1. Assume Q(x) = R(x)U(x), such that U(x) >0 on I. Then selecting 
eE (0, minU(x)) we can write 
Q(x) =2 R(x) [(U(x) - c) + (U(x) + c)) = Q-(x) + Q+(x), 
and applying Proposition 2.13 yields the representation of Q(x) in terms of 
other densities; hence Q(x) ý E(QN). 
2. Denote IEQ() to be the expectation with respect to density Q() and 
consider R(x) = C(x - IEQ(x)). Then fj R(x)Q(x) = 0. Select a constant C 
such that I R(x) I<1. Then Q(x)(1 ± R(x)) is a density, necessarily belonging 
to QN, but also Q(x) = 
Q(x)+R(x) 
2+ 
Q(x) 
2-R(x) , 
hence Q(x) ý 
16((QN).   
Corollary 4.4 (1-d Necessary Condition) Q(x) E 16 (QN) implies that Q(x) 
has the form (4.4). 
Now we turn to the sufficient conditions and start with 
Lemma 4.5 If densities PN (x), QN (x), N>2 arge such that 
PN(x) = (x - a)PRN_p(x) and QN(x) = (x - a)gLN_9(x) for some p and q 
such that p>q, RN-p(a) >0 and LN_q(a) >0 then PN(x) < QN(x) in some 
CC 
U(a) n [o, 1], where U(a)=U(a)\{a} and U(a), is an open set containing a. 
Proof. Consider 
/PýN 
(x) 
- (x -ana 
RN'n(x) 
`w'N(X) 
- LN_q(x) 
0 
For some 5>0 consider Us (a) which is small enough for QN(x) not to change 
the sign over it. Such selection is possible because both numerator and de- 
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nominator are continuous at a. Then 
PN(x) 
-/P 9RN-P(x) QN (x) - \2 - Ciý LN_9 (X ) 
0 
does not change sign over U6(a) n [o, 1]. This is because if a is an inner point 
of [0,11, then both p and q are even, and otherwise either x>a or x<a on 
0 
Us (a) n [o, 1] (for end roots). Now making b -º 0, select 
b' =sup {b: (x - a)p-9 
RN-p 
lx) 1 
l LN-v(x) 
which exists as the ratio stays positive and (x - a) P-q becomes sufficiently 
0 
small. Any subset of Us. (a) fulfills the conditions of the Lemma.   
Proof (of Theorem 4.2). Necessity follows from Corollary 4.4, so we prove 
sufficiency. 
Suppose QN(x) = ARN(X) + (1 - A)LN(X),. A E (0,1). The zero set of QN, 
should the intersection of zero sets of RN and LN, therefore it is sufficient to 
show that the multiplicities of the common roots of RN, LN and QN(x) are 
same. 
Suppose, on the contrary, that for some root a (for any aE [0,1]) 
QN(x) _ (x - a)mQN-m(x) = A(x - a)'RN_P(x) + (1 -, \)(x - a)"L _9(x) 
= (x - a)9 (A(x - a)p-QRN_P(x) + (1 - A)LN_q(x)) = (x - a)QTN-q(x), 
assuming p>q. Note that TN_q(a) 00 and QN_, n(a) 96 0. Now if q0m 
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then applying Lemma 4.5 we get that 
QN(x) < (x - a)9TN_q(x) or 
QN(x) > (x - a)'TN-e(x) 
0 
in some U(a), if m>q and m<q correspondingly, yielding a contradiction, 
hence m=q. Continuing each root we obtain' that the multiplicity of each 
root of QN(x) equals to the lowest multiplicity of that root in RN and LN. As 
the order of the density is bounded this means that p=q for all roots, which 
completes the proof.   
4.2.2 Reconciliation with the Semialgebraic Approach 
Theorem 4.2 provides a more precise representation of extreme polynomial 
densities in terms of 1-d natural preorder in the ring of polynomials in one 
variable, positive on [0,1] than the one suggested by the standard representa- 
tion theorems like Theorem 2.29. The relevant preorder is generated by the 
following system of irreducible polynomial inequalities: 
hl(x) =x>0, 
h2(x) =1-x>0. 
This allows rewriting the main result of Theorem 4.2 as 
Qn(x) E S(Qn) Ä 
Qn(x) = hil(x)h2 (x)q(x), where El, el = {O, 1}, 
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where q(x) is an even degree polynomial having only real roots of even mul- 
tiplicity only on [0,11. Therefore we can say that Q,, (x) is extreme if it is 
a full degree polynomial belonging to Th, h, [x] (as in (2.22)) and having only 
real roots only on [0,11. This characterization is indeed much stronger the one 
suggested by (2.22). We not only require that mi QM 
is a square, but that 
it has only real roots that must be concentrated on [0,11. 
4.3 Independent Copula of the Roots and Normaliza- 
tion 
In this section consider the class of extreme univariate densities of order N 
with fixed powers p and q of x and (1 - x) (following the notation of (4.3)) 
and denote N= (N -p- q)/2. 
Since extreme densities of bounded degree are fully characterized by their 
roots, the parameter space of the densities of the given univariate type is [0,1] 
(this will automatically include multiplicities). We therefore can say that the 
probability measure referred to in Choquet's theorem (herein referred to as the 
root "mixing measure") is in our case fully characterized by the marginal root 
distribution functions and their copula. The roots can therefore be viewed as 
random variables, taking values in the range [0,1] . 
Let fz(ai), i =1... i V- the family of the marginal root distribution func- 
tions and consider the case when multiplicities of all the inner roots are 2 and 
they are coupled with the independence copula, i. e. 
M(a) = flfi(a2). (4.5) 
i 
Since all fi have bounded support, they will also have finite moments of all 
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degrees, including the first two, which we denote µi, 1 and µi, 2. Now integration 
of (4.4) with respect to (4.5) yields: 
Q(x) = Cxp(l - x)gf[(x2 - 2µi, 1x + µi, 2). (4.6) 
i=1 
Thus we obtain: 
Proposition 4.6 If the mixing measure of the roots of (4.4), where Pk = 2, 
k=1... N, is obtained by coupling the marginal distribution functions of the 
roots with the independence copula, then the density characterized by such a 
mixing measure is characterized by only the first two moments of the marginal 
measures. 
Proposition 4.7 If the mixing measure of the roots of (4.4) is obtained by 
coupling the marginal distribution functions of the roots with the independence 
copula, then the density characterized by such a mixing measure is character- 
ized by only the first 2Pk moments of the marginal measures (where the Pk are 
defined in (4.4)). 
If we construct a numerical method based on representations of the extreme 
densities, we need a method of fast computation of the normalization constant. 
This is because we cannot really make use of the form of the density obtained by 
differentiating (4.1). The representation of an extreme density can trivially be 
reconciled with (4.1), however this will yield a system of equations, containing 
squares of the roots, which will have to be solved numerically. 
As an alternative, we note the fastest practical way to compute the nor- 
malization constant in the case when, given the marginal root distributions, 
the root mixing measure has independence copula. An important observation 
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here is that the inverse of the constant is linear in the moments of the marginal 
measures. This allows a fast analytical way of arriving at the gradient of the 
constant with respect to the moments of the measures of the roots that may 
be useful in applied numerical methods. 
To simplify the exposition we formulate the following straightforward ob- 
servation as follows. 
Proposition 4.8 Write an extreme density as 
Q(x) =Z plxl =C xn(1 - x)' 
II(x 
- aj)2 (4.7) 
1 j>O 
N 
_ (-1)mC fl(x + bk), 
k=1 
writing 
bk=0 
bk=-1 k=n+1... n+m, 
bk = -aj k =n+m+2(j - 1)+1... n+m+2j. 
Then the normalization constant C can be computed as 
(4.8) 
C(ä) = 
1)m 
1 
(4.9) 
EN t_1 pik 
Proof. The normalization constant is given by the condition f Q(x)dx = 1, 
which implies that the normalization constant is a function of the vector of 
the roots of the extreme density, ä= {a; }. 
To compute the integral we therefore need to convolve (possibly multiple) 
terms of the form x+bj and then integrate the resulting polynomial term-wise. 
The coefficients pl, l=0, ..., N of the product polynomial can be obtained by 
one of the methods outlined in the Appendix, taking into consideration that 
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here we are dealing with binomials (x + bk) and that we only really need to 
multiply the terms corresponding to (x - aß)2 and (1 - x) , as multiplication 
by xm merely amounts to renumbering pi = P1-rn. 
Integration of the product polynomial term-wise and substituting into the 
normalization condition implies that the constant satisfies (4.9).   
We here note that the same method of calculation of the normalization 
constant can be applied in a more general case of a density with the following 
decomposition: 
M 
Q(x) = C9(1 - x)q 
fl(x2 + fkx + gk). (4.10) 
k=1 
To conclude, we note that (4.10) implies that pi are linear in fk and gk. This 
implies that one can efficiently compute the analytical gradient of C with 
regards to fk and gk, Indeed, denoting 
C= 1-1 
f xp(1 - x)q fl 1(x2 + fkx + gk)dx 
f P(x)dx' 
and letting Uk ={ fk, gk} we obtain 
oc 
= -c2 
f OP(x) dX ÖUk aUk 
with OP(x)/buk readily available using the approach described in the Appen- 
dix, specifically formulas (8.9)-(8.10). 
4.4 Representation of an Arbitrary Density 
The Choquet theorem only asserts existence of a representation of a point of a 
convex compact set in terms of the set's extreme points, but does not provide a 
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way to construct such a representation. Since we are dealing with polynomials, 
addition and multiplication of which can easily be handled analytically, and 
we have a constructive characterization of the extreme polynomial densities, 
a natural question is how a given non-extreme polynomial density can be 
represented in terms of the extreme ones. In this section we find an explicit 
representation of Q(x) as the convex combination of the boundary terms (4.4). 
By the Fundamental Theorem of Algebra any polynomial over l1 can be 
represented as in (4.3). Our approach therefore is to start with (4.3) and 
then show how each of the factors, if necessary, can be represented as sums 
of products of x, (1 - x), (x - a, )2 in some powers (which would be the terms 
like in (4.4)). Once we obtain such a representation for each original factor 
in (4.3), we can open the brackets to obtain an expression involving only the 
sum of terms as in (4.4) and then apply Lemma 2.13 to turn each term in the 
sum into a density. 
First we make (4.3) a bit more specific and write Q(x) as: 
Q(x) = C9P(1 - x)4JJ(x - ati)2[J(x2 + 2bkx + c2) x (4.11) 
flsgn(d3)(d3 
- x)flsgn(gi)(x2 +2 f1x + g1), 
and we assume that 
ai E [0,1] this corresponds to the terms in the extreme density 
d; V [0,1] i. e. real roots outside [0,1] 
0< bk, bk < c2k <1a term with no real roots, where bk and ck can be inter- 
preted as the first two moments of some marginal mea- 
sure of the k-th root 
f1 < gi, all other terms, not having real roots. 
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Since the terms CxP(1 - x)q[J(x - ai)2 are already non-negative, we have 
to deal only with the last three cases. First observe that since d3 ý [0,11, we 
have two cases to consider. Either d3 < 0, in which case -dj > 0, and hence 
R(x)sgn(dj)(d3 - x) = R(x)(x - dj) = xR(x) + IdjiR(x) 
where both terms are non-negative. Otherwise, if d3 >1 then 
sgn(dj)(dj-x)=dj -x=1-1+ dj -x= (1 - x) + (dj -1)= (4.12) 
R(x)sgn(dj)(dd - x) _ (1 - x)R(x) + (dj - 1)R(x), 
where both terms are non-negative again. 
For the terms x2 +2 fjx + gi we extract the full square 
x2 +2 fix + gi = x2 +2 fzx + f1 + (gi - fl'), 
where all terms are positive, as f, 2- g, <0 is the discriminant of the initial 
quadratic equation. 
Finally there is nothing to be done with the terms (x2+2bkx+c2), as, given 
the properties of bk they are merely sums of terms like in (4.4), and hence 
P(x) = (x2 + 2bkx + c't)ER3(x) (4.13) 
9 
=E (x2R, (x) + 2bkxR, (x) + ckR, (x)) , 
where all summands are of the form in (4.4). 
Note that all steps but the last result in obtaining lower degree polynomials 
in the convex representation. The last step, given by (4.13), is not really 
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needed at all, since bk and Ck can be interpreted as the first and second moments 
of some marginal measure on the corresponding root(s). 
Proposition 4.9 In representation (4.6), 0<µ? 1< µi, 2 < µ0 <1, bi a the 
root mixing measure yielding Q(x) must have independence copula, i. e. must 
have the form (4.5). 
Proof. The necessity follows from the observation that should the marginal 
root measures rjz(ai) be coupled with the independence copula then: 
f Il (x - ai)2 
fl dii(ai) = 
4i 
ai)2dqz(a; ) _ (4.14) 
J 
1(x2 
- 2xai + a2i)d? 7i(as) _ 
H(x2 
- 2xµti, 1 +µi, 2), 
i 
and since the roots of the extreme densities lie on [0,1] we have for the moments 
of the extreme densities 0< µ2, l < µi, 2 5 µi, 1 < 1, equalities between the 
moments corresponding to the measures being delta functions. 
Conversely, as follows from the solution to the moment problem for [0,1], 
there exists a probability measure qz on [0,11, such that two nonnegative num- 
bers µa, 1, E4,2 satisfying 0<µ? ,1< µz, 2 
< µt, 1 <1 are the measure's first and 
second moments. Coupling such measures 1h with the independence copula 
provides a Choquet probability measure that appears in the first integral of 
(4.14).   
4.5 Applications 
We envisage the main application of the polynomial densities on I to be in 
modelling of bounded random variables. The traditional ways of constructing 
such families with a large number of (relatively) free parameters are: (i) either 
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performing mappings of unbounded variables onto [0,1], which rarely yields 
analytically tractable densities or distribution functions, or (ii) mixtures of 
already bounded models. In the case of a bounded model, its parameters will 
usually have to satisfy some non-linear restriction, ultimately due to the fact 
that the probability mass is concentrated on the bounded interval. 
The situation is fundamentally easier with polynomials. Normalization of 
the density is only one linear condition on the coefficients. Throughout this 
section we assume that the relevant normalization constant of the polyno- 
mial density (or conditional polynomial density) can be computed according 
to Proposition 4.8 at the relevant stage of the numerical procedure. Non- 
negativity in general would be difficult. However knowing the explicit form 
of Choquet-extreme polynomial densities allows us to formulate several meth- 
ods only in terms of the extreme densities, hence no additional conditions are 
needed to ensure non-negativity. 
Firstly we note that if the mixing measure of the roots has a factor copula, 
then specification of such measure is possible in a simple and tractable way. 
We also observe that extreme polynomial densities are particularly attractive 
for the construction of non-parametric density estimators and to be used in the 
likelihood maximization procedure (ML) of parameter estimation (in this case, 
ML estimation of the set of the roots). Finally, calibration of the mixtures of 
the extreme densities is considered. 
In this section we will also assume that we are given a sample x= {xj, j= 
1... NS} of numbers in [0,1], being the observation of i. i. d random variables, 
taking values on [0,1]. 
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4.5.1 Factor Copula of the Root Measures 
Section 4.3 established that if the mixing measure on the roots of the extreme 
densities has a factor copula, then to obtain the mixture polynomial density we 
need not specify the marginal root distribution functions explicitly. Instead 
of that, one only needs to know the first several moments of the marginal 
distribution functions of the roots, as implied by Corollary 4.7. Also, a simple 
and efficient way of computing the normalization constant will be available. 
A natural generalization of the independence copula of the roots is a con- 
ditionally independence factor copula of the roots. Such copulas were defined 
in Section 2.1. 
Proposition 4.10 In the notation of (4.4), if all roots ai have multiplicities 
2 and mixed with with a factor copula, then the full joint measure of the roots 
is fully characterized by the first two moments of the conditional marginal 
distributions of the roots. 
Proof. Suppose the marginal root probability distributions are r7i(a; ), and the 
factor copula of their mixing measure is given by 
u(xl,..., xn) _ 
%flF*(xt 
)dG(ý)" 
Ji 
Then we have for the density of the joint distribution function 
f (a,.... a,, ) = 
JllFi(m(ai))dC(), 
and for the density 
Of (ai.... a) =J jjö, 7F; (rli(ai), ý)rz(aj)dG(ý) 
i 
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This implies that the polynomial resulting from mixing the extreme polyno- 
mials with such a measure will be 
Q(x) = Cxm(1 - x)" 
f fl(x 
- ai)28f 
(a1, 
... a, i) Jt 
= Cx'(1 - x)" J 
f[(x 
- a{)2 J 
11 0,7Fi(ii(ai), ý)ii(ai)dG(ý) 
=J dG(ý)C(ý)xm'(1 - x)" 
I ll(x 
- ai)211 dFi(77i(ai)+ý) 
ti 
=J dG(ý)C(ý)xm(1 - x)" 
f[l (x2 - 2aix + a? )dFj(t (ai), 
i 
=J dG(ý)C(ý)xm(1 - x)" 
T7 (x2 
- 2/1, i(ý)x + a? /2 , 2(ý)) , lil 
where µt, 1() and µt, 2() are the first two conditional moments of the measure 
of the roots.   
This simplifies the matter considerably: we do not need to know either the 
marginal root measures, or copula, let alone the multivariate distribution of 
the roots. All we need are the first two moments of the root distributions, 
conditional on factor ý. In the above we denoted by C(ý) the normalization 
constant of the density 
x' (1 - x)" 
JJ (x2 
- 2µi, 1 (e)x + ai Mi, 2 (Z» . 
i 
Such C(ý) can be interpreted as the normalization constant, conditional on ý; 
hence our notation. Note that C(ý) will also be readily available using the 
procedure described in Proposition 4.8. 
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4.5.2 Non-parametric Estimators 
Consider constructing the non-parametric estimators first. As a result of 
this subsection indicates, the main advantage of the non-parametric extreme 
polynomial density estimator is the simplicity of the numerical method to 
construct such estimator. Such estimator can be mixed later with another 
estimator using the method, described in Section 4.5.4 below. 
Expression (4.4) implies that the minima of the probability density are 
at the roots that we are trying to estimate. Therefore, a most naive but 
straightforward estimator would be the one that has the roots somewhere 
between the sample points, e. g. 
xlx) =C ri x-+ 
xý-i 2 (4.15) Q( x' 
j=2 
(2 
Despite the simplicity of the estimator, it has an apparent disadvantage: if 
several xj in the sample happen to be located close to each other ("clustered" 
in other words), then the resulting polynomial will oscillate around them, 
having several minima, while we probably would want the polynomial to have 
one maximum around the "most probable" point. 
Therefore, an alternative idea would be to put the maxima of the density 
in xi or in the middle of the clusters of xi if such can be identified. Consider 
the family 
Nu Nu 
Q(x, u) =C ll(x - uj)2 = C(U)fl(x - uj)2, (4.16) 
j=1 7=1 
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such that Nu<N .u={ui,... , uN}. 
Then 
Nu 
0 Q(x, u)=2C(u) 
Z(uj 
- x) 
fJ(x 
- Uk)2 = 
j=1 k*j 
=2Z 
Q(x) u) 
_ 2Q(x, u) 
Z1 
(4.17) 
9=1 
(uj 
- x) 7=1 
(u3 
-x)* 
This expression is intuitive: Q(x, u) has minima at its roots, while locations 
of the maxima are given by the condition 
N. 
1 Nu 
(u7 x) =0 
tý Z II(u; - x) = 0, (4.18) 
the equivalence being due to the fact that we cannot have a maximum in a 
root of Q(x, u). 
The values of uj can now be obtained from the requirement that x; are the 
roots of (4.18), in other words 
N,. ]Vu 
E 11 (uj - x) = 
fl(x 
- xi), (4.19) 
j=1 k71j 1=1 
where {xz} are the points where we would like to place the maxima of the 
density. In general, this yields a system of non-linear equations for u;. In case 
we solve for just three roots u1i u2, u3 the solution will be available analytically, 
as (4.18) is quadratic form in (u3 - x). We would like to stress that practically 
it would be preferable to first aggregate the sample points into clusters, and 
then solve (4.19) for example by setting x1 = "average in the l-th" cluster. The 
limiting case is obtained by setting N,, = N. and F, = xi 
Note that by construction of (4.16), it will always have a maximum inside 
[0,11 if N. >1 and the roots are different. 
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4.5.3 Max-likelihood Estimator for the Extreme Density Roots 
Through this section we assume that the normalization constant can be com- 
puted according to Proposition 4.8 at the relevant stage of the numerical pro- 
cedure. 
When dealing with ML estimation of the density parameters, it is clear 
that the polynomial form of the density makes it more useful to work with 
the likelihood itself, not log-likelihood. The reason is that the log likelihood 
function of a polynomial density is not differentiable everywhere, which would 
unnecessarily complicate calculation. 
Staying with parametrization (4.16) first, the likelihood of an extreme den- 
sity given the sample xi will be 
Ns Nu 
L= C(u)N HIT (xz - U; )2. (4.20) 
1=i j=i 
Given the analytical tractability of the likelihood, the straightforward way to 
locate the maxima is to compute the gradient of the above expression and solve 
the resulting system of equations for the critical points. The i- th component 
of the gradient of L with respect to u is (denoting 8i °= (9u, ) 
Ns Nu 
N3C(u)N. -la, c(u) JJ f (xi - U; 
)2- 
1=1 j=1 
N. NS Nu 
2C(u)N' > (xk 
- ui) 
fl ll(xi 
- 1Lj)2 = 
k=1 i=1 j*i 
N. N. 
=N, 
0C üu)L-2 
xLL 
aC (u) 
2x (4.21) () 
k=1 
(k- ui) () 
k=1 
(k ut) 
The last equation has an appealing interpretation. The leading L accounts 
for all local minima, while the value in the parenthesis can be viewed as a La- 
Andrey Chirikhin 48 
Section 4.5 Polynomial Distribution Functions On Bounded Intervals 
grangian, ö, C(u)/C(u) playing the role of the constraint on the set of feasible 
u. It is this term that complicates the problem somewhat, which otherwise 
would be a simple algebraic equation for ui. We also note that the second 
term in the parenthesis is exactly the same as (4.19), if we consider the Xk 
as the roots of (4.19). This makes perfect sense, since the difference between 
the non-parametric estimator proposed and MLE is, broadly speaking, that 
the former cares only about the location of the local maxima of the density, 
respectively of the values of those maxima, so the normalization constant is 
assumed constant. In MLE estimator, the values at the local maxima matter, 
so we are effectively solving the conditional extremum problem. 
Write 
P(x, u) = rj(x - uj)2 = Q(x, u)/C, 
i 
P'k(x, u) = 
IT(x 
- uj)2 = P(x, u)/(x - uk)2, 
jk 
µnk = x"ý(x - u, )2dx = x"P-k(x, u)dx. 
11 
0 j#k 
fo 
Therefore if we have already computed the coefficients of P(x, u), then we can 
easily obtain those for P-' (x, u) and compute all tk by term-wise integration. 
Then, since L cannot have maxima at the roots of the density, we can 
cancel L in (4.21) and rewrite it as 
N" 1 N. DiL(x) = 
a'C(u) 
-2 -1 -t 
1= 
C(u) 
_ 
(Xk - u; ) 
2 
C(u) 
(µ - uiµo )-2 TX-, ---ii) 
k_1 k=1 
N1 
=2 
41 - uiµö (4.22) 
µ2t - 2u{%ll `+ u{ 14o `- k_1 
(xk 
- u: 
Thus the critical points can be obtained, in principle, by solving the system 
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of algebraic equations (4.22). Note that both analytical gradient and Hessian 
are available for this system, and computing them analytically is faster than 
doing numerical differentiation. 
One can expect from the form of (4.22) that the system may have multiple 
solutions. Since L is obviously Lipschitz, if Ne is not too large (-10), it may 
be more beneficial to use a deterministic global optimization method (e. g. a 
"Direct" algorithm for box-constrained problems; see [CUB+01] for a review) 
to localize the global maxima of L first or to use "Interval Arithmetic" to 
analyze (4.22) directly using "divide and conquer"; and then to solve (4.22) 
locally. 
Despite the apparent complexity of the optimization problem at hand, some 
qualitative analysis is possible due to the symmetry of (4.20). Indeed, writing 
NS 
P(u) = ll(xi - u)2, (4.23) 
l=I 
we can rewrite (4.20) as 
Nu 
L= C(u)N' rl P(uj), (4.24) 
j=I 
thus recognizing that (4.20) can also be viewed as the product of N,, univariate 
2Nj-order polynomials in each ui, with roots x1, and the constant C(u)N", 
dependent on a u. So for a given u, L is proportional to exactly the same 
polynomial P(u) evaluated in the components of u. The components of the 
optimal u are not the maxima of P(u), because of the presence of C(u). 
This representation hints that there should exist two extreme configurations 
of u: when all components are same, and when they are all different. The first 
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case where ul = ... = uN =u admits some 
further analysis. Write 
Ns 
L= C(u)N1 H(xi - u)2N°. (4.25) 
Proposition 4.11 If, for a given sample, Nu is such that 
1 (4.26) Xmin >2 Nu + 1' 
then (4.25) has a minimum on [0,11. 
Proof. This can be proved by direct calculations: differentiating (4.25) and 
finding the conditions on the derivative changing signs at the ends of [0,11. It 
is important for the prove that u, x1 E [0,11.   
Corollary 4.12 For a sufficiently large sample of continuous [0,1] random 
variables, an optimizer to (. 4.25) exists on [0,1] for fixed N,, with probability 1. 
The feasibility of non-numerical analysis of the general case requires further 
exploration. 
4.5.4 Mixture Calibration 
In the previous section we concentrated on the MLE approach to determine 
the parameters of the extreme density. The main motivation to use the 
extreme density, as opposed to a mixture directly, was the ability to keep the 
corresponding numerical procedure only box-constrained: an extreme density 
is automatically non-negative on [0,1], while if we allow terms with a linear 
term we will have to consider cases in a fashion similar to that of Section 4.4 
and if needed we would have to incorporate inequality constraints to assure 
non-negativity. 
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We first observe that neither likelihood, nor log-likelihood functions appear 
useful in analyzing the extremal properties of a convex mixture. 
Recall the following fact from the convex analysis. 
Lemma 4.13 If f (x) is concave, i. e. f"(x) < 0, then g(x) = exp(- f (x)) is 
convex and the maximum of f (x) is the minimum of g(x). 
Proof. Follows from g' = -f' exp(- f ), g" = exp(-f) (f'2 - f") > 0.   
We therefore find the following function of likelihood useful in our situation: 
NS 
A(Z, x) = exp (-L(Z, x)) = exp 
(_llf(xi)). 
(4.27) 
(i=l 
Obviously, the critical point of L(ý, x) is the critical point of A(ý, x) and in 
case L(ý, x) is concave then A(4, x) is convex. Therefore the maximizer of 
L(4, x) will be the minimizer of A(4, x). 
Now observe that if we have a family of parametric families f3(x, cp, ), where 
cp, are the parameter vectors of the s- th family, then for the A of the convex 
combination, 
f (x, ID) => Aa f, (x, cp, ), suchthat A9 E [0,11, E , \a = 1, ID =Ucp9 
e8 
we have 
A(4, x)= exp 
(_Aafa(xa)) 
= rI(ýa, 
a 
= ll exp (-aý, f8(x, 4ps)) = 
9 
(4.28) 
Suppose we have obtained the MLE parameter estimates for all families f. (x, (p, ). 
This will imply that each Ae (co x) will be minimized by its own MLE para- 
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meter estimate. Now, (4.28) implies that 
O,,, A9 = 0, Vs =V A(e, x) = 0, 
i. e. the critical points of A(4, x) are Cartesian products of the critical points 
of A,. The final necessary condition for the minimum of A(4, x) is (denoting 
by 3 the Lagrange multiplier): 
OA. A(, x)-0=0, Vs a 
OA, n(4, x) = 0A3A(4, X) _... 
4.5.5 Pinned Density Moment Matching (PDMM) 
Moment matching methods are widely used to create semi-parametric estima- 
tors of the L2 functions; in particular, orthogonal moment matching, i. e. when 
the measures are orthogonal polynomials, is well researched. 
However, the standard setup for these methods usually does not require 
strict non-negativity of the approximating polynomial(s). This makes the stan- 
dard setup not very useful when the approximating polynomial is intended to 
be a probability measure. 
The constructive characterization of extreme points of univariate polyno- 
mial measures, given the density of polynomial measures in G2 measures, allows 
one to solve the moment matching problem, at least in the G2 approximation 
sense. Furthermore, in addition to fixing the moments, it is possible to fix the 
value of the density function in the set of points. 
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Fix the type (p, q) of the density (4.4), 
Q(x) = Cxp(1 - x)q 
fJ(x2 + 2bix +c 2i), 
i 
such that b? < c;, the equality case for all terms yielding an extreme density, 
as implied by (4.4). 
Suppose we are matching first N moments, µp, p=1... N. The moment 
matching system of equations can be written as 
Cr x"+P(1 - x)q 
fl(x 
- ui)2dx = µn = (4.29) f 
fx1Cx1'(1- 
x)9l(x - u, )2dx = 
f 
xn+p(1 - x)9 
fl(x 
- ui)2dx - pn J xp(1 - x)q 
fJ(x 
- ui)2dx = 0, (4.30) Jii 
with the normalizing constant cancelling out from all equations but for n=0. 
Now all the integrals can be computed by term-wise integration of the product 
polynomials, the coefficients of which can be obtained in the same way as 
that of Proposition 4.8. Note that should a numerical method with analytical 
gradient be selected, the gradient (and Hessian) will be available analytically, 
as described in the Appendix. 
As we have already noted, the polynomial form of the density allows gen- 
eralizing the above moment matching problem by imposing extra restrictions 
on the density or the cumulative distribution function directly. E. g. we can 
require that the density has some prescribed value at a given point Q(ý) = i7, 
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which gives rise to the following constraint: 
Cß"(1 -Z)"`[I(e-u. )2 -71=0. 
i 
Such a generalization does not introduce any considerable computational over- 
head to the initial setup. The normalization constant will be computed as 
part of the above system on each step anyway. 
4.5.6 A Final Note: Allowing Roots Outside [0,1] 
In this section we have presented several applied statistical methods that were 
explicitly using the characteristic representation of an extreme density (4.4). 
However, we utilized the fact that the roots of the density belong to [0,1] only 
once, when considering an extreme case of equal NIL estimator for all the roots. 
Except for that, we never really need to bound the roots on [0,1]. All methods 
considered will still work, as the normalization constant will ensure that the 
resulting non-negative polynomial is a density. 
Note that going beyond [0,1] is a simpler alternative to using the represen- 
tation of a non-extreme density 
Cxp(1 - x)° 
H(x2 + 2bix + ci). (4.31) 
i 
Indeed, in the above we need to fulfill inequality constraints on c; and b;, 
while with (4.4) with roots going outside [0,1] there are no constraints. We 
know that the density (4.4) with roots outside [0,1] is necessarily not extreme, 
therefore the parametrization (4.4) without restriction on the roots can be 
regarded simply as a more tractable alternative to (4.31). 
With such formulation, (4.19) can be solved with and without constraints 
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on the roots and the better density approximator selected based on the ratio 
of likelihoods or X2 test. The same procedure can also be used to obtain an 
ML estimator. 
4.6 Literature Review 
As was noted in Section 3, the problem of identifying the Choquet-extreme 
polynomial distributions functions on I is new and appears not to have been 
discussed before. 
There is vast literature on semialgebraic methods of characterizing poly- 
nomials, which are positive or non-negative on both bounded and unbounded 
intervals, however they are mostly valuable in the multivariate case. In uni- 
variate setting we note the works of Powers an Remick, [PROO], [PR05]. 
There is a strong interplay between (a) the characterization of polynomials, 
non-negative on semialgebraic sets, and (b) moment problems, culminating in 
the Schmuedgen's result [Sch9l], which is, ultimately, a generalization of the 
classic result characterizing the moment sequences on R in terms of Hankel 
determinants (see, e. g., [Wa104]), going back to Stieltjes. 
Factor copulas are very popular in mathematical finance, especially in 
basket credit modelling. One of the pioneering articles on the subject is 
[LG05]. A notable source on using polynomial multiplication methods to 
convolve Bernoulli variables, coupled with factor copulas, is [LAB03]. 
The PDMMh1 method appears to be novel; we were not able to find any 
comparable framework in the literature. 
A construction similar to our exponential non-likelihood is utilized in [CH74], 
only however in the case of a mixture of two distributions and only from the 
hypothesis testing point of view (whether one of the additives in the mixture 
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should be preferred to another). 
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5 Polynomial Densities on [0,1]x'1 
In this section we extend results obtained in the previous section for the uni- 
variate polynomial densities over [0,1] to the case of polynomial densities over 
[0,1)" 
. 
Some results in this Section hold in the general multivariate case, how- 
ever certain conditions for the extreme density are proven only for M=2. We 
expect the generalization to the higher dimensional case should be straightfor- 
ward and will have essentially the same qualitative results; however, the proof 
will be more technical. 
Consider a general multivariate polynomial of bounded degree (introducing 
the multi-index i= {il ... iß. 1}): 
P(xl, ... , xM) _ Bil 
Al M 
xi 
. im 
11 
i= 
Eoi 
11 
i=1 1 i=1 
(5.1) 
If it fulfils (2.2) - (2.4) on Pf, then it can be interpreted as a polynomial 
distribution function on I", which we will refer to as a polynomial distribution 
function. The partial derivative will be referred to as 
the polynomial density. In what follows we will omit references to IM and 
will always assume we are talking about polynomial distribution functions or 
polynomial densities on Pf. 
In this section we will be mostly interested in characterizing the Choquet- 
extreme polynomial densities. In what follows, we first establish an affine 
bijection between polynomial distribution functions and densities, the bijec- 
tion preserving convexity. Similar to the univariate case, densities are easier 
to deal with, because the M increasing condition (2.4) is replaced by the 
non-negativity of the density. Since we are working with polynomials, non- 
negativity of a polynomial density can be analyzed using the tools of real 
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algebraic geometry. 
5.1 General Form and Affine Bijection 
Imposing normalization and groundness conditions on (5.1) yields the follow- 
ing. 
Proposition 5.1 Polynomial distribution functions on 1M have the form (us- 
ing the notation of (2.15)) 
fixi (fix P(xl, ., XM) =i+E ej i-1 (5.2) 
i-1 l1ill>0 k=1 
Proof. For the general polynomial (5.1), groundedness (2.2) implies that for 
any single index 1, we set xi =0 then P(... , x1_1 i 0, xI+l, ... 
) = 0. This implies: 
i P= Oil... 
imflxi = 
ii im k9N 
k Bil.. 
ily xk 
il im, k=1 
il =0 
=0 if any i, = 0. 
Repeating the same argument for all l=1... M we obtain that (5.1) does not 
contain terms that would miss at least one xi; hence all terms in (5.1) have a 
factor of each xi, which is another way of saying that a polynomial distribution 
function must take the following form (up to relabeling of coefficients): 
nxi 
P(xi, 
... _E Oil... iMHxi' " 
(5.3) 
i=1 il... iM i=1 
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Now, normalization implies that 
P(1,..., 1) =1=Z Bi1... i 
il... im 
00 
... 0=1-E 
Bi. (5.4) 
II1II>o 
In other words, (5.4) imposes a restriction on the free term in the brackets of 
(5.3). Plugging (5.4) into (5.3) yields: 
M 
xM) _ 
JT 
xi 
i=1 
bf 
=nxi 
i=1 
M 
= xi 
i=11 
n; eil... 
iýy 
Al 
Hxi 
= 
f1, 
BU... 
U + 
il... iim i=1 i=1 
b1 
1-E 9i +E 9iJT xi 
II, II>o 11111>0 ti=1 
ht 
1+E Bj jjxi -1 
11111>0 k=1 
oill xi 
which is (5.2).   
Corollary 5.2 Differentiation of (5.2) establishes an of ne bijection, i. e. it 
transfers the convexity characteristics of the set of polynomial distribution func- 
tions to the set of their densities. 
Proof. Differentiation is a linear operation, therefore a convex combination 
of distribution functions is a convex combination of densities. 
For the converse, observe that an integral of a convex combination of a 
family of polynomials Rk(xl,... , xti1) will be 
1l1 i-1 
J 
E%iRk(xl) 
.... xm)dx = 
EAiPk(xl) 
..., xA1) 
+>Cif xj, 
kk i=1 j=1 
and Proposition 5.1 will imply that all the Ci are necessarily zero.   
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Corollary 5.3 If p= {pi,... , pM} is a type of a 
distribution function then 
Pi >0, i=1... M. 
M 
Proof. Follows from the fact that flxi divides the expression in (5.2).   
Differentiating (5.2) with respect to all xi yields for the density 
MM 
dP(xl, ..., x, &, 
) =d fxi 1+ Bi 
fx" 
-1 
i=1 11111>0 k=1 
hf 
=1+E 9i 
H((ik+1)xk 
-1. (5.5) 
11111>0 k=1 
Therefore we can characterize a polynomial density as a polynomial of the 
form (5.5), which is non-negative on ISM. 
5.2 On Characterization of Extreme Densities 
The result of the last section implies that characterizing the extreme polyno- 
mial densities is equivalent to characterizing the extreme polynomial distribu- 
tion functions. That is, one needs to characterize polynomials, non-negative 
on I", and integrating on Pf to one. Characteristic representation of the 
polynomials that are non-negative on 1" is given ultimately by the PD The- 
orem (Theorem 2.29); however this theorem gives only a representation in 
terms of the rational functions. Only fulfilling the normalization requirement 
is trivial and amounts to resealing by a constant. Furthermore, we immedi- 
ately observe (as we did in the univariate case) that an extreme density should 
have a zero on IM, which implies that it may be represented as the sum of 
squares of rational functions only, which is useless in our case. Therefore direct 
utilization of the available real algebraic results is not possible and we must 
attempt to generalize to higher dimensions the univariate approach based on 
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the analysis in term of factorization into the irreducibles. 
In this section we will be mostly using two results from real algebraic geom- 
etry that hold in two dimensions, i. e. for polynomials from R[x, y], which are 
non-negative on J2. The first is a specialization of a general Positivstellensatz 
(see, e. g., [PD011). 
Definition 5.4 Given a polynomial fE II8[x, y] we define the zero set of f as 
VV(f) = {(x, y): f(x, y) = 0}. 
Lemma 5.5 ([d1P02], Real Study Lemma) Given that f, hE R[x, y] are 
of positive degree, such that f is irreducible in R[x, y] and indefinite and 
V (f) 9 Ug(h) then fIh. 
Another one is an example of a distinguished representation. 
Lemma 5.6 ([Sch05), Corollary 3.8) Let hl, ... hn be linear polynomials in 
R[x, y] such that the convex polygon K= {hl > 0,.. ., 
hn > 0} is compact with 
non-empty interior. Let f be a polynomial which is non-negative on K. If f 
does not vanish in any vertex of K, then f has a representation. 
n 
.f= so 
+ sih i, (5.6) 
i=1 
where si, i=0... n are sums of squares of polynomials. 
5.2.1 A Sufficient Condition 
In this section we restrict our consideration to the two dimensional case, i. e. 
we consider a polynomial from R[x, y]. 
Lemma 5.7 Suppose that PE R[x, y) is such that 
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. Pen is of a type p, for sonnen > 0, 
9P is indefinite and irreducible in II8[x, y], 
" the algebraic curve defined by P crosses the interior of I2, i. e. v (p) fl 
J2: 0 ä. 
Then the density A A. P2'" is extreme, where A is a constant. 
Proof. Since P is indefinite and V(P) fl I2 0 then this intersection is 
infinite. 
Suppose that P2i = Aq + (1 - A)r, AE [0,1]. 
First observe that both VR(P) C VV(q) and VI(P) 9 VR(r); otherwise 
Aq + (1 - A)r would have only finite number of the intersection points by the 
Bezout theorem. But then, by the Real Study Lemma, Pjq and Pir. Therefore 
P2"-1 = Aq/P+ (1 - A)r/P. Repeating this reasoning 2n times we obtain that 
P2i Iq and Per Ir The lemma now follows because P, q and r are densities, 
and hence should integrate to 1.   
Corollary 5.8 Suppose that a polynomial P of type p can be represented as 
p_ Ilpen; 
, (5.7) 
where each P; ER [X, y] is indefinite and irreducible in R[x, y] and the algebraic 
curve defined by Ps crosses the interior of 12: V(P)n12 0 0. Then the density 
A A. P, is extreme, where A is a constant. 
5.2.2 Necessary Conditions 
Recall that in the univariate case an extreme density was a product of terms x, 
(1- x), and (x - a), which are C-irreducible polynomials with real coefficients. 
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In this section we partly generalize this observation to the multivariate case. 
Lemma 5.9 ([dlP02, Lemma 23]) Suppose that fE 1[8[xl,... , x, 
] is irre- 
ducible in 11x1,.. ., x,, 
]. Then f is reducible in C[xl,... , xn], if and only 
if 
either f or -f is a sum of two squares in ]R[xl, ... , xn]. 
This immediately implies the following. 
Proposition 5.10 If PE R[xl,... , x] is 
IR-irreducible, but C-reducible then 
P(x) ý E(P). 
Thus the building blocks of the factorization of the multivariate extreme 
polynomial can only be C-irreducible polynomials with real coefficients. 
Another basic observation in the univariate case was that a polynomial 
of the degree lower than the one we were considering could not be extreme 
(Lemma 4.3). In the multivariate case it is clear than if we fix the degree N 
and dimension Al, then the allowed powers pi, i=1... M for the arguments 
of the density must fulfil: 
pi = N, such thatp; > 0. (5.8) 
t_i 
The whole set of multivariate polynomials of degree N will split into the classes, 
closed under the formation of convex combinations. Each such class can be 
identified by the type, as defined in Section 2.4, fulfilling the above condition. 
By construction, a convex combination of elements of different types cannot 
be an extreme density of degree N, therefore in what follows we can assume 
that the type p is fixed. Given two types pi and p2, we will write pl < P2 if 
Pi, l <P , 2, 
Vi = 1... Al (the second index being the index of the whole tuple) 
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and pl < P2 if the strict inequality holds coordinate-wise. The extreme set of 
densities of type p will be denoted by e(p). 
Now we can formulate generalizations of Lemma 4.3 to the multivariate 
case. 
Proposition 5.11 If the type p of a density is such that F,; 1 pi <N then 
it 
is not extreme. 
This can be proved by considering exactly the same construction as in 
the one-dimensional case in any variable; see proof of Lemma 4.3. Such a 
construction will keep the degree of the "tilted" multivariate density less than 
or equal to N. 
Proposition 5.12 If P(x) >0 on IM then P0 E(p). 
Proof. The case when N=0, for which P(x) - C, is trivial, as the whole 
set of polynomial densities only contains one polynomial. Otherwise, assum- 
ing that the highest power of xl is positive (which will be fulfilled, perhaps 
after renumbering the arguments), consider Q±(x) = P(x) ± (Cxi + D). The 
constants C and D need to be selected such that Q±(x) > 0, which can be 
done by requiring that min Q-1 (x) =0 and f (Cxl + D)dx = 0. This yields 
a system with two linear equations with two unknowns C and D that always 
has a solution.   
The next conditions are essentially two-dimensional. 
Proposition 5.13 If P(x, y) E R[x, y] has only a single isolated zero in I2 
then P(x, y) ý E(p). 
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Proof. Withoutessential loss of generality, suppose that the zero is located at 
(0,0). Rewriting the polynomial P in terms of the homogenous polynomials 
P(x, y) _ 
ei+jxiy -i' 
i j=1 
consider the value of P,, (x, y) on the line y= ßx: 
i 
P(x, Qx) _ xi 
E Bi, jOi-j 
j=1 
Since the polynomial has an single isolated real zero at (0,0), it does not have 
any other zeroes, for all 0. Therefore, considered as a polynomial in ß (for the 
fixed x), it can be decomposed into the product of positive definite quadratic 
factors: 
P(Q) = cx2 
JJ(ao, 
k(x) + I3 1, k(x) + ß2a2, k(x)), 
k 
where a(x) are some polynomial functions. Substituting ß= y/x we imme- 
diately obtain that the original polynomial can be factorized and some of the 
factors are positive definite, which implies that the original polynomial is not 
extreme, which follows from Proposition 5.12.   
Proposition 5.14 If P(x, y) E R[x, y] is extreme and has only a finite num- 
ber of isolated zeroes on 12 excluding the corners, then P(x, y) can have zeroes 
only on the border of 12. 
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Proof. By Lemma 5.6, we have 
4 
P(x, y) = so + sihi, (5.9) 
i=1 
where hi E {x, y, l -x, 1 -y}, 
and s;, i=0, ... ,4 are sums of squares. 
If this representation contained more than one term than P(x, y) then the 
P(x, y) would not be extreme. Therefore, to fulfil our assumption, the above 
representation can only have one summand. 
The representation of the form P(x, y) = s; hi, would mean that P(x, y) 
has an isolated zero in the corner of I2, which is prohibited by the theorem 
assumption. Therefore we can only have P(x, y) = so = r2, a single square, 
having several isolated zeroes inside I2 except the corners. 
Now we have three possibilities (since the case of an isolated zero in the 
corner is excluded): 
1. r changes sign inside I2, 
2. r changes sign on the border of I2, 
3. r does not change sign on 12. 
If r does change the sign then r2 cannot have isolated zeroes inside 121 so 
case 1 is not possible. Consider case 3, and assume that it is true. In other 
words, r is non-negative on I2 and has a finite number of isolated zeroes on I2 
except the corners. Clearly, if P were extreme, so should be r; otherwise, if r 
is not extreme, then P= r2 is surely not extreme. 
Therefore r fulfils the conditions of the lemma therefore we can apply all 
logic starting with decomposition (5.9) to it. This construction can be repeated 
Andrey Chirikhin 67 
Section 5.2 Polynomial Distribution Functions On Bounded Intervals 
infinitely many times, due to our assumption that P was extreme, and no 
minimal polynomial q, such that P= q2° can be established, 
because on each 
step we should be able to repeat our construction. Thus case 3 yields a 
contradiction. Therefore only case 2 is possible, which implies that 
P(x, y) 
will have an isolated zero on the border of I2, except the corners.   
5.2.3 Conjecture on Characterization 
Consider a factorization of a polynomial density P(x, y) into the product of 
powers of coprime polynomials with real coefficients, irreducible over C: 
Q=ClRt'. (5.10) 
We have established that all Rti must have zeroes on I2 and if Ri changes the 
sign on I2 then n; should be even. 
Consider a convex combination of polynomials that have factorizations of 
the form (5.7): 
AllP? "t + (1 - A)fIQj"' 
Since all Pi and Qj are irreducible over C, we have two options: either the al- 
gebraic curves Vc(Pj) and Vc(Q3) have common components or, by the Bezout 
theorem, they intersect in a finite number of complex points. Therefore, they 
will either have common real components or will intersect in a finite number of 
real points. In the former case, the Real Study Lemma will imply that Pi=Q, 
and ni = m3 . 
This observation indicates two difficulties of characterizing the extreme 
polynomial densities in the multivariate case compared to the univariate one. 
Firstly, the fact that a factor R1 in (5.10) is non-negative and has only a finite 
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number of zeros on 12 does not necessarily imply that it is a sum of squares. 
It does in the case when it has only one isolated root. But, as we figured out 
above, it may be extreme and have several isolated roots on the boundaries 
except the corners, or it may theoretically have several roots in the corners. 
Another difficulty is that Ri may be non-negative on I2 and define a non- 
trivial real algebraic curve on I2, but it need not be some of squares. It will 
only belong to the preordering i. e. it may be represented 
as sums of hss2/s2 or just si/s2. 
Therefore only a partial characterization could be formulated as follows. 
Conjecture 5.15 (Multivariate Characterization) Consider a factoriza- 
tion of Q(x, y), which has order N, into components that are polynomials with 
real coefficients, irreducible over C: 
Q=CTTp? niTTR (5.11) li 
3 
where P; (x, y) changes sign inside I2 and R3 either does change sign on the 
interior of J2 or changes sign on its border. Then Q is extreme if and only if 
the following holds: 
1.1? must have zeroes in 12, but they cannot have a single isolated zero on 
12 and if they have a finite number of isolated zeroes on I2 except its corners, 
then these zeroes must be on the border. 
2. Rj cannot be represented as a sum of other polynomials, -non-negative 
on P. 
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5.3 Literature Review 
The problem considered in this section appears to be essentially new. We 
could not find any publications on this matter. 
The nearest research subject available in the literature is the characteri- 
zation of extreme semi-definite forms, e. g. as in [CL77]. The setup there is 
however much less restrictive, as the authors do not bound the degree of the 
form. The approach and results seem to be quite specific and the work does 
not appear to have any major follow ups. 
At the same time, there is a vast literature on the characterization of poly- 
nomials (of unbounded degree) that are either definite or semi-definite of either 
bounded or unbounded semialgebraic sets. The two main research subjects 
and results, somewhat relevant to our subject, can be categorized into two 
groups: 
" General characterizations, given by Theorems like 2.28 or 2.29, some- 
times generalized for a general rings and cones (see, e. g. section on 
"formal" Positivstellensatz in [JBR98]). 
9 Characterizations of the cases when polynomials that are definite or semi- 
definite on the semialgebraic sets can be represented in terms of (2.22), 
and not (2.23). See [PD01] for details. 
Corollary 3.10 from [Sch05] was cited in Section 3 and is most relevant for 
our consideration. 
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6 Polynomial Copulas 
This section is devoted to studying polynomial copulas and their densities. As 
discussed in the introduction, copulas provide a way to construct (quantile) 
couplings of random variables. However, due to the poor analytical tractabil- 
ity of multivariate copulas, only factor copulas attracted attention from the 
practical perspective. In this section we show that polynomial copulas can be 
viewed as a generalization of factor copulas the way we defined them in Section 
3, which makes them attractive in all applications where factor copulas would 
be. In addition to that, their polynomial nature allows one to simplify the 
characterization of the set of polynomial copulas compared to that of factor 
copulas, in particular, in the sense of Choquet extremality. 
In line with the emphases of the current work, we first consider the char- 
acterization of extreme polynomial copula densities of bounded degree and 
then analyze the application of polynomial copulas to convolution. We also 
introduce a new class of reflexive copulas. 
Definition 6.1 Polynomial copulas are polynomials that fulfil conditions (2.2)- 
(2.8). 
In this section we will continue to use the notation we used for the general 
polynomial distribution functions. Having fixed the polynomial's degree N 
and type p, we write 
,, 
Y(p) 
for the set of polynomial copulas of degree N and type p, and 
OCp ly(p) for the set of densities of the elements of ýpoly 
6.1 General Form and Affine Bijection 
Firstly we extend Proposition 5.1. Being polynomial distribution functions, 
polynomial copulas satisfy the conditions of that proposition, however the fact 
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that margins are uniform narrows down the representation. 
Proposition 6.2 Polynomial copulas have the form (using the notation for 
IIilI and i(1)from (2.15)): 
M 
Ci(x1, 
... , x/ºi) = 
flxi 1 -}- 
i=1 
9; fxk 
1111M0, jil>1 k=1 
1ý1 
xk +M-1. 
k=l 
(6.1) 
Proof. Reproduction of the margins implies that if in (5.2) we set all x2 but 
one (say x3) to 1 then we obtain x;, i. e. 
x; = x; 1+Z Bi 
(x, 
- 1) (6.2) 
IIiII>o 
=x; 1+E 
E 9; (x'ß -1) 
tj 11111>0, i(i)=13 
= X; 1+ (x -1) E ei ei = 0. ii Dill>o, i(i)=j lli1I>O, i(i)=ii 
The latter equality means the following. Given the index j, on the left-hand 
side we first fix the value of the j-th coordinate of the multi-index at i;, and 
then sum over all other realizations of the coordinates in the multi-index. This 
gives us the sum over all 81 with one value of the coordinate vector fixed. Thus 
we can solve this equation for one of such O. For example, if we pull out Oi(, ), 
i. e. the coefficient where the j-th coordinate is ij, and all others are zero, 
then we can write: 
0i(j) =-E 0L" 
li>1, I( )=i, 
In other words, on the right hand side we are summing over all indices, 
with fixed positive j-th coordinate and at least one other coordinate larger 
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than zero. 
The coefficient O) corresponds to the term x(1) -1 in the brackets of (6.2), 
so collecting the terms yields (6.1).   
Note that the above proposition implies that Proposition 5.3 also holds for 
polynomial copulas. 
Also, the proposition implies that polynomial densities have the form 
dC(xl,..., xMr) = 1+Q(x1,..., xn1), (6.3) 
where Q(xl,..., xA, ) > -1 on Iý1, 
and J Q(xl,... , xif)dxi = 0. 0 Jo 
The set of polynomial copulas/densities is not empty. 
Example 6.3 FGM density: 
c(x, y) =1+ 0(1 - 2x)(1 - 2y). 
Proposition 6.4 Let G(u, v) be a copula. Then 
C(u, v) = uv (1 +0(1- u)(1- v)G(u, v)) 
is also a copula if 0E [0,1/2]. 
Proof. It is clear that C(u, v) is grounded and reproduces the margins; there- 
fore it is sufficient to check that the second cross derivative is greater than or 
equal to zero. Direct calculations yield 
Cu =1+ B{ 
(1 - 2u)(1 - 2v)G(u, v) + u(1 - u)v(1 - v)Gu(u, v)+ 
(1 - 2u)v(1 - v)G(u, v) + u(1 - u)(1 - 2v)Gu(u, v) 
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Since G(u, v) is a copula, G(u, v), Gu(u, v), G(u, v) E [0,1], GuT, >0 (see 
[Ne1061, Theorem 2.2.7). Hence 
(1 - 2u)(1 - 2v)G(u, v) > -1, 
u(1 - u)v(1 - v)Gu(u, v) > 0, 
(1 - 2u)v(1 - v)G(u, v) > -1/4, (6.4) 
u(1 - u)(1 - 2v)Gu(u, v) > -1/4, 
and 1+ ©[... ] >1- 20, which is greater than 0 once 0E [0,1/2].   
6.2 On Extreme Polynomial Copula Densities 
In this section we will use the form (6.3) of a polynomial copula density. 
6.2.1 A Necessary Condition 
First we note an elementary necessary condition for a polynomial copula den- 
sity to be extreme. 
Proposition 6.5 An extreme density has a zero in IM (p(x) E E(äVP'ojv(p)) 
=377 EPf. P(t)=0). 
Proof. Suppose that p(x) >0 on IM. Set µ= inf (p(x) :x EIu'1) and consider 
p± (x) = p(x) ±µ fl(xti - 1/2). 
i 
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Since p(x) is a copula density, so is pt(x). This is because p±(x) >0 on IM 
and 
c± (x) = 
JX 2H 
xi(x- 1) 
t 
is grounded and reproduces the margins. 
However p(x) = (p+(x) + p_(x))/2, so p(x) is not extreme. Hence the 
proposition's claim follows by contradiction.   
6.2.2 Characterization and Duality 
A characterization of the extreme polynomial copula densities can be obtained 
in terms of a duality relationship that we derive in this section. We construct 
the supporting hyperplane using the functional from the Monge-Kantorovich 
(MK) problem. Note that in this section we consider polynomial copulas as a 
subset of some functional Banach space, as opposed to merely being an element 
of a polynomial ring; see Remark 2.15. 
First we consider a more trivial case, relaxing the requirement that c(x) > 
0. Consider a generalized I\longe-Kantorovich (MK) problem, restricted to the 
polynomial densities on III: 
find p(x) E DC ',, (p), (6.5) 
which minimizes I (p) =j c(x)p(x)dx, M 
provided that I (p) > 0. 
The generalization here is that instead of requiring c(x) > 0, we require only 
the whole functional I (p) to be positive. This allows us to consider (6.5) for 
the cost functions taking both positive and negative values, while keeping I(p) 
a non-negative linear functional on E (äßpp 1Y(p)), which we will need to apply 
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the separation theorems. 
Our goal is to characterize the set E (ö(rP 1 (p)) in terms of the cost func- 
tions c(x). The following two lemmas provide the characterization. 
< Lemma 6.6 (Direct MK) If the set of cost functions c(x) is such that I (p) 
oo, Vp(x) E cie t, (p), then the problem (6.5) has a solution, p-"' EE 
(ägP 
iv (p)). 
Proof. Since 1(p) is linear, continuous and bounded on a convex closed set 
O(r 
poly 
(p), by the W'Veierstrass theorem it achieves its minimum and maximum 
at an extreme point of the set, while these extrema need not be unique.   
Therefore, to formulate the characterization we need to solve the "inverse" 
MK problem: given an extreme copula we prove the existence of a cost function 
of an MK problem, for which the given extreme copula is an optimizer. 
We start with a weaker characterization of the equivalence classes of the 
polynomial copulas in terms of c(x) E G2 (IM) that are densities of signed 
measures on Pf. 
Lemma 6.7 For each pe (x, y) EE (p)) there exists a regular signed 
Borel measure, absolutely continuous with respect to Lebesgue measure with 
the density c(x) E G2 (I"), such that pe(x) solves the problem (6.5) for the 
cost function c(x). 
Proof. By the Separating Hyperplane Theorem, there exists an affine hyper- 
plane H(p) = 0, going through pe, such that H (8Q: p jy(p)\pe) > 0. Consider- 
i OC ng , y(p) as a subspace of G2 
(I"), by the Riesz representation theorem 
there will exist an element c(x) E G2 (IM) such that 
H(p) =f c(x)p(x)dx. 
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In this case c(x) can be considered a cost function in the problem 6.5 and by 
construction pC is a solution of this problem over alp i,, (p).   
Now we return to the standard setting of the MK problem, requiring that 
the cost function is non-negative. That is, our goal will be to associate with 
each extreme polynomial copula a cost function c(x), non-negative on IM, such 
that the copula is the solution to the following problem: 
find p(x) E OCp ,, Y(p), 
(6.6) 
which minimizes I(p) =1 c(x)p(x)dx, 
fM 
provided that c(x) > 0. 
First note that both the formulation and proof of necessity (Lemma 6.6) still 
hold in this case. 
We now proceed to sufficiency. In the following lemma we use the following 
convention given the type p: p-1= {pl - 1, ... PAl - 1}. 
Lemma 6.8 (Inverse MK, general) For each pe E (öýPO there ex- 
ists a cost function c(x) on IM such that pe is a solution of the problem (6.6) 
over pE OQ: p ly(p). 
Such c(x) is a non-negative density of a regular Borel measure with moments 
( mal... aMfi) = 
fM 
i 
x{pid%L < 00, 
for all cti < pi. 
Proof. The plan is to use the separation theorems to construct a linear func- 
tional over Oq: poly 
(p) attaining the minimum at pe, then find the representation 
of this functional as an integral by some measure and then utilize the fact that 
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ac_riy(p) is a finite dimensional space to select the measure to be positive and 
have density. 
Consider a cone Conp,, i, (p - 1) of non-negative polynomials with marginal 
degrees of up to p-1= (Pi - 1, ... , pß. 1 - 
1), which is closed and convex (see 
Section 3); cýL*Poly (p) is a convex and compact subset of Conpoj., (p - 1) and 
pe (x) is an extreme point. 
Note that the trivial zero polynomial belongs to Conpoiy(p - 1) and is 
also an extreme point. Consider a line connecting 1(t, pE) =t+ (1 - t) p-0, 
connecting the trivial zero polynomial with p6(x). By the Hyperplane Sep- 
aration Theorem, there exist an affine hyperplane H(p) = 0, going through 
p6 such that Conpoiy(p - 1) lies entirely on one side of that hyperplane, i. e. 
H (Conpoty(p - 1)) > 0. The line 1(t, pE) lies on the boundary of Conpoly(p - 
1), so it must belong to that hyperplane H, i. e. H((l(t, pe)) = 0, hence H(0) = 
0, and therefore the functional His linear and positive on Conpo1.., (p-1) . Thus 
H is a positive continuous functional on the space of all (p - 1) polynomials. 
Consider the space of all polynomials C01 (IM) as a subset of functions 
C (I^f ), continuous on [0,11, denoting Cp ,, 
(I"') the subset of CColy (IM) of 
(p - 1) polynomials. Since for dp E Cpoiy 
(IM), aq E CP 1, y 
(IM) 
, such that 
q>p, and II is a positive linear functional on Cp jY 
(IM), the conditions of 
the Riesz extension theorem of a linear positive functional (see e. g. [CasO5, 
Theorem 11) are fulfilled, hence H can be extended as a positive functional 
from CPPly (I") to Cri (I"). Note that such an extension will provide a 
continuous functional, if continuity on C (IMM) is with respect to the supremum 
norm. 
Since C1 (I M) is dense in the set C (I ^1) of functions continuous on I"', 
H can be extended to a positive continuous functional on C (IM) . 
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As H is now a positive continuous functional on C (IM), and I" is compact, 
by the Riesz representation theorem for positive continuous functionals (see, 
e. g. [HowO5, Theorems 8.14 and 8.151) for all fEC (IM) , we have 
fdµ, (6.7) H* (f) = 
LM 
where p is a regular positive Borel measure on IM. Since H* was obtained 
through the sequence of extensions of a functional, such that H(p) >0 for pE 
OCP, 1v (p) and H (pe) > 0, p' can be viewed as a solution to the optimization 
problem H'(p) -º min, over cýýp ,,, (p). 
Note that by the nature of p, p. must have finite moments ma,... QM at least 
for all a; < p;. Moreover, the value of H* on alp w(p) is a linear combination 
of these moments. Therefore we can select any other measure v, such that for 
Zx < p: mp,,,, a (i) = 
ma,, an(v), pE is also the solution of the problem 
1(p) = jM p(x)dv -' min. 
We can select v such that it has a polynomial density, i. e. 
dv = 7x-Odx =q(x)dx. (6.8) 
Q 
The moment matching condition = ma,.,, an(v) translates into a 
system of linear equations for i. The set of multi-indices (and powers) ß 
of such a polynomial can always be selected such that the moment-matching 
system has a non-trivial solution. 
If the resulting polynomial q(x) >0 on M, then set c(x) = q(x). Other- 
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wise, observe that if p-' is the solution of 
I(P) =I p(x)q(x)dx -' min, 
it is also the solution of 
Ic(P) =J P(x) (9(x) + C) dx mi, 
M 
for arbitrary positive constant C. Indeed, (local) extremality of pý requires for 
any admissible variation bp that 
1(pE + öp) =J (pe(x) + bp(x)) q(x)dx 
IM 
= 1(PC) +J 5P(x)q(x)dx > I(E), 
M 
implying that 
Im 
SP(x)9(x)dx > 0, (6.9) 
for the admissible variations. Therefore 
Ic(p + bp) = jM (pe(x) + öp(x)) (q(x) + C) dx 1 
=fM pC(x) (q(x) + C) dx+ J 5p(x) (q(x) + C) dx IM 
= Ic(pt) +jM ap(x)q(x)dx > Ic(pe), 
where we have used (6.9) and the boundary condition on the admissible vari- 
ation 
p(x)dx =o Sp(x) : 
jM 
(which is needed to keep p'r + bp a probability measure density). Now c(x) = 
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q(x) - min (q(x)), which by construction is the density of a positive 
Borel 
xr=M 
measure on P. This completes the proof.   
The two lemmas above imply the following 
Theorem 6.9 Fora polynomial density p to be extreme, i. e. pEE (3CN jy (p)) , 
it is necessary and sufficient that there exists a positive cost function c(x) (in 
the MK sense), such that p is the solution for the MK problem over öQ: p tv(p). 
Such c(x) is a density of a regular Borel measure µ on IM, and such p. has 
finite moments 
( 
fM fl 
xia; dµ < 00, Mai... on lµ) = 
i 
for a. lla, <pi. 
By the Weierstrass Theorem, a positive cost function can be approximated 
arbitrarily closely by a polynomial that will necessarily be strictly positive on 
1''. The representation of such polynomials (of arbitrary degree) is given by 
the Schmuedgen Theorem (Theorem 2.28), which implies the following: 
Corollary 6.10 There is a bijection between the set of the cost functions c(x) 
considered in Theorem 6.9 and a subset of preorder Th11h2,... h, Mh2M 
(x), where 
hii(x, ) = xi, h2C(xt) =1- Xi. 
6.3 Polynomial Copulas and Convolutions 
Recall that the probability generating function (pgf) of an integer-valued ran- 
dom variable x with probability distribution pn = 1ED(x = n) is defined by 
f (ý) _ E(zx) =E pnzn" 
n 
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In particular, if x is bounded than its pgf can be written as 
f (Z) = X-xminQ(z), 
where Q(z) is a polynomial. This property is used, in particular, to reduce 
convolving independent bounded integer valued random variables to multipli- 
cation of polynomials. 
Somewhat stretching the analogy, we envisage potential applications of 
the multivariate polynomial copulas in convolving random variables. This is 
because the very form of a polynomial copula 
MM 
C(x1, ... , xxf) _ eti,... i, ti, 
nxý "= E9; Ilx; " (6.10) 
it... im i=1 i i=1 
can be interpreted as a "probability generating function" for the NM-valued 
random vector v, assuming that ©i,...;,, = IP (v = (il ... iM)). The vector v is 
bounded because the order of the copula is bounded. Recall that normalization 
of copula implies 
C(1,..., 1)_1=E ei,... iM, il.. im 
and hence the vector of ©t,,,,;,, can indeed be interpreted as a signed probability 
measure. 
Substituting the margins into the copula arguments yields, for a joint dis- 
tribution, which we will refer to as the polynomial coupling of the margins, the 
following expression: 
At 
G(x1,..., XAf) = C(F1(x1),..., F'h1(xnr)) _ Ok11 Fi(Xi)"''k, (6.11) 
k i=1 
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and its density is 
M 
9(x x)=ä G(x ", xAl) _E 9k 
][I mskt Fi(xt")m'``-1 fs'(xs) lr"" "ý 1º1 xl,... xiy 1ý" ", 
k i=1 
(6.12) 
where fi(x, ) = FF(xi) is i-th marginal density. Note that we have abbreviated 
the notation of the index of the summands, writing Bk =Oil ... i,,,,. 
Expression (6.11) can now be interpreted as a factor copula, the factor 
being Ok. There is, however, a difference to the typical construction of a 
factor copula. Typically, conditioned on the factor we obtain an independence 
copula of the margins. In (6.11), conditioned on the factor, we obtain an 
independence copula of the integer powers of the margins. 
As an illustration, consider how this interpretation of a polynomial copula 
as a factor copula can be used to convolve random variables, coupled with this 
copula. Consider z= EA f1x;. To construct the distribution function for z, 
F(t) = P(z < t) we have to integrate 6.12 over the region in IRA', determined 
by Eil l xi < t: 
Al 
? (z < t) =f EBk [Imak t F$(xs")m`k-1 ftt(xi)dx" (6.13) s ýt zi<t k i=1 
n 
_ 
ZO, f 
nfldFi(xi)mtk 
k i=1 =t<t i=1 
n 
Bk rIdF*k(xt)> 
k xi<t t=t i=1 
where Fi*k(x$) = Fi(x{)msk 
Nov each of the summands can be evaluated separately, for which we need 
to convolve Al conditionally-independent random variables with probability 
distributions F, (x1). 
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6.4 Reflexive Polynomial Copulas 
In this section we introduce a class of reflexive polynomial copulas which is 
closed under forming the convex combinations and allows simple characteriza- 
tion of its extreme points. As we show below, this class is attractive, because 
it is quite easy to construct such copulas, as opposed to constructing general 
polynomial copulas. 
Definition 6.11 We call a polynomial copula density 1+ Q(x) reflexive if 
IQ(x)l <1 on l"ý 
The subset of the reflexive copulas of type p will be denoted 91p 1, (p); note 
that 9iß IV (p) CCN the subset of reflexive polynomial copulas of given 
order and type. 
Clearly, the set of the reflexive polynomial copulas is stable with regards 
to forming convex combinations, therefore it is characterized by its own set of 
extreme points. Note that since IQ (x) < 1,1 -Q (x) E 09I iy. Now we have 
the following straightforward result: 
Proposition 6.12 If 1+Q(x) is reflexive and an extreme point f Mpoly (p), 
so is 1- Q(X). 
Corollary 6.13 If 1+Q(x) is reflexive and extreme of äý ,, (p) then lQ(x)l - 
1 must have a zero on IM 
Proof. This follows from the fact that the construction of the above Proposi- 
tion creates a reflexive density out of a reflexive density.   
The natural tool to analyze reflexive copulas are multivariate Legendre 
polynomials, shifted to I", which we now review. 
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Definition 6.14 A [0,11 shifted Legendre polynomial of degree n is defined by 
n (; ) L(n+ 
ýnlxý = -1)n 
E\ 
±C 
s-0 
kl 
The shifted Legendre polynomials are orthogonal on [0,11 with respect to 
G2 inner product: 
f1 
ýn(x)ým(x)dx = 2n + 1Snm. 
(6.14) 
Definition 6.15 A multivariate Legendre polynomial shifted to IM is defined 
by 
m 
Pn1... nM(xl,..., XM) =f ni\xi) 
i=1 
Clearly the Pn1,,, fM are orthogonal on I AI. For further details on applica- 
tions of Legendre and other orthogonal polynomials see [W'Va104]. 
The reason Legendre polynomials are especially useful in the analysis of 
copulas is because Q(x) must change sign on IM. In all other settings we have 
considered, the polynomials of interest were non-negative on IM, and the non- 
negativity was essential. Now the change of the sign is essential, as otherwise 
the uniform margins of 1+Q(x) will not be reproduced and hence it will not be 
a copula. However, orthogonality (6.14) implies that fö ý(x)dx = 0; therefore 
if we put 
C(xl, 
... , xM) =1+ 
Q(xl, 
... , xM), 
where Q is a multivariate Legendre polynomial, such that Q(x,, ... , xM) > -1 
on IM, then C will be a copula. 
With regard to reflexive copulas, representation in terms of the Legendre 
polynomials plays a special role. 
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Theorem 6.16 Polynomials of the form 
dC(x) =1+ Q(x) =1+ 11C(xi) 
4 
are extreme in t'39ip , y(p). 
Proof. This follows from the fact that univariate Legendre polynomials form 
a complete orthogonal basis on [0,11 and that the representation of any Q(x), a 
polynomial of bounded degree, in terms of linear combination of the Legendre 
polynomials is unique.   
Note that Legendre polynomials fulfil the necessary condition of extremal- 
ity: they are bounded between [-1,1] and reach values of either -1 or 1 on 
IM 
6.5 Literature Review 
Polynomial copulas are essentially a new research subject, the problem of char- 
acterizing the Choquet-extreme copulas being totally new. We believe this 
is because the fields of multivariate applied probability (including coupling 
methods) and real algebraic geometry did not generally overlap, perhaps, for 
historical reasons. Indeed, real algebraic geometry is a much younger field 
of mathematics, therefore at the time many classical results in multivariate 
applied probability were being obtained, including the development of the 
nomenclature for parametric models, the relevant real algebraic tools were not 
yet available, at least for the case of bounded random variables. Also, the 
practical implementation of algebraic methods only became feasible with the 
substantial increase in CPU power in recent decades. 
There are only a few publications dealing with polynomial copulas per 
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se. Firstly we mention a few sections in [Ne106] exploring FGM and dealing 
with the cases when sections of copula (e. g. a distribution function of one of 
the variables, conditioned on another variable) are polynomials of prescribed 
degree. There are several publications that generalize the FGM family in 
various ways (e. g. [FK07] and the publications it references), with the resulting 
copulas not being polynomials. The nearest work to our setup would probably 
be [SSO4], where the Bernstein approximation to copula functions is studied, 
although coefficients that would make the polynomials under consideration a 
copula are not characterized. Still this work mentions ideas that are explored 
here in the section on polynomial coupling. 
On the other hand, the characterization of Choquet-extreme probability 
distribution functions with fixed margins is a relatively old field, with an 
abundance of literature. The mainstream research in this area deals with 
the optimal transport problem (MK problem in the current work), both in the 
classical two-dimensional, and the generic case. It is essential for the problem 
setup that the margins of the transport plan are fixed, therefore, given the 
margins, identifying and characterizing the optimal transport plans is essen- 
tially characterizing some subset of copulas. However, the solution of the 
optimal transport problem will depend on the margins, so having margins uni- 
form is, perhaps, a simpler setup from the optimal transport problem point of 
view. For the references in the two-dimensional cases see [Vi1031, or the major 
reference [RR98]. 
The classical result in characterization of optimal transport plan is the 
Birkhoff theorem [Bir461, stating that permutation matrices are extreme dou- 
bly stochastic matrices. An extension of this to the case of continuous bounded 
random variables stems from the works of Sudakov [Sud79] .A characteriza- 
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tion of the optimal transport plan in the MK problem is given in [WT071. 
None of these results is actually useful in our setup, as the authors do not 
restrict themselves to considering only sets of polynomials. 
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7 Conclusions and Further Research 
This thesis explored both theoretical and applied äspects of polynomial and 
copula densities, and one main theme of the work was the characterization of 
the Choquet-extreme densities. 
From the theoretical standpoint, it is most interesting to complete and 
extend the results of Section 5 to a characterization of the extreme polyno- 
mial norms (homogenous multivariate polynomials of a given degree), non- 
negative either on real algebraic sets or on full underlying fields. Clearly, in 
the most general setting one will have to drop the assumptions of the set of 
such norm being compact, thus rendering the Choquet theorem inapplicable. 
The problem will then be to characterize the non-negative norms that cannot 
be represented as convex combinations of other non-negative norms only in 
the algebraic sense. For example, given non-negative forms x, y, z over a real 
field K with a preorder P (writing a <p b, a, bab-aE P) and AEK, such 
that 0 <p A <p 1, then 
x=Ay+(1-, \)z, withy, zES=y=z=x. (7.1) 
It can be required that the forms involved are non-negative on the whole 
KN or only on its semialgebraic subset. 
As we noted in the literature review for Section 5, the problem of character- 
izing extreme non-negative forms has been considered, but not systematically. 
Also, it was only considered in the more complex (in our opinion) case of the 
form being non-negative on KN. However, if one requires the form to be 
non-negative only on a (simple) semialgebraic set, and considers only forms of 
bounded degree and endow the set of forms with some norm, this will introduce 
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an equivalence relationship on the set of such forms, the equivalence classes 
being stable with respect to the formation of convex combinations. Then one 
can use the decomposition approach we employed in Section 5 to characterize 
the extreme norms in a given equivalence class. The fact that given the set of 
non-negative polynomials of a fixed degree, an extreme polynomial must be of 
that degree hints that the whole set of forms non-negative on a semialgebraic 
set will not have extreme points at all. 
From the practical standpoint, polynomial densities both in the univariate 
and multivariate cases are attractive in modelling bounded random variables. 
In the multivariate case however the computational burden of the numerical 
methods may be too high. 
A two-dimensional copula can be viewed as a Markov chain generator. 
Therefore another problem interesting from both the practical and applied 
points of views would be studying Markov chains generated by two dimensional 
polynomial copulas. 
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8 Appendix. Polynomial Multiplication 
On several occasions the numerical algorithms we considered could be reduced 
to the multiplication of polynomials of equal and low degrees, e. g. the multi- 
plication of a sequence of quadratic polynomials: 
M 
Q(x) 
_ 
fl(akx2 + Qkx +'Yk)" 
k=l 
Since this operation for large Al can become a bottleneck of a numerical al- 
gorithm, we briefly review the efficient numerical methods of computing such 
products. 
Recall that given polynomials >t aixi and Et bix' their product is the 
polynomial with coefficients 
ci _ a, bi-,. (8.1) 
This operation is known as "coordinate-wise" multiplication. 
Coordinate-wise multiplication of two dense polynomials (i. e. those with 
most coefficients # 0) of order N has complexity O(N2). In particular, if the 
powers of the polynomials are the same and equal N, then the complexity is 
approximately 2N2. 
There is a method of multiplying two dense polynomials of the same degree 
N with complexity N log N, which for large N will be faster than coordinate- 
wise multiplication. This method is based on the Fourier Transform, specif- 
ically on the Fast Fourier Transform (FFT) algorithm. The main idea is to 
replace the coordinate-wise multiplication by interpolation. Indeed, a univari- 
ate polynomial of order N is fully specified by its N zeroes, or, equivalently, its 
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values at N different points. Suppose we need to multiply two polynomials 
fj 
and f2 of orders Nl and N2 respectively. This means that if we select Nl + N2 
different values of x;, i = 1... Nl + N2 and write g(x) = fl(x) f2(x), then 
9(x%) = fl(xi)f2(xi). 
Once the values g(xi) are obtained, the coefficients of g(x) can be recovered 
by interpolation, which in this case amounts to solving a system of linear 
Nl + N2 equations for the coefficients. The problem is that direct solution of 
such system has complexity 0 ((N1 + N2)2), equalling 0 ((2N)2) if Nj = N2 = 
N. This is not better than the complexity of the coordinate-wise multiplication. 
Note that we also need to evaluate fl(xi) and f2(xi) and their product, but 
this has complexity 0 ((N1 + N2)), which is dominated by the complexity of 
solving the linear system. 
It is possible, however, to drastically speed up both the initial evaluation 
and the inversion, using the Fast Fourier Transform algorithm. The FFT- 
based multiplication of the polynomials of the same degree N has the com- 
plexity O(2N(1 +log 2N)), which for large Nis much better than O(N2). For 
a detailed treatment of the method see [CCLRO11. 
However, our problem is special in that we have to multiply low (and equal) 
degree polynomials, but there may be a lot of them. FFT can be applied in 
two ways here. One way is first to evaluate all polynomials in the common 
set of points (i. e. their representation in Fourier space is established), then 
to multiply the values, and then to invert. This is bad if the degree of the 
polynomials is much smaller than their number. Indeed, in this case the 
complexity will be 0 (li1N(1 + log NM)) .A better alternative is a "divide 
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and conquer" strategy: first multiply pairs, then group the results of pair 
multiplication and multiply pair-wise, and so forth. 
Yet another alternative is to implement the coordinate-wise multiplication 
of the whole sequence of polynomials via a "recursion " (which would be the 
preferable method of convoluting about up to 100-150 low-integer weighted 
independent Bernoulli variables). To implement the recursion we order the 
multiples somehow (the order is irrelevant to commutativity). The k-th step 
of the recursion will be multiplying the k-th trinomial akX2 + ßkx +yk with 
the product of the first k-1 polynomials, which is the polynomial of order 
3(k - 1). Since polynomial multiplication is commutative, the order in which 
the polynomials are multiplied is irrelevant. 
If we denote the coefficients of product of the first k-1 polynomials as 
qic-1, i=0... 3(k - 1), in other words, the outcome of the (k - 1) - th step of 
the recursion, then we get for the k- th step: 
4ö = 9ö-11'k, 
qi = qö-10k + qi-1'Yk, 
(8.2) 
(8.3) 
qk = qk 2 ak + qk 1 Nk -I- 7k-1''k, i>2... 3k, 
(8.4) 
assuming that qk =0 for k<0. 
The recursion is initialized by setting qö = 1, quo = 0, representing a unit 
monomial of power 0. The complexity of the algorithm is approximately 
4 E3Ai i= 2(3M - 1)(3M), assuming all operations have the complexity of 
(8.4), which is the majorant, including two multiplications and two additions, 
and hence 4 operations. For large M it makes sense to implement a divide- 
and-conquer scheme, where coordinate-wise multiplication, including the above 
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recursion, can be used to multiply a few initial trinomials, split into groups, 
and the resulting larger degree polynomials to be multiplied with some ver- 
sion of FFT. The obvious options would be to switch to "power of 3" FFT 
after multiplying groups of 3 polynomials, or switching to a more traditional 
"power of 2" FFT, after multiplying the groups of 10 polynomials to minimize 
zero padding. Clearly the fact that we have to multiply the trinomials plays 
in favour of the recursion or the non-standard FFT. 
The importance of (8.2)-(8.4) is that they allow trivial inversion, which 
can be used to implement the coordinate-wise division (independently of how 
the polynomials were multiplied) 
fl(akx2 + Qkx + ryk)/(aix2 + ßix + ryi) (8.5) 
k=1 
for some i=1, ... , M, independently of how the product has been obtained. 
Indeed, assuming that the i-th polynomial was the last to have been multiplied 
with, we can solve (8.2)-(8.4) for qic-1, which are the coefficient of the following 
fraction: 
4ö-1 = qo/'Yi, (8.6) 
k-1 = (qi - 4ö 1Qi)I'Yi, (8.7) 
k-1 k_ k-1 k-1 q-2 = (qi 9'i-1 Qi - qi 'ii) I ai, i>2... 3k. (8.8) 
Such division is needed mainly if one is interested in the gradient of Q(x) with 
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regard to the coefficients of the i- th polynomial. Indeed, we have 
a«, Q(x) = x2 a1x2 
Q (x) 
+ ryi , 
(8.9) 
aa. Q(x) =x2 
Q(x) 
(8.10) 
aix + ßX + rye' 
ä. Y; Q(x) 
Q(x) 
_ (8.11) a; x2 + ßßx +, yi 
Thus, having performed the division (8.5) we get the coefficients of the gradient 
components up to renumbering (which corresponds to multiplication by x and 
x2). Therefore the complexity of the operation to compute the gradient is 
0(4 " 3M), while the straightforward numerical differentiation would require 
rebuilding the whole product polynomial with the corresponding complexity. 
Note that the same logic may be used to compute the analytical Hessian. 
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