Abstract. We announce the proof of some closed formulas for Hodge integrals, including some low degree cases of a remarkable formula conjectured by Marino and Vafa based on string duality, and a conjecture by Monni, Song, and Song. We also make some conjectures based on the proved formulas.
Recently there has been much work on Hodge integrals [7, 3, 1, 8, 9, 18] . Recall on the compactified moduli space M g,n , besides the line bundles L i whose fibers at a stable curve with marked points (C, x 1 , . . . , x n ) are T * x i C, there is the Hodge bundle E whose fiber is H 0 (C, ω C ). Their Chern classes provide some naturally defined classes on M g,n :
An integral of the form
is called a Hodge integral. They can be reduced to integrals of the form
whose evaluations are given by the Witten conjecture/Kontsevich's theorem [19, 10, 17] , and a Maple program is available to carry out the calculations [2] . It is very interesting to have closed formulas for Hodge integrals. Such integrals naturally arise when one computes Gromov-Witten invariants by localization techniques [11, 7] in the higher genus case. Closed formulas for all genera are then a very important ingredient in such calculations. We have found the following generating series for Hodge integrals particularly interesting:
Here the leading term is
in all cases. (We will often write C n 1 ,...,n h (λ; α, β) as C n 1 ,...,n h (α, β) for simplicity of notations.) For example, by Mumford's relations [16] :
one gets:
on the other hand one has the ELSV formula [1, 8] :
Hence C n 1 ,...,n h (λ; p, −p) is essentially the generating series of the Hurwitz numbers µ g (n 1 , . . . , n h ).
In a series of papers [3, 4, 5] , many closed formulas for Hodge integrals have been found. We mention here the following one which is most relevant to this work:
In [18] , the following generalization was made:
Using Mumford's relations, one recovers (3) by taking α = −1, β = −k. By taking α = p and β = −p − 1, one obtains by (4):
As shown in [20] , this is a special case of a remarkable formula for C n 1 ,. 
. Some explanation of the notations are needed here. For a partition R given by
χ R denotes the character of the irreducible representation of S l , indexed by R, where
The number κ R is defined by:
For each positive integer i,
The vector k is just (k 1 , k 2 , . . . ), and C( k) denotes the conjagacy class of S l corresponding to the partition
and χ R (C( k)) is the value of the character on the conjugacy class C( k), i.e., the value of the character on any element in that conjugacy class. Furthermore,
According to [9] the leading term of (5) is
i.e., a multiple of C n 1 ,...,n h (λ; p, −p − 1). As pointed out in [14] , by comparing (6) and (5), one obtains a conjectural formula for C n 1 ,...,n h (p, −p − 1). In [20] this formula is explicitly written down as follows:
where
The following result gives a much simpler expression for V (R):
Theorem 1. [20] Denote also by R the Young diagram of the partition R of l.
For any square x ∈ R, denote by h(x) the hook length of x. Then we have
.
Theorem 2. [21] One has
C 1 (λ; p, −p − 1) = λ/2 sin(λ/2) , (9) C 2 (λ; p, −p − 1) = λ 2p + 1 sin[(2p + 1)λ/2] sin(λ/2) sin λ , (10) C 1,1 (λ; p, −p − 1) = 1 p(p + 1) sin(pλ/2) sin[(p + 1)λ/2] sin(λ/2) sin λ , (11) C 3 (λ; p, −p − 1) = 3λ (3p + 1)(3p + 2) · sin[(3p + 1)λ/2] sin[(3p + 2)λ/2] sin(λ/2) sin λ sin(3λ/2) ,(12)C 2,1 (−p − 1, p) = 1 p(p + 1)(p + 1 2 ) · sin(pλ) sin[(p + 1 2 )λ] sin[(p + 1)λ] sin(λ/2) sin λ sin(3λ/2) ,(13)C 1,1,1 (−p − 1, p) = 4 p 2 (p + 1) 2 λ · sin 2 (pλ/2) sin 2 [(p + 1)λ/2] sin(λ/2) sin λ sin(3λ/2) (14) · [cos[(p + 1/2)λ] + 2 cos(λ/2)] .
They all match with the Marino-Vafa formula (7).
The formulas predicted by the Marino-Vafa formula are in general not of the above form. Some elementary algebraic manipulations are needed to transfer them to the present form which helps us to formulate some conjectures stated below. For example, Marino-Vafa formula yields:
We convert it to the form in (11) as follows.
By inspecting (9), (10), and (12), we make the following:
Conjecture 1. For positive integer n and any complex number p, one has
Here we give one more evidence for (15) . Taking p = 0, then (15) becomes:
This matches with (3). Indeed, by Mumford's relations,
Note (15) is not obvious from Marino-Vafa formula which predicts:
Comparing (15) with (17), we get the following:
Conjecture 2. For positive integer n and any complex number p, one has
In particular,
This conjecture has been verified up to n = 4. It is interesting to find any relationship of (18) and (19) with constant term identities [13] . Formulas (11) and (13) 
By comparing (20) with the Marino-Vafa formula, one gets for n ≥ 2,
Combining with (18), one gets a conjecture similar to Conjecture 2.
Conjecture 4. For n ≥ 2, one has
We have proved in [21] the following results which contains (19) and (22) 
We have some extra evidence for (20) when p = 0. Indeed, on the one hand, (20) predicts:
on the other hand, one can calculate C n,1 (0, −1) directly using Mumford's relations, (3) and the following formula proved in [5] :
Both (16) and (24) 
. , n h ) of d, we have the following identity:
Proof. We have
By comparing (26) with (7), one is led to the following highly nontrivial combinatorial identity which we prove in [21] :
We now say a few words about the method used to prove Theorem 2. It is in a sense a generalization of the method in [3] and [18] , but the details are much more complicated. In those references, localization on M g,0 (P 1 , 1) is used. We obtain our results by localization on M g,0 (P 1 , 2) and M g,0 (P 1 , 3). In degree 2, we have the following technical result: Theorem 5. [20] One has the following three identities:
The four terms on the left-hand side of each of the above formulas correspond to the four types of fixed point components parameterized by the following four types of decorated graphs:
The applications of Theorem 5 requires closed formulas for C n 1 ,...,n h (λ; p, −p). This can be achieved by exploiting the relationship (2) with Hurwitz numbers [1, 8] . In [6] and [12] , a partial differential equation called the cut-and-join equations have been proved for generating series of Hurwitz numbers. In [21] we observe that by considering the generating series of disconnected Hurwitz numbers, one can reformulate the cut-and-joint equation as a sequence of systems of linear ordinary differential equations, one for each degree. The initial values for these systems are very easy to obtain, hence one can explicitly solve the systems. By this method the author has obtained the following identities in [21] :
They can be transferred to results on C n 1 ,...,n h (p, −p) for n 1 +· · ·+n h ≤ 3 by (1). We now indicate how to prove (10) and (11) . Write
By taking α = −p and β = p in (29) one gets
By changing p to −p − 1, one gets another linear equation:
We have known from above the coefficients of these equations, hence can solve them to get (10) and (11) . Another important consequence of Theorem 5 is the following: Theorem 6. [20] For integral k > 0 we have
It is shown in [20] that (31) is equivalent to the following conjecture of Monni, Song, and Song [15] :
Theorem 6 is proved as follows. Using (29) and (30), we first get
Another application of Theorem 5 is the fact that one can recursively find C 2 (α, β) and C 1,1 (α, β) for all integral α, β. This is proved in [20] by finding analogues of (32) from (28) -(30). More precisely, suppose C 2 (α, β) and C 1,1 (α, β) has been known for all β and some α, we derive formulas for C 2 (−α, β),
, and
, where K(α, β) = C 1 (α, β) 2 + λ 2 αβC 1,1 (α, β). Recall C 1 (α, β) has been calculated in previous work [18] . See also (4) . Interestingly, Theorem 6 provides the initial values for recursion.
In [20] we also prove similar identities for C 3 (α, β), C 2,1 (α, β), C 1,1,1 (α, β). We will not give their explicit forms here since they are too complicated. This time there are ten types of degree 3 decorated graphs, hence each of the identities has ten terms on the left-hand side. To establish (12) - (14), we take suitable choices of α and β in two of these identities to get three equations, two of which are linear, one quadratic. It is an elementary exercise to solve them.
It is conceivable that a proof of higher degree Marino-Vafa formula should involve higher degree moduli spaces. In joint work in progress with Liu, generalization to higher degrees are being pursued.
The proofs of Theorem 2, Theorem 5, and Theorem 6 will appear in [20] . Theorem 1 and Theorem 3 are proved by standard combinatorial techniques, their proof will appear in [21] . To end this note, we want to mention that by comparison with Hurwitz numbers, we have derived in [21] a cut-and-join equation for a suitable generating series of the right-hand side of (7), hence also of C n 1 ,...,n h by the Marino-Vafa formula. This equation is used to prove Theorem 4.
