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E-mail addresses: bbaruque@ubu.es (B. Baruque)Oil spills represent one of the most destructive environmental disasters. Predicting the pos-
sibility of finding oil slicks in a certain area after an oil spill can be critical in reducing envi-
ronmental risks. The system presented here uses the Case-Based Reasoning (CBR)
methodology to forecast the presence or absence of oil slicks in certain open sea areas after
an oil spill. CBR is a computational methodology designed to generate solutions to certain
problems by analysing previous solutions given to previously solved problems. The pro-
posed CBR system includes a novel network for data classification and retrieval. This type
of network, which is constructed by using an algorithm to summarize the results of an
ensemble of Self-Organizing Maps, is explained and analysed in the present study. The
Weighted Voting Superposition (WeVoS) algorithm mainly aims to achieve the best topo-
graphically ordered representation of a dataset in the map. This study shows how the pro-
posed system, called WeVoS-CBR, uses information such as salinity, temperature, pressure,
number and area of the slicks, obtained from various satellites to accurately predict the
presence of oil slicks in the north-west of the Galician coast, using historical data.
 2010 Elsevier Inc. All rights reserved.1. Introduction
When an oil spill occurs, the natural risks are evident. Complicated decisions must be made in order to keep the risk from
actually becoming a natural disaster. The ability to predict if an area is going to be affected by the slicks generated after an oil
spill will be highly useful in making those decisions.
The ocean is a highly variable environment where accurate predictions are difficult to achieve. The complexity of the
modelling system increases if external elements are introduced into the analysis. In this case, oil spill data is added to the
inherent complexity of the ocean, generating a rough set of elements. To model an environment similar to what is obtained
after adding oceanic variables, weather conditions and oil spills, it is necessary to measure different parameters such as
wind, current, and pressure. To predict the presence or absence of oil spills in a certain area, their previous positions must
be known. That knowledge is provided by the analysis of satellite images, from which the position and size of the slicks are
obtained.
The main objective of this interdisciplinary study is to present a new predicting hybrid intelligent model based on the
Case-Based Reasoning methodology [58], which accomplishes the different phases of the CBR cycle by using different arti-
ficial intelligence techniques. A new algorithm called WeVoS-SOM (Weighted Voting Summarization of Self-Organizing
Maps) [4] is introduced to organize the structure of the case base and support the recovery and retention of cases. This. All rights reserved.
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Growing RBF Network (GRBF) [30], a version of the classic Radial Basis Function neural network, which adapts itself to the
data and grows as the case base grows. In the revision phase, explanations, which are an automatic way of justifying the
solutions generated by the system, are used to internally justify the solution proposed. The WeVoS-CBR system presented
here has been applied specifically to the data obtained after the Prestige accident in the north-west of Spain. However,
the generalization capabilities of the CBR systems will permit the WeVoS-CBR system to be applied to other geographical
areas and other natural phenomena by slightly adapting the system, which is something quite difficult to achieve with
the existing approximations to this kind of problems.
The development of this system was possible thanks to a project founded by the Spanish Ministry of Science and Tech-
nology after the Prestige accident. Most of the data used to develop the proposed system was acquired from the ECCO (Esti-
mating the Circulation and Climate of the Ocean) consortium [37]. Data related to the oil slicks, including their position and
size, were obtained by studying SAR (Synthetic Aperture Radar) satellite images [39].
CBR systems have the ability to learn from past situations, and to generate solutions to new problems based on past solu-
tions given to past problems. The system presented in this study combines the efficiency of the CBR systems with other arti-
ficial intelligence techniques in order to improve the results and to better generalize from past data. The generalization
capabilities of the CBR systems permit this new system to extend the results obtained in the analyzed area to other open
ocean areas. This is quite an innovative approach that improves the classic mathematical models, which are incapable of gen-
erating possibilities, by applying them to specific local regions. Several forecasting models have been applied to specific geo-
graphical zones, where the oceanic behaviour is quite unusual [42], but there does not exist a generic model, such as the one
presented in this study, that can be applied in any open ocean region. Hybrid models can use both data and knowledge to
forecast trajectories and evaluate possible risks after an oil spill [29].
The hybrid intelligent system proposed in this research incorporates a new ensemble summarization algorithm. The We-
VoS-SOM algorithm [4] performs the classifications tasks in the CBR structure when creating the case base. This algorithm
creates an inner structure within the case base that makes it easier to recover the cases by grouping similar cases together.
When a new problem must be solved and the similar cases should be retrieved from the case base, it is very important to
recover those cases quickly and accurately. An internal structure such as the one generated by the WeVoS-SOM model is cru-
cial in this kind of system. When the similar cases are stored close one to another, then the recovery process does not need to
search the entire case base, but only those elements close to the required one, which implies a great reduction of time.
The following section explains the oil spill problem, as well as some previous solutions and models used to try to solve
that problem. The Section 3 provices a brief explanation of the CBR methodology detailing the different phases of the CBR
cycle and some current applications of the CBR methodology. In Section 4, the WeVoS algorithm is developed, including
its SOM foundation characteristics [31]. Finally, the hybrid system developed in this study is described, paying special atten-
tion to the different techniques used in the four main CBR phases, followed by the experimental results, conclusions and fu-
ture work.2. The oil spill problem and existing solutions
Once an oil spill occurs, the progression of the resulting oil slicks must be supervised or even predicted, in order to either
determine if an area is going to be contaminated or, better yet, avoid contamination altogether in some critical areas. To get
an accurate prediction, it is necessary to know how the oil slicks behave or, at the very least, what the probability is of finding
oil slicks in an area. Increasing the number of variables involved in the analysis of the situation, however, also increases the
difficulty of obtaining an accurate prediction.
First, the position, shape and size of the oil slicks must be identified. The most precise way to acquire that information is
by using satellite images. SAR images are the most commonly used for automatically detecting these slicks [51]. The satellite
images show certain areas where there seem to be no waves; but where there are, in fact, oil slicks. Fig. 1 shows an example
of a SAR image with oil spills, while Fig. 2 shows the system’s interpretation of the image shown in Fig. 1 properly locating
the slicks and differentiating them from the coastal areas or even the islands present in the image. The interpretation of the
images in conjunction with the variables taken into account (bottom pressure, salinity, wind, current, . . .) allows the WeVoS-
CBR system to generate predictions about the future state of the oil slicks in a particular area. The images recognize the areas
to analyze, and then, using the current parameters, a case is created. That case is used as a problem to be solved, by applying
the WeVoS-CBR system.
With the SAR images, it is possible to distinguish between normal sea variability and slicks. It is also important to distin-
guish between oil slicks and look-alikes [55]. Oil slicks are quite similar to quiet sea areas. If there is not enough wind, the
difference between the calm sea and the surface of a slick is less evident, which may result in more mistakes when trying to
distinguish between an oil slick and something that is not a slick. This is a crucial aspect in this problem that can also be
automatically addressed by a series of computational tools, whereby other meteorological factors are analyzed at the same
time as the images, in order to completely distinguish between oil slicks and calm open ocean areas [39].
Once the slicks are identified, it is also essential to know the atmospheric and maritime situation that is affecting the slick
at the moment that it is being analysed. Information collected from the satellites is used to obtain the necessary atmospheric
Fig. 1. A SAR image corresponding to the north-west coast of Spain.
Fig. 2. Interpretation of a SAR image generated by the presented system.
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model [53] that can explain how slicks evolve.
2.1. Former approximations to the oil spill problem
There have been different approaches for responding to an oil spill. If there is plenty of information about a specific area, a
simulation can be done. A model is created [10] by introducing different parameters related to the weather, the currents and
the wind. These models usually work in conjunction with a weather forecasting system. These kinds of solutions work well
in small and specific areas [21], but it is quite difficult to generalize and apply the same solution to new zones. This is the
biggest problem of this kind of system: it is possible to create a model for a specific and problematic area [41], which is a
great help; but the models are quite limited, since it is not possible to apply the same solution to different geographical areas.
Current data must be considered in order to create contingency plans that, although not normally applied to predicting tasks,
could help minimize environmental risks [13] by taking action before the real risk can materialize.
Another previously used approach has been to situate drifters in places where a spill may be produced, or has already
been produced in the past [47]. By supervising the way the drifters behave in the ocean, it is possible to make a comparison
against real spill data. If the drifters follow a trajectory similar to that of the slicks, then a model can be created and the meth-
odology can be used to create models for different areas. Wind driven drifts can also be combined with climate variables to
produce a robust model for forecasting [11]. There are other trajectory models, such as the one created to comply with the
NOAA (National Oceanic and Atmospheric Administration) standards [6], where two solutions are proposed: the ‘best guess’
and the ‘minimum regret’.
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The previously explained systems can be improved by combining different elements and generating response models to
solve the oil spill problem. One approach [20] is to analyze large data bases of various related knowledge fields (environmen-
tal, ecological, geographical and engineering), using expert systems. Using this combination of data bases, an implicit rela-
tionship between problem and solution is obtained. The relationship achieved shows no direct affiliation between past
examples and current decisions, but new hidden correlations are discovered. Nevertheless this kind of solution involves a
great data mining effort, which may imply high reaction time in quick changing conditions. Monitoring the spills [7] also
gives a good quantity and quality of information, but serves only as a source of information that can be useful for other more
complete systems where that information can be used to generate real solutions.
As mentioned before, it is critical to have contingency models that can generate a good solution as quickly as possible [48]
when an oil spill is produced. The disadvantage of those models is that they are usually restricted to a specific geographical
area where they work well, making any type of generalization nearly impossible, as the results are highly dependent on the
studied area. Expert systems have also been used to obtain good solutions to the oil spill problem. Those systems use a repos-
itory of information stored from past situations which is in turn used by future applications to obtain structured information.
Other complete models have been developed by integrating different variables related to the spills [43]. These models always
try to get the best benefits by generating the solution that implies the lowest cost to the system. But these kinds of systems
normally imply the creation of specific models for each specific behaviour of the considered elements. If those models were
applied to a slightly different problem (i.e. changing oil by any other kind of contamination) the system would need to be
completely redone. Hybrid models can forecast trajectories and evaluate possible risks after an oil spill [29] by combining
modelling techniques that can help to predict the behaviour of the ocean and the spills in a certain area, and GIS systems
(Geographic Information Systems) that may help to visualize the evolution of the spill and the possible solutions to be
applied.
The objective of these complex systems is to become a decision support system that can help make all the decisions in-
volved in the response system in an organized way. To accomplish that vast objective, different approaches have been used,
from fuzzy logic [33], where the textual information is used but the solutions proposed are not always justified enough to
solve the problem by themselves, to negotiation with multi-agent systems [26,34], where a set of proposals are translated to
the users who can then choose among a smaller set of possibilities instead of having to consider the whole set of possible
solutions.
In the following section, a short explanation of the Case-Based Reasoning methodology is presented, in order to introduce
the structure of the system described in this study. That structure will be explained in depth in Section 5.3. Brief introduction to Case-Based Reasoning systems
The origins of Case-Based Reasoning are found in knowledge based systems. CBR systems solve new problems by acquiring
the knowledge needed from previous situations [1]. The principal element of a CBR system is the case base, a structure that
stores the information used to generate new solutions. In the case base, data is organized into cases in which problems and
their solutions are related. A case base can then be seen as a kind of database where a series of problems are stored, including
a corresponding solution for each problem and relationship between them. In fact, keeping track of the relationship between
past problems and their solutions is what gives CBR systems the ability to generalize and solve future problems.
The learning capabilities of the CBR system are rooted in its own structure, which is composed of four main phases [2]:
retrieval, reuse, revision and retention. These phases are graphically represented in Fig. 3. The first phase is called retrieve, and
consists of finding the most similar cases to the proposed problem from the case base. Once a series of cases are extracted
from the case base, they must be reused by the system. In this second phase, the selected cases are adapted to fit the current
problem. After giving a solution to the problem, that solution is revised to ensure that it is in fact an appropriate solution to
the problem. If the proposal is confirmed as a solution, then it is retained by the system and could eventually serve as a solu-
tion to future problems.
Because it is a methodology [58], Case-Based Reasoning has been used to solve a great variety of problems. It is a cognitive
structure that can be easily applied to solve problems such as those related to soft computing, since the procedures used by
CBR are quite easy to assimilate by the approaches inherently used by soft computing. CBR has also helped to create appli-
cations for quite a variety of environments, such as health sciences [16,38], where images can often play an important role
[8,26], or eLearning [3,18]. As it has evolved, CBR has been used to solve new problems, applied as a methodology to create
plans, and broken down into a distributed version [44]. Oceanographic problems [22] have also been addressed using these
techniques in order to predict the value of highly inconsistent parameters.
The use of past knowledge to generate new solutions allows CBR systems to be very useful as decision support systems.
Distributed and multi-agent [12] systems have added the decision support capabilities of the CBR methodology to their char-
acteristics. CBR methodologies have also been successfully applied to a variety of different knowledge fields, and combined
with a vast array of techniques. Most of the techniques used within CBR systems serve to classify, adapt, revise solutions, etc.
Artificial neural networks such as ART-Kohonen neural networks and fuzzy logic have also been used to complement the
capabilities of the CBR methodology [28]. Similarity measures have been used to retrieve cases from the case base; these
Fig. 3. Basic structure of a CBR system.
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which is the number of neighbours to consider, is calculated by taking into account the dissimilarity between the new case
and the past ones stored in the case base. Numeric situations, like those used in microarray problems, can be reused through
neural networks like Growing Cell Structures [19], where the aim is to cluster the retrieved information. Another way to use
neural networks to adapt the retrieved information is to change the weight of the connection between the neurons according
to the retrieved cases [61]. Changing the weights allows the system to adapt the solution to the problem, as the retrieved
cases will depend directly on the proposed problem. If the case base structure is integrated into a neural network, then
the revision phase consists of changing the organization of the case base according to the correction of the proposed result
and other neural variables such as neuron age, activation value and last use [59]. Genetic algorithms are also used to revise
the correction of the solutions [40]. After running those algorithms, the solutions can be accepted and added to the case base.
Current trends in CBR explore the possibility of providing explanations from the actual CBR systems [52]. These tech-
niques allow the CBR systems to give the users a better solution in the form of an explanation by adding additional infor-
mation to the solution proposed by the system. With the explanations generated by the system, the solutions proposed
by the system are justified and may be better understood.
Applying CBR to solve a problem generally implies using other artificial intelligence techniques. This process is not only a
simple way of structuring the reutilization of the information, but a model that can combine different techniques to improve
their individual results. CBR has been used in combination with artificial intelligence techniques to boost the power of the
core methodology [32]. Different kinds of neural networks, from ART-Kohonen neural networks [60] to Growing Cell Struc-
tures [24], have been used with CBR to automatically create the internal structure of the case base [12]. Even fuzzy logic [23]
has been used to complement the capabilities of the CBR methodology. In the present case, a novel algorithm will be used to
structure the case base and to easily and accurately recover the most similar cases from the case base. That algorithm is the
WeVoS-SOM model, which will be explained in Section 4, while Section 5 will discuss the implementation of the four main
phases of the CBR cycle by using different techniques.4. WeVoS-SOM: Weighted Voting Summarization of SOM ensembles
Case-Based Reasoning is a methodology that depends on past stored data from which knowledge is extracted in order to
solve new problems. It is thus critical to properly organize the case base; that is, the structure where the information is kept
[54]. The bigger the case base is, the better are the results that can be generated by CBR systems. On the other hand, increas-
ing the size of the case base also implies a more difficult recovery of similar cases and maintenance of the stored data. So, for
CBR systems it is crucial to make use of efficient algorithms to organize the case base and to recover similar cases from it. The
WeVoS-SOM model presented here helps both to organize the case base, by means of ensembles of SOM networks [31], and to
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the most similar elements close together.
The SOM is based on a type of unsupervised learning called competitive learning; an adaptive process in which the neu-
rons in a neural network gradually become sensitive to different input categories (sets of samples in a specific domain of the
input space). The main feature of the SOM algorithm is that the neighbours on the lattice are also allowed to learn, i.e., to
adapt their characteristics to the input, as well as the winning neuron. Thus, the neighbouring neurons gradually come to
represent similar inputs, and their representations become ordered on the map lattice.
This updating of neighbourhood neurons in SOM can be expressed as in Eq. (1):Fig. 4.
the homwkðt þ 1Þ ¼ wkðtÞ þ aðtÞgðv ; k; tÞðxðtÞ wkðtÞÞ; ð1Þwhere wk is the weight vector associated with neuron k; aðtÞ is the learning rate of the algorithm; gðv; k; tÞ is the neighbour-
hood function (usually, the Gaussian function or a difference of Gaussians), in which v represents the position of the winning
neuron in the lattice, or the Best Matching Unit (BMU) and k the positions of neighbouring neurons; finally, x is the network
input.
The WeVoS-SOM model is based on the concept of the ensemble meta-algorithms, in which a committee of ‘experts’ work
together to solve the same problem by improving the results that would yield a single solution [27,57]. The aim of this ap-
proach is to adapt the ensemble technique to work in combination with topology preserving algorithms. An ensemble of maps
is trained on a dataset and a final map summarizing the main features detected by each one is calculated as a final result.
The WeVoS fusion algorithm presented in this study aims to obtain the final map by using the information contained in
the maps comprising the ensemble on a unit-by-unit basis. Usually, the final characteristics vectors of a single map are cal-
culated from a single training over the dataset. The WeVoS algorithm tries to generate the final characteristics vector for each
unit by relying on an informed decision about the adaptation of its homologous units from an ensemble of maps, each of
which has been trained on slightly different parts of the dataset [9]. This vector is also recalculated for the neighbours of
the unit.
As a result, the final map obtained not only determines the best characteristics vector for each unit based on an informed
decision, but also maintains one of the most important features of this type of algorithms: its topological ordering. WeVoS is
an improved version of an algorithm presented in several previous works: superposition [5]. Although it has been success-
fully applied to the analysis of real-life data [4], in this study it is applied for the first time as part of a hybrid intelligence
system to solve this kind of practical problem.
The first step in this meta-algorithm is to calculate the ‘‘quality” of each of the units comprising each map, in order to rely
on some kind of informed decision for the fusion of units. This ‘‘quality” measure (or error measure) could be any one of the
many ‘‘quality of map” measures presented in scientific literature regarding Self-Organizing Maps [45,46]; provided that it
may be calculated on a unit-by-unit basis.
Then, the final map is obtained again on a unit-by-unit basis. Firstly, the units of the final map are initialized by calcu-
lating the centroids of the units in the same position of the map grid in each of the trained maps. Then, the final position
of that unit is recalculated using the information associated with the units in that same position in each of the ensemble







; ð2Þwhere Vp;m is the weight of the vote for the unit included in map m of the ensemble, in its position p; M is the total number of
maps in the ensemble; bp;m is the binary vector used for marking the dataset entries recognized by the unit in position p of
map m; and, qp;m is the value of the desired quality measure for the unit in position p of map m.Schematic diagram representing how the neurons of the final WeVoS-SOM map adapt their weights according to the quality and data recognition of
ologous neurons in each of the maps composing the ensemble.
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SOM, considering the ‘homologous’ unit in the final map as the BMU. The weights of the final unit will be updated towards
the weights of the composing unit. The difference in the updating performed for each homologous unit in the composing
maps depends on the quality measure calculated for each unit: the higher the quality (or the lower the error) of the unit
in the composing map, the stronger the updating of the unit in the summary map towards the weights of that particular unit.
With respect to quality determination, a single quality measure or a linear combination of several measures may be used.
The number of data inputs recognized by each unit is also taken into account in the quantization of the ‘most suitable’ unit
among those competing for the same position in the final map. In short, as it can be seen in Fig. 4, the summarization algo-
rithm considers the most suitable weights of a composing unit to be the weights of the unit in the final map, according to
both the number of inputs recognized and the adaptation quality of the unit. The fusion algorithm, referred to as WeVoS, is
described in detail in Algorithm 1.Algorithm 1. Weighted Voting Superposition (WeVoS).1: train several networks by using the bagging (re-sampling with replacement) meta-algorithm
2: for each map (m) in the ensemble
3: for each unit position (p) of the map
4: calculate the quality measure/error chosen for the current unit
5: end
6: end
7: calculate an accumulated total of the quality/error for each position Q(p) on all maps
8: calculate an accumulated total of the number of data entries recognized by a position DðpÞ on all maps
9: for each unit position (p)
10: initialize the fused map (fus) by calculating the centroid ðw0Þ of the units of all maps in that position (p)
11: end
12: for each map (m) in the ensemble
13: for each unit position (p) of the map
14: calculate the vote weight of the (p) in the map (m) by using Eq. (2)
15: feed, to the fused map (WeVoS), the weights vector of the neuron (p) as if it was an input to the network. See
Eq. (1).
The weight of the vote calculated in step 14 is used as the learning rate ðaÞ. The position of that neuron (p) is
considered as the position of the BMU (v).
This causes the neuron of the fused map ðw0pÞ to approximate the neuron of the composing ensemble ðwpÞ
accordingly to the quality of its adaptation.16: end
17: endThis new approach not only takes into account each unit’s characteristics, but also the topographic ordering of its neigh-
bourhood. The approach is intended to generate more meaningful maps by representing the inner structure of the dataset
more faithfully. Those capabilities are a great added value to a CBR system since they facilitate the creation of the structure
of the case base, where grouping similar cases together is a great advantage. They are also important when trying to recover
the most similar cases to the problem introduced in the system, because of the increased speed of the recovery that results
when similar cases are close one to another. Another supplementary advantage of this novel approach is its ability to reduce
the redundancy of the case base and therefore its size. Due to the inner pattern matching capabilities typical of the compet-
itive learning algorithms, it is easy for the model to detect which of the input cases are similar to those that have been pre-
viously stored. This provides the system with a straightforward method of discarding cases with similar characteristics, thus
preventing the addition of cases with no further useful information to the case base.
In Section 5, the main structure and elements of the system presented in this study will be explained. The main elements
of the system correspond to the four main phases of the CBR cycle previously explained but with a different technique to
implement each phase.
5. WeVoS-CBR: a new prediction solution to the oil spill problem
CBR has already been used to solve maritime problems [17] in which different oceanic variables were involved. In the
present case, the data collected from different observations from satellites is pre-processed, and structured in cases. The cre-
ated cases are the key to obtaining the solutions to future problems through the CBR system.
The developed system determines the probability of finding oil slicks in a certain area. To generate the predictions, the
system divides the ocean surface into squares of approximately half a degree per side. The system then determines the
amount of slicks present in a square. The squares where the slicks are located are coloured with different gradations depend-
ing on the quantity of the squared area covered by oil slicks (see Fig. 6).
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poral (date of the case), atmospheric (wind, sea height, bottom pressure, salinity and temperature) or directly related to the
problem (number and area of the slicks). All variables are used as inputs defining a case, with the exception of the ‘‘Area of
slicks” which is considered the solution of each case. The ‘‘Area of slicks” is the value that is trying to be predicted, and is con-
sidered as part of the evolution of the present situation.
Once the data is structured, it is stored in the case base. Every case has its temporal situation stored, thus allowing every
case to be related with the next situation in the same position. That temporal relationship is what creates the union between
problem and solution. The problem is the past case, and the solution is the future case; that is, the future state of the ana-
lyzed square. The temporal relationship between two cases, however, is not taken into account by the system’s functioning
process. The ‘‘Date” field of each case only serves to determine which case is the future state of which other case, with the
objective of assessing the final quality of the results obtained by the WeVoS-CBR.
The described hybrid system includes different artificial intelligence techniques for achieving the objectives of every CBR
phase. As shown in Fig. 5, every CBR phase uses an artificial intelligence technique in order to obtain its solution. The phases
with related techniques are going to be explained in the following sub-sections.
The data used to train the system was obtained over a period of six months just after the Prestige accident, between
November 2002 and April 2003, in a specific geographical area off the north-west of the Galician coast (longitude betweenTable 1
Variables that define a case in the WeVoS-CBR system.
Variable Definition Unit
Longitude Geographical longitude 
Latitude Geographical latitude 
Date Day, month and year of the analysis dd/mm/yyyy
Sea height Height of the waves in open sea m
Bottom pressure Atmospheric pressure in the open sea N/m2
Salinity Sea salinity ppt (parts per thousand)
Temperature Celsius temperature in the area C
Area of the slicks Surface covered by the slicks present in the analyzed area km2
MeridionalWind Meridional direction of the wind m/s
Zonal wind Zonal direction of the wind m/s
Wind strength Wind strength m/s
Meridional current Meridional direction of the ocean current m/s
Zonal current Zonal direction of the ocean current m/s
Current strength Ocean current strength m/s
Fig. 5. Case-Based Reasoning cycle adapted to the WeVoS-CBR system, including the techniques used in each phase.
Fig. 6. Graphical user interface of the WeVoS-CBR system. The different components of the system can be observed here.
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information is stored in the case base, the system is ready to predict future situations. To generate a prediction, a problem
situation must be introduced in the system. Then the cases that are most similar to the problematic situation are retrieved
from the case base using the WeVoS-SOM model. Once a collection of cases is chosen from the case base, those cases must be
used to generate the solution to the current problem. Growing Radial Basis Functions Networks are used to combine the cho-
sen cases in order to obtain the new solution.
Fig. 6 shows the graphical user interface of the developed system. The image shows the different components of the appli-
cation (maps, prediction, slicks, studies, . . .) as well as a visualization of an oceanic area with oil slicks and a squared area to
be analyzed. The squared area defines the region to analyze by dividing it into the smaller squares shown. Those squares
represent the basic case element, which will be stored in the case base with its corresponding parameters. The following sub-
section details each of the steps carried out by WeVoS-CBR system to predict the evolution of an oil spill.5.1. Historical data pre-processing and retrieval of most similar cases
Historical data is used to create the case base and to evaluate the proposed model. As previously explained, cases are
formed by a series of variables. Before the training of the system, part of the available information is randomly selected
and reserved to be used after the construction of the case base to test the system. These cases are not used for the training
and are only presented to the system in the test phase. Past solutions are stored in the system, in the case base. In the WeVoS-
CBR system the cases contain information about the oil slicks (size and number) as well as atmospheric data (wind, current,
salinity, temperature, ocean height and pressure).
The WeVoS-SOM model is used to structure the case base. Its topographical capabilities are used in this instance to create
a model that represents the actual variability of the parameters stored in the cases. At the same time, the inner structure of
the case base will make it easier to recover the cases most similar to the problem introduced in the system once it has been
trained.
Once the case base has stored the historical data, and the WeVoS-SOM has created the internal structure of the case base,
having learned from the original distribution of the variables, the system is ready to receive a new problem.
When a new problem enters the system, WeVoS-SOM is once again used. The algorithm behaves as if the new problem
were going to be stored in the structure, and finds the cases most similar to the problem introduced in the system. In this
case, the structure is not changed because it is only being used to obtain the cases most similar to the problem that was
introduced. Only in the retain phase does the case base change again and introduce the proposed solution, if it is considered
to be correct. The solution introduced in the case base will be eventually used in future problems exactly in the same way as
the rest of the information kept in the case base. It will become a new element with its past situation (problem) and its future
situation (solution).
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Once the cases most similar to the problem to be solved are recovered from the case base, they are used to generate the
solution. The prediction of the future probability of finding oil slicks in an area is generated by using an artificial neural net-
work with a hybrid learning system. An adaptation of Radial Basis Functions Networks is used to obtain that prediction
[25,36]. This type of networks was chosen because of the reduced training time compared to other artificial neural network
systems, such as Multilayer Perceptrons [50].
Growing RBF networks [30] are used to obtain the predicted future values corresponding to the proposed problem. This
adaptation of the RBF networks allows the system to grow during training, gradually increasing the number of elements
(prototypes) which act as the centres of the radial basis functions. In this case the creation of the Growing RBF must be made
automatically, which implies an adaptation of the original GRBF system [49]. The definition of the error for every pattern is
shown in Eq. (3):ei ¼ l=p
Xp
k¼1
ktik  yikk; ð3Þwhere tik is the desired value of the kth output unit of the ith training pattern, yik the actual values of the kth output unit of
the ith training pattern.
The Growing RBF pseudocode is shown in Algorithm 2. The threshold value used in Algorithm 2 was empirically determined
by an expert on this kind of systems. Once the GRBF network is created, it is used to generate the solution to the proposed prob-
lem. The network is trained with the same set of historical data that is included in the case base at every moment. Training data
is also used in the prediction generation process. The data used to train the GRBF network is stored as part of the case base and
it can be used to generate future predictions without accumulating any additional ‘‘noise” to the prediction process.Algorithm 2. Growing Radial Basis Function pseudocode.
1: Calculate the error, ei (Eq. (3)) for every new possible prototype.
a. If the new candidate is not among those selected and the error calculated is less than a threshold error, then
the new candidate is added to the set of accepted prototypes.
b. If the new candidate already belongs to the accepted ones and the error is less than the threshold error, then
modify the weights of the units in order to adapt them to the new situation.
2: Select the best prototypes from the candidates
a. If there are valid candidates, create a new cell centred on the valid candidate.
b. Else, increase the iteration factor. If the iteration factor reaches 10% of the training population, freeze the
process.
3: Calculate global error and update the weights.
a. If the results are satisfactory, end the process. If not, go back to step 1.The GRBF network stays under a training process that continues until the results offered are considered good enough to
stop training and begin generating predictions. To determine when a result is good enough, historical cases that were not
used in its training are presented to the network and the values that the GRBF yields as output are compared to their cor-
responding historical values. If these ‘‘Area of slick” values differ within a threshold from the real values, the results are con-
sidered valid. The threshold is calculated by taking into account the number of cases stored in the case base: the more
information available, the better the solutions should be, so the threshold used will be lower. When the amount of cases
available is not big enough, the results are not brilliant, so the threshold is manually adjusted by consulting an expert. It
decreases at the same time the size of the case base grows, improving the results when more information is stored into
the case base.
After the training process, the GRBF is used to generate the solutions using the cases retrieved from the case base. This
solution consists of a number representing the area of sea covered with oil (in km2). When a problem enters the system, the
network generates a solution for every recovered case similar to the problem, and the average of those solutions is the solu-
tion proposed. The solution will be the output of the network using the selected cases from the case base as input data. When
new data is introduced in the case base, the GRBF is trained again to adapt itself to the new elements introduced.
The correction of the solution proposed is known when using test data, as all test data used are part of the historical infor-
mation obtained at the time of the accident, so it is possible to compare the solution proposed by the system with the real
value registered.
5.3. Revising the proposed solution and retaining it for future uses
Once the prediction is generated, it is shown to the user. The prediction shows the analyzed area divided into smaller
squares. The squares are coloured depending on the presence or absence of slicks in those squares. The intensity of the colour
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there is the highest probability of finding oil slicks.
With this visual presentation of the prediction, the user can check the correction of the proposed solution. But the system
provides an automatic method of revision that must be checked by an expert user, regardless of the outcome.
Explanations are used to check the correction of the proposed solution and to justify the solution [52]. To obtain a justi-
fication of the given solution, the cases selected from the case base are used once again. To create an explanation, a compar-
ison between different possibilities was used. All the selected cases have their own associated future situation. If we consider
the case and its solution as two vectors, we can establish a distance between them, calculating the evolution of the situation
under the considered conditions. If the distance between the proposed problem and the solution given is not bigger than the
distances obtained from the selected cases, then the solution is a good one, according to the structure of the case base.
The explanations pseudocode is shown in Algorithm 3:Algorithm 3. Explanations pseudocode.1: For every selected case in the retrieval phase, the distance between the case and its solution is calculated.
2: The distance between the proposed problem and the proposed solution is also calculated.
3: If the difference between the distance of the proposed solution and those of the selected cases is beneath a certain
threshold value, then the solution is considered to be valid.
4: If not, the user is informed and the process goes back to the retrieval phase, where new cases are selected from the
case base.
5: If after a series of iterations the system does not produce a good enough solution, then the user is asked to consider
accepting the best of the generated solutions.The distances are calculated according to the sign of the values, not using its absolute value. This decision is easily jus-
tified by the fact that is not the same to move to the north as to the south, even if the distance between two points is equal. If
the prediction is considered correct, it will be stored in the case base, and it can then be used in future predictions to obtain
new solutions. It will have the same category as the historical data previously stored in the system.
When inserting a new case in the case base, WeVoS-SOM is once again used. When adapting to the new solution intro-
duced in the case base, the stored structure grows and improves its capability of generating good results since new knowl-
edge have been introduced in the system.
After explaining the system presented in this paper, the following section will show the results obtained by applying it to
the oil spill problem. A summary of the results obtained with the presented system will be explained, as well as a comparison
with previous solutions given to the oil spill problem.
6. Experimental results
The data used to train the system were obtained from different satellites. Temperature, salinity, bottom pressure, sea
height, number and area of the slicks, along with the location of the squared area and the date were all used to create a case
as shown in Table 1. All these data define the problem case and also the solution case. Both are stored in the case base. The
solution to a problem is defined as an area and its corresponding variables is the same area, but with the values of the vari-
ables changed to the prediction obtained from the CBR system. This can be compared with the real value that was registered
at the time of the incident.
The WeVoS-SOM model has proved to be more efficient than other existing algorithms used to organize, classify and visu-
alize information [14]. It has obtained better results than simple ensembles of SOMs, and other previous algorithms for the
fusion of SOMs.
The main objective of this novel algorithm is the reliable visual representation of a multi-dimensional dataset by enhanc-
ing the topology preservation feature of the original SOM model. In the case of the system presented, the topology preser-
vation of the model means that similarity relationships between cases are presented more accurately by the WeVoS-SOM,
improving the results of the retrieval phase. The WeVoS-CBR system uses the WeVoS-SOM model to organize the information
stored in the case base. The choice of that model will make the recovery process more efficient, as will be shown next.
When the WeVoS-CBR system was used with a subset of the data that had not been previously used to train the system, it
produced quite hopeful results. Having at our disposal the data from a real state following a determined state facilitated sim-
ple and clear tests of the system. The predicted situation was contrasted with the actual future situation that was known a
priori, as past data was used to train the system and also to test the correction of its results. In most of the variables, the
proposed solution had near 90% accuracy rate when using an appropriate size for the case base (see Table 2).
Table 2 shows a summary of the results obtained. Four different techniques are compared, using an incremental case base
containing from 100 to 5000 cases. The increasing number of cases is a result of the analysis of additional images of oil spills
added to the set of images used in previous tests, and the reuse of solutions proposed by the system.
Table 2 shows the evolution of the results along with the increase in the number of cases stored in the case base. The
numerical results shown represent the average result of a series of tests performed with the available information. The
Table 2
Percentage of good predictions obtained with four different techniques and for a different amount of cases.
Number of cases RBF (%) Oceanic CBR (%) GRBF + CBR (%) WeVoS-CBR (%)
100 45 39 42 43
500 48 43 46 46
1000 51 47 58 64
2000 56 55 65 72
3000 59 58 68 81
4000 60 63 69 84
5000 63 64 72 87
2040 B. Baruque et al. / Information Sciences 180 (2010) 2029–2043number of tests carried out in each iteration (every time the case base grows) is ten percent of the size of the case base (for
instance, when the case base contained 1000 elements, 100 tests were performed, and so on). This percentage of the data
used to test the correction of the system was not previously used in its training. Those cases are also part of the historical
information used, so they can be used to check the correction of the predictions generated by the system. For every case
stored in the case base there is a future situation corresponding to the solution of that situation. The cases used to test
the system are chosen randomly from the overall amount of cases.
The results for each of the techniques being analyzed improved when the number of cases stored was increased. The
‘‘RBF” column represents a simple Radial Basis Function Network that is trained with all the available data. The network re-
ceives an area and its parameters as an input. The RBF network gives the probability of finding oil slicks in the analyzed area
as an output value, which is considered a solution to the problem. The ‘‘Oceanic CBR” system represents a previously pro-
posed CBR system that has been also applied to forecast oceanographic conditions [15]. This system uses neural networks
in the adaptation process of the recovered cases, in particular a Radial Basis Function network. The neural network has a
process of recovering elements from a network knowledge base, from where the neural network retrieves the parameters
to calibrate the network. The ‘‘GRBF + CBR” column corresponds to the possibility of using a GRBF neural network combined
with CBR. The recovery from the CBR is achieved by using the Manhattan distance to determine the closest cases to the intro-
duced problem. The GRBF network works in the reuse phase, adapting the selected cases to obtain the new solution.
The ‘‘WeVoS-CBR” system presented in this work differs from the ‘‘Oceanic CBR” in the use of GRBF networks to generate
the prediction instead of the simple RBF network, generating more accurate predictions. The improvement over the
‘‘GRBF + CBR” consists of using the WeVoS-SOM algorithm to structure the case base, enhancing the organizational charac-
teristics of the case base.
Upon observing Table 2, it is clear that the results of the ‘‘GRBF + CBR” column are always better than those of the ‘‘Oceanic
CBR”, mainly because useless data are eliminated prior to generating the solution. Finally, the ‘‘WeVoS-CBR” column shows
the results obtained by the proposed system, which are better still than the three previously analyzed solutions.Fig. 7. Summary of some of the improvements achieved with WeVoS-CBR, compared with the other three systems. (a) Comparison of the size of the case
base of the different systems compared: ‘‘RBF, ‘‘Oceanic CBR”, ‘‘GRBF + CBR” and the ‘‘WeVoS-CBR”. (b) Comparison of correct predictions achieved by the
neural networks included in the different systems compared: ‘‘RBF, ‘‘Oceanic CBR”, ‘‘GRBF + CBR” and the ‘‘WeVoS-CBR”. (c) Comparison of the final
accuracy in predictions obtained by each of the four systems used for comparison.
Table 3
Multiple comparison procedure among different techniques.




WeVoS-CBR * * *
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Using WeVoS-CBR improved the efficiency and accuracy of the results over those from previous and simpler applications;
in particular, the case base size was reduced mainly from using the new model (WeVoS-SOM), which organized the case base
and recovered the similar cases. Those improvements can be seen in Fig. 7.
Fig. 7a provides a comparison between the size of the case base of the different methods used for comparison. In the first
three methods, no analysis of the store information is performed and all the information available is stored, while in ‘‘WeVoS-
CBR” data are structured and analyzed before being stored. The size of the case base in the WeVoS-CBR system is smaller
mainly from using an organizing algorithm like WeVoS-SOM that structures the information depending on its values, and
not only on the different elements available. With the same amount of initial information, the WeVoS-CBR system does
not store redundant information, thus reducing the final quantity of cases stored and making it easier to recover the most
similar cases to the problem introduced.
Fig. 7b shows a comparison between the results obtained in the reuse phase by the different neural networks used for
comparison. The ‘‘RBF” neural network represents the classic version of this network, where the internal structure of the net-
work does not change during the training process. That network is used in the two first elements, generating better results in
the ‘‘Oceanic CBR” because of a better selection of the cases available from the case base. The ‘‘GRBF” network represents the
new version used both within the ‘‘GRBF + CBR” and ‘‘WeVoS-CBR” system, where the growth of the neural network is pro-
gressive and adapted to the data through the training process. The results obtained by the GRBF network are better than
the simple RBF because of neurons are better adapted to the data used to solve the problem. The structure of the GRBF is
similar to the structure of the case base, growing at the same time the case base grows. The results are better in the ‘‘We-
VoS-CBR” than in the ‘‘GRBF + CBR” because the organization of the case base is better in the proposed system, and so is
the selection of the cases to be reused by the system.
In Fig. 7c, the WeVoS-CBR system predicting results are compared with those obtained with the other systems used for
comparison. The first one, ‘‘RBF”, is a simple RBF network, where data is introduced by training the network, and the results
are obtained by generalization applied to the information internally stored in the network. The second system, called ‘‘Oce-
anic CBR” corresponds to the one previously explained as part of Fig. 7a. The third one ‘‘GRBF + CBR” is a conjunction of a basic
CBR system with a GRBF network created to generate the predictions. The results shown here are a more visual summary of
the numerical results previously shown in Table 2. The improvement obtained by the WeVoS-CBR system can be clearly seen
both in the graph and in the table, compared to the rest of the techniques used in this work.
As shown in Fig. 7 the WeVoS-CBR system is better than the other three systems both in the quality of the predictions
generated (Fig. 7c) and in the size of the case base that stores the information (Fig. 7a).
Table 3 shows a multiple comparison procedure (Mann–Whitney test [35]) used to determine which models are signifi-
cantly different from the others. The asterisk indicates that these pairs show statistically significant differences at the 99.0%
confidence level. Table 3 shows that the WeVoS-CBR system presents statistically significant differences compared to the
other models.
The results shown in this section confirm the initial theoretical beliefs that indicated that the system developed would
generate more accurate predictions. It is, in fact, more accurate than previous approximations to the oil spill problem.7. Conclusions and future work
In this study, a new hybrid forecasting system called WeVoS-CBR was presented and explained. It is a new solution for
predicting the presence or absence of oil slicks in a certain sea area after an oil spill.
This system used data acquired from different orbital satellites in order to create a CBR environment. The data must be
previously adapted to the structure required by the CBR system in order to be stored as a case. The explained system uses
different artificial intelligence techniques in order to obtain a correct prediction.
A new summarization algorithm, the Weighted Voting Superposition algorithm, was applied to the SOM (WeVoS-SOM)
and used both to organize the case base and to retrieve the most similar cases to the one introduced as a problem to the
system. The great organization capabilities of the new algorithm allow the system to create a valid structure for the case base
and to easily recover similar cases from the case base.
To obtain a prediction using the cases recovered from the case base, Growing Radial Basis Function Networks were used.
The evolution of the RBF networks implies a better adaptation to the structure of the case base, which is organized using the
WeVoS-SOM algorithm. The results using Growing RBF networks instead of simple RBF networks are about a 4% more
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good improvement. The improvement is calculated by considering the average of the different measurements done.
The system’s predictive ability was proved with previously known conditions, and showed better results than previously
used techniques. As shown in Table 2 and Fig. 7, the use of a combination of techniques within the WeVoS-CBR system makes
it possible to obtain better results than when using the CBR alone (17% better by average, see Table 2), and also better than
using isolated techniques, without the integration feature produced by the CBR (11% better by average, see Table 2). This
model may be used in other oceanic areas if historical data is available or if this historical data can be generated by expert
oceanographers.
The next step is to generalize the learning, acquiring new data to create a base of cases big enough to have solutions for
every season. Another improvement is to create an on-line system that can store the case base in a server and generate the
solutions dynamically in response to different requests. The on-line version will include real time connection to data servers
providing weather information of the current situations in order to predict real future situations. Another line of future work
will be focused on the application of different topology preserving models such as the ViSOM to improve the pattern recog-
nition and clustering features of this system. Also different cases of study will be contemplated.
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