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A HAND MOTION BASED TOOL FOR CONCEPTUAL MODEL MAKING 
IN ARCHITECTURE 
SUMMARY 
Using sketch models in the early phases of architectural design process enables 
designers to think about the body-object relations and three dimensional evaluation, 
enrichening the design environment by providing a spatial perception including 
visual, haptic and kinesthetic interactions. Spreading through the acceleration and 
unification of the production processes, the digitization of the conceptual phases of 
architectural design brings about the question of how the benefits of working with 
hands can be transferred to the digital realm. Many researches show that the three 
dimensional perception supports the visual perception and strengthens the creativity. 
Depending on this fact, we assume that the physical model making supports design 
processes. In our research, we aim to sustain this support in different design 
environments and study the transfer of the hand motions used in the physical model 
making processes and use in the digital design environments.  We show the  results 
from the observations taken from the conceptual model making processes and 
analyze the actions involved in these processes as the first step of the research. 
Depending on this observations we classify the actions according to the main 
characteristics of the hand motions and propose a recognition schema to be processed 
in the digital platform. Following the analysis and the classification of the hand 
motions used in the model making process we aim on translating these hand motions 
into the digital platform. We discuss the technologies and methods used for hand 
motion capturing and recognition, and develop a design environment utilizing the 
hand motions used in the model making processes.  We finalize our approache by 
presenting a set of algorithms for the object deformations conducted with the hand 
motions. Finally, we test the design environment and discuss the results. 
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MİMARLIKTA EL HAREKETLERİNE DAYALI BİR KAVRAMSAL 
MODEL YAPMA ARACI 
ÖZET 
Tasarımın erken veya kavramsal aşamalarında maketle çalışmak, nesne-beden 
ilişkisini düşünmeye ve üç boyutlu değerlendirmeye olanak sağlar; görme, dokunma 
ve hareketleri de içeren mekan algısını devreye sokarak tasarım sürecini 
zenginleştirir. Mimari tasarımın erken aşamalarının sayısal ortama taşınması, tasarım 
ve üretim süreçlerinin hızlanıp bütünleşmesiyle giderek yaygınlaşırken, elle 
çalışmanın getirdiği kazanımların yeni ortamlarda nasıl sürdürülebileceği sorusu 
ortaya çıkmaktadır. Günümüz teknolojileri el hareketlerinin sayısal ortama 
aktarılarak işlenebileceğine işaret ederken, sayısal ortamdaki kavramsal tasarım 
süreçlerinin bu boyutuyla genişletilebilmesi konusunda önemli kaynaklar 
sağlamaktadır.   
Üç boyutlu algının görsel algıya destek olarak yaratıcılığı tetiklediğini gösteren 
çalışmalar, maket yapmanın tasarım süreçlerini güçlendirerek tasarımcıyı 
desteklediği konusundaki varsayımımıza kaynaklık etmektedir. Çalışmamızda maket 
yapmanın sağladığı bu desteğin farklı ortamlarda sürdürülebilir olması hedeflenmiş, 
maket yaparken kullanılan el hareketlerinin sayısal ortama aktarılarak sayısal tasarım 
süreçlerinde kullanılması konu edilmiştir.   
Çalışmanın birinci aşamasında kavramsal maket yapma süreçleri gözlemlenerek bu 
süreçlerde uygulanan başlıca eylemler analiz edilmiştir. Analizler sonucunda maket 
yaparken kullanılan el hareketleri temel karakteristiklerine dayalı olarak 
sınıflandırılarak sayısal ortamda işlenebilecek bir hareket tanıma şeması 
oluşturulmuştur.  
El hareketlerinin birbirleriyle karşılaştıralabilecek temel özelliklerine göre 
sınıflandırılmasının ardından, bu özelliklerin sayısal ortama tercümesi konusunda 
öneriler sunulmuştur. El hareketlerinin sayısal ortama aktarılması ve tanınması için 
varolan teknolojiler ve yöntemler tartışılarak, sayısal ortamda maket yapmak için 
gerekli şartları sağlayacak bir tasarım ortamı geliştirilmiştir.  
Çalışmanın son aşamasında sayısal nesnelerin el hareketleriyle deformasyonuna 
yönelik algoritmalar geliştirilerek tasarım ortamının çerçevesi çizilmiştir. 
Araştırmamız sonucu ortaya koyduğumuz tasarım aracı bir CAD yazılımı 
kullanılarak bir dizi deney vasıtasıyla sınanmış ve deney sonuçları tartışılmıştır. 
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1.  INTRODUCTION 
Architectural design is commonly considered as an ill-defined or ill-structured 
problem (Simon, 1969; Churchman 1967) due to its complexity and ambiguity. 
Designers use 2D and 3D sketches, which are ill-defined representations of ideas 
(Goel, 1992), to develop their designs. Early phases of the design process are usually 
performed in physical space by 2D and 3D sketch making.  Suwa and Twersky 
(1997) show that sketches are unique for every designer and promote a constructive 
and self-reflective process.   
Model making plays a crucial part in the early stages of architectural design. It 
captures spatial percepts and allows for three dimensional thinking and evaluation, 
hence establishing a direct connection between the body and the object. In the 
context of architectural design, model making enables exploration of the formal and 
the spatial qualities of a design through the contrasts in different aspects such as 
form, size, color or material. The easily revisable nature of the conceptual models 
helps architects to search for the design alternatives (Knoll and Hechinger, 2007, 19). 
Architectural scale models are design tools that promote thinking and the 
communication between the designer and the design (Smith, 2004). Models in the 
making, aside from serving the material undertaking of a design idea, act as sketches 
just as two dimensional sketch drawings do. Gürsoy (2010) discusses model-making 
as a form of preliminary design sketching, and the possible contribution of its 
inherent ambiguities to the design process. Model sketches are objects in becoming, 
subject to the designer’s spatial perception and intellect. They are continually open to 
discoveries.  
Within the scope of this thesis, the point of interest in model sketches is that they 
contribute not only to seeing but also to touching many possibilities within a design 
idea. Cognitive studies show that when the three dimensional sense of touch and the 
sense of vision are used together, perception is faster than when either one is used 
alone. The sense of touch alone can yield to faster perception of complex forms than 
the visual one (Jones et al., 2005). Similarly the perception of visual information is 
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directly related to that of haptic information. There are cases where visual perception 
misleads haptic perception as well as cases where visual perception is weak due to 
the lack of haptic perception. Haptic feedback improves the quality of discernment in 
the early phases of object exploration (Moll and Sallnäs, 2009) and touching the 
objects provides detailed information in comparison with the macro details the naked 
eye perceives (Reiner, 2008). 
In other literature related to design thinking, haptic senses are often observed to be as 
crucial for creative activities as vision (Prytherch and Jerrard, 2003). Moreover, there 
is a direct correlation between the development of haptic senses and the experience 
and practice of crafting skills (Treadaway, 2009). Information that the hands supply 
to the brain is important for not only the perception of the environment but also the 
expressive skills of the designer.  
Early stages of a design process are where the designer experiments with the initial 
concepts and the perceptual qualities of the envisioned design idea. The acts of 
design performed in these stages, are being transferred into the digital domain ever 
more as design and production processes merge and gain speed in the contemporary 
culture of technology.  The visual and spatial integrity of the design performances in 
the earlier stages has value for the entire design process and should sustain also in the 
digital domain. Treadaway (2009) discusses the role of hands in creative activity 
especially when working with digital environments. Studies show that hands act as a 
communicative tool that translates maker’s memories and experiences about the 
making process. Hands also provide sensory input from the material that enriches 
this experience even more(Treadaway, 2009). The value of hands-on design thinking, 
that is spatial and visual thinking with materials at hand, comes forth in pedagogical 
discussions that emphasize design reasoning in the field of arts and design as early as 
the beginning of the 19th century (Özkar, 2004). Even though it is old in age, there 
are insights to be gained from this timeless perspective for the future of design in the 
information age.  
Several studies show that haptic senses provide supplementary information about the 
physical environment. Moll et al. (2009) suggest that haptic feedback improves the 
quality of grounding in the early phases of exploration. Similarly Reiner suggests 
that touching the objects provides detailed information while the naked eye only 
perceives macro details.  Prytherch et al. (2003) provide a cognitive study on how the 
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haptic senses take a role in design processes. They suggest that in addition to the fact 
that haptic senses are crucial for the creative activities, they are also important at 
least as the vision. On the other hand Treadaway (2009) says haptic senses are highly 
developed with the crafting skills through experiences and practice. The information 
that the hands supply to the brain seems to be vitally important for not only the 
perception of the environment but also the expressive skills of the designer 
(Treadaway, 2009). In the context of learning, Jones et al. (2005) show that when the 
three dimensional sense of touch and the sense of vision are used together, 
perception is faster than when either one is used alone. Also, they observe that the 
sense of touch alone can yield to faster perception of complex forms than the visual 
one. Similarly Reiner et al. (2008) state that the perception of visual information is 
directly related to that of haptic information. They observe cases where visual 
perception misleads haptic perception as well as cases where visual perception is 
weak due to lack of haptic perception. Reaching for and grasping objects to perceive 
their shapes are actions realized in cases where these two modes of perception work 
concurrently.  
Motivated by the approach that hands-on thinking is crucial for design in the digital 
domain, the present study aims to analyze the hand movements in a limited sampling 
of a three dimensional model making experience to create an abstract repertoire to be 
used in digitizing these movements. The ultimate task is to collect the hand 
movement data, to interpret and use it in the digital modes of the design process. 
 4 
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2.  VARIOUS APPROACHES FOR DIGITAL CONCEPTUAL MODEL 
MAKING 
There is continuous research on digitizing the conceptual phases of the design 
process. Although there have been many proposals for 2D digital sketch making, 3D 
model making is not studied as much. There are several reasons for the lack of this 
literature that mainly depend on the technological limitations. Albeit, there have been 
several instances of 3D digital concept model making parallel to the development of 
the recent technologies. 
Today’s CAD software is considered weak in providing the necessary ambiguity and 
flexibility for conceptual model making. Yet this is not the only obstacle to this 
process. As we mentioned above one of the most important aspects of the conceptual 
model is that promoting the spatial thinking. This implies that spatial interaction with 
the design object should be preserved while working in digital environment.  This 
reveals the need of three dimensional input and vision for such an application.  
In addition to three-dimensional interaction with the environment, haptic and tactile 
feedback is also a need for these applications. As we mentioned before, hands play 
an important role in model making processes. Haptic interaction is considered as a 
beneficial aspect of the 3D multi-modal design process in various projects. In their 
study on digital 3D sketching, Israel et al. (2009) indicate that the lack of haptic 
feedback causes difficulties to interact with the 3D sketches. Schkolne et al. (2001) 
also suggest that haptic feedback would improve 3D interaction with the objects.  
Another issue is having a quick and reliable response from the virtual objects. Many 
researchers have made an effort to understand the human thinking and action 
processes that support design creativity and efficiency (Arciszewski et al., 1995). 
Several explanatory and predictive models have been developed. One of them, 
introduced by Horvath et al (2003b) explains these capacities with the concepts of 
cognitive theory. The model identifies an inner cognitive loop (including ideation, 
reasoning and presentation) and an external loop (including reasoning, presentation 
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and constructive model development). Typically the time frame of the mental actions 
forming the inner loop is 10-1 - 10-2 seconds, while the time frame for the modeling 
actions can be as large as 10-100 seconds (Figure 2.1). This scheme suggests that the 
speed of modeling actions and the mental actions should be as close as possible, in 
order to not become a burden on creative thinking. In other words, it is expected 
from the user interface of Advanced Design Support (ADS) systems that the time 
needed for creating a component of a product model (e.g. a surface) should be about 
the speed of human thinking, and not be longer than approximately a second. 
 
Figure 2.1 Cognitive Schema of Conceptualization (Horvath et al., 2003b) 
An efficient use of the digital environment in design processes will be possible when 
senses of sight, hearing, and touch can be integrated with it. Varga (2008) points out 
that the transfer of design data to computer through one and two-dimensional 
methods are one of the most important difficulties designers encounter in the 
computer environment.  There are already studies where senses of touch and sight 
are used either separately or concurrently in a digital environment. In our study, we 
pursue the study of hand motions in sketch-model-making. In building a classified 
repertoire of these motions, we make way for their spatial and quantitative 
interpretations to enable their translation to and from the digital environment.  
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Several studies on the spatial acts of object design show that different tools and 
methods make it possible to transfer qualities such as texture, volume and flexibility 
to the models in the digital environment. Among these are studies where probe-like 
haptic feedback tools, such as PHANTOM, are used for both recognizing and 
shaping objects in product design. In these, pen-like data tools simulate the sense of 
touch in the digital environment. Through the pen, the movements of the hand are 
directly translated to the coordinate system that is digitally modeled. The point that 
stands for the tip of the pen is the cursor. In this way, it becomes possible to perceive 
the shape of the digital object and to modify it, bit by bit. However, Evans et al. 
(2005) show that, in cases where such haptic tools are used in the field of industrial 
design, point feedback is incompetent in defining smooth surfaces and place 
restrictions on designs. These tools can only partially transfer the information of the 
haptic experience to the digital environment.  
 
Figure 2.2 Haptic Modeling Tool (Evans et al, 2005) 
To overcome the discrete translation of continuous movements is a challenge. One 
attempt is to identify a language of the hand movements to simulate more than the tip 
of the pen. Looking at hand movements is a more holistic approach.  
An accurate translation of the human hand movements in the physical environment 
can greatly improve the quality of the designer’s relation with the digital 
environment. Horvath et al. (2003) developed a language of hand motions (HML) 
that designers make in defining shapes in the air (Figure 2.3). In further studies, 
researchers such as Varga (2008) produce digital conceptual models using hand 
movements (Figure 2.4). These studies, which exclude any haptic feedback, show 
 8 
that a sequence of hand movements produced for certain shapes, can readily be 
performed by the users and translated to the digital model.  
Another path to take to overcome haptic feedback problems is to use electronic 
haptic ware. Haptic gloves and other gears of the same ilk can be effective in 
translating hand movements to the digital environment while supplying haptic 
feedback to proceeding movements. For this, hand movements should again be 
perceived and interpreted accurately.  
 
Figure 2.3 Hand Motion Language (Horvath et al, 2003) 
Horvath et al. (2003) see that the time spent in conventional CAD programs decrease 
with the help of hand movements, and observe that the concept models produced 
with this method are more creative and flexible compared to those produced with 
CAD software. In the conclusion of his study on HML’s use in the production of 
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concept shapes Varga (2008), writes that a hand movements language does not only 
trigger creativity but it is also intuitional and entertaining.  
The compilation of a repertoire based on hand movements can be used as a tool in 
producing models in preliminary design processes. For this reason a similar approach 
was adopted in our present research on the production of architectural sketch models. 
The repertoire to be produced from the hand movements of the users making models 
will enable them to work in a similar way in a digital environment.  
 10 
 11 
 
3.  ANALYSIS OF HAND MOTIONS USED IN MODEL MAKING PROCESS 
Defining and classifying simple hand movements has an important potential for 
enriching the feedback in a virtual environment. Frolov et al. (2008) say that an 
optimal feedback is possible only by predicting what the user wants to do before 
touching the object. At this point, our primary question has been how to define and 
analyze the hand movements in order to predict how the action is realized and to 
establish thus a basis for an improved haptic simulation.  
To obtain feedback as close to reality as possible, it is ideal if the hand movements 
are interpreted simultaneously by the computer. The Hidden Markov Model is a 
method frequently used in speech recognition and recently in processing hand 
movements (Frolov et al, 2008). When designing a system in which the user supplies 
a continuous data entry with his hand movements, the Hidden Markov Model 
responses quickly with a stochastic method in selecting and processing these entries. 
In cases when where it is not easy to decipher what state a system is in, this model 
makes it possible to predict its subsequent state based on the knowledge of its 
previous states. 
Prompted by the need to understand and sustain the haptic relation between the user 
and the model in order for it to be transferred to the digital media, the present study 
aims at a theoretical framework to digitally identify the performed hand movements 
from within a selective repertoire in order to give accurate and appropriate haptic 
feedback to the user. Technically, the objective is to enable the control of the 
incongruities between the user’s action and the feedback from the model by 
identifying the most relevant movements in a given context from among the 
continuous multiplicity of hand movements.  
The study proposes a repertoire of a limited number of hand movements displayed by 
designers while acting on a particular material. This repertoire is based on the 
transforming positions of hands and not the mental representations or idealized 
claims that designers have of the resulting shapes. This repertoire provides in the end 
 12 
an analysis of hand movements used for different functions in different scales and the 
preliminary step towards more articulate haptic data recognition in the future.  
To compile this basic data, short sessions of model making were held with two 
architects (both graduate students of architecture) as participants. Each participant 
was observed in three sessions. Sessions were recorded audio-visually in order to 
capture designers’ movements as well as their vocalized thoughts, intentions, and 
observations.  
3.1 Case Study on Model Making 
In the first session, designers were given an abstract topic and asked to make a sketch 
model within the ten-minute time frame that was allotted. The concepts continuity 
and transparency were arbitrarily chosen and assigned, and are assumed not to reflect 
an impact on the experimentation. The aim in this stage was to identify very crudely 
the movements the designers made while working on a sketch model without any 
interference. In an earlier pilot study, a preliminary set of findings was already 
obtained and gave a general idea regarding what to expect as actions, for instance 
bending, folding, breaking, tearing, etc. This time around, significant findings were 
obtained in terms of the diversification of the movements and the connections 
between the actions.  
It was observed that the movements of breaking and bending could be repeated in 
different ways, but there are similarities between these movements in terms of the 
positions of the hands with regards to each other as shown in Figure 1.  
 
Figure 3.1 :  The comparison of the movements in bending and breaking: in both      
cases, mirrored hands rotate the material oppositely around a central 
axis whereas in bending the two hands also move closer in order to 
reduce the strain on the material. 
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The findings of this stage helped to form a short list of actions to be used as a 
pregiven guide for the third session where the movements were observed in detail.  
In the second session, the participants were asked to touch some objects, and to utter 
the information they obtained about these. The hand movements used while 
examining the object of different shapes were identified in this stage.  
It was observed that different hand movements were used while examining edged 
and curved objects. It was further observed that while curved objects were grasped 
by the hand as a whole while examining, edged objects were perceived mostly with 
the help of fingers. It was also seen that while perceiving the shapes of all the 
objects, they were turned around in the hand; fingers were moved back and forth 
over the objects in order to feel what the materials are made from. This led to the 
establishing of material constraints and the aspect of scale as a criterion of analysis in 
the final session. The aspect of scale here refers to whether the movement is in the 
fingers, the hands (from wrists) or the forearms (from the elbows). 
In the final session, certain movements that could be used in shaping the objects were 
expected to be applied on different materials. For this, movements including the 
actions of bending, breaking, folding, twisting, and tearing were investigated in 
greater detail. Other actions tried were turning, pulling, puncturing, applying 
pressure, placing, tool using, surface exploring, grasping and releasing. The 
participants performed these actions on four different materials of different surface 
qualities and of different hardness. The materials were sheets of aluminum, 
cardboard, rubber and styrofoam. For the actions of puncturing, wooden sticks were 
introduced as a fifth material. This stage allowed for the identification of the 
characteristics of these movements. The hardness and the shape of the materials seem 
to have a consistent effect on the movements. If the material is harder and the force 
applied increases, transitions between the stages of the movement become sharper. 
The observations from the second session regarding scale in approaching the material 
or the object give us clues to analyze the movements in terms of three different scales 
of fingers, hands and elbows/arms.   
The movement of bending was observed to be similar across all scales. In other 
words, in different acts of bending, the participant used fingers, hands, or forearms 
but the observed movement traced a similar shape in space.  
 14 
In the movements of turning and tearing, although there are similarities in shape, the 
positions of hands vary horizontally depending on the direction of the movement 
applied in the movement of tearing.  The shape and the dimension of the material at 
hand play a role in the characteristics of the movement. When the material is smaller 
than a certain size, movements are realized mostly with the fingers. Significant to our 
analysis, there is little characteristic variation in the transformations of the positions 
of the fingers and the hands at different scales. Hand parts seem to be tracing the 
same movements.  
It is also significant that some actions are particular to one scale. Grasping for 
example, although not included in the study, is realized only with minute changes in 
the relative positions of the fingers which are difficult to determine.  
The findings of this stage helped to form a short list of actions to be used as a 
pregiven guide for the third session where the movements were observed in detail.  
In the second session, the participants were asked to touch some objects, and to utter 
the information they obtained about these. The hand movements used while 
examining the object of different shapes were identified in this stage.  
It was observed that different hand movements were used while examining edged 
and curved objects. It was further observed that while curved objects were grasped 
by the hand as a whole while examining, edged objects were perceived mostly with 
the help of fingers. It was also seen that while perceiving the shapes of all the 
objects, they were turned around in the hand; fingers were moved back and forth 
over the objects in order to feel what the materials are made from. This led to the 
establishing of material constraints and the aspect of scale as a criterion of analysis in 
the final session. The aspect of scale here refers to whether the movement is in the 
fingers, the hands (from wrists) or the forearms (from the elbows). 
In the final session, certain movements that could be used in shaping the objects were 
expected to be applied on different materials. For this, movements including the 
actions of bending, breaking, folding, twisting, and tearing were investigated in 
greater detail. Other actions tried were turning, pulling, puncturing, applying 
pressure, placing, tool using, surface exploring, grasping and releasing. The 
participants performed these actions on four different materials of different surface 
qualities and of different hardness. The materials were sheets of aluminum, 
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cardboard, rubber and styrofoam. For the actions of puncturing, wooden sticks were 
introduced as a fifth material. This stage allowed for the identification of the 
characteristics of these movements. The hardness and the shape of the materials seem 
to have a consistent effect on the movements. If the material is harder and the force 
applied increases, transitions between the stages of the movement become sharper. 
The observations from the second session regarding scale in approaching the material 
or the object give us clues to analyze the movements in terms of three different scales 
of fingers, hands and elbows/arms.   
The movement of bending was observed to be similar across all scales. In other 
words, in different acts of bending, the participant used fingers, hands, or forearms 
but the observed movement traced a similar shape in space.  
In the movements of turning and tearing, although there are similarities in shape, the 
positions of hands vary horizontally depending on the direction of the movement 
applied in the movement of tearing.  The shape and the dimension of the material at 
hand play a role in the characteristics of the movement. When the material is smaller 
than a certain size, movements are realized mostly with the fingers. Significant to our 
analysis, there is little characteristic variation in the transformations of the positions 
of the fingers and the hands at different scales. Hand parts seem to be tracing the 
same movements.  
It is also significant that some actions are particular to one scale. Grasping for 
example, although not included in the study, is realized only with minute changes in 
the relative positions of the fingers which are difficult to determine.  
3.2 Analysis of the Hand Motions and Deformer Actions 
3.2.1 Bending 
Together with folding and breaking, bending is the most common action observed in 
the first sessions. In the third session, when the actions are articulated individually, 
different movements are observed when the participants are bending different 
material.  
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Figure 3.2 : The various instances of bending movement (M1-M8) listed vertically 
whereas the rows show the sequences performed (S1, S2, etc.) in each 
movement. 
The first type of bending includes the mirrored rotation of hands around various axes 
(ovements M1, M2, M4). In M1 and M2, the rotation is around the same two 
horizontal axes but in opposite directions. This change depends on the beginning 
position of the hands. In M4, there is only one axis and it is vertical.  
In the second type of bending, hands are moving closer (movements M3, M4, M5). 
These movements are seen only in soft materials, which are easy to bend. In M4, first 
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and second types of movements are combined. In both types, the scale is that of the 
hands. 
Other type of bending consists of the rotation of the hands in parallel to one another, 
which can be seen in movements M6 and M7. In this movement, the index and the 
middle fingers of both hands rotate in the same direction causing a part of the 
material to bend while the thumb and the other fingers are holding the rest of the 
material in place. The scale of this movement can be said to be of the fingers. 
 
Lastly, in movement M8, one hand is fixing the material onto the working surface, 
while the other one is rotating from wrist to bend the material. By default, hands are 
getting closer. The scale is also that of the hands in this case.  
3.2.2 Breaking 
 
 
Figure 3.3 : The various instances of breaking movement (M1-M5) listed vertically 
whereas the rows show the sequences performed (S1, S2, etc.) in each 
movement. The scale of finger in M1, of hands in M2, M3 and of arms 
in M4, M5 are employed. 
As mentioned in previous sections, the action of breaking is quiet similar to that of 
bending. The first is often an extreme condition of the latter. The difference between 
bending and breaking gets highlighted with the type of material worked on. Bending 
time is longer when the material is not brittle.  
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There are three main types of movements defining this action. The first is the 
mirrored rotation independent of the working scale of the hands, fingers or arms 
(M1, M3, M5). The size of the material changes among these instances. Where the 
material is small, fingers are used and as the material size increases the wrist and 
elbow movements are more appropriate for applying the required force to break the 
material.  
 
In the second type, exemplified in M2, one hand is fixed holding the bigger portion 
of the material in place while the other hand is rotating around an invisible axis to 
break (off) a small piece of the material. 
In the last type, instanced in M4, hands move closer to apply pressure to the material 
from opposite ends. Different than the movements described under bending, the 
hands do not rotate from the wrist but the action is in the elbows. In this case, it is 
noted that the material size is large, and this might, in turn, be the very reason for the 
designer to keep the fingers and even the hand positions fixed.  
Additionally, based on the vocalized observations of the participants, the act of 
breaking seems to require a marked and strong force implemented at the fingertips. 
Differently, the act of bending is performed with an extensive force applied all over 
the fingers or the palms depending on the scale used. This difference designates the 
scale and the type of movement for the two actions of bending and breaking. 
3.2.3 Twisting 
The action of twisting is always performed in the same way. In all the observed 
instances, the relevant parts of both hands, whether they are fingers, wrists or elbows, 
rotate around an axis but in opposite directions. Only in the third instance, M3, in 
addition to the rotation, the hands get farther apart from one another. This is possibly 
due to the size and the physical properties of the material 
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Figure 3.4 : The various instances of twisting movement (M1-M3) listed vertically 
whereas the rows show the sequences performed (S1, S2, etc.) in each 
movement 
3.2.4 . Folding  
Although it may sound similar to bending at first, the act of folding turns out to be a 
more complex procedure than breaking and bending. In the samples studies, one 
hand is often assisting the other to perform the necessary movements and this 
assistance is usually to designate a precise axis of the fold. The movements of one 
hand and the assistance of the other shift from fingers to hand scales based on the 
material. 
 
Figure 3.5 : The various instances of folding movement (M1-M4) listed vertically 
whereas the rows show the sequences performed (S1, S2, etc.) in each 
movement 
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In M1, we observe three consecutive steps. In the first step, the fingertips of the 
assisting hand are delineating the axis for the fold while the thumb and the pointing 
fingers of the other hand separately guide the opposite sides of the material in 
opposite directions around the axis. In the following two steps, the assisting finger 
moves out of the way and the entire hand supports the pressing movement of the 
other to complete the task.  
In M2, the thumbs of each hand delineate from two opposing sides an axis for the 
fold and the rest of the hands rotate in opposite directions similarly to twisting. Again 
in a later step, the thumbs move out of the way and the fingers are used to press 
down the material to complete the folding. 
 
In M3, the hands are picking up the material by the ends, making a half circle 
movement away from the horizontal plane. Later on, one of the hands let go of the 
edge and press on the bent material at the desired folding axis while the other 
continues holding the edge. To finish off the action, both hands press on the folding 
axis horizontally moving back and forth along the axis.  
In M4, the index and the middle fingers of both hands rotate around the folding axis 
while the thumb and the other fingers designate the folding axis and hold the material 
in the air. This instance was applied to aluminum sheet. If the material were plastic, 
the movement would result in bending and if it were a more brittle material, the 
movement would result in breaking.  
3.2.5 Tearing 
There is only one observed action defining tearing across all different scales and 
materials. Hands are moving in opposite directions away from an axis. Fingertips 
apply a force while the thumb and the index fingers hold the material. Different 
materials guide the action to be either softer or sharper. In M2, for instance, the 
material tears more easily than in M3, and less force is applied in comparison.  
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Figure 3.6 : The various instances of tearing movement (M1-M3) listed vertically 
whereas the rows show the sequences performed (S1, S2, etc.) in each 
movement 
3.2.6 Using a Tool 
The tool using action is performed in similar movements for the knife and scissors. 
One hand is always assisting the other hand by fastening the material. In M1, one 
hand is placed horizontally on the material to hold, while the other is making a 
straight movement with the knife on the cutting axis. On the other hand, in M2, the 
assisting hand is not only holding the material but also moving and rotating it as 
needed in order to create the curved path desired for the knife.  In M3, differently 
than in M1 the assistant hand is holding the material in the air stable enough for the 
scissors to move through it.          
 
Figure 3.7 : The various instances of the uses of two different tools. In M1 and M2, 
the tool that is in use is a cutting knife, and in M3, the tool used is a pair 
of scissors. The sequences of each action (S1, S2, etc. ) are also shown.         
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3.3 Classification of the elements of the repertoire 
It can be seen that while the material and its size change, the fingers, hands and arms 
performs similar movements. This implies that there are similarities between scales 
as well as differences. This enables a classification. The table shows the movements 
and the parameters involved. 
Table 3.1: Classification of the elements of the repertoire. Movements are the same 
in some of the actions but the scale is differentiating (e.g. Bending M1-
Breaking M1). (F = Finger Scale, H = Hand Scale, E = Elbow Scale) 
CLASSIFICATION OF MOVEMENTS 
Hands separate  Hands together 
Rotating Moving 
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3.4 Recognition Schema for Classified Actions 
The classification of actions as shown in the table above reveals similarities and 
differences to be utilized in the recognition process. Below is a preliminary 
recognition schema based on the classification data. In the tree-like schema, all 
actions are rooted to the initiation node.  Then, step-by-step they are grouped under 
different properties. For instance, all the actions in the top branch separate into two 
groups according to whether right and left hands are involved in action together or 
separately. 
  
The schema is inclusive of indicative properties such as motion, rotation or action 
scale. Nevertheless, there are some limitations. The difference between bending and 
breaking actions is mostly caused by the material and performing time which are 
factors excluded from the schema. As mentioned before, future work is required to 
consider performing time as an input in recognition algorithms. Moreover, materials 
of different degrees of flexibility factor into these two actions. While bending is 
applicable on highly flexible materials, breaking occurs if the material behaves as 
brittle against the applied force. This implies that the characteristic of the forces on 
the material is another variable to consider.  
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Figure 3.8 : Recognition Schema for all the classified actions. 
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3.5 Comparison of the forces applied by the fingertips in different actions 
As mentioned above, the classification of movements will provide a base for the 
recognition of actions. Although the movements used in some of the actions are the 
same (e.g. Bending M1 – Breaking M3), the performed action is recognized 
according to the material used. Additionally, the applied forces are different in these 
actions. When the computer recognizes the movements, it will respond in different 
ways for each action. Although it is not complete, one part of our study is the 
analysis of the forces exerted to materials in different actions. So far, we have been 
able to compare the forces exerted by the thumb and the index finger of one hand in 
the actions of bending M1, breaking M3, and twisting M1.  
Two sensors are used to capture forces applied by the two fingers in action. These 
sensors give an output value in a range of 0-1000 when a force up to 4.5 kg is 
applied.  
The sheet size of the materials (styrofoam and rubber) selected for this experiment is 
5cm x 10 cm, a constant value for both to prevent misinformation about the forces 
caused by the size. The action of breaking is performed with styrofoam and the 
actions of bending and twisting are performed on rubber.  
The comparative graphs below each show a 4 second segment of the movements. 
The exerted force is indicated as the sensor output value increasing downwards on 
the vertical axis. The vertical grey lines show where the action starts and ends 
according to visual observations. 
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Figure 3.9 : Forces applied for breaking (Breaking M3). The first row is the graph 
for the thumb and the second row is for the index finger. The applied 
force is shown in the vertical axis, time elapsed is shown in the 
horizontal axis. 
 
Figure 3.9 illustrates the sudden fall in the value of the exerted force at the moment 
of breaking. This figure can be said generic for breaking action. It also shows that the 
thumb applies more force than the index finger because the index finger is supported 
by the middle finger. The same issue is repeated in the other actions, which are 
performed in similar ways. The thumb is always on the other side of the material. 
 
Figure 3.10 : Forces applied for bending (Bending M1). The first row is the graph 
for the thumb and the second row is for the index finger. The applied 
force is shown in the vertical axis, time elapsed is shown in the 
horizontal axis. 
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Figure 3.10 illustrates in comparison with Figure 10 that in the action of bending M1, 
far less force is applied to the material than that in breaking M3 which is visually the 
same movement type.  The figure also shows no sudden fall in the value but a 
gradual dying away.  The force exerted by the index finger is low in value and barely 
captured by the sensor.  
Figure 3.11 shows that the action of twisting M1 has a similar graph to that of 
breaking M3. Almost the same amount of force is applied to perform this action.  It 
can be seen that the curve of the applied force value is different for twisting. It is of a 
bell shape unlike the suddenly disrupted curve of breaking. Also its average value is 
much higher than in the action of bending. Lastly, the action spans differently over 
the 4 seconds and lasts longer. Twisting action ends between closer to the end of the 
third second while there is still a force applied to the material. This prolonged effect 
is caused by the physical properties of the rubber. 
 
 
 
 
Figure 3.11 : Forces applied for twisting (Twisting M1). The first row is the graph 
for the thumb and the second row is for the index finger. The applied 
force is shown in the vertical axis, time elapsed is shown in the 
horizontal axis. 
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We have shown the analysis of the hand motions used in the model making process 
in this chapter. Depending on the observations of the conceptual model making 
processes we have created a classification table for the certain hand motions to be 
used in recognition phase. In addition to the classification of the hand motions we 
proposed a priliminary recoginiton schema that shows how the hand motions are 
related to to each other. On the other hand the haptic dimension of the specified hand 
motions are discussed and the instances of applied forces in specific actions are 
presented in the end of the chapter.  
 
In the next chapter we focus on the translation of the analyzed hand motions to the 
digital platform. When the hand motions are transferred into the digital platform they 
can be used in digital modeling processes that is presented in the last chapter. We 
present the hardware and the software that are used to capture hand motions and 
create a virtual hand to be used in the recognition algorithm. The recognition phase is 
further explained in the forthcoming sections of the next chapter.  
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4.  TRANSLATION OF THE ACTIONS TO THE DIGITAL PLATFORM 
In the previous chapter we have shown the relations between different actions used in 
physical model making process. As it can bee seen in Table 3.1, when we decompose 
the actions into basic motions, they can be classified and compared . We have also 
created a basic recognition schema for the comparison of the hand motions (Figure 
3.8). This chapter explains how these actions are translated into the digital platform 
and are recognized by the computer. Firstly the hardware and the software involved 
in the process are explained to clarify what kind of data is used. After the explanation 
of the basics of the system, the definitions for the hand motions and the recognition 
process are presented.  
4.1 Capturing Hand Motions 
There are several approaches to the hand motion recognition issue (Frolov et al, 
2008; Sckholne et al, 2001; Wang and Popovic, 2009). Methods used in various 
studies can be classified in two groups: using optical systems (marker detection, 
color or brightness detection) and using an intermediate tool such as data-gloves. 
There are also examples where color gloves recognized by optical systems such as 
MIT Glove (Wang and Popovic, 2009). Color tracking is assumed to be the cheapest 
and the most applicable method since usually a webcam is enough to apply this 
method. However frame rates and sensitivity is not as good as marker detection 
systems or data-gloves. In order to achieve healthy solutions a marker based optical 
tracking system is used to gather hand motion data in the current study. The system 
consists of 6 high-speed digital cameras that capture images with a speed of 200 fps. 
The system captures the positions of special reflective markers and transfers them to 
the EvART software in which the data is interpreted.  
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Figure 4.1: Motion Capture System (TU Delft HoloLab) 
We used the facilities in Delft Univeristy of Technology Faculty of Industrial Design 
Engineering department (Figure 4.1). 6 cameras are located around the working area 
so that the hand motions are captured flawlessly. A holographic display was also 
provided by the departement that is used in the modelling proceses explained in the 
next chapter. 
EvART software is an intermediate platform that recognizes markers depended on a 
recognition model. That means the hand model should be created before using the 
system. In our approach eleven different markers defined for the both hands (5 
markers for the left hand, 6 markers for the right hand). One more marker at the right 
hand makes it easy to distinguish the difference between the hands. Every marker is 
matched with an ID in the digital model. Marker IDs are RP - Right Palm, RT – 
Right Thumb, RI1-Right Index1, RI2 – Right Index2, RI3 – Right Index 3 and RM - 
Right Middle for the right hand; LP - Left Palm, LT – Left Thumb, LI1-Left Index1, 
LI2 – Left Index2 and LM - Left Middle for the left hand.  Final setup for the markers 
can be seen in the Figure 4.2.  
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Figure 4.2: Marker Set 
Using this marker set a hand model is trained within the EvART software. All 
possible actions such as bending, twisting or tearing are performed in this training 
session. This training prevents possible recognition errors making sure every marker 
is matched with the correct marker ID.  Figure 4.3 shows the digital representation of 
the markers and the hand model . 
 
Figure 4.3: Digital Hand Model 
The next step in the process is to interpret the data produced by the EvART software.  
(Figure 4.4) Since we only have the positions of the markers in the set we need to 
process this data to produce a virtual hand to be used in model making process. 
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Figure 4.4: Sampe Data Generated by the EvART Software 
4.2 Creating a Virtual Hand  
The marker data taken from the EvART software should be processed before it is 
used the in digital model making process. Since our classification compares 
properties of the hands such as position or rotation we need more specific data about 
the hands but not just the marker positions. Thus supplementary vectors are created 
using the marker data. Two vectors for both of the hands are enough to figure out 
horizontal and vertical rotations of the hands. Together with the marker positions 
these vectors create the virtual representation of the hands. First vector definition is 
the normal vector of the plane defined by the marker points at the RT, RI1 and RM 
for the right hand (NR1) and LT, LI1 and LM for the left hand (NL1). Second vector 
definition on the other is the normal vector of the plane defined by the marker points 
at the RP, RT and RI2 for the right hand (NR2) and LP, LT and LI2 for the left hand 
(NL2). Figure 4.5 shows the marker points and the vectors for both of the hands. 
After this step every action is to be defined using this virtual hand and interpreted by 
de modeling software.  
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Figure 4.5: Virtual Hand 
4.3 Processing the Data  
Following the preliminary recognition schema presented in the chapter 3.4, a detailed 
recognition process is developed using the data supplied by the virtual hand. Since 
no haptic feedback is provided in the process and no data has been provided above 
the hand scale, scale of the actions is ignored for the recognition purposes. On the 
other hand, the lack of haptic feedback also makes it necessary to define the hand 
gestures involved in the modeling process. For instance, since users are not able to 
feel that they hold an object, performing a hold action is almost impossible without a 
predefined hold gesture. Thus in order to classify hand motions, basic gestures 
should be defined.  
As we studied the properties of the actions, there are two main gestures to be 
considered alongside with one default gesture for both hands. The recognition system 
should be aware of whether if the user performing any action or not. In order to 
separate passive and active state of the hands, a default gesture is defined. This 
gesture is, in fact, the natural posture of the hands. While the user keeps his/her 
hands in their natural posture, no action takes place. This gesture is also the 
termination criteria for all the actions (Figure 4.6).  
The second gesture is the hold / action gesture as mentioned above. While all the 
actions have different characteristics, one hand always interacts with the object 
through the actions. In most of the actions one hand is holding a part of the material 
or the tool, which means that the holding gesture is common for these actions (Figure 
4.6). Holding gesture occurs when the thumb, the index and the middle fingers are 
get closer then the predefined interval.  
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The last gesture is the assisting gesture, where the hand is interacting with the object 
but not holding it with fingers, as it occurs in the tool using actions. This gesture is 
quite similar to the default gesture but has small differences. In this gesture, all the 
fingers edges in to the next one while the hand keeps wide open. To sum up, there 
are three main gestures for both hands that enable the system to recognize all the 
actions.  
 
Figure 4.6: Hand Gestures –Relaxed Gesture, Assisting Gesture, Action Gesture 
For manipulation purposes there are two additional gestures defined intuitionally. 
The first one is the option gesture, where the system enters into manipulation mode. 
This gesture is valid only for the left hand making the right hand free for 
manipulation actions.  In this gesture, while thumb finger is wide open the other 
fingers are edged in to the next one like in the assisting gesture. The second gesture 
is the selection gesture that is especially defined for selecting objects in the scene. In 
this gesture, index finger is wide open while thumb and the middle fingers are closer 
than the predefined interval. These two gestures are separate from the original 
gestures that are originated from the real modeling processes. Thus they are breifly 
studied within the scope of the research even though they support the digital 
modeling process.  
                                     
Figure 4.7: Hand Gestures – Option Gesture, Selection Gesture  
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After all the gestures are defined they can be recognized by the system depended on 
the distances between the marker points. Recognition algorithm for the gestures is 
presented below (Figure 4.8). 
 
Figure 4.8: Gesutre Recognition Algorithm 
4.3.1 Creating the Recognition Tree for the Classified Actions 
As it is described in the classification table (Table 3.1), hand motions are separated 
into two groups as hands separate and hands together. Although the actions that 
hands are acting separately can be recognized using the current data, the actions that 
hands involved together needs one more specification before the spatial properties 
are compared. This specification is the relative orientation of the hands to each other 
when the action initiated. There is two different setup for the hands observed from 
the classification table. The first setup is hands parallel setup, in which the palms of 
the hands are directing the almost same direction (Figure 4.9). This data is gathered 
using the defined vectors mentioned at the Chapter 4.2.  
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Figure 4.9: Hands Parallel Setup 
The other setup is called hands facing setup (Figure 4.10). In this setup the palms of 
the hands face to the each other. The main reason of the separation of these two 
setups is that depending on the setup the same change on the hands leads to either 
twisting or bending (e.g. mirrored rotation). In other words, how the material is hold 
changes how it is deformed. 
  
Figure 4.10: Hands Facing Setup 
In the final recognition tree all defined actions except breaking are involved together 
with some support functions: moving, scaling, rotating, copying and painting. These 
manipulative functions are added after a pilot study with the system. Details of this 
study can be seen at the Section 6.5.1. As we mentioned in the previous chapter, 
there are two additional hand gestures to perform these functions.  
Similar to the preliminary recognition schema our final recognition tree starts from a 
root which  is the position of the left hand. As we defined the gestures for the left and 
the right hand they always fit a gesture. For the case of the left hand the possible 
positions are relaxed, assisting, action or option which create the first branches of the 
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tree.  After finding out the state of the left hand we need to check the right hand’s 
condition, which can be either relaxed, assisting, action or selection. If both hands 
are in the action state it means they are acting together, otherwise they are acting 
separately. If the hands are acting separately the actions grouped under this condition 
are recognized without a need of any additional information. As we described below, 
when the hands are acting together they can be in one of the two spatial setups: hands 
facing setup or hands parallel setup. After the recognition of the spatial setup of the 
hands the actions can be grouped under the spatial properties such as moving or 
rotating. Final recognition tree can be seen in the Figure 4.11.  
 
 
Figure 4.11: Recognition Tree For All Defined Actions  
 
The hand motions can be transffered using the recognition schema presented here. As 
all the hand motions are defined by points and vectors they can be easly compared 
and processed by the recognition algorithm.  As we mentioned in the very beginning 
there are two categories for the actions that are hands separate and hands together. 
Thus, we developed the recognition algoritm according to this classification. The 
recognition algorithms for the hands together actions and the hands separete actions 
can be seen below.  
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Figure 4.12: Recognition Algorithm for the Hands Together Actions 
The actions bending, twisting and the tearing are classified as the hands together 
actions. After the intial setup is recognized as the hands facing or the hands parallel, 
these actions are recognized according to the recognition schema (Figure 4.11). On 
the other hand hands separete actions are recognized without a need for the initial 
setup checking. As it can be seen in the Figure 4.10 initial setups are only used for 
the hands together actions. The algorithm below is used to recognize the acitons 
folding and using a tool as well as the manipulation actions (Figure 4.12) 
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Figure 4.13: Recognition Algorithm for the Hands Separate Actions 
In this chapter we presented the translation process of the hand motions to the digital 
platform. We showed the action specific gestures and initial setups for the hands to 
be interpreted by the recognition algoritm. Finally specific algorithms for gesture 
recognition and the action recoginition are proposed to be used in the application 
process. In the next chapter we focus on the components of the application process 
and the deformation algoritms. 
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5.  APPLICATION 
Until now we explained how the hand motions are defined and translated into the 
digital platform. We introduced the environment that we use to capture and process 
hand motion data. In this chapter we are going to explain the application process and 
its components. Although we explained the deformation actions we also need to 
define this deformations inside a modeling environment. Using a modeling software, 
deformations are defined and applied depending on specific algorithms based on 
hand motions. We purposed algorithms for the deformations such as cutting, 
bending, twisting or tearing as well as the manipulative actions such as moving, 
rotating or scaling. Although most of the deformations introduced briefly the bending 
actions is studied further and a unique real time bending approximation algorithm 
developed. Thus, we explain the bending deformation more then any other 
deformation introduced in this chapter.  
In addition to hand motion interpretation, a holographic display used to show 3D 
image to the users. This way users could perceive 3D identities in the space and 
manipulate them. The application process is explained further in the forthcoming 
chapters.  
5.1 Choosing the Modeling Environment and API  
The modeling environment for our purpose should provide access to 3D model data 
such as vertex position or index. We must manipulate this data from outside of the 
modeling software. Furthermore, recognition application should process a huge 
amount of data and response to the user quickly. For such a purpose we choose 
MAYA modeling software since it has a C++ API that is capable of processing 
complex algorithms quickly. We developed a plug-in that streams data from motion 
capture system to the modeling software, recognize hand motions and apply 
deformations to the 3D objects. This plug-in is developed in Microsoft Visual Studio 
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using Maya C++ API and EvART stream library.  Final schema for all the process 
can be seen in the Figure 5.1.  
 
Figure 5.1: Hand Motion Recognition and Application Process  
5.2 Developing the Deformation and Manipulation Algorithms 
As it can be seen in the Figure 5.1, the EvART software takes the marker positions 
from the recognition software, generates a hand model and sends it to the Maya plug-
in. The Maya plug-in recognizes the generated virtual hand and takes action 
according to the recognition schema. In this chapter we explain the actions the plug-
in generates and sends to the maya software. Since our approach primarly focuses on 
the deformation actions, they are introduced separetly from the manipulation actions. 
As we mentioned before, we pay special attention to the bending algorithm since we 
propose a unique way of realtime bending approximation for mesh objects. On the 
other hand, the folding action is excluded from deformations since the folding 
algorithm was a heavy operation for a realtime application. We proposed the same 
algorithm for tearing and cutting deformations (using a tool) since they have the 
same effect on the material. For the bending and  twisting deformations there are two 
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types of algorithm foreach. While the deformation algorithms are the same for 
different types of the actions, input data changes according to the initial setup of the 
hands (hands facing or hands parallel). The exception is that the bending algorithm’s 
predefined methods in the Maya software are used without any addition for both 
deformation and manipulation actions.  
5.2.1 Bending Algorithm 
When we consider all types of deformations that we can apply to the material, the 
bending deformation is the most complex action in context of computation. While 
other deformations are calculated with simple algorithms, the bending algorithm has 
relatively more input data and end conditions. It even includes the twisting algorithm 
itself to simulate spatial effects of the bending. There are several ways to compute 
bending effect on an object but most of them are either heavy operations or abstract 
approximations. Finite Element Modeling is one of the most common methods to 
compute bending effect on the objects but it is not suitable for realtime application 
since it is an iterative method. On the other hand, predefined bending method in the 
Maya software is too weak to represent physical bending since it simplifies the action 
to a bending axis and an angle. Thus we studied the bending deformation from 
scratch and purposed a realtime bending approximation using bezier curves. Before 
we develop the algorithm we studied possible end conditions for a bending action 
(Figure 5.2). In this figure there are two main deformation models for certain end 
conditions. Since the positions and the rotations of the hands can be different from 
each other they must be considered as different inputs for the models. While 
positions of the hands are represented as two points, Point A and Point B, rotations of 
the hands are represented by two vectors, V1 and V2. This schema guided us to 
develop the bending approximation using bezier curves.  
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Figure 5.2: Deformation Types For Bending 
Since our aim is to develop a real time bending algorithm, using iterative 
construction methods is not eligable for this purpose. Using  a bezier curve on the 
other hand is a faster approach and has opportunity to capture changes in the both 
hands separetly.  Now we explain the inputs and calculation of the curve for a given 
condition below. 
As we mentioned before we use the marker points to calculate two different vectors 
on both hands (NR1, NL1, NR2, NL2). These vectors are determining the bending 
direction and the bending rotation depending on the initial setup of the hands (hands 
parallel or hands facing). When hands are facing each other NR1 and NL1 are used 
to calculate bending rotations while NR2 and NL2 are used to calculate bending 
directions for the both hands. When hands are parallel, this time NR2 and NL2 are 
used to calculate bending directions while NR1 and NR2 are used to calculate 
bending rotations. This process is explained further in the next topic.  
 
 
 45 
 
5.2.1.1 Creating a 3rd Degree Bezier Curve 
 
Using two contact points from the both hands we create a 3rd degree bezier curve. 
(Figur 5.3). Control verticies are calculated via normal vectors multiplied by a 
weigth value. (N1, N2). This weight value is calculated for every change of the 
points and normal vectors to preserve the given lenght. When bending action is 
initiated, the distance between contact points should be prescribed as equal to the 
length of the bezier curve.   
 
Figure 5.3: Definition of the bending curve. 
 
Figure 5.4: Iteration over the weight value of the vector: Presribing the length 
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We presume that the weigth value for both hands are always the same : normal 
vectors always have the same lenght for both hands.( If they were not, there would be 
more then one solution to the given curve with same lenght). Prescribing the length is 
only  accomplished by the change of the weight value. (Figure 5.4). Below you may 
see the algorithm that calculates the bezier curve for every frame with a given length 
(Figure 5.5). This algorithm performs a hill climbing over the weight value to 
optimize length.  (Though for certain conditions curve length could not be optimized 
i.e. the distance between points islarger than the given length).  
 
Figure 5.5: Lenght adjustment algoritm for the bezier curve 
5.2.1.2  Application of the Bending Direction Vector with the Bezier Curves 
While a bezier curve is sufficient in 2D space, when we consider 3D situations it is 
not enough to solve the bending problem. Thus we use a secondary vector which 
determines the direction of the bending affect through the object.  For example, if 
these planar bending vectors are getting closer to each other; material bends with a 
higher slope in closer points respectively. (Figure 5.4.) 
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Figure 5.6: Bending Vectors and Bending Curves 
After calculating new bezier curves over the bending vectors, we can calculate the 
overall effect of specified bending action.Sample outputs of the final bending 
algorithm are presented in Figure 5.6.  
 
Figure 5.7: Bending Deformation 
The bending approximation is further analyzed and validated through the comparison 
between the generated models and digitized paper models. In this purpose, a 20 cm x 
10 cm dimensioned paper is filled with reflective markers and captured by the 
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motion capture system. After the paper digitized and transferred into the modeling 
environment it is bended in several forms. They are then compared with the models 
bended with the proposed algorithm (Figure 5.7). It can be seen that there are slight 
differences between the phyiscal models and the computer generated ones. It shows 
that the proposed bending algorithm is efficient for the application phase. Using this 
bending algorithm realistic bending deformations can be simulated in the digital 
platform.   
 
Figure 5.8: Comparison between the generated models and the digitized paper 
models. (a = Digitized Paper Models b = Computer Generated Models) 
5.2.2 Tearing and Cutting (Using a Tool) 
As it was mentioned before we proposed similar algorithms for the tearing and the 
cutting actions. We capture the initiation and the termination conditions of the hands 
and perform a slice method predefined in the Maya software. For the tearing action 
the algorithm starts when the hands take the tearing posture (figure 5.8). Algorithm 
waits for the hands relax until it captures the termination position. When the hands 
are relaxed the object is sliced into two parts starting from initial position of the right 
hand to the termination position of it. Since the object separated into two parts, two 
new objects are created out of the existing one.  
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Figure 5.9: Tearing Posture 
For the cutting action the system waits the cutting posture to occure (figure 5.9). 
When the posture occures system captures the initial position of the right hand and 
waits for the hands relaxe. When termination criteria are met, the system captures the 
final postion of the right hand and performs the same deformation with the tearing 
action.  
 
Figure 5.10: Cutting posture  
5.2.3 Folding 
We proposed a folding action in the development process. However this deformation 
algorithm was too heavy for the real time application of the action. Thus we 
eleminated the folding action from the set of deformation algorithms. Even though 
there is no effect of the folding action, the system still reads the folding posture and 
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indicates to the user that the action is peformed (figure 5.10). Again this action is 
terminated when one of the hands is relaxed.  
 
 
Figure 5.11: Folding Posture 
5.2.4 Basic Twisting 
The twisting action uses the predefined twisting algoritm in the Maya software. 
Using the same conditions with the bending the twisting action is performed when 
the hands are facing or parallel. The system reads the angle between NR2-NL2 
vectors in hands facing setup and NR1-NL1 vectors in the hands parallel setup. It 
applies the twisting with this angle when one of the hands is relaxed.  
 
We have shown the components of the application process in this chapter. Using the 
specified modeling environment hand motions are interpreted. In addition to hand 
motion definitions presented in the previous chapter we presetented the deformation 
algoritms that are matching with the specified actions. The bending algorithm is 
studied deeply since existing methods are not efficient for the hand motion based real 
time bending application. For the rest of the actions  we presented basic algorithms 
that initiates and terminates predefined deformation methods in the Maya software. 
We further explain the application process in the next chapter.  
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6.  TESTING AND VALIDATION 
6.1 Pilot Study on The System. 
After the deformation algorithms are developed we conducted a pilot study on our 
system to evaluate different aspects of it. When we conducted this experiment there 
was no manupilative actions presented in the application. This pilot study showed us 
there must be manipulative actions in the application such as move, rotate or scale 
that enable users to interact with the environment easily. There were three 
architecture students involved in this experiment. They were expected to implement 
given actions to the objects they see on the holographic display. The experiment is 
recorded by a camcorder. While the participants were performing the errors they 
made were noted to validate the recognition algorithm. After they performed 
required actions the participants answered action specific questions and general 
questions about the system.  
Actions Subject 1 Error Subject 2 Error Subject 3 Error 
Bending Type 1 0 0 1 
Bending Type 2 0 0 0 
Twisting Type 1 0 1 0 
Twisting Type 2 1 0 0 
Using a Tool 0 0 0 
Folding 0 0 0 
 
All the participants were asked to perform six different actions including two types 
of bending, two types of twisting, folding and using a tool. They were expected to try 
every action until they accomplish. On the table above, it can be seen how many 
trials were made until the actions were performed. Each of the participants made one 
Table 3.2: Error counts for the specified actions 
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mistake through their performance. For the actions bending type1, folding and using 
a tool, none of the participants made any mistakes. For the rest of the actions each 
subject made a mistake for one the actions. According to this table, it can be said that 
the actions were easly understood and implemented by the participants. Main reason 
of the errors was the motion capture system’s weakness. Throughout the perfomance, 
users cover the markers by mistake several times which result as misrecognition of 
the hand postures. In such cases they are interrupted and warned to fix recognition 
issues.  
After the sessions participants are questioned about the process. In the table below 
you may see the comments of the participants about the application.  There are 
several issues which seem to affect negatively the process. All of the participants 
complainabout the lack of transformation actions such as move or rotate. On the 
other hand all participants think that it is hard to feel and control the bending action 
and the result is usually unexpected. They suggest that while the 2D screen is not 
sufficient to understand the position of the object, holographic display has a slow 
refreshing time which obstructs the performance. One of the participants addresses 
the lack of haptic feedback that may improve the interaction with the objects. On the 
other hand, they found the actions other then the bending relatively easy to perform 
especially the using a tool action. They all have enjoyed the process and think it is 
and exiting as a design tool. One of the participants defines the actions as intiutive.  
They all think that using hand motions in digital model making process is quite 
enjoyable and exiting.   
The application is extended and improved following the pilot study. Depending on 
the comments, the manupilation actions are added to the hand motion repertoire. On 
the other hand hardware is updated for holographic display to have a better 
refreshing time.   
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Comments Subject 1 Subject 2 Subject 3 
‘’Bending action 
was hard to feel and 
control’’ 
x x x 
‘’I need to position 
the object before I 
apply the 
deformation’’ 
x x x 
‘’Effect of bending 
was unexpected’’ 
x   
‘’It would be better if 
there was a haptic 
feedback’’ 
  x 
‘’Basic actions 
(move,rotate,scale) 
would improve the 
quality of the 
application’’ 
x x x 
‘’It is difficult to snap 
to object in 2D 
screen’’ 
x   
‘’Refreshing time of 
holographic display 
badly effects the 
performance’’ 
 
 x  
‘’Folding, twisting 
and using a tool 
was easy to 
implement’’ 
x x x 
‘’Effect of the using 
a tool was 
impressive’’ 
x x x 
 ‘’Modeling with 
hand motions  was 
(exiting / 
satisfactory)’’ 
x x x 
Commands were 
intuitive 
x   
‘’Holographic 
display improves 
the understanding 
of the 3D space’’ 
x x x 
Table 3.3: User Comments on Pilot Study 
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6.2 Final Experiments  
After the system had been improved with the manipulative actions we conducted two 
sessions of testing on the system. There were 9 participants involved in these 
sessions. All the participants were architecture master students with at least 3 years 
experience of 3D modeling. On the other hand, all participants were experienced in 
physical model making with at least 5 years of practice. None of the participants had 
a past experience of any augmented reality applications. In other words, it was the 
first time for all the participants to work with such a tool.  
In the first session participants were asked to perform given actions. They are 
introduced with the gestures before they start the experiment in order to avoid the 
problems caused by the recognition issues. After the brief explanation of the gestures 
they start the first session. They were not aware of any actions they would perform. 
Every mistake they made is noted through the performance. They are guided if they 
forgot a defined gesture in this session. (Figure 6.1). 
In this session we aimed to evaluate the hand motion definitions and the application 
performance. Thus in addition to the mistakes that we noted through the 
performances, participants were asked to rate their performance in two categories. 
While they rate the hand motion intuitiveness in one category they also rated the 
application performance of the given action in the other category. Their experiences 
in this session reveal the quality of the recognition process as well as the 
intuitiveness of the defined hand motions. In other words, the high ratings for 
application quality show that the recognition algorithm works correctly and the high 
ratings for the hand motion intuitiveness show that the actions are easily performed. 
The final results can be seen in the next section.  
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Figure 6.1: First Session of the Experiment 
In the second session the participants were required to accomplish a given task. The 
task was to make a conceptual model to design a student residence in the university 
campus. They were free to add any additional functions to the complex such as social 
activities, study rooms etc. They were given 20 minutes to finish their conceptual 
model. They were not allowed to use any other tools or make sketches. They are 
neither interrupted through this session nor guided for any issues.(Figure 6.2) 
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Figure 6.2: The Second Session of the Experiments 
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6.2.1 Results 
There have been two sessions of testing as explained in the previous chapter. First 
session was conducted to validate the application of the hand motions used in the 
model making process. The results taken from user ratings are compared in two 
categories, which are hand motion intuitiveness and application performance. The 
subject rated these aspects in a scale of the values 1-5.  
The results show that the subject perceives all of the hand motions as intuitive expect 
the manipulation action (Figure 6.3). These actions are rated above 4 for 
intuitiveness while manipulation is rated 2.66 points. This is an expected situation 
because the manipulation gestures are defined without any background research and 
they were not based on any physical interaction with the models. It proves/shows that 
our hand motion classification is a successful approach for the hand motion 
recognition process. The participants have easily understood all the deformation 
actions and they easily learned the gestures. On the other hand, for the performance 
issues the actions took high ratings except the tearing action. This implies even the 
participants can understand the tearing gesture; there is an issue with the application 
of the action. It is observed that there was an error in the motion capture system 
when participants try to perform a tearing action. They accidentally cover some of 
the markers with their hands and prevented the system to read the positions of the 
markers. This lead the lack of information in the recognition process resulting in 
unwanted solutions. Since the gestures are dependent on our classification schema 
we did not change this gesture but informed the users about the issue.  
It can be seen that intuitiveness ratings are higher than the performance ratings for 
deformation actions. This is further investigated in the second session but we can say 
that the problems caused by the motion capture system; the holographic display and 
the modeling environment is the reason of this difference. Even the users easily 
performed the actions the resulting effects were usually unexpected due to the 
reasons we explained above.  
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Figure 6.3: User Ratings For Action Performance and Intuitiveness 
at the end of the second session, users rated their modeling performance again in a 
scale of 1-5. The most significant outcome of this session is that the participants 
perceived their digital conceptual modeling process similar to physical modeling 
process giving the rate 4.66. On the other hand this situation is not the same with the 
digital modeling process, which take the rating 3.16. When we consider the lack of 
tools in proposed environment that exist in the digital modeling software this rating 
is expected. The participants think that this tool improves the quality of their 
conceptual model making process. However, they could not achieve perfectly what 
they intended to do in their modeling process and gave 3.35 rating for this aspect. 
The results also show that the holographic display is insufficient to provide 3D 
interaction for the process. This implies that the environment can be improved using 
different display tools.  
The users commented that the motion capture system is hard to use because the 
cameras should always see the reflective markers. This situation creates a bad effect 
on the modeling performance.  
Finally the results show that the participants enjoyed using the tool. Even there were 
application issues; the participants think that the tool can be a part of conceptual 
design phases giving the rating 4.3. You may see some example products created in 
the second session below.  
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Figure 6.4: Examples from Final Conceptual Models 
The final conceptual models shows that participants used diverse actions in their 
model making sessions. As it can be seen from the examples above (Figure 6.4), 
while one participant performed the cutting action frequently the other one 
performed the bending instead. As a result, final conceptual models have various 
geometrical properties and compositions.  
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7.  CONTRIBUTIONS AND POSSIBILITIES FOR FUTURE STUDY 
It was stated at the very beginning that the analysis of certain hand movements 
performed in model making is for the purposes of their interpretation with digital 
systems and in turn, for establishing the grounds for physical model making actions 
to be used to produce conceptual architectural design models in digital environments.  
The study focused on the compilation of a basic repertoire of movements and their 
parameters to be translated into the digital environment for processing. In model 
making sessions, we observed the actions performed in the process and identified a 
set of recurrences. Then we analyzed and decomposed these actions to basic spatial 
transformations such as rotation or translation in a table. This enabled us to compare 
these actions, their parameters in use such as scale and material properties and their 
movement components. Thus we were able to create a structure for the recognition of 
these movements one by one. We have shown how we translated this structure into 
the digital platform and interpreted hand motions in a modeling software.  
The classification table in Section 4.8 shows the relation between the actions from 
the point of view of this study. The actions of bending and breaking can be 
performed using the same movements even if the materials are different. The action 
of folding is completed in several sequences and some sequences are similar to the 
action of bending. On the other hand, some movements only exist in specific actions. 
Moving the hands apart from one another is an example of this for the action of 
tearing. The action of breaking is only applicable to the Styrofoam out of the four 
materials given. Similarly breaking is the only action that is performed on this 
material; bending, folding, tearing, and twisting are not possible.  
The relation between the movements and the materials makes the recognition 
efficient. One can directly correlate the two so that when either one of them is 
known, it is often possible to predict the other.  
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In addition to this relation between the material and the action, the scale worked in is 
a key determinant. The physical properties as well as the size of the used material 
play a part in the movement scale choice of the hands. The size of the material 
directly correlates the scale of the movement; as the material size gets bigger, the 
scale of the action shifts from fingers to elbows.  
The results of the conducted tests show that most of the classified actions performed 
easily by the participants. In other words, it has been proven that the analyzed hand 
motions can be interpreted in the digital platform. The model making performance on 
the other hand depended on various aspects of the design environment. Using a 
holographic display enables 3D interaction with the models and strengthens spatial 
understanding. However the holographic display used in experiment sessions had a 
slow refreshing time that causes problems for the participants.  This issue can be 
solved using better 3D imaging solutions.  
 
The test participants are highly interested in using the hand motion based design tool. 
They did not spent their time to learn how to use the tool since they use intuitive 
hand motions that they already know. This kind of approaches can improve 
conceptual design phases enabling rich interactions with the models. Since they 
perceive the tool similar to the physical modeling process, they easily develop their 
conceptual models with given materials.  However the application can be improved 
with generative algorithms that help building complex models.   
 
The study has a few limitations endured for the purposes of achieving an elemental 
set of movements. Firstly, as mentioned before, some of the observed actions are 
eliminated according to their low frequency of occurrence in the sessions and/or the 
lack of clarity in their visual and audible perception. For instance, unclear 
movements such as surface exploration are excluded even though their frequency is 
as high as some of the others. A more complete model-making framework is highly 
possible if more comprehensive and detailed experiments are set up to acquire more 
data inclusive of all the varieties of actions observed. Secondly, all movements are 
defined based on the model making sessions of two participants who were both 
architects of the same level of expertise. The number, the expertise level and the 
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backgrounds of participants are likely to have effect on the frequencies and varieties 
of the actions. Thirdly, the intensity of the forces applied by the designers on the 
material if documented would be resourceful in the analysis to create more 
parameters in distinguishing movements in further research. 
 
Although the compiled repertoire is partial in terms of the criteria given above, in 
conjunction with the digital environment it is a step towards realizing various 
applications. The most significant of these is the design of digital tools to support the 
early stages of the design process in which the model making experience is simulated 
in correlation with the digital environment. We have shown that this kind of 
application would improve conceptual model making phase and create opportunities 
for the designers. Additionally, by presenting unlimited options of materials through 
haptic simulations, some practical problems in making models and experimenting 
with the materials will be overcome. Many variations such as bringing the models to 
different scales and changing the materials on the go will be much easier and faster. 
This type of applications can contribute to architectural education as well as the 
practice.
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