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SOME REMARKS ABOUT THE MAXIMAL PERIMETER OF CONVEX SETS
WITH RESPECT TO PROBABILITY MEASURES
GALYNA V. LIVSHYTS
ABSTRACT. In this note we study the maximal perimeter of a convex set in Rn with re-
spect to various classes of measures. Firstly, we show that for a probability measure µ
on Rn, satisfying very mild assumptions, there exists a convex set of µ-perimeter at least
C
√
n
4
√
V ar|X|
√
E|X| . This implies, in particular, that for any isotropic log-concave measure
µ one may find a convex set of µ-perimeter of order n
1
8 . Secondly, we derive a general
upper bound of Cn||f ||
1
n∞ on the maximal perimeter of a convex set with respect to any
log-concave measure with density f in an appropriate position.
Our lower bound is attained for a class of distributions including the standard normal
distribution. Our upper bound is attained, say, for a uniform measure on the cube.
In addition, for isotropic log-concave measures we prove an upper bound of order n2
for the maximal µ-perimeter of a convex set.
1. INTRODUCTION
The surface area (perimeter) of a convex set Q in Rn with respect to the measure µ is
defined to be
(1) µ+(∂Q) = lim inf
ǫ→+0
µ((Q+ ǫBn2 )\Q)
ǫ
.
For various probability measures µ, we shall study the quantity
Γ(µ) = sup
Q
µ+(∂Q),
where the supremum runs over all convex sets in Rn. We shall also use notation Γ(X) =
Γ(µ), where X denotes a random vector distributed with respect to µ. In other words,
(2) Γ(X) = sup
Q
lim inf
ǫ→0
P (X ∈ Q+ ǫBn2 )− P (X ∈ Q)
ǫ
,
where the supremum runs over all convex sets Q in Rn. This characteristic measures
the sensitivity of the distribution of X with respect to small perturbations. We will use
both notations Γ(X) and Γ(µ) interchangeably. We remark that this notation follows the
notation of Nazarov [29].
Ball showed [4] that in the case when γ is the standard Gaussian measure, Γ(γ) ≤ Cn 14 .
It was shown by Nazarov [29] that this estimate is in fact sharp, and there exists a convex
set Q ⊂ Rn such that γ+(∂Q) ≥ 0.28n 14 ; furthermore, another argument was developed
by Nazarov to obtain the upper bound of 0.67n
1
4 , and a sharp estimate in the case of non-
standard Gaussian measure was proved there as well. Bentkus [6] used the bound on Γ(γ)
for the case of the standard Gaussian measure in order to give bounds on the rates of
convergence in the multidimensional central limit theorem. Recently, Raic [32] extended
Nazarov’s results and provided further numerical improvements to Benkus’s estimate.
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Further, estimates on the perimeter of surfaces given by level sets of polynomials with
respect to the standard Gaussian measure were studied by Kane [16]: a dimension-free
bound was obtained there.
The author studied Γ(µ) in [26], [27] and [28]. In [26] it was shown that for any rotation
invariant log-concave random vector X, one has Γ(X) ≈
√
n
4
√
V ar|X|
√
E|X| ; here ≈ stands
for the equality up to a multiple of an absolute constant. In [27] it was shown that for
measures µp with density Cn,pe
− |x|p
p one has Γ(µp) ≈ C(p)n
3
4
− 1
p , for any p ∈ (0,∞); note
that the case p ∈ (0, 1) corresponds to non-log-concave measures. In [28], the maximal
perimeter of convex polytopes with respect to log-concave rotation-invariant measures was
estimated.
In this note, we study Γ(X) for general classes of distributions. Our first result is the
following lower bound estimate.
Theorem 1.1. LetX be a random vector in Rn with an absolutely continuous distribution.
Suppose that
√
V ar(|X|) ≤ αE|X|, for α ∈ [0, 1). Then
(3) Γ(X) ≥ C
√
n
4
√
V ar(|X|)
√
E|X| ,
where C > 0 depends only on α. Namely, C = C(α)→α→0 0.06, and C(α)→α→1 0 .
As was pointed out earlier, this lower bound is sharp, in particular, for all log-concave
rotation invariant random vectors. It is, however, not always sharp: for example, if X is
distributed uniformly on the cube of unit volume, then Γ(X) = 2n, while the right hand
side of (3) is of order n
1
4 .
Note that the left hand side of (3) is shift-invariant, while the right-hand side is not, and
therefore one might further strengthen the statement by considering optimizing by shifts.
Furthermore, a more general statement, Theorem 2.5 shall be formulated in Section 2.
Recall that a measure µ on Rn is called log-concave if for any pair of Borel measurable
sets A,B ⊂ Rn, and any λ ∈ [0, 1], one has µ(λA + (1− λ)B) ≥ µ(A)λµ(B)1−λ. Recall
also that a probability measure µ is called isotropic if its covariance matrix is identity, and
the barycenter is at the origin.
The quantity
√
V ar(|X|) is of central importance in the study of the geometry of
log-concave measures. The celebrated Thin Shell Conjecture (Anttila, Ball, Perissinaki
[1], Bobkov, Koldobsky [7]) states that for all isotropic log-concave measures one has
V ar(|X|) ≤ C0, with a dimension-independent constant C0. The strong connection of this
question with Bourgain’s hyperplane conjecture [8], [9] was found by Eldan and Klartag
[13]. It was shown by Eldan [12] that the Thin Shell Conjecture implies the celebrated
KLS-conjecture of Kannan, Lovasz, Simonovits [17] up to a polylog. The best currently
known bound for
√
V ar(|X|) is of order n 14 , as was shown recently by Lee and Vem-
pala [25], improving upon the previous record by Guedon and Milman [15], which in turn
improved upon the results of Fleury [14] and Klartag [20], [21].
In view of the result of Lee and Vempala [25], and in view of the fact that E|X| =
(1 + o(1))
√
n for an isotropic log-concave vectorX, we formulate the following corollary
of Theorem 1.1:
Observation 1. For any isotropic log-concave vector in Rn, Γ(X) ≥ Cn 18 , for an absolute
constant C.
In addition, we would like to point out the following, perhaps rather hypothetical
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Observation 2. In case there existed a log-concave isotropic measure µ for which
µ+(∂Q) ≤ o(1) · n 14
for all convex sets Q in Rn, then the Thin Shell Conjecture would not be true, and this
measure would be a counter-example.
In other words, in case the Thin Shell Conjecture holds, then the Gaussian measure
is among the minimizers of Γ(µ) in the class of isotropic log-concave measures, up to a
constant multiple.
Lastly, we point out another class of measures (in addition to the rotation invariant log-
concave ones), for which the lower bound from Theorem 1.1 is sharp. Recall that a measure
is called unconditional if it is invariant under the reflections with respect to coordinate
hyperplanes.
Observation 3. Suppose µ is an isotropic log-concave unconditional measure on Rn with
twice differentiable density f , such that
(4) 0 ≤ −∇2 log f ≤ Id,
in the matrix sense. Then there exist absolute constants C1 ≥ C2 > 0 such that
(5) C2n
1
4 ≤ Γ(µ) ≤ C1n 14 .
Indeed, recall that
µ+(Q) =
∫
Rn
|∇1Q(x)|dµ(x),
where the equality is understood in the sense of smooth approximation of 1Q. The cele-
brated theorem of Caffarelli [11] states, in particular, that the assumption (4) implies that
there exists a contraction map transporting µ onto the standard Gaussian measure γ, which
is a gradient of a convex function (see also Theorem 2.2 and Corollary 6.4 in the nice sur-
vey by Kolesnikov [19], where the most general statements can be found). Therefore, a
standard transportation argument shows that for every convex set Q there exists a convex
set K, such that µ+(∂Q) ≤ γ+(∂K), where γ is the Gaussian measure. The upper bound
hence follows from the estimate of Ball [4] and Nazarov [29], discussed earlier. As for
the lower estimate, Klartag [22] showed that V ar(|X|) ≤ C0 in the case of unconditional
log-concave distributions, and therefore, in view of the fact that E|X| = (1 + o(1))√n for
isotropic log-concave measures, Theorem 1.1 implies the lower bound in (5).
Remark 1.2. At least in the case of product measures, the upper bound from Observation
3 can be also derived by directly adapting the argument of Nazarov [29], without invoking
Caffarelli’s theorem.
Next, we shall switch to the discussion of the upper bound for the quantity Γ(µ) for
certain classes of measures.
We observe that for any α > 0, one has from (2) that Γ(αX) = 1
α
Γ(X). In other words,
for any measure µ with density f, the quantity
||f ||−
1
n∞ · Γ(µ)
is invariant under the transformations of the type fα(x) = α
nf(αx). Therefore, it makes
sense to estimate Γ(µ) in terms of ||f ||
1
n∞.
Recall that a density f is called unimodule if all its level sets are convex. Note that
the class of unimodule densities includes all log-concave densities. We shall show the
following
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Theorem 1.3. Let X be a random vector on Rn with an absolutely continuous unimodule
density f . Then there exists a linear volume preserving transformation T such that
Γ(TX) ≤ Cn||f ||
1
n∞,
where C > 0 is an absolute constant.
Let us emphasize here that while ||f ||∞ is invariant under volume preserving transfor-
mations, Γ(TX) is not. Theorem 1.3 should be considered as a generalization of the result
of Ball [3], where it was proved in the case of uniform distributions on convex sets. Our
proof also relies on Ball’s volume ratio estimate from [5].
We would like to continue the discussion about Γ(µ) for log-concave measures in the
isotropic position, and not just the position that arises in Theorem 1.3. For instance, the
lower bound from Theorem 1.1 is biggest possible when the measure is in the isotropic po-
sition (modulo scaling). Some interesting estimates of the reverse isoperimetric type were
obtained by Markessinis, Paouris, Saroglou [31], where the authors show that perimeters
of convex sets and related quantities may change significantly when the position is changed
from isotropic to an optimal one.
Below we state a polynomial upper bound on the maximal perimeter in the isotropic
case.
Proposition 1.4. Let X be an isotropic log-concave random vector. Then
Γ(X) ≤ Cn2,
where C > 0 is an absolute constant.
In the case when µ is uniform on an isotropic convex set K, one may easily show that
the upper bound for Γ(µ) is in fact Cn (see below (23)). In addition, analyzing the proof
of Theorem 1.3, one may observe that Γ(µ) ≤ Cn for isotropic log-concave measures with
homogenous level sets, as well as for 1-symmetric log-concave measures. We suspect that
the correct bound in Proposition 1.4 in general should be Cn rather than Cn2. Such bound
would follow from an affirmative answer to Question 1, formulated in the third section.
In Section 2 we derive Theorem 1.1, as well as additional more general estimates. In
Section 3 we derive Theorem 1.3 and Proposition 1.4, and make some further observations.
Acknowledgement. The author is supported by the NSF CAREER DMS-1753260.
2. PROOF OF THEOREM 1.1.
We follow the idea from Nazarov [29], where it was applied in the case of Gaussian
measure µ. Certain modifications to that argument are made: we shall use properties of
independent random variables in a stronger way, which will enable us to formulate a simple
proof of the more general statement of Theorem 1.1.
The notation P (·) is used for probability, and E stands for expectation everywhere be-
low; occasionally, sub-indexes will be used to emphasize the distribution with respect to
which the probability or the expectation is taken.
We begin with some technical lemmas.
Lemma 2.1. Let Y be a random vector distributed according to the standard Gaussian
distribution. Then, for any y ∈ Rn, for any ρ > 0,
lim
ǫ→0
PY (〈y, Y 〉 ∈ [ρ, ρ+ ǫ|Y |])
ǫ
=
1 + o(1)√
2π
√
n
|y| e
− ρ2
2|y|2 .
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Proof. Recall that for a standard normal vector Y , the random vector Y|Y | and the random
variable |Y | are independent. Recall as well that 〈 y|y| , Y 〉 ∼ N(0, 1), for any y ∈ Rn \ 0.
For y = 0 the conclusion of the lemma is straightforward anyway. Therefore,
(6) lim
ǫ→0
PY (〈y, Y 〉 ∈ [ρ, ρ+ ǫ|Y |])
ǫ
=
1
|y| limδ→0Eθ
PZ(Z ∈ [ ρy , ρ|y| + δ|θ|])
δ
,
where Z is the standard normal random variable and θ is the standard normal random
vector in Rn independent of Z. Above we used the change of variables δ = ǫ|y| .
Next, by the monotone convergence theorem and Fact 1 from appendix, we may ex-
change Eθ and the limit, and get that (6) equals
1
|y|Eθ|θ| limν→0
PZ(Z ∈ [ ρy , ρ|y| + ν])
ν
,
where the change of variable ν = δ|θ| was used. It remains to recall that Eθ|θ| = (1 +
o(1))
√
n, and that the density of Z is 1√
2π
e−
s2
2 , to finish the proof. 
Next, we shall derive a convenient equivalent formulation for the surface area of a poly-
tope.
Lemma 2.2. Fix an integer N , a collection of vectors {θi}Ni=1 and a collection of non-
negative real numbers {ρi}Ni=1. Let Q be a polytope given by
Q = ∩Ni=1{y : 〈y, θi〉 ≤ ρi},
and let µ be any measure on Rn with bounded absolutely continuous density. Denote byX
the random vector distributed according to µ. Then
µ+(∂P ) =
N∑
i=1
lim
ǫ→0
1
ǫ
PX (〈X, θi〉 ∈ [ρi, ρi + ǫ|θi|], ∀j 6= i : 〈X, θj〉 ≤ ρj) .
Proof. Let us use the notation
F ǫi = {x ∈ Rn : 〈x, θi〉 ∈ [ρi, ρi + ǫ|θi|], ∀j 6= i : 〈x, θj〉 ≤ ρj}.
It is well-known (see, e.g., Schneider [33]), that for Lebesgue measure λ and a polytopeQ
as in the lemma,
1
ǫ
λ
(
(Q + ǫBn2 ) \
(∪Ni=1F ǫi ))→ǫ→0 0.
Consequently, the same holds for any measure µ with a bounded absolutely continuous
density. The Lemma hence follows from the definition of µ+(∂Q). 
Remark 2.3. Note that for our argument, it is in fact sufficient to have a lower estimate
for µ+(∂Q), and thus enough to only use the straightforward observation
∪Ni=1F ǫi ⊂ Q + ǫBn2 ,
in place of Lemma 2.2.
2.1. Proof of Theorem 1.1. For an integerN (to be chosen later), consider i.i.d. standard
Gaussian random vectors Y1, ..., YN . Fix ρ > 0, to be chosen later. Consider a random
polytope
Q := ∩Nk=1{y : 〈Yi, y〉 ≤ ρ}.
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Without loss of generality we may assume that the density of µ is bounded (see appendix
for the details). By Lemma 2.2,
(7) EY µ
+(∂Q) =
N∑
i=1
EY lim
ǫ→0
1
ǫ
EX1{〈X,Yi〉∈[ρ,ρ+ǫ|Yi|],∀j 6=i: 〈X,Yj〉≤ρ},
where by EY we denote the expectation with respect to the joint distribution of Y1, ..., YN ,
and by EX – the expectation with respect to the random vector X, distributed according
to the measure µ. Under additional assumptions which do not affect the generality of the
Theorem, we may interchange the limit and the expectation EY , the expectations inX and
Y , and the limit and the expectation EX : the justification is outlined in Lemma 4.1 in the
appendix. The right hand side of (7) equals to
NEX lim
ǫ→0
1
ǫ
EY 1{〈X,Yi〉∈[ρ,ρ+ǫ|Yi|],∀j 6=i: 〈X,Yj〉≤ρ} =
(8) NEX lim
ǫ→0
PY (〈X, Y1〉 ∈ [ρ, ρ+ ǫ|Y1|])
ǫ
·
N∏
j=2
PY (〈X, Yj〉 ≤ ρ),
where in the last passage we used independence of Y1, ..., YN . Recall that Yi are i.i.d.
standard Gaussian, and therefore, for any fixed vectorX ,
(9) 〈X/|X|, Yj〉 ∼ N(0, 1).
Hence, by Lemma 2.1
(10) lim
ǫ→0
PY (〈X, Y1〉 ∈ [ρ, ρ+ ǫ|Y1|])
ǫ
=
1 + o(1)√
2π
√
n
|X|e
− ρ2
2|X|2 .
Next, in view of (9) and the well-known inequality∫ ∞
a
e−
s2
2 ds ≤ 1
a
e−
a2
2 ,
we get
(11) PY (〈X, Yj〉 ≤ ρ) ≥ 1− |X|√
2πρ
e
− ρ2
2|X|2 .
Combining (8), (10) and (11) we get
(12) EY µ
+(∂Q) ≥ 1 + o(1)√
2π
EX
[√n
|X|e
− ρ2
2|X|2 ·N ·
(
1− |X|√
2πρ
e
− ρ2
2|X|2
)N−1]
.
For brevity, let W =
√
V ar(|X|) = √E(X − E|X|)2. By Markov’s inequality we
have, for any β > 0,
P (|X| ∈ [E|X| − βW,E|X|+ βW ]) ≥ 1− 1
β2
.
Conditioning on the latter event, we see that (12) implies, for any β < 1
α
,
EY µ
+(∂Q) ≥
(13)
1 + o(1)√
2π
(
1− 1
β2
) √
n
E|X|+ βW e
− ρ2
2(E|X|−βW )2 ·N ·
(
1− E|X|+ βW√
2πρ
e
− ρ2
2(E|X|+βW )2
)N−1
.
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Next, we let
N =
[ √2πρ
E|X|+ βW e
ρ2
2(E|X|+βW )2 + 1
]
+ 1,
in which case
(14) N ·
(
1− E|X|+ βW√
2πρ
e
− ρ2
2(E|X|+βW )2
)N−1
≥ 1
e
.
We note that (13) and (14) yield, with this choice of N :
(15) EY µ
+(∂Q) ≥ 1 + o(1)
e
(
1− 1
β2
)
e
− ρ2
2(E|X|−βW )2 ·
√
nρ
(E|X|+ βW )2 e
ρ2
2(E|X|+βW )2 .
Let w = W
E|X| . By our assumption,
(16)
√
V ar(|X|) ≤ αE|X|,
for some α < 1, and therefore
(17) w ∈ [0, α].
Let
(18) ρ :=
1
2
√
1− (βw)2
β
· E|X|√
w
.
In that case, observe, using (17):
(19) − ρ
2
2(E|X| − βW )2 +
ρ2
2(E|X|+ βW )2 =
ρ2
2E|X|2
−4βw
(1− βw)2(1 + βw)2 ≥ −0.5.
Plugging the value of ρ from (18) we have, by (15) and (19):
(20) EY µ
+(∂Q) ≥ 1 + o(1)
e
√
e
(
1− 1
β2
) √
nρ
(E|X|+W )2 =
1 + o(1)
2e
√
e
(
1− 1
β2
)√
1− (βα)2
β
1
(1 + α)2
√
n√
E|X| 4√V ar(|X|) .
It remains to optimize in β to finish the proof .
Remark 2.4. A “non-probabilistic” version of the proof (where the independence of Xi is
not used in a strong way) could be carried out as well, with the help of ideas and results
from Sodin [35], however such argument is both longer and imposes additional assump-
tions.
Furthermore, a more general result holds, with the same proof:
Theorem 2.5. Let X be a random vector such that
P (|X + y| ∈ [a, b]) ≥ 1− δ,
for some 0 < a < b, some δ ∈ (0, 1) and some vector y ∈ Rn. Then
Γ(X) ≥ C(1− δ)
√
n
b
√
(b/a)2 − 1 .
Consequently, one may always have the following rough but general estimate:
Corollary 2.6. For any random vector X with density f ,
Γ(X) ≥ sup
y∈Rn
Cn
(E|X + y|)2||f ||
1
n∞
.
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Proof. Note that in the case when the density of X is unbounded, or in the case when
the first moment of X does not exist, the conclusion of the corollary is straightforward.
Assume that ||f ||∞ <∞ and E|X| <∞.
Fix an arbitrary y ∈ Rn. Observe that for any a > 0,
(21) P (|X + y| < a) = P (X ∈ −y + aBn2 ) ≤ ||f ||∞ · | − y + aBn2 | =
(
c
a||f ||
1
n∞√
n
)n
.
Note also, by Markov’s inequality:
(22) P (|X + y| > 4E|X + y|) ≤ 0.25.
Therefore, we have
P (|X + y| ∈ [a, b]) ≥ 1− δ,
with δ = 0.5, a = c
√
n
||f ||
1
n
∞
and b = 4E|X + y|. An application of Theorem 2.5 together with
the inequality √
(b/a)2 − 1 ≤ b
a
yields the conclusion. 
3. UPPER BOUNDS ON MAXIMAL PERIMETER
We begin with formulating a simple lemma that will be used a number of times; this
trick was used before, for example, by Ball [4].
Lemma 3.1. Let K be a convex body. Suppose, for some x0 ∈ Rn and some R > 0, we
have RBn2 + x0 ⊂ K. Then |∂K|n−1 ≤ n|K|R .
Proof. Our assumption implies that ǫBn2 ⊂ ǫRK + y0, for some y0 ∈ Rn. Therefore,
|∂K|n−1 = lim
ǫ→0
|K + ǫBn2 | − |K|
ǫ
≤ lim
ǫ→0
|K + ǫ
R
K + y0| − |K|
ǫ
=
|K| · lim
ǫ→0
(1 + ǫ/R)n − 1
ǫ
=
n|K|
R
.

Remark 3.2. In the case when µ is uniform on an isotropic set K, in view of Lemma 3.1
and the fact that an isotropic convex body contains a ball of radius 0.1 (see below Lemma
3.7), we note
(23) Γ(µ) =
|∂K|n−1
|K| ≤ 10n.
One can provide an integral formula for µ+(∂Q), for any absolutely continuous measure
µ (see, e.g, [26]):
(24) µ+(∂Q) =
∫
∂Q
f(y)dσ(y).
Fix a unimodule probability measure µ with density f(x). Denote the convex level set,
that depends on f and a parameter t > 0, as follows:
Kt(f) := {x ∈ Rn : f(x) ≥ t}.
Define also
Rt(f) := sup
y∈Rn
{r > 0 : rBn2 + y ⊂ Kt(f)}
to be the radius of the largest ball contained insideKt(f). We prove the following
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Lemma 3.3. Let µ be a unimodule measure with absolutely continuous density f . Then
for any convex set Q,
µ+(∂Q) ≤ n · inf
t∈(0,||f ||∞)
||f ||∞|Kt(f)|+ ||f ||1
Rt(f)
.
Proof. We will use notationKt(f) = Kt and Rt(f) = Rt. Fix an arbitrary t ∈ (0, ||f ||∞).
For a convex body Q, observe that
(25) µ+(∂Q ∩Kt) ≤ |∂Q ∩Kt|n−1 · ||f ||∞.
Recall that the usual (Lebesgue) surface area of a convex body is smaller than that of any
convex body containing it. Therefore,
(26) |∂Q ∩Kt|n−1 ≤ |∂Kt|n−1.
Next, by Lemma 3.1,
(27) |∂Kt|n−1 ≤ n|Kt|
Rt
.
Combining (25), (26) and (27), we get
(28) µ+(∂Q ∩Kt) ≤ n||f ||∞|Kt|
Rt
.
Next, consider µ+(∂Q \Kt). Note that for any a > 0 one has
a =
∫ ∞
0
1{a≥t}(t)dt.
Applying this observation with with a = f(y), we write, in view of (24):
µ+(∂Q \Kt) =
∫
∂Q\Kt
f(y)dσ(y) =
(29)
∫
∂Q\Kt
∫ ∞
0
1Ksdsdσ(y) =
∫ t
0
|∂Q ∩Ks|n−1ds,
where in the second passage we used Fubbini’s theorem. As before, by convexity, we
notice
(30) |∂Q ∩Ks|n−1 ≤ |∂Ks|n−1.
For any s ∈ [0, t], we haveKt ⊂ Ks, and hence Rs ≥ Rt. Therefore, by Lemma 3.1,
(31) |∂Ks|n−1 ≤ n|Ks|
Rs
≤ n|Ks|
Rt
.
It remains to recall that
(32)
∫ t
0
|Ks|ds ≤
∫ ∞
0
|Ks|ds = ||f ||1.
Combining (29), (30), (31) and (32), we get
(33) µ+(∂Q \Kt) ≤ n||f ||1
Rt
.
Finally, (28) and (33) yield
µ+(∂Q) = µ+(∂Q \Kt) + µ+(∂Q ∩Kt) ≤ n ||f ||∞|Kt|+ ||f ||1
Rt
.
It remains to note that t was arbitrary, and the proof is complete. 
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Remark 3.4. In view of the definition of Kt, observe that for any probability measure µ,
(34) |Kt| ≤ µ(Kt)
t
≤ 1
t
,
where we used the simple lower bound for µ(Kt). Therefore, for a unimodule probability
measure, Lemma 3.3 implies, for any convex Q :
µ+(∂Q) ≤ 2n||f ||∞
supt∈(0,||f ||∞) tRt
.
Lastly, we need the following Lemma.
Lemma 3.5. For a bounded absolutely continuous unimodule probability density f , and
for any constant α ∈ (0, 1), there exists a t > 0 such that
|Kt| ∈
[
1− α
||f ||∞ ,
1 + α
||f ||∞
]
.
Proof. Firstly, let τ such that
µ(Kτ ) ≥ 1− α;
note that such a choice always exists, since µ(Kt) →t→0 1. Observe that we always have
µ(Kτ ) ≤ |Kτ | · ||f ||∞, and thus
|Kτ | ≥ 1− α||f ||∞ .
In case |Kτ | ≤ 1+α||f ||∞ , we let t = τ and the proof is finished. Alternatively, suppose
|Kτ | ≥ 1+α||f ||∞ .
Next, let s = ||f ||∞
1+α
. By continiuity,Ks is a convex set with non-empty interior. Observe
that
|Ks| ≤ µ(Ks)
s
≤ 1
s
≤ 1 + α||f ||∞ .
In case |Ks| ≥ 1−α||f ||∞ , we let t = s and the proof is finished. Alternatively, suppose
|Ks| ≤ 1−α||f ||∞ .
Since |Kτ | ≥ 1+α||f ||∞ , and |Ks| ≤ 1−α||f ||∞ , by continuity and monotonicity of the |Kt|
function, there exists a t ∈ [τ, s] such that |Kt| = 1||f ||∞ , and hence the Lemma follows in
this case as well. 
Proof of Theorem 1.3. Let f be a unimodule density with level sets Kt(f). Pick an
α > 0 and let t be such that
(35) |Kt(f)| · ||f ||∞ ∈ [1− α, 1 + α].
Let T be such a linear volume preserving transformation that the ellipsoid of maximal
volume inside the set TKt(f) is a ball of radius R. Consider µT , the push forward of µ
under T , with density by fT (x) = f(T
−1x). Note that
Kt(fT ) = TKt(f),
and also that ||f ||∞ = ||fT ||∞. Therefore, in view of (35), and the fact that T is volume
preserving,
(36) |Kt(fT )| · ||fT ||∞ ∈ [1− α, 1 + α].
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By Lemma 3.3 and (36), we estimate, for every convex set Q:
(37) µ+T (∂Q) ≤
(2 + α)n
Rt(fT )
.
Note that Rt(fT ) ≥ R, by our choice of the operator T.
Recall that a convex body is said to be in John’s position if the ellipsoid of maximal
volume contained in it is the unit ball. Ball [5] showed that if a convex body L is in John’s
position, then |L| ≤ Cn0 , for an absolute constant C0, with equality when L is a simplex.
Therefore, by our choice of T and t,
(38) Rt(fT ) ≥ R ≥ |Kt(fT )|
1
n
C0
≥ (1− α)
1
n ||fT ||−
1
n∞
C0
.
By letting α→ 0, we conclude, by (37) and (38), that
µ+T (∂Q) ≤ 2C0n||fT ||
1
n∞,
and hence the theorem is proved. 
Remark 3.6. Our argument shows that whenever µ is a measure with absolutely continu-
ous unimodule density which is additionally even, we have
(39) Γ(µ) ≤ 4n||f ||
1
n∞.
This follows from the fact that for a symmetric convex set Q in John’s position, |Q| ≤ 2n,
with equality in the case Q = Bn∞, as was shown by Ball [5].
In the case when µ is uniform on Bn∞, one has Γ(µ) = 2n||f ||
1
n∞. The precise optimal
value of the constant in (39) is not clear at the moment: for instance, does there exist an
even unimodule measure µ with Γ(µ) > 2n||f ||
1
n∞?
3.1. The case of isotropic log-concave measures. A measure µ on Rn is called log-
concave if for every pair of Borel sets A and B,
µ(λA+ (1− λ)B) ≥ µ(A)λµ(B)1−λ.
In accordance with Borel’s result, the density of µ has the form f(x) = e−ϕ(x), where ϕ(x)
is convex on Rn. Let X be a random vector on Rn distributed according to µ. We say that
µ is isotropic if EX = 0 and E〈X, θ〉2 = 1 for every θ ∈ Sn−1.
We refer the reader to Klartag [20], [21], [22], [23], Klartag, Milman [24], Paouris [30]
or the books by Brazitikous, Giannopolous, Valettas, Vritsiou [10], Koldobsky [18], and
Artstein, Giannopolous, Milman [2] for a comprehensive overview of the geometry of
isotropic log-concave measures.
To finish the proof of Proposition 1.3, we shall need the following fact, known to the
experts, which was proved e.g. by Klartag in [20], although it was not formulated explicitly
there, and hence we outline the implication.
Lemma 3.7. There exists an absolute constant C0 > 0 such that for any isotropic log-
concave measure µ with density f , letting s = ||f ||∞e−C0n, we have
Rs(f) ≥ 1
10
.
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Proof. Firstly, by Corollary 5.3 from Klartag [20], there exists a constant C1 > 0 such that
for any α > C1,
µ(K||f ||∞e−αn(f)) ≥ 1− e−αn/8.
Consequently, for C0 = max(C1, 8 log 10), we have
µ(Ks(f)) ≥ 9
10
,
where s = ||f ||∞e−C0n. The argument involves integration in polar coordinates and as-
ymptotic estimates for the arising integrals.
Secondly, by Lemma 5.4 from Klartag [20], for any convexK with µ(K) ≥ 9
10
, one has
1
10
Bn2 ⊂ K. The argument is based on comparing the inradius of a level set to its maximal
section, and uses isotropicity.
The combination of these facts yields the lemma. 
Remark 3.8. One may arrive to the conclusion of Lemma 3.7 in a variety of ways. For
example, one may use the analysis of Ball’s bodies, and argue along the lines of Klartag,
Milman [24]. Unfortunately, neither of the ways seem to allow to get |K| · ||f ||∞ ≤ C
while reducing Rs by only a constant factor.
Observe that Lemma 3.7, combined with Lemma 3.3 yields the upper bound of eCn for
Γ(X), when X is an isotropic log-concave vector. Such a bound is very rough; in order to
get a polynomial estimate, we will need an additional application of log-concavity.
Lemma 3.9. For a log-concave density f , for any t > 0, and any λ ∈ [0, 1], there exists
y ∈ Rn such that
K
t
1
λ ||f ||∞
⊂ 1
λ
Kt||f ||∞ + y.
Proof. Let us denote by xmax the (or any) point for which f(xmax) = ||f ||∞. By log-
conavity, for any λ ∈ [0, 1],
f(λx+ (1− λ)xmax) ≥ f(x)λf(xmax)1−λ,
and therefore, for any t > 0,
K
t
1
λ ||f ||∞
= {x : f(x)λ||f ||1−λ∞ ≥ t||f ||∞} ⊂
(40) {x : f(λx+ (1− λ)xmax) ≥ t||f ||∞} = 1
λ
Kt||f ||∞ + y,
for some vector y. The Lemma follows. 
Remark 3.10. The example of f = Cne
−||x||1 shows that Lemma 3.9 is in fact sharp, and
so is part of the estimate below in which it is used.
Proof of the Proposition 1.4. Letting λ = 1
n
and t = e−C0 in Lemma 3.9, with C0 from
Lemma 3.7, we observe:
1
10n
Bn2 + z ⊂ Ke−C0 ||f ||∞,
for some vector z ∈ Rn. Therefore, letting s = e−C0 ||f ||∞, we have
(41) Rs(f) ≥ 1
10n
.
Observe also that
(42) |Ks(f)| · ||f ||∞ ≤ µ(Ks)
e−C0
≤ eC0 .
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Combining Lemma 3.3 with (41) and (42), we get, for every convex body Q:
µ+(∂Q) ≤ n · 10n · (eC0 + 1) = C ′n2.
We conclude the subsection by formulating the following
Question 1. Let µ be an isotropic log-concave measure with density f . Does there exist a
level set Kt of µ such that
|Kt| ≤ C1||f ||∞ ,
and C2B
n
2 + y ⊂ Kt, for some absolute constants C1 and C2 and a vector y?
In case the answer to this question is affirmative, then Lemma 3.3 yields the bound
Γ(µ) ≤ Cn for all isotropic log-concave measures µ. Such a bound is attained by uniform
measures on polytopes with few facets, such as cube and simplex.
Observation 4. In view of the above discussion, the answer to the Question 1 is affirmative
in the case when µ is an isotropic log-concave measure which additionally
• is uniform on a convex set, or
• has homogenuous level sets, in particular if it has density of the form Cne−||·||, or
• is 1-symmetric, that is, it is invariant with respect to the symmetries of the cube.
Hence, in all those cases we have the sharp estimate Γ(µ) ≤ Cn.
3.2. Another estimate. We formulate also a generalization of Lemma 3.1, which could
be useful for estimating the surface area of convex sets with large inradii.
Proposition 3.11. Let Q be a convex body in Rn, containing RBn2 . Then for every abso-
lutely continuous measure µ with ray-decreasing density,
µ+(∂Q) ≤ nµ(Q)
R
.
Proof. Let µ have density f(y) = e−ϕ(y). For every y ∈ Rn consider a one-dimensional
function ϕy(t) = ϕ(
y
|y|t). By our assumptions, this function is increasing.
Following an idea from Nazarov [29], consider a map X : ∂Q × R+ → Rn defined as
X(y, t) = yt. The Jacobian of this map is tn−1〈y, ny〉, where ny is the unit normal to Q at
y. Therefore,
µ(Q) =
∫
Rn
e−ϕ(y)dy =
∫
∂Q
∫ 1
0
〈y, ny〉tn−1e−ϕ(ty)dσ(y)dt =
∫
∂Q
e−ϕ(y)〈y, ny〉
∫ |y|
0
tn−1eϕy(t)dt
|y|ne−ϕy(|y|) dσ(y) ≥
(43) µ+(∂Q) · min
y∈∂Q
〈y, ny〉 · min
y∈Rn
∫ |y|
0
tn−1eϕy(t)dt
|y|ne−ϕy(|y|) .
Above we used the expression for the perimeter µ+(∂Q) =
∫
∂Q
e−ϕ(y)dσ(y). Note that
RBn2 ⊂ Q implies
(44) 〈y, ny〉 ≥ R.
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In addition, as f is ray decreasing, we have e−ϕy(t) ≥ e−ϕy(|y|), for any t ∈ [0, |y|]. There-
fore,
(45)
∫ |y|
0
tn−1eϕy(t)dt
|y|ne−ϕy(|y|) ≥
∫ |y|
0
tn−1dt
|y|n =
1
n
.
Combining (43), (44) and (45), we arrive to the conclusion. 
4. APPENDIX
Firstly, we observe the following fact, which follows directly by compactness.
Fact 1. Suppose µ is an absolutely continuous measure with bounded density, and K is a
convex set such that µ+(∂K) <∞. Then there exists a pair of positive numbers c, C (that
depends only on the density of µ, the upper bound on µ+(K), and the dimension) such that
for every ǫ ∈ [0, c],
1
ǫ
µ ((K + ǫBn2 ) \K) < C.
Lemma 4.1. In the proof of Theorem 1.1, either the right hand side of (7) equals to the left
hand side of (8), or the conclusion of Theorem 1.1 follows anyway.
Proof. Without loss of generality we assume that there exists a constant Cn, possibly
depending on the dimension n and the distribution µ, such that for every convex body
K ⊂ Rn, we have µ+(∂K) ≤ Cn : indeed, otherwise there is nothing to prove.
If the density of µ is unbounded, consider the probability measure µ˜ with density
f˜(x) = 2f(x) · 1{f≤mf}(x),
where mf is such a number that
µ({x : f(x) ≤ mf}) = µ({x : f(x) ≥ mf}) = 1
2
.
Then µ˜ is an absolutely continuous probability measure with bounded density, and for
every convex bodyK,we have µ+(∂K) ≥ 1
2
µ˜+(∂K). Therefore, without loss of generality
we may assume that the density of µ is bounded (or else pass to µ˜).
In view of the above assumptions, we may use Fact 1, which enables us to apply the
dominated convergence Theorem, and interchange the limit and the expectation EY . By
Fubbini’s theorem, we may also interchange EY and EX . Using dominated convergence
one more time, we interchange EX and the limit. 
REFERENCES
[1] M. Anttila, K. Ball, I. Perissinaki, The central limit problem for convex bodies, Trans. Amer. Math. Soc.,
355, no. 12, (2003), 4723-4735.
[2] S. Artstein-Avidan, A. Giannopoulos, V. D. Milman, Asymptotic Geometric Analysis, part I, 2015.
[3] K. Ball, Some remarks on the geometry of convex sets, Geometric aspects of functional analysis
(1986/87), 224-231, Lecture Notes in Math., 1317, Springer, Berlin, 1988.
[4] K. Ball, The reverse isoperimetric problem for the Gaussian measure, Discrete Comput. Geometry, 10
(1993), 411-420.
[5] K. Ball, Volumes of sections of cubes and related problems. In: J. Lindenstrauss and V. D. Milman.
Geometric aspects of functional analysis (1987-88). Lecture Notes in Math., Vol. 1376 (1989). Springer,
Berlin. pp. 251-260
[6] V. Bentkus,On the dependence of the Berry Esseen bound on dimension, J. Stat. Plann. Inference, (2003),
113(2), 385-402.
[7] S. G. Bobkov, A. Koldobskiy,On the central limit properties of convex bodies, Lect. Notes in Math. 1807
(2003), 44-52.
ON THE MAXIMAL PERIMETER OF CONVEX SETS WITH RESPECT TO PROBABILITY MEASURES 15
[8] J. Bourgain, On high-dimensional maximal functions associated to convex bodies, Amer. J. Math., 108,
no. 6, (1986), 1467-1476.
[9] J. Bourgain, On the distribution of polynomials on high-dimensional convex sets, Geometric aspects of
functional analysis (1989-90), Lecture Notes in Math., Vol. 1469, Springer, Berlin, (1991), 127-137.
[10] S. Brazitikos, A. Giannopoulos, P. Valettas, B. Vritsiou, Geometry of isotropic convex bodies, AMS-
Mathematical Surveys and Monographs 196 (2014).
[11] L. Caffarelli, Monotonicity properties of optimal transportation and the FKG and related inequalities,
Comm. Math. Phys. 214(3), (2000), 547-563.
[12] R. Eldan, Thin shell implies spectral gap up to polylog via a stochastic localization scheme, Geometric
and Functional Analysis, 23:532-569, (2013).
[13] R. Eldan and B. Klartag, Approximately Gaussian marginals and the hyperplane conjecture, Proc. of a
workshop on “Concentration, Functional Inequalities and Isoperimetry”, Contemporary Math., vol. 545,
Amer.Math. Soc., 55-68 (2011).
[14] B. Fleury, Concentration in a thin euclidean shell for log-concave measures, J. Func. Anal., 259:832-
841, (2010).
[15] O. Guedon, E. Milman, Interpolating thin-shell and sharp large-deviation estimates for isotropic log-
concave measures, Geometric and Functional Analysis, 21(5):1043-1068, (2011).
[16] D. M. Kane, The Gaussian surface area and Noise sensitivity of degree-D polynomial threshold func-
tions, Computational Complexity (CCC), IEEE 25th Annual Conference on, (2010), 205-210.
[17] R. Kannan, L. Lova´sz, M. Simonovits, Random walks and an O∗(n5) volume algorithm for convex
bodies, Random Structures and Algorithms, 11:1-50, (1997).
[18] A. Koldobsky, Fourier Analysis in Convex Geometry, Math. Surveys and Monographs, AMS, Provi-
dence RI 2005.
[19] A. V. Kolesnikov,Mass transportation and contractions,MIPT Proc., 2 (2010), N 4, 90-99.
[20] B. Klartag, A central limit theorem for convex sets, Invent. Math., Vol. 168, (2007), 91–131.
[21] B. Klartag, Power-law estimates for the central limit theorem for convex sets, J. Funct. Anal., Vol. 245,
(2007), 284–310.
[22] B. Klartag, A Berry-Esseen type inequality for convex bodies with an unconditional basis. Probab.
Theory Related Fields, Vol. 145, no. 1-2, (2009), 1-33.
[23] B. Klartag, Uniform almost sub-gaussian estimates for linear functionals on convex sets, Algebra i
Analiz (St. Petersburg Math. Journal), Vol. 19, no. 1 (2007), 109-148.
[24] B. Klartag, V.D. Milman,Geometry of log-concave functions andmeasures, Geom. Dedicata 112 (2005)
169-182.
[25] Y. Lee, S. Vempala, Eldan’s Stochastic Localization and the KLS Hyperplane Conjecture: An Improved
Lower Bound for Expansion, https://arxiv.org/abs/1612.01507.
[26] G. V. Livshyts,Maximal Surface Area of a convex set in Rn with respect to log concave rotation invari-
ant measures, GAFA Seminar Notes, 2116, (2014), 355-384.
[27] G. V. Livshyts,Maximal surface area of a convex set inRn with respect to exponential rotation invariant
measures, Journal of Mathematical Analysis and applications, 404, (2013) 231-238.
[28] G. V. Livshyts, Maximal surface area of a convex polytope in Rn with respect to log-concave rotation
invariant measures, Adv. Appl. Math., vol. 70, 54-69, (2015).
[29] F. L. Nazarov, On the maximal perimeter of a convex set in Rn with respect to Gaussian measure,
Geometric Aspects of Func. Anal., 1807 (2003), 169-187.
[30] G. Paouris, Concentration of mass on convex bodies. Geom. Funct. Anal., 16(5):1021-1049, 2006.
[31] E. Markessinis, G. Paouris, C. Saroglou, Comparing the M-position with some classical positions of
convex bodies,Math. Proc. Cambridge Philos. Soc. (152), (2012), 131-152.
[32] M. Raic, A multivariate Berry-Esseen theorem with explicit constants, preprint.
[33] R. Schneider, Convex bodies: the Brunn-Minkowski theory, second expanded edition, Encyclopedia of
Mathematics and its Applications, 2013.
[34] V. N. Sudakov and B. S. Tsirel’son, Extremal properties of half-spaces for spherically invariant mea-
sures. Problems in the theory of probability distributions, II. Zap. Nauch. Leningrad Otdel. Mat. Inst.
Steklov 41 (1974), 14-24 (in Russian).
[35] S. Sodin, Tail-Sensitive Gaussian Asymptotics for Marginals of ConcentratedMeasures in High Dimen-
sion, Geometric Aspects of Functional Analysis, Volume 1910 of the series Lecture Notes in Mathemat-
ics pp 271-295
16 GALYNA V. LIVSHYTS
SCHOOL OF MATHEMATICS, GEORGIA INSTITUTE OF TECHNOLOGY
E-mail address: glivshyts6@math.gatech.edu
