Introduction
Plants are an important natural source of water and nutrients and they are, therefore, the hosts of numerous commensal and pathogenic bacteria. Nowadays, about 350 bacteria are known to infect plants and they are pathovars, or subspecies, belonging to the phyla Proteobacteria, Actinobacteria and Firmicutes (Young et al., 1996; Bull et al., 2012; . In plant pathology, a disease caused by a biotic agent depends on the triangular relationship between a susceptible host, a virulent pathogen, and an environment favourable for disease development (Stevens, 1960) . Even the most susceptible plants exposed to large pathogen populations will not develop diseases unless environmental conditions are favourable. As a consequence, bacteria have evolved to monitor environmental cues, such as temperature, light, water deficit, soil and rhizosphere pH, heavy metals and pesticides (Silver and Phung le, 2005; Efetova et al., 2007; Jing et al., 2007; Oberpichler et al., 2008; Hao et al., 2012; Haldar and Sengupta, 2015; Wei et al., 2015) . In addition, soil texture and moisture content also affect root exudation and, therefore, modulate plantmicrobe interactions (Haldar and Sengupta, 2015) . Survival in the environment is an important stage of the pathogen life cycle. Some plant pathogenic bacteria, such as Agrobacterium spp. and Ralstonia spp., are adapted for survival in the soil, where they can live as saprophytes (Krimi et al., 2002; Peeters et al., 2013) , while other pathogens, such as Dickeya, do not persist well in the soil and mainly survive in association with plant debris or insects (Perombelon and Kelman, 1980) . In addition, other pathogens, such as Pseudomonas syringae, preferentially colonize the aerial parts of plants where they can live as epiphytes (Yu et al., 2013) . The dissemination of bacteria may be triggered by rainfall, insects or by contaminated farming equipment.
Early, and essential, events in most plant-microbe interactions involve bacterial chemotaxis toward plant exudates or wound saps and bacterial attachment to the plant surface (Yao and Allen, 2006; Antunez-Lamas et al., 2009a; Heindl et al., 2014) . When the bacterium encounters a plant, it can enter only through wounds, natural openings (such as stomata), or via an insect vector. During their parasitic lives, plant pathogenic bacteria show a high degree of tissue specificity in the host, invading either the intercellular spaces of the mesophyll tissue (apoplastic pathogens) or the vascular system (vascular pathogens). Both the apoplast and the vascular system are nutrient-limited and stressful environments that are guarded by plant defenses (Grignon and Sentenac, 1991; Henry et al., 2013; Fatima and SenthilKumar, 2015) , so bacteria have evolved intricate strategies to successfully colonize these niches. Most Gramnegative bacteria use a type III secretion system (T3SS) to inject effector proteins into plant cells. These type III effectors (T3Es) suppress the innate plant immune defenses and promote disease by modulating the plant cell metabolism to the benefit of the pathogen (Block et al., 2008) . Moreover, the T3SS is also required for the induction of the hypersensitive response (HR), a form of programmed cell death, in resistant or non-host plants (Alfano and Collmer, 2004) . For the above reasons, the genes encoding components of the T3SS in plant-pathogenic bacteria are named hrp genes (for hypersensitive response and pathogenicity). Over the course of infection, plant pathogens have to deal with stressful conditions, such as acidic, oxidative, and osmotic stresses; anaerobiosis; plant defenses; and contact with antimicrobial compounds (Perombelon and Kelman, 1980; Grignon and Sentenac, 1991; Lamb and Dixon, 1997; Dixon, 2001; Barabote et al., 2003; Gloux et al., 2005; Rio-Alvarez et al., 2012) . In addition, plant colonization by the pathogen implies an intensive multiplication and the necessity to produce a large array of virulence factors, which may represent significant cost for the pathogen. Bacteria monitor changes in the physiology of their host and adjust their own physiology accordingly. Consequently, detection and response to various host signals in the plant-microbe interaction is a continuous, dynamic process This review summarizes recent progress in the molecular dialog between phytopathogens and plants. We focus on three well-studied broad host range pathogens: Ralstonia solanacerarum, Agrobacterium tumefaciens and Dickeya spp. These Gram-negative bacteria have been ranked 2nd, 3rd and 9th, respectively, in the top 10 most scientifically and economically important plant pathogenic bacteria (Mansfield et al., 2012) and represent different types of diseases: Ralstonia solanacerarum, a vascular pathogen that causes wilt disease; Agrobacterium tumefaciens, a biotrophic tumorigenic pathogen responsible for crown gall disease; and Dickeya spp., a lethal brute force apoplastic pathogen responsible for soft-rot disease. They display specific molecular dialogs with plants due to their different infection processes allowing us to highlight the diversity of signals that plant pathogens exchange with their host. For each model, we briefly present the virulence factors and the main stages of the infection process. We focus on the perception of the host and chemotaxis toward plant signals, outlining how the pathogen adapts to new growth conditions encountered in the host and, finally, we summarize current knowledge concerning the genetic circuits responding to environmental and plant stimuli that in turn affect virulence factor expression.
Ralstonia solanacearum
Plant-Ralstonia solanacearum interaction. Ralstonia solanacearum is a Gram-negative, soil-borne bproteobacterium that causes bacterial wilt disease. Typical disease symptoms include browning of the xylem, chlorosis, stunting, and wilting and infected plants generally die quickly. The R. solanacearum host range includes over 200 plant species in more than 50 plant families, including many important crop plants such as potato, tobacco, tomato, banana and peanut plants. This large host range, and broad geographic distribution, explains the severe worldwide crop losses caused by this pathogen. Genomic analysis of the more than 40 sequenced R. solanacearum strains reveals that it forms a species complex containing four phylotypes, correlated with strain geographic origin, and this may partially account for the group's broad host range (Genin and Denny, 2012; Remenant et al., 2011; Ailloud et al., 2015; Prior et al., 2016) .
R. solanacearum is present in the soil and it penetrates the xylem vessels, via the roots, where the water flow transports the bacteria from roots to shoots. Inside the xylem vessels, R. solanacearum produces large amounts of extracellular polysaccharide (EPS), believed to be responsible for vascular occlusion of the infected plant and alterations in water movement, which causes wilt symptoms and is essential for virulence (AraudRazou et al., 1998) . Additionally, R. solanacearum uses its type III secretion system (T3SS) to hijack host cellular pathways and favour infection. Depending on the strain, R. solanacearum secretes up to 80 T3SS effectors, which suppress plant defenses and manipulate the host physiology (Deslandes and Genin, 2014; Poueymiro and Genin, 2009 ). Mutants lacking this secretion system are dramatically reduced in virulence (Vasse et al., 2000) , although loss of individual effectors generally has little or no impact on virulence (Cunnac et al., 2004b) . Other virulence factors in R. solanacearum, including the type II secretion system (T2SS) and type IV pili, are also essential for normal plant colonization and bacterial wilt. T2SS exports an assemblage of approximately 30 extracellular proteins, including four pectolytic enzymes (PehABC and Pme) and two cellulolytic enzymes (Egl and CbhA), which are involved in virulence (Liu et al., 2005) . Type IV pili are implicated in many biological processes, such as adhesion, twitching motility and biofilm formation, and they also contribute to virulence (Kang et al., 2002) . In late-stage disease, bacteria actively leave the roots and return to the soil.
Throughout the infection, an inappropriate production of virulence factors can compromise pathogen success (through wasteful production or by provoking plant defenses). Moreover, R. solanacearum has to adapt to the different environments encountered, for example the xylem vessels are considered as a nutrient-poor and microaerobic environment. Despite this, the bacterial population can multiply extensively, rapidly reaching very high cell densities (10 10 CFU/g of plant tissue) and expressing large amounts of virulence factors (Vasse et al., 1995) . This suggests that R. solanacearum has evolved a complex regulatory network to control the synthesis of virulence factors and to deal with environmental variations.
Host perception, chemotaxis and plant surface attachment. In the soil, R. solanacearum relies on flagellar-driven swimming to move toward the host rhizosphere and access the plant vascular system via the roots (Tans-Kersten et al., 2004) . Qualitative and quantitative chemotaxis assays have shown that R. solanacearum is specifically attracted to diverse molecules (amino acids, organic acids) and especially to root exudates from the host tomato plant (Yao and Allen, 2006) . In contrast, root exudates from rice (a non-host plant) seem to be less attractive, suggesting a specificity of the chemotaxis response. One chemotaxis signal candidate is aerotaxis, or energy taxis, which guides bacteria toward optimal intracellular energy levels. Mutants defective in aerotaxis are significantly impaired in their ability to rapidly colonize tomato roots, compared with their wild-type parent strain, indicating that energy taxis contributes to the successful interaction of R. solanacearum with its host plants (Yao and Allen, 2007) . Pathogen motility is necessary for taxis, so this plays a significant role in the bacterial disease too. A fliC mutant strain, lacking the flagellar filament, or an flhDC mutant, unable to activate flagellar gene expression, are both completely non-motile and cannot move toward plant roots (TansKersten et al., 2001) . Both non-tactic and non-motile mutants have significantly reduced virulence in naturalistic soil-soak assays, but they exhibit a normal level of virulence when inoculated directly into the plant stem (Tans-Kersten et al., 2004; Yao and Allen, 2006) . This suggests that an R. solanacearum infection requires chemotaxis and motility in the early stages of host colonization and invasion (Table 1) . Although R. solanacearum cells are essentially non-motile inside the host plant, both flhDC and fliC are expressed in planta (TansKersten et al., 2004) . Motility genes might contribute in the later stages of the infection process since the flagellar apparatus (with components similar to the type III secretion system) can also secrete virulence factors, such as phospholipase (Young et al., 1999) . Furthermore, FlhDC is known to affect cell division and anaerobic respiration (Pr€ uss et al., 2001; . When R. solanacearum is in contact with the plant, the bacterium enters the host through a wounded root or a site of secondary root emergence. Plant root border cells have been recently recognized as an important physical defense against soil-borne pathogens. Root border cells produce an extracellular matrix of proteins, polysaccharides and DNA that traps and immobilizes pathogens (Hawes et al., 2016) . R. solanacearum secretes two DNases that free the pathogen from these extracellular traps (Tran et al., 2016a) and enable the bacteria to enter into the host. Mutants lacking the two DNases are defective in this initial attachment to roots. R. solanacearum then colonizes the xylem vessels where it forms biofilms, containing EPS and extracellular DNA that act as a structural scaffold (Tran et al., 2016b) . The two extracellular DNases produced by R. solanacearum modulate the biofilm structure and are required for systemic spread and virulence (Table 1) (Tran et al., 2016b) .
Growth conditions encountered in the xylem. Adaptation to nutrients and environmental conditions in the xylem. Xylem is mainly composed of dead and lignified cells and xylem sap from healthy plants contains only traces of diverse organic acids, amino acids and a few sugars that serve as a nutrient source for pathogenic bacteria. For example, tomato xylem sap contains a small amount of glucose and fructose as well as low concentrations of glutamine, followed by asparagine, GABA and other amino acids (Zuluaga et al., 2013) . Analysis of xylem sap from different plant species showed potassium as the most abundant mineral nutrient, followed by nitrate and chloride (Fatima and SenthilKumar, 2015) . Global expression analyses have been used to understand how R. solanacearum survives and succeeds within the host xylem Jacobs et al., 2012; . In an initial study using in vivo expression technology, 153 unique genes were shown to be induced in planta . A significant proportion of these genes reflect adaptation to the host xylem environment; 20% of the genes are involved in metabolic and/or transport functions and 10% encode proteins potentially involved in stress responses. This highlights that the metabolic versatility is a critical element governing Ralstonia's virulence as well as its ability to survive in its host (Peyraud et al., 2016) . A further transcriptomic analysis, using cont.
Environmental and plant stimuli
Factors and regulators involved in virulence cont.
Factors and regulators involved in virulence Quorum sensing regulation of Pels microarrays and two different strains, confirmed the in planta induction of many genes dedicated to primary physiology, notably sucrose uptake and metabolism (Jacobs et al., 2012) . Throughout the infection, the bacterial wilt pathogen rapidly consumes O 2 in the host tissue, thereby lowering the O 2 content in the xylem fluid. Direct measurements of oxygen levels with a microprobe found significantly less O 2 in xylem sap from infected tomato plants than in sap from healthy plants (Dalsing et al., 2015) . Therefore, bacteria experience low O 2 during plant infection, particularly at the later stages of disease (Jacobs et al., 2012) . At the same time, at 40 mM, nitrate is relatively abundant in tomato xylem sap. This partially explains why the predicted genes for nitrate respiration and denitrification are induced during plant infection, and it suggests that R. solanacearum respiration in xylem uses NO 3 , NO 2 , and NO as alternate terminal electron acceptors (Jacobs et al., 2012) . Consistent with this hypothesis, mutants defective in nitrate assimilation and denitrification respiration show significantly reduced growth and virulence in planta (Dalsing and Allen, 2014; Dalsing et al., 2015) . Interestingly, the presence of nitrate decreases EPS production, suggesting a relationship between plant-specific levels of nitrate and expression of this major virulence factor (Dalsing and Allen, 2014) . Furthermore, R. solanacearum uses its denitrification pathway to detoxify the reactive nitrogen species (RNS) derived from nitrate respiration (nitrite) and from the plant defense reaction (nitric oxide) ( Table 1) . Therefore, R. solanacearum subverts its host into producing RNS for its own benefit (Dalsing and Allen, 2014 ).
• Response to oxidative stress and chemical plant defense. Examination of genes induced in planta suggests that, in its host, R. solanacearum confronts and overcomes a stressful environment. In response to invasion, the plant produces toxic compounds, such as Reactive Oxygen Species (ROS), which result in the oxidative burst (Table 1) (Flores-Cruz and Allen, 2009 ). Because ROS causes serious damage, leading to cell death, R. solanacearum has to overcome oxidative plant defense during xylem colonization. Accordingly, many genes involved in the oxidative stress response are induced in planta, such as oxyR, dps, bcp, speE2 and ada . Strains lacking some of these genes (dps, bcp, oxyR) are hypersensitive to the oxidative response and show reduced virulence (FloresCruz and Allen, 2009; Colburn-Clifford et al., 2010; Flores-Cruz and Allen, 2011) . Resistance to ROS appears to be partly mediated by OxyR (Table 1) , which regulates many genes involved in the oxidative stress response (dps, grxC, katE, katG, ahpC1). Nevertheless, bcp, sodB and sodC do not seem to be regulated by OxyR, suggesting the existence of additional unknown regulators responsible for the specific induction of bcp, sodB, sodC expression, under oxidative stress (FloresCruz and Allen, 2011). To combat pathogens, plants also produce antimicrobial peptides and secondary metabolites, such as hydroxycinnamic acid (HCA), a phenolic compound, flavonoids, isoprenoids and alkaloids. R. solanacearum can degrade and use HCA as a carbon source (Lowe et al., 2015) . Mutants defective in HCA degradation are significantly more susceptible to inhibition by two HCAs, namely caffeate and p-coumarate, and are less efficient in plant colonization. Hence, the ability to degrade HCA contributes to bacterial wilt virulence by facilitating root entry and by protecting the pathogen from HCA toxicity (Lowe et al., 2015) . Similarly, the pathogen has a pathway for degrading the plant defense signal salicylic acid (SA) and this degradation ability protects it from SA toxicity and enhances its virulence on tobacco (Lowe-Power et al., 2016) . In addition to enzymatic degradation of specific plant defense compounds, R. solanacearum uses multidrug efflux pumps (MDR) to extrude antimicrobial compounds. In particular, two MDRs (AcrAB and DinF) are upregulated during growth in host plants and are required for full resistance to toxins and virulence (Brown et al., 2007) .
• Response to host-species specific signals. R. solanacearum phylotypes partly explain the broad host range of this species complex and differential gene expression associated with host range variation has been reported recently . Two closely related strains belonging to distinct R. solanacearum pathotypes were compared; a Moko strain (pathogenic to banana but not to cucurbits) and a NPB strain (pathogenic to cucurbits but not to banana). Inoculated separately into a common host (tomato), the two strains exhibited similar transcriptional responses. However, when they infected their respective exclusive hosts (banana for the Moko strain and melon for the NPB strain), divergent expression profiles were observed. In banana plants, the Moko strain differentially upregulated siderophore biosynthesis and nitrate assimilation genes, whereas in melon plants the NPB strain differentially up-regulated expression of type III effectors and denitrification genes. Despite a high conservation of genomic content between these two strains (90% of genes in common; (Ailloud et al., 2015) , the differential gene expression associated with host variation suggests that each pathotype is sensitive, to varying degrees, to stimuli dependent on the infected host.
Signals and genetic circuits affecting R. solanacearum virulence factor expression. In R. solanacearum, the main virulence factors are finely controlled by a regulatory network relying on a signal transduction pathway that Molecular dialog between phytopathogens and plants 1697 responds to environmental conditions, the presence of host cells, and bacterial density (Schell, 2000) .
• Perception of the plant cell surface via the PrhA signalling pathway. The hrp-encoded Type III secretion (T3SS) pathway, which is a key virulence determinant of R. solanacearum, is induced in response to diverse complex signals. Among these is contact with the plant cell, regulated via a sequential signal pathway (Aldon et al., 2000) . Unknown plant cell wall signals are perceived by PrhA, which is located in the outer membrane of R. solanacearum (Marenda et al., 1998) . PrhA transfers signals to the periplasmic domain of the inner membrane protein PrhR (Fig. 1) . Once PrhR receives the signals, PrhI, an extracytoplasmic sigma factor, is released from PrhR to the cytoplasm and activates prhJ transcription. PrhJ is a LuxR/UhpA family transcriptional factor, which activates hrpG expression (Fig. 1) . Then, HrpG, an OmpR family response regulator, induces the expression of hrpB, which encodes an AraC family regulator that activates the hrp regulon, T3SS effector gene promoters via the hrpII box cis-element (Cunnac et al., 2004a) , and dozens of other genes ( Fig. 1 and Table 1 ). Transcriptomic studies revealed that both the hrpB and hrpG genes control multiple virulence pathways (Occhialini et al., 2005; Valls et al., 2006) . It was recently found that PrhA can perceive and transfer a signal that is independent of plant contact (Zuluaga et al., 2013) . Furthermore, inactivation of the PrhAIRJ components results in only a minor reduction in virulence, whereas hrpB or hrpG mutants are non-pathogenic (Vasse et al., 2000) . Finally, HrpG, which has a major controlling effect on hrpB as well as on additional potentially virulencerelated genes, is also responsive to general nutrient stress although this part of the T3SS regulatory circuit remains poorly understood (Fig. 1 ).
• Quorum sensing and the Phc system of R. solanacearum. R. solanacearum early and late virulence factors, including EPS, are co-ordinately controlled by cell density, via a complex regulatory network responding to the unusual quorum-sensing signals 3-hydroxy palmitic acid methyl ester (3-OH PAME) and methyl 3-hydroxymyristate (3-OH-MAME) (Schell, 2000; Kai et al., 2015) . This network is controlled by the Phc system, composed of PhcA, a LysR type transcriptional regulator; PhcB, a methyltransferase that synthesizes 3-OH PAME or 3-OH-MAME; and PhcSR, a two-component system that responds to threshold concentrations of 3-OH PAME by elevating the level of functional PhcA ( Fig.  1) (Clough et al., 1997) . During the early steps of plant colonization, corresponding to low cell density, the level of PhcA is limited, allowing the expression of the early virulence factors, such as polygalacturonases (PehABC), motility and siderophores. All these factors are directly or indirectly repressed by PhcA (Fig. 1) . At high cell density, the elevated level of PhcA induces the production of late virulence factors while suppressing the production of early virulence factors. One of the main outcomes of PhcA is to activate the production of large amounts of EPS. This activation is indirect and is mediated through XpsR and the two-component system VsrBC ( Fig. 1 ) It has been proposed that XpsR facilitates or stabilizes binding of VsrC to the EPS promoter (Garg et al., 2000) . The VsrBC two-component system also negatively regulates the extracellular DNase activity Fig. 1 . Regulatory pathways controlling the expression of R. solanacearum virulence genes (in green). Red triangles represent environmental stimuli. Blue arrows and red barred lines indicate activation and repression, respectively. Grey arrows represent a positive modulation of regulator activity. The blue dotted box delimits the T3SS regulatory network. 3-OH PAME, 3-hydroxy palmitic acid methylester; 3-OH-MAME, methyl 3-hydroxymyristate; Acyl HSL, acyl homoserine lactone. Note that PhcA represses the T3SS only in culture, not in planta. (Tran et al., 2016b) . In addition, the VsrAD twocomponent system is necessary to fully activate the transcription of xpsR (Fig. 1) (Garg et al., 2000) . EPS production is also activated by phosphorylated EpsR (Chapman and Kao, 1998) . Both PhcA and the VsrAD two-component system induce production of particular plant cell wall degrading enzymes (CWDE), namely Egl, CbhA and Pme (Fig. 1) and a recent study demonstrates that PhcA controls the trade-off between virulence factor production and bacterial proliferation (Peyraud et al., 2016) . PhcA also activates a second quorum sensing system, SolIR, which produces a classical Acyl-homoserine lactone molecule; solIR is dispensable for virulence at tropical temperatures but it contributes to virulence of Race 3 biovar 2 strains of R. solanacearum at lower temperatures (Flavier et al., 1997; Meng et al., 2015) . Although PhcA repressed the prhIR operon and hrpG at a high cell density in culture Yoshimochi et al., 2009) , in planta the T3SS genes are highly expressed at elevated cell densities (Jacobs et al., 2012) , suggesting that the PhcA-dependent repression observed in culture is overridden by other regulatory processes during plant pathogenesis.
To summarize, research efforts on R. solanacearum have mostly deciphered its pathogenicity process and the signals affecting its metabolic activities during infection as well as its ability to survive in the plant host (Table 1) . Among these signals, nitrogen derivatives and general nutrient stresses also impact virulence gene expression. The genetic control of virulence factors highlights the importance of the Phc quorum sensing system for a correct spatiotemporal regulation supporting an effective infection. In addition, coordination of the virulence program involves several two-component systems. However, the specific signals transduced by these systems remain largely unknown ( Fig. 1 and Table 1 ). Their identification represents a challenge for future investigations, especially since they are likely to depend on the infected host.
Agrobacterium tumefaciens
Plant-Agrobacterium tumefaciens interaction. Agrobacterium tumefaciens is a species complex of aproteobacteria that can cause crown gall disease in a wide variety of dicotyledonous plants. This biotrophic plant pathogen does not kill its host plant cells to proliferate, but rather induces the development of plant tumours. Tumour plant cells overproduce compounds, called opines, which are then used by pathogenic agrobacteria as specific carbon and nitrogen sources. Opines are varied but fall into two major structural classes: the vast majority are secondary amine derivatives formed by the condensation of an amino acid, either with a sugar or a keto acid, such as octopine and nopaline. The second class, named agrocinopines, are sugar-phosphodiesters.
Unlike most other Gram-negative phytopathogenic bacteria, A. tumefaciens is not equipped with type II and type III secretion systems (Goodner et al., 2001; Wood et al., 2001) . Instead the A. tumefaciens infection process is based on two distinct type IV secretion systems (T4SS) that are involved in the initiation of the virulence process and in the dissemination of the virulence potential. Both T4SS systems are encoded from the Ti (Tumour-inducing) plasmid and the pathogen's virulence depends essentially on the presence of the Ti plasmid. However, some related virulence determinants were identified from the circular chromosome and from a second plasmid, called the At plasmid (Lang and Faure, 2014; Subramoni et al., 2014) . Moreover, the chromosomal gene contents of Agrobacterium species may influence their virulence process specificity (Lassalle et al., 2011; Campillo et al., 2014; Baude et al., 2016) .
The virulence process consists of several stages. The initial stage involves the transfer of an oncogenic DNA fragment, T-DNA (for Transferred DNA), followed by its integration into the plant genome (Bourras et al., 2015) . The T4SS proteins responsible for the T-DNA transfer and processing are encoded by six operons (virA, virB, virC, virD, virE and virF) transcribed from the Ti plasmid (the vir regulon) (Table 1) (Gelvin, 2012) . After T-DNA integration into the plant genome, genes from this fragment are expressed in the plant cell. They encode plant growth hormones that are responsible for the anarchical proliferation of cells, resulting in tumour formation. In addition, they encode proteins responsible for the synthesis of opines. As well as serving as nutrients, opines act as signals promoting the Ti plasmid conjugal transfer and, thus, the late stage of the virulence process: the dissemination of A. tumefaciens virulence potential. This involves the second T4SS encoded by the Ti plasmid, the Tra/TrB T4SS (Table 1) . In fact, several Ti plasmids exist and they can be distinguished by the type of opines they produce (Subramoni et al., 2014; Gordon and Christie, 2014) . Octopine and nopaline-type Ti plasmids are the most studied plasmids. The nopaline-type Ti plasmid also carries the genes responsible for the biosynthesis of agrocinopines, the conjugative opine of the nopaline-plasmid (Kim et al., 2008) .
The different virulence stages are tightly regulated and require the specific and precise recognition and response of A. tumefaciens to plant-derived signals. Indeed, Ti plasmids are megaplasmids (200 kb) encoding a myriad of biological functions. Thus, the fitness cost accompanying the metabolic load associated with carrying Ti plasmids is not negligible. This explains, at least in part, the complex regulatory network involved in Molecular dialog between phytopathogens and plants 1699 minimizing expression of the Ti plasmid genes under inappropriate conditions, such as in a non-infectious situation.
Host perception, chemotaxis and plant surface attachment. Motility and chemotaxis play an important role in A. tumefaciens attachment, biofilm formation and virulence. A. tumefaciens senses, and then responds directly, to plant exudates, chemotaxing toward plant wounds. In addition to the methyl-accepting chemotaxis protein (Mcp), CheY1, CheY2, CheA, CheB and CheR, chemotaxis also involves flagellar proteins (Table 1 ) (Heindl et al., 2014) . When present at the wounded sites, A. tumefaciens attaches to the surface and this involves mainly unipolar polysaccharide (UPP), cellulose and other exopolysaccharides (Matthysse, 2014) . Little is known about how the bacteria detect the presence of a suitable surface or how the attachment to plant cells is elaborated. However, it has been hypothesized that contact with a solid surface stimulates production of UPP and that flagellar rotation and pili may also be involved (Heindl et al., 2014) . The regulation is complex and concerns the visR and visN genes controlling motility, the exoR and pleD (celR) genes controlling other exopolysaccharides, and the phoB gene controlling phosphate uptake (Table 1) (Heindl et al., 2014) . Flagella seem to play a major role in the initiation of bacteria-host interactions and so their production and activity need to be tightly controlled. Light plays a role in the regulation of flagella. Indeed, the dark increases motility via an increase in transcription of the flaA, flaB and flaC genes encoding flagellines and this is correlated with the increase in the number of flagella per cell. Moreover, light both reduces the attachment of A. tumefaciens to roots and the virulence of bacteria (Oberpichler et al., 2008) .
Growth conditions encountered in the tumour. After infection and expression of symptoms, A. tumefaciens has to deal with the new tumour environment, which is also called the 'opine niche' as tumour cells synthesize opines from T-DNA genes. Ti-plasmids harbour genes also involved in the uptake (active transport across the agrobacterium cell envelope) and the catabolism of opines (more than 10 proteins are involved in opine degradation in the cytoplasm) (Table 1) , which gives an advantage to bacteria harbouring Ti-plasmids. Opine catabolism genes are specific to each different opine (e.g., octopine, nopaline or agrocinopine). These catabolisms are induced only by the presence of their specific opines. Octopine binds the LysR-like OccR regulator for the octopine catabolic regulator and agrocinopines interact with AccR, the agrocinopine catabolic regulator. The regulator NocR regulates the noc operon involved in nopaline uptake and catabolism (Zanker et al., 1994) . In the presence of nopaline, specifically taken up by A. tumefaciens harbouring a nopaline-type Ti plasmid, the noc operon is induced by the NocR-Nopaline complex (Marincs and White, 1993) .
Transcriptomic analysis demonstrated that nopaline mainly induced the expression of genes involved in its uptake and catabolism. Furthermore, binding and assimilation of nopaline contributed to the fitness of A. tumefaciens, as the presence of available nopaline selects bacteria able to assimilate it (Table 1) . It was also suggested that the magnitude of nutrient bias induced by opines seems to directly influence the dynamics and fitness of the bacterial populations . This provides an in planta demonstration of the opine concept (Schell et al., 1979) .
Signals and genetic circuits affecting A. tumefaciens vir gene expression. The A. tumefaciens infection process depends on the sequential activation of the vir regulon. This process involves a regulatory network and a hierarchical signalling pathway that are integrated by the twocomponent system VirG-VirA (Table 1) (Yuan et al., 2008) . VirG is the response regulator and VirA the sensor protein. VirA functions as a dimer and each monomer is composed of four domains: the periplasmic domain, the cytoplasmic linker domain, the kinase domain, and the receiver domain that resembles the receiver domain of response regulators. The VirG-VirA system perceives and integrates at least three different signals: acidic pH, neutral and acidic sugars, and phenolic compounds. It is of note that, in addition to the transcriptional regulation presented below, non-coding RNAs add additional layers of control. Several non-coding RNAs are differentially expressed in conditions that induce virulence (Wilms et al., 2012; Lee et al., 2013) . Moreover, one of them, RNA1111, is involved in the control of virulence factors (Dequivre et al., 2015) .
• Perception of acidic pH via the ChvG/ChvI twocomponent system. Acidic conditions are the initial signal that induces the A. tumefaciens virulence process. A. tumefaciens modulates the expression of 152 genes in acidic conditions (Yuan et al., 2008) . Among them are genes involved in the general response for pH adaptation, such as the synthesis of the cell envelope and of peptide and sugar transporters. More interestingly, the expression of several virulence factors are induced, including five genes from the vir regulon, chvIG, aopB, katA encoding a catalase, pckA encoding phosphoenol carboxykinase, and the imp gene cluster encoding a type VI secretion system (Table 1) (Yuan et al., 2008) , indicating a highly specific response of A. tumefaciens to pH in infected plant hosts. The pH regulation of Agrobacterium genes is mediated by the chromosomally encoded ChvG/ChvI two-component system (Yuan et al., 2008) , which is essential for virulence. The sensor ChvG perceives acidity and phosphorylates the regulator ChvI that, in turn, activates VirG. As a result, the intracellular concentration of VirG increases under acidic conditions ( Fig. 2A) (Mantis and Winans, 1992) and this response is mediated by ChvI binding to the virG promoter P2, which modulates virG transcription (Li et al., 2002) . Thus, the ChvG-ChvI system initiates the early stage of the virulence process. This occurs prior to, and is not dependent on, the VirA-VirG phenolic and sugar compound perception during Agrobacterium-plant interactions and it should be noted that, under acidic conditions, VirG remains unphosphorylated.
• Perception of plant-derived phenolic compounds via the VirG/VirA two-component system. Plant-derived phenolic compounds, containing a benzene ring with a hydroxyl group at position 4 and a methoxy group at position 3, are essential for the induction of A. tumefaciens virulence (Stachel et al., 1985; 1986) . Among them, the first identified inducers of Agrobacterium virulence were acetosyringone and hydroxyacetosyringone (Stachel et al., 1985; 1986) . Whereas acetosyringone triggers a globally elevated expression of almost every Ti plasmid gene, surprisingly it only modestly increases expression of the vir regulon (Cho and Winans, 2005) . Furthermore, acetosyringone increases the copy number of the Ti plasmid by four-fold (Table 1) . The cytoplasmic linker domain of one VirA monomer first perceives phenolic compounds, through a mechanism that is still unclear, and this VirA monomer becomes phosphorylated at His474. This activates the kinase domain of the other monomer that, in turn, phosphorylates the response regulator VirG at the conserved Asp52 (Winans, 1990) . Phosphorylated VirG then binds to a 12bp vir box present in vir operon promoters, in its own P1 promoter and in the P4 promoter of the repABC operon (Cho and Winans, 2005) . Proteins encoded by this latter operon are responsible for plasmid replication and partition. Thus, an increase in Ti plasmid copy number enhances the dosage of vir genes responsible for the T-DNA transfer and also of virA and virG ( Fig. 2A) . Once this is activated, the T-DNA transfer occurs ( Fig. 2A) . • Perception of neutral and acidic sugars via the VirG/ VirA two-component system. Certain neutral sugars and acid sugars commonly present in plant exudates, such as D-galactose, D-glucose, L-arabinose, D-fucose or D-xylose, and glucuronic acid, induce expression of the vir regulon synergistically with phenolic inducers (Cangelosi et al., 1990) . The periplasmic protein ChvE, encoded on the circular chromosome, is required for sugar chemotaxis (Table 1) (Cangelosi et al., 1990) . The sugar signal is transferred to the VirA protein via direct interaction between the sugar/ChvE complex and the periplasmic domain of VirA ( Fig. 2A) (Shimoda et al., 1993) . Thus, neither the chvE mutant nor the mutant harboring a deletion of the VirA periplasmic domain is virulent (Cangelosi et al., 1990) . Furthermore, ChvE binds directly to plant-derived sugars with varying affinities and a marked pH dependence for ChvE-binding to acid sugars has been observed (Hu et al., 2013) . Interestingly, the A. tumefaciens host range seems to be dependent on sugar concentration and the composition of the plant host. Indeed, the chvE locus is essential for tumour formation on kalanchoe leaves but is not required for tumour formation on sunflowers or Nicotiana glauca stems. Such differential behaviour seems to be correlated with the distinct sugar or sugar acid profiles of these plants (Cangelosi et al., 1990) .
Finally, molecular studies have deciphered how VirA integrates, in synergy, both phenolic and sugar signals. Phenolic compound signal transmission is independent of sugar signal transmission because a mutation abolishing induction of vir genes by sugars did not affect their induction by acetosyringone (Cangelosi et al., 1990) . The sugar could initially phosphorylate the VirA receiver domain but the subsequent phosphorylation of VirG requires phenolic signal (Mukhopadhyay et al., 2004) . Furthermore, it has been proposed that the receiver domain of VirA is involved in repression of vir gene expression when sugars are available but when no phenolic inducers are present. Indeed, the absence of this receiver domain allows the expression of vir operons in response to sugar even in the absence of phenolic compounds. This repression mechanism is believed to occur via the sequestration of the DNA-binding domain of VirG by the receiver domain of VirA (Wise and Binns, 2016) .
• Modulation of A. tumefaciens virulence by other signals: phosphate starvation, light and oxidative stress. In addition to acidic pH, sugars and phenolic compounds, a low phosphate environment also induces virG expression (Table 1) (Winans, 1990) . It has been suggested that this control occurs at the transcriptional level by the regulator PhoB because a pho box was detected in the P1 promoter of virG (Yuan et al., 2005) . Other factors are important for virulence, such as light, which reduces bacterial virulence (Oberpichler et al., 2008) and oxidative stress. Indeed, mutants defective in katA (encoding a bi-functional catalase-peroxidase), the three superoxide dismutases (sodI, sodII and sodIII), or rirA (encoding a Fur-like transcriptional repressor of iron-uptake systems) all displayed an attenuated virulent phenotype on tobacco leaves (Xu and Pan, 2000; Saenkham et al., 2007; Ngok-Ngam et al., 2009) . Moreover, katA is induced by acid stress and cells pre-grown in acidic medium exhibited increased resistance to a subsequent H 2 O 2 challenge. It has been suggested that the pH-sensor ChvG is required for the induction of katA gene expression at a low pH (Yuan et al., 2008) .
Signals and genetic circuits affecting the dissemination of Ti plasmids. Quorum sensing, opines and TraR/TraI two component system. The dissemination of Ti plasmids contributes to the virulence potential of A. tumefaciens and this is performed inside the tumour as the conjugal transfer of Ti plasmids, promoted by the T4SS proteins encoded by the tra/trb genes, is indirectly controlled by opines (Table 1) (Kerr et al., 1977; Petit et al., 1978) . Opines play a prominent role in quorum sensing initiation that, in turn, regulates conjugal transfer of the Ti plasmids (Fuqua and Winans, 1996) . Agrocinopines are the conjugal opines of nopaline-type Ti plasmids and octopines those of octopine-type Ti plasmids. Conjugation of these plasmids is regulated by AccR and OccR, respectively. In the absence of octopine, OccR binds to the promoter of the occ operon and represses this operon involved, in particular, in octopine uptake and catabolism. In the presence of octopine, OccR forms a complex with octopine and this complex results in a shift in the DNA structure that allows expression of the occ operon (Wang et al., 1992) . In the absence of agrocinopines, AccR represses the acc operon for agrocinopinecatabolism but also the arc operon for agrocinopine regulation of the conjugation. In the presence of agrocinopines the AccR-agrocinopine complex prevents AccRmediated transcriptional repression (Fig. 2B) (Beck von Bodman et al., 1992; Kim and Farrand, 1997; Piper et al., 1999) .
Both the arc and occ operons harbour the traR gene encoding a LuxR homolog. Among the other tra genes present on the Ti plasmid, traI encodes an acylhomoserine-lactone synthase homologous to LuxI. TraI directs the biosynthesis of N-(3-oxooctanoyl)-DL-homoserine lactone (3OC8-HSL). When 3OC8-HSL reaches a threshold level, corresponding to a high bacterial population density, TraR interacts with 3OC8-HSL. This interaction stabilizes TraR and prevents its degradation (Zhu and Winans, 1999) . The TraR-3OC8-HSL complex then binds to promoters at the tra box and activates expression of both the tra and trb operons (Fig. 2B) (Cho and Winans, 2007) . Expression of traI, the first gene of the tra operon, is also induced. Furthermore, the TraR-3OC8-HSL complex increases Ti plasmid copy number by at least eight-fold through binding to the repABC promoters P1, P2 and P3 (Fig. 2B) (Fuqua and Winans, 1996; White and Winans, 2007) . Avirulent A. tumefaciens strains, which acquire Ti plasmid through conjugation, become infectious and able to catabolize opines as carbon and nitrogen sources. Moreover, the TraR-3OC8-HSL complex also activates the transcription of traM, encoding a TraR anti-activator that modulates quorum sensing and Ti plasmid conjugation (Fig. 2B) Cho and Winans, 2005) . It is noteworthy that traM is also induced by plant-released phenolic compounds (Cho and Winans, 2005) , suggesting a mechanism that prevents the simultaneous expression of the two distinct T4SS systems: the first one dedicated to T-DNA transfer and the second one involved in conjugation. It has been proposed that down-regulation of conjugation during the early stages of infection benefits A. tumefaciens pathogenesis (Cho and Winans, 2005) .
• Quorum quenching and host metabolites. Both bacteria and plants have evolved quorum quenching as a mechanism to repress quorum sensing responses. Interestingly, two lactonase enzymes, AiiB and BlcC, produced from the Ti and At plasmids, respectively, can cleave lactone rings of a large range of homoserine lactone derivatives and, thus, quench the quorum signal (Table 1 and Fig. 2B ). Expression of aiiB is induced by agrocinopines and modulates the quorum sensing responses (Haudecoeur et al., 2009) . The ecological advantage of this modulation for A. tumefaciens has not been established. Expression of the blcABC operon (or attKLM) is induced by Gamma-Amino Butyric Acid (GABA), a plant defense molecule. BlcC, together with BlcA and BlcB, converts GABA into succinic acid through gamma-hydroxybutyrate (GHB), succinic semialdehyde (SSA), and gamma-butyrolactone (GBL) intermediates (Breitkreuz et al., 2003; Haudecoeur et al., 2009) . Succinic acid enters the pathogen's central metabolism, meaning that A. tumefaciens simultaneously destroys a plant defense signal and exploits it as an energy source (Table 1 ). The uptake of GABA involves Atu2422, the substrate binding protein of the ABC transporter Bra (Planamente et al., 2010) . In a mutant defective in Atu2422, a second transporter, with Atu4243 as the substrate binding protein, is produced, leading to specific GABA uptake (Planamente et al., 2012) . Proline, alanine and valine are competitive antagonists of GABA (Chevrot et al., 2006; Haudecoeur et al., 2009) and it has been shown that proline also enters via the Bra transporter (Fig. 2B) . Remarkably, high levels of proline induce bigger tumours and more severe disease symptoms whereas high levels of GABA attenuated pathogenesis, suggesting that proline antagonizes GABA action by interfering with its import (Chevrot et al., 2006; Haudecoeur et al., 2009) . Both GABA and proline accumulate concomitantly in plants infected by bacterial pathogens (Deeken et al., 2006) , suggesting that tight control of the Agrobacterium infection process depends on the respective concentrations of GABA and proline in the tumours. Salicylic acid (SA), a well-known phytohormone that activates plant defense responses, also modulates the Agrobacterium virulence program through several mechanisms. In addition to repressing vir and repABC gene expression, SA modifies proline accumulation and quorum quenching under acidic conditions, via activation of blcABC expression (Fig. 2) (Yuan et al., 2007; Lee et al., 2009) . Finally, it has been proposed that the tight control of quorum quenching in plants infected by A. tumefaciens confers an advantage on Agrobacterium by degrading the quorum sensing signals of unrelated competitive bacteria that share its rhizosphere niche (Lang and Faure, 2014) .
Finally, research conducted on A. tumefaciens has mostly deciphered regulatory mechanisms modulating the early virulence stage and the dissemination of virulence potential at the end of infection. Major signals sensed through virulence-regulating system are known. Sugars, pH, and phenolic compounds are involved in early virulence stage controlled by the VirA-VirG twocomponent system and opines in the dissemination of virulence potential controlled by the Tra quorum sensing system (Table 1) . However, questions remain to be elucidated. How do bacteria behave during tumor formation? Are there particular molecular dialogs between bacteria and plants at this stage? Oxidative stress, phosphate, temperature and light are potential stimuli involved in the virulence process (Table 1) . However, the role of these signals in the sequential activation of the pathogenicity program has not been investigated yet. Furthermore, non-coding RNAs are involved in the virulence regulatory networks but their roles and their positions in the regulatory hierarchy remain largely unknown. These questions are tracks for future investigations.
Dickeya dadantii
Plant-Dickeya interaction. The enterobacterial plant pathogens of the genus Dickeya are responsible for soft rot disease in a wide range of angiosperm plant species in geographically diverse regions (Ma et al., 2007) . This genus comprises eight species (D. chrysanthemi, D. dadantii, D. dianthicola, D. zeae, D. paradisiaca, D. solani, D. fangzhongdai and D. aquatica) (Parkinson et al., 2014; Tian et al., 2016; Zhang et al., 2016) . Most of the results presented below are from studies of D. dadantii strain 3937 isolated from African violet (Saintpaulia ionantha), Molecular dialog between phytopathogens and plants 1703 the species chosen as a model by the Dickeya international community . The characteristic soft rot symptom results from the disorganization of plant tissues following the degradation of pectin, the major component of the middle lamella and primary cell wall, by a battery of secreted pectinolytic enzymes, mainly pectate lyases (Pels) (Hugouvieux-Cotte-Pattat et al., 2014) . Additional plant cell wall degrading enzymes (CWDEs), such as cellulase (CelZ), glucuronoxylanase (XynA) and proteases (Prts), are also secreted by the bacteria using either T2SS or T1SS (Table 1) (Delepelaire, 1998; Kazemi-Pour et al., 2004) . These complement the pectinase activity and facilitate the breakdown of the cell wall components. While Dickeya was initially considered as a brute-force necrotroph, investigation of the migration of bacteria within Arabidopsis plant tissues revealed the existence of two distinct phases in the infection process (Fagard et al., 2007) . During the first asymptomatic phase, bacteria progress through the intercellular space and use simple sugars or small oligosaccharides, such as glucose, fructose, sucrose and raffinose, for growth (Effantin et al., 2011) . The second, symptomatic, phase is associated with the production of CWDEs that macerate plant tissue to release additional carbon and energy sources, in the form of oligosaccharides, that can be assimilated by bacteria for a new cycle of multiplication (Lebeau et al., 2008) . Accordingly, (Kraepiel and Barny, 2016) propose that the biotrophic/necrotrophic terminology is not really appropriate for bacteria and suggest that most Gram-negative phytopathogens can be considered as hemibiotrophs. Dickeya produces an Hrp T3SS but has only one effector, DspE, which belongs to the AvrE superfamily of T3Es and induces a slow plant cell death (Degrave et al., 2015) . In Dickeya, the hrp system serves as a virulence (rather than a pathogenicity) determinant (Table 1 ), meaning that mutants impaired in T3SS are less virulent than their parental strains but still retain the ability to cause disease (Bauer et al., 1995; Yang et al., 2002) . Efficient infection of the plant by Dickeya requires many additional elements, such as exopolysaccharides and biosurfactant that allow adhesion of bacteria to the plant surface (Condemine et al., 1999; Hommais et al., 2008; Prigent-Combaret et al., 2012) ; motility and chemotaxis that are essential for the bacteria when searching for favourable sites to enter into the plant apoplast (Rio-Alvarez et al., 2015); and siderophores, for acquisition of the iron that is critical for successful infection (Franza and Expert, 2013) .
Host perception, chemotaxis and plant surface attachment. At the initial stage of infection, D. dadantii produces cellulose fibrils, resulting in the development of aggregates on the plant surface (Jahn et al., 2011; Prigent-Combaret et al., 2012) . These aggregates are embedded within an extracellular polymeric substance (EPS) that maintains the hydrated surface around the bacteria and, thus, helps them to survive under conditions of desiccation (Condemine et al., 1999) . The CdiA/ HexA type V secreted protein, comprising a large haemagglutinin repeat region, also contributes to the adherence of bacteria to leaves (Rojas et al., 2002) . An operon encoding a multi-repeat adhesin and a type I secretion pathway is found in the genome of D. dadantii but the role of this putative adhesin in adherence is not yet established. In addition, D. dadantii secretes a biosurfactant that increases wettability, probably resulting in increased plant surface colonization (Table 1) (Hommais et al., 2008) .
A role for flagella-mediated adherence has been demonstrated in many different plant and animal infection models (Rossez et al., 2015) so the D. dadantii flagella may also contribute to plant adhesion. Motility and chemotaxis are essential for D. dadantii to enter into the plant apoplast. Indeed, mutants affected in the chemotaxis transduction system (cheW, B, Y and Z) and in the structure of the flagellar motor (motA) are unable to enter into Arabidopsis leaves (Antunez-Lamas et al., 2009a). In particular, D. dadantii has a strong chemotactic response to jasmonic acid, which is produced by wounded tissue and may enable the bacterial cells to move toward plant wounds and facilitate systemic invasion (Table 1) Growth conditions encountered in the apoplast. Adaptation to nutrient conditions in the apoplast. When D. dadantii infects a plant, it colonizes the intercellular apoplast, a dynamic compartment housing many biological processes, including nutrient and water transport, plant cell wall biosynthesis and defense responses to microbial pathogens (Sattelmacher, 2001) . The major structural component of the apoplast is the cell wall, which is surrounded by apoplastic fluid and a gaseous phase. Leaf apoplastic fluid contains a variety of proteins, metabolites and inorganic ions whose concentrations are controlled largely by the balance of transport processes with the xylem, phloem and symplasm of surrounding cells. Major sources of nutrients identified in the leaf apoplast include asparagine, glutamine, arginine, glucose, fructose, sucrose, citrate and malate (Effantin et al., 2011) . Over the course of plant infection by D. dadantii, a regular decrease in these plant metabolites is observed. This decline is concomitant with the appearance of new compounds corresponding to known end-products of fermentative bacterial metabolism, such as the organic acids succinate and acetate. However, the predominant metabolite at the end of infection corresponds to 2,3-butanediol (Effantin et al., 2011) . The butanediol pathway is important for limiting external acidification during plant infection.
• Adaptation to the acidic environment of the apoplast. In the first stage of infection, D. dadantii is confronted with the acidic environment of the apoplast, the pH value of which lies between 4.0 and 6.5 (Grignon and Sentenac, 1991) . Upon infection, bacteria induce cell lysis, which results in variations of the pH value of the intercellular environment. Consistent with this, it has been shown that the pH value of plant tissue varies from acidic to basic during infection by D. dadantii (Nachin and Barras, 2000; Effantin et al., 2011) . To cope with the acidic environment of the plant apoplast, D. dadantii induces the production of Indole-3-acetic acid (IAA) ( Table 1) (Jiang et al., 2016) , which is known to stimulate bacterial adaptation to stress, such as UV irradiation, changing salinity and acidity, thus improving the survival and persistence in the plant environment (Duca et al., 2014) . In addition, this auxin has been shown to promote stomatal opening and so enhance the progression of the disease (Kazan and Manners, 2009; Piisila et al., 2015) . After an acidic stress, a profound transcriptional reprogramming is observed, which affects a large set of cellular processes and metabolic pathways (Jiang et al., 2016) . Overall, Dickeya accelerates proton export while co-inducing oxidative stress responses, possibly through increased production of oxygen radicals (Jiang et al., 2016) . To cope with acidic stress, Dickeya switches from glycolysis to gluconeogenesis and minimizes cytoplasm acidification using the non-acidifying butanediol fermentative pathway (Table 1) (Jiang et al., 2016) . At the same time, the bacterial envelope is remodelled to resist antimicrobial peptides produced by the plant (Jiang et al., 2016) . Iron assimilation pathways are down-regulated to prevent accumulation of ROS and, in parallel, almost no CWDEs are produced to prevent induction of the plant defenses (Jiang et al., 2016) . Indeed, the oligogalacturonides released from the degraded pectic component of the cell wall, by the action of pectinases produced by the pathogens, activate the plant defenses that restrict invasion and colonization (Ferrari et al., 2013) .
• Response to reactive oxygen species produced by the plant in response to infection. The plant defense responses to D. dadantii infection have been analysed in the Arabidopsis model. Infection was accompanied by production of ROS, mainly achieved via the action of the AtrbohD NADPH oxidase prior to the appearance of symptoms, followed by an accumulation in the cell wall structure of hydroxyproline-rich glycoproteins (HRGP) and callose, a ß-1,3-glucan that acts as an additional physical barrier (Fagard et al., 2007) . Transcriptome analysis revealed that, in response to H 2 O 2 treatment, Dickeya induces the production of a large set of antioxidant enzymes, as well as DNA and protein repair systems (Table 1) (Jiang et al., 2016) . In addition, the bacterial chemotaxis genes are induced, allowing escape from the locally toxic environment and promoting invasion of the plant intercellular spaces (Jiang et al., 2016) . At the same time, the T2SS, T5SS and T6SS machineries, as well as the Sec and Tat systems, are down-regulated, reflecting the necessity to devote energy to survival rather than to secretion of late virulence factors (Jiang et al., 2016) . However, these factors are massively produced as soon as the escaped bacteria reach quorum density and initiate plant cell wall degradation (Jiang et al., 2016) .
• Response to osmotic stress resulting from plant cell lysis. In the late stage of infection, plant cell lysis, during plant maceration, creates osmotic shock conditions for the bacteria. The osmotic strength of the macerated tissue was estimated to be approximately 350 mOsm/ l (Gloux et al., 2005) . Transcriptome analysis reveals that osmotic stresses induce two lines of temporally separated responses (Jiang et al., 2016) . The fast response, at the level of protein activity, involves potassium uptake whereas the secondary response to osmotic stress involves the synthesis of large amounts of compatible solutes in order to avoid a deleterious accumulation of ions in the cytoplasm (Jiang et al., 2016) . In contrast to oxidative stress responses, under osmotic stress the flagella and chemotaxis genes are repressed, probably because the pathogen does not need to move at this late stage of infection when bacteria are massively degrading pectin (Jiang et al., 2016) .
• Dickeya genome expression during Arabidopsis thaliana infection. The transcriptome profiles of Dickeya recovered in the asymptomatic phase (8 hours post-inoculation) were compared with the transcriptome profiles of bacteria present on leaves at 4 hours post-infection, after an epiphytic phase of acclimation (Chapelle et al., 2015) . Three categories -transport, protein secretion and responses to stress-are the most highly represented among the differentially expressed genes (Chapelle et al., 2015) . By comparing the stress-response dataset (Jiang et al., 2016) with the transcriptomic analysis of Dickeya, during an infection of Arabidopsis (Chapelle et al., 2015) , it was possible to distinguish the impacts of different kinds of stress affecting, to varying degrees, the bacterial expression profile. It was also possible to predict the major contribution of osmotic stress and the cessation of growth during the asymptomatic phase, at 8 hours post-infection (Jiang et al., 2016) . Interestingly, water stress, resulting from high osmolarity or tissue desiccation, is an important factor restricting the growth of Pseudomonas syringae pv tomato during the Molecular dialog between phytopathogens and plants 1705 hypersensitive response of Arabidopsis (Wright and Beattie, 2004) . The data of Chapelle et al. suggest that Arabidopsis also develops a hypersensitive response 8 hours after infection by Dickeya, with a significant contribution from osmotic stress.
Signals and genetic circuits affecting D. dadantii virulence factor expression. An intricate transcriptional control system is required to ensure that the expression of virulence factors is tightly coordinated for an optimal utilization of energy and appropriate disease development Reverchon and Nasser, 2013) .
• Perception of carbohydrates and their degradation products. The pectate lyases (Pel) secreted by Dickeya play a double role as virulence factors and as nutrient providers (Hugouvieux-Cotte-Pattat et al., 2014) . Reflecting this dual function, pel gene expression is regulated in a delicate and complex fashion by both metabolic and virulence regulators . KdgR, CRP and the GacA/GacS two-component system are involved in coupling central metabolism to pel regulation (Table 1 and Fig. 3 ).
KdgR is the major repressor of the pectin degradation pathway (Nasser et al., 1992) . It allows Dickeya to induce pectinase production only in the presence of pectin or its metabolic derivatives (Reverchon et al., 1991) . In the absence of pectin, there is a low basal level of Pel production but, when the bacteria encounter pectin, this level is sufficient to initiate pectin cleavage and to ensure the release of intracellular metabolite inducers: 5-keto-4-deoxyuronate (DKI), 2,5-diketo-3-deoxygluconate (DKII) and 2-keto-3-deoxygluconate (KDG). These inducers bind to KdgR, thereby suppressing its ability to repress its target genes (Fig. 3) (Nasser et al., 1992) . The different pel genes display some specific patterns regarding pectin induction (Jiang et al., 2016) . For example, pelE has an early and high expression level even in the absence of pectin while pelD has weak expression level in the absence of pectin but is strongly inducible (Duprey et al., 2016b) . Therefore PelE is an initiator of pectin degradation, while PelD enhances the inducer formation at a later stage of infection and participates in the autoinduction control of pel genes, which is mediated by KdgR (Kepseu et al., 2010; Duprey et al., 2016b) . Interestingly, the KdgR-regulated genes are widely scattered in many islands along the genome (Bouyioukos et al., 2016) . The pel genes are notably positioned periodically on the genome scale suggesting a 3-D neighbourhood during DNA folding into solenoidal conformations that spatially cluster these KdgR coregulated genes. As proteins tend to be synthesized close to their encoding genes in bacteria, it was proposed that this architecture would favour the efficient funnelling of pectinases at convergent points within the cell (Bouyioukos et al., 2016) . In addition, most genes encoding secreted pectinases are expressed from the same DNA strand (Bouyioukos et al., 2016) . Such transcriptional co-orientation would further focus the macrosynthetic flux toward the membrane translocation pores (Matsumoto et al., 2015) .
Once efficient carbon sources have been exhausted during infection, CRP activates virulence gene expression (Reverchon et al., 1997) . CRP is activated by the signal metabolite cyclic adenosine mono-phosphate (cAMP). During the asymptomatic phase of infection, bacteria multiply by catabolizing sucrose, glucose and fructose. These sugars enter bacteria through the carbohydrate phospho-transferase system (PTS), leading to adenylate cyclase inhibition and resulting in a low intracellular cAMP level, which prevents bacteria from catabolizing alternative sugars. After the consumption of these sugars, phosphorylation of PTS enzymes IIA causes an increase in the cAMP level and the CRPAMPc complex activates the expression of the pel genes ( Fig. 3) (Reverchon et al., 1997) .
The GacA/GacS system also activates pel gene expression (Lebeau et al., 2008) . GacA regulation is associated with carbon catabolism as it is part of a regulatory network involving both the Rsm system (Yang et al., 2008) and the carbohydrate PTS system (Leng et al., 2016) . It is suspected that GacA senses Krebs cycle intermediates or short organic acids, such as acetate and formate, which are end-products of sugar degradation (Takeuchi et al., 2009; Chavez et al., 2010) . During the early phases of infection, the catabolism of efficiently assimilated sugars generates organic acids, leading to GacA phosphorylation. The response regulator GacA is itself required for rsmB transcription (Fig. 3 ) (Yang et al., 2008; Vakulskas et al., 2015) . RsmB is a small RNA involved in the post-transcriptional control of the RNA-binding protein RsmA, which negatively impacts the production of pectate lyases by binding directly to the pel mRNAs (Cui et al., 1995) . The small RNA RsmB carries multiple RsmA binding sites and, therefore, titrates RsmA away from its mRNA targets (Fig. 3) (Vakulskas et al., 2015) . Turnover of RsmB sRNAs is tightly regulated by a GGDEF-EAL domain protein, CsrD, which targets them for cleavage by RNase E (Fig. 3) (Wu et al., 2014) . In E. coli, it was recently shown that the unphosphorylated form of the glucose-specific PTS EIIA enzyme binds to CsrD and promotes RsmB sRNAs decay in vivo (Leng et al., 2016) . Therefore, the glucose-specific PTS EIIA enzyme, in response to its phosphorylation state (determined by the presence or absence of glucose), modulates both the activity of the CRP-AMPc complex and the activity of the Rsm system and controls pel expression in response to nutritional status.
• Perception of the iron status via the Fur repressor. Iron plays an important role as a regulatory signal in Dickeya (Franza et al., 2002) . Indeed, Fur represses genes involved in iron metabolism but also acts as a repressor of pel genes (Table 1 and Fig. 3 ). In the presence of Fe (II), Fe-Fur binds to the pel promoters and counteracts their activation by CRP (Franza et al., 2002) . The multiplication and spread of D. dadantii in leaf tissues causes loss of iron from plant cell walls and from cellular compartments, such as plastids, that are normally iron-rich (Aznar et al., 2015) . Release of free iron from the cell walls coincides with cell wall degradation by pectinases. Therefore, during infection, bacteria are confronted with alternating phases of an iron-rich or an iron-poor environment when they move from the macerated area to colonize surrounding intact plant tissues. In an elegant solution to this problem, variations of iron concentration induce successive rounds of pel and siderophore gene repression by Fur (Masclaux and Expert, 1995; Masclaux et al., 1996) .
• Response to growth phase and quorum sensing. In addition to nutritional status, pel gene expression is influenced by the bacterium's growth phase and population density. These controls result from two mechanisms: (i) the repression of pel genes by the nucleoidassociated protein Fis during the exponential growth phase , and (ii) the activation of pel genes by the Vfm quorum sensing system at a high population density (Table 1) . Fis plays a pivotal role in the expression of the main virulence genes by activating the factors required at the early stages of infection (flagella and detoxification of bactericidal compounds) while repressing the pel genes ( Fig. 3) Duprey et al., 2014; Duprey et al., 2016a) . As bacteria multiply in planta, the cellular concentration of Fis progressively decreases and the repression of pel genes is relieved (Fig. 3) . Concomitantly, the vfm system directs the biosynthesis of an extracellular signal, which accumulates at a high population density . As soon as the signal level reaches a threshold concentration, it is perceived by the VfmI-VfmH twocomponent system. This activates the expression of vfmE, which encodes a regulator of the AraC family.
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VfmE then activates the expression of both the vfm operons and the pel genes, thus allowing plant maceration (Fig. 3) . The nature of the Dickeya quorum-sensing signal appears to differ from other cell-to-cell communication signals described so far in plant pathogenic bacteria. Accordingly, the vfm locus is not widespread among pathogenic bacterial species, but is conserved in all sequenced Dickeya species.
• Influence of osmoregulated periplasmic glucans in the regulation of virulence factors. In Dickeya, the osmoregulated periplasmic glucans (OPGs), the Rcs phosphorelay, the Rsm system, c-di-GMP and CsrD all coordinate the expression of pectinases, exopolysaccharides, and the T3SS in an intricate manner (Wu et al., 2014) (Table 1 and Fig. 3 ). The concentration of OPGs increases over the course of infection and inhibits the Rcs phosphorelay (Bontemps-Gallo et al., 2013; Madec et al., 2014) . RcsC and RcsD act as histidine kinases which, after autophosphorylation, can independently transfer the phosphate to RcsB. Inhibition of the RcsB phosphorylation by OPGs induces the expression of the rsmB gene, which controls the pel and T3SS genes (Fig. 3) (Wu et al., 2014) . In addition, c-di-GMP negatively regulates pel and T3SS gene expression in D. dadantii (Fig. 3) (Yi et al., 2010; Yuan et al., 2015) . Via its c-di-GMP phosphodiesterase activity, CsrD is responsible for the up-regulation of pel and T3SS genes. Interestingly, the activity of CsrD seems to be modulated by OPGs (Fig. 3) (Wu et al., 2014) . OPGs are themselves osmoregulated through RcsCDB and EnvZ/ OmpR (Bontemps-Gallo et al., 2016).
• Successive regulatory events taking place during the D. dadantii infection process. During the early stage of infection, KdgR and Fis repress pel genes. Iron solubility in the acidic apoplast compartment is rather high and the complex Fur-Fe 21 represses both the pel genes and the genes involved in iron uptake. At the same time, this complex activates the genes involved in iron storage. ROS catalyse disulphide-bond formation in OxyR, resulting in an active OxyR protein, which induces transcription of the genes encoding antioxidant enzymes. The hostile conditions in the apoplast affect bacterial envelope integrity. These alterations are sensed by the CpxAR system that protects the bacterium from plant defenses and down-regulates both CWDE production and motility (Bontemps-Gallo et al., 2015) . During this early phase, the GacAS system is inactive due to the low concentration of organic acids. Therefore, the RsmA level is high and inhibits CWDE production. In the intermediate phase of infection, bacteria multiply by catabolizing sucrose, glucose and fructose leading to cAMP production and acetate accumulation. To limit the channelling of pyruvate to acid producing pathways, D.
dadantii uses fermentative butanediol production. Alkalinisation of plant tissue decreases iron solubility and Fur is inactivated. Gradually, AMPc, VFM signals and OPGs, produced by bacteria, accumulate and lead to CWDE activation. This results in an efficient degradation of pectin with concomitant production of 2-keto-3-deoxygluconate (KDG), which is the intracellular inducer inactivating KdgR repressor. The increase in acetate concentration is sensed by the GacAS system, which in turn represses rsmA. In addition, Fis cellular concentration decreases. All these events lead to massive and sudden CWDE production, resulting in plant maceration.
• Impact of chromosome organization on virulence gene expression. The fluctuating environmental conditions encountered during an infection, such as pH, osmolarity and anaerobiosis, tend to affect pel gene expression and overall cellular behaviour (HugouvieuxCotte-Pattat et al., 1992; Nachin and Barras, 2000; Gloux et al., 2005; Babujee et al., 2012) . Most of these hostile conditions induce changes in DNA topology (Table 1) (Ni Bhriain et al., 1989; Hsieh et al., 1991; Rui and Tse-Dinh, 2003) . Therefore, variations in DNA topology may serve as a signal triggering the virulence program and coordinating global gene expression during the infection process (Fig. 3) . In bacteria, genomic DNA is highly organized and condensed. This condensation is caused by nucleoid-associated proteins (NAPs) that collectively shape the chromosome and control the transcriptional expression of genes (Dorman, 2014) . In Dickeya, expression of the pel genes strongly decreased when chromosomal DNA was relaxed by applying environmental (oxidative, acidic and high temperature) stresses, whereas the NAPs FIS and H-NS, as well as the repressor PecT, distinctly modulated the response of pel promoters to supercoiling (Ouafa et al., 2012; H erault et al., 2014; Zghidi-Abouzid et al., 2016) . Subsequent studies suggested that the regulation of bacterial virulence involves important alterations of the bacterial chromosome structure, revealing that the local influence of DNA topology on pel gene expression is just one detail in a global effect of DNA superhelicity and NAPs operating at the level of the entire chromosome (Jiang et al., 2015) .
These explorations in Dickeya provided initial evidence for the determinative role of the physicochemical properties of the primary DNA sequence, DNA topology and NAPs in organizing transient structural functional entities in the chromosome. These chromosomal stressresponse domains (CSRDs) react distinctly to adverse conditions encountered by the infecting bacteria and ultimately determine their phenotypic behaviour (Jiang et al., 2015) . The identified domains highlight distinct characteristic combinations of DNA sequence parameters (such as thermodynamic stability and base composition) and contain different virulence determinants. Furthermore, it was found that, in D. dadantii, the boundaries of CSRDs often coincide with strong transcription units and that selective induction of these domains involves crosstalk between DNA supercoiling and the abundant NAPs, FIS and H-NS. The CSRDs can be perceived as modular structural-functional entities that coordinate the genetic expression of the entire chromosome and sustain bacterial pathogenic success (Jiang et al., 2015; Reverchon et al., 2015) .
To summarize, research efforts on D. dadantii have mostly deciphered its pathogenicity processes and the coordination of the different virulence factors by a wide range of transcriptional factors responding to diverse stimuli connected to central metabolism, iron status, pH, reactive oxygen species, osmolarity and temperature ( Fig. 3 and Table 1 ). Deep mechanistic studies in lab conditions allow to propose an integrated view of the regulatory events controlling the virulence program and to highlight the central role of the chromosome dynamics. However, in planta studies are still rather limited with this pathogen and need to be further investigated. Furthermore, several other questions remain to be addressed. How do NAPs impact the chromosome conformation to modulate the genomic response to stress conditions encountered during infection? How do small RNAs fine-tune the ability of Dickeya to survive and modulate virulence functions? Is the regulatory network identified in D. dadantii conserved among other species? Answering these questions will increase our knowledge in the virulence-regulatory network of Dickeya spp.
Conclusions
In this review we describe, albeit briefly, the intricate communication networks involved in the sensing and responses of the well-studied bacterial plant pathogens A. tumefaciens, R. solanacearum and Dickeya spp. to the changing environmental conditions that they encounter in planta. Despite differences in their virulence processes, a common picture of the infection timing emerges with (i) migration of pathogenic bacteria onto the infection site for plant colonization, involving motility and chemotaxis, (ii) early virulence stage involving mechanisms of bacterial adaptation to the plant environment and (iii) late virulence stage where bacteria use its host as resources for their multiplication. Transitions between these different stages are tightly regulated by environmental and plant stimuli and bacteria have developed complex regulatory networks to control genetic virulence program. Indeed, an inappropriate production of virulence factors can compromise the success of bacterial infection. Among major stimuli, variation in pH, oxidative stress and plant signal defenses are common factors involved in early stage of virulence in all three cases. While the plant signals inducing virulence factors production are well known in A. tumefaciens, and Dickeya spp., a lack still exists in the knowledge of the precise plant stimuli detected by R. solanacearum. Concerning regulatory networks, studies of the three bacterial models have mostly been performed at the transcriptional level with the identification of numerous transcription factors and two component systems. Among regulatory factors, quorum sensing seems to be a key common mechanism used for the transition between the early and the late virulence stages.
Even though the known regulatory networks controlling virulence in these plant pathogenic bacteria are already quite complex, we still have much to discover. In particular, post-transcriptional control via sRNA also coordinates the temporal production of virulence factors involved in disease development. Moreover, the role of chromosome dynamics in coordinating the virulence program should be explored in different plant pathogens to assess whether the key role that they play in Dickeya could be a general rule. Driven by the powerful tools of the current 'omic' era, researchers are using previously impossible approaches to further their understanding of these important aspects of plant pathogenesis. RNAseq permits a detailed time-course analysis of bacterial gene expression in planta, especially in the critical early steps of infection. Metabolic modelling allows us to form a comprehensive systems biology model of the plant-bacterial interaction and experimental evolution can help us understand pathogen adaptation to different plant hosts.
Such integrative studies will contribute to sustainable crop protection by proposing novel tools and strategies to control bacterial diseases through disruption of their pathogenicity programs.
