Abstract-People-driven service engagements involve communication over channels such as chat and email. Such engagements should be understood at the level of the commitments that the participants create and manipulate. Doing so provides a grounding for the communications and yields a business-level accounting of the progress of a service engagement. Existing work on commitment-based service engagements is limited to designtime model creation and verification. In contrast, we present a novel approach for capturing commitment-based engagements that are created dynamically in conversations. We monitor commitments identifying their creation, delegation, completion, or cancellation in the conversations. We have developed a prototype and evaluated it on real-world chat and email datasets. Our prototype captures commitments with a high F-measure of 90% in emails (Enron email corpus) and 80% in chats (HP IT support chat dataset) and provides promising results for capturing additional commitment operations.
I. INTRODUCTION
People-driven service engagements provide a natural model of collaborative business processes that are carried out over communication channels such as email and chat. For example, consider IT incident management. When an IT incident happens, a report in email is sent to helpdesk workers or IT experts. The handling proceeds through team collaboration accomplished via communications over email and chat.
We can model such service engagements effectively by describing how the team members create and manipulate commitments to one another. For example, the resolution of an IT incident involves the completion or termination of the commitments among helpdesk works and IT experts. We consider commitments to monitor human interactions as it provide an easy way to determine correctness, i.e., if a commitment is created and active then it ought to be terminated or completed. In simple terms, a commitment specifies who is responsible to whom for achieving what under what circumstances.
Accordingly, an important research problem is how to capture such commitment-based service engagements from conversations, wherein commitments are created and discharged dynamically. Existing works on commitments in service engagements are limited to static model creation and verification [1] , [2] , [3] . They help business analysts predefine commitment-based business process models. However, they do not capture engagements from human interactions.
To fill the above gap, we provide an approach to capture people-driven service engagements where commitments are created and completed dynamically in their conversations. This paper makes the following contributions.
• Define commitments and their lifecycle in the context of people-driven service engagements.
• Provide and evaluate an approach involving natural language processing and machine learning to identify commitment creation, delegation, cancellation, and discharge.
• Develop a tool that monitors email and chat conversations, identifies the creation and progression in a commitment, and nonintrusively presents them to users. The users can choose to accept or reject its suggestions. We have experimentally validated our approach on realworld email and chat datasets. Our approach yields better accuracy than existing work [4] , [5] for commitment identification, and performs well on identifying commitment delegation, cancellation, and discharge, which others have not studied.
The paper is structured as follows. Section II presents the background on commitments. Section III provides a motivating scenario. Section IV defines tasks and commitments in the context of conversations in people-driven service engagements. Section V describes our approach to identifying commitments from email and chat conversations. Section VI explains our dataset, experimentation, and evaluation results. Section VII discusses related work. Section VIII discusses future directions in the current work.
II. COMMITMENTS
We adopt Singh's model of commitments [6] to capture business relationships between any two autonomous entities. Specifically, commitments express business meanings underlying the interactions between these entities. A commitment here is a conditional business relationship directed from a debtor to a creditor, and can be formalized as C(DEBTOR, CREDITOR, antecedent, consequent).
The above formula shows that the debtor is committed to bringing about the consequent for the creditor provided the antecedent holds. When a debtor sends an offer to a creditor, a commitment is created and becomes active. When the antecedent is brought about, (including if it is initially true) the commitment is detached. When the consequent holds, the commitment is satisfied. If the antecedent holds and the consequent times out, the commitment is violated. If the antecedent is True, the commitment is unconditional. Telang and Singh [3] present the commitment lifecycle shown in Figure 2 . According to Figure 2 , a commitment transitions from one state to another due to the following operations: create, detach (antecedent holds), discharge (consequent holds), cancel, and delegate.
• create(c) forms a commitment. A commitment c is created when a debtor voluntarily offers to do a task or when the debtor is directed to do a task by a superior.
• detach(c) detaches a commitment. A commitment is detached if its antecedent present for a commitment becomes true.
• discharge(c) completes a commitment when a debtor executes a committed task.
• cancel(c) terminates the commitment c. A commitment can be canceled only by its debtor.
• delegate(c, z) replaces z as the c's debtor. The debtor of the commitment c is replaced by z when the original debtor delegates the commitment to z. 
III. RUNNING EXAMPLE

A. Task
A task is a business activity that is either predefined (part of a best practice process) or created on-the-fly by participants in a conversation [7] . We represent a task as T and define it as T(TASK PERFORMER, BENEFICIARY, action). Here, TASK PERFORMER is a business entity that performs the action. BENEFICIARY is a business entity for whom the action is performed. An action is a business activity. An action can be a disjunction or a conjunction of subactions. Table II shows messages from Table I that are identified as tasks. 
B. Commitment Creation
In business interactions through email or chat, most interactions indicate an unconditional commitment. Therefore, if a message contains a task (T) and indicates an unconditional commitment (C), we conclude the task performer of T is the debtor of C, the beneficiary of T is the creditor of C, and the action of T is consequent of C. An unconditional commitment may be created in two ways. In a commissive create (C-create), the debtor voluntarily offers to perform the consequent for the creditor. In a directive create (D-create), an appropriate party is empowered to direct the debtor. 
C. Commitment Discharge
A commitment is discharged when the debtor performs the consequent, thereby making it true. Table IV shows messages from Table I wherein first M1 creates a commitment toward LCS (as directed by LCS) and subsequently M1 discharges the commitment by conveying that he or she inspected the car for damage. 
D. Subcontracting a Commitment
A commitment C(DEBTOR, CREDITOR, , consequent) is subcontracted when its debtor outsources it to a new debtor (debtor'). A new commitment is created C(DEBTOR', DEBTOR, , consequent) but the original commitment remains. Table V shows messages from Table I wherein first a commitment is created from AGFIL toward JOHN and later the commitment is subcontracted, first from AGFIL to LCS, and then from LCS to M and M1. 
E. Commitment Cancellation
A commitment is canceled when its debtor terminates the commitment. Table VI shows messages from Table I Our process for the identification of commitments from conversations proceeds as shown in Figure 3 . First, we preprocess our datasets and extract sentences from the text of conversations. Second, using natural language processing and a set of heuristic rules applied on features extracted from the conversation text, we identify tasks and commitments. Third, to overcome the limitations of heuristics, we augment our approach with a supervised machine learning approach for the identification of commitments and their lifecycle. Applying machine learning helps us identify commitments for which their various expressions and forms in the natural language may not be captured in fixed patterns and rules. 
A. Typed Dependency
To identify a task T from a sentence, we adopt the typed dependency method [8] , which outputs the relations between individual words in a sentence. A relation between any two words is a triple of the name of the relation, governor, and dependent. For example, consider the sentence I will inspect your car for damage from Table I . Here, the triples are nsubj(inspect, I), aux(inspect, will), root(ROOT, inspect), poss(car, your), dobj(inspect, car), prep(inspect, for), and pobj(for, damage). Figure 4 shows the triples in a graph format. Below, we explain how we extract tasks from a sentence using these triples.
B. Identifying Conversations and Sentences
We consider both the Enron email corpus and a proprietary HP IT incident management dataset for the evaluation. We preprocess both datasets to make them suitable for parsing and extracting features. Since the email and chat datasets are differently structured, we follow different steps to preprocess them from both these types. For email, we separate information such as sender, receiver, date, and subject. Then we Typed dependencies derived from a sentence "I will inspect your car for damage" in Table I. prepare conversation threads by collecting all the emails either replied or forwarded with the same subject name. Next, we split each email into its constituent sentences and parse each of these sentences to extract its features. Unlike for emails, we do not prepare conversation threads for chat conversations as they are already listed chronologically.
C. Extracting Features
We perform the following steps to extract features from each sentence in emails and chat messages.
• Coreference resolution relates a name with a personal pronoun. For example, in a pair of sentences Please add Jim Curry to your list. He should be part of the due diligence team, the coreference resolution helps to relate Jim Curry (name) with He (personal pronoun). This is important because several conversations start with you or he or she or they and it is necessary to resolve these pronouns so that we can identify the debtor and creditor of a commitment.
• Named entity resolution (NER), identifies for a noun whether it is a PERSON or an ORGANIZATION. Upon identifying a commitment we check whether the debtor and the creditor of the commitment is a valid debtor by checking if it is a PERSON or an ORGANIZATION from the resolved name entities.
• Part-of-speech tags extraction We extract Part-ofSpeech (POS) tags for each word, which help identify the type of personal pronoun for a task performer and the state of the verb associated with the performer so as to identify the debtor of a commitment and the state of a commitment, respectively. The present tense of the verb indicates that a commitment is created whereas the past tense indicates a commitment is discharged.
• Typed dependencies extraction As discussed above, a typed dependency relates words in a sentence and indicates its logical structure.
Let us discuss the key features in the features used to train our classifiers. The features are based on properties that help identify a sentence as creating, delegating, discharging, or cancel. The features are:
• A modal verb signals the creation of a commitment (e.g., will and shall).
• An action verb indicates whether a commitment is present in a sentence (e.g., inspect).
• The present tense signals the creation, delegation, or cancellation of a commitment.
• The past tense signals the discharge of a commitment (e.g., inspected).
• The debtor of a commitment is the task performer.
• The creditor of a commitment is the one the debtor commits to. 
D. Identifying Tasks
To identify a task from a sentence, we first extract the features discussed in Section V-C. To obtain the features, we parse a sentence to obtain a typed dependency array containing the triples as shown in Figure 4 . In a typed dependency array, first, we look for the nsubject relation and check if the dependent in the relation is a valid subject (personal pronoun, organization, or person) and the governor is a valid action verb (VB, VBD, VBP, VBZ, or VBN). If both the governor and the dependent are valid, we store the dependent as the task performer and the governor as the action for the task performer. We extract the action details using the action verb by finding its dependencies in the array of triples by looking for nouns or verbs associated with the action verb. Steps to identify task from a email sentence "I will inspect your car for damage." Figure 5 represents the task structure we obtain after following the above approach on the typed dependency in Figure 4 . In the task structure, as shown, the task performer extracted is I. Since the task performer indicates a first person personal pronoun, the actual performer is the sender of the message and the beneficiary is the receiver of the message. Here, the action is inspect damage car.
E. Identifying Creations
Once we have extracted a task from a sentence, we check whether the task indicates the creation of a commitment. To identify such tasks, we check whether the action verb in the task is in present tense and has a relationship with a modal verb and the word please. If so, we store the task performer as the debtor and the action as the consequent, respectively, of the commitment. Steps to identify a commitment from an email sentence "I will inspect your car for damage."
In Figure 6 , the action verb inspect is in the present tense (VB) and has a relationship with a modal verb will. Therefore, the task indicates a commitment being created.
F. Identifying Subcontracts
To identify a subcontract in a sentence, we check if a commitment C 2 has been created after commitment C 1 , as shown in Figure 7 . Then we check if the debtor (AGFIL) in C 1 is the creditor (AGFIL) in C 2 and the consequents (inspect damage car) in both C 1 and C 2 are same. To match the consequents in the commitments, we check whether the action verbs and nouns in both commitments are the same or related using WordNet [9] dictionary and the coreference resolution, respectively. 
G. Identifying Discharges
If an identified task has its action verb in the past tense, then it may signal a discharge commitment, provided a commitment is already created. For clarity, consider the example of a commitment C 2 and a task T 2 in Figure 8 . To check if T 2 discharges C 1 , we compare the task performer (M1) and the beneficiary (LCS) in T 2 with the debtor (M1) and the creditor (LCS) in C 1 , respectively. If they are the same, we compare their action verbs. We check whether the action verb (inspected) in T 2 is in the past tense (VBD). Then we compare the action verb in T 2 by converting it into its base form (inspect) and trying to match with the action verb (inspect) in C 1 . If the verbs are the same or related, we compare the nouns in the two tasks. If they are the same or related, we mark T 2 as discharging C 1 .
H. Identifying Cancellations
For identifying a canceled commitment, we compare a task with the commitments that already exist and check whether there is a relation in the type dependency array where the action verb is associated with a negative word such as not. task T 2 . Once we find that the debtor (M) and the creditor (LCS) in C 1 and T 2 are the same, we compare their main action verbs and nouns, respectively. If these verbs and nouns are the same, we check whether the action verb is a negative verb. Note that a verb considered as negative if it has a relation with a negative word such as not.
VI. EVALUATION AND PROTOTYPE
We validate our contribution, via two steps: (1) an automatic labeling of the data (sentences) using the approach of Section V and (2) manually labeling a subset of the data and using it for training and testing our approach.
A. Data
From the Enron email corpus [10] , [11] , we selected 4,161 email sentences that were exchanged between Kimberly Watson, an employee of Enron, and more than 50 people, including her colleagues at Enron, clients, friends, and family members. For the chat data, we selected 271 conversations from HP's IT incident management logs comprising 7,154 sentences.
B. Labeling Data
Two annotators (graduate students in computer science) labeled the sentences. We resolved conflicts by allowing the two annotators to discuss their labels for sentences. Table IX shows the distribution of the email and chat sentences as annotated. Next, we ran the Naïve Bayes (NB), Logistic Regression (LR), and Support Vector Machine (SVM) classifiers and used tenfold cross-validation to produce our results. We use NB, LR, and SVM classifiers as they are among the most popular ones used for text classification. 
C. Results
Tables VII and VIII present our results for the email and chat data, respectively, using the NB, LR, and SVM classifiers and ten-fold cross validation. We use the following wellknown metrics to show our results. The NB classifier performs well in most cases though it assumes all the attributes are conditionally independent of one another. One major shortcoming of NB is that it needs large datasets. Using NB, for email, our results show high Fmeasures for commissive creation and directive creation and low F-measures for subcontract, discharge, and cancellation. For chats, we obtain slightly lower F-measures for commissive and directive creation and a higher F-measure for discharge than email.
LR is well-suited to modeling continuous valued functions and can predict accurately even for small datasets. Using LR, for email, we obtain significantly high F-measures for commissives and directives compared to NB, and low Fmeasures for subcontract, discharge, and cancel. For chat, LR performs better than NB for commissive creation and cancellation, but its results for other classes are lower. SVM uses nonlinear mapping to convert the training data to a higher dimension, and looks for a linear optimal separating hyperplane. A hyperplane separates one class from another. SVM is useful as it can model complex nonlinear decision boundaries and are less prone to over-fitting. Using SVM, in email, we obtain significantly higher F-measures for commissive creation, directive creation, and subcontract and low F-measure for discharge and cancellation. For chat, using SVM, we obtain lower F-measures than for emails for commissive creation, directive creation, but, high for Fmeasure for discharge.
We obtain high precision, recall and F-measures for both commissive and directive create for both emails and chats using NB, LR, and SVM. The results for these classes are high because they are independent of each other and occur frequently in both datasets. The results for other classes are low because they depend on the prior existence of a commitment and it is difficult to find this specific feature automatically. Compared to discharge and subcontract for chat, the result for subcontract is higher for emails because we can easily identify the debtor and creditor of a commitment based on the sender's and receiver's information. The results for discharge in email is low because-as it turns out-discharge occurs rarely in emails. In case of chat, the precision for discharge is higher because the distribution of discharge is high and participants in chat conversations tend to immediately report their progress. However, the overall percentage is low for both emails and chats because it is difficult to identify the consequent of a commitment across sentences. For emails, we find a high precision using SVM with low recall and Fmeasure. We attribute the high precision of SVM to some of the sentences in emails that were identified accurately as discharge by our algorithm. For cancel, we obtained 0% Fmeasure in emails and 16% in chats. This is because, as we said earlier, it is difficult to identify a prior commitment and identify the negative words associated with the action verb.
As shown in Table X , we evaluated our trained model on two test datasets drawn from the Enron and HP corpora and containing 1,326 email and 2,299 chat sentences, respectively.
The test datasets are disjoint from our training datasets. For emails, we used SVM and for chats we used LR. Table XI shows sample examples extracted from the Enron corpus using our approach. 
Sentences
Operation Create We will expedite materials and installation in an attempt to meet the target date. If any questions, please let me know. Figure 10 presents the architecture of our interactive tool for commitments identification and tracking. The tool can be potentially plugged into chat and email clients. It identifies commitments in a panel for verification and confirmation. When a person sends a chat or an email message, it parses the sentence using the parser component and extracts potential task details and features. Using the predictor component and a trained classifier, we identify the classes based on the extracted features. The trained classifier used is generic as the features remains the same for all domains. Its parser and predictor components are Java-based (Stanford Parser [12] and Weka libraries [13] for SVM). Our tool displays a summary of all tasks and commitments based on chats. This tool can be effectively used to identify and manage commitments in the 
C-create
D. Prototype Tool
VII. RELATED WORK
Scerri et al. [5] focus on action items in emails and check whether these action items fall broadly under the request, suggest, assign, and deliver classes. For identifying the classes, they use a rule-based classification model. Scerri et al.'s work is promising as it provides an automatic approach for identifying classes. However, it does not apply machine learning, resulting in low accuracy for identifying creation commitment. Lampert et al. [4] improve over the accuracy results of Scerri et al.'s [5] work by using supervised machine learning combined with email zoning. Lampert et al.'s accuracy result is high (84%). However, it would be difficult to use their model because they do not focus on identifying task and commitment parameters, which are essential for our work.
Qadir and Riloff [14] classify sentences from message board posts as commissives, directives, expressives, and representatives. Using the SVM classifier, they obtain high accuracy for commissives and directives. Their work is limited to speech acts and does not identify commitment parameters.
Researchers have also worked on extracting policies, rules, and norms from unstructured text such as contracts. Martínez-Fernández et al. [15] provide an approach to extract semantics of business vocabulary and rules language (SBVR) from unrestricted text. Their work is preliminary and they do not provide any accuracy result. Bartolini et al. [16] semantically annotate and extract deontic norms such as obligation, prohibition, and permission from Italian legal texts. De Maat et al. [17] automatically identify different norms from Dutch laws. Savarimuthu et al. [18] propose an architecture to infer the obligation norm in a multiagent society. For our work, we focus on extracting commitments from emails and chats.
Molina-Jiménez et al. [19] propose a way to describe a contract in terms of finite state machines (FSM). To create an FSM, they extract rights and obligations from contract text. Then they execute the FSM to monitor the contract. MolinaJiménez et al.'s work is limited to static texts like contracts, whereas we focus more on dynamic texts as in email and chat. Moreover, their approach is manual.
Process mining addresses extracting and monitoring orchestrated processes rather than people-driven processes. Van der Aalst et al. [20] extract such workflows from event logs containing workflow enactments. Desai et al. [21] propose an approach to trace processes from unstructured execution logs. They apply their approach to real-world business processes in a service delivery center. Günther et al. [22] mine changes in logs in adaptive process management systems.
VIII. CONCLUSIONS AND FUTURE WORK
Current techniques in service computing focus on automated service engagements. However, the human, ad hoc aspects of service engagements are the most challenging. In particular, many important and expensive service engagements are people driven and traditional techniques simply do not apply on them.
Our approach, realized in a tool, is quite effective at inferring the creation and some other operations on the commitments that arise among the participants in a service engagement. First, our approach promises, with suitable enhancements, a novel means for the monitoring of commitments in people-driven service engagements as a basis for judging whether they are successful. Second, it could also form the basis of an approach for mining ad hoc processes that underlie people-driven service engagements.
