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Abstract
We propose a computer-assisted method for proving existence and obtaining enclosures
of solutions of nonlinear elliptic boundary value problems, which may be successful in
cases where purely analytic methods are not. This method is an extension of our previous
work (Interval Comput. 3 (1994) 106–121, Z. Angew. Math. Mech. 76 (1996) 171–176) on
the Gelfand problem to nonconvex domains in R2; here we are able to prove the existence
of a solution branch which was unknown so far.  2002 Elsevier Science (USA). All rights
reserved.
Keywords: Enclosures; Gelfand problem
1. Introduction
The analytic investigation of existence and multiplicity of solutions of nonlin-
ear elliptic boundary value problems, in particular of second-order problems of
the form
−∆u+ f (x,u)= 0 in Ω, u= 0 on ∂Ω, (1)
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has a long history, starting perhaps with Picard’s successive iterations at the end
of the 19th century. Later, existence and uniqueness results were obtained for the
case where ∂f /∂u stays away from the spectrum of the Laplacian, e.g., by fixed
point methods. The more general case where −∂f /∂u crosses one or several
(or infinitely many) eigenvalues of −∆ is being analyzed systematically since
approximately 30 years, e.g., by variational methods, mountain pass methods,
index and degree theory, global a priori estimates, and combinations of all
these (see, e.g., [1–15] and references therein). Many of these results are very
substantial and of high scientific importance, but they are not giving a complete
picture of the solution set of problem (1), except in some more special situations;
in other cases, problem (1) may well have solutions which are not covered by
these analytical methods.
In the present article, we propose a computer-assisted method for obtaining the
existence of a solution of (1) in some tight and explicitly known neighborhood
of an approximate solution computed by numerical means. By use of several
(substantially different) approximate solutions, the method is therefore also able
to provide multiplicity results (or more precisely, a lower bound for the number
of solutions).
Of course, such a method is as far (or even more far) away from providing all
solutions of problem (1) as the purely analytic methods mentioned above. How-
ever, our method does not require global analytical or topological assumptions
except some regularity; its main “assumption” is that the numerical methods used
work with sufficient accuracy! Thus, our assumptions are completely different
from those used in purely analytic approaches, and our method is therefore able
to provide existence and multiplicity (and enclosure) results in (specific) cases
where purely analytic methods are not successful; see, e.g., [16]. Our method in
the form presented here (in Section 3) is an extension of earlier results contained,
e.g., in [17,18]. An alternative approach for obtaining computer-assisted existence
proofs, which we will not discuss here in more detail, has been proposed by Nakao
(see, e.g., [19]).
Here, we will illustrate the possibilities of our method for the well-known
Gelfand equation (which is sometimes also called Bratu problem; cf. [1,5,12])
−∆u− λ exp(u)= 0 in Ω, u= 0 on ∂Ω, (2)
for two slightly different bounded Lipschitz domains Ω ⊂ R2 with different
symmetry properties. Besides the usual “nose-shaped” solution branch which is
known to be present for problem (2) (in the two-dimensional case), we find a new
solution branch, which, up to the authors’ knowledge, has never been discovered
for problem (2) by purely analytic methods.
The paper is organized as follows. In Section 2 we describe the search for
new solutions of problem (2) on an experimental basis, i.e., we describe how to
obtain numerical approximations to the desired solutions. Section 3 contains a
description of a version of our computer-assisted existence and enclosure method
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which is adapted to the numerical approximations in H 10 (Ω) (quadratic finite
elements) used here. The application of our method to problem (2) requires
explicit knowledge of some embedding and other constants, the calculation of
which is contained in Sections 4 and 5. Finally, in Sections 6 and 7 we report on
the concrete existence and enclosure results obtained for the Gelfand equation.
2. Numerical experiments for the Gelfand problem
For the Gelfand problem (2) in Ω ⊂ R2, it is known that for negative λ—due
to the maximum principle—a unique solution exists. Furthermore, for positive λ
a solution branch passing through (u,λ) = (0,0) exists up to some (u∗, λ∗);
cf. [1,5,10,12]. At λ = λ∗ the solution branch has a turning point, and the
linearization at the solution u∗ is singular; the lower branch has a positive definite
linearization, and on the upper branch the linearization is indefinite. Moreover, in
a small neighborhood of the turning point the solution branch is unique; cf. [12,
Theorem 6].
Our first step towards a computer-assisted existence proof of further solutions
requires the computation of “accurate” approximate solutions. In this section we
describe an algorithmic approach for obtaining such approximations.
Example 1. We illustrate the solution behavior depending on λ for the unit square
Ω = (0,1) × (0,1) (see Fig. 1; enclosures are given in [20,21]). In the unit
square, there are no further solutions, whereas in nonconvex domains with less
symmetry we are able to find additional numerical solutions. This is illustrated in
the following examples.
Fig. 1. Solution branch for the Gelfand problem in the unit square.
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Fig. 2. Nonconvex domains for Examples 2 and 3.
Fig. 3. Solution branch in a nonconvex and symmetric domain (Example 2).
Example 2. Here, we present a procedure for approximating further solution
branches. Again, we start with a domain which is symmetric with respect to
two axes (see Fig. 2), and we find the “usual” solution branch passing through
(u,λ)= (0,0) (which is also symmetric; see Fig. 3).
Again we observe that the linearization is indefinite on the upper part of the
branch, but away from the turning point we now find two negative eigenvalues.
This may indicate that a bifurcation point with a second solution branch exist; for
a more detailed investigation this problem is studied by breaking the symmetry in
the next example.
Example 3. In the next step we perturb the symmetry with respect to the y-axis
(see Fig. 2). Then, the solution branch passing through (u,λ)= (0,0) leads to a
nonsymmetric numerical solution as well; cf. Fig. 4.
But now we can find a further numerical solution: reflecting the solution on
the upper branch at the y-axis, for some appropriate λ, and fitting the boundary
conditions gives an approximation for a solution which is close enough to some
new branch (and can be found within a few Newton steps). The new branch can
be followed up to a turning point, and both ends of this branch tend to infinity
for λ approaching zero; cf. Fig. 5.
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Fig. 4. First solution branch in a nearly symmetric nonconvex domain (Example 3).
Fig. 5. Two solution branches of the Gelfand problem in a nearly symmetric nonconvex domain (d(u)
denotes the difference between the left maximum and the right maximum).
For the parameter λ= 15/32 we compare the different numerical solutions in
Fig. 6. u1 and u4 are nearly symmetric and similar to the branch in Example 2;
u2 and u3 are nonsymmetric but very similar up to reflection at the y-axis.
Our aim is to give a rigorous proof that the continuous problem in Example 3
has a solution close to the numerical approximation u3, and that this solution is
different from the two solutions (close to u1 and u2, respectively) on the main
branch. In particular, this proves that an additional solution branch exists.
Since there is no purely analytic method for proving the existence of the ad-
ditional branch, we provide guaranteed enclosures with computer assistance. Our
method (in the form presented here) is very sensible with respect to singularities
of the linearization; thus, we can only verify points on the solution branch which
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Fig. 6. Four different solutions of the Gelfand problem for λ= 15/32 (Example 3).
Fig. 7. Two solution branches in a symmetric nonconvex domain (Example 3).
are not too close to a turning point or a bifurcation point. Extensions of the general
method concerned with such singular points can be found in [20,22].
Example 2 (revisited). Now, after finding a nonsymmetric solution by symmetry
breaking, we can go back to Example 2. Indeed, we find nonsymmetric numerical
solutions close to u2 and u3 also on the symmetric domain; cf. Fig. 7. For this
solution behavior we have only numerical evidence, but no proof yet; it remains
an open problem to analyze rigorously the behavior of the turning points for a
smooth transition from the perturbed Example 3 to the symmetric Example 2.
3. An existence and enclosure theorem for weak solutions
We will now describe how the existence of a (weak) solution u ∈ H 10 (Ω) of
problem (1) in some “small” and explicitly known H 10 -neighborhood of some
approximate solution ω ∈H 10 (Ω) can be proved under suitable assumptions.
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Let Ω ⊂ Rn be a bounded Lipschitz domain. We assume that, for some
p ∈ (2n/(n+ 2),∞),
F :
{
H 10 (Ω) → Lp(Ω)
u 
→ f (·, u)
}
(3)
is continuous and maps bounded sets into bounded sets; here, f is the nonlinearity
in (1). As a norm in H 10 (Ω) we choose ‖u‖H 10 := ‖∇u‖L2 . Furthermore, let
H−1(Ω) denote the topological dual space of H 10 (Ω), and E the embedding
Lp(Ω) ↪→ H−1(Ω). E is compact since it is the dual map of the compact
embedding H 10 (Ω) ↪→ Lp/(p−1)(Ω).
Let ω ∈ H 10 (Ω) denote some approximate solution of problem (1), usually
obtained by numerical means. We make the additional assumption that F defined
in (3) is Fréchet differentiable at ω. With F ′(ω) :H 10 (Ω)→ Lp(Ω) denoting the
Fréchet derivative, define the linearization at ω:
L :
{
H 10 (Ω) → H−1(Ω)
u 
→ −∆u+EF ′(ω)[u]
}
. (4)
Since −∆ :H 10 (Ω)→ H−1(Ω) is isometric and onto, so that (−∆)−1EF ′(ω) :
H 10 (Ω)→ H 10 (Ω) is compact, Fredholm’s Alternative Theorem and the Open
Mapping Theorem imply:
If L is one-to-one, then L is onto and L−1 is bounded. (5)
Now suppose that constants δ and K , and some monotonically nondecreasing
function G : [0,∞)→[0,∞) are known which satisfy
‖−∆ω+ f (·,ω)‖H−1  δ, (6)
‖u‖H 10 K‖Lu‖H−1 for all u ∈H
1
0 (Ω), (7)∥∥E(F(ω+ u)−F(ω)−F ′(ω)[u])∥∥
H−1 G
(‖u‖H 10 )
for all u ∈H 10 (Ω), (8)
G(t)= o(t) as t → 0+ (9)
(note that (8) and (9) are consistent due to the Fréchet differentiability of F at ω).
The computation of δ, K , and G, as well as our assumptions on the mapping
properties of F , will be discussed in the two following sections for our concrete
problem (2).
Since L is one-to-one due to (7), we can use (5) to rewrite problem (1) equiv-
alently as the following fixed-point equation for the error v = u−ω:
v ∈H 10 (Ω),
v =−L−1((−∆ω+ f (·,ω))+E(F(ω+ v)−F(ω)−F ′(ω)[v]))
=: T v. (10)
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Our assumptions show that T :H 10 (Ω) → H 10 (Ω) is continuous and compact.
Furthermore, (6)–(8) imply
‖T v‖H 10 K
(
δ +G(‖v‖H 10 )) for all v ∈H 10 (Ω), (11)
so that, for some α  0, T maps the closed, bounded, convex, nonempty set
D := {v ∈H 10 (Ω): ‖v‖H 10  α} into itself provided that K(δ+G(α)) α, i.e.,
δ  α
K
−G(α), (12)
whence Schauder’s Fixed-Point Theorem yields a solution v of (10) in D. We
have therefore established the desired Existence and Enclosure Theorem (which
is an improved variant of [17, Theorem 1] adapted to the exponential growth in
the Gelfand problem).
Theorem 1. If (12) holds for some α  0, then a solution u∗ ∈ H 10 (Ω) of
problem (1) exists which satisfies
‖u∗ −ω‖H 10  α. (13)
Remark 2. An important observation is that, due to (9), the crucial condition (12)
is indeed satisfied for some “small” α if K is “moderate” and δ is sufficiently
small, which means according to (6) that the approximate solution ω of prob-
lem (1) must be computed with sufficient accuracy, and (12) tells how accurate
the computation has to be. This meets the general philosophy of computer-assisted
proofs: The “hard work” of the proof is left to the computer!
Remark 3. Alternatively, we could go for H 2-solutions, which would require
changes in the theory as well as a strengthening of the assumptions. For example,
Ω would have to be H 2-regular, and ω would have to be in H 2(Ω); both these
stronger assumptions are not satisfied in our concrete situation here. A general
description of this alternative approach can be found in [18].
4. Explicit embedding constants
We now return to the Gelfand problem (2), and assume in particular that n= 2,
i.e., that Ω is a bounded Lipschitz domain in R2. In this section, we calculate
some explicit embedding constants to prepare the computation of δ, K , and G
satisfying (6)–(9).
4.1. Bounds for exp(u) in Lq
Our estimates for exp(u) are based on the theory of Orlicz spaces.
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Lemma 4. If u ∈H 10 (Ω) and c > 1/
√
4π , then
1
|Ω |
∫
Ω
exp
((
u(x)
c‖u‖H 10
)2)
dx  1+ 1
4πc2 − 1 .
For the proof we refer to Moser [23].
We apply this result to prove exp(u) ∈ Lq(Ω) for u ∈H 10 (Ω), q ∈ (1,∞). The
inequality qt  q2d2/4+ t2/d2 gives
exp(qt) exp(q2d2/4) exp(t2/d2).
Thus, for t = |u(x)| we have∫
Ω
(
exp
(|u(x)|))q dx  exp(q2d2/4)∫
Ω
exp
(
u(x)2
d2
)
dx,
and for d = c‖u‖H 10 we obtain, using Lemma 4,∥∥exp(|u|)∥∥
Lq
 exp
(
c2‖u‖2
H 10
q/4
)|Ω |1/q(1+ 1
4πc2 − 1
)1/q
.
Since the actual choice of c and q does not affect our results too much, we choose
c= 1 and q = 4 to obtain
Lemma 5. For u ∈H 10 (Ω),∥∥exp(|u|)∥∥
L4  1.03 · |Ω |1/4 exp
(‖u‖2
H 10
)
.
4.2. Embeddings of H 10 (Ω)
For p = 2,4,6 we compute embedding constants for H 10 (Ω) ↪→ Lp(Ω).
Let µ1 be the smallest eigenvalue of the Laplace operator
−∆u= µu, u ∈H 10 (Ω). (14)
Then
µ1 = min
u∈H 10 (Ω)\{0}
‖∇u‖2
L2
‖u‖2
L2
,
and thus,
‖u‖L2  c2‖u‖H 10 for all u ∈H
1
0 (Ω), with c2 =
1√
µ1
.
For the computation of a lower bound for µ1, we refer to Section 7.
Lemma 6. Let u ∈H 10 (Ω); then ‖u‖Lp  cp‖u‖H 10 with
c4 = (2µ1)−1/4 and c6 =
(
9/(16µ1)
)1/6
.
M. Plum, C. Wieners / J. Math. Anal. Appl. 269 (2002) 588–606 597
Proof. We use a technique proposed in [24] and we improve the constants given
there. We can assume u ∈ C10 (R2) and supp(u)⊂Ω . Then we have
u(x1, x2)
2 = 2
xj∫
−∞
uDjudtj = 2
xj∫
∞
uDjudtj ,
whence
max
xj
u(x1, x2)
2 
∞∫
−∞
|uDju|dxj;
thus
‖u‖4
L4 =
∞∫
−∞
∞∫
−∞
u4 dx1 dx2 
∞∫
−∞
max
x2
u2 dx1
∞∫
−∞
max
x1
u2 dx2

∞∫
−∞
∞∫
−∞
|uD2u|dx1 dx2
∞∫
−∞
∞∫
−∞
|uD1u|dx1 dx2
 ‖u‖2
L2‖D1u‖L2‖D2u‖L2  ‖u‖2L2
1
2
‖u‖2
H 10
 1
2
c22‖u‖4H 10
= 1
2µ1
‖u‖4
H 10
.
Analogously we have
u(x1, x2)
3 = 3
xj∫
−∞
u2Djudtj = 3
xj∫
∞
u2Djudtj ,
whence
max
xj
∣∣u(x1, x2)3∣∣ 32
∞∫
−∞
∣∣u2Dju∣∣dxj ,
and
‖u‖6
L6 =
∞∫
−∞
∞∫
−∞
u6 dx1 dx2 
∞∫
−∞
max
x2
|u3|dx1
∞∫
−∞
max
x1
|u3|dx2
 9
4
∞∫
−∞
∞∫
−∞
|u2D2u|dx1 dx2
∞∫
−∞
∞∫
−∞
|u2D1u|dx1 dx2
 9
4
‖u‖4
L4‖D1u‖L2‖D2u‖L2 
9
4
1
2µ1
‖u‖4
H 10
1
2
‖u‖2
H 10
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= 9
16µ1
‖u‖6
H 10
. ✷
5. Application to the Gelfand problem
Here, we will describe how the terms δ, K , G satisfying (6)–(9) can be com-
puted for the Gelfand problem (2), with Ω ⊂ R2. Moreover, the mapping proper-
ties required for F in Section 3 will be shown to hold.
Let λ > 0 be fixed and ω ∈ H 10 (Ω) ∩ C0(Ω) be an approximate solution
of problem (2), and let σ ∈ H(div,Ω) := {τ ∈ L2(Ω)2 | divτ ∈ L2(Ω)} be an
approximation for the corresponding solution gradient. Let η ∈H 1(Ω)∩C0(Ω)
be a finite element interpolation of λ exp(ω).
5.1. Computation of δ
We have for the defect (see (6))
‖−∆ω− λ exp(ω)‖H−1  ‖−∆ω− η‖H−1 + ‖η− λ exp(ω)‖H−1 . (15)
The first term is bounded by
‖−∆ω− η‖H−1  ‖∆ω− divσ‖H−1 + ‖divσ + η‖H−1
 ‖∇ω− σ‖L2 + c2‖divσ + η‖L2 .
We compute verified bounds
‖∇ω− σ‖L2  δ2, ‖divσ + η‖L2  δ3
by explicit integration, which is easily possibly if ω and σ are (as η) finite element
approximations, so that the integrands are piecewise polynomial.
For the estimation of the second term in (15) we use the maximum norm and a
decomposition of Ω into triangles Ωi , such that η− λ exp(ω) is smooth in Ωi :
‖η− λ exp(ω)‖H−1  c2‖η− λ exp(ω)‖L2

√|Ω |c2‖η− λ exp(ω)‖L∞

√|Ω |c2 max
i
‖η− λ exp(ω)‖L∞(Ωi).
Let Γi be the vertex set of a triangulation of Ωi with mesh size h. Using the usual
linear interpolation error estimation we obtain
‖η− λ exp(ω)‖L∞(Ωi) max
x∈Γi
∣∣η(x)− λ exp(ω(x))∣∣
+ h
2
6
max
x∈Ωi
(∣∣D21(η− λ exp(ω))(x)∣∣2 + 2∣∣D1D2(η− λ exp(ω))(x)∣∣2
+ ∣∣D22(η− λ exp(ω))(x)∣∣2)1/2.
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If h is small, we only need rough bounds for the last maximum (which can be
obtained rather directly since ω and η are polynomials on Ωi ). This yields a
verified bound δ1 such that
‖η− λ exp(ω)‖L∞  δ1.
We set δ =√|Ω |c2δ1 + δ2 + c2δ3, which obviously satisfies (6).
5.2. Computation of K
We consider the linearization Lu = −∆u − λ exp(ω)u (see (4)). Let L˜u =
−∆u− ηu. First, we determine ‖L˜−1‖L(H−1(Ω),H 10 (Ω)) and then we use a pertur-
bation argument to obtain K satisfying (7).
We consider the eigenvalue problem
−∆u= θηu, θ ∈ R, u ∈H 10 (Ω). (16)
Every eigenfunction u of (16) is an eigenfunction of the eigenvalue problem
L˜u=−∆u− ηu= µ(−∆u)
with eigenvalue µ= 1− 1/θ .
Lemma 7. If L˜ is regular, then
∥∥L˜−1∥∥
L(H−1(Ω),H 10 (Ω))
= K˜, where K˜ =
[
min
θ eigenvalue of (16)
∣∣∣∣1− 1θ
∣∣∣∣
]−1
.
For the proof we refer to [17]. To compute K˜ we need eigenvalue bounds for
problem (16), which we will discuss in Section 7.
For u ∈H 10 (Ω) we have
‖u‖H 10  K˜‖L˜u‖H−1  K˜
(‖Lu‖H−1 + ∥∥(η− λ exp(ω))u∥∥H−1)
 K˜
(‖Lu‖H−1 + c2∥∥(η− λ exp(ω))u∥∥L2)
 K˜
(‖Lu‖H−1 + c22δ1‖u‖H 10 ).
If c22K˜δ1 < 1, then
‖u‖H 10 
K˜
1− c22K˜δ1
‖Lu‖H−1
and, hence, (7) holds for
K := K˜
1− c22K˜δ1
.
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5.3. Computation of G, mapping properties of F
We choose p := 6/5. For arbitrary u0, u ∈H 10 (Ω) we obtain∥∥exp(u0 + u)− exp(u0)− exp(u0)u∥∥pLp
=
∫
Ω
exp(pu0)
∣∣ exp(u)− 1− u∣∣p dx

∫
Ω
exp(pu0)
1
2p
exp(p|u|)|u|2p dx
 1
2p
∥∥ exp(pu0)∥∥L10/3∥∥ exp(p|u|)∥∥L10/3∥∥|u|2p∥∥L5/2
= 1
2p
∥∥ exp(u0)∥∥pL4∥∥ exp(|u|)∥∥pL4‖u‖2pL6
so that, by Lemmata 5 and 6,∥∥exp(u0 + u)− exp(u0)− exp(u0)u∥∥Lp
 1
2
· 1.03 · |Ω |1/4c26
∥∥exp(u0)∥∥L4 exp(‖u‖2H 10
)‖u‖2
H 10
. (17)
This estimate shows that F defined in (3), with f (x,u)=−λ exp(u), is Fréchet-
differentiable—and hence continuous—at every u0 ∈H 10 (Ω), with
F ′(u0)[u] = −λ exp(u0)u,
and that F maps bounded sets into bounded sets. Since moreover, for v ∈ Lp(Ω),
‖v‖H−1 = sup
ϕ∈H 10 (Ω)\{0}
{
‖ϕ‖−1
H 10
∫
Ω
vϕ dx
}
 ‖v‖Lp sup
ϕ∈H 10 (Ω)\{0}
{‖ϕ‖−1
H 10
‖ϕ‖L6
}
 c6‖v‖Lp ,
(17) shows that (8) and (9) hold for
G(t) := ρt2 exp(t2), with ρ := 1
2
· 1.03 · |Ω |1/4c36
∥∥λ exp(ω)∥∥
L4,
and ‖λ exp(ω)‖L4 can be bounded by ‖η‖L4 + δ1|Ω |1/4.
5.4. Computation of the error bound α
Condition (12) reads
δ  α
K
− ρα2 exp(α2). (18)
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This inequality can be solved, e.g., by a Newton iteration with a posteriori ver-
ification, or in the following more direct way: replacing α by α := 2Kδ in the
exponent in (18), and solving the remaining inequality for α, we obtain the min-
imal solution
α = 2Kδ
1+√1− 4K2δρ exp(4K2δ2) , (19)
provided that
ε := 4K2δρ exp(4K2δ2) 1. (20)
Since obviously α  α, condition (18) is satisfied.
6. Numerical enclosure results for the new solution
The complete approximation and verification algorithm is realized in the
software system UG [25] which supports parallel adaptive multigrid methods for
various finite element discretizations. All bounds (but not the approximations) are
computed with interval arithmetic [26] in order to control rounding errors.
Taking into account the symmetries of the domain, we perform, in practice, the
numerical computations in S = {u : R2 →R | u(x, y)= u(x,−y)}; a correspond-
ing adaption of our theory provides enclosures of solutions in V =H 10 (Ω)∩ S.
We demonstrate our method by computing an enclosure of a solution near
ω = u3 ∈ V for the Gelfand problem with the parameter λ = 15/32 and the do-
main Ω defined as the interior of
conv
{(−4.875
−1
)
,
(−3
−2
)
,
(−1
−1
)
,
(−1
1
)
,
(−3
2
)
,
(−4.875
1
)}
∪ conv
{(−1
−1
)
,
(
1
−1
)
,
(
1
1
)
,
(−1
1
)}
∪ conv
{(
5
−1
)
,
(
3
−2
)
,
(
1
−1
)
,
(
1
1
)
,
(
3
2
)
,
(
5
1
)}
(cf. Fig. 2). For the computation of approximations ω ∈ V and η for λ exp(ω)
we use conforming P2 elements on a triangulation with 65536 triangles and
132225 unknowns, the approximation σ ∈ H(div,Ω) of ∇ω is computed with
RT1 elements; cf. [27].
Bounds for the embedding constants cp (p= 2,4,6; see Lemma 6) and for K˜
(see Lemma 7) are computed, as demonstrated in the next section, by an eigen-
value homotopy. From the approximations ω, η, and σ we compute
δ1  0.000356, δ2  0.006768, δ3  0.000781,
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and inserting (27) gives δ := √|Ω |c2δ1 + δ2 + c2δ3  0.008979. Inserting (26),
|Ω | = 27.625, and ‖η‖L4  3.80527 givesK  3.1252 and ε  0.9884 (see (20));
finally, Theorem 1 yields the existence of a solution u∗3, and the error bound∥∥u∗3 −ω∥∥H 10  α = 0.05066.
Together with corresponding error bounds for the two solutions on the main
branch, this shows that the three solutions are pairwise different. Thus, u∗3 must lie
on an independent solution branch, the existence of which is therefore established.
7. Eigenvalue homotopy and computation of c2 and K˜
For the computation of K˜ we need guaranteed eigenvalue enclosures for the
two eigenvalues θi of (16) neighboring 1 (with eigenfunctions in V ), and for
the estimate of the Poincaré constant c2 we need a lower bound for the smallest
eigenvalue µ1 of (14). For obtaining these, we use the well known Rayleigh–Ritz
method (providing upper eigenvalue bounds) and the Temple–Lehmann–Goerisch
method (providing lower bounds) in the form presented in [28]; see also [29]. This
method needs a certain spectral a priori information which can often be obtained
via comparison problems or, more general, by a homotopy method connecting
another eigenvalue problem with known spectral bounds to the given problem,
which generates a chain of comparison problems; cf. [30]. Because the choice of
this homotopy (and of the base problem) is nontrivial for our application for rea-
sons of accuracy and computing time, we describe the essential steps for problem
(16) in some detail here; the arguments can easily be transferred to problem (14).
More precisely, we use several successive homotopies connecting different eigen-
value problems, each serving as base problem for the next homotopy.
The eigenvalue homotopy is the most time consuming part in the verification
process; the overall computing time (more that 100 hours on 8 processors) is
dominated by the evaluation of the small interval matrices which are required for
Temple–Lehmann–Goerisch bounds.
For exploiting symmetry properties we define Sa = {u ∈ S | u(x, y) =
−u(−x, y)} and Ss = {u ∈ S | u(x, y) = u(−x, y)}. We start the first two ho-
motopies at the base problems
−∆v = θη¯v,
{
v ∈ Vqs =H 10 (Ωq)∩ Ss,
v ∈ Vqa =H 10 (Ωq)∩ Sa,
(21)
with η¯≡ 4 and Ωq = (−5,5)× (−2,2), which are solvable in closed form.
By two independent homotopies, both deforming η¯ monotonically decreas-
ingly into ηˆ(x, y) = 4 − 1.75|y| by ηˆ(t) := 4 − 0.25t|y| (t ∈ [0,7]), these two
problems are connected to
−∆v = θηˆv,
{
v ∈ Vqs,
v ∈ Vqa. (22)
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Table 1
Eigenvalue bounds for θˆ (t)
j
= θˆ (t)
j
(Vqs)
t = 0 t = 1.75 t = 4.5 t = 6 t = 6.75
(0.252,0.253) (0.269,0.271) (0.301,0.303) (0.322,0.324) (0.333,0.335)
(0.548,0.549) (0.585,0.587) (0.653,0.655) (0.695,0.696) (0.717,0.718)
(1.042,1.043) (1.111,1.113) (1.233,1.235) (1.304,1.306) (1.341,1.343)
(1.486,1.487) (1.660,1.663) (2.031,2.036) (2.133,2.142) (2.182,2.195)
(1.733,1.734) (1.846,1.849) (2.052,2.055) (2.359,2.365) (2.537,2.558)
(1.782,1.783) (1.991,1.994) (2.461,2.467) (2.789,2.839) θˆ (6.75)6 > 2.7
(2.276,2.277) (2.543,2.547) (2.981,3.055) θˆ (6)7 > 2.95
(2.621,2.622) (2.785,2.792) (3.097,3.155)
(2.967,2.968) (3.312,3.322) θˆ (4.5)9 > 3.31
(3.707,3.708) (3.910,3.943)
(3.855,3.856) (4.284,4.319)
(3.954,3.955) (4.419,4.438)
(4.250,4.251) (4.735,4.770)
(4.743,4.744) (5.017,5.298)
(4.940,4.941) (5.103,5.325)
(4.990,4.991) (5.259,5.538)
(5.434,5.435) (5.319,6.112)
(6.224,6.225) θˆ (1.75)18 > 6.22
In these homotopies, the eigenvalue problems −∆v = θˆ (t )ηˆ(t)v are considered in
Vqs (for t = 0, 1.75, 4.5, 6, and 6.75; see Table 1) and in Vqa (for t = 0, 1.25, 3.5,
and 5.5; see Table 2).
In the next two homotopies, Ωq is deformed monotonically into Ωs , defined
as Ω before, but with −4.875 replaced by −5 (cf. Fig. 2), which connects (22) to
−∆v = θηˆv,
{
v ∈ Vss =H 10 (Ωs)∩ Ss,
v ∈ Vsa =H 10 (Ωs)∩ Sa.
(23)
The passage from Vqs to Vss needs no, the passage from Vqa to Vsa needs one
intermediate homotopy step at Vma =H 10 (Ωm)∩ Sa , with Ωm =
conv
{( −5
−1.875
)
,
(−3
−2
)
,
(−1
−2
)
,
(
0
−1.875
)
,
(
0
1.875
)
,
(−1
2
)
,
(−3
2
)
,
( −5
1.875
)}
∪ conv
{(
5
−1.875
)
,
(
3
−2
)
,
(
1
−2
)
,
(
0
−1.875
)
,
(
0
1.875
)
,
(
1
2
)
,
(
3
2
)
,
(
5
1.875
)}
.
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Table 2
Eigenvalue bounds for θˆ (t)
j
= θˆ (t)
j
(Vqa) and θˆj (Vma)
t = 0 t = 1.25 t = 3.5 t = 5.5 θˆj (Vma)
(0.178,0.179) (0.186,0.188) (0.204,0.206) (0.223,0.224) (0.244,0.246)
(0.376,0.377) (0.393,0.395) (0.430,0.432) (0.468,0.469) (0.505,0.507)
(0.771,0.772) (0.806,0.809) (0.880,0.881) (0.951,0.952) (1.013,1.015)
(1.363,1.364) (1.426,1.429) (1.549,1.552) (1.664,1.666) (1.754,1.758)
(1.412,1.413) (1.526,1.528) (1.794,1.797) (2.135,2.137) (2.513,2.540)
(1.609,1.610) (1.739,1.742) (2.045,2.049) (2.434,2.439) (2.560,2.725)
(2.004,2.005) (2.165,2.169) (2.428,2.438) (2.580,2.600) (2.659,2.910)
(2.152,2.153) (2.249,2.254) (2.548,2.554) (2.997,3.042) θˆ (7)7 > 2.95
(2.596,2.597) (2.804,2.810) (3.242,3.313) θˆ (5.5)9 > 3.2
(3.139,3.140) (3.269,3.285) (3.287,3.536)
(3.386,3.387) (3.645,3.666) θˆ (3.5)11 > 3.645
(3.879,3.880) (4.177,4.207)
(4.077,4.078) (4.234,4.421)
(4.324,4.325) (4.394,4.520)
(4.373,4.374) (4.415,4.736)
(4.472,4.473) (4.628,4.849)
(5.064,5.065) (4.783,5.493)
(5.557,5.558) θˆ (1.25)18 > 5.5
The union of the eigenvalues of the two problems (23) coincides with the eigen-
values of
−∆v = θηˆv, v ∈ Vs := Vss + Vsa =H 10 (Ωs)∩ S. (24)
This serves now as a comparison problem for
−∆v = θηˆv, v ∈ V =H 10 (Ω)∩ S. (25)
Combining the results, we obtain θ(0)9 := θˆ9(V ) θˆ9(Vs) 2.5, where θˆi (V ) and
θˆi (Vs) are the eigenvalues of (25) and (24), respectively.
This spectral parameter can be used to start the last homotopy, connecting
problem (25) to the given problem (16), where ηˆ is deformed monotonically into η
by η(t) := (1− t)ηˆ+ tη (t ∈ [0,1]); cf. Table 3 (we verified ηˆ− η 0.00574, so
that we have η(s)  η(t) for s  t).
We finally obtain the bound θ3 > 1.55, which yields the required spectral
bound for computing the enclosures
θ1 ∈ (0.6542,0.6548), θ2 ∈ (1.4711,1.4820),
for the two lowest eigenvalues of (16) (in V ), and which gives, by Lemma 7,
K˜  3.1227. (26)
Analogously (but with less intermediate steps), we obtain an enclosure of µ1 =
µ1(V ) for problem (14). Starting with
µ2(Vss) µ2(Vqs)= (9/100+ 1/16)π2 > 1.5051146,
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Table 3
Eigenvalue bounds for the homotopy θ(t)
j
= θ(t)
j
(V )
0 0.1875 0.3125 0.5625 0.6875 0.8125
(0.4544,0.4549) (0.4947,0.4952) (0.5268,0.5273) (0.5613,0.5617) (0.5859,0.5864) (0.6120,0.6126)
(0.4695,0.4700) (0.5265,0.5270) (0.6182,0.6187) (0.7496,0.7501) (0.8732,0.8738) (1.0452,1.0460)
(0.7896,0.7902) (0.9072,0.9078) (1.0592,1.0599) (1.2508,1.2520) (1.3982,1.4003) (1.5510,1.5636)
(0.9465,0.9473) (1.0738,1.0746) (1.2436,1.2446) (1.4940,1.4957) (1.7420,1.7508) θ(.8125)4 > 1.65
(1.2142,1.2153) (1.3818,1.3832) (1.6060,1.6084) (1.9125,1.9271) θ(.6875)5 > 1.85
(1.5557,1.5577) (1.7670,1.7708) (2.0310,2.0529) θ(.5625)6 > 2.031
(1.9275,1.9333) (2.1648,2.1950) θ(.3125)7 > 2.1648
(2.3263,2.3821) θ(.1875)8 > 2.3263
θ
(0)
9 > 2.5
we obtain the enclosureµ1(Vss) ∈ (1.441,1.446) for the symmetric part, and, cor-
respondingly, we have µ2(Vsa)  µ2(Vqa) = (16/100 + 1/16)π2 > 2.1959869
for the antisymmetric part, which yields the enclosure µ1(Vsa) ∈ (1.472,1.473).
Thus, we obtain µ2 = µ2(V )  µ2(Vs)  1.472, which finally yields the enclo-
sure
µ1 ∈ (1.4399,1.4544)
for problem (14); this gives for the Poincaré constant c2 and the embedding con-
stants c4 and c6 by Lemma 6:
c2 = µ−1/21  0.8334, (27)
c4 = (2µ1)−1/4  0.7677,
c6 =
(
9/(16µ1)
)1/6  0.855.
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