Given a directed graph D of order n ≥ 4 and a nonempty subset Y of vertices of D such that in D every vertex of Y reachable from every other vertex of Y . Assume that for every triple x, y, z ∈ Y such that x and y are nonadjacent: If there is no arc from x to z,
Introduction
For convenience of the reader, terminology and notations will be given in details in section 2. A set S of vertices in a directed graph D (an undirected graph G) is said to be cyclable in D (in G) if D (if G) contains a directed cycle (undirected cycle) through all the vertices of S. There are many well-known conditions which guarantee the cyclability of a set of vertices in an undirected graph. Most of them can be seen as restrictions of Hamiltonian conditions to the considered set of vertices (See [5, 12, 16, 17, 19] ). Let us cite for example the following:
Theorem A (R. Shi [17] ). Let G be a 2-connected undirected graph of order n. If S is a subset of the vertices of G and d(x) ≥ n/2 for all vertices x ∈ S, then S is cyclable in G.
Theorem B (R. Shi [17] ). Let G be a 2-connected undirected graph of order n. If S is a subset of the vertices of G and d(x) + d(y) ≥ n for any two nonadjacent vertices x ∈ S and y ∈ S, then S is cyclable in G.
Notice that Theorems A and B generalize the classical theorems on hamiltonicity of Dirac and Ore, respectively.
For general directed graphs (digraphs) there are not in literature as many conditions as for undirected graphs that guarantee the existence of a directed cycle with given properties (in particular, sufficient conditions for the existence of a Hamiltonian cycles in a digraphs). The more general and classical ones is the following theorem of M. Meyniel:
Theorem C (M. Meyniel [14] ). If D is a strongly connected digraph of order n ≥ 2 and d(x) + d(y) ≥ 2n − 1 for all pairs of nonadjacent vertices x and y of D, then D is Hamiltonian.
Notice that Meyniel's theorem is a common generalization of well-known classical theorems of GhouilaHouri [11] and Woodall [21] . A beautiful short proof Meyniel's theorem can be found in [6] (see also [20] , pp.399-400).
In [8] it was proved the following:
Theorem D (S. Darbinyan [8] ). Let D be a strongly connected digraph of order n ≥ 3. Let D be a digraph of order n ≥ 3. A Meyniel set M is a subset of V (D) such that d(x)+d(y) ≥ 2n−1 for every pair of distinct vertices x, y in M which are nonadjacent in D. A sufficient condition for cyclability in digraphs with the condition of Meyniel's theorem was given by K. A. Berman and X. Liu [4] . They improved Theorem D proving the following generalization of well-known theorem of Meyniel.
Theorem E (K. Berman and X. Liu [4] ). Let D be a strongly connected digraph of order n. Then every Meyniel set M of D lies in a directed cycle.
Theorem E also generalizes the classical theorems of A. Ghouila-Houri [11] and D.R. Woodall [21] .
In view of the next theorem we need the following definition. Let D be a directed graph and let S be a nonempty subset of vertices of D. Following [12] , we say that a digraph D is S-strongly connected if for any pair x, y of distinct vertices of S there exists a path from x to y and a path from y to x in D.
Later H. Li, E. Flandrin and J. Shu [12] proved the following generalization of Theorem E.
Theorem F (H. Li, E. Flandrin and J. Shu [12] ). Let D be a digraph of order n and M be a Meyniel set in D. If D is M -strongly connected, then D contains a cycle through all the vertices of M .
Let D be a digraph of order n. We say that a nonempty subset Y of the vertices of D satisfies condition A 0 if for every triple of the vertices x, y, z in Y such that x and y are nonadjacent: if there is no arc from x to z,
Y. Manoussakis [13] proved a sufficient condition for hamiltonicity of digraphs that involves triples rather than pairs of vertices.
Theorem G (Y. Manoussakis [13] 
H. Li, Flandrin and Shu [12] (see also B. Ning [15] ) was put a question to know if this theorem of Manoussakis (or the sufficient conditions of hamiltonicity of digraphs of Bang-Jensen, Gutin and Li [2] or of Bang-Jensen, Guo and Yeo [3] ) has a cyclable version.
In this paper we prove the following theorem which gives some answer for the above question when a subset Y = ∅ of the vertices of a digraph D satisfies condition A 0 and the digraph D is Y -strongly connected. To see this, let G and H be two arbitrary disjoint digraphs with |V (G)| = m ≥ 2 and
as follows: add the all possible arcs ux, xu, where u ∈ V (H) \ {y}, and the arc yx. An easy computation shows that
since m ≤ n−4. Thus we have that the set Y = {x, y, z} satisfies condition A 0 , D is Y -strongly connected and has no cycle that contains all the vertices of Y .
Our proofs are based on the arguments of [12, 13] .
Terminology and Notations
We shall assume that the reader is familiar with the standard terminology on the directed graphs (digraph) and refer the reader to [1] for terminology not discussed here. In this paper we consider finite digraphs without loops and multiple arcs. 
The path (respectively, the cycle) consisting of the distinct vertices x 1 , x 2 , . . . , x m ( m ≥ 2) and the arcs
, and x m x 1 ), is denoted by x 1 x 2 · · · x m (respectively, x 1 x 2 · · · x m x 1 ). The length of a cycle or path is the number of its arcs. We say that x 1 x 2 · · · x m is a path from x 1 to x m or is an (x 1 , x m )-path. An (x, y)-path P is an (X, Y )-path if x ∈ X, y ∈ Y and V (P ) ∩ (X ∪ Y ) = {x, y}, where X and Y are subset of the vertices of a digraph D.
Given a vertex x of a directed path P or of a directed cycle C, we use the notations x + and x − for the successor and the predecessor of x (on P or on C) according to the orientation, and in case of ambiguity, we precise P or C a subscript (that is x + P ...). A cycle (respectively, a path) that contains all the vertices of D is a Hamiltonian cycle (respectively, is a hamiltonian path). A digraph is Hamiltonian if it contains a Hamiltonian cycle. For a cycle C := x 1 x 2 · · · x k x 1 of length k, the subscripts considered modulo k, i.e., x i = x s for every s and i such that i ≡ s (mod k). If P is a path containing a subpath from x to y we let P [x, y] denote that subpath. Similarly, if C is a cycle containing vertices x and y, C[x, y] denotes the subpath of C from x to y. If C is a cycle and P be a path in a digraph D, often we will write C instead of V (C) and P instead of V (P ). A digraph D is strongly connected (or, just, strong) if there exists a path from x to y and a path from y to x for every pair of distinct vertices x, y.
Let C be a non-Hamiltonian cycle in a digraph D. For the cycle C, a C-bypass is a path of length at least two with both end-vertices on C and no other vertices on C. If (x, y)-path P is a C-bypass with V (P ) ∩ V (C) = {x, y}, then we call the length of the path C[x, y] the gap of P with respect to C.
If we consider a subset of vertices S ⊆ V (D), we denote the vertices of S by S-vertices and the number of S-vertices in a cycle is called its S-length.
The subdigraph of a digraph D induced by a subset A of V (D) is denoted by D A , or A for brevity.
For an undirected graph G, we denote by G * symmetric digraph obtained from G by replacing every edge xy with the pair xy, yx of arcs. We denote the complete undirected graph on n vertices (respectively, undirected complete bipartite graph, with partite sets of cardinalities n and m) by K n (respectively, by K n,m ), and K n denotes the complement of K n . If G 1 and G 2 are undirected graphs, then G 1 ∪ G 2 is the disjoint union of G 1 and G 2 . The join of G 1 and G 2 , denoted by G 1 + G 2 , is the union of G 1 ∪ G 2 and of all the edges between G 1 and
For integers a and b, a ≤ b, let [a, b] denote the set of all integers which are not less than a and are not greater than b.
Preliminaries
We now collect the tools which we need in proof of our theorem. In the following, we often use the following definition:
In this case D contains a path x 1 x 2 . . . x i y 1 y 2 . . . y k x i+1 . . . x m and we say that Q can be inserted into P .
The following Lemmas 3.1 and 3.2 are slight modifications of lemma by Häggkvist and Thomassen [10] and of lemma by Bondy and Thomassen [6] , respectively (their proofs are not too difficult). They will be used extensively in the proof of our result. 
The following lemma from [12] is a slight modification of Multi-Insertion Lemma due to Bang-Jensen, Gutin and H. Li (see [1] , Lemma 5.6.20). Lemma 3.3 (H. Li, E. Flandrin. J. Shu [12] ). Let D be a digraph and let P be an (a, b)-path in D. Let Q be a path in V (D) \ V (P ) and let S be a subset of V (Q). If every vertex of S can be inserted into P , then there exists an (a, b)-path R such that
The following lemma also was proved in [12] . Lemma 3.4 (H. Li, E. Flandrin. J. Shu [12] ). Let D be a digraph of order n and S ⊂ V (D), S = ∅. Assume that D is S-strongly connected and satisfies for any pair of nonadjacent vertices x, y in S the degree condition
By inspection of the proof in [12] one can state Lemma 3.4 in the following form (its proof is the same as the proof of Lemma 3.4). 
(
ii). Assume that x and any vertex of
In [13] it was proved the following Lemma 3.6 (Y. Manoussakis [13] ). Let D be a digraph of order n and let V (D) satisfies condition A 0 . Assume that there are two distinct pairs of nonadjacent vertices x, y and x, z in D. Then either
It is not difficult to show that one can Lemma 3.6 state the following much stronger form: 
For the proof of our results we also need the following simple lemma. Lemma 3.8. Let D be a digraph of order n. Assume that xy / ∈ A(D) and the vertices x, y in D satisfies the degree condition d
The following lemma was also proved in [12] . 
We will consider two cases.
Without loss of generality, assume that the vertex y is adjacent to a vertex w of V (C). If w / ∈ {u, x}, then from Lemma 3.5(i) it follows that y, u and y, x are distinct pairs of nonadjacent vertices of Y ,
, which contradicts Lemma 3.7. Assume therefore that w ∈ {x, u}, for example, let w = u and yu ∈ A(D). Since we assumed that D has no C-bypass through y, by Lemma 3.5(i) we have
Now we distinguish two subcases.
Subcase 1.1. xz ∈ A(D).
Then zy / ∈ A(D) (for otherwise xzyu is a C-bypass through y, which contradicts the our assumption that D has no C-bypass through y). Therefore, the triple of Y -vertices x, y, z satisfies condition A 0 , i.e.,
This together with
Thus, xzvyu is a C-bypass through y, a contradiction.
Subcase 1.2. xz /
∈ A(D). Then by condition A 0 we have
Therfore, by (1), 
Hence, by Lemma 3.8, z → a → y for some vertex a other than u. It is not difficult to see that a ∈ B \ {y, z, v}. Consequently, vzayu or xvzayu is a C-bypass through y when v ∈ C or not, respectively, a contradiction. The discussion of Case 1 is completed. 
This together with condition A 0 implies that
This together with Lemma 3.8 implies that there are vertices a and v (possibly, a = v) other than z such that u → v → y and y → a → u. Observe that v and a are not on C since d(y, C) = 0. Assume first that there is a vertex w ∈ V (C) \ {u} which is adjacent to z. Without loss of generality, assume that zw ∈ A(D) (for the case wz ∈ A(D) we will consider the converse digraph of D). If yz ∈ A(D), then uvyzw is a C-bypass through y, a contradiction. Assume therefore that yz / ∈ A(D). Then from (2) and condition A 0 it follows that d
Therefore, by Lemma 3.8, for some vertex b ∈ B \ {v}, y → b → z, and hence, uvybzw is a C-bypass through y, which is a contradiction.
Assume second that d(z, V (C) \ {u}) = 0. In particular, the vertices z and x are nonadjacent. From (2) and condition A 0 it follows that
≥ n and Lemma 3.8 it follows that there are at least two (z, x)-paths of length two.
Subcase 2.1.
There is a (z, x)-paths of length two, say z → b → x, such that b / ∈ {u, v}. Then yz / ∈ A(D) and yb / ∈ A(D) (for otherwise, uvyzbx or uvybx is a C-bypass through y, when yz ∈ A(D) and yb ∈ A(D), respectively). Since x, y, z are Y -vertices, from condition A 0 and (2) it follows that d + (y) + d − (z) ≥ n. Now using Lemma 3.8 and the facts that yz / ∈ A(D) and yb / ∈ A(D), we obtain that there exists a vertex q ∈ B \ {v, b, z} such that y → q → z. Thus, uvyqzbx is a C-bypass through y, a contradiction.
Subcase 2.2.
There is no w ∈ B \ {v} such that z → w → x. Then from Lemma 3.8 and
− (x) = n and zv, vx, zu ∈ A(D) (i.e., there are exactly two (z, x)-paths of length two). Now using the inequality d + (u) + d − (y) ≥ n (by (3)) and Lemma 3.8 we conclude that there exist at least two (u, y)-paths of length two. If there is a path u → c → y such that c is other than v and z, then we may consider the paths u → c → y and z → v → x. For these paths we have the above considered case (b / ∈ {u, v}). Assume therefore that there is no c ∈ B \ {v, z} such that u → c → y. Again using Lemma 3.8, it is easy to see that u → z → y. (3)). Now by condition A 0 and (2) we have
From this and Lemma 3.8 it follows that
If yv ∈ A(D), then uzyvx is a C-bypass through y, a contradiction. Assume therefore that yv / ∈ A(D). This together with d + (y) + d − (u) ≥ n (by (3)) implies that there is a vertex u 1 ∈ B \ {z, v} such that y → u 1 → u. From this it is easy to see that xv / ∈ A(D) (for otherwise xvyu 1 u is a C-bypass through y). This together with d + (x, {y, z, v}) = 0 and d + (x) + d − (z) ≥ n implies that x → u 1 → z (for otherwise there is a vertex r ∈ B \ {v, y, z, u 1 } such that x → r → z and hence, xrzyu 1 u is a C-bypass through y, a contradiction).
If
{v, y, z}) = 0 and uy / ∈ A(D). Therefore, xu 2 yu 1 u is a C-bypass through y. Assume therefore that
. Now using Lemma 3.8 and the facts that d + (y, V (C) ∪ {v}) = 0 and zx / ∈ A(D) we obtain that y → w → x for some w ∈ B \ {v, z}. Therefore uvywx is a C-bypass through y, which is a contradiction. Lemma 3.11 is proved.
Proof of the main result
For readers convenience, again we will formulate the main result. In the sequel we assume that the cycle C := x 1 x 2 . . . x m x 1 and the C-bypass P 0 := x 1 z 1 . . . z k yz k+1 . . . z t x a+1 satisfy the conditions (a)-(c), where 1 ≤ a ≤ m − 1 and y ∈ V (D) \ V (C) is a Y -vertex (possibly, z 1 = y or y = z t ). Since the cycle C has the maximum Y -length, it follows that C[x 2 , x a ] contains a Y -vertex. In particular, a ≥ 2. Note that the gap of C-bypass P 0 is equal to a.
Since the gap a is minimal, the vertex y is not adjacent with any vertex of C[x 2 , x a ], i.e, d(y, C[x 2 , x a ]) = 0. Therefore, by Lemma 3.2,
since any Y -vertex of B := V (D) \ V (C) cannot be inserted into C. From the minimality of the path P it follows that
Notice that |C[x 2 , x a ]| = a − 1 and |C[x a+1 , x 1 ]| = m − a + 1. First for the cycle C and C-bypass P 0 := x 1 z 1 . . . z k yz k+1 . . . z t x a+1 it is convenient to prove the following two claims below. 
Proof of Claim 1. Since we assumed that the cycle C has maximum Y -length, from Lemma 3.3 it follows that some Y -vertex, say y 1 , of C[x 2 , x a ] cannot be inserted into C[x a+1 , x 1 ]. Hence, using Lemma 3.2, we obtain
From the minimality of C[x 2 , x a ] it follows that the vertices y and y 1 are nonadjacent. Put R := V (D)\ (V (C)∪V (P )). Now we want to compute the sum of degree y and y 1 . By minimality
From the minimality of C[x 2 , x a ] also it follows that
Therefore, d(y 1 , P ) ≤ |P | − 1 since y and y 1 are nonadjacent. This together with the above inequalities (4)- (7) gives 
We consider the cycle
. This cycle contains all the Y -vertices of C, and hence has maximum Y -length. It is easy to see that x 1 z 1 . . . z k yz k+1 . . . z j is a C 1 -bypass through y. By choice of the cycle C and C-bypass P 0 we have that y 1 = x a , i.e., the C-gap of P 0 and C 1 -gap of Q are equal but the path z 1 . . . z k yz k+1 . . . z j−1 is short than the path z 1 . . . z k yz k+1 . . . z t , which contradicts (c). Therefore,
which together with (8) implies that d(y 1 , P ) = 0. Claim 2 is proved.
other than y. Claim 1 implies that x is not on P . We distinguish two cases according as in B\(P \{y}) there exists a path with end-vertices x and y or not. Case 1. In B \ (P \ {y}) there exists a path from x to y or there exists a path from y to x. Without loss of generality, we may assume that in B \ (P \ {y}) there is an (x, y)-path (for otherwise, we consider the converse digraph of D).
Let H be a shortest (x, y)-path in B \ (P \ {y}) . Observe that x 1 x / ∈ A(D), since otherwise, if x 1 x ∈ A(D), then the path P 1 (Claim 1(iii)) together with the arc x 1 x and the paths H and P 0 [y, x a+1 ] forms a cycle, say C 1 , which contains more Y -vertices than C, which contradicts to our assumption that C has maximum Y -length (C 1 contains all Y -vertices of C, except y 1 , and Y -vertices x and y). Put R := B \ (V (P ) ∪ V (H)) and
By Claim 1, we have
From the minimality of the gap a (or of the existence of the path P 3 ) it follows that y 1 x / ∈ A(D) (therefore either xy 1 ∈ A(D) or x and y 1 are nonadjacent) and 
since x 1 x / ∈ A(D) and the arc xy 1 cannot be inserted into P 1 (for otherwise, D contains a cycle which contains all Y -vertices of C and Y -vertices x, y, which is a contradiction). From the minimality of the gap a, the existence of the paths P 2 , P 3 (by Claim 1) and Claim 2 it follows that
Clearly,
where Q := C[x 2 , x a ] − P 1 . By adding the above relations (10)- (13), we obtain
This together with (9) gives
which contradicts condition A 0 , since y, y 1 and x are Y -vertices, y, y 1 are nonadjacent and y 1 x / ∈ A(D).
Subcase 1.2.
The vertices x and y 1 are nonadjacent. We will distinguish two subcases, according as there exists a (y, x)-path in B \ (P \ {y}) or not.
It is not difficult to see that the path H cannot be inserted into C. Hence, from Lemma 3.1 it follows that
Moreover,
, and by minimality of P ,
The last inequality together with (14) , (15) and (9) implies that
which contradicts condition A 0 , since y, y 1 and x are Y -vertices, y, y 1 are nonadjacent and yx / ∈ A(D).
there is a (y, x)-path. Assume first that in B \ (P ∪ H \ {x, y}) there is a (y, x)-path . Let Q be a shortest (y, x)-path in B \ (P ∪ H \ {x, y}) .
Let now R := B \ (P ∪ H ∪ Q). We want to compute the degree sum of the vertices x and y 1 . From the minimality of the C[x 2 , x a ] and the existence of the paths H and Q it follows that
where
Now we consider the vertex x. It is not difficult to see that x cannot be inserted into P (for otherwise there exists an (z 1 , z t )-path with vertex set V (P ) ∪ {x} which together with the arcs x 1 z 1 , z t x a+1 and the path P 1 (Claim 1) forms a cycle which contains all the Y -vertices of C except y 1 and Y -vertices x and y, this contradicts the assumption that C has the maximum Y -length). Therefore, by Lemma 3.2,
From the minimality of the paths H and Q it follows that
Since the gap a is minimal, we obtain that d(x, C[x 2 , x a ]) = 0. Using the path P 1 (Claim 1), it is not difficult to see that
) ≤ m−a, since x cannot be inserted into C. Summing the above inequalities (16)- (19) and the last inequality, an easy computation shows that
By minimality of P we have
On the other hand
, then using the paths Q, P 1 and the subpaths of the path P we can obtain a cycle which contains more Y -vertices than C. The last two inequalities imply that
Finally we consider the paths H ′ and Q ′ . Now we will compute d
From the minimality of the path H it follows that d 
since a ≥ 2 and |Q ′ | ≥ 1. This together with (9) contradicts condition A 0 , since x, y, y 1 are Y -vertices, y, y 1 are nonadjacent and yx / ∈ A(D). Case 2. In B \ (P \ {y}) there is no path between the vertices x and y. In particular, x and y are nonadjacent.
Let now R := B \ (P ∪ {x}). Then it is easy to see that
since in B \ (P \ {y}) there is no path between x and y. Using Lemmas 3.1 and 3.2 we obtain that
since the vertex x cannot be inserted neither into P nor C. The last three inequalities together with (4) and (5) imply that
This together with (9) contradicts Lemma 3.7, since {x, y} and {y, y 1 } are two distinct pairs of nonadjacent vertices of Y . The discussion of Case 2 is completed and with it the proof of the theorem is also completed.
Concluding remarks
Observe that the example of the digraph in Remark 1 is not 2-strongly connected and |Y | = 3. May be true the following conjecture. C. Thomassen [18] (for n = 2k + 1) and the author [7] (for n = 2k) proved the following theorem below. Before stating it we need to introduce some additional notations. Let H(2m) denote a digraph of order 2m with vertex set A ∪ B ∪ {x, y} such that A ∪ {x} = B ∪ {y} = K * m , there is no arc between A and B, H(2m) also contains all the arcs of the form ya, bx, for all a ∈ A and b ∈ B, and the arc xy or both arcs xy and yx. Theorem H (Thomassen [18] , Darbinyan [7] ). Let D be a digraph of order n ≥ 5 with minimum degree at least n − 1 and with minimum semi-degree at least n/2 − 1. [18] ).
A question was put in [9] : Let D be a digraph of order n ≥ 5 and let T = ∅ be a subset of V (D). Assume that D is strongly connected (or D is T -strongly connected) and every vertex of T has degree at least n − 1 and has outdegree and indegree at least n/2 − 1. Whether D has a cycle that contains all the vertices of T .
For n = 2m + 1 in [9] it was proved: If D is strongly connected and contains a cycle of length n − 1, then D has a cycle containing all the vertices of T unless some extremal cases.
