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Arbeitsatmosphäre und die vielen vielen interessanten Diskussionen beim
Essen, Colatrinken, Klausurtagen oder dem gemeinsamen Streßbewältigen
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6.3.3. Übergang zwischen Bewegungsphasen . . . . . . . 114
6.4. Ansatz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.4.1. Grundlagen von Petri-Netzen . . . . . . . . . . . . 118
6.4.2. Anwendung von Petri-Netzen . . . . . . . . . . . . 123
6.5. Eigener Ansatz zur Bewegungskoordination . . . . . . . . . 127
6.5.1. Interpretation von Stellen und Transitionen . . . . . 128
6.5.2. Erweiterung von Petri-Netzen mit Funktionen . . . . 129
6.5.3. Definition eines erweiterten Petri-Netzes . . . . . . 130
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5.17. Einflüsse auf eine Greifskill. . . . . . . . . . . . . . . . . . 82
5.18. Greifskills mit spezifischen Algorithmen . . . . . . . . . . . 84
5.19. Hierarchie von Greifskills . . . . . . . . . . . . . . . . . . . 89
5.20. Transparente Benutzung abgeleiteter Objekte . . . . . . . . 90
5.21. Zugriff von abgeleiteten Objekten auf andere Systemteile . . 91
5.22. Benutzung von Greifskills in der Greifplanung . . . . . . . . 92
5.23. Benutzung von Greifskills in der lokalen Handsteuerung . . 93
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Glossar
Dieses Glossar enthält Erläuterungen für die wichtigsten im Text verwende-
ten Begriffe sowie die Seitennummer ihrer ersten Verwendung:
Abduktion 28
Medizinische Bezeichnung für die Bewegung zum Abspreizen eines
Körperteils von der Körper- bzw. Gliedmaßenachse, siehe auch [120].
Hier insbesondere das Abspreizen der Finger. Gegenteil: Adduktion.
Adduktion 28
Medizinische Bezeichnung für die Bewegung zum Heranführen eines
Körperteils an die Körper- bzw. Gliedmaßenachse, siehe auch [121].
Hier insbesondere das Zusammenziehen der gespreizten Finger. Ge-
genteil: Abduktion.
anthropomorph 2
Menschenähnlich. Ursprünglich aus dem Griechischen: unbelebte Ge-
genstände, Tiere, Götter, Naturgewalten und ähnliches, denen mensch-
liche Eigenschaften zugesprochen werden. Im griechischen: anthro-
pos = Mensch; morph = Form/Gestalt. Siehe auch [123].
Blackboard 51
Der englische Begriff Blackboard (schwarzes Brett) bezeichnet eine
Software-Datenstruktur, welche die Zusammenarbeit mehrerer ’Be-
nutzer‘ (Prozesse, Module, . . . ) ermöglicht. Ein Blackboard erlaubt
den einfachen Datenaustausch auch von komplexeren oder umfangrei-
cheren Datenstrukturen zwischen verschiedenen Modulen, auch über
Prozess- und sogar Rechnergrenzen hinweg. Siehe auch [119].
xxiv Symbol- und Begriffsverzeichnis
distal 26
Anatomische Lagebezeichnung: vom Körper entfernt gelegen. Gegen-
teil: proximal. Siehe auch [122].
dorsal 59
Anatomische Lagebezeichnung: zum Handrücken hin gelegen, siehe
auch [122]. Gegenteil: palmar.
Echtzeit-System 35
Ein System, das Ergebnisse innerhalb fest garantierter Zeitintervalle,
den sog. Echtzeitanforderungen, berechnen muss. Siehe auch [127].
Endeffektor 7
Oberbegriff für Werkzeuge (englisch: tools) am Ende eines Roboter-
arms. Neben Werkzeugen zum Greifen werden bei Industrierobotern
auch solche zum Schweißen, Nieten oder Lackieren eingesetzt. Siehe
auch [128] bzw. Greifwerkzeug.
Feinmanipulation 14
Änderung der Position und/oder der Orientierung von gegriffenen Ob-
jekten allein durch die Bewegung der Finger, also ohne Bewegung des
Armes. Im Gegensatz zur Manipulation werden dabei Objekte präzise
mit den Fingerspitzen gegriffen. Dadurch können Objekte, z. B. durch
Umgreifen, innerhalb des Arbeitsraums der Hand neu positioniert wer-
den, ohne sie ablegen zu müssen. Siehe auch [31, 35].
Flexion 28
Anatomische Bewegungsbezeichnung: Beugung eines Gelenks, sie-
he auch [130]. Die gegenläufige Bewegung wird als Extension (Stre-
ckung) bezeichnet.
Framework 50
Ein (Software-) Framework bietet ein vorgegebenes Gerüst oder einen
Rahmen mit dem unterschiedliche Anwendungsfälle eines bestimmten
Bereiches gelöst werden können. Ein Framework definiert die Anwen-
dungsarchitektur sowie den Kontrollfluss und die Schnittstellen auf der
obersten, abstraktesten Ebene. Siehe auch [131].
Glossar xxv
Freiheitsgrad 7
Bei Gelenken beschreibt der Freiheitsgrad die Anzahl und Art der
möglichen Bewegungen, die das Gelenk ausführen kann. Die Zahl
der Freiheitsgrade eines Systems von verbundenen Gelenken ist die
Summe der Freiheitsgrade der Gelenke, sofern nicht durch zusätzliche




Elementares Bewegungsmuster für die einzelnen Fingergelenke der
Hand. Folge von koordinierten Bewegungen der einzelnen Fingerge-
lenke. Für jedes handhabbare Greifobjekt gibt es ein oder mehrere
Greifmuster.
Greifobjekt 12
Ein vom Greifsystem des Roboters zu greifendes Objekt. Dazu zählen
frei bewegliche Gegenstände (z. B. Geschirrteile) ebenso wie begrenzt
bewegliche (z. B. Griffe oder Bedienelemente von Einrichtungsgegen-
ständen).
Greifskill 75
Softwarekomponente, die eine bestimmte Fertigkeit der Hand zur Aus-
führung eines bestimmten Aspektes einer Handhabung realisiert. Be-
steht aus Greifmuster, Parametern und Algorithmen, welche spezifisch
für Greifobjekt und Greifaktion sind. Steuert bei Ausführung reaktiv
die Bewegungen der Finger, also letztlich die Umsetzung des Greif-
musters.
Greifsteuerung 10
Steuerungssystem für das Greifwerkzeug. Bei Industrierobotern iden-
tisch mit der Robotersteuerung, bei humanoiden Robotern aufgrund
der Komplexität des Greifwerkzeugs und der Greifaufgabe eigenstän-
diges Subsystem der Robotersteuerung.
Greifsystem 10
Kombination aus Greifwerkzeug und Greifsteuerung.
xxvi Symbol- und Begriffsverzeichnis
Greifwerkzeug 7
Oberbegriff für Werkzeuge zum Greifen am Ende eines Roboterarms.
Bei Industrierobotern z. B. zangenartige Backengreifer oder Sauggrei-
fer; bei humanoiden Robotern mehrfingrige Roboterhände.
Handhabung 11
Alle Bewegungen, Anwendungen oder Benutzungen von Gegenstän-




Robotersysteme, die weitgehend menschenähnliches Erscheinungsbild
und/oder Verhalten besitzen, siehe auch [137].
Industrieroboter 7
Robotersysteme in der industriellen Fertigung zur Bearbeitung oder
zum Transport von Werkstücken mit spezialisierten Werkzeugen (sie-
he Endeffektor. Besteht i. Allg. aus einer Kinematik mit mehreren Ach-
sen zur Positionierung des Werkzeugs. Siehe auch [138].
lateral 65
Anatomische Lagebezeichnung: zur Seite hin gelegen, s. auch [122].
Gegenteil: medial.
Manipulation 8
Hier: gezielte physikalische Modifikation der Umwelt durch den Ro-
boter, z. B. durch Bewegen von Objekten oder Betätigen von Schaltern
oder Hebeln. Siehe auch Feinmanipulation.
medial 28
Anatomische Lagebezeichnung: zur Mitte hin gelegen, s. auch [122].
Gegenteil: lateral.
Mehrfingergreifer 7




Nebenläufige Aktivitäten bzw. Ereignisse sind kausal unabhängig. Sie
beeinflussen sich nicht gegenseitig und können parallel zueinander
ausgeführt werden bzw. gleichzeitig auftreten. Siehe auch [140].
palmar 59
Anatomische Lagebezeichnung: zur inneren Seite der Hand (Hand-
innen-fläche) hin gelegen, siehe auch [122]. Gegenteil: dorsal.
proximal 26
Anatomische Lagebezeichnung: zum Körper hin gelegen. Gegenteil:
proximal. Siehe auch [122].
Roboterhand 2
Allg.: mehrfingriges Greifwerkzeug für Roboter. Hier: der menschli-
chen Hand nachempfundener (anthropomorpher) Greifer.
Robotersteuerung 7
Steuerungssystem für den Roboter, i. Allg. realisiert in kooperieren-
den hierarchischen Ebenen. Die unteren Ebenen realisieren die An-
steuerung einzelner Achsen, während höhere Ebenen mehrere Achsen
koordinieren und auf Umwelteinflüsse reagieren. Siehe auch [138].
taktile Sensoren 2
Taktil bedeutet ‘den Tastsinn betreffend’. Taktile Sensoren erlauben
die Stärke und/oder den Ort einer mechanischen Berührung zu ermit-
teln. Siehe auch [135].
Teleoperation 16
Betriebsart, bei der die Bewegungsvorgaben für einen Roboter auf Ge-
lenkwinkelebene nicht vom Steuerungssystem des Roboters, sondern
von einem (entfernten) Menschen erzeugt werden.
Trajektorie 70
Lateinisch Trajektorie = Bahnkurve. Robotik: Kurve eines bestimm-
ten Teils des Roboters, z. B. des Endeffektors, im Raum (kartesisch/-
Gelenkwinkel) über die Zeit. Bei Parallelkinematiken (wie z. B. einer
Roboterhand) ist die Bahnkurve die zeitliche Folge der Gelenkwin-




Humanoide Roboter bilden eine relativ neue Art von Robotern im Bereich
der Servicerobotik. Ihr Einsatzgebiet unterscheidet sich sehr stark von dem
herkömmlicher Industrieroboter, denn im Gegensatz zu diesen sollen sie im
häuslichen Umfeld eingesetzt werden und gemeinsam mit Menschen Aufga-
ben bewältigen. Der Roboter soll dabei unterschiedlichste Aufgaben erledi-
gen und sehr flexibel in seiner Umwelt agieren können. Typische Aufgaben
für einen derartigen Roboter sind dabei alle Arten von Hol- und Bring-Diens-
ten. Aber auch eine engere Zusammenarbeit zwischen Mensch und Roboter
ist möglich, bis hin zur direkt physikalisch gekoppelten Kooperation, bei-
spielsweise beim gemeinsamen Tragen von Gegenständen. Der Roboter soll
also mehr wie ein persönlicher Assistent oder ein intelligenter Helfer agieren
und weniger wie ein kräftiges, aber dummes Arbeitstier zur Verrichtung sich
ständig wiederholender Abläufe.
1.2. Greifwerkzeuge für humanoide Roboter
Das Einsatzgebiet bedingt auch spezielle Anforderungen an das sog. Greif-
werkzeug des Roboters. In einem häuslichen Umfeld, also z. B. in einer
Küche, gibt es sehr viele verschiedene Objekte, die auf bestimmte Art und
Weise manipuliert, d. h. gezielt beeinflusst werden müssen. Zum Beispiel
müssen Objekte wie Tassen, Teller oder Flaschen gegriffen, Schubladen oder
Schranktüren geöffnet und geschlossen sowie Einrichtungen wie Lichtschal-
ter oder Spülmaschinen bedient werden. Etwas allgemeiner ausgedrückt: Die
Objekte der Umgebung des Roboters müssen in geeigneter Weise gehand-
habt werden. Aufgrund der vielfältigen Formen und Größen der Objekte
benötigt man dafür entweder mehrere spezialisierte Greifwerkzeuge oder
aber ein einziges und dafür sehr flexibles. Da primär aus technischen Gründen
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(Gewicht, Platz, Kosten, . . . ) die erstgenannte Lösung nicht realisierbar ist,
wird also ein flexibles, multifunktionales Greifwerkzeug benötigt.
Die zu manipulierenden Objekte besitzen i. Allg. jedoch keine beliebige
oder zufällige Form, sondern ihre Form ist an die menschliche Hand ange-
passt. Man denke dabei z. B. an die ergonomische1 Form einer Tasse, einer
Mineralwasserflasche oder auch eines Türgriffs. Die Hand des Menschen ist
also ein geeignetes, wenn auch äußerst komplexes Vorbild für das gesuchte
Greifwerkzeug. Diese Lösung steckt sprachlich sogar schon in den obigen
Formulierungen, in denen vom ” manipulieren“
2 oder auch ” handhaben“
die Rede war. Aufgrund der Ähnlichkeit in Form und/oder Funktion mit der
menschlichen Hand wird ein solches Greifwerkzeug daher auch oft als an-
thropomorphe3 Roboterhand bezeichnet.
1.3. Steuerungssystem von Roboterhänden
Die vorliegende Arbeit beschäftigt sich mit dem Steuerungssystem von sol-
chen Roboterhänden. Dieses muss nicht nur die Bewegungen der Finger-
gelenke der Hand steuern, sondern es muss diese Bewegungen auch entspre-
chend der Umgebung und der aktuellen Situation planen und ausführen. Wei-
terhin muss es die einzelnen Fingerbewegungen untereinander und mit den
Bewegungen des restlichen Roboters, insbesondere des Armes, koordinie-
ren. Aufgrund der Komplexität der Abläufe bei einem humanoiden Roboter
mit einem derartigen, aufwändigen Greifsystem, ist ein dediziertes4 Steuer-
ungssystem unbedingt erforderlich.
Um auch eine Vorstellung davon zu bekommen, was man sich unter einem
humanoiden Roboter vorzustellen hat, zeigt Abbildung 1.1 zunächst zwei
Beispiele für derartige Systeme. Das links abgebildete System (ARMAR II)
verfügt über zwei Arme und kann sich auf einer fahrbaren Plattform frei
im Raum bewegen. Das rechts gezeigte System hat einen Arm und ist fest
montiert, verfügt aber über taktile Sensoren5 auf dem Arm und in der Hand.
Insbesondere der letztgenannte Aufbau ist in [106] genauer erläutert.
1Griechisch: ergon = Arbeit/Werk; nomos = Gesetz/Regel. Hier im Sinne von ’an den Menschen angepasst‘
2Lateinisch: manus = Hand
3Griechisch: anthropos = Mensch; morph = Form/Gestalt. Hier im Sinne von ’menschenähnlich‘
4Ein dediziertes System ist auf eine einzige, spezielle Aufgabe ausgelegt. Siehe auch [125]. (Nicht zu ver-
wechseln mit ” dezidiert“, das für ’entschieden‘, ’bestimmt‘ oder ’energisch‘ steht)5taktil = den Tastsinn betreffend













(b) Anthropomorpher Roboterarm, nach [20, 53,
19, 74, 152, 155, 154]
Abbildung 1.1.: Beispiele humanoider Roboter mit anthropomorphen Robo-
terhänden. Das System rechts wurde zur Evaluation der Arbeit verwendet.
Diese beiden Systeme verwenden das gleiche Greifwerkzeug, eine anthro-
pomorphe Roboterhand mit fünf Fingern. Das Steuerungssystem eben die-
ser Hand ist Gegenstand der vorliegenden Arbeit. Abbildung 1.2 zeigt eine
Detailaufnahme der Hand ohne Schutzhandschuh. Besonderheiten sind zum
Einen die anthropomorphe Form und Größe, welche durch die Verwendung
neuartiger, sog. flexibler Fluidaktoren ermöglicht wird. Zum Anderen sind
in die Hand auch kraft- und ortsauflösende taktile Sensoren in den Finger-
spitzen und in einzelnen Fingergliedern integriert.
1.4. Aufbau der Arbeit
Der weitere Aufbau dieser Arbeit gestaltet sich wie folgt:
• Kapitel 2 beschreibt die sich aus dem gewählten Kontext ergebenden
Anforderungen und die von der Arbeit untersuchte Problemstellung.
















Abbildung 1.2.: Anthropomorphe Roboterhand des Sonderforschungsbe-
reichs 588 mit Fluidaktoren und taktiler Sensorik. Siehe auch [98, 103,
101, 104, 99, 100, 52], bzw. Anhang A.
• Die darauf folgenden Kapitel 4 – 6 bilden den Kern der Arbeit:
– In Kapitel 4 wird zunächst eine geeignete Architektur für die
Handsteuerung konzipiert, welche die Erfüllung der zuvor auf-
gestellten Anforderungen ermöglicht.
– Danach wird in Kapitel 5 detailliert auf die Entwicklung einer fle-
xiblen Realisierung der geforderten Fähigkeiten der Handsteue-
rung eingegangen.
– Das entworfene Verfahren zur benötigten Koordination der Hand-
steuerung mit anderen Teilsteuerungen wird dann in Kapitel 6
genauer erläutert.
• Kapitel 7 beschreibt die erzielten Ergebnisse.
• Den Abschluss bildet Kapitel 8, das die Arbeit zusammenfasst.
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Um den normalen Textfluss nicht zu stören, werden nicht alle auftretenden
Fachbegriffe im Text genauer erläutert. Die wichtigsten Fachbegriffe sind
jedoch im Glossar aufgeführt (siehe Seite xxiii ff. im Vorspann). Bei ihrer
ersten Verwendung im Text sind sie in Schrägschrift gedruckt.

2. Ziele, Anforderungen und
Problemstellungen
2.1. Motivation
2.1.1. Steuerungssysteme für Industrieroboter
Schon seit geraumer Zeit werden in der industriellen Fertigung Roboter-
systeme für die automatisierte Massenfertigung von Konsumgütern einge-
setzt. Solche Industrieroboter erledigen dabei neben bearbeitenden Tätigkei-
ten wie Schweißen, Nieten oder Lackieren auch Transport- und neuerdings
auch Mess- und Prüfaufgaben. Je nach Aufgabe werden dafür unterschiedli-
che, stark spezialisierte Werkzeuge am Ende eines Roboterarms angebracht
und eingesetzt, die sog. Endeffektoren. Beispiele für solche Werkzeuge sind
Greifwerkzeuge, wie Backengreifer oder Sauggreifer, aber auch Material be-
arbeitende Werkzeuge, wie Schweißzangen oder Lackierpistolen. Da die-
se Werkzeuge i. Allg. nur sehr wenige Freiheitsgrade besitzen, werden sie
direkt von der Robotersteuerung als sog. Zusatzachsen angesteuert. Diese
Werkzeuge besitzen und benötigen daher also auch kein zusätzliches eige-
nes Steuerungs- oder Planungssystem.
Werden zur Lösung der Automatisierungsaufgabe unterschiedliche Werk-
zeuge benötigt, so wird die Aufgabe in einzelne Arbeitsschritte zerlegt. Diese
werden nacheinander von verschiedenen Robotern oder von einem Roboter
mit einem sog. Werkzeugwechselsystem erledigt. Aus dieser Arbeitsteilung
ergibt sich auch die Anordnung der Roboter in Fertigungsstraßen, die von
den zu bearbeitenden Werkstücken durchlaufen werden.
Hieraus ergibt sich als Aufgabe für das Steuerungssystem eines Indus-
trieroboters i. W. die Ausführung der Bewegungen des Roboters. Dies wird
erreicht durch die Ansteuerung der Roboterachsen und des Endeffektors, so-
wie ggf. weiterer Peripherie, wie z. B. Förderbänder für die Zu- oder Abfuhr






















Abbildung 2.1.: Schematische, stark vereinfachte Darstellung der Mechanik
(links) und der in dedizierte Untersysteme aufgeteilten Steuerung (rechts)
eines humanoiden Roboters.
von Material. Die Roboterbewegungen sind dabei vorab genau berechnet. Sie
erfolgen in einem festen Zyklus oder werden jeweils durch einen definierten
Impuls ausgelöst und synchronisiert.
2.1.2. Steuerungssysteme für humanoide Roboter
Ganz anders dagegen sieht die Situation bei einem humanoiden Roboter
aus. Hier soll aus praktischen Gründen wie Platzmangel oder Kosten nicht
ein ”Heer“ von spezialisierten Robotern gestellte Aufgaben erfüllen, son-
dern ein einzelner humanoider Roboter soll selbständig oder in Kooperation
mit dem Menschen in der Umgebung des Menschen arbeiten. Dies erfordert
vielfältige Fähigkeiten – auch und gerade vom Endeffektor des Roboters, da
dieser das primäre Werkzeug für die notwendige Manipulation der Umwelt
ist. Die geforderten Fähigkeiten erfordern eine hohe Flexibilität sowohl für
die mechanische Konstruktion als auch für das zugehörige Steuerungssys-
tem. Hierbei soll ”Flexibilität“ verstanden werden im Sinne von der Fähig-
keit, sich auf unterschiedliche Anforderungen und Gegebenheiten der Um-























Abbildung 2.2.: Sensomotorischer ”Homunculus“ zur Lokalisation der ein-
bzw. auslaufenden Nervenfasern von Sinnes- bzw. Muskelzellen der
Körperteile in der Großhirnrinde, nach [59, 136].
Im Vergleich zu Industrierobotern ist bei humanoiden Robotern das Steu-
erungssystem viel stärker in spezialisierte Untersysteme gegliedert. Es setzt
sich i. Allg. aus dedizierten, kooperierenden Steuerungssystemen für die Ein-
zelkomponenten zusammen. Es existieren also eigene Untersysteme für die
Armsteuerung, Kopfsteuerung, Plattformsteuerung und insbesondere auch
die Greifsteuerung. Die Untersysteme können dabei nicht nur logisch, son-
dern u. U. auch physikalisch voneinander getrennt realisiert sein, d. h. sie
können ein verteiltes Rechnersystem bilden. Die Abbildung 2.1 zeigt dies
schematisch. Diese stärkere Unterteilung ist notwendig, da humanoide Ro-
boter und die von ihnen zu bewältigenden Aufgaben komplexer als Indus-
trieroboter bzw. industrielle Fertigungsaufgaben sind. Humanoide Roboter
haben beispielsweise i. Allg. sehr viel mehr Freiheitsgrade, also anzusteuern-
de Achsen, aber auch die von ihm zu erledigenden Aufgaben sind aufgrund
von ungenauem oder ungenügendem Umweltwissen schwieriger und auch
vielfältiger. Dies gilt in ganz besonderem Maße auch für das Greifsystem
eines humanoiden Roboters.
Dass ein eigenes Steuerungssystem für das Greifwerkzeug durchaus ge-
rechtfertigt, ist zeigt sich auch, wenn man das menschliche Vorbild, beste-
hend aus Hand (Greifwerkzeug) und Gehirn (Greifsteuerung) betrachtet. Der








Abbildung 2.3.: Greifsystem bestehend aus dem mechanischen Greifer mit
Aktoren, Sensoren, Gelenken, Fingergliedern und der Greifsteuerung.
Die Software der Greifsteuerung dient zur Ansteuerung der Elektronik,
also der Hardware und diese wiederum steuert letztlich die Aktoren und
Sensoren der Mechanik an.
sog. sensomotorische Homunculus1 zeigt die Zuordnung von Körperteilen zu
den zugehörigen sensorischen bzw. motorischen Arealen in der Großhirn-
rinde (Cortex2) des Menschen, siehe auch Abbildung 2.2. Die Größe dieser
Areale hängt nicht von der Größe der jeweiligen Körperteile ab, sondern
von der Komplexität der für sie notwendigen sensorischen oder motorisch-
en Verarbeitung. Wie in der Abbildung deutlich wird, sind die Areale, die
für die Hand und die Finger zuständig sind, vergleichsweise groß. Sie sind
tatsächlich sogar ähnlich groß wie die Areale von Arm, Bein, Leib und Kopf
(ohne Gesicht) zusammen genommen.
Das Greifsystem eines humanoiden Roboters setzt sich aus dem mecha-
nischen Greifer – der anthropomorphen Roboterhand – und der zugehörigen
Hand- oder Greifsteuerung zusammen, siehe Abbildung 2.3. Die spezielle
Aufgabenstellung für das Greifsystem eines humanoiden Roboters und die
Anforderungen an ein solches System werden nun anhand des bereits in der
Einleitung angedeuteten Einsatzszenario zunächst genauer herausgearbeitet.
Danach wird die genaue Problemstellung und die Zielsetzung der vorliegen-
den Arbeit im Detail dargelegt.
1Lateinisch: Homunculus = Menschlein
2Lateinisch: Cortex = Rinde
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2.2. Einsatzszenario
Wesentliche Teile der vorliegenden Arbeit entstanden im Rahmen des Son-
derforschungsbereichs 588 ” Humanoide Roboter – Lernende und kooperie-
rende multimodale Roboter“. Daher leiten sich auch die Anforderungen und
die Aufgabenstellung des untersuchten Greifsystems aus der Zielsetzung je-
nes Forschungsvorhabens ab. Das dort untersuchte humanoide Robotersys-
tem (siehe auch [106]) soll ” prototypische Alltagshandlungen im häuslichen
Bereich“ verrichten und ” dem Menschen an seinem Arbeitsplatz oder in
häuslicher Umgebung einen kooperations- und lernbereiten Partner zur Sei-
te stellen“ [107, 110, 111]. Diese allgemeinen Vorgaben wurden im Verlauf
der Forschungen weiter konkretisiert und dann vom Autor im speziellen Hin-
blick auf Vorgaben für das Greifsystem detailliert ausgearbeitet [71].
2.2.1. Einsatzgebiet
Als Einsatzgebiet für den humanoiden Roboter wurde eine Küchenumge-
bung festgelegt, da hier vielerlei Tätigkeiten vom Roboter sowohl selbständig
als auch in Kooperation mit dem Menschen ausgeführt werden können. Als
mögliche Aufgaben für den Roboter ergeben sich in diesem Szenario alle
Arten von Handhabungen von Gegenständen. Beispiele hierfür sind:
• Das Herholen und Übergeben bzw. Annehmen und Wegbringen von
Alltagsgegenständen
• Das Befüllen und Entleeren bzw. Be- und Entladen von Behältern
• Das Transportieren bzw. Halten eines Gegenstandes, auch gemeinsam
mit dem Menschen
• Das Bedienen einfacher Geräte
• Kommunikation mit dem Menschen
2.2.2. Greifobjekte
In den ersten vier der im vorherigen Abschnitt genannten Punkte ist ne-
ben dem Roboter auch immer ein Gegenstand beteiligt. Diese zu greifenden
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oder allgemeiner ”zu handhabenden“ Gegenstände werden im Folgenden als
Greifobjekt bezeichnet. Beachtenswert dabei ist, dass Roboter und Mensch
dieselben Objekte benutzen sollen, die Umgebung soll bewußt nicht an den
Roboter angepasst werden, sondern der Roboter soll sich an eine Umgebung,
die für den Menschen gemacht ist, anpassen.
Alltagsgegenstände
Eine Art von Greifobjekten sind die zuvor ganz allgemein als Alltagsgegen-
stände bezeichneten Objekte. Es sind die in einer Küchenumgegung übli-
cherweise vorkommenden Objekte, wie Geschirrteile (Flaschen, Gläser, Tel-
ler, Tassen) oder Besteckteile (Messer, Gabel, Löffel). Diese sind frei be-
weglich, d. h. sie können prinzipiell ohne Einschränkungen aufgenommen,
bewegt und wieder abgelegt werden.
Solche Objekte haben Abmessungen (z. B. Durchmesser) im Bereich von
etwa 1 cm bis zu 8 cm und ein Gewicht bis zu etwa 1 kg (z. B. Ein-Liter PET-
Flasche oder Halb-Liter Glasflasche).
Bedienelemente
Die zweite wichtige Art von Greifobjekten sind Bedienelemente. Dazu zäh-
len einfache Schalter und Knöpfe von Geräten oder Einrichtungen, wie z. B.
ein Lichtschalter oder der Startknopf des Mikrowellenherdes. Aber auch der
Griff einer Tür oder einer Schublade ist ein solches Greifobjekt. Im Gegen-
satz zu den Alltagsgegenständen können diese i. Allg. nicht frei bewegt wer-
den, sondern unterliegen Einschränkungen, sog. Zwangsbedingungen. Ein
Türgriff einer Schwingtüre bewegt sich zum Beispiel mit der Türe, also ent-
lang einer Kreisbahn um die Türangeln, ein Schubladengriff dagegen bewegt
sich linear entsprechend den Schienen des Schubladenauszugs.
2.2.3. Besonderheiten des Einsatzgebietes
Das Einsatzgebiet des humanoiden Roboters und die von ihm auszuführen-
den Aufgaben bergen einige Besonderheiten – auch und gerade im Hinblick
auf das Greifsystem:
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• Die Umgebung ist für den Menschen gemacht, d. h. die zu handhaben-
den Gegenstände sind in Form, Größe und Beschaffenheit an die Hand
des Menschen angepaßt.
• Form, Größe und Beschaffenheit der zu handhabenden Gegenstände
variiert stark.
• Die Umgebung ist i. Allg. nur unvollständig bekannt und dynamisch,
d. h. sie ändert sich ständig, z. B. durch Eingriffe des Menschen.
• Eine direkte, physische Interaktion mit dem Menschen ist möglich,
bzw. sogar gewünscht oder erforderlich.
• Der humanoide Roboter interagiert nicht nur mit Roboterexperten, son-
dern auch mit Laien.
Diese Besonderheiten haben einerseits Auswirkungen auf die mechanische
Auslegung des Greifsystems. Sie beeinflussen andererseits aber insbesonde-
re auch das zugehörige Steuerungssystem.
2.3. Erforderliche Fähigkeiten des
Greifsystems
Aus dem zuvor beschriebenen Szenario lassen sich nun die grundlegenden
Fähigkeiten ableiten, die ein adäquates Greifsystem für einen humanoiden
Roboter haben muss:
• Sicheres Greifen von Objekten
• Einfaches Manipulieren von Objekten
• Gestikulieren zur Kommunikation mit dem Menschen
Diese schlagwortartig aufgelisteten Fähigkeiten sollen nun genauer definiert
werden. Zur späteren Referenzierung sind sie nummeriert.





F-2: Manipulieren F-3: Gestikulieren
Objektkontakt ja ja nein
Objektbewegung frei eingeschränkt -
Tabelle 2.1.: Fähigkeiten und Objektkontakt bzw. Objektbewegung
Fähigkeit F-1: Sicheres Greifen
Das sichere Greifen ist die wichtigste erforderliche Fähigkeit im Szena-
rio. Es bezeichnet das Aufnehmen, Halten bzw. Transportieren und wie-
der Ablegen von Objekten, ohne diese fallen zu lassen. Allein mit dieser
Fähigkeit lassen sich viele der beschriebenen Aufgaben lösen.
Fähigkeit F-2: Manipulieren
Unter Manipulieren von Objekten sollen hier aber nur einfache Vorgänge,
wie ”Schalter betätigen“, ”Handgriffe ziehen“ oder ”Hebel umlegen“ ver-
standen werden und nicht Feinmanipulation. Eine weitere Art von Ma-
nipulation im hier gemeinten Sinn ist das Befüllen bzw. Entleeren, z. B.
beim Einschenken eines Getränks in eine Tasse.
Fähigkeit F-3: Gestikulieren
Aber auch der letztgenannte Punkt, das Gestikulieren, sollte mit dem Greif-
system möglich sein. Neben der beim humanoiden Roboter ebenfalls übli-
chen akustischen Ausgabe wird dadurch eine weitere, auch für Laien ein-
fach und intuitiv verständliche Form der Kommunikation vom Roboter
zum Menschen ermöglicht.
Dem Greifen und Manipulieren im obigen Sinne ist gemeinsam, dass das
Greifwerkzeug dabei direkten Kontakt zu einem zu bewegenden Objekt hat.
Die beiden Fähigkeiten unterscheiden sich jedoch darin, dass beim Mani-
pulieren die Bewegung durch das Objekt eingeschränkt ist – ein Handgriff
einer Schublade kann beispielsweise nur in bestimmte Richtungen gezogen
oder geschoben werden. Beim Greifen dagegen kann ein gegriffenes Objekt
(bis auf Kollisionen mit der Umwelt) frei im Raum bewegt werden. Beim
Gestikulieren dagegen erfolgt kein Objektkontakt, siehe auch Tabelle 2.1.
Tabelle 2.2 zeigt die Matrix von Fähigkeiten des Greifsystems (Spalten)
und Greifobjekten (Zeilen). Die jeweiligen Tabelleneinträge bewerten da-
bei die Wichtigkeit oder auch Relevanz der entsprechenden Kombination für
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Greifobjekt F-1: Sicheres Greifen F-2: Manipulieren F-3: Gestikulieren
Alltagsgegenstand +++ ++ −
Bedienelement +++ +++ −
Mensch −+ − +++
+++ : sehr wichtig
++ : wichtig
−+ : möglich, aber hier nicht weiter untersucht
− : unwichtig/nicht relevant
Tabelle 2.2.: Relevanz von Kombinationen aus Fähigkeit und Greifobjekt.
das vorliegende Szenario. Die Tabelle führt auch den Menschen als Greif-
objekt auf, er wird hier aber nur im Zusammenhang mit Gesten betrachtet.
Ein Ergreifen oder Anfassen des Menschen durch den Roboter ist prinzipiell
möglich, wird hier jedoch nicht betrachtet.
2.4. Abgeleitete Anforderungen
Aus den im letzten Abschnitt bestimmten erforderlichen Fähigkeiten F-1 –
F-3 lassen sich nun die Anforderungen an das Greifsystem ableiten und
zwar sowohl für das mechanische System als auch für die Greifsteuerung.






Auch diese Anforderungen sollen nun detaillierter definiert werden. Zur spä-
teren Referenzierung sind sie wieder nummeriert.
Anforderung A-1: Flexibilität
Analog zu der vom (Gesamt-) Steuerungssystem von humanoiden Ro-
botern geforderten Anpassungsfähigkeit (siehe Abschnitt 2.1.2) gilt dies
in besonderem Maße auch für das Greifsystem. Aufgrund der vielfälti-
gen Formen und Größen von zu handhabenden Objekten einerseits (sie-
he Abschnitt 2.2) und der verschiedenen erforderlichen Fähigkeiten, die
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das Greifsystem erbringen muss, andererseits (siehe Abschnitt 2.3) ist
ein sehr flexibles Greifsystem erforderlich. Das Greifsystem muss unter-
schiedliche Fähigkeiten auf unterschiedliche Greifobjekte gleichermaßen
anwenden können. Die Mechanik muss dafür geeignete Freiheitsgrade
bieten und in der Lage sein, die erforderlichen Greifkräfte aufzubringen.
Aber auch die Greifsteuerung muss eine entsprechende Flexibilität bieten,
um die verschiedenen Greifobjekte adäquat behandeln zu können.
Anforderung A-2: Selbständigkeit
Das Greifsystem muss Aufgaben weitgehend selbständig, also autonom,
bewältigen können, darf also insbesondere nicht auf teleoperierten Betrieb
zurückgreifen. Das heißt, die Greifsteuerung muss mit den zur Verfügung
stehenden Planungs- und Sensordaten die geforderten Greif- und Manipu-
lationsvorgänge sowie Gesten ausführen können. Aufgrund der Besonder-
heiten des Einsatzszenarios (unvollständiges/ungenaues Umweltmodell,
dynamische Umgebung, Interaktion mit dem Menschen, siehe auch Ab-
schnitt 2.2.3) müssen Aktionen des Greifsystems weiterhin ständig über-
wacht werden, um so auf geänderte Bedingungen reagieren zu können.
Anforderung A-3: Sicherheit
Durch die Möglichkeit der direkten Kooperation und Interaktion mit dem
Menschen besteht auch eine prinzipielle Verletzungsgefahr für den Men-
schen durch den humanoiden Roboter. Die Gefährdung kann direkt vom
Roboter oder auch indirekt von Aktionen des Roboter ausgehen. Eine di-
rekte Gefährdung besteht z. B. bei allen Bewegungen des Roboters bei
denen es zu einer für den Menschen schmerzhaften oder gar verletzenden
Kollision mit dem Roboter kommen könnte. Eine mehr indirekte Gefähr-
dung kann dagegen entstehen, wenn der Roboter, beispielsweise beim Ein-
schenken einer heißen Flüssigkeit, den Menschen verbrühen könnte. Um
ein möglichst geringes Verletzungsrisiko für den Menschen gewährleisten
zu können ist bei allen Systemteilen des humanoiden Roboters daher eine
hohe Sicherheit erforderlich.
Anforderung A-4: Kompatibilität
Unter Kompatibilität ist hier zum Einen die Zusammenarbeit des Greif-
systems mit dem Rest des Robotersystems auf technischer Ebene gemeint.
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Mechanik und Steuerung des Greifsystems müssen sich in den humanoi-
den Roboter integrieren lassen. Zum Anderen ist aber auch die Kompa-
tibilität zum Menschen gemeint. Darunter ist z. B. eine Gestaltung des
Greifsystems zu verstehen die der Mensch nicht als abschreckend oder
beängstigend empfindet. Aber auch ein erwartungskonformes Verhalten
des Roboters fällt in diese Kategorie. Der Roboter ist (teil-)anthropomorph
und sollte sich daher auch menschenähnlich verhalten. Seine Bewegun-
gen dürfen den Menschen also nicht überraschen oder gar erschrecken
und seine Gesten zur Kommunikation mit dem Mensch sollten intuitiv
verständlich sein. Durch eine derartige Kompatibilität kann die Akzeptanz
des Roboters von Seiten der mit ihm kooperierenden bzw. interagierenden
Menschen erleichtert werden.
Ein weiterer wichtiger Punkt ist eher technischer Natur und ergibt sich aus
der bereits begründeten notwendigen Eigenständigkeit der Greifsteuerung
innerhalb der Robotersteuerung:
Anforderung A-5: Koordinationsfähigkeit
Die Bewegungen der einzelnen Greiffinger des Greifers müssen aufeinan-
der abgestimmt, also koordiniert werden. Darüber hinaus besteht jedoch
zusätzlich die anspruchsvollere Notwendigkeit, Bewegungen des Greifers
mit Bewegungen anderer Gliedmaßen des Roboters zu koordinieren. Die
Bewegungen der Greiffinger müssen insbesondere auf die Bewegungen
des Armes abgestimmt sein, da dieser den Greifer im Raum positioniert.
Bei der Ausführung von Greif- oder Manipulationsoperationen ist dies un-
mittelbar einsichtig: Der Greifer muss z. B. zuerst geöffnet werden, bevor
er vom Arm zu einem zu greifenden Objekt bewegt werden darf. Aber
auch bei Handgesten müssen die Bewegungen von Hand und Arm aufein-
ander abgestimmt sein. Denn nicht nur die Fingerstellung, sondern auch
die Stellung und insbesondere die Orientierung der Roboterhand im Raum
spielt eine wesentliche Rolle für die Bedeutung der Geste. Beim Zeigen
auf ein bestimmtes Objekt beispielsweise soll die eigentliche Zeigeges-
te – der ausgestreckte Zeigefinger – erst dann ausgeführt werden, wenn die
Hand vom Arm grob in Richtung des Objekts ausgerichtet ist.
Diese Anforderungen sind i. Allg. nicht völlig unabhängig voneinander und
überschneiden oder ergänzen sich zum Teil. Wenn beispielsweise die Benut-
zung des Roboters intuitiv ist, der Roboter also in obigem Sinne kompatibel
18 2. Ziele, Anforderungen und Problemstellungen
zum Menschen ist, so erhöht dies automatisch auch die Sicherheit. Weiterhin
ermöglichen Selbständigkeit und Koordinationsfähigkeit dem Roboter auch
wiederum eine größere Flexibilität.
2.4.1. Anthropomorphe Roboterhand
Die mechanische Gestaltung eines Greifsystems, also die Art, Anzahl, An-
ordnung und Bewegungsfähigkeit seiner Greiffinger, wird ganz wesentlich
von den zu greifenden Objekte sowie den auszuführenden Handhabungen
bestimmt. Die in den vorherigen Abschnitten herausgearbeiteten Anforde-
rungen lassen sich mit einem anthropomorphen Mehrfingergreifer, einer sog.
anthropomorphen Roboterhand, besonders gut erfüllen. Ein solches Greif-
werkzeug ist dem Vorbild der menschlichen Hand nachempfundenen und
eröffnet vielfältige Möglichkeiten.
Ein derartiges Design ist sehr flexibel, da es dem wohl flexibelsten me-
chanischen Werkzeug – der Hand des Menschen – nachempfunden ist. Die
Greifobjekte sind an die Hand des Menschen angepasst und können darum
von einem Robotergreifer mit ähnlichen mechanischen Eigenschaften prin-
zipiell gehandhabt werden. Durch die Orientierung am menschlichen Vor-
bild wird weiterhin die intuitive Benutzung durch den Menschen bzw. die
Kooperation mit dem Menschen erleichtert. Ein solches Design erhöht also
die Kompatibilität zum Menschen, da dieser beispielsweise nicht erst ler-
nen muss, wie sich die Roboterhand bewegen wird oder was eine bestimmte
Geste zu bedeuten hat. Und nicht zuletzt kann die geforderte Sicherheit auf
mechanischer Ebene unterstützt werden, beispielsweise indem scharfe Kan-
ten oder Gelenke die den Finger eines Menschen einklemmen oder quetschen
könnten vermieden werden. Eine anthropomorphe Roboterhand bietet also
prinzipiell die Möglichkeit die Anforderungen A-1, A-3 und A-4 zu erfüllen.
Aber nur mit einer entsprechenden Greifsteuerung können alle Anforde-
rungen erfüllt und die durch das anthropomorphe Design eröffneten Möglich-
keiten voll genutzt werden, um so die genannten Fähigkeiten zu erbringen.
Die anthropomorphe Gestalt ist ein herausragendes Merkmal des hier unter-
suchten Greifsystems. Im Folgenden wird daher vermehrt von der ”Hand“
als dem Greifsystem des humanoiden Roboters gesprochen werden und ent-
sprechend auch von der Handsteuerung.
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2.4.2. Anforderungen an die Mechanik
Die Mechanik des Greifsystems ist kein Kernpunkt der Arbeit und wurde
in [63, 100, 61] genauer untersucht. Da eine Greifsteuerung aber natürlich
von der zu steuernden Mechanik abhängt, soll hier kurz auf deren Anforde-
rungen eingegangen werden.
Die geforderte anthropomorphe Gestalt legt die Anzahl und Anordnung
der Finger weitgehend fest: vier Finger in einer Reihe angeordnet sowie ein
opponierbarer Daumen. Die letztgenannte Fähigkeit des menschlichen Dau-
men, nämlich sich gegenüber – in Opposition – zu den anderen Fingern zu
positionieren, ist eine wichtige Fähigkeit, die viele Griffe erst ermöglicht.
Um jedoch die Vorteile der anthropomorphen Gestalt beim Handhaben von
Greifobjekten, die für die menschliche Hand gemacht wurden, vollständig
ausnutzen zu können, muss auch die Größe der Roboterhand der des mensch-
lichen Vorbilds nachempfunden werden. Die untersuchte Roboterhand orien-
tiert sich an einer großen Männerhand und kann dieses Ziel auch gut erfüllen.
Etwas größere Freiheiten ergeben sich bei der Festlegung der Anzahl und
Anordnung der Bewegungsfreiheitsgrade, also der Fingergelenke [76]. Da
wie in Abschnitt 2.1.2 beschrieben keine Feinmanipulation gefordert wird,
können die Anforderungen mit deutlich weniger Freiheitsgraden als bei der
Hand des Menschen erfüllt werden. Um die in Abschnitt 2.2.2 beschriebe-
nen Greifobjekte sicher, d. h. im Wesentlichen mit möglichst großer Kon-
taktfläche, greifen zu können, sind für die einzelnen Finger mindestens zwei
Freiheitsgrade erforderlich. Für die Ausführung von Gesten, aber auch für
einige Griffe müssen die einzelnen Fingergelenke weiterhin unabhängig von-
einander bewegt werden können.
Weiterhin muss die Mechanik natürlich entsprechend robust ausgelegt wer-
den, so dass bei der normalen Zusammenarbeit auch mit ungeschulten Men-
schen keine Defekte auftreten können. Um die geforderte Sicherheit zu ge-
währleisten darf die Hand umgekehrt den Menschen aber auch nicht gefähr-
den. Dies wurde bei der hier untersuchten Roboterhand durch die Verwen-
dung von elastischen Oberflächenmaterialien und einem speziellen Antriebs-
konzept, sog. Fluidaktoren (siehe Anhang A), erreicht.
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2.4.3. Anforderungen an die Handsteuerung
Die Anforderungen an das hier untersuchte Steuerungssystem der Hand, al-
so letztlich an die Software, welche die Bewegungen der Fingergelenke
plant und steuert, lassen sich unmittelbar aus den zuvor genannten Anforder-
ungen A-1 – A-5 ableiten.
Flexibilität (A-1) und Erweiterbarkeit
Die Steuerung muss flexibel genug sein um die Fähigkeiten F-1 – F-3 auf
unterschiedlich geformten Greifobjekte anwenden zu können. Da es sich bei
der Handsteuerung i. W. im Software handelt, ergibt sich aus der Forderung
nach Flexibilität noch die folgende Anforderung nach Erweiterbarkeit:
Anforderung A-6: Erweiterbarkeit
In einem Szenario wie dem hier zugrunde liegenden ist aufgrund des viel-
fältigen oder besser ’vielgestaltigen‘ Umfeldes mit neu hinzukommenden
Greifobjekten oder Fähigkeiten zu rechnen. Um ggf. auch solche zusätzli-
che, bisher nicht in Betracht gezogene, Fertigkeiten bereitstellen zu kön-
nen, muss die Handsteuerung einfach erweiterbar sein.
Selbständigkeit (A-2)
Weiterhin muss die Handsteuerung erforderliche Fähigkeiten selbständig,
also ohne Eingriff durch den Menschen oder gar eines speziellen menschli-
chen Operators, ausführen können. Die Handsteuerung muss einen Auftrag
planen und ausführen können und darf dabei nur auf die Informationsquellen
des Roboters, wie Sensordaten oder Umweltdatenbank, zurückgreifen.
Sicherheit (A-3)
Während die Mechanik durch eine entsprechende Konstruktion eher passiv
zur Sicherheit beiträgt kann die Handsteuerung aktiv dazu beitragen. Die
eingehenden Signale der Sensoren müssen ausgewertet und die ausgehenden
Stellbefehle berechnet werden und zwar so, dass keine absehbaren Gefähr-
dungen entstehen. Dies erfordert eine Steuerung in Echtzeit, also mit garan-
tierter Einhaltung der Zykluszeiten. So können beispielsweise Kontaktkräfte
überwacht oder Fehlgriffe erkannt und korrigiert werden.
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Kompatibilität (A-4)
Die Handsteuerung muss in die Gesamtsteuerung des humanoiden Robo-
ters integriert werden. Dies bedingt die Kompatibilität der Teilsysteme auf
technischer Ebene, d. h. ihre Schnittstellen müssen zueinander passen, eben
kompatibel sein. Dies gilt zunächst sowohl auf der Hardwareebene (Rech-
nersystem, Kommunikationssystem usw.) als auch auf der Softwareebene
(Datenformate, Kommunikationsprotokolle usw.).
Auf der Ebene der Kompatibilität zum Menschen muss die Handsteue-
rung dies durch ein geeignetes, d. h. der Erwartung des Menschen entspre-
chendes Verhalten in der Ansteuerung der Gelenke erreichen. Bei einer men-
schenähnlichen Gestaltung des Roboters mit einer anthropomorphen Hand
erwartet der Mensch auch menschenähnliche Bewegungsabläufe.
Koordinationsfähigkeit (A-5)
Um die Koordination der Bewegungen von Hand und Arm zu ermöglichen,
muss ein geeignetes Verfahren entwickelt werden, mit dem einzelne Teilbe-
wegungen aufeinander abgestimmt werden können. Die verschiedenen Teil-
steuerungen müssen dafür andere Teilsteuerungen berücksichtigen können.
Um durch diese zusätzlichen Abhängigkeiten nicht die Übersichtlichkeit und
Nachvollziehbarkeit der Steuerungssoftware zu verlieren, sollte das Verfah-
ren zum Einen einfach und für den menschlichen Programmierer weitgehend
transparent sein. Zum Anderen wird an dieses Verfahren wiederum auch die
Forderung nach Flexibilität und Erweiterbarkeit gestellt. Nur so kann es
sowohl die aktuell berücksichtigten Koordinations- und Synchronisations-
muster realisieren als auch auf eventuelle zukünftige vorbereitet sein.
2.5. Zielsetzung und Problemstellung
2.5.1. Zielsetzung
Ziel dieser Arbeit ist die Entwicklung eines geeigneten Steuerungssystems
für eine anthropomorphe Roboterhand für einen humanoiden Roboter.
Diese zu entwickelnde Handsteuerung soll dabei die zuvor herausgearbei-
teten Fähigkeiten F-1 – F-3 aus Abschnitt 2.3 bieten und die daraus abgeleite-
ten Anforderungen A-1 – A-6 aus Abschnitt 2.4 und Abschnitt 2.4.3 erfüllen.
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Wann ist es zu tun?
Wie ist es zu tun?
Was ist zu tun?
?
Abbildung 2.4.: Zielsetzung und grundsätzliche Fragestellung für das Hand-
steuerungssystem: Eine best. Handhabung, hier das Greifen der Flasche,
muss geplant und ausgeführt werden.
Die Darstellung in Abbildung 2.4 zeigt diese Zielsetzung für das Handsteue-
rungssystem bildhaft: Ein Greifobjekt wie die dargestellte Flasche soll von
der anthropomorphen Roboterhand des humanoiden Roboters gegriffen und
dann transportiert werden. Die sich dabei für das Handsteuerungssystem er-
gebenden grundsätzlichen Fragestellungen lauten:
• Was ist zu tun um eine gestellte Aufgabe zu lösen?
• Wie sind die einzelnen Teilschritte auszuführen?
• Wann sind die einzelnen Teilschritte auszuführen?
Diese Fragestellungen werden in der vorliegenden Arbeit beantwortet. Auf
die verschiedenen Aspekte, also das Was, das Wie und das Wann der von
der Handsteuerung zu lösenden Aufgaben, wird dabei im Verlauf der Ausar-
beitung immer wieder Bezug genommen.
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2.5.2. Problemstellung
Aus der zuvor genannten Zielsetzung ergibt sich mit den beschriebenen Fra-
gestellungen die von dieser Arbeit untersuchte Problemstellung:
Konzeption und Entwicklung einer Handsteuerung mit den
in den vorherigen Abschnitten erarbeiteten Eigenschaften.
Diese allgemeine Problemstellung kann in einzelne, spezifischere Teilpro-
blemstellungen aufgespalten werden:
Problemstellung P-1: Gestaltung der Architektur der Handsteuerung
Hierbei ist zu untersuchen, welche Softwarekomponenten benötigt werden
und wie diese miteinander und mit den anderen Teilsteuerungen sowie mit
der übergeordneten Steuerung des Roboters zusammenwirken.
Diese Teilproblemstellung und die entwickelte Lösung wird in Kapitel 4
erörtert. Um die benötigten Fähigkeiten unter den gestellten Anforderungen
erbringen zu können, werden darin spezifische Konzepte und Mechanismen
vorgeschlagen. Diese müssen detailliert entworfen und umgesetzt werden,
woraus sich zwei weitere Teilproblemstellungen ergeben:
Problemstellung P-2: Umsetzung der Flexibilität und Erweiterbarkeit
Ein innovatives Konzept, um unterschiedlichste Fähigkeiten der Roboter-
hand auf einfache Weise realisieren zu können, wurde erarbeitet. Es wird
in Kapitel 5 im Detail vorgestellt.
Problemstellung P-3: Umsetzung der Koordinationsfähigkeit
Um mehrere verschiedene an einer Bewegung des Roboters beteiligte Teil-
steuerungen auf einfache Weise miteinander koordinieren zu können, wur-
de ein geeignetes neuartiges Verfahren entwickelt. Dieses wird eingehend
in Kapitel 6 beschrieben.

3. Stand der Forschung
Im vorangegangenen Kapitel wurden ausgehend von den gesteckten Zielen
die sich aus dem vorgesehenen Einsatzszenario ergebenden Anforderungen
bestimmt sowie die genaue Problemstellung der Arbeit formuliert. Nun wird
der Stand der Forschung auf diesem Gebiet untersucht, wobei notwendi-
gerweise auch auf die, in der Arbeit weniger untersuchten, mechanischen
Aspekte verschiedener Greifsysteme eingegangen werden muss. Auf spezi-
fische Details anderer Arbeiten wird später, an den entsprechenden Stellen
in den jeweiligen Kapiteln, noch genauer eingegangen.
3.1. Einordnung
Die vorgestellten, recht speziellen Anforderungen und Eigenheiten des Ein-
satzszenarios, wie etwa die Mensch-gerechte (und nicht Roboter-gerechte)
Umgebung, die Menschenähnlichkeit oder die Interaktion mit dem Men-
schen auf physischer Ebene, beinhalten viele völlig neue, bisher in der For-
schung noch wenig untersuchte Gesichtspunkte der Robotik. Dies macht
einen Vergleich auch und insbesondere des neuartigen Greifsystems mit eta-
blierten Systemen schwierig, da hier teilweise völlig neue Aspekte berück-
sichtigt werden müssen. Aber natürlich gibt es auch im Bereich der mehr-
fingrigen Greifsysteme bereits Vorarbeiten auf die nun eingegangen wird.
Eine grobe Einteilung solcher Systeme kann nach der Gestaltung und dem
beabsichtigten Anwendungsgebiet erfolgen. Es gibt auch bereits Entwick-
lungen mit anthropomorpher Gestaltung, wobei sich die Menschenähnlich-
keit jedoch hauptsächlich auf die Anordnung der Finger mit einem oppo-
nierbaren Daumen gegenüber von den anderen Fingern bezieht. Die Zahl der
Finger reicht von drei bis zu fünf und auch die Anzahl der Gelenke reicht von
zwei pro Finger bis zu vier wie beim Menschen. Dabei sind einzelne Finger-
gelenke zum Teil miteinander verkoppelt, können also nicht unabhängig von-
einander bewegt werden, die Zahl der Freiheitsgrade ist also geringer als die
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Zahl der Fingergelenke. Dies ist vergleichbar mit der Hand des Menschen,
bei der die beiden distalen1 Fingergelenke auch nicht unabhängig vonein-
ander bewegt werden können. Um die einzelnen Fingergelenke zu bewegen
werden unterschiedliche Konzepte eingesetzt. Diese reichen von Seilzügen
über integrierte Elektromotoren bis hin zu fluidisch (hydraulisch oder pneu-
matisch) betriebenen Aktorprinzipien.
3.1.1. Mehrfingergreifer
Einer der frühsten Mehrfingergreifer ist die sog. Standford-JPL oder auch
Salisbury Hand [94]. Ihre jeweils drei Gelenke der drei Finger werden von
entfernten Elektromotoren über Seilzüge bewegt. Aufgrund der Konstrukti-
on müssen für die Bewegung eines einzelnen Gelenks z. T. mehrere Seilzüge
gleichzeitig bewegt werden, beispielsweise für die antagonistische2 Ansteue-
rung des Proximalgelenks oder für die verkoppelte Ansteuerung der distalen
Gelenke. Die einzelnen Gelenkpositionen werden über Wegmesssysteme auf
den Motorachsen erfasst während die wirkenden Gelenkmomente über die
Seilspannung bestimmt werden.
Andere, eher für Handhabungsaufgaben im industriellen Umfeld konzi-
pierte Mehrfingergreifer sind die Karlsruher Hand I [31, 112] und II [35]. Bei
diesen sind die elektrischen Antriebe für die Gelenke direkt in die drei (Karls-
ruher Hand I) bzw. vier (Karlsruher Hand II) Finger integriert (siehe auch
Abbildung 3.1a). Die Finger haben jeweils drei unabhängige Freiheitsgra-
de und ermöglichen das hochpräzise Greifen, bis hin zum Umgreifen in der
Hand, ohne ein gegriffenes Objekt dabei ablegen zu müssen. Zusätzlich zu
den Winkelpositionssensoren verfügen die Fingerspitzen über 6D-Kraft-Mo-
mentensensoren. Bei der Karlsruher Hand II ist weiterhin ein auf Lasertrian-
gulation basierendes optisches Messsystem in der Handwurzel integriert mit
dem die Lage eines gegriffenen Objektes erfasst werden kann. Dadurch kann
auf Störungen von außen gezielt reagiert werden, um so beispielsweise einen
drohenden Objektverlust zu verhindern.
Die sog. TUM-Hand der TU München [64] hat ebenfalls vier symme-
trische Finger mit jeweils drei Freiheitsgraden. Diese werden über hydrauli-
sche Geber- Nehmerzylinder bewegt. Die eigentliche Bewegung wird jeweils
1distal: vom Körper entfernt gelegen; proximal: zum Körper hin gelegen
2Griechisch: andagonistı́s = Gegenhandler; hier: gegenläufige Ansteuerung mit Beuger- und Streckerseilzug
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durch Elektromotoren in einer Bodenstation erzeugt und verschiebt einen
Geberzylinder. Dieser ist über eine Hydraulikleitung mit einem Nehmerzy-
linder verbunden. Der Nehmerzylinder wiederum überträgt die Bewegungen
auf das Fingergelenk. Die Gelenkwinkel werden auf der Geberseite erfasst,
die Gelenkmomente werden über den Hydraulikdruck bestimmt.
Die kommerziell vertriebene Barrett-Hand [115, 7] verfügt über drei Fin-
ger mit insgesamt acht Gelenken (siehe auch Abbildung 3.1b). Sie hat aller-
dings nur vier Freiheitsgrade, da einige der Gelenke miteinander verkoppelt
sind und nicht unabhängig voneinander bewegt werden können. Zwei der
Finger können in ihrer Basisposition geschwenkt und so parallel, quer oder
gegenüber zum dritten Finger ausgerichtet werden. Dadurch lassen sich un-
terschiedlich geformte Objekte greifen. Aufgrund der verkoppelten Gelenke
lassen sich jedoch keine präzisen Fingerspitzengriffe ausführen.
Einen vergleichbaren kinematischen Ansatz verfolgt die ebenfalls kom-
merziell verfügbare ” SCHUNK Dexterous Hand“ [105, 118] Die drei Fin-
ger verfügen hier jedoch jeweils über zwei bzw. drei unabhängige Gelen-
ke, so dass auch präzises Greifen mit den Fingerspitzen möglich ist. Neben
Gelenkwinkelsensoren in den integrierten Elektromotoren verfügt die Hand
auch über taktile Flächensensoren in den einzelnen Fingergliedern mit de-
nen sowohl der Ort als auch die Stärke von Kontakten zwischen Finger und
Greifobjekt bestimmt werden kann.
3.1.2. Anthropomorphe Greifsysteme
Ein seilzugbetriebener Mehrfingergreifer ist die Utah-MIT Hand [46, 45]
(siehe auch Abbildung 3.2a). Sie besitzt vier Finger in anthropomorpher An-
ordnung und mit jeweils vier Gelenken. Jedes Gelenk wird über zwei ant-
agonistisch betriebene Seilzüge bewegt, die Gelenke sind jedoch unabhängig
voneinander. Zusätzlich zur Befestigung der Hand an einem Roboterarm er-
folgt die Zuführung der 32 Seilzüge (4 ∗ 4 ∗ 2) von einer externen Boden-
station, in der die Bewegungen durch Pneumatikzylinder erzeugt werden,
über einen zweiten Roboterarm. Die Positionssensorik ist hier direkt mittels
Hall-Sensoren in die Fingergelenke integriert, während die Gelenkmomente
wieder über die Seilkräfte erfasst werden.
Vom Deutschen Zentrum für Luft- und Raumfahrt (DLR) wurden eben-
falls schon mehrere teilanthropomorphe Roboterhände entwickelt. Eine der
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letzten Varianten der hochkomplexen sog. DLR-Hand [22, 21, 23] zeigt Ab-
bildung 3.2b. Sie besitzt vier identische Finger in anthropomorpher Anord-
nung mit jeweils vier Bewegungsfreiheitsgraden. Dabei sind zwei Freiheits-
grade, genauer das mediale3 und das distale Flexionsgelenk 4, miteinander
verkoppelt. Wie das menschliche Vorbild erlaubt das proximale Fingerge-
lenk neben Flexions- auch Adduktions- und Abduktionsbewegungen5. Es
ergeben sich so also drei unabhängige Freiheitsgrade pro Finger. Der Dau-
men verfügt über einen weiteren Freiheitsgrad um einen Wechsel zwischen
Normal- und Oppositionsstellung zu ermöglichen. Die elektrischen Antriebe
sind direkt in die Hand integriert ebenso wie Winkel- und Momentensenso-
ren. Die Abmessungen der Hand sind jedoch etwa 1,4 Mal größer als eine
menschliche Hand. Bei der in Abbildung 3.2b gegriffenen Flasche handelt
es sich beispielsweise um eine 1,5 l PET-Flasche, wodurch die Dimensionen
deutlich werden. Auch diese Hand ist kommerziell verfügbar und wird als
” SCHUNK anthropomorphic Hand“ [105] vertrieben.
Einen ähnlichen Ansatz verfolgt die NASA mit der Robonaut Hand [57,
90]. Diese anthropomorphe Hand verfügt über fünf Finger, allerdings mit re-
duzierter Zahl von Freiheitsgraden in Ringfinger und kleinem Finger. Die
Hand ist ebenfalls für den teleoperierten Betrieb im Weltraum ausgelegt.
Die Notwendigkeit der anthropomorphen Gestaltung ergibt sich auch hier
aus der Art der beabsichtigten Einsätze des Robotergreifers. Beim Einsatz
eines ,,Roboterastronauten” im Weltraum muss dessen Greifwerkzeug die-
selben hochspezialisierten Werkzeuge benutzen können wie die Hand eines
menschlichen Astronauten in einem Raumanzug [89].
Eine anthropomorphe Hand mit einem völlig neuen Aktorprinzip wur-
de am Forschungszentrum Karlsruhe (FZK) entwickelt und ist in Abbil-
dung 3.2c dargestellt. Diese FZK-Hand [100, 61] wurde ursprünglich für
den Einsatz als Prothese zum Ersatz menschlicher Gliedmaßen konzipiert.
Sie kann jedoch auch als Roboterhand verwendet werden. Die in der vorlie-
genden Arbeit eingesetzte Roboterhand baut beispielsweise auf dieser Hand
auf. Die Hand verfügt über fünf Finger unterschiedlicher Größen. Je nach
Ausbau sind acht bis zehn unabhängige Gelenke realisiert. Die Bewegung
erfolgt pneumatisch oder hydraulisch durch neuartige flexible Fluidaktoren,
die direkt in die Gelenke der Hand integriert sind. Dadurch kann die Hand
3medial: zur Mitte hin gelegen
4Flexion: Beugung eines Gelenkes
5Adduktion: Zusammenziehen; Abduktion: Abspreizen
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(a) Karlsruher Hand II (b) Barrett Hand BH8 [10] (c) SCHUNK Dexterous Hand
[105]
Abbildung 3.1.: Industriell orientierte Mehrfingergreifer
selbst sehr kompakt aufgebaut werden und besitzt damit nur die Abmessun-
gen einer großen menschlichen Hand.
Eine weitere, auch kommerziell verfügbare anthropomorphe Hand ist die
Shadow Hand [116, 108]. Diese verfügt über vier bis fünf Gelenke bei drei
bis fünf Freiheitsgraden in ihren fünf Fingern. Der Antrieb erfolgt über pneu-
matische Muskeln im Unterarm, die dort erzeugten Bewegungen werden
über Seilzüge zu den Fingergelenken übertragen. Die Winkelpositionen wer-
den über Hall-Sensoren in den Gelenken erfasst, die Gelenkmomente über
Drucksensoren. Durch das Antriebskonzept können Objekte nachgiebig ge-
griffen und manipuliert werden, allerdings beanspruchen die Antriebe einen
recht großen Bauraum im Unterarm.
3.2. Fazit
Die Tabelle 3.1 auf Seite 31 zeigt eine Gegenüberstellung der beschriebenen
Mehrfingergreifer. Die Vorgaben und Anforderungen der vorliegenden Ar-
beit können von keinem der beschriebenen Systeme erfüllt werden. Dies ist
in dem spezifischen Szenario begründet, in dem die zu entwickelnde Robo-
terhand als Hand eines humanoiden Roboters dienen soll.
Nichtanthropomorphe Greifsysteme erlauben einerseits zwar den Aufbau
recht kompakter Arm-Hand Kombinationen und präzises Greifen, sie sind
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(a) Utah-MIT Hand (b) DLR Hand [30] (c) FZK Hand
Abbildung 3.2.: (Teil-)anthropomorphe Hände
andererseits aber für die hier vorherrschenden Greifobjekte und die intuitive
Interaktion mit dem Menschen wenig geeignet.
Bereits existierende anthropomorphe Roboterhände dagegen lassen sich
aufgrund ihrer Größe nicht in einen humanoiden Roboter integrieren oder
sind für andere Aufgabengebiete wie Telemanipulation oder Prothetik kon-
zipiert. Für die sichere Handhabung typischer Greifobjekte und die einfache
Interaktion mit dem Menschen ist eine zumindest teilanthropomorphe Ge-
staltung der Roboterhand hier zwingend erforderlich. Aufgrund der unstruk-
turierten und dynamischen Umgebung muss außerdem zusätzliche Sensorik,
wie etwa taktile Sensoren zur Kontaktbestimmung beim sicheren Greifen,
integriert werden können.
Daher musste in dem zugrunde liegenden Forschungsvorhaben ein völlig
neues Greifsystem untersucht und entwickelt werden. Neben den mechani-
schen Komponenten musste dabei auch das Steuerungssystem aufgabenge-
recht konzipiert und entsprechend umgesetzt werden. Die Entwicklung eines




Greifsystem (Freiheitsgrade) anordnung Antrieb anwendung

































































Tabelle 3.1.: Eigenschaften einiger Mehrfingergreifer. Wenn in der zweiten
Spalte nicht in Klammern anders angegeben entspricht die Zahl der Ge-




Dieses Kapitel behandelt die Problemstellung P-1 aus Abschnitt 2.5.2 und
beschreibt somit die Entwicklung der grundlegenden Software-Architektur
der Handsteuerung und ihrer Einbettung in die Steuerung des gesamten Ro-
boters. Dabei soll unter Architektur im Sinne der Definition nach [145] ” eine
strukturierte oder hierarchische Anordnung der Systemkomponenten sowie
die Beschreibung ihrer Beziehungen“ verstanden werden. Nach einer groben
Beschreibung der Gesamtsteuerung wird dann das hier erarbeitete Konzept
für die Handsteuerung detailliert vorgestellt.
4.1. Gesamtsteuerungsstruktur des Roboters
Die Handsteuerung ist, wie auch schon in der Einleitung in Kapitel 1 ein-
geführt, nur ein Teil der Steuerung des gesamten humanoiden Roboters. Die
Integration der Handsteuerung in die Gesamsteuerung ist daher beim Ent-
wurf zu berücksichtigen. Bevor auf die Details der Handsteuerung eingegan-
gen werden kann, muss daher zum besseren Verständnis des Zusammenwir-
kens der verschiedenen Teile die Steuerungsstruktur des gesamten humanoi-
den Roboters zumindest in groben Zügen vorgestellt werden. Hierfür wird
nun zunächst die Einbettung des Roboters in seine Umgebung und die Un-
terteilung der Robotersteuerung in Teilsteuerungen betrachtet.
4.1.1. Einbettung Robotersteuerung in die Umgebung
Abbildung 4.1 zeigt die Einbettung der Steuerung eines humanoiden Robo-
ters in seine Umgebung schematisch, links der allgemeine Fall einer unbe-
lebten Umwelt und rechts der speziellere Fall der direkten Interaktion des
Roboters mit dem Menschen [20, 19].
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In der stark vereinfachten Darstellung werden Handlungen des Roboters
von der Robotersteuerung geplant und dann in Steuerbefehle für die Akto-
ren umgesetzt. Die so angesteuerten Aktoren erzeugen die Bewegungen des
Roboters und die Bewegungen wirken auf die Umwelt ein und können sie
dadurch verändern. Zum Beispiel wird ein vom Roboter gegriffener Gegen-
stand angehoben, er ändert also seine Position. Umgekehrt wirkt die Umwelt
wiederum auf den Roboter ein, was dieser über seine Sensoren aufnimmt.
Der gegriffene Gegenstand hat beispielsweise ein Gewicht, das nun auf den
Roboter einwirkt und von diesem getragen werden muss. Die Sensorsigna-
le werden sowohl zur planmäßigen Ansteuerung der Aktoren als auch zur
Aktualisierung des Umweltmodells des Roboters verwendet.
Der Roboter beeinflußt – oder manipuliert – die Umwelt ebenso wie die
Umwelt den Roboter beeinflußt. Diese Beeinflussung ist aber nicht voll-
ständig vorhersehbar. Dies wird besonders dann deutlich wenn der Mensch
Teil der Umwelt ist, wie zum Beispiel bei der Mensch-Roboter-Kooperati-
on. Dabei treten Mensch und Roboter direkt oder indirekt über ein Objekt
in physischen Kontakt, beispielsweise beim Führen des Roboters durch den
Menschen oder beim gemeinsamen Tragen eines Gegenstandes [154]. Abbil-
dung 4.1b zeigt diesen etwas spezielleren Fall schematisch. Die Aktoren des
Roboters wirken nun auf die Sensoren (Sinne) des Menschen, die von dessen
Gehirn bzw. Nervensystem verarbeitet werden. Von dort werden die Aktoren
(Muskeln) des Menschen angesteuert und können wiederum auf den Roboter
einwirken. Auch derartige dynamische und unvorhersehbare Einflüsse muss
das Steuerungssystem berücksichtigen können, da eine direkte Interaktion
mit dem Menschen ja ausdrücklich möglich sein soll (Anforderung A-3).
4.1.2. Teilsteuerungen
Abbildung 4.2 zeigt die Grobstruktur der Robotersteuerung mit der Auftei-
lung in Teilsteuerungen für die einzelnen Untersysteme wie Torso, Kopf,
Arm/Arme oder Hand/Hände. Diese hierarchische Grundstruktur setzt sich
i. Allg. auch in den Untersystemen fort, d. h. es existieren übergeordnete
Komponenten mit weiteren untergeordneten Komponenten. Eine dieser Kom-
ponente ist dabei jeweils nur für die Steuerung eines ganz bestimmten Teils
des Roboters zuständig, also z. B. für einen Arm, eine Hand oder auch den
Kopf oder den Torso.



























(b) Mensch als Teil der Umwelt, Mensch-
Roboter-Kooperation, (nach [153, 154])
Abbildung 4.1.: Schematisch: Einbettung Robotersteuerung in Umgebung
Neben der hierarchischen Aufteilung ist die Unterteilung in Schichten
oder Ebenen ein weiteres Merkmal der Steuerungsarchitektur. Die einzelnen
Schichten einer Komponente sind zuständig für verschiedene Teilaufgaben,
z. B. einzelne Planungs- oder Berechnungsschritte, die zur Ansteuerung der
Aktoren bzw. zur Auswertung der Sensoren erforderlich sind. Unterschied-
liche Komponenten haben oftmals eine ähnliche Schichtstruktur, unterschei-
den sich aber i. Allg. in den jeweils entsprechenden Schichten, da diese zwar
prinzipiell ähnliche Aufgaben erfüllen müssen, aber eben für verschiedene
Komponenten mit andersartigen Aktoren und Sensoren.
Diese hierarchische bzw. geschichtete Anordnung und die entsprechende
Darstellung der Komponenten erklärt auch die Bezeichnungen über-/unter-
geordnete Komponente bzw. hohe/niedrige Ebene. Die Verbindung zur Um-
welt über die Aktoren und Sensoren liegt somit auf der untersten Ebene jeder
Komponente, während komplexer werdende Ebenen darüber liegen. Abbil-
dung 4.3 verdeutlicht dies: Die Komplexität nimmt von unten nach oben
zu, während die sog. Echtzeitanforderungen in gleicher Richtung abnehmen.
Unter Echtzeitanforderungen sind dabei Zeitschranken für die Berechnungen
zu verstehen, höhere Echtzeitanforderungen bedeuten, dass Berechnungen
schneller beendet sein müssen. Für die üblicherweise zyklisch arbeitenden
Steuerungen bedeutet dies also, dass die höheren Ebenen auch längere Zy-
kluszeiten haben dürfen, währende in niedrigeren Ebenen dagegen deutlich
schnellere Reaktionszeiten erforderlich sind.

























Abbildung 4.2.: Grobstruktur einer hierarchischen Steuerung für einen hu-













Abbildung 4.3.: Darstellung der Steuerungsebenen vs. Echtzeitanforderun-
gen und Komplexität der Aufgabenstellungen innerhalb einer Steuerung.
4.1.3. Steuerungsbegriff
Ein weiterer Begriff, dessen Verwendung hier einer noch etwas genaueren
Erklärung bedarf, ist der Begriff der Steuerung. Diese Bezeichnung wird –
nicht nur hier – mit leicht unterschiedlicher Bedeutung verwendet. Die je-
weils gemeinte Bedeutung ergibt sich meist eindeutig aus dem Kontext, den-
noch sollen die unterschiedlichen Varianten hier einmal aufgelistet werden:
1. Unter Steuerung im engeren, regelungstechnischen Sinne ist nach [36]
oder [143] eine Anordnung wie in Abbildung 4.4 zu verstehen. Eine
Steuereinrichtung berechnet dabei aus einer Führungsgröße eine Stell-
größe, die wiederum von der Steuerstrecke (dem zu steuernden Pro-
zess) in eine Ausgangsgröße umgewandelt wird. Steuerung im enge-
ren Sinne umfasst also sowohl die Hardware (die Strecke) als auch die
heutzutage üblicherweise in Software realisierte Steuereinrichtung.
2. Ausgehend von obiger Definition von Steuerung wird aber auch oft-
mals nur die Steuereinrichtung als die Steuerung bezeichnet. Die an-
gesteuerte Hardware ist dabei nicht Teil der Steuerung. Die Steuerung
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ist hier also ein System, um einen technologischen Prozess nach einem
vorgegebenen Plan zu beeinflussen [147].
3. Im allgemeinen Sprachgebrauch wird weiterhin unter Steuerung der
” . . . Ablauf einer Veränderung, die nicht zufällig, sondern kontrolliert
verläuft . . .“ [146] verstanden.
Im Sinne der ersten, engeren Definition ist bei der Ansteuerung eines Finger-
gelenks der Roboterhand der einzunehmende Soll-Winkel des Gelenks eine
Führungsgröße, der Motorstrom für den Fingergelenksaktor eine Stellgröße
und der vom Fingergelenk des Roboters tatsächlich eingenommene Ist-Win-
kel die Ausgangsgröße. Der Roboterfinger bildet dabei die Steuerstrecke.
Der Algorithmus, der die Stellgröße aus der Führungsgröße berechnet, bil-
det die Steuereinrichtung.
Aber auch die zweite Definition von Steuerung wird in dieser Arbeit ver-
wendet. In den Abbildungen 4.1, 4.2 und auch in den weiteren, noch folgen-
den Abbildungen in diesem Kapitel trifft diese zweite Definition auf die weiß
unterlegten Steuerungsschichten zu, während die grau unterlegten Kästchen
(Teilsteuerungen bzw. Steuerungskomponenten) weiterhin der ersten oben
genannten Definition entsprechen.
4.1.4. Planung und Steuerung
Die Abbildung 4.5 zeigt eine weitere Eigenschaft der Steuerungsarchitektur:
Die Unterteilung in Planung und Steuerung. Auf der Planungsebene oben
wird dabei entschieden, was zu tun ist, während auf der unterlagerten Steue-
rungsebene die getroffene Entscheidung ausgeführt wird, da diese Ebene
weiß, wie etwas zu tun ist. Diese bewußte Trennung von Entscheidungs-
findung (” Was?“) und Ausführung (” Wie?“) wird im Folgenden noch des









Abbildung 4.4.: Allgemeine, schematische Darstellung einer Steuerung.
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Ausführen: Wie ist es zu tun?
Planung
Steuerung








Abbildung 4.5.: Aufgabenverteilung zwischen Ebenen einer Steuerung.
Durch die Unterteilung in Planung und Steuerung können zum Beispiel
die unterschiedlichen Echtzeitanforderungen von Planung (niedrige Echt-
zeitanforderungen: umfangreichere Berechnungsmöglichkeiten durch länge-
re Zykluszeiten) und Steuerung (hohe Echtzeitanforderungen: schnelle Re-
aktion durch kurze Zykluszeiten) einfach realisiert werden.
Diese grobe Unterscheidung in Planung und Steuerung erfolgt auch auf
unterschiedlichen Hierarchiestufen. Eine Planung findet z. B. für den ge-
samten Roboter in der übergeordneten Robotersteuerung, aber auch in der
Armsteuerung und insbesondere in der Handsteuerung statt. Auf diese Wei-
se kann spezifisches Wissen besser gekapselt werden. Dadurch werden die
einzelnen Komponenten bzw. Schichten einfacher und lassen sich so leich-
ter und robuster implementieren. Die übergeordnete Robotersteuerung muss
zum Beispiel nicht wissen, wie ein bestimmtes Greifobjekt zu handhaben ist,
sondern überlässt diese Aufgabe der spezialisierten Handsteuerung.
4.2. Aufgabenstellung
4.2.1. Schnittstelle zur Handsteuerung
Bevor die einzelnen Softwarekomponenten der Handsteuerung genau iden-
tifiziert und strukturiert werden können, muss nun noch die genaue Auf-
gabenstellung für die Handsteuerung softwaretechnisch festgelegt werden.
Das heißt die Schnittstelle zwischen übergeordneter Robotersteuerung und
Handsteuerung muss bestimmt werden. Anders formuliert: Die Bedeutung
der entsprechenden Pfeile aus Abbildung 4.2 muss festgelegt werden. Die
Pfeile repräsentieren dabei den Daten- oder Signalfluss zwischen den einzel-
nen Schichten und Komponenten.
4.2. Aufgabenstellung 39
Der Vorteil einer dedizierten Handsteuerung ist, dass die übergeordnete
Steuerung eine Aufgabe für die Hand auf relativ abstraktem Niveau überge-
ben kann. Entsprechend dem zuvor erwähnten Prinzip der Aufteilung in Pla-
nung und Steuerung bedeutet das also: Die übergeordnete Robotersteuerung
entscheidet was zu tun ist, muss aber nicht genau wissen wie. Die Hand-
steuerung dagegen weiß wie sie eine Aufgabe erfüllen kann.
4.2.2. Mission
Die oben genannten Aufgaben für die Handsteuerung ergeben sich aus dem
Einsatzszenario in Abschnitt 2.2 und werden im Folgenden Missionen ge-
nannt. Eine derartige Mission enthält die Daten, welche die übergeordnete
Steuerung an die Handsteuerung übergibt. Sie setzt sich zusammen aus:
• Greifobjekt
• Greifaktion
Das Greifobjekt identifiziert dabei ein konkretes (bekanntes) Objekt aus dem
Szenario. Über zusätzliche Parameter, z. B. aus dem Umweltmodell, werden
die Eigenschaften des Objekts festgelegt. Eigenschaften können sowohl sta-
tischen als auch dynamischen Charakter haben. Statische Eigenschaften sind
z. B. die Form oder die Größe eines Greifobjekts, da sich diese Eigenschaf-
ten nicht ändern. Dynamisch sind Eigenschaften, die sich ändern können,
also beispielsweise Position oder Orientierung, aber auch das Gewicht, da
ein Behälter gefüllt oder nicht gefüllt sein kann.
Die Greifaktion kennzeichnet wiederum die mit dem Greifobjekt auszu-
führende Handhabung oder Aktion, also beispielsweise Ergreifen oder Ab-
setzen. Die Aktion kann aber auch noch weitere Parameter beinhalten, um
so zum Beispiel die beabsichtigte Handhabung genauer zu spezifizieren. In
Abschnitt 5.1 wird dies später noch genauer festgelegt.
Beispiele für Missionen mit einfacher Aktion sind, umgangssprachlich
formuliert: ” Greife Tasse T“ oder ” Benutze Handgriff H“. Missionen mit
genauer spezifizierter Aktion sind: ” Greife Flasche F zum Einschenken“
oder ” Greife Flasche F zum Wegräumen“. Die genaue Spezifikation der
beabsichtigten Handhabung ist u. U. notwendig, da manche Greifobjekte,
abhängig von dieser beabsichtigten Handhabung, auf unterschiedliche Art





















Abbildung 4.6.: Vergrößerter Ausschnitt aus Abbildung 4.2: Schnittstelle
zwischen übergeordneter Robotersteuerung und Handsteuerung.
und Weise gegriffen werden müssen. Weiterhin gibt es Missionen ohne Greif-
objekt, z. B. ” zeige ’Halt‘-Geste“.
In umgekehrter Richtung im Vergleich zum Austausch der Missionsda-
ten erfolgen Rückmeldungen von der Handsteuerung an die übergeordnete
Steuerung. Hier wird beispielsweise die Durchführbarkeit einer übergebe-
nen Mission gemeldet, denn die Handsteuerung könnte z. B. feststellen, dass
ein Objekt zu schwer oder zu groß ist um gegriffen zu werden. Andere Rück-
meldungen betreffen den Ablauf und insbesondere das Ende einer Mission,
indem Zustände wie ” in Aktion“, ” beendet“ oder ” fehlgeschlagen“ nach
oben gemeldet werden. Abbildung 4.6 zeigt diese Schnittstellen in einem
vergrößerten Ausschnitt aus Abbildung 4.2. Die Ellipsen1 rechts in der Ab-
bildung zeigen an, dass nur ein Teil einer größeren Struktur gezeigt wird. Sie
ermöglichen hier und in den folgenden Abbildungen eine Einordnung des
jeweils Dargestellten innerhalb der größeren, nicht dargestellten Struktur.
Diese Arbeit beschäftigt sich im Folgenden im Detail mit der Handsteue-
rung, also der Steuerungskomponente, welche die oben eingeführten Missio-
nen ausführt. Dennoch müssen weiterhin auch andere Teile der Gesamtsteue-
rung berücksichtigt werden. Einerseits muss aufgrund der Anforderung A-4
die Handsteuerung in die Gesamtsteuerung integriert werden können. An-
dererseits erfordert die Anforderung A-5 auch eine enge Verzahnung mit
der Armsteuerung, um so kombinierte Hand- Armbewegungen koordiniert
1Hier ist die linguistische Ellipse, also Auslassungspunkte ” . . .“ gemeint und nicht die geometrische.
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ausführen zu können. Zur Lösung dieser Aufgabe wird nun das hier entwi-
ckelte Konzept einer geeigneten Steuerungsarchitektur vorgestellt.
4.3. Konzept der Handsteuerung
4.3.1. Grobstruktur der Handsteuerung
Die Handsteuerung kann zunächst grob in zwei Hauptkomponenten unter-
teilt werden, die mit Greifplanung bzw. lokaler Handsteuerung bezeich-
net werden sollen. Diese Zweiteilung entspricht auch wieder der in Ab-
schnitt 4.1.4 eingeführten Unterteilung in Planung und Steuerung. So können
u. a. die verschiedenen Echtzeitanforderungen erfüllt werden, da die Greif-
planung längere Berechnungszeiten erfordert, während die lokale Handsteue-
rung schnelle Reaktionszeiten benötigt. Eine ähnliche Unterteilung (Armpla-
nung/lokale Armsteuerung) gibt es auch in der Armsteuerung.
Mit dieser Unterteilung stellt sich die Einbettung der Handsteuerung in die
Gesamtsteuerung, wie in Abbildung 4.7 gezeigt, dar. Die Abbildung zeigt
die wichtigen Schnittstellen zur übergeordneten Steuerung und zur Arm-
steuerung sowie die Unterteilung von Hand- und Armsteuerung in Planungs-
und Steuerungsteil. Über die Schnittstelle nach oben von der übergeordne-
ten Steuerung ( a© in Abbildung 4.7) kommen die im Abschnitt 4.2.2 be-
schriebenen Missionsdaten. Zur Koordination von Hand- und Armbewegun-
gen müssen die Hand- und Armsteuerungen direkt miteinander Daten aus-




























Abbildung 4.7.: Einbettung der Handsteuerung in die Gesamtsteuerung.
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wird. Eine Begründung, warum dieser Datenaustausch direkt und nicht etwa
über die übergeordnete Robotersteuerung erfolgen muss, kann erst später in
Abschnitt 4.4.3 gegeben werden. Auf das hierfür entwickelte spezielle Ko-
ordinationsverfahren wird dann in Kapitel 6 noch detaillierter eingegangen.
4.3.2. Feinstruktur der Handsteuerung
Den internen Aufbau der Handsteuerung zeigt Abbildung 4.8. Sie wird nun
detailliert erläutert. Im Folgenden wird für die Erläuterungen mit 1© – 7© auf
die entsprechenden umkreisten Ziffern in Abbildung 4.8 Bezug genommen.
In der Abbildung und den folgenden Erläuterungen der Greifplanung und
lokalen Handsteuerung werden die Begriff ” Greifmuster“ und ” Greifskill
2“
verwendet. Diese können sinnvollerweise erst später in Kapitel 5 exakt de-
finiert werden. Zunächst kann unter einem Greifmuster ganz allgemein die


































































Abbildung 4.8.: Vergrößerter Ausschnitt aus Abbildung 4.7: Interner Auf-
bau der Handsteuerung aus Greifplanung und lokaler Handsteuerung.





























Abbildung 4.9.: Vergrößerter Ausschnitt aus Abbildung 4.8: Aufgaben der
Greifplanung im Detail. Die umkreisten Ziffern entsprechen wieder denen
aus der Abbildung 4.8.
Beschreibung spezifischer Bewegungen einer Hand verstanden werden, z. B.
eine ganz bestimmte Art und Weise, wie ein spezielles Objekt gegriffen wird.
Unter einer Greifskill kann somit zunächst eine ganz spezifische Fertig-
keit der Roboterhand verstanden werden, z. B. die gezielte Ausführung eines
ganz bestimmten Greifmusters.
Greifplanung
Die Greifplanung ist der Planungsteil der Handsteuerung. Sie ist zuständig
für die Planung aller mit der Roboterhand auszuführenden Handhabungen
auf Hand-Ebene. Die Auswahl der Mission selbst, also die Entscheidung
darüber, welche Handhabung auszuführen ist, ist nicht Teil der Greifplanung,
sondern wird außerhalb der Handsteuerung in der Missionsplanung in der
übergeordneten Robotersteuerung erledigt.
Die Greif vorgänge sind die am häufigsten auszuführenden Handhabun-
gen. Aber natürlich können auch alle anderen in Abschnitt 2.2.1 aufgeführ-
ten Handhabungen geplant werden. Die Greifplanung hat drei wesentliche
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Teilaufgaben zu erfüllen. Diese sind auch in Abbildung 4.9 dargestellt, die
einen vergrößerten Ausschnitt von Abbildung 4.8 zeigt:
• Nachdem eine Mission von der übergeordneten Robotersteuerung ge-
plant wurde, wird sie an die Handsteuerung übergeben 1©. Hier wird
sie von der Missionsausführung der Greifplanung entgegen genom-
men und verarbeitet. Zur Erfüllung der Mission kommen die angespro-
chenen Greifskills zum Einsatz. Die Missionsausführung regelt dabei
die Kommunikation mit der Missionsplanung, indem entsprechende
Rückmeldungen nach oben zurückgeleitet werden.
• Eng verzahnt mit der Missionsausführung ist die Bestimmung von
Greifskills, also die Auswahl geeigneter Fertigkeiten der Hand zur
Erfüllung der Mission. Entsprechend dem von der Missionsausführung
übermittelten Greifobjekt und der Greifaktion 2© wird eine Greifskill
mit passenden Greifmuster ausgewählt, mit geeigneten Parametern ver-
sehen und nach unten zur lokalen Handsteuerung weitergereicht 3©.
• Die einzelnen Bewegungsphasen einer Greifskill müssen u. U. mit Be-
wegungen des Arms koordiniert werden. Diese notwendige Hand-
Arm Koordination wird zunächst auf Planungsebene vorbereitet. Da-
für werden geeignete Synchronisationspunkte bestimmt und zwischen
der Greifplanung und der Armplanung vermittelt 4©.
Lokale Handsteuerung
Die lokale Handsteuerung muss die geplante Handhabung in reale Bewe-
gungen der vorhandenen Finger der Hand umsetzen. Dies wird durch die
Ausführung von Greifskills erreicht. Abbildung 4.10 zeigt wiederum in ei-
nem Ausschnitt von Abbildung 4.8 die wesentlichen Teilaufgaben der loka-
len Handsteuerung etwas detaillierter:
• Die von der Greifplanung empfangene Greifskill 3© wird nun von
der lokalen Handsteuerung ausgeführt. Das in der Greifskill codierte
Greifmuster bestimmt dabei Zielvorgaben für die einzelnen Fingerge-
lenke und steuert so die Bewegungen der Finger. Die Zielvorgaben
werden nach unten zur Fingerkoordination weitergegeben 5©. Solche
Zielvorgaben sind z. B. die gewünschten Endpositionen oder Drehmo-
mente der einzelnen Fingergelenke.


















































Abbildung 4.10.: Vergrößerter Ausschnitt aus Abbildung 4.8: Aufgaben der
lokalen Handsteuerung im Detail. Die umkreisten Ziffern entsprechen de-
nen aus Abbildung 4.8.
• Die in der Greifplanung vorbereitete Hand-Arm Koordination der
Fingerbewegungen mit den Armbewegungen wird durchgeführt 6©.
Die Koordination erfolgt dabei, vereinfacht gesagt, durch Freischalten
von Bewegungsphasen bei Erreichen der zuvor bestimmten Synchro-
nisationspunkte. Die Hand-Arm Koordination legt damit fest, wann
neue Zielvorgaben nach unten weitergegeben werden.
• Die Bewegungen der Finger und Fingergelenke untereinander müssen
ebenfalls aufeinander abgestimmt werden. Durch diese Fingerkoor-
dination können die Bewegungen aller Fingergelenke zum Beispiel
gleichzeitig beginnen und enden, auch wenn einzelne Gelenke un-
terschiedlich lange Wege zurücklegen müssen. Dies entspricht dem
menschlichen Vorbild [17] und erfüllt somit die Anforderung A-4. Aus
den Zielvorgaben werden so die für den nächsten Zeitschritt aktuellen
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Sollvorgaben (Sollwinkel, Solldrehmoment) berechnet und nach unten
an die Finger- und Gelenkregler weitergeleitet.
• Die der Fingerkoordination unterlagerten Finger- und Gelenkregler
setzen nun die Sollvorgaben in Steuerbefehle für die Aktoren um 8©
und erzeugen so die gewünschten Bewegungen. Die hierfür verwen-
deten Regelalgorithmen, also die Steuereinrichtungen nach der ersten
Definition aus Abschnitt 4.1.3, sind sehr stark von den konkreten Ak-
toren abhängig und sind kein zentraler Punkt dieser Arbeit, daher sind
sie in den Abbildungen jeweils grau dargestellt. Über geeignete Aktor-
und Gelenkmodelle müssen dabei die Bewegungsgleichungen der Ge-
lenke gelöst werden. Diese Regelungen auf der untersten Ebene (Low-
Level Regelung) erzeugen die Fingerbewegungen mit einer konkreten
Mechanik, Aktorik und Sensorik.
Zwischenbilanz
Die in den vorigen Abschnitten konzeptionierte Architektur der Handsteue-
rung beantwortet die drei grundlegenden Fragestellungen aus Abschnitt 2.5.1
somit wie folgt: Die Frage Was zu tun ist wird in der Greifplanung bestimmt,
wie es zu tun ist in der lokalen Handsteuerung und wann es zu tun ist wird
durch die Hand-Arm Koordination entschieden.
Der Fokus der Untersuchungen im Rahmen der vorliegenden Arbeit liegt
dabei auf der Fragestellung wie sich geeignete Vorgaben für die Fingerbe-
wegungen bestimmen, beschreiben und ausführen lassen. Dabei wird, wie
schon erwähnt, von einer existierenden und funktionierenden Low-Level Re-
gelung der Finger und Gelenke ausgegangen, welche die Bewegungsvorga-
ben korrekt in mechanische Bewegungen der Finger der Hand umsetzt. Eine
solche Low-Level Regelung wurde von anderer Seite im Forschungsprojekt
untersucht. Verweise auf die entsprechenden Forschungsarbeiten finden sich
in Abschnitt 4.4.1.
4.3.3. Verarbeitungsschritte der Handsteuerung
Abbildung 4.11 zeigt welche Daten von den einzelnen Steuerungsmodulen
der Handsteuerung von oben vom Erzeuger nach unten zum Verbraucher



































Abbildung 4.11.: Auszutauschende Daten der einzelnen Verarbeitungs-
schritte der Handsteuerung, die umkreisten Ziffern beziehen sich wieder
auf Abbildung 4.8.
ausgetauscht werden, um eine Handhabung zu vollführen. Für eine überge-
bene Mission M mit Greifobjekt OM und Greifaktion AM wird eine Greif-
skill S bestimmt. Diese Greifskill enthält ein passendes Greifmuster GS so-
wie eine zugehörige Ausführungszeit TZiel(GS ). Daraus werden nun die Ziel-
vorgaben ϕi (Sollwinkel) und/oder τi (Sollmomente) bestimmt und zwar für
das Ende der Bewegung zum Zeitpunkt t + TZiel, wobei t der aktuelle Zeit-
punkt ist. Durch Interpolation werden aus den Zielvorgaben nun schrittweise
Sollwerte ϕi bzw. τi bestimmt und zwar immer für den nächsten Interpola-
tionsschritt t + TIpo. TIpo bezeichnet dabei die Zykluszeit des Interpolations-
takts. Die Finger- und Gelenkregelung schließlich wandelt die Sollwerte in
Stellwerte s j für die Aktoren im Takt der Low-Level Regelung TLL um. Sol-
che Stellwerte sind z. B. der Motorstrom für einen Elektromotor (z. B. Fluid-
Pumpe) oder der Öffnungswert eines Fluid-Ventils.
Die Tabelle 4.1 fasst die beschriebenen Ein- und Ausgabedaten nochmals
zusammen. Daneben zeigt die Tabelle auch typische Zykluszeiten bzw. Zy-
klusfrequenzen für die einzelnen Verarbeitungsschritte der einzelnen Steue-
rungsmodule. Die Echtzeitanforderungen unterscheiden sich wie dargestellt











































s j(t + TLL)
1 − 10 ms 100 −
1000 Hz
Tabelle 4.1.: Einzelne Steuerungsmodule der Handsteuerung und ihre Ein-
bzw. Ausgabedaten sowie typische Zykluszeiten und -frequenzen.
also sehr stark voneinander. Sie reichen von wenigen Millisekunden ganz
unten bis zu einigen Sekunden oder Minuten auf oberster Ebene.
4.4. Umsetzung der Handsteuerung
Das zuvor entwickelte Konzept der Handsteuerung wurde für die im For-
schungsprojekt [106] entwickelte anthropomorphe Roboterhand umgesetzt,
also letztlich durch Software implementiert. Dabei mussten noch speziel-
le Probleme gelöst werden, um die Anforderungen aus Abschnitt 2.4 voll
erfüllen zu können. Insbesondere die geforderte Flexibilität (A-1) und Er-
weiterbarkeit (A-6) sowie die Koordinationsfähigkeit (A-5) mit anderen Teil-
steuerungen machen spezielle Ansätze erforderlich. Hierbei spielen in ge-
wissem Umfang auch Implementierungsdetails eine Rolle. Diese sollen nun,
soweit sie für das Verständnis erforderlich sind, erläutert werden.
4.4.1. Implementierungsumfeld
Im Rahmen des Forschungsprojekts [106] wird ein vollständiges, humanoi-
des Robotersystem aufgebaut. Daraus ergeben sich zusätzliche Randbedin-
gungen innerhalb derer die einzelnen Teile, wie z. B. die Handsteuerung, ar-
beiten müssen. Diese gegebenen Randbedingungen legen die technologische
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Basisarchitektur der Teilsysteme fest und lassen sich grob in die zwei Berei-
che Hardware und Software unterteilen.
Hardware Basisarchitektur
Die Hardware selbst kann weiter unterteilt werden in Mechanik und Rech-
nerarchitektur. Deren konkrete Umsetzungen haben natürlich Auswirkun-
gen auf die hier untersuchte Handsteuerung. Mechanik und Rechnerarchitek-
tur sind jedoch kein zentraler Punkt dieser Arbeit, weshalb hier nur Verweise
auf die entsprechenden Arbeiten gegeben werden.
Die Mechanik der Arme und des restlichen Roboters spielt für die Hand-
steuerung eine untergeordnete Rolle und kann für die weiteren Betrachtun-
gen außer Acht gelassen werden. Entsprechende Untersuchungen wurden
von anderer Seite im Forschungsprojekt durchgeführt, genaueres findet sich
in [8, 28, 63, 1, 4, 6, 5, 2, 3].
Die Mechanik der anthropomorphen Roboterhand und die Gelenkrege-
lung der einzelnen Finger wurde im Rahmen des Forschungsprojekts vom
IAI3 am Forschungszentrum Karlsruhe entwickelt. Detaillierte Beschreibun-
gen zur Handmechanik finden sich in [101, 103, 104, 99, 100, 61, 51, 67].
Das verwendete Aktorprinzip (flexible Fluidaktoren) ist in [102, 98, 86, 13,
39] beschrieben. Detaillierte Beschreibungen der Gelenkregelung mit Sta-
bilitätsüberwachung auf der untersten Ebene (Low-Level Regelung) finden
sich in [15, 16, 14, 54, 62, 88, 55, 56]. Ein Simulationssystem der gesamten
Handsteuerung inklusive der komplexen Fingerregelungen, basierend auf ei-
nem physikalisch korrekten Modell der eingesetzten Fluidaktoren und der
Hand-Dynamik, ist in [74] beschrieben.
Unter der Rechnerarchitektur des humanoiden Roboters soll hier des-
sen Ausstattung mit Rechnern und deren Verknüpfungen verstanden wer-
den. Diese Rechner dienen zur Ausführung der ”in Software gegossenen“
Steuerungssysteme. Das im Forschungsprojekt entwickelte Konzept besteht
aus einer Kombination von Universalrechnern (embedded4 PCs) und spezia-
lisierten Mikroprozessoren (DSPs5) und ist in [63, 87, 9, 58] beschrieben,
siehe auch Abbildung 4.12. Für die Handsteuerung ist dies aber nur insoweit
3IAI: Institut für angewandte Informatik, http://www.iai.fzk.de/
4Englisch: embedded = eingebettet/eingebaut
5DSP = Digitaler Signal Prozessor














Abbildung 4.12.: Schematische Struktur der Rechnerarchitektur für den hu-
manoiden Roboter, nach [58].
relevant, als die Software der Handsteuerung auf diesem (verteilten) Rech-
nersystem ausführbar sein muss.
Software Basisarchitektur
Als Betriebssystem der Rechner wird eine echtzeitfähige Linux-Variante ein-
gesetzt [93, 144]. Für die Integrierbarkeit und Kompatibilität der verschiede-
nen Teilsteuerungen des Roboters (Arm-, Torso-, Kopf-, Handsteuerung) auf
Softwareebene wurde weiterhin bereits im Vorfeld des Forschungsprojekte
eine gemeinsame Grundlage für die Software festgelegt. Dabei handelt es
sich um das sog. MCA26 System. MCA2 ist ein Softwareframework, das
insbesondere für den Aufbau von hochmodularen Steuerungssystemen her-
vorragend geeignet ist.
Das MCA2-Softwareframework bildet dabei die gemeinsame software-
technische Basis des gesamten Forschungsprojekts und erleichtert bzw. er-
möglicht erst die geforderte Integrierbarkeit der einzelnen Teilsteuerungen
(siehe auch Anhang B). Die in der Abbildung 4.13 dargestellte Struktur ver-
deutlicht die bei MCA2 verwendete Terminologie, welche bei den folgen-
den Betrachtungen eine Rolle spielt. Durch das Framework können numeri-
sche Daten sehr einfach über Kanten (englisch: Edges, die einfachen Pfeile
6MCA2: Modular Controller Architecture 2 [96], siehe auch Anhang B.
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Abbildung 4.13.: Beispiel einer MCA2-Steuerungsarchitektur zur Erläute-
rung der MCA2 Begriffe Modul, Gruppe, Part, Kante und Blackboard.
im Bild) zwischen verschiedenen Software-Modulen (englisch: Moduls) zy-
klisch ausgetauscht werden. Mehrere Module können wiederum zu Gruppen
(englisch: Groups) und Prozessen (englisch: Parts) zusammengefasst wer-
den. MCA2 ermöglicht so den Aufbau komplexer hierarchischer und ge-
schichteter Steuerungsarchitekturen. Eine weitere Methode zur Datenübert-
ragung zwischen Modulen sind Blackboards7. Diese können von mehreren
Modulen als gemeinsamer Speicher lesend und schreibend genutzt werden
(gestrichelte Doppelpfeile in Abbildung 4.13). Sie erlauben den Austausch
beliebiger Daten und komplexer Datenstrukturen.
Die bei weitem gebräuchlichste Form des Datenaustauschs in einem sol-
chen MCA2 System ist die Übertragung über fest definierte Datenpfade, den
Kanten. Über diese werden Vektoren von Fließkommazahlen zwischen zwei
Modulen übermittelt. Zur Laufzeit ist dabei sowohl die Anzahl der Elemente
und die Bedeutung der Vektoren als auch die Richtung sowie Anfang und
Ende der Kanten starr festgelegt.
Die zweite Variante des Datenaustauschs über Blackboards ist sehr viel
flexibler. Zur Laufzeit können je nach Bedarf unterschiedliche Partner (auch
mehr als zwei) ein Blackboard benutzen. Weiterhin kann sowohl die Anzahl
7Englisch: black = schwarz; board = Brett
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als auch die Bedeutung der im Blackboard abgelegten Daten bei Bedarf auf
einfache Weise geändert werden und ist insbesondere nicht nur auf Vektoren
von Fließkommazahlen beschränkt.
4.4.2. Umsetzung des Konzepts mit MCA2
Das erarbeitet Konzept für die Handsteuerung konnte gut mit einer entspre-
chenden MCA2-Architektur umgesetzt werden. Abbildung 4.14 auf Seite 53
zeigt einen Teil einer MCA2 basierten Robotersteuerung für einen humanoi-
den Roboter die im Rahmen des Sonderforschungsbereichs als Zusammen-
arbeit von mehreren Teilprojekten erstellt wurde (siehe auch Abbildung 1.1b
und [106]. Aus Gründen der Übersichtlichkeit und Lesbarkeit kann dabei nur
ein kleiner Auszug der tatsächlichen Modulstruktur dargestellt werden. Die
wichtigsten Teile, wie Kopfsteuerung, Armsteuerung und Handsteuerung so-
wie deren Untermodule lassen sich jedoch identifizieren. Die dargestellten
Module der Handsteuerung, die rechte Spalte im Bild, implementieren das
Konzept aus Abschnitt 4.3 und ermöglichen so die Evaluierung des Kon-
zepts mit einem realen Robotersystem. Hierauf wird später in Kapitel 7 auch
noch genauer eingegangen.
4.4.3. Spezielle Probleme
Die zu Beginn von Abschnitt 4.4 angesprochenen speziellen noch zu lösen-
den Probleme betreffen die zwei folgenden Fragestellungen:
• Wie können Greifskills mit den herausgearbeiteten, erforderlichen Ei-
genschaften konkret umgesetzt werden?
• Wie können unabhängige Teilbewegungen zwischen einzelnen Teil-
steuerungen koordiniert werden?
Diese zwei Fragestellungen entsprechen somit den Problemstellungen P-2
und P-3 aus Abschnitt 2.5.2 und werden in den folgenden Kapiteln detailliert
diskutiert. Das nachfolgende Kapitel 5 beschreibt die entwickelte Realisie-
rung der Greifskills mit Hilfe eines objektorientierten Ansatz. In Kapitel 6
wird dann das konzipierte Verfahren zur Koordination von Bewegungen ba-
sierend auf erweiterten Petri-Netzen vorgestellt.


































































































































































































































































Abbildung 4.14.: Auszug aus der Modulstruktur der MCA2 basierten Ro-




Die im vorherigen Kapitel bereits erwähnten Greifmuster und insbesondere
die Greifskills sind ein wesentlicher Punkt des vorgestellten Konzepts der
Handsteuerung und damit auch dieser Arbeit. Der hierfür entwickelte An-
satz bietet eine Lösung für die Problemstellung P-2 aus Abschnitt 2.5.2 und
wird in diesem Kapitel im Detail vorgestellt. Zunächst werden die Greif-
muster erläutert, danach die darauf aufbauenden Greifskills. Was unter den
Begriffen hier verstanden werden soll, wird jeweils zunächst genau definiert.
Danach werden ihre Eigenschaften bestimmt, die sich wieder aus den all-
gemeinen Anforderungen aus Abschnitt 2.4 sowie dem geschilderten Im-
plementierungsumfeld aus Abschnitt 4.4.1 ergeben. Den Abschluss bildet




Greifmuster sind zunächst einmal nicht spezifisch für Roboterhände, son-
dern können allgemein zur Beschreibung von Bewegungen beliebiger Mehr-
fingergreifer, insbesondere auch der menschlichen Hand, verwendet werden.
Definition D-1: Greifmuster
Ein Greifmuster ist die Beschreibung eines bestimmten Bewegungsmus-
ters der Finger, also einer Folge von koordinierten Bewegungen der einzel-
nen Fingergelenke. Die Bewegungen sind zielgerichtet für eine bestimmte
Handhabung und abgestimmt auf ein ganz bestimmtes Greifobjekt und ei-
ne ganz bestimmte Greifaktion.
56 5. Bewegungssteuerung mit Greifskills
Ein Greifmuster im engeren Sinn beschreibt, auf welche Art und Weise ein
bestimmtes Objekt von der Hand gegriffen werden kann. Es bestimmt, wie
sich die Fingergelenke bewegen, d. h. sowohl wann sich die Gelenke bewe-
gen als auch wohin. Ein Greifmuster beschreibt Folgen von Bewegungen der
einzelnen Fingergelenke, die nacheinander oder beim Eintreten bestimmter
Ereignisse (z. B. Kontakt mit einem Greifobjekt) ausgeführt werden.
Neben dem bei weitem am häufigsten vorkommenden Greifen (Fähig-
keit F-1) kann die Roboterhand auch andere Handhabungen, wie Manipu-
lieren (Fähigkeit F-2) oder Gestikulieren (Fähigkeit F-3) ausführen. Auch
diese Handhabungen erfordern natürlich Fingerbewegungen mit einem ent-
sprechenden Bewegungsmuster. Wenn im Folgenden von einem Greifmuster
die Rede ist, so soll das alle derartigen Bewegungsmuster mit einschließen,
also auch solche, die nicht unmittelbar etwas mit Greifen zu tun haben.
5.1.2. Bestimmung von Greifmustern
Mit einem komplexen Mehrfingergreifer mit so vielen unabhängigen Frei-
heitsgraden wie die hier untersuchte anthropomorphe Roboterhand lassen
sich sehr viele verschiedene Greifmuster realisieren. Die Frage ist daher,
welche Greifmuster sinnvoll, d. h. im vorliegenden Szenario relevant sind.
Auch hier kann man sich wieder, wie schon in den Abschnitten 2.2.3
und 2.4.1, den Umstand zu nutze machen, dass der Roboter menschenähn-
lich agieren soll. Daher können geeignete Greifmuster in gewissem Umfang
vom menschlichen Vorbild übernommen werden.
Die in der Literatur beschriebenen Klassifikationen oder Taxonomien1 von
Greifmustern sind allerdings analyseorientiert, d. h. sie dienen direkt der
Untersuchung von Handhabungen beim Menschen. Sie finden sich in physio-
logischen/medizinischen Arbeiten wie [69, 50, 95] oder auch bei der Analyse
von menschlichen Griffen in Produktionsumgebungen zur Entwicklung viel-
seitiger Robotergreifer [25, 26]. Daneben müssen menschliche Greifmuster
auch beim Programmieren durch Vormachen analysiert werden, da hier die
von einer menschlichen Hand vorgemachten Bewegungen direkt für die An-
steuerung eines Robotergreifsystems verwendet werden [49, 38, 33, 91]. In
der Abbildung 5.1 ist eine derartige Taxonomie grafisch dargestellt. Einzelne





















































Abbildung 5.1.: Analyseorientierte Griffmustertaxonomie nach [25, 26].
Greifmuster werden dabei in einer Dimension von oben nach unten immer
feiner nach Greifaufgabe bzw. Geometrie des Greifobjekts angeordnet. Von
links nach rechts wird dagegen in der zweiten Dimension zwischen Kraft
und Geschicklichkeit bzw. der Größe des Greifobjekts unterschieden.
Innerhalb der Handsteuerung ist dagegen eine ausführungsorientierte
Klassifikation der Greifmuster erforderlich. Dabei steht die durchgängige
Ausführung von Greifmustern für bestimmte Handhabungen im Szenario aus
Abschnitt 2.2 im Vordergrund. Eine entsprechende Klassifikation wird im
Folgenden vorgestellt. Sie orientiert sich natürlich an den oben erwähnten
bestehenden Taxonomien. Insbesondere wurde auf eine weitgehend konsis-
tente Bezeichnung von Greifmustern geachtet.
Da die zuvor bestimmten Greifmuster im Wesentlichen von den zu hand-
habenden Greifobjekten und den auszuführenden Greifaktionen abhängen,
werden im nächsten Abschnitt zunächst die Greifobjekte im Hinblick auf
anwendbare Greifmuster klassifiziert. Danach werden entsprechende Greif-
muster identifiziert und bewertet, um so relevante Greifmuster zu bestimmen.
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5.1.3. Objektklassifikation
Für die Auswahl eines Greifmusters, das für eine beabsichtigte Handhabung
geeignet ist, ist es in der Regel unwichtig, um was für ein konkretes Objekt
es sich handelt. Wenn sich zwei Greifobjekte in Form und Größe nur unwe-
sentlich voneinander unterscheiden, dann können sie i. Allg. auch mit dem
gleichen Greifmuster gehandhabt werden.
Das ist bei unterschiedlichen Objektparametern die für das Greifen an
sich unwichtig sind, wie z. B. Farbe oder Bezeichnung, unmittelbar einsich-
tig, trifft aber auch auf andere Parameter zu. Die Hand ergreift eine Tasse
nicht anders als ein Glas oder eine Flasche, sofern die Objekte vergleichbare
Durchmesser und Gewichte haben und auf gleiche Art gehandhabt werden
sollen. Daher ist zunächst eine Unterteilung der zu handhabenden Greif-
objekte in Klassen nützlich, um dann entsprechende Klassen von Greif-
mustern bestimmen zu können.
Die bereits in Abschnitt 2.2.2 genannten Greifobjekte lassen sich ganz
grob in fünf Klassen einteilen [71]. Diese sind im Folgenden aufgelistet. Ne-
ben der Objektklasse sind jeweils auch beispielhafte konkrete Greifobjekte
als Vertreter der Klasse aufgeführt:




• Zylindrische Objekte mit kleinem Durchmesser:
– Griffe von Türen oder Schubladen
– Besteckteile
– Henkel von Töpfen oder Körben










– Obst (z. B. Apfel)
– Gemüse (z. B. Kartoffel)
5.1.4. Wichtige Greifmuster
Zum Handhaben, also insbesondere zum Ergreifen von Objekten dieser ver-
schiedenen Klassen werden entsprechende Greifmuster oder Griffe3 benötigt.
Bei einer anthropomorphen Roboterhand, wie sie hier untersucht wird, kann
man sich wie erwähnt auch bei der Bestimmung geeigneter Greifmuster wie-
der am menschlichen Vorbild orientieren. Die wichtigsten Greifmuster wer-
den daher nun anhand von Bildern einer menschlichen Hand erläutert.
2im Sinne von (i. W.) kugelförmig
3Die Bezeichnung ” Griff“ wird hier mit zwei unterschiedlichen Bedeutungen gebraucht: Zum Einen im
Sinne von ” ein von der Hand ausgeführtes Greifmuster“ und zum Anderen ” ein ergreifbarer Hand- oder





Abbildung 5.2.: Darstellung des Kontakts zwischen Hand und Greif-
objekt bei den folgenden Abbildungen 5.3 – 5.9. Links die Dorsalansicht
(Handrückenseite), rechts die Palmaransicht (Handinnenseite) einer rech-
ten Hand. Die grauen Flächen zeigen den Ort des Kontakts.





(c) Messer (prismatischer Griff)
Abbildung 5.3.: Greifen von zylindrischen/prismatischen Objekten.
Unter den folgenden Abbildungen 5.3ff sind jeweils die Zeichnungen der
Kontaktflächen von Hand und Greifobjekt entsprechend Abbildung 5.2 dar-
gestellt. Der linke Teil der Zeichnung zeigt jeweils eine Teilansicht (Ske-
lettansicht) der Finger in der Anordnung des jeweiligen Griffs. Der rechte
Teil zeigt die entsprechenden Kontaktflächen auf der Palmarseite der Hand
(Handinnenseite) mit ausgestreckten Fingern.
Zylindergriffe, prismatische Griffe
Der wichtigste und gebräuchlichste Griff ist der sog. Zylindergriff. Dabei
legen sich alle Finger um die Zylinderfläche, der Daumen ist dabei in der
sog. Oppositionsstellung gegenüber den anderen Fingern angeordnet. Abbil-
dung 5.3 zeigt Beispiele mit unterschiedlichen Greifobjekten. Dabei müssen
die Objekte nicht präzise zylindrisch sein, sondern sie müssen lediglich einen
länglichen, prismatischen Aufbau haben. Daher wird dieser Griff allgemei-
ner auch als prismatischer Griff bezeichnet. Bei diesem Griff werden die
Vorteile einer mehrfingrigen Hand gegenüber anderen Arten von Greifern
voll ausgenutzt. Die einzelnen Finger können sich unabhängig voneinander
um das Objekt legen und so sehr einfach Abweichungen von der idealen
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(a) Tasse von der Seite
(Zylindergriff)
(b) Tasse von oben
(kreisförmiger Griff)
(c) Tasse von oben
(kreisförmiger Griff)
Abbildung 5.4.: Greifen sphärischer oder kreisförmiger Objekte.
Form ausgleichen. Weiterhin hat jeder Finger großflächig oder zumindest an
mehreren Stellen Kontakt mit dem Objekt.
Wie man in der Abbildung 5.3 sieht, können so unterschiedlich große Ob-
jekte sicher gegriffen werden. Die Größe des Greifobjekts, also Länge und
Durchmesser, bestimmen die konkrete Anordnung der Finger bei Ausführung
des Griffs. Bei kurzen Objekten steht evtl. nicht genug Fläche für alle Fin-
ger zur Verfügung, so dass dann einzelne Finger, beginnend mit dem kleinen
Finger, Ringfinger usw., nicht mehr am Griff beteiligt sind. Weiterhin muss
bei Objekten mit kleinem Durchmesser wie in Abbildung 5.3c der Daumen
ggf. so angeordnet werden, dass er nicht mit den anderen Fingern kollidiert.
Kreisförmige Griffe
Der Zylindergriff kann auch Objekte handhaben, die eine leicht konische
Form haben, wie etwa beim Greifen einer Tasse von der Seite in Abbil-
dung 5.4a. Dabei wurde die Tasse entsprechend gedreht, so dass der Henkel
nicht mit den Fingern kollidiert.
Um die Tasse dagegen von oben zu ergreifen müssen kreisförmige Grif-
fe wie in Abbildung 5.4b oder 5.4c angewendet werden. Die Finger werden
dabei im Kreis angeordnet und umschließen das Objekt mehr oder weniger.
62 5. Bewegungssteuerung mit Greifskills
Wie bei allen Griffen gilt insbesondere, je geringer die Kontaktfläche ist um-
so weniger stabil und damit weniger sicher ist dieser Griff.
Der Übergang von einem sogenannten Kraftgriff mit großen Kontaktflä-
chen wie in Abbildung 5.4b zum sog. Präzisionsgriff, bei dem nur die Fin-
gerspitzen Kontakt zum Objekt haben wie in Abbildung 5.4c, ist beim kreis-
förmigen Griff weitgehend fließend [69, 41]. Beim Kraftgriff kann, wie der
Name schon andeutet, eine hohe Kraft auf das Objekt übertragen werden,
aber durch die große Kontaktfläche ist er auch schon bei geringen Kräften
viel stabiler und daher für das sichere Greifen wesentlich besser geeignet.
Mit einem Präzisionsgriff können komplexe Feinmanipulationen an oder mit
einem gegriffenen Objekt ausgeführt werden, was in dem hier vorliegenden
Szenario aber weniger wichtig ist.
Die Abbildungen 5.4a und 5.4b zeigen auch, dass ein bestimmtes Greif-
objekt durchaus mit sehr verschiedenen Greifmustern gegriffen werden kann.
Welches Greifmuster geeignet ist, hängt aber nicht nur davon ab wie (aus
welcher Richtung) sich die Hand dem Greifobjekt nähern kann ohne mit
anderen Gegenständen zu kollidieren. Selbst wenn ein Greifobjekt wie die
Tasse in der Abbildung frei zugänglich ist, hängt das geeignete Greifmuster
auch von der jeweiligen Greifaktion ab, also letztlich der Absicht, die hin-
ter dem Greifen steckt. Wenn die Tasse befüllt werden soll, so muss sie von
der Seite gegriffen werden. Soll sie dagegen in eine Schublade oder in den
Geschirrspüler weggeräumt werden, so muss sie von oben gegriffen werden.
Sphärische Griffe
Der kreisförmige, präzise Griff kann bei kugelförmigen/sphärischen Objek-
ten in den sog. sphärischen Kraftgriff übergehen, siehe Abbildungen 5.5a
und 5.5b. Damit lassen sich Objekte wie kleine Bälle oder Lebensmittel wie
die Mandarine im Bild sicher greifen. Ähnlich wie der zylindrische Kraft-
griff hat der sphärische Kraftgriff sehr große Kontaktflächen, was ihn sehr
stabil und für das sichere Greifen geeignet macht. Die Greifobjekt müssen
wiederum auch nicht präzise kugelförmig sein, da sich die einzelnen Finger
unabhängig voneinander um das Objekt legen können und so Abweichungen






(c) Schieben eines Küchentopfs
(Schiebegriff)
Abbildung 5.5.: Greifen kugelförmiger Objekte (Teilbilder a und b). Nicht-
klammernder Griff zum Schieben von Objekten (Teilbild c).
Nicht klammernde Griffe
Manche zu handhabenden Greifobjekte müssen nicht von den Fingern der
Hand umschlossen (geklammert) werden, um sie bewegen zu können. Die
Greifobjekte können dann nicht frei im Raum, sondern nur in bestimmte
Richtungen bewegt werden. Die Bewegung des Objektes wird dann durch
Zwangsbedingungen (mit-) bestimmt.
Beim Schieben von Gegenständen mit dem sog. Schiebegriff drücken die
Finger alle von einer Seite gegen das Objekt, siehe Abbildung 5.5c. Auf
einer ebenen Standfläche kann ein Objekt dann in Richtung der Schiebekraft
parallel zur Standfläche verschoben werden.
Andere Zwangsbedingungen ergeben sich, wenn es sich bei dem Objekt
um eines der in Abschnitt 2.2.2 beschriebenen Bedienelemente handelt. Sol-
che Objekte sind über Scharniere, beispielsweise Türangeln oder Schubla-
denauszüge, mit der Umgebung verbunden. Das Objekt bewegt sich dann
rotatorisch um die Angeln oder translatorisch entlang dem Auszug. Zum
Öffnen einer solchen Schwingtüre oder Schublade wird der sog. Hakengriff
verwendet, bei dem alle Finger außer dem Daumen abgeknickt, aber nicht
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(a) Kühlschrank (Hakengriff) (b) Geschirrschrank
(Hakengriff)
(c) Türe (Hakengriff)
Abbildung 5.6.: Nicht klammernde Hakengriffe mit verschiedenen Hand-
griffen.
ganz eingerollt sind. Dadurch bilden sie einen Haken, der in den Türgriff
eingehängt wird und diesen ziehen kann.
Abbildung 5.6 zeigt ein paar Beispiele für Hakengriffe. Die Kontaktfläche
variiert dabei entsprechend der Größe des Handgriffs, ist aber immer auf
die Fingerglieder beschränkt (ohne Daumen). Zum Schließen solcher Türen
kann wiederum der Schiebegriff verwendet werden.
Griffe zum Bedienen von Geräten
Eine weitere Handhabung, die nicht immer eine Klammerung des Objek-
tes erfordert, ist die Bedienung von Tasten, Schaltern oder Druckknöpfen.
Abbildung 5.7a zeigt den hierfür meist verwendeten Griff mit ausgestreck-
tem Zeigefinger. Beim Bedienen von Geräten kommen aber auch andere
Griffe zum Einsatz, wie die Abbildungen 5.7b und 5.7c zeigen. Für zylindri-
sche Drehknöpfe mit ausreichend großem Durchmesser wird dafür wieder







(c) Knebelknopf: Drehknopf mit
flacher Greiffläche (Lateral-
griff)
Abbildung 5.7.: Griffe zum Bedienen von Geräten.
Laterale Griffe
Hat ein Drehknopf dagegen eine flache Greiffläche wie in Abbildung 5.7c
(ein sog. Knebelknopf), so wird der sog. Lateralgriff4 verwendet. Dabei
wird das Greifobjekt wie im Bild gezeigt zwischen dem Daumen und der
Seite des angebeugten Zeigefingers eingeklemmt. Die eigentliche Betätigung
des Drehknopfs erfolgt dann mit Hilfe einer Bewegung des Armes, zum Bei-
spiel durch die Drehung der gesamten Hand im Handgelenk.
Mit diesem zweifingrigen Lateralgriff können auch andere kleine, flache
Gegenstände gehalten werden. Abbildung 5.8a zeigt dies am Beispiel eines
Schlüssels, daher wird dieser Griff gelegentlich auch als Schlüsselgriff be-
zeichnet. Zum Greifen von größeren flachen Gegenständen wie einem Teller
oder einer Untertasse werden alle Finger außer dem Daumen ausgestreckt
und bilden so eine flache Auflage für das Objekt, siehe Abbildung 5.8b. Der
Daumen drückt auch bei diesem flachen Haltegriff wieder von der anderen
Seite das Objekt gegen die Auflage.
Um kleine Objekte aufheben zu können, wird der sog. Pinzettengriff oder
Zwei-Finger-Griff aus Abbildung 5.8c verwendet. Dadurch, dass nur zwei
Finger mit einer kleinen Fläche Kontakt mit dem Objekt haben, kann es
leicht herausrutschen, dieser Griff ist also für das sichere Greifen ungeeignet.
4lateral: Anatomische Lagebezeichnung mit der Bedeutung ” zur Seite hin gelegen“ [122]
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(a) Schlüssel
(Lateralgriff/Schlüsselgriff)
(b) Untertasse (Lateralgriff) (c) Teelöffel (Pinzettengriff/
Zwei-Finger-Griff)
Abbildung 5.8.: Griffe für flache und/oder kleine Objekte.






Abbildung 5.9.: Verschiedene Handgesten und ihre mögliche Bedeutung.
Gesten
Wie schon in Abschnitt 2.4 erläutert sollen auch Handgesten zur intuiti-
ven Kommunikation mit dem Menschen ausgeführt werden können. Dabei
ist kein Kontakt mit der Umwelt beabsichtigt. Abbildung 5.9 zeigt einige
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Beispiele von Handgesten. Die abgebildeten Gesten sind aus Sicht der Hand-
steuerung in gewissem Sinne statisch, d. h. die Stellung der Fingergelen-
ke ist fest vorgegeben und ändert sich nicht. Da jedoch die Stellung der
Hand im Raum und insbesondere ihre Orientierung bei der Interpretation
der Gesten durch den Menschen eine wichtige Rolle spielt, muss auch die
Ausführung einer Geste, genau wie die anderen Handhabungen, unbedingt
mit den Bewegungen des Armes abgestimmt werden. Bei der abgebildeten
” Daumen-hoch“ Geste mit der Bedeutung ” in Ordnung“ oder ” ja“ muss
die Hand beispielsweise so orientiert sein, dass der ausgestreckte Daumen
auch tatsächlich nach oben zeigt, ansonsten hat die Geste eine ganz andere
Bedeutung. Ist er beispielsweise nach unten orientiert, so bedeutet die Geste
nämlich das genaue Gegenteil, also ” nein“ oder ” nicht in Ornung“. Glei-
ches gilt auch für andere Gesten, wie der ” flachen Hand“. Ist die gebildete
Handfläche nämlich parallel zum Boden mit der Handinnenfläche nach oben
anstatt wie abgebildet senkrecht zum Boden, so handelt es sich um eine Ges-
te die um etwas bittet oder darauf wartet etwas entgegen zu nehmen.
Die wichtigste Geste ist jedoch die Zeigegeste. Mit ihr kann der Roboter
durch Zeigen auf bestimmte Objekte in der Umgebung Aufträge bestätigen
(” Ich nehme jetzt diese Tasse“) oder auch Unklarheiten beseitigen (” Soll ichjenes Glas holen?“). Dadurch kann die Sicherheit für den Menschen erhöht
werden, da er immer weiß, was der Roboter als nächstes tun wird (Anforder-
ungen A-3 und A-4 aus Abschnitt 2.4).
Daneben sind auch dynamische Gesten denkbar, bei denen die Fingerge-
lenke in Bewegung bleiben. Heranwinken oder zum Abschied Winken sind
Beispiele hierfür. Auch hier wird wieder deutlich, dass die Orientierung der
Hand im Raum bei Gesten eine große Rolle spielt. Zum Heranwinken müss-
te die Hand beispielsweise mit der Handinnenfläche parallel zum Boden und
nach oben orientiert sein, während die Handinnenfläche beim zum Abschied
Winken schräg nach unten zeigt.
5.1.5. Klassifikation und Bewertung der Greifmuster
Die vorgestellten Griffe oder Greifmuster lassen sich nun in Klassen, die
Greifklassen, unterteilen [75]. Abbildung 5.10 zeigt diese Unterteilung gra-
fisch, die einzelnen Greifmuster sind weiß unterlegt, während die Greifklas-
sen grau unterlegt sind. Die einzelnen Greifmuster sind bei dieser relativ

























Abbildung 5.10.: Identifizierte Greifmuster und Greifklassen der untersuch-
ten anthropomorphen Roboterhand [75].
groben Einteilung allerdings wirklich als Muster zu sehen, d. h. als eine
verallgemeinerte Beschreibung eines bestimmten Griffs. Für die Ausführung
des Greifmusters mit einem bestimmten Greifobjekt muss es jeweils an ein
konkretes Objekt angepasst werden können. Dazu müssen die Greifmuster
zunächst parametrisiert5 werden, d. h. Merkmale wie z. B. geeignete Größen-
angaben müssen identifiziert werden. Für einzelne konkrete Greifobjekte
müssen die Greifmuster dannach entsprechend parametriert6 werden, um so
den zuvor identifizierten Merkmalen die jeweiligen Wert also Länge, Breite,
Durchmesser usw. zuzuweisen.
Tabelle 5.1 auf Seite 69 zeigt die Zuordnung der identifizierten Greifmus-
ter zu den Fähigkeiten aus Abschnitt 2.3. Einige Greifmuster können so-
wohl für das sichere Greifen als auch für das Manipulieren verwendet wer-
den. Durch die große Kontaktfläche ist das Greifobjekt bei den Kraftgriffen
aber sehr in der Hand fixiert, d. h. es kann seine Orientierung zur Hand nicht
ändern. Die eigentliche Manipulation erfolgt dann durch die Bewegung des
Armes, wie das am Beispiel des Bedienen eines Drehknopfes mittels eines
Lateralgriffs zuvor bereits erläutert wurde.
Eine Bewertung welche Kombinationen aus Greifobjekt und Greifmuster
im vorliegenden Szenario wie relevant ist zeigt die Tabelle 5.2. Die Bewer-
tung ergibt sich zum Einen aus den in Abschnitt 2.3 geforderten Fähigkeiten
5parametrisieren: Ein System mit Parametern versehen.








prismatischer Kraftgriff x x∗ –
sphärischer Kraftgriff x x∗ –
Lateralgriff x x∗ –
prismatischer Präzisionsgriff x x –
kreisförmiger Präzisionsgriff x x –
Drei-Finger-Griff x† x –
Pinzettengriff x† x –
Knopf bedienen – x –
Schiebegriff – x –
Hakengriff – x –
Zeigen – – x
Flache Hand – – x
Daumen-hoch – – x
Winken – – x
∗ : eingeschränkt, Manipulation erfolgt über die Bewegung des Armes
† : eingeschränkt, kleine Kontaktfläche macht Griff wenig stabil
Tabelle 5.1.: Zuordnung von Greifmustern zu den geforderten Fähigkeiten.
(siehe auch Tabelle 2.2). Zum Anderen spielt auch die Praxisrelevanz ein
Rolle, also die Häufigkeit mit der Objekte der Objektklasse mit dem Greif-
muster in der realen Anwendung im Szenario gehandhabt werden müssen. Ist
eine Kombination selten oder nie zu erwarten, so ist sie auch nicht relevant.
Insgesamt sind die Kraftgriffe, insbesondere der prismatische Kraftgriff,
aufgrund ihrer vielfältigen Einsatzmöglichkeiten hier am relevantesten. Aber
auch speziellere Griffe, wie der Lateralgriff oder der Griff um Knöpfe zu
bedienen, sind sehr wichtig. Die Präzisionsgriffe sind dagegen hier weniger
relevant, da sie für das sichere Greifen, die Hauptanwendung im Szenario,
nur sehr eingeschränkt zu gebrauchen sind. Die Gesten wiederum sind aus
den bekannten Gründen wie Sicherheit (A-3) oder Kompatibilität (A-4) zum
Menschen ebenfalls relevant.
5.2. Greifskill
Die im letzten Abschnitt eingeführten Greifmuster beschreiben koordinierte
Bewegungen der Fingergelenke einer Hand. Wie derartige Beschreibungen
von der Handsteuerung in Bewegungsvorgaben für die Roboterhand umge-
setzt werden, ist damit aber noch nicht geklärt.
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Objektklasse Greifmuster/Greifklasse Relevanz
Große zylindrische Objekte prismatischer Kraftgriff +++
Große zylindrische Objekte kreisförmiger Präzisionsgriff ++
Große zylindrische Objekte prismatischer Präzisionsgriff −+
Kleine zylindrische Objekte prismatischer Kraftgriff +++
Kleine zylindrische Objekte prismatischer Präzisionsgriff −+
Kleine zylindrische Objekte Haken +++
Flache Objekte Lateralgriff +++
Flache Objekte flacher Haltegriff +++
Bedienelemente von Geräten Knopf bedienen +++
Bedienelemente von Geräten Lateralgriff +
Bedienelemente von Geräten kreisförmiger Präzisionsgriff +
Sphärische Objekte sphärischer Kraftgriff +
Sphärische Objekte kreisförmiger Präzisionsgriff −+
Kleinteile Drei-Finger-Griff +
Kleinteile Pinzette +
Sonst. Objekte Schieben ++
– Gesten +++
+++ : sehr wichtig
++ : wichtig
+ : relevant
−+ : möglich, aber hier nicht weiter untersucht
Tabelle 5.2.: Bewertung der Relevanz von Kombinationen aus Greifobjekt
und Greifmuster (vgl. auch Tabelle 2.2).
Es wird nun zunächst ein einfacher, naiver Ansatz für diese Umsetzung
der Greifmuster beschrieben und bewertet. Wie sich schnell zeigt, ist dieser
Ansatz jedoch im vorliegenden Szenario unzureichend. Daher wird danach
im Rahmen dieser Arbeit ein geeigneterer Ansatz zur Ausführung von Greif-
mustern mit Greifskills entworfen.
5.2.1. Ausführung von Greifmustern
Einfacher Ansatz
Um ein Greifmuster mit einer Roboterhand auszuführen, kann man in einem
ersten Ansatz einfach entsprechende Bewegungen aufzeichnen und später
wieder abspielen. Dafür müssten in der lokalen Handsteuerung lediglich ein-
mal aufgezeichnete Folgen von Fingergelenkswinkeln ϕi(t), sog. Trajektori-
en7, zeitlich korrekt abgerufen und als Sollwerte für die Low-Level Regelung
der Finger vorgegeben werden.













































































Abbildung 5.11.: Vergrößerter Ausschnitt aus Abbildung 4.8: Bewegungs-
steuerung durch einfaches Abspielen von aufgezeichneten Gelenkwinkel-
trajektorien ϕi(t). Die Bewegungen lassen sich nur unzureichend parame-
trisieren. Auf Änderungen in der Umgebung kann nicht reagiert werden.
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Abbildung 5.11 zeigt, wie so eine einfache, direkt auf Greifmustern basie-
rende Bewegungssteuerung innerhalb der beschriebenen Handsteuerung aus-
sehen könnte. Die Schichten zur Auswahl bzw. Ausführung von Greifskills
aus den Abbildungen 4.8 – 4.10 wurden dabei durch einfachere, Greifmuster
verarbeitende Schichten ersetzt. Die Greifplanung kann auf verschiedene
Greifmuster (Gα,Gβ,Gγ, . . . ) zurückgreifen. Für jedes derartige Greifmus-
ter sind entsprechende Fingergelenkwinkel-Trajektorien ([ϕ1α(t) · · · ϕnα(t)],
[ϕ1β(t) · · · ϕnβ(t)], [ϕ1γ(t) · · · ϕnγ(t)], . . . ) der n Gelenkwinkel abgespeichert.
In der Greifplanung wird aus der Reihe von Greifmustern ein geeignetes
Greifmuster Gχ ausgewählt. In der lokalen Handsteuerung wird dieses aus-
gewählte Greifmuster decodiert und die fest vorgegebenen Trajektorien dann
ausgeführt. Dazu werden für den nächsten Interpolationsschritt tnext die ab-
gespeicherten ϕiχ(t) als Zielvorgaben für die Sollwinkel ϕi(tnext) verwendet.
Unzulänglichkeit des einfachen Ansatz
Im vorliegenden Szenario ist ein solcher einfacher Ansatz jedoch nicht aus-
reichend. Wie bereits in Abschnitt 2.4 erläutert, muss die Handsteuerung die
Besonderheiten des Einsatzszenarios (unvollständiges/ungenaues Umwelt-
modell, dynamische Umgebung, Interaktion mit dem Menschen) berück-
sichtigen und selbständig agieren und insbesondere reagieren können (An-
forderung A-2). Dafür müssen die Bewegungen jedoch situationsgerecht an-
gepasst werden können. Ein quasi-statischer Ansatz, bei dem einmal auf-
gezeichnete Bewegungen lediglich eins zu eins abgespielt werden, erlaubt
genau dies jedoch nicht.
Es gibt im Wesentlichen zwei Unzulänglichkeiten bei diesem einfachen,
direkt auf Greifmustern basierenden Ansatz, bei dem Bewegungen vollstän-
dig durch aufgezeichnete Gelenkwinkeltrajektorien vorgegebenen sind:
• Einmal aufgezeichnete Bewegungen sind hochspezifisch, können aber
nur unzureichend parametrisiert werden.
• Der Ablauf aufgezeichneter Bewegungen ist vorab genau festgelegt,
kann aber nur unzulänglich modifiziert werden.
Eine aufgezeichnete Bewegung ist immer speziell auf ein ganz bestimmtes,











- direkter, schneller Zugriff auf
Aktoren und Sensoren
- keine schnellen Reaktionen
- keine direkte Bewegungssteuerung
- hat Situations-/Kontext-Wissen
- kein Situations-/Kontext-Wissen
Abbildung 5.12.: Grundsätzliche Problematik bei der situationsabhängigen
Bewegungssteuerung in der Handsteuerung.
können nicht einfach sozusagen mit einem parametrierbaren Faktor multi-
pliziert werden, um sie z. B. auf ähnliche aber unterschiedlich große Objek-
te derselben Objektklasse anzupassen. Beim Greifen müssen daher für ver-
schiedene Greifobjekte derselben Objektklasse auch verschiedene Gelenk-
winkeltrajektorien aufgezeichnet und verwendet werden. Aus dem gleichen
Grund kann auch auf äußere Einflüsse lediglich mit ” ignorieren und weiter-
machen“, ” pausieren“ oder ” abbrechen“ reagiert werden. Eine Anpassung
der Trajektorie, z. B. zum gezielten Nachgreifen mit einzelnen Fingern, ist
nicht möglich. Der einfache Ansatz erfüllt damit also insbesondere nicht die
Anforderungen A-1 – A-2.
Grundsätzliche Problematik
Die Unzulänglichkeit des beschriebenen einfachen Ansatz ist auch begründet
in der notwendigen Trennung in Planung und Steuerung, welche sich wieder-
um aus den jeweiligen unterschiedlichen Echtzeitanforderungen ergibt. Die-
se birgt die folgende, auch in Abbildung 5.12 dargestellte, grundsätzliche
Problematik für eine situationsabhängige Bewegungssteuerung:
• Auf der Ebene der Greifplanung ist das erforderliche Wissen über die
Situation und den Kontext der ausgeführten Handhabung vorhanden,
jedoch ist keine direkte Ansteuerung der Aktoren und insbesondere
keine schnelle Reaktion auf äußere Ereignisse möglich.
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• Die lokale Handsteuerung wiederum steuert zwar direkt die Aktoren
und kann über die Sensoren schnell auf äußere Ereignisse reagieren,
hat aber zu wenig Situationswissen, um situationsspezifisch agieren
und reagieren zu können.
Dies ist insbesondere bei interaktiven oder kooperativen Aufgaben ein Pro-
blem, da die Roboterbewegungen hierbei von der Umgebung, also zum Bei-
spiel dem kooperierenden Menschen, abhängen und daher gar nicht oder
nicht exakt vorhersagbar sind.
5.2.2. Ansatz
Was dem einfachen Ansatz fehlt, ist die Möglichkeit das Greifmuster situa-
tionsabhängig gezielt modifizieren zu können. Der im Weiteren untersuchte
Ansatz mit Greifskills löst dieses Problem und ermöglicht es, Greifmuster
zu parametrisieren und so auszuführen, dass sie dynamisch auf Änderungen
in der Umgebung reagieren können.
Die grundlegende Idee bei diesem Ansatz ist es neben eher passiven Kom-
ponenten wie Datenstrukturen zusätzlich situationsspezifische aktive Kom-
ponenten an die lokale Handsteuerung zu übergeben. Passive Komponenten
sind z. B. das Greifmuster oder die Parameter, die das Greifobjekt und die
Greifaktion beschreiben. Unter den aktiven Komponenten sind ausführba-
re Programmcodes zu verstehen, also letztlich kleine, auf eine spezifische
Situation zugeschnittene Algorithmen. Dadurch kann spezifisches Situati-
onswissen in der Greifplanung ausgewählt und in die lokale Handsteuerung
eingebettet werden, um so die effiziente, aber etwas starre und unflexible
hierarchische Struktur aufzuweichen.
5.2.3. Definition Greifskill in der vorliegenden Arbeit
Der Begriff Skill kommt aus dem Englischen und bezeichnet eine Fertigkeit
oder ein Geschick. Er wird in der Robotik häufig gebraucht, um eine ganz
bestimmte Fertigkeit eines Roboters zu kennzeichnen.
Definition D-2: Greifskill
Unter einer Greifskill ist hier eine Softwarekomponente der Handsteue-
rung zu verstehen, welche eine ganz spezifische Fertigkeit der Roboter-
hand realisiert. Die Greifskills bilden aus der Sicht der Greifplanung die
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Elementaroperationen der Hand, sie steuern die Bewegungen der Fin-
ger spezifisch und reaktiv. Sie machen Zielvorgaben für die Low-Level
Regelung der Hand entsprechend einem geeigneten Greifmuster.
Eine Beschreibung und Klassifikation der im vorliegenden Szenario rele-
vanten und von Greifskills abzudeckenden Greifmustern erfolgte bereits zu-
vor in Abschnitt 5.1. Nun ist noch zu klären, was unter den in der Defini-
tion D-2 erwähnten ” spezifischen Fingerbewegungen“ und der ” reaktiven
Steuerung“ zu verstehen ist:
• Eine Greifskill realisiert jeweils nur ein ganz bestimmtes Bewegungs-
muster der Finger, eben das Greifmuster. Dieses Muster ist spezifisch
für die von dieser Greifskill realisierte Fertigkeit sowie für die Art des
Greifobjekts und der Greifaktion.
• Die Ausführung des Greifmusters durch die Greifskill, also das ge-
zielte Bewegen der Fingergelenke, kann nicht ohne Berücksichtigung
der aktuellen Situation erfolgen. Die Ansteuerung der Finger muss auf
externe Einflüsse reagieren können und somit reaktiv sein. Dadurch
können die einzelnen Bewegungen der Hand gezielt an die jeweilige
Situation angepasst werden.
Durch eine derartige Greifskill wird jeweils ein bestimmter Aspekt der in
Abschnitt 2.3 geforderten Fähigkeiten der Hand realisiert. Beim sicheren
Greifen gibt es z. B. verschiedene Skills zum Greifen und zum Ablegen von
Objekten und zwar spezialisiert auf eine bestimmt Art von Greifobjekt und
Greifaktion. Andere Fähigkeiten, wie Manipulieren oder Gestikulieren, wer-
den ebenfalls durch entsprechende Skills realisiert. Diese haben zwar nicht
unmittelbar etwas mit Greifen zu tun, der Einfachheit halber werden aber alle
hier beschriebenen Skills als Greif skills bezeichnet.
Eine Greifskill bewirkt bei ihrer Ausführung eine bestimmte Bewegung
der Finger der Hand entsprechend dem Greifmuster. Insbesondere zum Grei-
fen und Ablegen von Objekten können aber auch Armbewegungen notwen-
dig sein, daher kann eine Greifskill über die Hand-Arm Koordination indi-
rekt auch Armbewegungen veranlassen.































(b) Beispiel für eine Greifskill: Greifen
eines Zylinders.
Abbildung 5.13.: Schematische Darstellung von Greifskills als Sammlung
von Daten und Algorithmen.
Komponenten von Greifskills
Eine Greifskill kann beschrieben werden durch ihre Parameter und das
Greifmuster das sie realisiert. Diese können als die passiven Komponenten
einer Greifskill aufgefasst werden. Hinzu kommen noch spezifische Algo-
rithmen, also Softwarekomponenten, die auf die jeweilige Fertigkeit, wel-
che die Greifskill realisiert, zugeschnitten sind. Diese Algorithmen sind die
aktiven Komponenten einer Greifskill.
Die Algorithmen sind der wesentliche Unterschied zwischen Greifmus-
tern und Greifskills. Sie erlauben es, das Greifmuster situationsgerecht, also
spezifisch und reaktiv, auszuführen. So kann die geforderte Flexibilität (A-1)
in geeigneter Weise ermöglicht werden.
Darstellung von Greifskills
Abbildung 5.13a zeigt eine allgemeine, schematische Darstellung einer Greif-
skill S . Die einzelnen Bestandteile wie Greifmuster GS , Parameter pS , qS
und Algorithmen R jS sind durch Felder dargestellt. Ein konkreteres Bei-
spiel einer Greifskill S Zylinder greifen zum Greifen eines zylindrischen Objekts
ist daneben in Abbildung 5.13b dargestellt. Das Greifmuster beschreibt die
Fingerbewegungen, z. B. einen bestimmten prismatischen Griff (Zylinder-
griff) GZylinder. Die Parameter beschreiben weitere Aspekte, wie die Eigen-
schaften des Greifobjekt oder der Greifaktion. Hier also beispielsweise die
Position pPosition des Zylinders oder seinen Durchmesser pDurchmesser.
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Die Ausführung der Greifskills erfolgt in der Regel als eine Abfolge von
Bewegungsphasen entsprechend dem Greifmuster. Den einzelnen Phasen j
sind jeweils entsprechende Algorithmen R j S zugeordnet, wie z. B. RHand öffnen
oder RHand schliessen. Aus Sicht der Hand kann man zunächst prinzipiell drei
ganz typische Phasen unterscheiden:
• Vor dem Greifen
• Der eigentliche Greifvorgang
• Nach dem Greifen
Vor dem Greifen wird die Hand zum Greifobjekt bewegt. Damit die Fin-
ger dabei nicht vorzeitig an das Objekt stoßen nimmt die Hand dazu ei-
ne vorbereitende Haltung, die sog. Preshape8-Konfiguration ein. Je nach
Greifmuster ist die Preshape-Konfiguration unterschiedlich. Sie beschreibt
diejenige Stellung, welche die Fingergelenke einnehmen müssen bevor das
Objekt gegriffen werden kann. Beim Zylindergriff beispielsweise wird die
Hand mit RHand öffnen geöffnet, d. h. der Daumen wird in Oppositionsstellung
gebracht, aber noch nicht gebeugt sondern, genau wie die anderen Finger,
gestreckt. Beim Hakengriff dagegen sind die vorderen Fingerglieder (außer
dem Daumen) gebeugt, bilden also schon den Haken der dann nur noch ein-
gehängt werden muss. Die Preshape-Konfiguration ist somit also ganz spe-
zifisch für das Greifmuster.
Zum (Zu-)Greifen muss sich die Hand in unmittelbarer Nähe des Grei-
fobjekts befinden. Spätestens dann treten die Finger in Kontakt mit dem
Greifobjekt. Welche Fingergelenke sich dafür wie bewegen ist natürlich wie-
der abhängig vom Greifmuster. Beim Zylindergriff schließt sich die Hand
mit RHand schliessen, die bisher gestreckten Finger beugen sich dabei bis sie
Kontakt mit der Zylinderfläche haben.
Nach dem Greifen werden die Finger weiterhin von RObjekt festhalten mit ei-
ner gewissen Kraft zusammengedrückt, so dass der gegriffene Zylinder fest-
gehalten bleibt. Der Griff wird überwacht, so dass bei Bedarf, z. B. wenn
über die Sensoren eine ungewollte Änderung der Position des Objekts be-
merkt wird, die Greifkraft erhöht werden kann.
Auch das Loslassen eines bereits gegriffenen Objekts kann in entspre-
chende Phasen ” davor“, ” dabei“ und ” danach“, unterteilt werden. Für die
8Englisch: pre = vor; shape = Form/Gestalt
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Phase nach dem Loslassen gibt es wieder eine entsprechende Postshape9-
Konfiguration, welche die Fingerstellungen der Hand nach dem Loslassen
beschreibt. Diese ist aber i. d. R. identisch mit der Preshape-Konfiguration.
Neben dem Greifen können also auch andere Handhabungen in Phasen un-
terteilt werden. Typisch ist eine vorbereitende Phase, danach die eigentliche
Aktion der Handhabung und eine nachbereitende Phase. Auf die einzelnen
Phasen wird in erweiterter Form auch in Abschnitt 6.3 noch genauer einge-
gangen, wo sie im Hinblick auf die Koordination der Bewegungen von Hand
und Arm betrachtet werden.
5.2.4. Ausführung von Greifskills
Die Auswahl und Ausführung von Greifskills stellt sich nun wie in Abbil-
dung 5.14 gezeigt dar. In der Greifplanung wird die Ausführung der Missi-
on gesteuert. Dafür wird entsprechend dem Greifobjekt und der Greifaktion
eine geeignete Greifskill S χ aus einer Reihe zur Verfügung stehender Greif-
skills S α, S β, S γ, . . . ausgewählt. Diese wird parametriert, also zum Beispiel
mit den Parametern, die vom Greifobjekt abhängen, versehen und nach unten
an die lokale Handsteuerung zur Ausführung übergeben.
Dort kommt die übergebene Greifskill S χ nach der Decodierung zur Aus-
führung. Die Skill-spezifischen Daten wie Greifmuster GS χ, Parameter pS χ
und insbesondere die Algorithmen R jS χ stehen dann im Prozess-Kontext
der lokalen Handsteuerung zur Verfügung. Die Schicht zur Ausführung des
Greifmusters ruft die übermittelten spezifischen Algorithmen R jS χ auf. Da-
durch kann in dieser allgemeinen, unspezifischen Schicht die Ausführung
des Greifmusters situationsabhängig angepasst werden, um so z. B. Umwelt-
einflüsse zu berücksichtigen oder auf Ereignisse gezielt zu reagieren.
Die Algorithmen R jS χ sind spezifisch für die Handhabung, welche die
Greifskill S χ ausführt. Zur Ausführungssteuerung wird Wissen über die Si-
tuation in der die Handhabung abläuft benötigt. Dieses Wissen ist implizit in
dem Programmcode der den Algorithmus implementiert enthalten. Dadurch
kann situationsspezifisches Wissen in die lokale Handsteuerung eingebettet
werden. Dadurch das dieses Wissen in aktiven Algorithmen und nicht in pas-
siven Daten codiert ist, kann es von der ausführenden Schicht in der lokalen
Handsteuerung transparent verwendet werden. Dies erhöht die Flexibilität





























































































Abbildung 5.14.: Vergrößerter Ausschnitt aus Abbildung 4.8: Auswahl und
Ausführung von Greifskills. Neben passiven Daten wie Greifmuster G und
Parameter p enthalten Greifskills auch aktive Komponenten, die skill-spe-
zifischen Algorithmen R j. Dadurch kann situationsspezifisches Wissen in
die lokale Handsteuerung eingebettet werden.
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Abbildung 5.15.: Zusammenhang von Mission, Greifskill und Greifmuster.
und insbesondere die Erweiterbarkeit erheblich, da die ausführende Schicht
selbst nicht modifiziert oder erweitert werden muss, wenn sich Greifskills
ändern oder neue hinzukommen.
Mission, Greifskill und Greifmuster
Zur Ausführung einer der in Abschnitt 4.2.2 beschriebenen Missionen wird
in der Regel eine Folge von Greifskills abgearbeitet. Abbildung 5.15 zeigt
den Zusammenhang zwischen Mission, Greifskill und Greifmuster schema-
tisch. Die Mission M, gekennzeichnet durch ein Greifobjekt OM und eine
Greifaktion AM, setzt sich aus mehreren Greifskills S 1 . . . S m zusammen.
Die Greifskills haben jeweils spezifische Parameter pS i, qS i oder rS i, vom
Greifobjekt und der Greifaktion abhängige Greifmuster GS i(OM, AM) sowie
spezifische Algorithmen R jS i(OM, AM)
Ein etwas konkreteres Beispiel soll das weiter verdeutlichen: Eine Tas-
se soll vom Roboter von ihrer aktuellen Position p1 an eine andere Positi-
on p2 weggeräumt werden. Der Roboter muss dafür die Tasse greifen, trans-
portieren und wieder ablegen. Abbildung 5.16 zeigt (vereinfacht) die für
die Handsteuerung wesentlichen Schritte. Die entsprechende Mission ”Tasse
wegräumen“ setzt sich i. W. aus zwei Greifskills zusammen: Eine Greifskill
zum Ergreifen der Tasse und eine weitere zum wieder Ablegen.
In der Greifplanung werden einzelne Greifskills nacheinander ausgewählt,




































Abbildung 5.16.: Beispiel für eine Mission ”Tasse wegräumen“ als Folge
zweier Greifskills ”Zylinder greifen“ und ”Zylinder ablegen“.
Parameter werden dabei entsprechend dem Greifobjekt und der Greifakti-
on bestimmt, insbesondere wird so ein geeignetes Greifmuster ausgewählt.
Wenn die Tasse i. W. eine zylindrische Form hat, können z. B. Greifskills
zum Handhaben von zylindrischen Objekten verwendet werden, hier also
die Skills S Zylinder greifen und S Zylinder ablegen. Beim Ergreifen ist dann neben
der Position der Durchmesser d der Tasse (des Zylinders) der wesentliche
Parameter der Greifskill. Beim Ablegen der Tasse kann zusätzlich noch die
Orientierung o gewählt werden. So kann die Tasse z. B. entweder mit der Öff-
nung nach oben (um später etwas Einschenken zu können) oder nach unten
(beim Einräumen in die Spülmaschine) abgelegt werden. Dies ist ein Beispiel
dafür, dass beim Greifen eines Objekts nicht nur das Objekt selbst, also i. W.
seine Form, sondern auch die Greifaktion für die Wahl eines Greifmusters
bedeutsam ist. Dies wurde bereits in Abschnitt 4.2.2 angesprochen.
Im Beispiel wird die (zylindrische) Tasse durch einen Zylindergriff GZylinder
ergriffen bzw. mit einer entsprechenden ”inversen“ Greifmuster GZylinder
−1
wieder abgelegt. Die Transportphase, während der die Hand mit der gegriffe-
nen Tasse durch den Roboterarm von Position p1 nach p2 bewegt wird, wurde
dabei hier für die Darstellung außer Acht gelassen, da die Hand währenddes-
sen das Objekt lediglich festhalten muss.







Abbildung 5.17.: Einflüsse auf eine Greifskill.
5.2.5. Eigenschaften von Greifskills
Die beiden in der Definition D-2 genannten Eigenschaften von Greifskills,
nämlich spezifisch für ein Greifobjekt und eine Greifaktion zu sein sowie
reaktiv auf Umwelteinflüsse reagieren zu können, bestimmen die Umsetzung
der Greifskills ganz erheblich. Eine spezifische und reaktive Greifskill muss
die in Abbildung 5.17 angedeuteten Faktoren berücksichtigen können:
• Greifmuster-spezifische Faktoren, die sich aus dem Greifobjekt und
der Greifaktion ergeben
• Andere Teilsteuerungen des Roboters, um Bewegungen der Hand auf
Bewegungen anderer Teile des Roboters abstimmen zu können
• Einflüsse aus der Umwelt des Roboters, die eine Reaktion der Hand-
steuerung erforderlich machen
Diese Faktoren lassen sich grob in äußere und innere Einflüsse unterteilen,
was nun noch etwas detaillierter betrachtet werden soll.
Äußere Einflüsse
Die Berücksichtigung anderer Teilsteuerungen wird über die Hand-Arm-Ko-
ordination erreicht, worauf anschließend in Kapitel 6 noch näher eingegan-
gen wird. Beispielsweise könnte die Detektion eines (temporären) Hinder-
nisses durch die optischen Sensoren im Kopf oder durch die taktile Haut auf
5.2. Greifskill 83
dem Arm des Roboters einen Abbruch oder eine Verzögerung der gerade aus-
geführten Roboteraktion zur Folge haben, wovon auch die Bewegungen der
Finger betroffen sind. Die Hand-Arm-Koordination bietet hier Möglichkei-
ten, um auf solche Ereignisse, die in anderen Teilsteuerungen des Roboters
auftreten, reagieren zu können.
Direkte Einflüsse der Umwelt nimmt die Handsteuerung über ihre Sen-
soren wahr. Bereits auf der Ebene der Low-Level Fingerregelung werden
interne Sensoren der Hand ausgewertet, beispielsweise Winkelpositionssen-
soren in den Fingergelenken. Jedoch lassen sich nicht alle Sensorsignale
bereits auf dieser niedrigen Ebene korrekt interpretieren. Die Interpretation
kann situationsabhängig sein und ist dann erst auf Ebene der Greifskills sinn-
voll durchführbar. Die Greifskill bzw. die enthaltenen aktiven Algorithmen
erfügen über mehr Situationswissen und können so angemessen reagieren.
Ein gutes Beispiel hierfür sind die Signale der taktilen Sensoren der Hand.
Diese liefern Informationen über den Kontakt von einzelnen Fingergliedern
mit der Umwelt, z. B. einem Greifobjekt. Beim Greifen eines Objekts werden
diese Kontaktinformationen dazu verwendet, die Hand bei einem korrekten
Kontakt zu schließen oder bei einem falschen oder ungenügenden Kontakt
neu zu positionieren. Ein korrekter Kontakt tritt zu einem erwarteten Zeit-
punkt und an einer erwarteten Stelle auf, während ein falscher Kontakt vor-
zeitig oder an einer unerwarteten Stelle auftritt. Ob ein Kontakt in diesem
Sinne korrekt oder falsch ist hängt also wieder vom Greifmuster ab und da-
mit letztlich vom Greifobjekt und von der Greifaktion. Anders sieht es dage-
gen beim Ausführen einer Geste, z. B. einer Zeigegeste, aus. Hierbei soll die
Hand keine Objekte der Umwelt berühren, ein dennoch auftretender Kontakt
ist also unerwartet und muss daher zunächst erkannt und als Fehler interpre-
tiert und danach entsprechend behandelt werden.
Die Interpretation der taktilen Informationen ist also spezifisch für das je-
weilige Greifobjekt und die Greifaktion und ermöglicht so eine Anpassung
der geplanten Fingerbewegungen, also letztlich eine angemessene Reaktio-
nen auf Umwelteinflüsse. Das Wissen über das Greifmuster ist auf Ebene der
Greifskills aufgrund der spezifischen Algorithmen vorhanden, darunter, auf
Ebene der Low-Level Regelung, aber nicht.
Die Abbildungen 5.18 (a) und (b) zeigen die angeführten Beispiele im
Bild. Die unterschiedlichen Interpretationen eines Kontakts durch spezifi-
sche Algorithmen sind dabei durch verschiedene Flussdiagramme angedeu-
tet. Natürlich ist dies eine stark vereinfachte, schematische Darstellung, sie

























(a) Greifskill ”Greifen eines Zylinders“ mit





















S Zeigegeste ausf ühren
(b) Greifskill ”Zeigegeste ausführen“ mit In-
terpretation von Kontakt als Fehler
Abbildung 5.18.: Greifskills mit spezifischen Algorithmen zur situations-
abhängigen Reaktion auf Umwelteinflüsse.
dient lediglich dazu die Möglichkeiten, die durch Skill-spezifische Algorith-
men eröffnet werden, zu verdeutlichen.
Eine ganz bestimmte Greifskill muss aber natürlich nicht immer alle denk-
baren Einflüsse berücksichtigen können. Vielmehr hängen die relevanten
Einflüsse sehr stark von der jeweiligen spezifischen Fertigkeit ab, welche
die Greifskill realisiert.
Innere Einflüsse
Neben den genannten äußeren Einflüssen haben auch innere Faktoren, die
sich aus der Gestaltung der Handsteuerung sowie den Greifobjekten bzw.
Greifaktionen ergeben, Auswirkung auf die Umsetzung der Greifskills.
Um die unterschiedlichen Fähigkeiten der Hand zu realisieren werden ver-
schiedene Greifskills benötigt, die jeweils auf unterschiedliche Fertigkeiten
und Greifobjekte bzw. Greifaktionen spezialisiert sind. Diese verschiedenen
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Greifskills benötigen aber auch unterschiedliche und insbesondere unter-
schiedlich viele Parameter. Das Datenformat, in dem die Greifskills abge-
speichert und übermittelt werden, muss daher also auch wieder entsprechend
flexibel und erweiterbar sein.
Gleiches gilt in besonderem Maße auch für die Algorithmen einer Greif-
skill, den diese sind ja spezifisch für genau die von ihrer Greifskill realisierte
Fertigkeit der Hand. Wegen der Forderungen nach Flexibilität (A-1) und Er-
weiterbarkeit (A-6) auch für zukünftige Aufgabenstellungen könnten zudem
neue Aufgabenstellungen andersartige Reaktionen benötigen, da sie z. B. von
anderen Umwelteinflüssen abhängen.
Entsprechend dem vorgestellten Konzept der Handsteuerung aus Kapitel 4
werden Greifskills zunächst oben in der Greifplanung ausgewählt und para-
metriert. Anschließend werden sie unten in der lokalen Handsteuerung aus-
geführt. Zur Ausführung einer Greifskill muss diese also inklusive ihrer spe-
zifischen Greifmuster, Parameter und Algorithmen von der Greifplanung an
die lokale Handsteuerung übergeben werden können.
5.3. Umsetzung von Greifskills
Nachdem im letzten Abschnitt die notwendigen Eigenschaften von Greif-
skills für das vorliegende Szenario herausgearbeitet wurden soll nun ihre
konkrete Umsetzung, also die Realisierung in Software beschrieben werden,
die im Rahmen dieser Arbeit entwickelt wurde.
5.3.1. Anforderungen an die Umsetzung
Die wichtigsten Anforderungen, die sich unter dem Gesichtspunkt der Um-
setzung für den hier gewählten Ansatz ergeben sind:
• Greifskills enthalten neben passiven Komponenten, wie Greifmuster
und Parameter, auch aktive Komponenten, wie Algorithmen.
• Diese Komponenten sind spezifisch für jede Greifskill. Ihre Art und
Anzahl kann von Greifskill zu Greifskill unterschiedlich sein.
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• Die Auswahl sowie die Ausführung einer Greifskill erfolgt jeweils in
verschiedenen Schichten der Handsteuerung. Diese haben jeweils auch
sehr unterschiedlichen Echtzeitanforderungen.
• Greifskills müssen auf einfache Weise anpassbar und erweiterbar sein.
Neue Skills sollten sich einfach hinzufügen lassen, ohne dass die schon
existierenden dafür modifiziert werden müssen.
5.3.2. Herangehensweise
Der Grundgedanke bei der Umsetzung der Greifskills mit den genannten Ei-
genschaften stützt sich auf die bekannte Idee der objektorientierten Program-
mierung [65, 142]. Die wichtigsten Aspekte oder auch Paradigmen dieser ob-
jektorientierten Herangehensweise und ihre Anwendung bei der Umsetzung
von Greifskills sind:
Objektorientierung
Daten und die darauf arbeitenden Algorithmen werden zu Einheiten zu-
sammengefasst, den sog. (Software-)Objekten. Die Daten enthalten den
Zustand des Objekts, die Algorithmen werden hier auch die Methoden des
Objekts genannt und legen sein Verhalten fest.
Für die folgende Diskussion ist mit einem ”Objekt“ immer ein solches Soft-
ware-Objekt gemeint. Gegenstände der realen Welt, die von der Hand ge-
handhabt werden können, werden zur Unterscheidung wie bisher auch wei-
terhin grundsätzlich als Greifobjekte bezeichnet.
Eine Greifskill kann als ein solches Softwareobjekt aufgefasst werden.
Das Greifmuster und die Parameter sind die Daten, die spezifischen Algo-
rithmen sind die Methoden. Erst durch diese Zusammenfassung von Daten
und Methoden zu einer Einheit ist es möglich, unterschiedliche Algorithmen
mit den verschiedenen Greifskills wie gewünscht flexibel und erweiterbar in
die lokale Handsteuerung einzubetten.
Abstraktion
Objekte sind abstrakte Einheiten, die mit anderen Systemteilen interagie-
ren und bestimmte Aufgaben erfüllen können indem ihre Methoden aufge-
rufen werden. Die anderen Systemteile müssen jedoch nicht wissen, wie
diese Aufgaben von dem Objekt erfüllt werden.
5.3. Umsetzung von Greifskills 87
Durch die Abstraktion sind die Greifobjekte und die sie benutzende Greifpla-
nung bzw. lokale Handsteuerung relativ unabhängig voneinander. Dies ent-
koppelt und vereinfacht deren Entwicklung, da jeweils nicht auf alle Details
der benutzenden Steuerungsschicht bzw. der benutzten Greifskills Rücksicht
genommen werden muss.
Kapselung
Die Art der Interaktion mit einem Objekt wird durch seine Schnittstelle
bestimmt. Ein direkter Zugriff auf den internen Zustand eines Objekts von
außen ist nicht möglich und auch nicht notwendig.
Die Ausführung einer Greifskill in der lokalen Handsteuerung erfolgt über
die Schnittstelle der Greifskills. Die lokale Handsteuerung muss daher nichts
über die Interna der jeweiligen Greifskill wissen. Bei Änderungen an Greif-
skills oder wenn neue Greifskills hinzukommen muss daher die lokalen Hand-
steuerung nicht angepasst werden, solange sich die Schnittstelle nicht ändert.
Dies erleichtert Modifikationen und Erweiterungen erheblich.
Polymorphie
Auch wenn unterschiedliche Objekte die gleiche Schnittstelle anbieten,
kann die Implementierung dieser Schnittstelle unterschiedlich sein. Wie
ein Objekt bei Aufruf einer bestimmten Methode seiner Schnittstelle rea-
giert hängt also nicht nur von der Schnittstelle, sondern auch ganz ent-
scheidend von dem aufgerufenen Objekt ab.
Der Aufruf einer bestimmten Methode ruft also u. U. bei verschiedenen Ob-
jekten nicht unbedingt die gleichen Auswirkungen hervor. Was zunächst fast
wie ein Nachteil klingt hat hier jedoch große Vorteile. Bei gleicher Schnitt-
stelle können unterschiedliche Greifskills so unterschiedliche Reaktionen
implementieren, wie es nach Abschnitt 5.2.2 auch erforderlich ist. Verein-
facht dargestellt sagt die lokale Handsteuerung beim Aufruf einer Metho-
de der Greifskill also lediglich ” Ausführen!“ und die aufgerufene Greifskill
führt die Handhabung dann, entsprechend ihrer jeweiligen situationsspezifi-
schen Algorithmen, aus. Diese explizite Trennung von ” was“ und ” wie“ ist
beabsichtigt und ist ein Teil der Antwort auf die entsprechenden Fragestel-
lungen aus Abschnitt 2.5.1.
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Vererbung
Aus vorhandenen Objekten können durch die sog. Vererbung neue Ob-
jekte abgeleitet werden. Dabei können neue Komponenten hinzukommen
oder vorhandene überschrieben werden. Dies gilt insbesondere auch für
die Methoden. Man spricht in diesem Zusammenhang davon, dass ein ab-
geleitetes (Unter-) Objekt die Eigenschaften (Daten und Methoden) des
Objekts erbt, von dem es abgeleitet wurde.
Durch Vererbung lassen sich Hierarchien von Objekten aufbauen. Weiter
oben in einer solchen Hierarchie haben die Objekte allgemeine bzw. abstrak-
te Eigenschaften, weiter unten dagegen immer speziellere bzw. konkretere.
Der Vorteil dabei ist, dass sich so Gemeinsamkeiten, insbesondere von Me-
thoden, ausnutzen lassen.
Dies lässt sich direkt auf Greifskills übertragen. Die Methoden einer Greif-
skill können so von abgeleiteten Greifskills, die sich lediglich in Spezialisie-
rungen unterscheiden, einfach wiederverwendet werden. Das vereinfacht die
Umsetzung von ähnlichen Greifskills erheblich.
5.3.3. Umsetzung
Greifskills mit den zuvor herausgearbeiteten Eigenschaften lassen sich un-
ter Anwendung der genannten Paradigmen Objektorientierung, Abstraktion,
Kapselung, Polymorphie und Vererbung sehr gut umsetzen. Dabei entsteht
durch die Vererbung eine Hierarchie von verwandten Greifskills, wie sie z. B.
in Abbildung 5.19 skizziert ist.
Hierarchie von Greifskills
In einer solchen Hierarchie werden speziellere oder konkretere Greifskills
aus allgemeineren oder abstrakteren abgeleitet. Eine Greifskill für das Grei-
fen eines ganz bestimmten Greifobjekts befindet sich in der Hierarchie also
unterhalb der Greifskill, die für die entsprechende Klasse von Greifobjekten
zuständig ist. In der Abbildung wird z. B. die Greifskill ” Tasse ergreifen“
aus der Greifskill ” Zylinder ergreifen“ abgeleitet. Diese beiden Greifskills
sind sehr ähnlich, sie verwenden z. B. dasselbe Greifmuster Zylindergriff
(wenn diese spezielle Tasse prinzipiell die Form eines Zylinders hat). Die
beiden unterscheiden sich jedoch darin, dass die Greifskill ” Tasse ergreifen“























Abbildung 5.19.: Hierarchie von Greifskills. Die Linien verbinden allge-
meinere/abstraktere Greifskills (oben) mit den davon abgeleiteten speziel-
leren/konkreteren Greifskills (unten).
den Henkel der Tasse beim Greifen berücksichtigen muss. Diese Greifskill
ist also spezieller als die allgemeinere ” Zylinder ergreifen“.
Auf diese Weise lassen sich neue Greifskills auf Basis der schon existie-
renden einfach hinzufügen, wenn z. B. neue zu handhabende Greifobjekte
oder andere Fertigkeiten hinzukommen. Die neuen Greifskills können dann
auf der Funktionalität der vorhandenen aufbauen, ohne dass die vorhande-
nen Greifobjekte dafür modifiziert werden müssten. Die neuen Greifskills
müssen lediglich die spezifischen Eigenheiten der neu hinzugekommenen
Greifobjekte oder Fertigkeiten behandeln. Dieser Mechanismus wird dann
später bei der Diskussion der Schnittstelle der Greifskills weiter unten noch
sehr viel detaillierter erläutert.
Zur besseren Strukturierung solcher Objekthierarchien werden oftmals zu-
sätzliche Objekte mit aufgenommen, die aber im wirklichen System niemals
direkt benutzt werden. Solche Objekte werden abstrakte Objekte genannt,
sie dienen dazu, Gemeinsamkeiten von abgeleiteten Objekten zusammen-
zufassen. In Abbildung 5.19 sind diese abstrakten Greifskill mit grauem
Hintergrund dargestellt, also beispielsweise die Greifskills ” Greifobjekt er-
greifen“, ” Greifobjekt ablegen“ oder ” Geste ausführen“. Bei letzterer fehlt
zum Beispiel die Angabe der konkreten Geste, die ausgeführt werden soll.
Dennoch ist eine solche Greifskill ” Geste ausführen“ sinnvoll, sie könnte





























































Abbildung 5.20.: Transparente Benutzung der Methoden von abgeleiteten
Objekten Oα,Oβ oder Oγ (unten links) durch andere Systemteile (oben
rechts) über die Schnittstelle des Basis-Objekt OBasis (oben links).
z. B. die Methode enthalten die überprüft, ob die taktilen Sensoren der Hand
einen unerwünschten Kontakt mit der Umgebung erkannt haben (vgl. Ab-
schnitt 5.2.5). Diese allgemeine Methode kann dann von allen abgeleiteten
Greifskills, wie z. B. der konkreteren ” Zeigegeste ausführen“ einfach wie-
derverwendet werden, ohne die Methode erneut definieren zu müssen.
Schnittstelle von Greifskills
Besondere Bedeutung kommt dem obersten Objekt, dem Basis-Objekt OBasis
einer Objekt-Hierarchie zu. Dessen Schnittstelle, also seine Daten und Me-
thoden, definiert die Schnittstelle aller abgeleiteten Objekte Oα,Oβ,Oγ, . . . .
Durch diese Schnittstelle können andere Systemteile die Objekthierarchie
transparent benutzen, d. h. ohne genau wissen zu müssen, welches Objekt
der Hierarchie verwendet wird. Diese Eigenschaft stützt sich insbesondere
auf die oben beschriebenen Paradigmen der Vererbung und der Polymorphie.
Sie wird nun zunächst an einem allgemeinen Beispiel beschrieben, bevor sie
auf die Greifskills übertragen wird.
In Abbildung 5.20 deklariert ein Basisobjekt OBasis einer Objekthierarchie
eine Methode (Methode 1()), macht sie also gegenüber anderen System-
teilen bekannt. Sie wird jedoch nicht definiert, der Programmcode der die
Methode implementiert wird also nicht festgelegt. Diese Definition erfolgt




























































Abbildung 5.21.: Benutzung von Methoden anderer Systemteile über die
Schnittstelle des Basis-Objektes durch abgeleitete Objekte.
erst in den abgeleiteten Objekten Oα,Oβ,Oγ, usw. Ein Aufruf einer solchen
Methode durch einen anderen Systemteil wird über das Basis-Objekt an das
zur Laufzeit tatsächlich existierende abgeleitete Objekt weitergeleitet, wo
die Methode dann auch definiert ist. Im Beispiel in Abbildung 5.20 benutzt
Objekt verwenden() also Methode 1() des Basis-Objekts, welches dann
wiederum die Methode 1() des jeweiligen abgeleiteten Objekts transparent,
also ohne dass der Aufrufer dies bemerkt, benutzt.
Umgekehrt können auch die abgeleiteten Objekte Oα,Oβ,Oγ, usw. über
das Basis-Objekt OBasis auf andere Systemteile zugreifen. Dieser Fall ist in
Abbildung 5.21 dargestellt. Die im Basis-Objekt deklarierte und definierte
Methode 2() kann von den abgeleiteten Objekten benutzt werden. Diese
Methode kann dann zum Beispiel selbst wieder Methoden anderer System-
teile wie Info liefern() benutzen. Dadurch vereinfacht sich die Umset-
zung der abgeleiteten Objekte, da diese die so vererbten Methoden ohne er-
neute Definition benutzen können.
Das Basis-Objekt der Greifskills aus Abbildung 5.19 wird mit Basis-Greif-
skill S Basis bezeichnet. Diese besondere Greifskill legt die Schnittstellen zwi-
schen den Greifskills einerseits und der Greifplanung sowie der lokalen Hand-
steuerung andererseits fest. Diese Schnittstelle wird durch die Deklaration
verschiedener Methoden realisiert und kann in einen äußeren und einen inne-
ren Teil aufgespalten werden: Die Basis-Greifskill S Basis definiert einerseits
Methoden, über die Greifplanung GP und lokale Handsteuerung LH , von







Abgeleitete Greifskill S γ






























Abbildung 5.22.: Vergrößerter Ausschnitt aus Abbildung 4.9: Die Greifpla-
nung benutzt die verfügbaren abgeleiteten Greifskills S α, S β, S γ, . . . trans-
parent über die Schnittstelle der Basis-Greifskill S Basis. Abgeleitete Greif-
skills greifen umgekehrt wiederum über diese Schnittstelle transparent auf
Informationen der Greifplanung zu, wie etwa auf die Missionsdaten.
außen aus, auf die Greifskills zugreifen können. Andererseits werden auch
Methoden definiert, die eine abgeleitete Greifskills S χ, von innen heraus,
benutzen kann. Tabelle 5.3 zeigt tabellarisch, wie diese in der Basis-Greif-
skill definierte Schnittstelle prinzipiell aussieht, ohne dabei auf Implemen-
tierungsdetails genauer einzugehen. Die Abbildungen 5.22 und 5.23 zeigen
grafisch wie von außen durch die Greifplanung bzw. die lokale Handsteue-
rung und von innen durch eine abgeleitete Greifskill auf die so definierte
Schnittstelle zugegriffen wird.
In der Greifplanung werden Greifskills ausgewählt und parametriert. Wel-
che Greifskill aus den zur Verfügung stehenden für die aktuelle Mission
geeignet ist, muss die Greifplanung aber nicht allein entscheiden. Hierfür
können vielmehr die zur Verfügung stehenden Greifskills selbst befragt wer-
den, indem ihre Methode Ist geeignet() aufgerufen wird. Eine so auf-
gerufene Greifskill kann wiederum über enthaltene Methoden wie beispiels-
weise Greifobjekt liefern() und Greifaktion liefern() auf die
















































Abbildung 5.23.: Vergrößerter Ausschnitt aus Abbildung 4.10: Die lokale
Handsteuerung benutzt die zuletzt übergebene abgeleitete Greifskill S χ
transparent über die Schnittstelle der Basis-Greifskill S Basis. Die abgelei-
tete Greifskill greift umgekehrt über diese Schnittstelle auf Informationen
der lokalen Handsteuerung zu.
Daten der Mission zugreifen und sich so gezielt Informationen über die Si-
tuation verschaffen. Die zur Verfügung stehenden Greifskills werden so der
Reihe nach befragt, bis sich eine geeignete findet.
Die auf diese Weise ausgewählte Greifskill versorgt sich dann beim Aufruf
der Parametrieren() Methode ggf. selbst mit weiteren fertigkeitsspezifi-
schen Parametern. Natürlich ist die Menge der möglichen Parameter wieder-
um durch eine Schnittstelle der Greifplanung vorgegeben, aber die Greifskill
selbst bestimmt, welche Parameter sie benötigt. Durch diese Schnittstelle
der Greifskills kann die Greifplanung alle Greifskills transparent benutzen,
auch wenn die einzelnen Greifskills intern sehr unterschiedlich sind. Abbil-
dung 5.22 zeigt die Kette von Funktionsaufrufen, die bei einer solchen trans-
parenten Benutzung erfolgt: Von der Greifplanung über die Schnittstelle der
Basis-Greifskill bis hin zu den abgeleiteten Greifskills.
Der gleiche Mechanismus wird auch innerhalb der lokalen Handsteue-
rung bei der eigentlichen Ausführung einer Greifskill angewendet. Die lo-
kale Handsteuerung ruft transparent die Methode Bewegung ausführen()
der gerade aktiven (d. h. von der Greifplanung zuletzt übergebenen) Greif-
skill S χ über die Schnittstelle der Basis-Greifskill S Basis auf. Diese Methode
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berechnet den nächsten Schritt der Fingerbewegungen aufgrund der spezifi-
schen Fertigkeit dieser Greifskill. Dabei kann sie den aktuellen Zustand der
Hand, z. B. die Stellung der Fingergelenke oder Informationen über Kontakte
mit der Umgebung durch Methoden wie Sensoren auslesen() auswerten
und berücksichtigen. Die resultierenden Zielvorgaben werden schließlich mit
der Methode Zielwerte setzen() an die darunterliegende Fingerkoordi-
nation übergeben. Abbildung 5.23 zeigt wiederum die entsprechende Kette
von Funktionsaufrufen, die von der lokalen Handsteuerung über die Schnitt-
stelle der Basis-Greifskill bis zur aktiven Greifskill reicht.
Die verschiedenen Methoden einer Greifskill werden hierfür also sowohl
im Prozess-Kontext der Greifplanung als auch im Prozess-Kontext der lo-
kalen Handsteuerung aufgerufen. Die aufgerufenen Methoden müssen dabei
jeweils den Echtzeitanforderungen des Kontextes genügen. Insbesondere die
Methode Bewegung ausführen() wird, wie für Steuerungen typisch, zy-
klisch aufgerufen und muss daher eine vergleichsweise kurze Berechnungs-
zeit haben. Dies ist aber unproblematisch, da ja in jedem Zyklus jeweils nur
ein Schritt der Fingerbewegungen zu berechnen ist.
Übergabe von Greifskills
Greifskills müssen von der Greifplanung an die lokale Handsteuerung über-
geben werden. Dies ist für die Umsetzung insofern von Bedeutung, als die-
se beiden Komponenten Greifplanung und lokale Handsteuerung prinzipiell
auch auf verschiedenen Rechnern der in Abschnitt 4.4.1 vorgestellten Rech-
nerarchitektur ausgeführt werden können (siehe auch Abbildung 4.12). Da-
her muss ein geeigneter Mechanismus entwickelt werden, um die Greifskills
auch dann übertragen zu können.
Die in Abschnitt 4.4.1 beschriebene Methode des Datenaustauschs über
die Kanten der MCA2 Basisarchitektur ist hierfür aber nicht geeignet (siehe
auch Abbildung 4.13 und Anhang B). Die Anzahl und Bedeutung der über
Kanten auszutauschenden Daten ist nämlich statisch und lässt sich i. Allg.
nur mühsam durch Modifikationen im Programm-Quellcode ändern. Wei-
terhin gibt es keine Möglichkeit zur Übermittlung von Objekten, also Da-
ten plus Methoden, über die Kanten. Daher verbleibt die Übermittlung via
Blackboards, die einen viel flexibleren Datenaustausch ermöglichen.
Ähnliche Überlegungen gelten auch für die Übermittlung der Missionen.
Um auch für diese die einfache Möglichkeit für zukünftige Erweiterungen zu
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bewahren, werden die Missionen ebenfalls in einem speziellen Blackboard
zwischen übergeordneter Robotersteuerung und Greifplanung ausgetauscht.
Die Abbildung 5.24 zeigt, aufbauend auf Abbildung 5.14, wieder den ent-
sprechenden Ausschnitt der Handsteuerung, vervollständigt mit den benötig-
ten Blackboards. Die Missionsplanung legt die zu erfüllende Mission in das
Mission-Blackboard ( a© im Bild) und teilt über die Kante c© mit, dass eine
neue Mission vorliegt. In der Greifplanung wird zur Ausführung der Mission
das Greifobjekt und die Greifaktion aus dem Mission-Blackboard ermittelt
( b© im Bild). Dann wird eine bestimmte Greifskill passend zu Greifobjekt
und Greifaktion aus einer Reihe von Greifskills ausgewählt. Die Greifskill
wird über ein spezielles Skill-Blackboard ausgetauscht, der Zugriff erfolgt
direkt, wie es d© und e© in der Abbildung andeuten. Da es sich bei der Greif-
skill um ein komplexeres (Software-)Objekt handelt spricht man auch davon,
dass es im Skill-Blackboard erzeugt oder instantiiert wird. Über die Kanten
zwischen Greifplanung und lokaler Handsteuerung ( f© im Bild) werden da-
gegen lediglich einfache Informationen wie ” Neue Greifskill vorhanden“
oder ” Greifskill abgearbeitet“ übermittelt.








Im Kontext der Greifplanung:




Parametrieren() S Basis S χ GP Die Greifskill ver-
sorgt sich mit den
Parametern, die sie
benötigt
Greifobjekt liefern() S Basis S Basis S χ Liefert das Greif-
objekt aus der
Mission zurück
Greifaktion liefern() S Basis S Basis S χ Liefert die Greifakti-
on aus der Mission
zurück
Im Kontext der lokalen Handsteuerung:
Bewegung ausführen() S Basis S χ LH Führt den nächsten
Schritt der Fingerbe-
wegungen aus




Zielwerte setzen() S Basis S Basis S χ Übergibt Zielvorga-
ben an die unterla-
gerte Fingerkoordi-
nation
S Basis : Basis-Greifskill
S χ : abgeleitete Greifskill
GP : Greifplanung
LH : Lokale Handsteuerung
Tabelle 5.3.: Die wichtigsten Methoden der Schnittstelle von Greifskills. Für
jede Methode gibt die Tabelle an, wer sie deklariert, also bekannt gibt
(2. Spalte); wer sie definiert, also implementiert (3. Spalte) und von wem
sie aufgerufen, also benutzt wird (4. Spalte).



















































































































Abbildung 5.24.: Verfeinerte Darstellung von Abbildung 5.14: Austausch




In den vorangegangenen Kapiteln wurde bereits mehrfach auf die Notwen-
digkeit der Koordination von Bewegungen zwischen verschiedenen Teilsteue-
rungen hingewiesen. In diesem Kapitel wird ein geeigneter Lösungsansatz
beschrieben, der diese Problemstellung P-3 aus Abschnitt 2.5.2 behandelt.
Der Ansatz ist entsprechend den Anforderungen A-1 und A-6 flexibel so-
wie einfach erweiterbar. Weiterhin lässt er sich sehr gut in das Konzept der
Handsteuerung aus Kapitel 4 integrieren und mit den in Kapitel 5 eingeführ-
ten Greifskills kombinieren. Somit kann mit dem Ansatz also auch die An-
forderung A-4 (Kompatibilität) erfüllt werden.
6.1. Vorüberlegungen zur
Bewegungskoordination
Zunächst werden nun die Begriffe Bewegung und Koordination, so wie sie
hier verstanden werden sollen, eingeführt. Danach werden weitere Rahmen-
bedingungen für die Koordination von Bewegungen des Roboters erläutert.




Ein Roboter, insbesondere ein humanoider Roboter, hat viele verschiedene
Freiheitsgrade (vgl. Abbildung 2.1). Einige dienen der Fortbewegung (Lo-
komotion) des Roboters als ganzes und befinden sich entsprechend in seinen
Beinen bzw. Rädern. Andere ermöglichen es, die akustischen oder optischen
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Sensoren gezielt auszurichten, z. B. im Hals des Roboters zur Positionierung
des Kopfes (Blickrichtungssteuerung). Und schließlich dienen weitere Frei-
heitsgrade, insbesondere in den Armen, aber in geringerem Umfang auch im
Torso, zur Positionierung der Greifwerkzeuge über die oberen Gliedmaßen
(Gestik1, Pantomimik (Körperhaltung)).
Die einzelnen Gliedmaßen wie z. B. Torso, Oberarm, Unterarm, Hand und
Fingerglieder sind durch mechanische Gelenke verbunden, welche die Frei-
heitsgrade realisieren. Die Gelenke, wie z. B. Schulter-, Ellbogen-, Hand-
oder Fingergelenke, werden wiederum über Aktoren und Sensoren und damit
letztlich von den entsprechenden Teilsteuerungen des Roboters angesteuert.
Bei den Gelenken handelt es sich i. d. R. um Drehgelenke, so dass die da-
durch verbundenen Gliedmaßen relativ zueinander verdreht werden können.
Werden mehrere Gelenke gleichzeitig verdreht, so entsteht über die sog. ki-
nematische Kette [139] eine Gesamtbewegung.
Eine Bewegung soll hier daher nicht nur im ganz allgemeinen Sinne als
ein ” veränderlicher Zustand jenseits der Ruhe“ [150] oder im einfachen
physikalischen/mathematischen Sinne als eine ” Veränderung der Position
über die Zeit“ [124] verstanden werden. Vielmehr ist eine Bewegung im
kinematischen oder physiologischen/medizinischen Sinne als eine Folge von
aufeinander abgestimmte Gelenkbewegungen zu verstehen, die zielgerichtet
mit einer bestimmten Absicht ausgeführt werden.
Koordination
Ein wichtiger Aspekt der obigen Begriffserklärung ist, dass die Bewegungen
einzelner Gelenke aufeinander abgestimmt, also koordiniert werden müssen.
Unter Koordination soll dabei ” das Abstimmen verschiedener Aktivitäten
aufeinander, die Verbesserung des Zusammenspiels und des Zusammenwir-
kens“ [151] verstanden werden.
Eine koordinierte Bewegung kann, je nachdem welche Gelenke an der
Bewegung beteiligt sind, nur eine oder aber mehrere Teilsteuerungen des
Roboters betreffen. Insbesondere die in diesem Kapitel genauer untersuchte
Koordination mehrerer Teilsteuerungen ist nicht trivial und muss explizit
gemacht werden. Das heißt, die Koordination muss in einer geeigneten Form
1Hier: Bewegungen der Arme [133]; nicht zu verwechseln mit den Handgesten aus Abschnitt 5.1.4
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ausdrücklich zwischen den beteiligten Teilsteuerungen vereinbart werden,
um sie dann entsprechend bei der Ausführung berücksichtigen zu können.
6.1.2. Koordination innerhalb von Teilsteuerungen
Wenn an einer koordinierten Bewegung nur Gelenke einer einzigen Teil-
steuerung beteiligt sind, dann kann diese Koordination durch eine geeigne-
te Steuerungsschicht innerhalb dieser Teilsteuerung und unabhängig von
anderen Teilsteuerungen erreicht werden. Eine derartige innere Koordina-
tion kann höhere Echtzeitanforderungen, also schnelle Reaktions- und Be-
rechnungszeiten, erfüllen. Dies wird dadurch erreicht, dass alle betroffenen
zu koordinierenden Gelenke gemeinsam von ein und derselben Steuerungs-
schicht angesteuert werden.
Innerhalb der Armsteuerung werden koordinierte Armbewegungen durch
die sog. Bahn- oder Trajektoriensteuerung erreicht. Entsprechend ist inner-
halb der Handsteuerung die in Abschnitt 4.3.2 angesprochene Fingerkoordi-
nation für koordinierte Fingerbewegungen der Hand zuständig [56].
Um beispielsweise die Hand am Ende der kinematischen Kette des Ar-
mes aus Schulter, Schultergelenk, Oberarm, Ellbogengelenk, Unterarm und
Handgelenk auf einer bestimmten Bahn (Trajektorie) zu einem Zielpunkt zu
bewegen, müssen die jeweilien Einzelbewegungen der Armgelenke genau
aufeinander abgestimmt sein. Entsprechendes gilt beim Zugreifen mit der
Hand für die einzelnen Fingergelenke, wie auch bereits in Abschnitt 5.1 bei
der Diskussion der Greifmuster erläutert.
6.1.3. Koordination verschiedener Teilsteuerungen
Die Gelenke des Roboters werden von verschiedenen dedizierten Teilsteue-
rungen der Robotersteuerung angesteuert (vgl. Abbildungen 4.2 und 4.7).
Bei einer größeren gemeinsamen Gesamtbewegung sind also u. U. Gelen-
ke beteiligt, die von verschiedenen Teilsteuerungen angesteuert werden. Da
die einzelnen Teilsteuerungen unabhängig voneinander arbeiten2, erfordern
koordinierte Bewegungen somit auch eine koordinierte Ansteuerung der
jeweiligen Gelenke durch alle beteiligten Steuerungssysteme. Dies betrifft
2Die einzelnen Teilsteuerungen können sogar auf verschiedenen Rechnern innerhalb der in Abschnitt 4.4.1
vorgestellten Rechnerarchitektur ausgeführt werden, s. Abbildung 4.12


































































Abbildung 6.1.: Die Ansteuerung der einzelnen Gelenke von Arm und Hand
über die Aktoren/Sensoren durch die dedizierten Teilsteuerungen macht
explizite Koordination K© erforderlich.
natürlich auch insbesondere die Handsteuerung, was auch bereits in An-
forderung A-5 dargelegt wurde.
Die Bewegungen der Roboterhand müssen also in geeigneter Weise mit
Bewegungen anderer Teile des Roboters, insbesondere des Armes, koordi-
niert werden. Am Beispiel des Greifen eines Gegenstandes wird dies unmit-
telbar einsichtig: Vor dem eigentlichen Greifen einer Flasche mit dem Zy-
lindergriff müssen die Finger durch die Handsteuerung ausgestreckt werden,
um die Hand zu öffnen. Gleichzeitig führt die Armsteuerung gezielte Be-
wegungen von Schulter-, Ellbogen- und Handgelenk aus, um die Hand auf
einer bestimmten Bahn zu der Flasche hin zu bewegen. Vor dem eigentlichen
(Zu-)Greifen wird dann die Armbewegung gestoppt, sobald die Hand Kon-
takt zur Flasche hat, damit sich die Finger anschließend beim Zugreifen um
die Flasche schließen können.
Abbildung 6.1 zeigt diese Koordination schematisch: Die Armsteuerung
steuert über die entsprechenden Aktoren und Sensoren das Schulter-, Ell-
bogen- und Handgelenk des Roboterarmes. Entsprechend steuert die Hand-
steuerung die einzelnen Fingergelenke der Roboterhand. Für koordinierte
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Hand-Arm-Bewegungen müssen die Hand- und die Armsteuerung mitein-
ander koordiniert werden, was im Bild mit K© angedeutet ist. Mit den Details
genau dieser Koordination beschäftigt sich dieses Kapitel im Folgenden.
6.1.4. Methoden zur Bewegungskoordination
Eine Bewegungskoordination mit verschiedenen beteiligten Teilsteuerungen
kann prinzipiell auf zwei unterschiedliche Arten erreicht werden:
• Zeitgesteuerte Ausführung genau festgelegter Bewegungen
• Durch Kommunikation abgestimmte Ausführung von Bewegungen
Zeitgesteuerte Ausführung
Die zeitgesteuerte Ausführung erfordert eine genaue zeitliche Festlegung
aller Teilbewegungen. Schon vor der Bewegung muss dabei der Ablauf jeder
Teilbewegung aller beteiligten Gelenke genau festgelegt werden. Die Koor-
dination besteht dann i. W. darin, für die Bewegung eine gemeinsame Dau-
er festzulegen und einen gemeinsamen Startzeitpunkt zu bestimmen. Dies
schränkt die Einsatzmöglichkeiten einer derartigen Koordination erheblich
ein, da z. B. nicht koordiniert auf äußere Einflüsse reagiert werden kann. Ein
reaktives Verhalten ist aber nach den Abschnitten 5.2.3 und 5.2.5 insbeson-
dere dann erforderlich, wenn die Hand des Roboters an einer Bewegung be-
teiligt ist. Beim Ergreifen eines Gegenstandes muss beispielsweise die vom
Arm durchgeführte Positionierung der Hand im Raum gestoppt bzw. korri-
giert werden können, sobald die Hand Kontakt mit dem Gegenstand hat.
Mit einer Metapher aus dem Sport entspricht die zeitgesteuerten Ausfüh-
rung in etwa dem Synchron-Turmspringen: Sobald die Sportler abgesprun-
gen sind, wird ihr Sprung (i. W.) von den Gesetzen der Physik bestimmt und
kann nur noch wenig beeinflußt werden. Um eine synchrone (koordinierte)
Bewegung zu erreichen, müssen die Sportler zuvor genau festlegen, welchen
Sprung sie ausführen und wann sie abspringen.
Koordination durch Kommunikation
Rein zeitgesteuerte Bewegungen sind hier also unzureichend, da koordinier-
te Bewegungen in dem vorgegebenen Szenario aufgrund der erforderlichen
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Reaktivität nicht vollständig zeitlich festgelegt werden können. Daher ist
eine geeignete Kommunikation zwischen den einzelnen Teilsteuerungen
zur Abstimmung der Teilbewegungen während ihrer Ausführung unbedingt
erforderlich. Die mit K© gekennzeichnete Koordination aus Abbildung 6.1
kann also nur durch geeignete Kommunikation zwischen den Teilsteuerun-
gen erreicht werden. Durch diese Kommunikation können sich die Teilsteue-
rungen bei Bedarf immer wieder neu aufeinander abstimmen, auch wenn ein-
zelne Teilbewegungen durch unvorhersehbare äußere Ereignisse beeinflusst
und z. B. verzögert werden.
Wiederum übertragen auf den Sport, kann man durch Kommunikation
abgestimmte Bewegungskoordination mit dem Synchronschwimmen oder
dem Paartanz vergleichen: Es gibt zwar eine vorgegebene Choreografie, also
einen festgelegten Plan, die Ausführung der Bewegungen wird jedoch mit-
tels Kommunikation abgestimmt3.
6.1.5. Problematik der Bewegungkoordination
Die Schwierigkeit der Koordination von Bewegungen über mehrere Teil-
steuerungen ist nun, dass sich eine koordinierte Bewegung zwar meist recht
einfach verbal beschreiben lässt, die Umsetzung dieser Beschreibung in den
beteiligten Teilsteuerungen ist aber in der Regel nicht so einfach. Es liegt in
der Natur der Koordination, dass jeweils (mindestens) zwei Seiten beteiligt
sind und aufeinander abgestimmt werden müssen.
Einfacher Ansatz zur Bewegungskoordination
Bei einem einfachen, naiven Ansatz wird die Koordination durch zusätzliche,
spezielle Koordinationsanweisungen direkt im Programmcode der zu koordi-
nierenden Teilsteuerungen realisiert. Solche Koordinationsanweisungen sind
etwa gezielte Bedingungs- und Ereignisabfragen oder auch Warteschleifen.
Diese müssen an den entsprechenden Stellen im Programmcode aller an der
koordinierten Bewegung beteiligten Teilsteuerungen eingefügt werden.
Diese Vorgehensweise bewirkt, dass Änderungen in der Implementierung
auf der einen Seite meist auch Änderungen auf der oder den anderen Seiten
erforderlich machen. Für eine koordinierte Bewegung müssen daher immer
3Auch wenn bei den angesprochenen Beispielen die nonverbal ausgetauschten Zeichen und Gesten von einem
außenstehenden Beobachter nur schwer wahrzunehmen sind.
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die Implementierungen von (mindestens) zwei Steuerungssystemen ange-
passt werden. Dies erschwert die Umsetzung und erhöht den manuellen Auf-
wand, insbesondere bei Modifikationen und Erweiterungen beträchtlich, ist
also unflexibel und schlecht erweiterbar.
Zusätzlich hängt die Koordination auch stark von der auszuführenden Auf-
gabe ab. Beim Ergreifen eines Gegenstandes von einer bestimmten Positi-
on und dem wieder Ablegen des Gegenstandes an dieser Position führt der
Arm zwar i. W. die gleichen Bewegungen aus, die Bewegungen der Hand
und damit auch die notwendige Koordination zwischen Hand und Arm sind
aber unterschiedlich. Je nach Aufgabe kann die gleiche Bewegung also un-
terschiedliche Koordinationsmuster erfordern. Die Armsteuerung müsste
hier daher beide Fälle, also sowohl ” Armbewegung zur Greifposition“ als
auch ” Armbewegung zur Ablageposition“, gesondert berücksichtigen, was
den Aufwand in diesem einfachen Ansatz weiter unnötig erhöht.
Problematik des einfachen Ansatz zur Bewegungskoordination
Der einfache, naive Ansatz ist also unzureichend, da er insbesondere die An-
forderungen A-1 und A-6 wie erläutert nicht erfüllen kann. Die grundlegen-
de Problematik des naiven Ansatz besteht darin, dass dabei zwei Fragestel-
lungen miteinander verquickt werden. Es handelt sich dabei wieder um die
Fragen nach dem ” Wie ist es zu tun“ und ” Wann ist es zu tun“ aus der
Beschreibung der Zielsetzung in Abschnitt 2.5.1.
6.1.6. Problemstellung der Bewegungskoordination
Um alle gestellten Anforderungen erfüllen zu können muss daher, wie schon
am Ende von Abschnitt 2.4.3 angesprochen, ein ausgefeilterer Ansatz zur
Bewegungskoordination konzipiert werden. Die spezifische Problemstellung
lässt sich dabei wie folgt formulieren:
Es wird ein spezielles Verfahren gesucht, mit dem sich mehrere
Einzelbewegungen, die von verschiedenen Teilsteuerungen ge-
steuert werden, zu einer gemeinsamen, koordinierten Gesamt-
bewegung vereinen lassen.
Das Verfahren muss dafür einerseits die Möglichkeit bieten, die jeweili-
gen speziellen Eigenheiten einer koordinierten Bewegung beschreiben zu
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können. Andererseits muss das Verfahren aber auch auf einfache Weise in
den beteiligten Teilsteuerungen umgesetzt werden können. Einfache Umset-
zung bedeutet dabei, dass das Verfahren von den menschlichen Programmie-
rern leicht und möglichst unkompliziert in den Teilsteuerungen verwendet
bzw. eingebaut werden kann.
Ein Ansatzpunkt für das zu entwickelnde Verfahren ergibt sich aus dem
oben beschriebenen einfachen aber unzureichenden Ansatz: Die Fragen nach
dem Wie und dem Wann müssen im Gegensatz zu oben explizit und ge-
trennt beantwortet werden. Dadurch lässt sich dann sowohl die Beschrei-
bung als auch die Umsetzung koordinierter Bewegungen erheblich verein-
fachen. Bei Ausführung des Verfahrens entscheidet dieses dann für alle an
einer koordinierten Gesamtbewegung beteiligten Teilsteuerung, wann die
einzelnen Teilbewegungen jeweils auszuführen sind, während die einzelnen
betroffenen Teilsteuerungen wiederum wissen, wie sie die Teilbewegungen
jeweils auszuführen haben.
6.2. Merkmale einer koordinierten Bewegung
Ein wichtiger Aspekt der Bewegungskoordination sind geeignete Beschrei-
bungen für koordinierte Bewegungen. Hierfür werden nun zunächst die wich-
tigen charakteristischen Merkmale einer koordinierten Bewegung heraus-
gearbeitet. Der entwickelte eigene Ansatz zur Bewegungskoordination ver-
wendet dann diese identifizierten Merkmale und beschreibt wie diese in dem
entwickelten Verfahren repräsentiert werden.
Die Merkmale einer koordinierten Bewegung lassen sich sehr gut anhand
eines Beispiels erläutern. Zur weiteren Veranschaulichung wird daher das
bereits zuvor angeführte Beispiel ” Greifen eines Gegenstandes“ nun und in
den folgenden Abschnitten immer weiter ausgeführt. Eine einfache verbale
Beschreibung dieser koordinierten Hand-Arm-Bewegung zeigt Tabelle 6.1.
Darin können, entsprechend der folgenden Aufzählung, die für die Bewe-
gungskoordination wichtigen Merkmale identifiziert werden:
• Die von den einzelnen Teilsteuerungen auszuführenden Aktivitäten:
” bewegen“, ” öffnen“, ” greifen“, ” halten“, ” abrücken“
• Die zeitliche oder logische Abfolge der verschiedenen Aktivitäten:
” dann“, ” oder“, ” anschließend“, ” danach“
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• Das erwartete Auftreten von internen oder auch externen Ereignissen:
” bis“, ” sobald“
• Explizite Gleichzeitigkeit oder Parallelität von mehreren Aktivitäten:
” dabei“, ” während“
Eine solche verbale Beschreibung muss auf geeignete Weise formalisiert
werden, um sie dann, zumindest teilautomatisch, in die entsprechenden Teil-
steuerungen einbinden zu können. Die identifizierten allgemeinen Merkma-
le Aktivität, Abfolge, Ereignis und Parallelität einer koordinierten Bewe-
gung müssen dafür in sinnvoller und geeigneter Weise formal dargestellt und
berücksichtigt werden können.
6.3. Bewegungsphasen
Die in Abschnitt 6.1.4 beschriebene und für die Koordination erforderli-
che Kommunikation ist ein ganz wesentlicher Teil des gesuchten Verfah-
rens zur Bewegungskoordination. Zur genaueren Bestimmung dieser Kom-
munikation ist es sinnvoll, eine koordinierte Gesamtbewegung in einzelne
Nr. Verbale Beschreibung
1. Der Arm bewegt die Hand in die Nähe des Greifobjekts, dabei öffnen
sich die Finger der Hand.
2. Dann bewegt der Arm die geöffnete Hand zum Greifobjekt, bis die
Finger Kontakt haben oder eine bestimmte Position erreicht ist.
3. Anschließend greift die Hand zu.
4. Sobald das Greifobjekt sicher gegriffen ist, rücken Arm und Hand mit
dem Greifobjekt ab.
5. Danach hält die Hand das Greifobjekt, während der Arm die Hand
und das Greifobjekt zu einer Zielposition bewegt.
Tabelle 6.1.: Verbale Beschreibung einer koordinierten Hand-Arm-Bewe-
gung am Beispiel des ” Greifen eines Gegenstandes“. Die wichtigen
Merkmale sind durch Fettdruck hervorgehoben.
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Bewegungsphasen zu unterteilen. Diese stellen eine Erweiterung der Pha-
sen einer Greifskill aus Abschnitt 5.2.3 dar.
Eine Bewegungsphase dient dabei jeweils einem bestimmten Zweck und
erfüllt einen Teilaspekt der mit der Gesamtbewegung zu erfüllenden Aufga-
be. Diese Berücksichtigung der Gesamtbewegung ist ein wesentlicher Punkt,
sie macht die Beteiligung der zu koordinierenden Teilsteuerungen und ihr
Zusammenwirken für die Erfüllung der Aufgabe explizit.
In einer bestimmten Phase müssen sich aber nicht notwendigerweise al-
le an der Gesamtbewegung beteiligten Gelenke bewegen. Einzelne Gelenke
oder sogar ganze Teilsteuerungen können in einer Phase u. U. also lediglich
mit Warten beschäftigt sein, was für die Gesamtbewegung aber durchaus re-
levant sein kann und daher ebenfalls koordiniert werden muss.
6.3.1. Bewegungsphasen beim Greifen
Die Unterteilung in Bewegungsphasen entspricht auch dem üblichen Vor-
gehen in der Robotik, beispielsweise bei der Greifsteuerung [44, 48, 34,
43, 61]. Aber auch in der Physiologie, bei der Analyse menschlicher Be-
wegungen, werden diese in einzelne Bewegungsphasen unterteilt [95]. Ei-
ne solche physiologische Analyse kann dann auch wieder in der Robotik,
z. B. für das Programmieren durch Vormachen [48, 49] oder eben auch für
die hier benötigte Bewegungsplanung von humanoiden Robotern, eingesetzt
werden [117, 18, 66, 109].
Die Anzahl und Bezeichnung der verschiedenen Bewegungsphasen ist in
den genannten Arbeiten uneinheitlich und hängt natürlich auch von der Art
der Gesamtbewegung ab. Die einzelnen im Beispiel ” Gegenstand greifen“
aus Tabelle 6.1 aufgeführten Schritte 1 – 5 stellen bereits eine sinnvolle grobe
Unterteilung der Gesamtbewegung in Einzelphasen dar. Diese sollen im Fol-
genden mit Grobannäherung, Feinannäherung, Greifen, Abrücken und
Transport bezeichnet werden. Abbildung 6.2 zeigt dies einzelnen Phasen
für das Beispiel nochmals bildlich.
Abbildung 6.3 zeigt den Ablauf dieser Phasen bei einem Greifvorgang
über die Zeit t. Im oberen Teil der Abbildung sind die Verläufe der Greif-
kraft F, der Kontaktfläche A und des Abstands zwischen Hand und Greif-
objekt d qualitativ dargestellt. Die Zuordnung der hier verwendeten Bezeich-
nungen der Bewegungsphasen ist in der Mitte dargestellt. Im unteren Teil
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(a) Startposition, Phase 1: Grobannäherung (b) Phase 2:
Feinannäherung
(c) Phase 3: Greifen
(d) Phase 4: Abrücken (e) Phase 5: Transport (f) Zielposition erreicht
Abbildung 6.2.: Greifphasen für das Beispiel aus Tabelle 6.1. Die Flasche
soll gegriffen, angehoben und transportiert werden.
werden diesen dann die entsprechenden Bezeichnungen aus der Literatur
gegenübergestellt. Die letztgenannten Bezeichnungen sind z. T. in englisch,
werden aber im Folgenden noch genauer erläutert.
Grobannäherung
Neben den unterschiedlichen Bezeichnungen in den verschiedenen Quellen
fällt auf, dass die hier gewählte Unterscheidung der Phasen vor dem eigentli-
chen Greifen in Grobannäherung und Feinannäherung von anderen so nicht




























Abbildung 6.3.: Ablauf eines Greifvorgangs über die Zeit t :
Oben: Qualitatives Diagramm des Verlaufs von Zeit t vs. Greifkraft F,
Kontaktfläche A bzw. Abstand Hand/Greifobjekt d.
Mitte: Die in der vorliegenden Arbeit gewählten Bezeichnungen für die
einzelnen Bewegungsphasen und ihre zeitliche Zuordnung.
Unten: Einzelne Bewegungsphasen werden in den angegebenen Quellen
unterschiedlich bezeichnet und zeitlich zugeordnet.
getroffen wird. Diese Phasen werden unter Pregrasp4 (vor dem Greifen) [49],
Preshape (Vor-Formieren) [34], Approach (Annäherung) oder, in der Physio-
logie, unter Formierung [95] zusammengefasst.
Typisches Merkmal der Grobannäherung ist, dass noch kein Kontakt zum
Greifobjekt besteht und folglich auch keine Greifkraft auf das Objekt aus-
geübt werden kann. In dieser Phase wird die Hand vom Arm mit relativ
großer Geschwindigkeit in die Nähe des Greifobjekts bewegt, der Abstand
zwischen Greifobjekt und Hand nimmt also schnell ab. Die Hand, genauer
gesagt die Finger der Hand, werden gleichzeitig so umpositioniert, dass das
Objekt später gegriffen werden kann. Die Hand nimmt dazu die schon in Ab-
schnitt 5.2.3 beschriebene Preshape-Konfiguration ein, sie wird also i. d. R.
geöffnet. In dieser Phase ist ein Kontakt mit der Umgebung zunächst noch
4Englisch: pre = vor; grasp = der Griff/das Greifen
6.3. Bewegungsphasen 111
unerwünscht, er muss aber trotzdem erkannt und dann als Fehler aufgefasst
und entsprechend behandelt werden. Die taktilen Sensoren müssen also auch
hierbei überwacht werden, um dann entsprechend reagieren zu können
Feinannäherung
In der Phase der Feinannäherung wird die Hand weiterhin vom Arm auf
das Greifobjekt zubewegt, allerdings mit verringerter Geschwindigkeit und
i. Allg. auf einer geradlinigen Bahn. Die Finger der Hand bewegen sich in
dieser Phase nicht, die Handsteuerung ist aber dennoch aktiv und überwacht
die taktilen Handsensoren, um so den Kontakt zum Greifobjekt zu erken-
nen. Wird ein Kontakt erkannt, so wird die Armbewegung gestoppt und die
eigentliche Greifphase kann beginnen.
Eine Unterscheidung zwischen Grobannäherung und Feinannäherung ist
aufgrund der unterschiedlichen Eigenschaften und der unterschiedlichen Ak-
tivitäten, die jeweils von den beteiligten Steuerungssystemen auszuführen
sind, also durchaus sinnvoll. Sie spiegelt die in der vorliegenden Arbeit deut-
licher berücksichtigte explizite Betrachtung einer Handbewegung als Teil ei-
ner größeren Gesamtbewegung – eben der koordinierten Hand-Arm-Bewe-
gung – wider. Sie erleichtert so die notwendige Integration der Handsteue-
rung in die Gesamtsteuerung des humanoiden Roboters. Das Gleiche gilt
auch für die weiter unten beschriebene Unterteilung der Phasen nach dem
eigentlichen Greifen in Abrücken und Transport.
Greifen
In der eigentlichen Greifphase werden die Finger um das Greifobjekt gelegt,
die Kontaktfläche zwischen Hand und Greifobjekt erhöht sich bis zu einem
für Greifobjekt und Greifmuster typischen, erwarteten Wert. Entsprechend
nimmt auch die Greifkraft, also die Summe der Kräfte, welche die Hand
auf das Greifobjekt ausübt, zu. Die Greif- oder Grasp-Phase wird von [48]
noch weiter in eine Lifting (Anheben) und Grasping Phase unterteilt, da hier
speziell das Aufklauben kleiner bzw. flacher Gegenstände untersucht wurde.
In [34] schließt sich an die Greifphase noch eine Regrasp (Nachgreifen) Pha-
se an, mit der versucht wird, auch mit fehlgeschlagenen Griffen umzugehen.
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Abrücken
Nach dem Greifen soll das gegriffene Objekt in der gewünschten Weise ge-
handhabt werden können. Hierfür muss es zunächst etwas von der bisheri-
gen Position entfernt werden. Der Arm bewegt dazu die Hand wieder von
der Greifposition weg, jetzt aber mit dem gegriffenen Objekt. Die Hand-
steuerung überwacht den Griff und korrigiert z. B. bei Bedarf die Greifkraft.
Die Geschwindigkeit ist zunächst geringer, um besser und mit weniger dras-
tischen Auswirkungen auf eventuelle Fehler reagieren zu können. Dieses
Abrücken von der Greifposition dient auch dazu, einen gewissen Abstand
von der (ursprünglichen) Auflagefläche zu gewinnen, um in der folgende
Phase das Greifobjekt dann einfacher und schneller kollisionsfrei zum Ziel-
punkt bewegen zu können.
Transport/Manipulation
In der abschließenden Transport- oder Manipulationsphase wird das Greif-
objekt zu einer Zielposition bewegt. Je nach Greifobjekt und Greifaktion ent-
spricht dies eher einem Transport (wie im Beispiel mit der zu bewegenden
Flasche) oder einer Manipulation im Sinne der Fähigkeit F-2 (wie etwa beim
Öffnen einer Schublade oder beim Betätigen eines Schalters). Die Unter-
scheidung zwischen Abrück- und Transportphase ist für die Armsteuerung
wichtiger als für die Handsteuerung. Die Handsteuerung muss in beiden Pha-
sen i. W. das gegriffene Objekt sicher festhalten.
Die beiden Phasen Abrücken und Transport bzw. Manipulation werden
in der Literatur auch wieder weniger stark unterschieden. Sie werden un-
ter Manipulation [49, 34, 95] oder Whole-Arm Manipulation5 [48] zusam-
mengefasst. In der Physiologie wird weiterhin noch explizit zwischen um-
schließendem Greifen und nicht umschließenden Haltungen unterschieden.
Die Haltungen entsprechen somit den nicht klammernden Griffen aus Ab-
schnitt 5.1.4, wie etwa dem Hakengriff oder dem Schiebegriff.
6.3.2. Weitere Bewegungsphasen
Die einzelnen, oben aufgeführten Bewegungsphasen können je nach Situati-
on noch weiter unterteilt werden. Innerhalb der eigentlichen Greifphase kann
5Englisch: Ganz-Arm Manipulation
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Tabelle 6.2.: Bewegungsphasen beim koordinierten Greifen, Transportieren
und wieder Ablegen eines Objekts von der Anfangsposition p0 zur End-
position p1. Für jede Phase zeigt die Tabelle, was die Arm- bzw. Hand-
steuerung jeweils tut und wo sich das Objekt befindet.
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es beispielsweise notwendig sein, die Position der Hand relativ zum Greif-
objekt zu modifizieren, wenn über die Sensoren, insbesondere die taktilen
Sensoren der Hand, eine Fehlpositionierung erkannt wurde. Aus der Greif-
phase wird dann bei Bedarf also noch eine weitere Bewegungsphase für die
Positionskorrektur ausgeführt.
Die genannten Bewegungsphasen gelten in dieser Form nur für das Grei-
fen eines Gegenstandes. Für andere von Hand und Arm auszuführenden Ge-
samtbewegungen lassen sich aber vergleichbare Bewegungsphasen identifi-
zieren. Je nach Aufgabe kann dabei die Anzahl, die Art und/oder die Abfolge
der einzelnen Phasen variieren, einige Beispiele sollen dies verdeutlichen:
Wenn ein gegriffenes Objekt wieder abgelegt werden soll, so werden die
Phasen quasi invers abgespielt: Grobanrücken (statt Grobannäherung), Fein-
anrücken (statt Feinannäherung), Ablegen (statt Greifen) und Abrücken. Ta-
belle 6.2 zeigt die Abfolge der Bewegungsphasen für eine Kombination aus
Greifen, Transportieren und Ablegen.
Beim Ausführen einer Handgeste, wie etwa dem Zeigen, verbleiben nur
die zwei Phasen Grobannäherung und das Ausführen der eigentlichen Hand-
geste, was der Greifphase entspricht. Bei den einfachen Manipulationen,
wie Schublade öffnen oder Schalter betätigen, entfällt die Abrückphase, da
das zu manipulierende Greifobjekt ja anschließend nicht frei bewegt bzw.
transportiert werden soll.
Weiterhin ist die Abfolge der einzelnen Bewegungsphasen nacheinander
nicht ganz so starr festgelegt wie in den einfachen Beispielen beschrieben.
Für die Fehlerbehandlung oder für die interaktive Kooperation mit dem Men-
schen müssen Phasen bei Bedarf abgebrochen oder wiederholt werden oder
es muss eine alternative Bewegungsphase eingeschoben werden können.
6.3.3. Übergang zwischen Bewegungsphasen
Für koordinierte Bewegungen müssen die beteiligten Steuerungssysteme die
Abfolge der einzelnen Bewegungsphasen aufeinander abstimmen. Daher ist
der Übergang von einer Phase Pi zur darauf folgenden Phase P j interessant,
da dieser Übergang von allen Teilsteuerungen gleichzeitig und übereinstim-
mend erfolgen muss. Übereinstimmend bedeutet dabei: Alle beteiligten Teil-
steuerungen stimmen darin überein, dass die aktuelle Phase abgeschlossen
werden kann, z. B. weil alle Bewegungen der Phase beendet sind. Durch die
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Unterteilung der Gesamtbewegung in einzelne Bewegungsphasen kann die
Bewegungskoordination also durch eine Synchronisation6 der Übergänge
zwischen den Bewegungsphasen erreicht werden. Diese Herangehensweise
ist ein Grundgedanke des weiter unten entwickelten eigenen Ansatzes.
Bedingungen für den Phasenübergang
Der Übergang von einer Phase Pi zu einer Phase P j kann erfolgen, sobald
entsprechende Bedingungen für den Übergang Pi y P j erfüllt sind. Solche
Bedingungen können von den Bewegungsphasen, von den beteiligten Teil-
steuerungen und auch von der Art der Gesamtbewegung abhängen. Das Ein-
treten der Bedingungen kann als internes oder externes Ereignis betrachtet
werden. Solche Vorbedingungen bzw. Ereignisse, die den Übergang zu einer
anderen Phase ermöglichen, sind z. B.:
• Die angesteuerten Gelenke befinden sich in ihrer vorbestimmten Ziel-
position für diese Bewegungsphase Pi. Das Erreichen dieser Zielposi-
tion ist ein internes Ereignis.
• Die taktilen Sensoren melden Kontakt mit der Umwelt. Ein so erkann-
ter Kontakt mit dem Greifobjekt ist ein externes Ereignis und erfordert
ggf. eine Reaktion der Greifsteuerung.
Je nachdem welches Ereignis auftritt, können auf eine Phase Pi unterschied-
liche Phasen P j, Pk, . . . folgen. Dadurch kann auf verschiedene Ereignisse
gezielt reagiert werden, indem eine geeignete Bewegungsphase eingeleitet
wird. Die Reaktion auf externe Ereignisse ist dabei auch nicht immer als
Sonderfall zur Fehlerbehandlung zu sehen. Beispielsweise wird die Fein-
annäherung beim Greifen eines Gegenstandes gerade dadurch beendet, dass
die Hand Kontakt zum Greifobjekt bekommt. Ein anderes Beispiel ist das
in Abschnitt 4.1.1 erwähnte Führen des Roboters über seine taktilen Sen-
soren. Dabei reagiert der Roboter auf Berührung durch den Menschen, ein
erkannter Kontakt löst also eine neue Bewegungsphase aus [154].
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(c) Bewegungsphasen für das Beispiel
”Greifen eines Gegenstandes“.
Abbildung 6.4.: Schematische Darstellung einer Gesamtbewegung als Ab-
folge von Bewegungsphasen. Eine Sequenz hat nur eine mögliche Abfol-
ge. In einem Grafen sind mehrere Abfolgen (sog. Pfade) möglich.
Darstellung von Bewegunsphasen
In einer realen Gesamtbewegung aus mehreren Bewegungsphasen kann die
Reihenfolge der vom Roboter ausgeführten Phasen also wie beschrieben
auch von äußeren, nicht vorab planbaren, Ereignissen abhängen. Ob ein Er-
eignis überhaupt eintritt und welches der berücksichtigten Ereignisse tat-
sächlich eintritt bestimmt dabei, welche Phase P j auf eine Phase Pi tatsäch-
lich folgt. Eine koordinierte Bewegung ist also nur im einfachsten Fall eine
feste Sequenz von Bewegungsphasen wie in Abbildung 6.4a. Im allgemei-
nen Fall stellt sich eine koordinierte Bewegung eher wie ein Graf möglicher
Sequenzen dar, siehe Abbildung 6.4b. Eine real ausgeführte Bewegung ent-
spricht dann einem Pfad in diesem Grafen. In Abbildung 6.4b ist beispiels-
weise die fett dargestellte Abfolge Beginn, Phase 1, Phase 2a, Phase 4,
Ende eine mögliche Sequenz von Bewegungsphasen. Abbildung 6.4c zeigt
die Sequenz von Bewegungsphasen für das Beispiel ” Greifen eines Gegen-
standes“ mit der bereits angesprochenen, möglichen Zusatzphase zur Posi-
tionskorrektur der Hand beim Greifen. Die Abbildungen zeigen jedoch nur
6Griechisch: sýn = zusammen, chrónos = Zeit. Wörtlich etwa: ”Herstellen von Gleichlauf“
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eine grobe, schematische Darstellung. Es fehlen noch Details für die expli-
zite Koordination mehrerer Teilsteuerungen.
Kommunikation
Um von einer Phase zur nächsten überzugehen muss gewährleistet sein, dass
alle beteiligten Steuerungen die Phase beendet haben. Diese Bedingung muss
auf geeignete Art und Weise zwischen den beteiligten Steuerungssystemen
ausgetauscht, also kommuniziert werden. Hierfür müssen die folgenden In-
formationen zwischen den Teilsteuerungen ausgetauscht werden:
• Der Zeitpunkt, an dem die Phase beendet wird
• Die Bedingungen, welche die Phase beenden
Werden diese Informationen zyklisch abgefragt, so lässt sich die erste In-
formation – der Zeitpunkt – mit einem einfachen booleschen wahr/falsch
Datum übermitteln. Dieses bleibt solange falsch wie die Phase noch nicht
beendet ist und wird dann wahr. Die zweite Information – die Bedingung –
kann über ein Datum mit mehreren Werten, im einfachsten Fall einer Ganz-
zahl, übermittelt werden. Jeder Wert steht dann für ein bestimmtes, eingetre-
tenes Ereignis. Spezielle Werte stehen für ” kein Ereignis eingetreten“ oder
” Zielposition erreicht“ usw.
Werden die Informationen dagegen nicht zyklisch, sondern ereignisge-
steuert übermittelt, dann kann die erste Information sogar entfallen. Der Zeit-
punkt ist dann bereits in der ereignisgesteuerten Übermittlung selbst codiert.
Die für die Koordination erforderliche Kommunikation ist damit durch fol-
gende Eigenschaften gekennzeichnet:
• Die Datenübermittlung kann zyklisch oder ereignisgesteuert erfolgen
• Es müssen nur sehr kleine Datenmengen übermittelt werden
• Die Daten sind jeweils zwischen den verschiedenen beteiligten Teil-
steuerungen zu übermitteln
• Die Reaktion auf eine Übermittlung hängt von der Teilsteuerung und
von der Gesamtbewegung ab
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In Abhängigkeit von der Gesamtbewegung müssen unterschiedliche und
auch unterschiedlich viele (auch mehr als zwei) zu koordinierende Teilsteue-
rungen miteinander kommunizieren können. Weiterhin kann die erforderli-
che Reaktion auf die übermittelten Daten, insbesondere die Übergangsbe-
dingung, sehr stark von der jeweils ausgeführten koordinierten Gesamtbewe-
gung abhängen. Daher muss, entsprechend den Anforderungen A-1 und A-6,
also sowohl die Datenübermittlung als auch die Interpretation der übermit-
telten Daten flexibel und erweiterbar sein.
6.4. Ansatz
Der hier konzipierte Ansatz zur Bewegungskoordination basiert auf dem
Konzept der Petri-Netze. Diese ermöglichen neben einer formalen mathe-
matischen auch eine anschauliche grafische Darstellung. Wie bereits in
Abschnitt 6.2 gefordert, können dadurch verbale Beschreibungen von koor-
dinierten Bewegungen einerseits systematisch formalisiert werden, bleiben
andererseits aber auch nachvollziehbar und damit einfach umsetzbar.
Zunächst wird nun das bekannte Konzept der Petri-Netze, soweit es für
das Verständnis erforderlich ist, erläutert. Zusätzlich werden einige typi-
sche Anwendungen von Petri-Netzen vorgestellt. Danach folgen dann in Ab-
schnitt 6.5 die Details des eigenen Ansatzes.
6.4.1. Grundlagen von Petri-Netzen
Das theoretische Konzept der Petri-Netze wurden von C. A. Petri 1962 ein-
geführt [78]. Es diente der formalen mathematischen und grafischen Be-
schreibung von nebenläufigen Prozessen. Seit dieser Erfindung der Petri-
Netze wurde das Konzept immer wieder ergänzt, spezialisiert und erweitert,
so dass es heute in vielfältigen Bereichen zur Modellierung, Simulation oder
Analyse von Systemen eingesetzt wird [11].
Definition eines Petri-Netzes
Was genau ist nun also ein Petri-Netz? Bei den hier zugrunde liegenden Pe-
tri-Netzen handelt es sich um sog. Stellen/Transitionen-Netze (S/T-Netze).
Deren formale, mathematische Definition lautet [27]:
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Definition D-3: Petri-Netz (Stellen/Transitionen Netz)
Ein Petri-Netz N ist ein 6-Tupel aus der Menge der Stellen S , der Menge
der Transitionen T , der Flussrelation F (den Kanten), den Kapazitäten K,
den Gewichten W und einer Markierung M.
Also N = (S ,T, F,K,W,M) mit:
S ∩ T = ∅ (6.1)
F ⊆ (S × T ) ∪ (T × S ) (6.2)
K : S →  (6.3)
W : (S × T ) ∪ (T × S )→  (6.4)
M : S →  (6.5)
Grafische Darstellung von Petri-Netzen
Neben dieser formalen Beschreibung von Petri-Netzen gibt es eine sehr an-
schauliche grafische Darstellung, anhand derer sich die Bezeichnungen und
die Gleichungen 6.1 – 6.5 gut erläutern lassen. Abbildung 6.5 zeigt die gra-
fischen Darstellungen der Grundelemente Stellen, Transitionen, Kanten, Ka-
pazitäten, Gewichte und Marken von Petri-Netzen, während Abbildung 6.6
ein vollständiges Petri-Netz NBsp zeigt.
Ihre Dynamik erhalten Petri-Netze durch die Marken. Diese werden gra-
fisch durch schwarze Punkte innerhalb der Stellen dargestellt. Über die Kan-
ten von Transitionen zu Stellen werden Marken von der Transition erzeugt
und in der Stelle abgelegt. Über die Kanten von Stellen zu Transitionen
werden Marken aus der Stelle entfernt und von der Transition verbraucht.
3
s1
(a) Stelle s1 mit
Kapazität K(s1) = 3 und





(c) Flussrelation F und Gewichte W:
F = { (s1, t1), (t1, s2) }, d. h.










Abbildung 6.5.: Grafische Darstellung der Elemente Stellen, Marken, Tran-
sitionen und Kanten von Petri-Netzen.
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der Kante (u, v). Eine Stelle s kann maximal soviele Marken
enthalten (mit so vielen Marken belegt sein), wie ihre Kapazität K(s) an-
gibt. Als Markierung M eines Petri-Netzes bezeichnet man die Belegung der
Stellen mit Marken. Die Startmarkierung ist die anfängliche Belegung mit
Marken und wird mit M0 bezeichnet.
Ist in der grafischen Darstellung die Kapazität einer Stelle s nicht ange-
geben, so hat sie die Standardkapazität K(s) = ∞, kann also beliebig viele
Marken aufnehmen. Für eine Kante ist das Standardgewicht bei fehlender
Gewichtungsangabe dagegen 1.
Ein Petri-Netz N ist also eine statische Struktur, die einen bipartiten, ge-
richteten Grafen über die Stellen S und die Transitionen T des Netzes be-
schreibt. Die Mengen S und T sind nach Gleichung 6.1 disjunkt. Die Fluss-










S = {s1, s2, s3, s4}
T = {t1, t2, t3}
F =
{












4 für (u, v) = (t1, s1) ;




1 für s = s2 ;
0 sonst.
(6.6)
Abbildung 6.6.: Grafische Darstellung und formale Definition eines einfa-















(b) Nach dem Feuern der Transition t1
Abbildung 6.7.: Beim Feuern einer Transition werden Marken entsprechend
den Gewichten der Kanten verbraucht und erzeugt.
Stellen und Transitionen. Bipartit bedeutet, dass eine Kante immer entweder
eine Stelle s mit einer Transition t verbindet (s y t = (s, t) ∈ F) oder aber
umgekehrt eine Transition mit einer Stelle (ty s = (t, s) ∈ F).
Als Eingabestellen •t einer Transition t werden die Stellen s bezeichnet,
für die es eine Kante (s, t) ∈ F im Netz gibt. Entsprechend sind die Ausga-
bestellen t• einer Transition über eine Kante (t, s) ∈ F mit t verbunden. In
Abbildung 6.7 sind also s1 und s2 die Eingabestellen von Transition t1 und s3
ist die Ausgabestelle: •t1 = {s1, s2}, t•1 = {s3}.
Dies Notation kann natürlich auch auf die Stellen angewendet werden,
um entsprechend Eingabe- (•s) und Ausgabetransitionen (s•) zu kennzeich-
nen [92, 27]. Für u ∈ S ∪ T gilt also:
•u = {v ∈ S ∪ T mit: (v, u) ∈ F} (6.7)
u• = {v ∈ S ∪ T mit: (u, v) ∈ F} (6.8)
Schaltregel
Ein Petri-Netz ändert seinen Zustand, d. h. die Belegung der Stellen mit Mar-
ken, entsprechend der sog. Schalt- oder auch Feuerregel. Diese beschreibt
die Bedingungen, unter denen eine Transition schalten oder feuern kann
und wie dabei Marken verbraucht bzw. erzeugt werden. Jedoch kann nur
eine freigegebene Transition feuern. Eine Transition tx ∈ T eines Petri-Net-
zes N = (S ,T, F,K,W,M) ist freigegeben genau dann wenn:
• Alle Eingabestellen s von tx mindestens mit sovielen Marken belegt
sind, wie dem Gewicht der Kante (s, tx) entspricht
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• Alle Ausgabestellen s von tx noch mindestens soviele Marken aufneh-
men können, wie dem Gewicht der Kante (tx, s) entspricht










Wenn eine freigegebene Transition tx feuert, dann ändert sich die Markie-
rung M des Netzes zu M′ wie folgt:
• Von allen Eingabestellen s von tx werden soviele Marken entfernt, wie
dem Gewicht der Kante (s, tx) entspricht
• In alle Ausgabestellen s von tx werden soviele Marken hinzugefügt,
wie dem Gewicht der Kante (tx, s) entspricht





















wenn s ∈ •tx und s ∈ t•x ;
M(s) sonst.
(6.11)
Abbildung 6.7 zeigt das Feuern der Transition t1 in einem einfachen Petri-
Netz. Vor dem Feuern in Teilabbildung (a) links ist t1 freigegeben, da die




und die andere Ein-




Marken belegt ist. Weiterhin
enthält die Ausgabestelle s3 keine Marken und kann damit entsprechend ih-




= 4 5 6 = K(s3) Marken aufnehmen. Nach
dem Feuern im rechten Abbildungsteil (b) ist t1 nicht mehr freigegeben, da
weder die Eingabestelle s1 über genügend Marken verfügt noch die Ausga-
bestelle s3 genügend viele Marken aufnehmen kann.
Vor dem Feuern sind insgesamt 5, danach 6 Marken im Netz vorhanden.
Hier wird nochmals deutlich, dass die Marken nicht durch das Netz wandern,
sondern erzeugt oder verbraucht werden. Die Marken an sich sind selbst also
keine begrenzte Ressource in einem Petri-Netz.
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Ob eine freigegebene Transition tatsächlich feuert, wird durch das Petri-
Netz jedoch nicht festgelegt. Konflikte, d. h. Situationen in denen mehrere
Transitionen freigegeben sind, aber nicht alle feuern können, werden nicht-
deterministisch7 aufgelöst [92].
6.4.2. Anwendung von Petri-Netzen
Anwendungsbereiche
Nach der obigen, formalen Einführung der Petri-Netze bleibt noch die Fra-
ge, was man mit diesem theoretischen Konzept praktisch anfangen kann. Die
ursprüngliche Verwendung in [78] lag in der Identifikation und Analyse von
grundlegenden, damals (1962) noch völlig neuen Aspekten verteilter Syste-
me und nebenläufiger Prozesse [92, 79]. In der Literatur finden sich jedoch
viele weitere, höchst unterschiedliche Anwendungsgebiete für Petri-Netze.
Beispielsweise lassen sich Zustandsmaschinen oder auch endliche Auto-
maten [129] mit Petri-Netzen darstellen. Dabei übernehmen die Stellen im
Petri-Netz die Rolle der Zustände, die Zustandsübergänge des Automaten
werden durch Transitionen dargestellt. Alle Transitionen haben dabei immer
genau eine Eingangs- und eine Ausgangsstelle (∀t ∈ T : |•t| = |t•| = 1) [68].
Zustandsmaschinen sind also spezielle Petri-Netze.
Während Zustandsmaschinen jedoch immer nur einen aktuellen Zustand
haben, können in einem Petri-Netz bei Vorhandensein mehrerer Marken in
verschiedenen Stellen auch mehrere Transitionen gleichzeitig freigegeben
sein. Dadurch lassen sich auch parallele Vorgänge darstellen, also solche
die gleichzeitig, aber an verschiedenen Orten und/oder von verschiedenen
Verarbeitungseinheiten ausgeführt werden. Die Darstellung paralleler oder
nebenläufiger Vorgänge erweitert die Anwendungsmöglichkeiten für Petri-
Netze im Vergleich zu Zustandsmaschinen erheblich. Weiterhin lässt sich
bei Petri-Netzen die explizite Unterscheidung zwischen Zustand und Zu-
standsübergang (Transition) noch deutlicher treffen als bei Zustandsmaschi-
nen, siehe auch Tabelle 6.3.
Petri-Netze können beispielsweise zur Modellierung von Protokollen, ins-
besondere (Tele-)Kommunikationsprotokollen [47, 24], zur Darstellung von
Material-, Daten-, Signal- oder Kontrollflüssen in technischen Systemen oder
7Petri-Netze sind daher ein theoretisches Konzept, das sich in dieser Form zunächst nicht mit einem deter-
ministischen (und damit praktisch realisierbaren) Algorithmus umsetzen lässt [141].











Zustand und Übergang sind
miteinander verquickt
Tabelle 6.3.: Vergleich der Eigenschaften von Petri-Netzen und Zustands-
maschinen bzw. endlichen Automaten.
auch zur Modellierung der Zugriffskontrolle auf gemeinsame genutzte
Ressourcen [68] verwendet werden. Insbesondere die letztgenannte Anwen-
dung ist hier relevant, da dabei unterschiedlichste Synchronisations- oder
Koordinationsmuster, wie etwa Parallelisierung und Sequentialisierung, ge-
genseitiger Ausschluß, Leser-Schreiber-Prinzip oder Erzeuger-Verbraucher-
Prinzip verwendet werden. Solche Methoden lassen sich mit Petri-Netzen,
in denen die Transitionen mehr als eine Eingangs- und/oder Ausgangsstelle
besitzen können, sehr einfach darstellen, wie Abbildung 6.8 zeigt.
In Abbildung 6.8a können zwei Transitionen t2a und t2b unabhängig von-
einander und insbesondere auch parallel zueinander schalten. Diese Paral-
lelisierung wird durch Feuern von Transition t1 gestartet und von t3 been-
det. t3 kann erst feuern, wenn sowohl t2a als auch t2b gefeuert haben. Ab-
bildung 6.8b zeigt dagegen, wie ein Erzeugerkreislauf aus sE1, tE1, sE2, tE2
(oben) einen Verbraucherkreislauf aus sV1, tV1, sV2, tV2 (unten) kontrollieren
kann. Jedes Feuern von tE1 erzeugt auch eine Marke in der Pufferstelle sPuffer.
Der Verbraucher kann immer nur dann über tV1 anlaufen, wenn Marken im
Puffer vorhanden sind, also erzeugte Marken verbraucht werden können.
Einsatzmöglichkeiten
In den genannten Bereichen werden Petri-Netze im Wesentlichen zur Mo-
dellierung von realen Systemen eingesetzt. Ein Petri-Netz repräsentiert dann
bestimmte Aspekte eines bereits existierenden oder noch zu erstellenden rea-










(a) Parallelisierung und Sequentialisierung: t1











lauf sE1, tE1, sE2, tE2 bestimmt Verbraucher-
kreislauf sV1, tV1, sV2, tV2 über Pufferstel-
le sPuffer.
Abbildung 6.8.: Synchronisationsmethoden mit Petri-Netzen.
den Vorteil der mathematischen Analysierbarkeit. Das Petri-Netz kann,
unabhängig von dem realen System das es modelliert, untersucht werden.
Es lassen sich allgemeine strukturelle sowie markierungsabhängige Eigen-
schaften von Petri-Netzen bestimmen, die Aussagen über das Verhalten des
Netzes erlauben. Aus der Analyse dieser Eigenschaften eines konkreten Pe-
tri-Netz, welches ein bestimmtes System modelliert, lassen sich so Aussagen
über das Verhalten dieses Netzes und damit über das des modellierten Sys-
tems selbst, ableiten. Solche Eigenschaften betreffen z. B. die Erreichbarkeit
(englisch: Reachability) von Stellen, also die Möglichkeit, dass bestimmte
Markierung überhaupt möglich sind, die Lebendigkeit (englisch: Liveness),
also die Verklemmungsfreiheit, die Beschränktheit der Anzahl der Marken
(englisch: Boundedness) usw., siehe [68, 27]. Durch die formale, mathemati-
sche Analyse des Petri-Netzes eines Systems können so beispielsweise struk-
turbedingte Fehler im Systemverhalten unabhängig von dem realen System
automatisch identifiziert werden, um sie dann gezielt beseitigen zu können.
Eine weitere Einsatzmöglichkeit ist die Simulation des Verhaltens eines
modellierten Systems [47, 24]. Dafür wird das Petri-Netz mit rechnergestütz-
ten Werkzeugen ausgeführt und beobachtet. Hierfür werden sog. höhere Pe-
tri-Netze, wie z. B. zeitbehaftete Petri-Netze und stochastische Petri-Net-
ze eingesetzt. Bei diesen können einzelnen Vorgängen konstante oder auch
zufällige Zeitspannen zugeordnet werden. Diese beeinflussen dann das si-
mulierte Verhalten, also die Feuerreihenfolge der Transitionen und damit
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Tabelle 6.4.: Typische Interpretationen der Elemente Stellen, Transitionen
und Marken in der Anwendung von Petri-Netzen.
die Änderungen der Markierungen [60, 42]. Dadurch wird das weiter oben
erwähnte nichtdeterministische Verhalten eines Petri-Netz in ein determi-
nistisches oder zumindest wahrscheinlichkeitsbasiertes abgewandelt. Durch
die Simulation kann das Systemverhalten unter verschiedenen Lastbedingun-
gen studiert werden, um so Verarbeitungsengpässe bzw. Verarbeitungskapa-
zitäten erkennen und bei Bedarf erweitern zu können.
Für die Modellierung oder Simulation eines realen Systems mit einem Pe-
tri-Netz muss letzterem jeweils eine geeignete Semantik gegeben werden.
Das heißt den Stellen, Transitionen und Marken muss eine bestimmte Be-
deutung zugeordnet werden. Tabelle 6.4 zeigt einige derartige Interpretatio-
nen nach [92, 68]. Bei diesen gängigen Interpretationen repräsentieren die
Transitionen also die aktiven und die Stellen eher die passiven Komponen-
ten. Die Marken bilden die dynamischen Komponenten und beeinflussen je
nach gewählter Interpretation durch ihr Vorhanden- oder nicht Vorhanden-
sein bzw. durch ihre Anzahl das Schaltverhalten des Petri-Netzes.
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6.5. Eigener Ansatz zur
Bewegungskoordination
Ausgehend von den in den vorangegangenen Abschnitten herausgearbeite-
ten Eigenschaften, Anforderungen und Grundlagen, kann nun der hier ent-
wickelte eigene Ansatz zur Bewegungskoordination genau erläutert werden.
Dieser Ansatz führt die in [73, 70] vorgestellten grundlegenden Ideen ganz
detailliert aus und liefert das gesuchte Verfahren zur Koordination von un-
terschiedlichen Teilsteuerungen. Das Verfahren nutzt die zuvor schon in Ab-
schnitt 6.3.3 vorgestellte Unterteilung einer Gesamtbewegung in einzelne
Bewegungsphasen und es erreicht so eine Bewegungskoordination durch die
Synchronisation der Phasenübergänge.
Durch geeignete, im Folgenden beschriebene Erweiterungen an dem zu-
grunde liegenden Konzept der Petri-Netze, können alle noch fehlenden De-
tails der Koordination formalisiert und explizit festgelegt werden.
Besonderheiten des eigenen Ansatz
Der in der vorliegenden Arbeit gewählte Ansatz zur Bewegungskoordination
mit erweiterten Petri-Netzen unterscheidet sich in den zwei folgenden, ganz
wesentlichen Punkten von den in Abschnitt 6.4.2 beschriebenen üblichen
Anwendungen von Petri-Netze:
• Zum Einen werden die Petri-Netze hier in das reale System inte-
griert, d. h. direkt in den Teilsteuerungen des Roboters eingesetzt.
Petri-Netze dienen also nicht nur zur Modellierung oder Simulation
unabhängig vom eigentlichen System, sondern sie sind integraler Be-
standteil des Systems selbst. Sie implementieren einen Teil des Sys-
temverhaltens, genauer gesagt die Ablaufsteuerung.
• Zum Anderen erhalten hier auch die Stellen eines erweiterten Petri-
Netzes eine etwas aktivere Rolle und können das Systemverhalten di-
rekt mit beeinflussen. Mit Systemverhalten ist dabei das Verhalten der
jeweiligen Teilsteuerung gemeint, in welche das Petri-Netz integriert
ist und nicht lediglich das Schaltverhalten des Petri-Netzes selbst.
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6.5.1. Interpretation von Stellen und Transitionen
Auch beim Einsatz von erweiterten Petri-Netzen zur Bewegungskoordinati-
on im realen System muss eine geeignete Interpretation für die Stellen, Tran-
sitionen und Marken im Kontext der zyklisch arbeitenden Robotersteuerun-
gen gewählt werden. Die gebräuchliche, in Tabelle 6.4 an erster Stelle auf-
geführte Interpretation mit den Stellen als Vor- bzw. Nachbedingungen und
den Transitionen als Ereignissen ist zwar prinzipiell geeignet, aber hier noch
nicht ganz ausreichend.
Die Transitionen lassen sich sehr gut mit den internen und externen Er-
eignissen aus den Abschnitten 6.2 und 6.3.3 identifizieren. Das Auftreten ei-
nes Ereignis entspricht dann dem Feuern der zugehörigen Transition. Werden
die Stellen jedoch nur als rein passive Bedingungen interpretiert, so fehlt die
Repräsentation der von den Teilsteuerungen zyklisch auszuführenden Ak-
tivitäten aus Abschnitt 6.2 im Petri-Netz. Die Ansteuerung der Freiheits-
grade erfordert ständige, zustandsabhängige Aktivitäten und nicht nur (Re-
)Aktionen bei auftretenden Ereignissen. Daher dürfen Aktivitäten nicht nur
dann ausgelöst werden, wenn eine Transition feuert, sich die Markierung des
Petri-Netzes also ändert, sondern sie müssen auch dann ausgeführt werden,
wenn eine bestimmte Markierung vorhanden ist.
Daher können Stellen hier neben Bedingungen auch einen Zustand re-
präsentieren, der eine Aktivität beinhaltet. Eine Stelle, die mit mindestens
einer Marke belegt ist, wird als aktiv bezeichnet und kann durch die ent-
haltene Aktivität das Systemverhalten gezielt beeinflussen. Dabei lässt sich
der zuvor in Abschnitt 6.4.2 und Tabelle 6.3 beschriebene Vorteil der Petri-
Netze gegenüber einfachen Zustandsmaschinen auch auf die Stellen übertra-
gen: Bei Vorhandensein von Marken in verschiedenen Stellen können meh-
rere Zustände gleichzeitig aktiv sein. Dadurch lassen sich nun auch par-
allele Aktivitäten, wie etwa gleichzeitig auszuführende Bewegungen, sehr
einfach darstellen. Dies betrifft parallele Aktivitäten sowohl innerhalb ei-
ner Teilsteuerung als auch über verschiedene Teilsteuerungen hinweg. In
einem erweiterten Petri-Netz für koordinierte Hand-Arm Bewegungen gibt
es z. B. für jede Bewegungsphase eine oder mehrere Stellen, welche die in
dieser Phase erforderlichen Aktivitäten des Armes bzw. der Hand repräsen-
tieren. Dies wird weiter unten auch noch ausführlich dargestellt, siehe Ab-
bildung 6.11 in Abschnitt 6.5.4 und Abbildung 6.13 in Abschnitt 6.5.5.
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6.5.2. Erweiterung von Petri-Netzen mit Funktionen
Entsprechend dem konzipierten eigenen Ansatz sollen Petri-Netze in das rea-
le System, also in die einzelnen Teilsteuerungen des Roboters, integriert wer-
den und von dort den Ablauf der koordinierten Bewegung steuern. Hierfür
fehlt bisher aber noch eine konkrete Möglichkeit, die Stellen und Transition
eines Petri-Netz in die Teilsteuerungen einbinden zu können. Eine Transiti-
on muss das Auftreten des Ereignisses, das sie repräsentiert, beispielswei-
se durch Abfragen von Sensorsignalen innerhalb einer Teilsteuerung, über-
prüfen können. Gleichermaßen muss eine aktive Stelle die konkrete Akti-
vität, die sie repräsentiert, z. B. eine bestimmte Teilbewegung, in der Teil-
steuerung auslösen können. Es fehlt also ein Möglichkeit zur Umsetzung der
wichtigen, aber bisher nur verbal beschriebenen Merkmale ” Aktivität“ und
” Ereignis“ einer koordinierten Bewegung.
Die Idee des Ansatzes ist es daher, Petri-Netze um spezielle Funktionen
zu erweitern, die dann diese Merkmale bereitstellen. Diese Funktionen über-
prüfen bei Ausführung beispielsweise, ob bestimmte Ereignisse, wie etwa
das in Tabelle 6.1 aus Abschnitt 6.2 genannte ” bis die Finger Kontakt ha-
ben“, eingetreten sind. Eine andere Aufgabe für solche Funktionen ist es,
Aktivitäten, wie etwa das ” der Arm bewegt die Hand“ oder ” die Hand
greift“, durch entsprechende Bewegungen des Roboters auszulösen.
Jeder Transition t kann in einem erweiterten Petri-Netz daher eine sog.
Auslöse- oder englisch Trigger-Funktion ft() zugeordnet werden. Ebenso
kann auch jeder Stelle s eine sog. Rückruf- oder englisch Callback-Funkti-
on fs() zugeordnet werden. Weiterhin wird ein so erweitertes Petri-Netz zy-
klisch, im Takt der Teilsteuerung in die es integriert ist, ausgeführt, worauf
in Abschnitt 6.5.4 noch genauer eingegangen wird. Ob und wann die Call-
back- und Trigger-Funktionen bei dieser Ausführung des erweiterten Petri-
Netzes aufgerufen werden, hängt von der Markierung des Petri-Netzes ab,
entsprechend den folgenden Definitionen:
Definition D-4: Trigger-Funktion
Die Trigger-Funktion ft() einer Transition t wird nur aufgerufen, wenn
die Transition t freigegeben ist, siehe Gleichungen 6.9 – 6.10. Die Trig-
ger-Funktion liefert weiterhin einen booleschen Rückgabewert zurück. Ist
dieser wahr, so feuert die Transition, ist er falsch dann nicht.
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fs()
s
(a) Stelle s mit Callback-Funktion fs()
t
ft()
(b) Transition t mit Trigger-Funktion ft()
Abbildung 6.9.: Darstellung von Stellen und Transitionen mit Callback-
bzw. Trigger-Funktionen in erweiterten Petri-Netzen.
Definition D-5: Callback-Funktion
Eine Callback-Funktion fs() einer Stelle s wird nur dann aufgerufen, wenn
die Stelle aktiv ist, also Marken enthält (M(s) > 0). Eine Callback-Funk-
tion hat keinen Rückgabewert.
Der Rückgabewert der Trigger-Funktion entscheidet somit ob und wann die
zugehörige Transition feuert. Dies beseitigt den für den Einsatz zur Model-
lierung oder Simulation nützlichen, für die Steuerung von Robotern aber un-
geeigneten Nichtdeterminismus von Petri-Netzen. Hier bestimmt das erwei-
terte Petri-Netz, also seine statische Struktur und die dynamische Markie-
rung zusammen mit den Trigger-Funktionen, das Schaltverhalten vollständig.
Eine mögliche Darstellung der Elemente von solchermaßen erweiterten
Petri-Netzen mit Callback- und Trigger-Funktionen zeigt Abbildung 6.9. Un-
ter den Stellen bzw. Transitionen sind jeweils zusätzlich die Callback- bzw.
Trigger-Funktionen angedeutet. Abbildung 6.10 zeigt eine Variante des Pe-
tri-Netzes aus Abbildung 6.8a mit zwei möglichen Markierungen. Die Teil-
bilder geben an, welche Callback- und Trigger-Funktionen bei der jeweiligen
Markierung aufgerufen werden, wenn das Petri-Netz ausgeführt wird.
6.5.3. Definition eines erweiterten Petri-Netzes
Aufbauend auf der Definition D-3 kann ein Petri-Netz mit den beschriebenen
Erweiterungen wie folgt formal definiert werden:
Definition D-6: Erweitertes Petri-Netz mit Callback- und Trigger-Funk-
tionen
Ein erweitertes Petri-Netz N = (S ,T, F,K,W,M,R, A,Z) ist ein 9-Tupel
mit den bereits bekannten Eigenschaften von S ,T, F,K,W und M. Die
Erweiterung besteht in der Menge der Callback-Funktion R (Rückruf),
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der Menge der Trigger-Funktionen A (Auslöser) und der Zuordnungsre-
lation Z. Zu den Gleichungen 6.1 – 6.5 aus Definition D-3 kommen noch
folgende Eigenschaften hinzu:
R = { fs() | s ∈ S } (6.12)
A = { ft() | t ∈ T } (6.13)
R ∩ A = ∅ (6.14)
für s ∈ S : fs() : Systemzustand→ Systemzustand′ (6.15)
für t ∈ T : ft() : Systemzustand→ {wahr, falsch} (6.16)
Z : (S ∪ T )→ (R ∪ A ∪ {ε}) (6.17)
für s ∈ S : Z(s) =
{
fs() ∈ R ;
ε .
(6.18)
für t ∈ T : Z(t) =
{













(a) Stelle s1 ist aktiv: Callback-Funktion fs1() wird
aufgerufen. Transition t1 ist freigegeben: Trig-











(b) Stellen s2a und s2b sind aktiv: Callback-Funk-
tionen fs2a() und fs2b werden aufgerufen. Tran-
sition t2 ist freigegeben: Trigger-Funktion ft2()
wird aufgerufen
Abbildung 6.10.: Ein Petri-Netz erweitert um Callback- und Trigger-Funk-
tionen. Beide Teilabbildungen zeigen das gleiche Petri-Netz, aber mit un-
terschiedlicher Markierung. Die Markierung in (a) geht nach Feuern von t1
in die Markierung in (b) über. Je nach Markierung werden bei Ausführung
des Netzes wie in der Bildunterschrift angegeben unterschiedliche Call-
back- und Trigger-Funktionen aufgerufen.
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Merkmal Umsetzung im erweiterten Petri-Netz N
Aktivität Stelle s ∈ S mit Callback-Funktion fs() ∈ R
Abfolge Flussrelation F des Petri-Netzes, also die Kanten
Ereignis Transition t ∈ T mit Trigger-Funktion ft() ∈ A
Parallelität Verschiedene, gleichzeitig als aktiv markierte Stellen
Tabelle 6.5.: Die identifizierten Merkmale einer Bewegungskoordination aus
Abschnitt 6.2 und ihre formale Umsetzung in einem erweiterten Petri-
Netz N = (S ,T, F,K,W,M,R, A,Z).
Der in Gleichung 6.15 und 6.16 verwendete Begriff ” Systemzustand“ be-
zieht sich wieder auf den Zustand der Teilsteuerung, in die das Petri-Netz
integriert ist. Die Callback- und Trigger-Funktionen können also jeweils den
Zustand der gesammten zugehörigen Teilsteuerung beeinflussen bzw. berück-
sichtigen und nicht nur die Markierung des Petri-Netzes.
Nach Gleichungen 6.17 – 6.19 ist die Zuordnungsrelation Z eine partiel-
le Relation, d. h. nicht jeder Stelle und jeder Transition muss eine Callback-
bzw. Trigger-Funktion zugeordnet werden. Wird keine Funktion zugeordnet,
so liefert Z die Leerfunktion ε zurück. Für diese Stelle oder Transition muss
also bei Ausführung des erweiterten Petri-Netzes keine Funktion aufgerufen
werden. Eine Stelle s mit leerer Callback-Funktion, also Z(s) = ε codiert
daher wieder eine Vor- oder Nachbedingung der zugehörigen Transition. Sie
beeinflußt den Systemzustand damit nicht direkt, auch dann nicht wenn sie
aktiv ist, sondern sie nimmt lediglich Einfluss auf das Schaltverhalten des
Petri-Netzes. Da die Trigger-Funktion einer Transition auch den Zeitpunkt
des Feuerns bestimmt, feuert eine Transition t mit leerer Trigger-Funktion,
also Z(t) = ε, sobald sie freigegeben ist. Auch diese Variante ist nützlich,
z. B. wenn ein Phasenübergang erfolgen soll, sobald eine Reihe von Vorbe-
dingungen erfüllt sind, die alle direkt im Petri-Netz selbst codiert sind.
Mit dieser Definition lassen sich nun alle in Abschnitt 6.2 identifizierten
Merkmale einer Bewegungskoordination mit einem erweiterten Petri-Netz
abbilden. Tabelle 6.5 zeigt die Zuordnung der Merkmale zu Eigenschaften
eines erweiterten Petri-Netzes. Für jedes Merkmal Aktivität, Abfolge, Er-
eignis und Parallelität existiert also eine Entsprechung im erweiterten Pe-
tri-Netz. Die informale, verbale Beschreibung einer Bewegungskoordination
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kann dadurch wie gefordert formalisiert und damit systematisch in die Teil-
steuerungen des Roboters eingebracht werden.
6.5.4. Ausführung von erweiterten Petri-Netzen
Die erweiterten Petri-Netze werden hier zur Koordination verschiedener Teil-
steuerungen eingesetzt. Ein solches Petri-Netz wird dazu in mehrere Teil-
steuerungen integriert oder besser formuliert: von mehreren Teilsteuerun-
gen gleichzeitig genutzt und ausgeführt. Diese beiden Aspekte ” Integration
eines Petri-Netz in eine Teilsteuerung“ und ” Ausführung eines Petri-Netz“
werden nun im Detail erläutert.
Explizite Trennung von Ablaufsteuerung und
Ausführungssteuerung
Die Teilsteuerungen arbeiten zyklisch, d. h. in jedem Zyklus werden be-
stimmte Bedingungen und Ereignisse überprüft sowie ein Teilschritt der an-
stehenden Aktivitäten ausgeführt. Die Bedingungen, Ereignisse und Teil-
schritte hängen von der Bewegungsphase ab und müssen mit anderen Teil-
steuerungen koordiniert werden.
Die Entscheidung darüber, welche Bedingungen und Ereignisse wann zu
überprüfen sind bzw. welche Aktivitäten wann anstehen, wird, bei dem hier
entwickelten Ansatz, von einem speziellen, dafür geeigneten erweiterten Pe-
tri-Netz getroffen. Dieses entscheidet also, was getan wird und wann es
getan wird, während die beteiligten Teilsteuerungen dann wiederum festle-
gen, wie es getan wird. Die Unterteilung in Ablaufsteuerung (” was“ und
” wann“) einerseits und Ausführungssteuerung (” wie“) andererseits wird
somit explizit zwischen dem erweiterten Petri-Netz und den Teilsteuerungen
vorgenommen. Dies lässt sich wie folgt zusammenfassen:
• Die statischen Elemente eines erweiterten Petri-Netzes, also die Stel-
len und Transitionen sowie die Callback- und Trigger-Funktionen, be-
stimmen, was bei einer koordinierten Bewegung getan wird, also wel-
che Aktivitäten ausgeführt werden.
• Die statische Struktur eines erweiterten Petri-Netzes, also die Flussre-
lation bzw. die Kanten, bestimmt die Abfolge der Aktivitäten.
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• Die dynamische Markierung des Petri-Netzes entscheidet dabei ob
bzw. wann die Callback- oder Trigger-Funktionen aufgerufen wer-
den. Der ereignisabhängige Rückgabewert einer Trigger-Funktionen
entscheidet ob die Transition feuert.
• Die durch die Callback- und Trigger-Funktionen aufgerufenen Metho-
den der Teilsteuerungen wissen, wie die verlangte Aktivität, also z. B.
eine Teilbewegung, ausgeführt wird.
Integration erweiterter Petri-Netze in Teilsteuerungen
Die Integration der Petri-Netze in die einzelnen Teilsteuerungen erfolgt durch
die Callback- und Trigger-Funktionen. Diese werden im Prozess-Kontext der
zu koordinierenden Teilsteuerungen ausgeführt und können daher direkt auf
deren Funktionalität zurückgreifen. Somit können die Callback- und Trig-
ger-Funktionen die Funktionalität der Arm- oder Handsteuerung, wie etwa
die Methoden der Greifskills aus Abschnitt 5.3.3, direkt aufrufen. Dies lässt
sich sehr gut anhand einer Abbildung erläutern:
Die Abbildung 6.11 zeigt schematisch, wie eine Bewegung von Hand
und Arm über ein erweitertes Petri-Netz koordiniert werden kann. In der
Abbildung ist dargestellt, wie einige der in den vorigen Kapiteln erzielten
Ergebnisse genutzt und miteinander kombiniert werden: Die grundlegende
Struktur der Steuerungen entstammt den Abbildungen 4.7 – 4.10 aus Ab-
schnitt 4.3.1. Die dargestellten Skill-spezifischen Methoden in der lokalen
Handsteuerung, also etwa die Callback-Funktion Bewegung ausführen()
oder die Trigger-Funktion Sensoren auslesen(), entsprechen denjenigen
aus den Abbildungen 5.23 – 5.24 in Abschnitt 5.3.3. Vergleichbare Metho-
den, wie z. B. Grob bewegen() oder Position halten(), existieren auch
auf der Seite der lokalen Armsteuerung.
Das in der Abbildung dargestellte Petri-Netz zeigt den für eine bestimmte
Bewegungsphase zuständigen Ausschnitt aus einem typischen Netz für koor-
dinierte Bewegungen. Bei der Planung der Bewegung wurde das dargestellte
erweiterte Petri-Netz zwischen Greif- und Armplanung vereinbart und vor-
bereitet. Während der Ausführung der koordinierten Bewegung wird das so
vorbereitete Netz dann selbst, entsprechend dem weiter unten entwickelten
Algorithmus, ausgeführt und steuert so den Ablauf der Bewegungen.






































Abbildung 6.11.: Prinzip der Hand-Arm-Koordination mit erweiterten Pe-
tri-Netzen: Das Petri-Netz (Mitte) steuert den Ablauf einer koordinierten
Bewegung, also das Was und das Wann, während die Teilsteuerungen
(Links und Rechts) die Ausführung steuern, also das Wie. Die Callback-
und Trigger-Funktionen des Petri-Netzes können somit transparent auf die
spezifische Funktionalität der Teilsteuerungen, beispielsweise die Metho-
den der Greifskills, zurückgreifen.
In dem dargestellten Petri-Netz werden dabei, ausgehend von einer Start-
Transition tStart, zwei parallele Aktivitäten über die Stellen sA bewegen für den
Arm und sH bewegen für die Hand angestoßen. Arm und Hand führen dann
gleichzeitig Teilbewegungen aus. Das Ende der Teilbewegungen wird je-
weils durch eine Transition tA beendet bzw. tH beendet überprüft, woraufhin die
Zustände sA warten bzw. sH warten aktiv werden. Sobald diese Zustände beide
aktiv sind, feuert tsynchronisieren und synchronisiert damit die beiden Teilsteue-
rungen wieder. Danach kann die nächste, in der Abbildung unten mit ” . . . “
angedeutete, Bewegungsphase beginnen.
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Die Callback-Funktionen der aktiven Stellen führen die Teilschritte der
Aktivitäten aus, die in der Bewegungsphase anstehen. In Abbildung 6.11
greift dabei z. B. die Callback-Funktion der Stelle sH bewegen auf die Methode
Bewegung ausführen() der Greifskill zu, wie in der Abbildung durch den
Pfeil angedeutet. Dadurch wird der nächste Schritt der Teilbewegung von der
Handsteuerung ausgeführt. Dies wird im Zyklus der lokalen Handsteuerung
wiederholt und zwar genau solange, wie diese Stelle aktiv ist, also bis die
Transition tH beendet feuert.
Die Trigger-Funktionen der Transitionen können wiederum situationsab-
hängig gezielt detaillierte Zustandsinformationen der Teilsteuerung, in die
das Petri-Netz integriert ist, abfragen. Beispielsweise greift die Trigger-Funk-
tion der Transition tH beendet auf die Methode Sensordaten auslesen()
der Greifskill zu. Sie überprüft so, ob die aktuelle Bewegung der Finger der
Hand bereits beendet ist. Ist das der Fall, dann liefert die Trigger-Funktion
wahr zurück und die Transition tH beendet feuert. Die Transition tsynchronisieren
benötigt dagegen keine Trigger-Funktion, sie feuert sobald sowohl die Arm-
steuerung in der Stelle sA warten als auch die Handsteuerung in sH warten ge-
genseitig aufeinander warten.
Algorithmus zu Ausführung erweiterter Petri-Netze
Die Ausführung des erweiterten Petri-Netzes N durch die Teilsteuerungen
erfolgt dabei gemäß der in Algorithmus 6.1 detailliert dargestellten Proze-
dur PN Ausführen( N, par ). Diese wird periodisch im Zyklus der Teilsteue-
rungen von diesen aufgerufen.
Neben dem Petri-Netz N kann noch ein weiterer Parameter par an die Pro-
zedur übergeben werden. Die aufgerufene Prozedur PN Ausführen( N, par )
ruft dann wiederum, abhängig von der Markierung M von N, die im Petri-
Netz hinterlegten Callback- und Trigger-Funktionen mit dem Parameter par
auf. Der Parameter enthält beispielsweise eine Referenz auf die gerade akti-
ve Greifskill, damit die Callback- und Trigger-Funktionen unter Nutzung der
polymorphen Mechanismen aus Abschnitt 5.3.2 in wohldefinierter Weise auf
die Funktionalität der Teilsteuerungen zugreifen können. Die Callback- und
Trigger-Funktionen können dadurch die spezifischen Methoden der referen-
zierten Greifskill in der lokalen Handsteuerung transparent benutzen und so
schließlich koordinierte Bewegungen ausführen. Abbildung 6.12 zeigt die
beschriebene Kette von Funktions- und Methodenaufrufen schematisch am
































































Abbildung 6.12.: Verkettung der Funktionsaufrufe innerhalb der loka-
len Handsteuerung bei koordinierten Bewegungen: Die zyklisch aufge-
rufene Funktion Greifskill Ausführen() ruft PN Ausführen() auf.
PN Ausführen() ruft Callback- und Trigger-Funktionen ( fs()/ ft()) des in-
tegrierten erweiterten Petri-Netzes auf. Diese wiederum rufen über den
Parameter par Methoden der eingebetteten aktuellen Greifskill auf.
Beispiel der lokalen Handsteuerung. Die hier gezeigte Darstellung ist somit
eine Erweiterung von Abbildung 5.23 speziell für koordinierte Bewegungen.
In der Prozedur PN Ausführen( N, par ) werden zunächst die Callback-
Funktionen aller aktiven Stellen aufgerufen (Zeilen 2–8). Diese Aufrufe ha-
ben keinen Einfluss auf die Markierung M des Petri-Netzes. Anders dagegen
die Trigger-Funktionen der Transitionen: Da diese über ihren Rückgabewert
festlegen, ob die Transition feuert, können sie so die Markierung während
der Ausführung von M zu M′ = M1, M′1 = M2, . . . ,Mn verändern. Wenn
eine aufgerufene Trigger-Funktion ftx() wahr zurückliefert, die Transition tx
also feuert, dann ändert sich die Markierung von Mx zu M′x = Mx+1. Dadurch
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Algorithmus 6.1 Prozedur zur Ausführung erweiterter Petri-Netze.
1: procedure PN Ausführen
(
N = (S ,T, F,K,W,M,R, A,Z), par
)
2: for all s ∈ S do # Für alle Stellen s des Petri-Netzes N:
3: if M(s) > 0 then # Wenn s aktiv ist,





# hat, dann rufe die Callback-Funktion von s
6: end if # mit Parameter par auf.
7: end if
8: end for
9: L B ∅ # Initialisiere L als leere Liste.
10: for all t ∈ T do # Für alle Transitionen t des Petri-Netzes:
11: if Freigegeben(t,N) then # Wenn t freigegeben ist,
12: L B L ∪ {t} # dann vermerke t als freigegeben in Liste L.
13: end if
14: end for
15: for all t ∈ L do # Für alle zuvor freigegebenen Transitionen t:
16: if Freigegeben(t,N) then # Wenn t noch freigegeben ist,
17: a B wahr # initialisiere a mit wahr.
18: if Z(t) , ε then # Und wenn t eine nichtleere
19: # Trigger-Funktion hat,




# dann rufe die Trigger-Funktion von t mit
21: # Parameter par auf.
22: end if
23: if a == wahr then # Wenn die Trigger-Funktion wahr
24: # zurücklieferte, oder t eine
25: # leere Trigger-Funktion hat




30: return N # Liefere Petri-Netz N mit evtl. geänderter
31: end procedure # Markierung M zurück.
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können evtl. bisher freigegebene Transitionen nun plötzlich nicht mehr frei-
gegeben sein und umgekehrt. Die Markierung M ändert sich also dynamisch
bei der Ausführung von PN Ausführen( N, par ).
Für eine konsistente Ausführung des Petri-Netzes darf die Trigger-Funk-
tion fty einer anderen Transition ty nur aufgerufen werden, wenn ty sowohl
zu Beginn der Ausführung, bei Markierung M, als auch bei der inzwischen
möglicherweise modifizierten Markierung My freigegeben ist. Dagegen darf
die Trigger-Funktion ftz einer zu Beginn nicht freigegebenen Transition tz
auch dann nicht aufgerufen werden, wenn sie bei irgend einer modifizier-
ten Markierung Mi freigegeben ist.8 Genau dies wird in der Prozedur durch
eine Liste L der zu Beginn freigegebenen Transitionen und die zweimalige
Überprüfung, ob eine Transition freigegeben ist gewährleistet (Zeilen 9–27).
In der konkreten Implementierung des gezeigten Algorithmus werden die
Stellen und insbesondere die Transitionen immer in einer ganz bestimmten
Reihenfolge abgearbeitet. Dadurch können die in Abschnitt 6.4.1 erwähnten
Konflikte eindeutig aufgelöst werden. Die Trigger-Funktion einer in der Rei-
henfolge zuerst überprüften Transition tx wird daher immer vor derjenigen
einer nachfolgenden Transition ty aufgerufen. Dadurch lassen sich einfache
Prioritäten codieren, wie etwa tx ist wichtiger als ty.
Die in Algorithmus 6.1 verwendeten Prozeduren Freigegeben(. . . ) und
Feuern(. . . ) ergeben sich aus den Gleichungen 6.9 – 6.11, sind aber auch in
den Algorithmen 6.2 und 6.3 nochmals als Prozedur dargestellt.
6.5.5. Erweitertes Petri-Netz zum koordinierten Greifen
Bevor auf die Details der Umsetzung der beschriebenen erweiterten Petri-
Netze eingegangen wird, soll nun noch ein etwas umfangreicheres Petri-Netz
zur Bewegungskoordination betrachtet werden. Als Beispiel dient wieder das
koordinierte Greifen eines Gegenstandes aus Tabelle 6.1.
Die Abbildung 6.13 zeigt ein dafür geeignetes Petri-Netz. Auf die Darstel-
lung der Callback- und Trigger-Funktionen wurde aus Gründen der Über-
sichtlichkeit verzichtet, ihre Wirkungsweise lässt sich aber einfach aus den
Bezeichnungen der Stellen und Transitionen ableiten. Die senkrechte Be-
schriftung ganz links im Bild kennzeichnet zusammen mit den gestrichelten
8Würde ftz dennoch aufgerufen, so terminiert der Algorithmus u. U. nicht.
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Abbildung 6.13.: Petri-Netz zum koordinierten Greifen eines Gegenstandes.
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Algorithmus 6.2 Prozedur um zu überprüfen, ob eine Transition freigegeben




t, N = (S ,T, F,K,W,M,R, A,Z)
)







then # Wenn s nicht ausreichend viele
4: # Marken enthält,
5: return falsch # dann gib falsch (” nicht freigegeben“)
6: end if # zurück.
7: end for





then # Wenn s auch Eingabestelle von t ist:

















then # Wenn die Kapazität von s
15: # nicht ausreicht,
16: return falsch # dann gib falsch
17: end if # (i. S. v. ” nicht freigegeben“ zurück.
18: end for
19: return wahr # Alles überprüft, also gib wahr
20: end procedure # (i. S. v. ” freigegeben“) zurück.
waagrechten Linien zusätzlich die Zuordnung der Stellen und Transitionen
zu den einzelnen in Abschnitt 6.3.1 identifizierten Bewegungsphasen.
Der oberste Teil von Abbildung 6.13, genauer die Phase Grobannäherung,
entspricht dem bereits zuvor in Abbildung 6.11 gezeigten Petri-Netz. Ein
weiteres typisches Merkmal für die Struktur eines erweiterten Petri-Netzes
zur Koordination von zwei Teilsteuerungen ist die Aufteilung in Warte- und
Bewegungszustände, wie z. B. in den Phasen Feinannäherung und Greifen.
In der Phase Feinannäherung wartet die Hand in sWarte auf Kontakt, während der
Arm in sFeinannäherung die eigentliche Bewegung zur Feinannäherung ausführt.
Die Trigger-Funktion der Transition tHand hat Kontakt stellt das Auftreten des
erwarteten Kontaktes fest. Das Feuern von tHand hat Kontakt beendet die Phase
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Algorithmus 6.3 Prozedur zum Feuern einer Transition t (nach Glei-




t, N = (S ,T, F,K,W,M,R, A,Z)
)
2: for all s ∈ •t do # Für alle Eingabestellen s der Transition t:




# verbrauche die Marken der Eingabestelle s.
4: end for
5: for all s ∈ t• do # Für alle Ausgabestellen s der Transition t:




# erzeuge die Marken der Ausgabestelle s.
7: end for
8: return N # Liefere Petri-Netz N mit geänderter
9: end procedure # Markierung M zurück.
der Feinannäherung und auch die Feinbewegung des Armes. Diese Phase
kann alternativ auch durch die Transition tFeinannäherung beendet beendet werden,
wenn der Arm die vorgesehene Feinannäherungsposition erreicht.
In der anschließenden Greifphase wird die Greifposition ggf. zunächst
korrigiert. Dies ist beispielsweise dann erforderlich wenn die Hand noch kei-
nen Kontakt zum Greifobjekt hat oder die Stelle des erkannten Kontakts eine
Umpositionierung erfordert. Hier führt die Hand selbst keine Bewegung aus,
macht aufgrund der taktilen Sensorinformationen aber in sHand Greifpos. korr.
Bewegungsvorgaben zur Positionskorrektur der Hand relativ zur aktuellen
Position. Der Arm führt diese Bewegungsvorgaben in sArm Greifpos. korr. aus
und korrigiert die Position der Hand. Wird eine geeignete Greifposition er-
reicht, so feuert tGreifposition erreicht und das eigentliche Greifen kann beginnen.
In dieser Greif-Phase werden nun die Rollen von Warten und Bewegen
getauscht: Die Armsteuerung wartet in sWarten bis gegriffen, während die Hand-
steuerung in sZugreifen den Greifvorgang ausführt. Die Phase wird wiederum
durch eine Transition (tGegriffen) beendet. In den folgenden Phasen Abrücken
und Transport bleibt die Handsteuerung im Zustand sFesthalten und hält das
gegriffene Objekt fest, während die Armsteuerung verschiedene Zustände
(sAbrücken, sTransport) über entsprechende Transitionen (tAbgerückt, tZielpunkt erreicht)
durchläuft. Die koordinierte Hand-Arm-Bewegung wird durch eine Transi-
tion tEnde beendet. Danach können Hand- und Armplanung ein neues Petri-
Netz für die nächste koordinierte Bewegung vereinbaren und vorbereiten.







Abbildung 6.14.: Schematische Vorgehensweise beim Einsatz von erwei-
terten Petri-Netzen: Aus einer geeigneten Beschreibung eines Petri-Netz
wird durch eine Umcodierung der für die Integration in die Teilsteuerun-
gen benötigte Programmcode generiert.
6.6. Umsetzung der Bewegungskoordination
Nachdem der Ansatz zur Bewegungskoordination mit erweiterten Petri-Net-
zen entwickelt wurde, muss nun noch geklärt werden, wie dieser Ansatz
konkret umgesetzt werden kann. Die Fragestellung ist also: Wie können die
oben eingeführten erweiterten Petri-Netze beschrieben, erstellt und in die
Teilsteuerungen integriert werden.
In Abbildung 6.14 ist dies schematisch dargestellt: Der menschliche Pro-
grammierer erzeugt eine geeignete Beschreibung des zu verwendenden er-
weiterten Petri-Netzes. Daraus wird durch eine Umcodierung der Programm-
code generiert, der die beschriebenen Callback- und Trigger-Funktionen im-
plementiert und in die einzelnen Teilsteuerungen integriert werden kann. So-
wohl die Art der Beschreibung selbst als auch die Methode zur Umcodie-
rung werden nun noch genauer erläutert.
6.6.1. Vorüberlegung
Mit der konkreten Beschreibung eines erweiterten Petri-Netzes müssen so-
wohl die Struktur des zugrunde liegenden Petri-Netzes als auch die Erwei-
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Grafische Beschreibung
Bei der grafischen Beschreibung werden die Elemente der Petri-Netze, also
die Stellen, Transitionen, Kanten usw. mit einem rechnergestützten Werk-
zeug gezeichnet und bearbeitet. Auf den ersten Blick erscheint diese Möglich-
keit wünschenswert, da hierbei die intuitive Anschaulichkeit von Petri-Net-
zen sehr gut ausgenutzt werden kann. Diese Möglichkeit hat jedoch auch
ganz erhebliche Nachteile:
• Ein spezielles Editorprogramm zur Eingabe und Modifikation der er-
weiterten Petri-Netze wird benötigt.
• Ein weiteres spezielles Programm, ein sog. Parser9, zur Interpretation
der grafischen Beschreibung und zu deren Integration in die Teilsteue-
rungen wird benötigt.
• Die Callback- und Trigger-Funktionen müssen zusätzlich in Form von
Programmcode in die grafische Darstellung eingebunden werden.
• Das automatisierte Einfügen von Elementen, beispielsweise Kanten zu
Fehler- oder Pause-Zuständen, lässt sich nur schwer verwirklichen.
Insbesondere die benötigten Editor- und Parserprogramme müssten extra er-
stellt werden und erhöhen den Aufwand für diese Möglichkeit erheblich. Die
wünschenswerten Vorteile einer grafischen Darstellung lassen sich jedoch
auch bei einer sprachlichen Beschreibung des Petri-Netzes nutzen. Es ist
nämlich erheblich einfacher aus einer sprachlichen Beschreibung eine gra-
fische Darstellung zu generiereren als umgekehrt.
Sprachliche Beschreibung
Aus den oben genannten Gründen wurden in der vorliegenden Arbeit die er-
weiterten Petri-Netze in sprachlicher Form beschrieben. Hierfür müssen ihre
Eigenschaften, also die Stellen, Transitionen, Kanten, Kapazitäten, Gewich-
te, Callback- und Trigger-Funktionen des Netzes in einer geeigneten Weise
sprachlich ausgedrückt, d. h. codiert werden können. Auch hierfür gibt es
wiederum mehrere Möglichkeiten:
9auf deutsch etwa: ” lexikalischer Analysator“ oder ” Syntaxanalysierer“
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• Eine eigene, spezialisierte Sprache
• XML (Extensible Markup Language) 10
• Die Erweiterung einer bereits existierenden Programmiersprache
Die Verwendung einer eigenen, allein auf die Beschreibung von erweiterten
Petri-Netzen zugeschnittenen Sprache hat ähnliche Nachteile wie die grafi-
sche Beschreibung. Auch dafür würde wieder ein spezieller Parser benötigt,
der extra erstellt und gepflegt werden müsste. Dagegen sind Parser für XML
oder eine andere schon existierende Sprache bereits vorhanden und können
einfach verwendet werden.
XML ist ein erweiterbarer Sprachstandard zur ” Erstellung maschinen-
und menschenlesbarer Dokumente in Form einer Baumstruktur“ [149]. Ge-
gen die Verwendung von XML sprechen i. W. zwei Gründe: Die Syntax von
XML ist unnötig aufgebläht, da ein zu beschreibendes Element immer in
zwei Markierungen, sog. Tags, eingefasst werden muss. Außerdem ist XML
keine Programmier-, sondern lediglich eine Auszeichnungs- oder Beschrei-
bungssprache, was die schon angesprochene automatisierte Erstellung von
Elementen wiederum erschwert.
Daher wurde in der vorliegeneden Arbeit zur Beschreibung der erweiter-
ten Petri-Netze die Möglichkeit der Erweiterung einer existierenden Pro-
grammiersprache gewählt. Aufgrund von Eigenschaften wie etwa einfache
Erweiterbarkeit oder problemlose Zusammenarbeit mit anderen Program-
miersprachen wird die imperative Programmiersprache Python [37] verwen-
det. Diese ausgereifte, objektorientierte Skriptsprache bietet alle notwendi-
gen Voraussetzungen, um in einem ersten Schritt die erweiterten Petri-Netze
in einer kompakten, verständlichen Form zu beschreiben. In einem zweiten
Schritt kann dann aus einer derartigen Beschreibung der zur Integration in
die Teilsteuerungen benötigten Programmcode generiert werden.
6.6.2. Beschreibung erweiterter Petri-Netze
Die Beschreibung der erweiterten Petri-Netze erfolgt, wie bei einem Pro-
grammquellcode, in Form einer Text-Datei, einer sog. pnet-Datei. Zum
10XML: auf deutsch etwa: “erweiterbare Auszeichnungssprache” zur Darstellung hierarchisch strukturierter
Daten in Form von Textdateien [149].
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transition( id = ’Ein eindeutiger Bezeichner’,
descr = ’Eine Beschreibung der Transition’,
partype = ’Parameter-Typ von par: Ein Datentyp der Teilsteuerung’,
parname = ’Parameter-Name von par: Ein Variablenname’,
trigger = ’Programmcode der Trigger-Funktion’ )
place( id = ’Ein eindeutiger Bezeichner’,
descr = ’Eine Beschreibung der Stelle’,
partype = ’Parameter-Typ von par: Ein Datentyp der Teilsteuerung’,
parname = ’Parameter-Name von par: Ein Variablenname’,
code = ’Programmcode der Callback-Funktion’ )
arc( ’id der Eingangsstelle/-transition der Kante’,’id der Ausgangstransition/-stelle der Kante’)
Abbildung 6.15.: Sprachkonstrukte transition(...), place(...) und
arc(...) einer pnet-Datei zur Beschreibung von erweiterten Petri-Net-
zen. Die Syntax von Funktionsaufrufen, Kommentaren, Zeichenketten
usw. entspricht der Python-Syntax.
Einlesen einer solchen Beschreibung, dem sog. parsen, wird der Python In-
terpreter als Parser verwendet, die Beschreibung muss also der Python-Syntax
genügen. Dies hat enorme Vorteile, denn dadurch steht ein ausgereifter Par-
ser mit genau bekannten Fähigkeiten, wie etwa zur Behandlung von Kom-
mentaren, Zeichenketten oder mathematischen Ausdrücken, zur Verfügung.
Weiterhin können dadurch Berechnungen und sogar komplexe funktionale
Beschreibungen, wie das angesprochene automatisierte Einfügen von Kan-
ten, realisiert werden, ohne dass dadurch die Umsetzung aufwändiger würde.
Die Erweiterung der Python-Skriptsprache besteht in einigen wenigen spe-
ziellen Sprachkonstrukten11 zur Definition der Elemente des Netzes, also der
Stellen, Transitionen, Kanten sowie deren Eigenschaften. Abbildung 6.15
zeigt die Syntax dieser Sprachkonstrukte. Ein etwas umfangreicheres und
konkreteres Beispiel findet sich aus Platzgründen etwas weiter hinten in der
Abbildung 6.17 auf Seite 151. Dort ist ein Teilausschnitt aus der pnet-Be-
schreibung des erweiterten Petri-Netzes für das koordinierte Greifen aus der
Abbildung 6.13 dargestellt.
Eine Stelle wird in einer pnet-Datei durch den Aufruf place(...) in ei-
ner Art Funktionsaufruf mit benannten Argumenten definiert. Das Gleiche
11In der hier untersuchten Umsetzung wurden dafür englische Schlüsselbegriffe zur Kennzeichnung verwen-
det: place für Stelle, transition für Transition (i. S. v. Übergang), arc für Kante. Weiterhin: id für
Identifizierer, descr für Beschreibung, partype für Parameter-Typ, parname für Parameter-Name und
schließlich code für die Callback-Funktion sowie trigger für die Trigger-Funktion
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gilt für Transitionen (transition(...)) und Kanten (arc(...)). Die be-
nannten Argumente dieses Aufrufs sind eine eindeutige Zeichenkette, wel-
che die Stelle/die Transition identifiziert (id), eine optionale Zeichenkette
zur Beschreibung der Stelle (descr), der Typ und der Name des an die Call-
back- bzw. Trigger-Funktion zu übergebenden par Parameters (partype
und parname) sowie der Code für die Callback- bzw. Trigger-Funktion selbst
(code bzw. trigger). Für die Definition der Kanten werden die id-Werte
der zu verbindenden Stelle bzw. Transition verwendet. Mit weiteren, optio-
nalen und in den Beispielen nicht gezeigten Argumenten, können bei Bedarf
die Kapazität, das Gewicht oder die Anfangsbelegung festgelegt werden, so-
fern sie von den Standardwerten abweichen.
Über die Argumente partype und parname kann der bereits in Algo-
rithmus 6.1 aus Abschnitt 6.5.4 eingeführte Parameter par definiert werden,
der von der Teilsteuerung beim Ausführen des erweiterten Petri-Netzes mit-
tels PN Ausführen(N, par) mit übergeben wird. Über diesen Parameter kann
die Callback- oder Trigger-Funktion wie schon beschrieben auf die Funktio-
nalität der Teilsteuerung, in die sie integriert wurde, zugreifen. Im Beispiel
in Abbildung 6.17 wird an die Callback-Funktion der Stelle Hand Preshape
z. B. ein Parameter mit dem Namen greif skill vom Typ tGreifskill*,
also eine Zeigervariable, übergeben. Über diese kann die Callback-Funktion
dann unter Nutzung der Polymorphie auf die Methoden der gerade aktiven
Greifskill in der lokalen Handsteuerung zugreifen.
Der Code der Callback- und Trigger-Funktionen wird in der Beschreibung
einfach als Zeichenkette in der Syntax der Zielsprache übergeben. Möglich
sind hierbei die Sprachen C, C++ oder auch Python, je nachdem wie die
Anbindung an die Teilsteuerung, in die der Code integriert wird, erfolgen
soll. Im Beispiel in Abbildung 6.17 sind die Callback- und Trigger-Funktio-
nen in C++ angegeben. Neben einfachen direkten Aufrufen der Methoden
der Arm- bzw. Greifskills können auch komplexere Anweisungen direkt in
der Petri-Netz-Beschreibung definiert werden. Die Definition der Callback-
Funktion der Stelle Hand Preshape besteht aus dem einfachen Methoden-
aufruf ’greif skill->Bewegung ausführen();’. Ebenso liefert die Trig-
ger-Funktion der Transition Arm Grobannäherung beendet ihren Rück-
gabewert über einen Methodenaufruf: ’return arm skill->Fertig();’.
Eine etwas komplexere Trigger-Funktion wird dagegen für die Transition
Hand Preshape beendet verwendet, in der mehrere Sensorwerte mit der
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Funktion ’greif skill->Sensoren auslesen()’ ausgelesen und auf den
gewünschten Sollwert hin überprüft werden.
6.6.3. Umcodierung/Codegenerator
Die sprachliche Beschreibung eines erweiterten Petri-Netzes ist sehr mächtig
und bietet viele Möglichkeiten zur automatisierten Weiterverarbeitung. Wie
Abbildung 6.16 zeigt, können mit einem entsprechenden Codegenerator aus
einer Beschreibung unterschiedliche Ausgaben generiert werden. In der vor-
liegenden Arbeit wurde der Codegenerator petrinetgen entwickelt, wel-
cher bisher folgende Möglichkeiten realisiert:
• Generieren von Programmcode, der die Callback- und Trigger-Funk-
tionen zur Integration in die einzelnen Teilsteuerungen bereitstellt
• Erzeugen einer statischen, grafischen Darstellung des Petri-Netzes als
bipartiter Graf zur bildhaften Veranschaulichung und Dokumentation
• Generieren von Programmcode, der eine dynamische Visualisierung































Abbildung 6.16.: Schematische Darstellung der Arbeitsweise des entwickel-
ten Codegenerator petrinetgen zur Erzeugung unterschiedlicher Ausga-
ben aus einer Petri-Netz-Beschreibung.
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• Generieren der textuellen Dokumentation der Stellen, Transitionen,
Callback- und Trigger-Funktionen
• Erzeugen von Text, der Eigenschaften des definierten Petri-Netz be-
schreibt, beispielsweise zur Fehlersuche beim Erstellen der pnet-Datei
Die erstgenannte Möglichkeit ist dabei die wichtigste und gleichzeitig Vor-
aussetzung für das Funktionieren des hier entwickelten eigenen Ansatzes.
Der Programmcode wird in Form von C-, C++- (*.C/*.h) oder Python-
Quellcode Dateien (*.py) generiert und kann so in den Quellcode für die
Teilsteuerungen eingebunden werden.
Die statische, grafische Darstellung erfolgt in Form von Bild-Dateien im
Format *.dot [40], vergleichbar mit Abbildung 6.13. Die Dokumentation
der Petri-Netz-Elemente erfolgt mit Hilfe der in der Beschreibung angege-
benen descr Elemente über sog. Doxygen-Kommentare [32] im generierten
Quellcode. Weitere Details des entwickelten Codegenerators petrinetgen
finden sich in Anhang C.
6.6.4. Verteilte Ausführung erweiterter Petri-Netze
Bei einer koordinierten Bewegung wird ein erweitertes Petri-Netz von meh-
reren Teilsteuerungen gleichzeitig ausgeführt. Der aus der Beschreibung mit
petrinetgen generierte Code wird dafür in die einzelnen zu koordinieren-
den Teilsteuerungen integriert. Dadurch wird die Ausführung des erweiterten
Petri-Netzes auf mehrere Teilsteuerung verteilt.
Die statische Struktur des erweiterten Petri-Netzes ist in dem generierten
Code enthalten, nicht aber die dynamische Markierung. Um dennoch eine
konsistente, d. h. in allen ausführenden Teilsteuerungen demselben Gesamt-
zustand entsprechende, Ausführung zu erreichen, müssen alle Teilsteuerun-
gen auf eine gemeinsame Markierung M des Petri-Netzes zugreifen. Der
Austausch dieser Markierung entspricht damit der erforderlichen Kommuni-
kation aus Abschnitt 6.3.3.
Die Markierung wird dazu in einem gemeinsamen Speicher, beispielswei-
se einem MCA2-Blackboard, abgelegt und in den einzelnen Teilsteuerun-
gen von der Prozedur PN Ausführen() zyklisch gelesen und beschrieben.
Durch die Verwendung eines gemeinsamen Speichers können wie gefordert
auch mehr als zwei Teilsteuerung miteinander koordiniert werden. Die Größe
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der auszutauschenden Daten hängt von der Anzahl der Stellen im Netz ab.
Die hier untersuchten Netze haben typischerweise ca. 20–30 Stellen, die Da-
tenmenge ist also, wie schon in Abschnitt 6.3.3 erläutert, sehr gering. Da-
durch stellt der Zugriff auf den gemeinsamen Speicher keinen Engpass dar,
obwohl er aus Konsistenzgründen für jede an der koordinierten Bewegung
beteiligte Steuerung exklusiv erfolgen muss.
Die verteilte Ausführung der erweiterten Petri-Netze erfolgt mit Hilfe ei-
nes im Rahmen der Arbeit erstellten und ” mcapetri“ benannten Tools [72].
Der beschriebene Codegenerator petrinetgen ist das zentrale Element des
Tools. Darüberhinaus ist mcapetri vollständig in das MCA2 [97, 96] Soft-
ware-Framework eingebettet. Dadurch kann der beschriebene Ansatz zur Be-
wegungskoordination mit erweiterten Petri-Netzen in der Implementierung
sehr einfach wie jedes andere Software-Werkzeug benutzt werden.
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# pnet-Beschreibung für das koordinierte Greifen (Auszug):
# - Zuerst die Transitionen und Stellen definieren:
transition( id = ’Start’,
descr = ’Startet die koordinierte Hand-Arm-Bewegung’,
partype = ’tGreifskill*’,
parname = ’greif skill’,
trigger = ’return greif skill->Start();’ )
place( id = ’Arm Grobannäherung’,
descr = ’Bewegt den Arm zur Position der Grobannäherung’,
partype = ’tArmskill*’,
parname = ’arm skill’,
code = ’arm skill->Grob bewegen();’ )
place( id = ’Hand Preshape’,
descr = ’Bewegt die Hand in die Preshape-Konfiguration’,
partype = ’tGreifskill*’,
parname = ’greif skill’,
code = ’greif skill->Bewegung ausführen();’ )
transition( id = ’Arm Grobannäherung beendet’,
descr = ’Feuert sobald der Arm die Grobannäherung beendet hat’,
partype = ’tArmskill*’,
parname = ’arm skill’,
trigger = ’return arm skill->Fertig();’ )
transition( id = ’Hand Preshape beendet’,
descr = ’Feuert sobald die Preshape-Konfiguration erreicht ist’,
partype = ’tGreifskill*’,
parname = ’greif skill’,
trigger = ’return (greif skill->Sensoren auslesen(0) == 0.0
&& greif skill->Sensoren auslesen(1) == 0.0);’ )
...
# - Nun noch die Kanten definieren:
arc( ’Start’, ’Arm Grobannäherung’ )
arc( ’Start’, ’Hand Preshape’ )
arc( ’Arm Grobannäherung’, ’Arm Grobannäherung beendet’ )
arc( ’Hand Preshape’, ’Hand Preshape beendet’)
...
Abbildung 6.17.: Auszug aus der pnet-Datei, die das erweiterte Petri-Netz
beschreibt, welches zum koordinierten Greifen eines Gegenstandes nach
Abbildung 6.13 verwendet wird. Der dargestellte Teil definiert die Transi-
tionen, Stellen und Kanten für die Phase der Grobannäherung.

7. Ergebnisse
Die vorherigen drei Kapitel untersuchten jeweils Teile der in Abschnitt 2.5.2
herausgearbeiteten Problemstellungen. Die im Einzelnen entworfenen An-
sätze wurden dann vom Autor wie beschrieben umgesetzt. Somit wurde ein
vollständiges Steuerungssystem für eine anthropomorphe Roboterhand er-
stellt, welches die gegebenen Problemstellungen löst. Um die mit der vor-
liegenden Arbeit erreichten Ergebnisse zu diskutieren wird nun zunächst auf
die mit einem realen humanoiden Roboter durchgeführte Evaluation des er-
stellten Systems eingegangen.
7.1. Evaluation
Zur Evaluation der Ansätze und des erstellten Handsteuerungssystem dient
der bereits in Abschnitt 1.3 erwähnte Roboterarm mit menschenähnlicher
Kinematik sowie einer anthropomorphen Roboterhand mit taktiler Sensorik,
siehe auch Abbildungen 1.1b und 1.2. Mit diesem im Rahmen des Sonder-
forschungsbereich 588 aufgebauten Demonstratorsystem soll eine Reihe von
szenariotypischen Handhabungen ausgeführt werden, welche nun zunächst
einmal beschrieben werden.
Konkret soll der Roboter eine gefüllte 0,5 Liter PET-Flasche von einer
grob bekannten Position ergreifen und an einen Menschen übergeben. Da-
nach soll der Roboter die Flasche wieder entgegen nehmen und an einer
weiteren bekannten Position ablegen. Die einzelnen Schritte sollen dabei
vom Roboter selbständig ausgeführt werden, d. h. insbesondere ohne dass
ein Operator dem Roboter nach Beginn der Ausführung die jeweils passen-
den Befehle über Tastatur oder Maus eingibt. Der Roboter muss dafür über
seine Sensoren, insbesondere die taktilen Sensoren der Hand, mit der beleb-
ten und unbelebten Umwelt interagieren und auf äußere Einflüsse reagieren.
Die Lösung dieser Aufgabe erfordert verschiedene koordinierte Bewegun-
gen von Hand und Arm des Roboters sowie unterschiedliche Fertigkeiten der
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Hand. Somit können mit dieser Aufgabe die zuvor beschriebenen Ansätze
zur Bewegungskoordination mit erweiterten Petri-Netzen, zur Bewegungs-
steuerung mit Greifskills und die zugrunde liegende Architektur der Hand-
steuerung evaluiert werden.
Durch die Ausführung einer Folge von Missionen entsprechend der De-
finition in Abschnitt 4.2.2 kann der Roboter die Aufgabe selbständig lösen.
Neben den beschriebenen Handhabungen zum Greifen und Ablegen führt er
dabei zusätzlich auch Gesten aus, um den Ablauf für den mit ihm koope-
rierenden Menschen intuitiver zu gestalten. Im Einzelnen wurden dazu die
folgenden Missionen nacheinander ausgeführt:
1. Zeigegeste: Der Roboter zeigt auf die Position, an der er die zu grei-
fende Flasche erwartet. Der Mensch weiß dadurch, was der Roboter
als nächstes tut und wo er es tun wird.
2. Greifen: Der Roboter greift die Flasche. Eine Abweichung der Positi-
on der Flasche im Bereich einiger Zentimeter wird dabei mit Hilfe der
taktilen Sensoren der Hand erkannt und korrigiert.
3. Übergeben: Der Roboter bietet die Flasche an, indem er sie vor sich
hält und leicht anhebt. Der Roboter wartet, bis der Mensch die Flasche
gegriffen hat und leicht an ihr rüttelt. Dieses Rütteln kann der Roboter
über seine taktilen Sensoren in der Hand erkennen und daraufhin die
Hand reaktiv öffnen.
4. Gib-mir Geste: Der Roboter fordert die Flasche über eine Geste wie-
der zurück. Dazu winkt er die Flasche bzw. den kooperierenden Men-
schen mit dem Zeigefinger zu sich her.
5. Übernehmen: Zum Übernehmen fährt der Roboter erneut in den frei-
en Bereich vor sich und wartet mit geöffneter Hand bis der Mensch
ihm die Flasche in die Hand übergibt.
6. Ablegen: Nun kann der Roboter die gegriffene Flasche ablegen. Da
er die genaue Position der Flasche in der Hand über seine Sensoren
nicht feststellen kann, erfolgt das Ablegen wiederum reaktiv durch ei-
ne langsame Bewegung nach unten, bis ein Kontakt zu der vorgegebe-
nen Abstellfläche erkannt wird.
7.1. Evaluation 155
(c) Zeigegeste(b) Grobannäherung(a) Ausgangssituation
Roboterarm Roboterhand Greifobjekt
Abbildung 7.1.: Mission 1: Koordiniertes Zeigen auf die zu greifende Fla-
sche zur Absichtsbekundung.
Die beschriebene Folge von Missionen konnte erfolgreich ausgeführt und
untersucht werden. Einzelne Teile dieser Folge werden nun etwas genau-
er dargestellt und zwar zum Einen qualitativ durch Fotosequenzen und zum
Anderen quantitativ mit Diagrammen von Steuerungskenngrößen. Anhand
der während der Durchführung der Versuche aufgezeichneten Fotos und Dia-
gramme lassen sich einige der mit den entwickelten Ansätzen erreichten Ei-
genschaften und Fähigkeiten gut verdeutlichen.
7.1.1. Zeigegeste ausführen
Abbildung 7.1 zeigt Fotos der Zeige-Mission. In der Ausgangssituation in
Bildteil a) ist die Roboterhand zunächst geschlossen, die zu greifende Fla-
sche steht rechts im Bild auf einem Rollwagen. Für die Ausführung der Zei-
gegeste genügen zwei Bewegungsphasen: Eine Grobannäherung (Bildteil b)
und die eigentliche Zeigegeste (Bildteil c). In der Grobannäherung bleibt die
Hand noch geschlossen und der Arm orientiert die Hand zur Flasche hin.
Beim Zeigen wird schließlich der Zeigefinger ausgestreckt und der Arm be-
wegt die Hand noch ein kleines Stück entlang der Achse des Zeigefingers,
wie ein Mensch dies beim Zeigen auch tun würde. Selbst bei dieser simplen
Mission ist daher eine – wenn auch einfache – Koordination zwischen Hand-
und Armbewegungen unerlässlich, um den gewünschten Effekt zu erzielen.
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(a) Ausgansposition (b) Grobannäherung (c) Feinannäherung
(f) Abrücken(e) Greifen(d) Pos.-Korrektur bis Kontakt
Abbildung 7.2.: Mission 2: Koordiniertes Greifen der Flasche.
(c) Objekt gegriffen(a) Ausganssituation (b) Kontakt erkannt
Abbildung 7.3.: Mission 2: Detailansichten beim koordinierten Greifen.
7.1.2. Flasche greifen
Interessanter ist die Mission zum koordinierten Greifen der Flasche, da hier-
bei auf Umwelteinflüsse reagiert werden muss. Die Abbildung 7.2 zeigt wie-
der Fotos einzelner Bewegungsschritte. Von der Ausgangsposition nach dem
Zeigen in Bildteil a) wird die Grobannäherung (Bildteil b) ausgeführt. An-
ders als beim Zeigen bewegen sich dabei nun auch die Finger der Hand. Sie
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öffnen sich und nehmen die Preshape Konfiguration ein. Die Feinannähe-
rung in Bildteil c) führt die Hand zur vermuteten Position der Flasche. Wird
während der Feinannäherung ein Kontakt mit dem Greifobjekt erkannt, so
stoppt die Armbewegung. Wird, wie hier, jedoch kein Kontakt erkannt, so
wird die Position der Hand parallel zur Auflagefläche korrigiert, bis ein Kon-
takt erkannt wird (Bildteil d). Danach schließen sich die Finger mit einem
Zylindergriff um die Flasche (Bildteil e) und die Hand kann mit dem Ob-
jekt abrücken (Bildteil f). Die Abbildung 7.3 zeigt vergrößerte Ausschnitte
des Greifvorgangs aus einer Perspektive etwas weiter von rechts. Bildteil b)
zeigt dabei beispielsweise den Zeitpunkt, in dem der Kontakt mit der Flasche
über die taktilen Sensoren erkannt wird.
Für die quantitative Analyse der Missionen wurden die Kenngrößen der
Robotersteuerung während der Ausführung der Missionen mit einer Taktrate
von 50 ms, also mit 20 Hz, aufgezeichnet. Die Abbildungen 7.4 und 7.5 zei-
gen beispielsweise Diagramme von einzelnen dieser aufgezeichneten Kenn-
größen beim koordinierten Greifen. Wichtiger als die konkreten Zahlenwerte
einzelner Datenpunkte ist der Verlauf der Kenngrößen, also ihre Änderung
über die Zeit. Die verschiedenen Diagramme einer Abbildung haben einen
gemeinsamen Zeitindex, so dass sich direkt untereinander liegende Daten-
punkte auch in verschiedenen Diagrammen zeitlich entsprechen. Die ein-
zelnen durchlaufenen Bewegungsphasen sind unten im Bild angegeben. Sie
lassen sich sehr gut an den Verläufen der einzelnen dargestellten Kenngrößen
über die Zeit festmachen.
Das oberste Diagramm in Abbildung 7.4 zeigt einzelne Gelenkwinkel des
Arms und damit die Armbewegung in Gelenkwinkelkoordinaten. Das Dia-
gramm in der Mitte zeigt die Signale der taktilen Sensoren, genauer gesagt
die Kontaktkraft, die auf einzelne Fingerglieder einwirkt. Das Diagramm un-
ten zeigt die Gelenkwinkel einzelner Fingergelenke und damit die Bewegung
der jeweiligen Finger der Hand.
Die Grobannäherung beginnt bei etwa 2,0 s, was an den Änderungen der
Arm- und Fingergelenkwinkel deutlich erkennbar ist. In der Feinannäherung
ab 10,0 s bewegt sich nur der Arm, bis die Feinannäherungsposition bei etwa
15,5 s erreicht ist. Da bis dahin noch kein Kontakt zum Greifobjekt erkannt
wurde, wird eine Positionskorrektur eingeleitet.
Dabei bewegt sich der Arm sehr langsam. Da dies in Abbildung 7.4 nur
schwer zu erkennen ist, zeigt Abbildung 7.5 den Zeitbereich von 17,0–22,0 s
vergrößert. Die Armbewegung im oberen Diagramm ist dabei nun durch
158 7. Ergebnisse
die kartesische x/y-Position der Hand1 dargestellt. Die nicht dargestellte z-
Position, die Höhe, bleibt in der Phase der Positionskorrektur konstant, wäh-
rend sich die x- und y-Positionen wie dargestellt linear ändern.
Im mittleren Diagramm in Abbildung 7.5 sind wieder die Kraftsignale
dargestellt. Zu Beginn der Korrekturphase sind diese konstant bei Null, erst
ab 18,0 s bekommt ein Fingerglied, hier die Fingerspitze des Ringfinger, als
erstes Kontakt zum Greifobjekt. Sobald die gemessene Kraft einen Schwell-
wert von etwa 10 dN erreicht, wird der Kontakt erkannt. Daraufhin wird die
Armbewegung sofort gestoppt, die x- und y-Koordinaten der TCP-Position
bleiben dann bis zum Abrücken konstant.
In der Greifphase von 18,2 s bis 20,8 s schließen sich die Finger mit ei-
nem Zylindergriff um die Flasche. Die Kontaktfläche zwischen Fingern und
Flasche nimmt dabei, wie im unteren Diagramm in Abbildung 7.5 gezeigt,
zu. Die kurzfristige zwischenzeitliche Abnahme der Kontaktfläche bei 19,3 s
lässt sich wie folgt erklären: Die für die Evaluation verwendete anthropomor-
phe Roboterhand wird pneumatisch betrieben und hat eine sehr hohe Dyna-
mik. Die Finger bewegen sich also sehr schnell, sogar so schnell, dass sie
beim Zugreifen bei Kontakt zunächst etwas zurückprellen.
































































































Kontakt mit Greifobjekt erkannt
Grob- Fein-
Abbildung 7.4.: Signalverläufe einzelner Signale der Hand- und Armsteue-
rung beim koordinierten Greifen der Flasche aus Abbildungen 7.2 und 7.3
(Mission 2). Die nachfolgende Abbildung 7.5 zeigt den Ausschnitt von





































































Abbildung 7.5.: Zeitlicher Ausschnitt aus Abbildung 7.4: Signal-
verläufe einzelner Signale der Hand- und Armsteuerung in den Phasen
” Positionskorrektur“, ” Greifen“ und ” Abrücken“ beim koordinierten
Greifen der Flasche (Mission 2).
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übergeben
(d) Objekt wurde an Mensch
(b) Objekt anbieten(a) Objekt ist gegriffen
Mensch übernommen wird
(c) Warten bis Objekt von
Abbildung 7.6.: Mission 3: Koordiniertes Übergeben der gegriffenen Fla-
sche an einen Menschen (links außerhalb des Bildausschnitts).
7.1.3. Flasche übergeben
Die Mission zum Übergeben der vom Rollwagen gegriffenen Flasche ähnelt
der später noch diskutierten Mission zum wieder Übernehmen der Flasche.
Abbildung 7.6 zeigt einzelne Ausschnitte der Mission. Von der Ausgangs-
position nach dem Ergreifen (Bildteil a) wird in einer Grobbewegung eine
Position in dem freien Raum vor dem Roboter angefahren, was dem Gro-
banrücken entspricht. Im darauffolgenden Feinanrücken ist die angefahrene
Position weniger wichtig als die Richtung der Bewegung. Ähnlich wie ein
Mensch, der einem anderen etwas anbietet, bewegt der Roboter die Flasche
dazu ein Stück nach vorn und etwas nach oben (Bildteil b). Eine weitere
Positionskorrektur findet danach nicht statt, der Roboter wartet, bis er über
seine taktilen Sensoren in der Hand erkennt, dass der Mensch die Flasche
gegriffen hat (Bildteil c). Daraufhin öffnet er die Hand und der Mensch kann






























































Abbildung 7.7.: Signalverläufe einzelner Signale der Handsteuerung beim
koordinierten Übergeben der gegriffenen Flasche an den Menschen aus
Abbildung 7.6 (Mission 3).
Das obere Diagramm in Abbildung 7.7 zeigt die Verläufe der Kontakt-
kräfte bei dieser Mission. Die Massenträgheit des gegriffenen Objekts be-
wirkt bei Armbewegungen eine Änderung der Kontaktkräfte. Dies ist sehr
gut beim beschleunigenden Losfahren zum Grobanrücken ab 2,4 s und zum
Feinanrücken ab 11,3 s zu sehen.
Das untere Diagramm in Abbildung 7.7 zeigt die mit einem einfachen
Gradientenfilter (Sobelfilter) bestimmte Änderung der Kraftsignale der tak-
tilen Sensoren. Diese Änderung wird letztlich für die Bestimmung des Zeit-
punkts der Übergabe verwendet. Wenn sie in der Wartephase nach dem Fein-
anrücken einen bestimmten Schwellwert über- oder unterschreitet, dann wird
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die Phase zum Loslassen der Flasche eingeleitet. In der Aufzeichnung rüttel-
te der Mensch zum Zeitpunkt 19,0 s an der Flasche. Die Handsteuerung, bzw.
genauer die aktive Greifskill in der Handsteuerung, erkennt dies sofort und
reagiert entsprechend. Auf ähnlich große Änderungen der Greifkraft zu Be-
ginn der Mission (bei 3,0 s), ausgelöst durch die Beschleunigung des Objekts
in der Phase des Grobanrückens, reagierte die Greifskill noch nicht, sie agiert
also wie gewünscht situationsspezifisch.
7.1.4. Flasche anfordern
Die Mission, in der der Roboter die Flasche durch eine Geste zurückfordert,
ist ähnlich wie die oben beschriebene Mission zum Ausführen der Zeigeges-
te, weshalb auf Fotos oder Diagramme verzichtet wurde. Die Hand wird vom
Arm im Raum positioniert und führt dann die Geste, das Winken mit dem
Zeigefinger, aus. Anders als bei der Zeigegeste ist dabei die genaue Position
der Hand weniger relevant, viel wichtiger ist die Orientierung der Hand mit
der Handinnenfläche nach oben.
7.1.5. Flasche übernehmen
Auch die Mission zum Übernehmen der Flasche vom Menschen wird hier
nicht genauer dargestellt. Sie ist eine Kombination aus den zuvor beschrie-
benen Missionen zur Übergabe an den Menschen und zum Ergreifen der
Flasche von dem Rollwagen. Die Armbewegung entspricht derjenigen beim
Übergeben der Flasche, mit einem kleinen Unterschied: In der Phase, in der
der Roboter auf den Kontakt wartet, bewegt er nun die Hand sehr langsam
nach vorn. Dies ist der Bewegung nachempfunden, die ein Mensch beim
Übergeben eines Gegenstandes ausführt und ist damit eine weitere einfache
Maßnahme für eine intuitive Benutzung des Systems.
Die Bewegung der Finger der Hand entsprechen denjenigen beim Grei-
fen des Gegenstand vom Rollwagen und werden auch wieder durch einen
erkannten Kontakt ausgelöst. Die Greifskill reagiert dabei auf jeden Kon-
takt an einem der Finger mit dem Schließen der Hand. Anders dagegen beim
Greifen vom Rollwagen: Dort führte ein Kontakt an einer falschen Stelle,
beispielsweise am Daumen, zu einer weiteren Positionskorrektur. Auch die-
se Greifskill agiert somit situationsspezifisch.
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(c) Pos.-Korrektur bis Kontakt
(e) Abrücken(d) Ablegen
(a) Grobanrücken (b) Feinanrücken
Abbildung 7.8.: Mission 4: Koordiniertes Ablegen der Flasche.
7.1.6. Flasche ablegen
Zum Abschluss der Missionsfolge wird die vom Menschen übernommene
Flasche wieder auf dem Rollwagen abgelegt. Über die taktilen Sensoren
kann die Handsteuerung zwar erkennen, ob ein Objekt übernommen wur-
de, sie kann aber die genaue Lage des Objekts in der Hand nicht erkennen.
Insbesondere Verschiebungen entlang der Längsachse der Flasche sind nicht
zu erkennen, die Handsteuerung weiß daher nicht, ob sie die Flasche ” weiter
oben“ (näher am Verschluß) oder ” weiter unten“ (näher am Flaschenboden)
gegriffen hat. Dadurch kann nicht einfach eine vorgegebene Position ange-
fahren werden, sondern das Ablegen muss wiederum reaktiv erfolgen.
In der Phase des Grobanrücken bewegt der Arm die Hand zunächst über
die Ablagefläche, Abbildung 7.8 zeigt dies in Teilbild a). In den darauffol-
genden Phasen zum Feinanrücken und zur Positionskorrektur werden Hand
und Objekt senkrecht nach unten bewegt (Teilbild b), bis ein Kontakt erkannt
wird (Teilbild c). Auch dieser Kontakt der gegriffenen Flasche mit der Auf-
lagefläche kann indirekt über Signaländerungen der taktilen Sensoren in den
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Fingern der Hand erkannt werden. Danach folgen die Phasen zum Ablegen
des Objekts (Teilbild d) und zum Abrücken (Teilbild e).
Die Abbildungen 7.9 und 7.10 zeigen wieder die zugehörigen Diagramme
der Kenngrößen der Robotersteuerung. Abbildung 7.9 zeigt den Verlauf der
gesamten Mission, während Abbildung 7.10 den Ausschnitt um die eigent-
liche Ablegephase vergrößert zeigt. Ähnlich wie in den zuvor besprochenen
Diagrammen zum Übergeben der Flasche zeichnen sich die Bewegungen des
Arms, insbesondere die Beschleunigungen beim Anfahren, in den Signalen
der Kontaktkräfte ab. Die Greifskill reagiert jedoch erst ab der Phase der
Feinannäherung, hier erst in der Positionskorrektur bei etwa 17,0 s.
Im obersten Diagramm in Abbildung 7.10 ist die Armbewegung wieder
kartesisch dargestellt. Die x- und y-Position bleibt bis zum Abrücken kon-
stant, lediglich die z-Position nimmt linear ab. Die Hand wird also langsam
nach unten bewegt, bis der indirekte Kontakt schließlich erkannt wird. Da-
nach öffnen sich die Finger der Hand und nehmen die Postshape-Konfigura-
tion ein. Die Abnahme der Kontaktfläche zwischen Hand und Flasche ist im


































































































Kontakt mit Umwelt erkannt
Transport/
Halten anrücken
Abbildung 7.9.: Signalverläufe einzelner Signale der Hand- und Armsteue-
rung beim koordinierten Ablegen der Flasche aus Abbildung 7.8 (Missi-









































































Abbildung 7.10.: Zeitlicher Ausschnitt aus Abbildung 7.9: Signal-
verläufe einzelner Signale der Hand- und Armsteuerung in den Phasen
” Positionskorrektur“, ” Ablegen“ und ” Abrücken“ beim koordinierten
Ablegen der Flasche (Mission 4).
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7.2. Erreichte Ergebnisse
Die mit der vorliegenden Arbeit erreichten Ergebnisse werden nun in Be-
zug auf die zugrunde liegende Aufgabenstellung aus Kapitel 2 diskutiert und
anhand der dort beschriebenen geforderten Fähigkeiten F-1 – F-3 und der
herausgearbeiteten Anforderungen A-1 – A-6 bewertet. Dabei lassen sich ein-
zelne Punkte sehr gut an der beschriebenen Evaluation aus dem vorherigen
Abschnitt 7.1 festmachen.
Die erforderlichen mechanischen Fähigkeiten zur Erfüllung der gegebe-
nen szenariotypischen Aufgaben werden durch die Verwendung einer fle-
xiblen anthropomorphen Roboterhand bereitgestellt. Das für die Umsetzung
der Fähigkeiten mit dieser Mechanik notwendige dedizierte Handsteuerungs-
system wurde hier detailliert untersucht.
7.2.1. Architektur der Handsteuerung
Die in Kapitel 4 erarbeitete Softwarearchitektur für die Handsteuerung
wurde umgesetzt und bildet die Grundlage der weiteren entwickelten An-
sätze. Die Architektur hat eine hierarchische Struktur, was eine hohe Modu-
larität, gute Analysierbarkeit und nicht zuletzt ein definiertes Echtzeitverhal-
ten gewährleistet. Diese Struktur erleichtert die Integration in die natürlicher-
weise hierarchisch organisierte Gesamtsteuerung des humanoiden Roboters,
dient also der geforderten Kompatibilität auf technischer Ebene (A-4). Das
definierte Echtzeitverhalten erlaubt angemessen schnelle Reaktionen auf äu-
ßere Ereignisse und dient somit der geforderten Sicherheit (A-3).
Der hierarchische Aufbau an sich ist jedoch, besonders im Hinblick auf
das benötigte reaktive und situationsspezifische Steuerungsverhalten, recht
starr und damit relativ unflexibel und nur schlecht erweiterbar. Dies wi-
derspricht zunächst den Forderungen nach Flexibilität (A-1) und Erweiter-
barkeit (A-6), welche in dem vorgegebenen Szenario aufgrund der in Ab-
schnitt 2.2.3 genannten Besonderheiten sehr wichtig sind.
7.2.2. Greifskills
Eine Lösung dieses Problems bietet das vorgestellte Konzept der Greifskills
aus Kapitel 5. Mit diesem lässt sich die starre hierarchische Struktur der
7.2. Erreichte Ergebnisse 169
Handsteuerung sozusagen etwas aufweichen. Neben einfachen Parametern
werden dabei spezialisierte, mit dem erforderlichen situationsspezifischen
Kontextwissen ausgestattete Softwareobjekte – eben die Greifskills – auf der
Planungsebene oben zunächst ausgewählt und dann in die darunterliegende
Ausführungsebene eingebettet.
Das Kontextwissen ist in Form von Objektmethoden, also letztlich Pro-
grammcode hinterlegt, was eine fast unbegrenzte Flexibilität ermöglicht. Die
im Szenario benötigten Fähigkeiten F-1 – F-3 des Greifsystems können mit
Hilfe verschiedener, spezialisierter Greifskills erbracht werden. Durch die
mit den Objektmethoden gewonnene Flexibilität lassen sich auch die Anfor-
derungen A-2 (Selbständigkeit), A-3 (Sicherheit) und A-4 (Kompatibilität)
erfüllen, da die Greifskills so adäquat, d. h. selbständig, sicher (ohne Ver-
letzungsgefahr für den Menschen) und erwartungskonform (kompatibel zum
Menschen) auf Umwelteinflüsse reagieren können.
Durch die Verwendung eines objektorientierten Ansatzes bei der Umset-
zung der Greifskills sind diese weiterhin auch einfach erweiterbar (A-6).
Durch konsequentes Ausnutzen der in Abschnitt 5.3.2 erwähnten Paradig-
men Objektorientierung, Abstraktion, Kapselung, Polymorphie und Verer-
bung kann zusätzliche Funktionalität leicht auf der vorhandenen aufbauen,
aber auch völlig neue Funktionen lassen sich schnell und einfach hinzufügen.
Dabei bleiben existierende Greifskills von neu hinzukommenden unberührt.
Die in der Evaluation in Abschnitt 7.1 verwendeten Greifskills sind ein gu-
tes Beispiel für die Flexibilität und Erweiterbarkeit des Ansatz: Bei der Im-
plementierung wurden zunächst einfache, von der Armsteuerung unabhängi-
ge, Greifskills entwickelt, um die gewünschten Handbewegungen, wie Zei-
gegesten oder Zylinder ergreifen bzw. loslassen, ausführen zu können. Dar-
auf aufbauend wurden dann Greifskills für koordinierte Gesten, Greif- und
Ablegevorgänge hinzugefügt, die zusätzlich die Bewegungen der Hand mit
denen des Armes koordinieren können. Die komplexeren koordinierten Greif-
skills verwenden dabei die Methoden der einfacheren Greifskills wieder, sie
bilden deren Funktionalität also nicht noch einmal nach, sondern erweitern
diese und fügen die Koordinationsfähigkeit hinzu.
Eine einzelne Greifskill selbst bietet durch ihre Parameter und Methoden
natürlich auch eine gewisse Flexibilität. In den oben beschriebenen Missio-
nen zum Ergreifen der Flasche vom Rollwagen und dem Übernehmen der
Flasche vom Menschen wurde z. B. die gleiche Greifskill eingesetzt. Über
Parameter wurden dafür die Schwellwerte der zu erwartenden Kontaktkräfte
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sowie das zu überprüfende Kontaktmuster angepasst. Dasselbe gilt für die
Greifskills zum Übergeben der Flasche an den Menschen und auch zum Ab-
legen auf dem Rollwagen.
Weiterhin bleiben die positiven Eigenschaft der hierarchischen Architek-
tur, wie etwa die Modularität, auch bei Verwendung der Greifskills erhalten.
Die Greifskills sind kein Ersatz für den hierarchischen, geschichteten Auf-
bau der Handsteuerung, sondern eine Ergänzung bzw. Erweiterung einzel-
ner Schichten, insbesondere der Ausführungssteuerung in der lokalen Hand-
steuerung. Dadurch lassen sich z. B. weiterhin einzelne Schichten der Hand-
steuerung bei Bedarf, beispielsweise bei Änderungen in der Mechanik, Ak-
torik oder Sensorik, leicht austauschen. Tatsächlich sind in der Evaluations-
platform einzelne Schichten der Handsteuerung in mehreren Varianten vor-
handen. Für die Low-Level Ansteuerung der Fingeraktoren sind beispiels-
weise drei Varianten vorgesehen: Eine zur virtuellen Ansteuerung einer Si-
mulation der Hand, eine zur Ansteuerung der in der Evaluation verwendeten,
pneumatisch betriebenen realen Roboterhand und schließlich noch eine wei-
tere für einen hydraulisch betriebenen Handprototypen.
Das hier erarbeitete Konzept der Greifskills wurde aufgrund seiner vielen
Vorteile auch in einem anderen Teilprojekt2 des Sonderforschungsbereichs
übernommen, und zwar zur Steuerung des menschenähnlichen Arm des Ro-
boters. Dort werden verschiedene, mit den Greifskills direkt vergleichbare
Softwareobjekte, sog. Armskills, für die spezifische Bewegungssteuerung
des Armes eingesetzt, beispielsweise für die Nullkraftregelung3 oder das
kontaktgesteuerte Führen des Roboterarmes. Die Verwendung des hier er-
arbeiteten Konzepts in verschiedenen Teilsteuerungen des humanoiden Ro-
boters hat somit auch einen Beitrag zu der geforderten Kompatibilität auf
technischer Ebene geleistet (A-4).
7.2.3. Bewegungskoordination
Die vorliegende Arbeit beschäftigt sich zwar mit dem Steuerungssystem ei-
ner anthropomorphen Roboterhand, aufgrund der gegebenen Aufgabenstel-
lung und dem speziellen Einsatzgebiet muss dabei aber auch immer das
2Teilprojekt K2 ” Mensch-Roboter Kooperation“, siehe auch [154].3Nullkraftregelung: Regelungsart bei der ein Roboterarm über Sensoren externe, z. B. von einem Menschen
aufgebrachte, Kräfte misst und diesen ausweicht. Dadurch kann der Roboterarm leicht vom Menschen
geführt und dirigiert werden. Siehe auch [77].
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Zusammenspiel mit den anderen Teilsteuerungen des Roboters besonders
berücksichtigt werden. Ein dediziertes Steuerungssystem für die Hand ist
aufgrund ihrer Komplexität zwar unumgänglich, erfordert für die notwendi-
ge Koordination der Bewegungen von Hand und Arm aber eine angemessene
Vorgehensweise. Dies wurde auch durch die Anforderungen A-4 (Kompa-
tibilität) und A-5 (Koordinationsfähigkeit) festgeschrieben, die Handsteue-
rung wurde daher schon von Beginn an als Teil des ganzen Steuerungssystem
eines humanoiden Roboters entwickelt.
Aus diesen Gründen wurde in Kapitel 6 die Bewegungskoordination de-
tailliert untersucht. Der dabei erarbeitete Ansatz zur Koordination von Be-
wegungen über mehrere Teilsteuerungen hinweg bietet alle notwendigen Ei-
genschaften, insbesondere wiederum Flexibilität und Erweiterbarkeit. Der
Ansatz verwendet spezielle, um Callback- und Trigger-Funktionen erwei-
terte Petri-Netze zur expliziten Beschreibung der zu koordinierenden Ak-
tivitäten und Ereignisse. Durch die Möglichkeit der grafischen Darstellung
einer solchen Beschreibung bleiben diese auch bei komplexeren Koordinati-
onsmustern anschaulich und nachvollziehbar.
Koordinierte Bewegungen werden zunächst in einzelne Bewegungsphasen
unterteilt, die durch spezifische Aktivitäten und/oder durch das Auftreten be-
stimmter Ereignisse gekennzeichnet sind. Die eigentliche Koordination der
Bewegungen wird danach durch die Synchronisation der Übergänge zwi-
schen den Bewegungsphasen erreicht. Die einzelnen Phasen müssen dabei
aber nicht in einer fest vorgegebenen Sequenz ablaufen, sondern äußere wie
innere Ereignisse bestimmen die Abfolge der Phasen und erlauben so auch
Alternativen und Wiederholungen.
Die Callback- und Trigger-Funktionen lösen die in den einzelnen Bewe-
gungsphasen vorgesehenen Aktivitäten aus und überprüfen das Auftreten der
erwarteten Ereignisse. Die erweiterten Petri-Netze modellieren und beschrei-
ben den Ablauf von koordinierten Bewegungen also nicht nur, sondern sie
sind ein aktiver, integrierter Bestandteil der Teilsteuerungen zur Laufzeit und
steuern selbst den Ablauf von koordinierten Bewegungen.
Die beteiligten Teilsteuerungen rufen bei einer koordinierten Bewegung
die eigenen Methoden zur Bewegungssteuerung nicht direkt, sondern indi-
rekt über die Ausführung des erweiterten Petri-Netzes auf. Diese erwünsch-
te, explizite Trennung von der Ablaufsteuerung durch die erweiterten Petri-
Netze einerseits und der Ausführungssteuerung durch die Greifskills ande-
rerseits, erhöht die Flexibilität (A-1) und auch die Anpassungsfähigkeit (A-6)
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des gesamten Systems erheblich. Wie schon weiter oben erwähnt, kann zum
koordinierten Übergeben eines Gegenstandes an den Menschen die gleiche
Greifskill wie zum koordinierten Ablegen verwendet werden. Neben ver-
schiedenen Schwellwerten und Kontaktmustern, welche in den jeweiligen
Parametern der Greifskill codiert sind, unterscheidet sich der Ablauf dieser
beiden Missionen aber wie in Abschnitt 7.1 beschrieben doch in einem ge-
wissen Umfang. Die jeweilige Greifskill in der lokalen Handsteuerung und
auch die entsprechende Armskill in der lokalen Armsteuerung brauchen da-
von aber nichts zu wissen. Die von ihnen angebotene Funktionalität wird
von dem zur Koordination der Mission eingesetzten erweiterten Petri-Netz
jeweils bei Bedarf situationsgerecht abgerufen.
Mit dem entworfenen Koordinationsverfahren lassen sich bereits beste-
hende koordinierte Handhabungen auch sehr einfach nachträglich modifi-
zieren oder erweitern. Dies kann zum Beispiel zur Verbesserung der Inter-
aktivität oder zur Erhöhung der Sicherheit des Robotersystems eingesetzt
werden (A-3). Die in der Evaluation aus Abschnitt 7.1 für die koordinier-
ten Handhabungen eingesetzten Petri-Netze entsprechen denjenigen aus Ab-
schnitt 6.5.5. Durch einfache Modifikationen eines Petri-Netzes lässt sich das
darin codierte Roboterverhalten sehr leicht verändern und an unterschiedli-
che Gegebenheiten anpassen. Dies kann mit einem einfachen Beispiel ver-
deutlicht werden: Hierzu werden zu dem erweiterten Petri-Netz jeweils eine
zusätzliche Stelle für die Hand bzw. den Arm hinzugefügt. Diese Stellen
repräsentieren dabei einen ” sicheren Zustand“, im einfachsten Fall einen
Bewegungsstop von Hand bzw. Arm. Diese zusätzlichen Stellen werden nun
über neue Transitionen mit den bereits vorhandenen verbunden. Über die
Trigger-Funktionen dieser neuen Transitionen kann nun das Verhaltensmus-
ter der gesamten Handhabung beeinflußt und verändert werden und zwar
ohne dafür die bestehenden Greifskills oder Armskills ändern zu müssen.
Einige denkbare Verhaltensmuster sind beispielsweise:
• Anhalten bei Berührung/Annäherung: Wenn über Sensoren (taktil, op-
tisch, usw.) ein Mensch in der Nähe des Roboters erkannt wird, so
kann die Bewegung angehalten werden, bis die potentielle Gefährdung
des Menschen vorüber ist.
• Bewegungsfreigabe bei Berührung: Umgekehrt zum vorherigen Ver-
haltensmuster könnte die Bewegung des Roboters auch nur dann durch
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eine Art Totmann-Schaltfunktion erlaubt werden, wenn ein Mensch
den Roboter auf eine bestimmte Art berührt.
• Weiterschalten von Bewegungsphasen bei Berührung: Der Übergang
von einer Bewegungsphase zur nächsten könnte nur durch spezielle
äußere Ereignisse, z. B. Berührung am Arm, Sprachkommando vom
Benutzer usw., erlaubt werden.
Insbesondere die letzten beiden Verhaltensmuster sind vornehmlich in der
Entwicklungsphase der Steuerungen für die Fehlersuche interessant, sie zei-
gen aber deutlich die vielfältigen Möglichkeiten, die der gewählte Ansatz
bietet. Eine Besonderheit ist, wie bereits erwähnt, dass diese unterschiedli-
chen Verhaltensmuster für die Greif- und Armskills transparent sind, d. h.
diese müssen nicht geändert werden, auch wenn sich das Interaktions- oder
Sicherheitsverhalten der Handhabung aus der Sicht des Benutzers völlig än-
dert. Eine andere Besonderheit ergibt sich aus der gewählten Umsetzung der
erweiterten Petri-Netze: Die zusätzlichen Transitionen und Kanten zu den
” sicheren Zuständen“ können, wie schon in Abschnitt 6.6 angesprochen,
weitgehend automatisiert eingefügt werden, was wiederum die Umsetzung
und die Änderung vereinfacht.
Über das entworfene Koordinationsverfahren können weiterhin auch mehr
als zwei Teilsteuerungen miteinander koordiniert werden, so dass zukünfti-
ge, hier noch nicht untersuchte Koordinationsmuster, wie etwa die Auge-
Hand-Arm Koordination oder die Zwei-Hand Manipulation leichter umge-
setzt werden können. Das Verfahren ist weiterhin sehr universell, so dass
damit natürlich auch solche Bewegungen des Roboters koordiniert werden
können, an denen die Handsteuerung nicht beteiligt ist. Durch die Verwen-
dung eines einheitlichen Verfahrens zur Koordination kann die Zusammenar-
beit aller Teilsteuerungen des Roboters erleichtert sowie ihre Kompatibilität
untereinander erhöht werden (A-4).
7.2.4. Gemeinsamkeiten der Ansätze
Die beiden erarbeiteten Ansätze zur Bewegungssteuerung mit Greifskills
und zur Bewegungskoordination mit erweiterten Petri-Netzen bilden neben
der Architektur die Kernpunkte der Arbeit. Sie sind zwar recht unterschied-
lich, haben jedoch auch Gemeinsamkeiten. Die aufgrund der Besonderheiten
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des Einsatzgebiets geforderte Flexibilität und Erweiterbarkeit wird in bei-
den Fällen über spezifischen Programmcode realisiert. Dieser wird im Falle
der Greifskills in Form von Objektmethoden und im Falle der erweiterten
Petri-Netze in Form von Callback- und Trigger-Funktionen realisiert. Da-
durch lassen sich Greifskills und erweiterte Petri-Netze fast beliebig an die
erforderlichen Gegebenheiten anpassen und sind dadurch auch für zukünfti-
ge Aufgabenstellungen gut ausgerüstet.
Die Mächtigkeit dieser Ansätze liegt also nicht darin, dass sie alle im
Szenario vorstellbaren Bewegungs- oder Koordinationsprobleme ein für al-
le Mal lösen, sondern vielmehr darin, dass sie Mechanismen anbieten, mit
denen solche Probleme auf einfache Art und Weise gelöst werden können.
Bestehende Handhabungen lassen sich ebenso leicht modifizieren wie neue
Handhabungen hinzugefügt werden können.
Die Umsetzungen der beiden Ansätze basieren dabei jeweils auf einer
wohldefinierten Methodik. Die Greifskills auf der einen Seite werden mit
Hilfe von objektorientierten Prinzipien implementiert, so dass sich alle Vor-
teile dieser ausgereiften Methodik nutzen lassen. Die bekannten Grundlagen
und Erkenntnisse über allgemeine Petri-Netze lassen sich auf der anderen
Seite direkt auf die erweiterten Petri-Netze übertragen. Durch ihre Verwen-
dung direkt im realen System bleiben ihre Vorteile, wie Anschaulichkeit und
Analysierbarkeit, auch nach der Modellierung des Systems in der Implemen-
tierung erhalten. Dadurch bleibt das System übersichtlich, nachvollziehbar
und einfacher wartbar. Auch bei nachträglichen Änderungen bleibt die Mo-
dellierung einer koordinierten Bewegung durch ihre Beschreibung mittels
eines erweiterten Petri-Netzes automatisch konsistent zur Implementierung,
da die Implementierung aus der Beschreibung generiert wird.
Der enorme Vorteil dieser Vorgehensweisen ist, dass die explizite Auf-
teilung in Was, Wann und Wie konsequent ausgenutzt werden kann. Die
einzelnen angebotenen Funktionalitäten können transparent genutzt werden,
also ohne dass der benutzende Teil genau wissen müsste, wie der benutzte
Teil seine Aufgabe erledigt. Dieses Prinzip der Kapselung zieht sich durch
die gesamte Steuerungsarchitektur:
1. Die hier nicht weiter betrachtete übergeordnete Robotersteuerung über-
gibt eine auszuführende Handhabung als Mission an die Handsteue-
rung. Sie bestimmt so, welche Greifaktion mit welchem Greifobjekt
ausgeführt wird, ohne wissen zu müssen, wie das geschieht.
7.3. Fazit 175
2. Die Greifplanung kann dann die verfügbaren Greifskills befragen, ob
sie für die aktuelle Aufgabe und Situation geeignet sind. Dadurch kön-
nen auch neue Greifskills einfach eingebunden werden, ohne dafür
die Greifplanung selbst stark verändern zu müssen. Die Auswahl ei-
ner geeigneten Greifskill legt gleichzeitig auch ein erweitertes Petri-
Netz zur Koordination der Bewegungen fest. Greifskill und erweiter-
tes Petri-Netz werden dann nach unten an die lokale Handsteuerung
zur Ausführung übergeben.
3. Im Prozess-Kontext der lokalen Handsteuerung wird zur Ablaufsteue-
rung das übergebene erweiterte Petri-Netz zyklisch ausgeführt. Dieses
ruft dann in Abhängigkeit von seiner statischen Struktur und der dy-
namischen Markierungen über die Callback- und Trigger-Funktionen
die Methoden der Greifskill auf. Das Netz weiß also Was und Wann
etwas getan wird, überlässt das Wie aber der jeweiligen Greifskill.
4. Die Methoden der Greifskill steuern nun die Bewegungsausführung
und greifen dazu wiederum auf Funktionen der lokalen Handsteuerung
zurück, beispielsweise um Sensorwerte auszulesen oder Sollwertvor-
gaben an die Aktoren zu übermitteln. Wie das im Einzelnen geschieht,
hängt von der benutzten Schicht in der lokalen Handsteuerung ab. Dies
kann also wie bereits erwähnt recht unterschiedlich sein, je nachdem,
welche ”Hardware“ (pneumatische Hand, hydraulische Hand, Simula-
tion) im konkreten Fall angesprochen wird.
7.3. Fazit
Aus den im letzten Abschnitt beschriebenen Ergebnissen kann nun das Fazit
der vorliegenden Arbeit gezogen werden: Mit den vorgestellten Ansätzen
und Konzepten können die einzelnen Teilproblemstellungen P-1 – P-3 gut
gelöst und die herausgearbeiteten Anforderungen A-1 – A-6 bestens erfüllt
werden. Entsprechend der gegebenen Gesamtproblemstellung wurde somit
eine adäquate Handsteuerung für eine anthropomorphe Roboterhand
eines humanoiden Roboters konzeptioniert und entwickelt. Die Tauglich-
keit der erarbeiteten Lösungen wurde erfolgreich überprüft.
Die einzelnen Problemstellungen und die für ihre Lösung erarbeiteten
Konzepte bzw. Ansätze sind in der Tabelle 7.1 zusammengefasst. Diese
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Problemstellung Ansatz Abschnitt
P-1 Architektur: Architektur der Handsteuerung 4
• Schnittstellen: •Mission / Greifobjekt / Greifaktion 4.2.2
• Grobstruktur: • Hierarchischer, geschichteter Aufbau 4.3.1
• Feinstruktur: • Greifplanung / lokale Handsteuerung /
Hand-Arm Koordination
4.3.2
• Datenfluss: • Festlegung der Verarbeitungsschritte 4.3.3
P-2 Flexibilität: Greifskills 5
• Unterschiedlichste
Fähigkeiten:
• Spezialisierte Greifmuster 5.1
• Situationsabhängige
Bewegungen:










P-3 Koordination: Erweiterte Petri-Netze 6
• Beschreibung koordinierter
Bewegungen:








• Bewegungskoordination: • Synchronisation von Phasenübergängen 6.3.3
• Ablaufsteuerung: • Ausführung integrierter, erweiterter Petri-
Netze für koordinierte Bewegungsabläufe
6.5.4
Tabelle 7.1.: Die einzelnen der Arbeit zugrunde liegenden Teilproblemstel-
lungen und die zu ihrer Lösungen erarbeiteten Ansätze.
Tabelle listet für die einzelnen Aspekte der Problemstellungen die zugehöri-
gen Lösungsansätze sowie einen Verweis auf die jeweiligen Textstellen in
der Arbeit auf. Tabelle 7.2 stellt dagegen die beschriebenen Lösungsansätze
den aufgestellten Anforderungen gegenüber. Die Tabelle bewertet anhand
der in Abschnitt 7.2 diskutierten Ergebnisse qualitativ, inwieweit die einzel-
nen Lösungsansätze die Anforderungen erfüllen. Wie aus der Tabelle ersicht-
lich wird, kann jede der Anforderungen durch mindestens einen der Ansätze
voll erfüllt werden. Dadurch lassen sich nun also alle zuvor aufgestellten
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Anforderung Konzept/Ansatz
Architektur Greifskills erweiterte Petri-Netze
A-1 Flexibilität −+ ++ ++
A-2 Selbständigkeit −+ ++ +
A-3 Sicherheit ++ ++ ++
A-4 Kompatibilität ++ + ++
A-5 Koordination −+ −+ ++
A-6 Erweiterbarkeit −+ ++ ++
++ : Anforderung wird voll erfüllt
+ : Anforderung wird z. T. erfüllt
− : Anforderung wird nicht erfüllt
−+ : Anforderung wird nur bei Verwendung der anderen Ansätze
erfüllt
Tabelle 7.2.: Bewertung der erarbeiteten Ansätze anhand der aufgestellten
Anforderungen. Die Bewertung gibt an, inwieweit der Ansatz oder das
Konzept die Anforderung erfüllt.
Anforderungen durch den kombinierten Einsatz aller erarbeiteten Ansätze
voll erfüllen. Die meisten Anforderungen werden sogar von mehr als einem
der Ansätze voll unterstützt.
Die der erarbeiteten Problemstellung zugrunde liegenden Fragestellungen
aus Abschnitt 2.5.1 nach dem ” Was ist zu tun“, ” Wie ist es zu tun“ und
dem ” Wann ist es zu tun“ werden durch die hier vorgestellten und im Detail
untersuchten Ansätze wie folgt beantwortet:
• Die erarbeitete Architektur der Handsteuerung verteilt die einzelnen
Fragestellungen auf ihre drei Hauptkomponenten zur Planung (Greif-
planung), Ausführungssteuerung (lokale Handsteuerung) und Ablauf-
steuerung (Bewegungskoordination).
• Die Greifplanung übernimmt einen konkreten Handhabungsauftrag
in Form einer Mission und legt fest, was zu tun ist, um diesen aus-
zuführen. Dafür wählt sie jeweils geeignete Greifskills und passende
erweiterte Petri-Netze aus.
• Die Greifskills werden in die lokale Handsteuerung eingebettet und
steuern mit Hilfe ihrer aufgabenspezifischen Parameter und Methoden
reaktiv die Ausführung einer Handhabung. Sie legen damit fest, wie
die Handhabung ausgeführt wird.
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• Die Bewegungskoordination legt mittels erweiterter Petri-Netze den
zeitlichen und reaktiven Ablauf einer Handhabung fest und bestimmt
so, wann die einzelnen Bewegungsphasen ausgeführt werden. Damit
lassen sich Teilbewegungen von verschiedenen Teilsteuerungen des
humanoiden Roboters aufeinander abstimmen, um so koordinierte Ge-
samtbewegungen auszuführen.
Abbildung 7.11 zeigt diese Zuordnung von ” Was“, ” Wie“ und ” Wann“ zu
den Komponenten der Steuerungsarchitektur in der bereits bekannten sche-
matischen Darstellung. Die Abbildung ist damit die direkte grafische Ant-
wort auf Abbildung 2.4 und verdeutlicht so, wo die einzelnen Fragestellun-










Abbildung 7.11.: Die Einordnung der Antworten auf die grundlegenden Fra-
gestellungen aus Abschnitt 2.5.1 in die Struktur der Robotersteuerung.
8. Zusammenfassung und
Ausblick
Nachdem im vorangegangenen Kapitel die erreichten Ergebnisse ausführlich
diskutiert und bewertet wurden, soll nun die gesamte Arbeit noch knapp zu-
sammengefasst werden. Die Ausarbeitung schließt dann mit einem Ausblick
auf mögliche zukünftige Entwicklungen, die auf den hier entwickelten Ar-
beiten aufbauen können.
8.1. Zusammenfassung
In der vorliegenden Arbeit wurde das Steuerungssystem für eine anthropo-
morphe Roboterhand, kurz Handsteuerung, für einen humanoiden Roboter
untersucht. Dabei wurden neuartige Konzepte entworfen und umgesetzt, um
geeignete Bewegungsvorgaben für die Finger einer solchen Hand bestim-
men, beschreiben und ausführen zu können. Mit den erarbeiteten Konzepten
lassen sich von der Handsteuerung, im Zusammenspiel mit anderen Teil-
steuerungen, szenariotypische Handhabungen unter den speziellen Anfor-
derungen des Einsatzgebiets ausführen. Dadurch können Unzulänglichkeiten
existierender Systeme in diesem Umfeld überwunden werden und der hu-
manoide Roboter kann so seine Umwelt in der gewünschten Weise mit Hilfe
seiner Hand, im direkten, positiven Wortsinne, ’manipulieren‘.
Anforderungsbestimmung
Das untersuchte Handsteuerungssystem wurde von vornherein konsequent
als weitgehend unabhängiger, aber integrierter Teil der größeren Gesamt-
steuerung des humanoiden Roboters konzipiert. Das Einsatzgebiet eines sol-
chen Roboters liegt im privaten, häuslichen Umfeld, was auch die Aufgaben-
stellung für das Greifsystem ganz wesentlich bestimmt. Beginnend mit der
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Einführung in die Thematik in Kapitel 1 und der folgenden Untersuchung der
konkreten Aufgabenstellung in Kapitel 2 wurde das vorgesehene Einsatzsze-
nario genauer untersucht, um die erforderlichen Fähigkeiten und die speziel-
len Anforderungen zu bestimmen. Zwei Aspekte des Szenarios bestimmen
dieses wesentlich: Einerseits die Handhabungen, also die Handlungen, die
von der Handsteuerung auszuführen sind und andererseits die Greifobjekte,
welche gehandhabt werden sollen. Die Verschiedenartigkeit der Handhabun-
gen und Greifobjekte sowie die situationsgerechte, reaktive Ausführung der
Handhabungen erfordern eine hohe Flexibilität des Steuerungssystems. Die
vielfältige Einsatzumgebung macht weiterhin eine einfache Erweiterbar-
keit erforderlich. Weitere wichtige Anforderungen wie Selbständigkeit und
Sicherheit ergeben sich aus der möglichen, direkten Interaktion des Robo-
ters mit dem Menschen. Hierunter fällt auch die Forderung nach Kompati-
bilität im Sinne von erwartungskonformem Verhalten des Roboters aus der
Sicht des Menschen. Forderungen nach Kompatibilität auf technischer Ebe-
ne ergeben sich, ebenso wie die geforderte Bewegungskoordination, aus
der notwendigen Zusammenarbeit der einzelnen dedizierten Teilsteuerungen
des humanoiden Roboters.
Architektur der Handsteuerung
Um eine gestellte Handhabungsaufgabe zu lösen muss das Handsteuerungs-
system die Fragestellungen nach dem ” was ist zu tun“, ” wie ist es zu tun“
und ” wann ist es zu tun“ beantworten. Hierfür wurde in Kapitel 4 eine ge-
eignete Architektur für das Handsteuerungssystem herausgearbeitet. Die
vorgestellte Architektur folgt einem hierarchischen, geschichteten Aufbau
und unterteilt die Handsteuerung in drei Hauptkomponenten zur Bewegungs-
planung, Bewegungsausführung und Bewegungskoordination. Diese Haupt-
komponenten werden durch die einzelnen entwickelten Steuerungsmodule
wie Greifplanung und lokale Handsteuerung sowie durch das neuartige
Konzept der erweiterten Petri-Netze zur Bewegungskoordination realisiert.
Durch diese Dreiteilung können die oben genannten Fragestellungen weit-
gehend separat und unabhängig voneinander beantwortet werden, was auch
die Umsetzung jeweils vereinfacht.
Die entworfene Architektur legt weiterhin die internen sowie externen
Schnittstellen der Handsteuerung fest. Die Handsteuerung erhält ihre Auf-
träge, die Handhabungsaufgaben, in Form von Missionen, welche jeweils
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eine bestimmte Handhabung für ein bestimmtes Greifobjekt beschreiben.
Die zur Ausführung einer solchen Mission benötigten Verarbeitungsschritte
sowie die dabei auszutauschenden Daten, angefangen von den Missionsdaten
bis hinunter zu den Stellwerten für die Aktoren der Hand, wurden analysiert,
festgelegt und beschrieben.
Bewegungsausführung mit Greifskills
Den Stärken der vorgeschlagenen Architektur wie Modularität, definiertes
Echtzeitverhalten und gute Integrierbarkeit in die Gesamtsteuerung stehen
zunächst aber auch Nachteile gegenüber: Durch die starre Struktur wird die
situationsspezifische Ausführung von Handhabungen und das Hinzufügen
von neuen Handhabungen oder Greifobjekten erschwert. Um diese Nachteile
ausgleichen und die geforderte Flexibilität und Erweiterbarkeit gewährleis-
ten zu können wurde das Konzept der Greifskills entwickelt und in Kapitel 5
vorgestellt. Eine Greifskill realisiert eine ganz bestimmte Fertigkeit der Ro-
boterhand, also eine bestimmte Handhabung für ein bestimmtes Greifobjekt.
Neben spezifischen Parametern enthält eine Greifskill auch Methoden, d. h.
spezialisierten Programmcode mit dem spezifisches Kontextwissen von oben
aus der Bewegungsplanung nach unten in die Bewegungsausführung ein-
gebracht werden kann. Dadurch können unterschiedlichste Fähigkeiten und
Fertigkeiten realisiert sowie Bewegungen reaktiv und situationsspezifisch
von der Roboterhand ausgeführt werden.
Um zu bestimmen, welche Greifskills im vorgegebenen Szenario wich-
tig sind, wurden relevante Greifobjekte und Greifmuster identifiziert und
klassifiziert. Die eigentliche Umsetzung der Greifskills folgt dann einer ob-
jektorientierten Methodik, mit der eine Hierarchie spezialisierter Greif-
skills aufgebaut wurde. Dadurch können zum Einen neue oder geänderte
Greifskills leicht auf den vorhandenen aufbauen und zum Anderen kann
so die spezifische Funktionalität der einzelnen Greifskills transparent ge-
nutzt werden. Eine Besonderheit des Ansatzes ist, dass eine Greifskill, bzw.
genauer ihre Methoden, in zwei unterschiedlichen Prozess-Kontexten aus-
geführt wird: Zur Auswahl einer geeigneten Greifskill wird diese zunächst
im Kontext der Greifplanung aufgerufen, eine ausgewählte Greifskill wird
dann an die lokale Handsteuerung übergeben, wo sie nun zyklisch in deren
Kontext aufgerufen wird und dort die Bewegungsausführung steuert.
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Bewegungskoordination mit erweiterten Petri-Netzen
Für die Koordination der Bewegungen der Hand mit anderen Gliedmaßen
des Roboters muss sich die Handsteuerung mit den anderen Teilsteuerungen
des Roboters abstimmen können. Hierfür wurden zunächst die Merkmale
und Eigenschaften solcher koordinierter Bewegungen untersucht. Die für die
Ausführung von Handhabungsaufgaben typischen Bewegungsphasen wur-
den identifiziert, wobei nicht nur Bewegungen der Hand selbst, also ihrer
Finger, berücksichtigt wurden, sondern auch Bewegungen anderer Roboter-
gliedmaßen, insbesondere der Arme.
Hierfür wurde ein neuartiger Ansatz, basierend auf dem Konzept der Pe-
tri-Netze, erarbeitet und in Kapitel 6 erläutert. Mit diesem wird eine Bewe-
gungskoordination durch eine Synchronisation der Übergänge zwischen Be-
wegungsphasen realisiert. Mit derartigen Petri-Netzen lassen sich die iden-
tifizierten Merkmale einer koordinierten Bewegung wie Aktivitäten, Abfol-
gen, Ereignisse und Parallelität formal und systematisch beschreiben. Das
neuartige an diesem Ansatz ist, dass die Petri-Netze zur Laufzeit in die ein-
zelnen Teilsteuerungen integriert werden und von dort direkt den Ablauf der
koordinierten Bewegung steuern.
Diese Integration erfolgt wie beschrieben über die Erweiterung der Petri-
Netze um Callback- und Trigger-Funktionen. Bei Ausführung eines der-
artigen erweiterten Petri-Netz innerhalb der Teilsteuerungen stoßen diese
Funktionen situations- und phasenspezifisch Teilbewegungen an bzw. über-
prüfen Bedingungen sowie Ereignisse und lösen gegebenenfalls Phasenüber-
gänge aus. Ein Algorithmus für die Ausführung dieser erweiterten Petri-Net-
ze wurde entwickelt und vorgestellt.
Für die Umsetzung des Ansatzes wurde eine formale Sprache definiert,
in der sich erweiterte Petri-Netze und damit koordinierte Bewegungen be-
schreiben lassen. Aus einer solchen Beschreibung wird dann mit Hilfe ei-
nes Codegenerators Programmcode generiert, welcher in die einzelnen, zu
koordinierenden Teilsteuerungen eingebunden wird und dort wiederum die
verteilte Ausführung des erweiterten Petri-Netz realisiert. Diese Vorgehens-
weise hat den großen Vorteil, dass die zu koordinierenden Aktivitäten und
Ereignisse an einer zentralen Stelle für alle beteiligten Teilsteuerungen ex-
plizit festgeschrieben werden. Änderungen und Erweiterungen im Ablauf
lassen sich so sehr einfach durchführen.
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Erreichte Ergebnisse
Die entwickelten Ansätze konzentrieren sich jeweils auf die Lösung eines
ganz bestimmten Aspektes der Problemstellungen. Weiterhin ergänzen sich
die Ansätze aber auch gegenseitig und lassen sich sehr gut miteinander kom-
binieren. Wie in Kapitel 7 detailiert dargestellt konnten dadurch alle gestell-
ten Anforderungen voll erfüllt werden. Dies wurde an einem realen huma-
noiden Robotersystem überprüft und in Form einer beispielhaften Sequenz
von Handhabungsaufgaben evaluiert.
8.2. Ausblick
Das Handsteuerungssystem und auch die Roboterhand selbst wird natürlich
auch nach Abschluss dieser Arbeit noch weiterentwickelt. Auf der Seite der
Mechanik werden von den Projektpartnern neue, verbesserte Handprototy-
pen entwickelt. Schwerpunkte der Entwicklungen könnten dabei die Integra-
tion zusätzlicher Sensoren, beispielsweise Winkelpositionssensoren in den
Fingergelenken oder zusätzliche taktile Sensorfelder, z. B. in der Handin-
nenfläche sein. Weiterhin denkbar ist die Erhöhung der Anzahl der Freiheits-
grade der Hand, beispielsweise um auch Adduktions- und Abduktionsbewe-
gungen zum Spreizen der Finger zu ermöglichen. Mit der entsprechenden
Steuerung könnten dann mit der Roboterhand prinzipiell auch Präzisions-
griffe z. B. zur Feinmanipulation ausgeführt werden.
Auf der Seite der Handsteuerung müssten dafür die entsprechenden Steue-
rungsschichten, wie etwa die Schnittstelle zur Low-Level Regelung und die
Low-Level Regelung selbst angepasst werden. Entsprechende neue Greif-
skills, beispielsweise zur Feinmanipulation, ließen sich leicht zu den be-
stehenden hinzufügen. Um die Fähigkeiten des Systems weiter zu erhöhen
müssen sicherlich auch noch mehr Greifobjekte und zusätzliche Handhabun-
gen von neuen Greifskills abgedeckt werden.
Eine neue, hier noch nicht berücksichtigte, Art von Greifaktion und Greif-
objekt stellt dabei das Greifen des Menschen durch den Roboter dar. Dabei
könnte der Roboter den Menschen beispielsweise am Arm oder an der Schul-
ter ergreifen, um ihn zu einer bestimmten Position zu führen, oder auch um
ihn zu stützen. Eine andere Anwendungsmöglichkeit wäre, den Menschen
am Zutritt zu einem bestimmten Bereich zu hindern, z. B. um Verletzungen,
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etwa an einer heißen Herdplatte, zu vermeiden. Derartige Aufgabenstellun-
gen müssten sicherlich noch genauer untersucht werden, um die Anforde-
rungen an das Greifsystem entsprechend anpassen zu können. Die erhöhten
Sicherheitsanforderungen werden von der hier entwickelten Handsteuerung
noch nicht gewährleistet, ebensowenig wie die Eigenbewegungen des Greif-
objekt ’Mensch‘ bisher berücksichtigt werden können.
Durch eine Integration des Greifsystems in neue oder modifizierte Proto-
typen humanoider Roboter würden sich ebenfalls neue Aufgabenstellungen
ergeben. Durch die Ausstattung des Roboters mit zwei Armen, zwei Händen,
Kopf, Oberkörper und Plattform, jeweils mit entsprechenden Steuerungssys-
temen, müssten zusätzliche Teilbewegungen miteinander koordiniert werden
oder es müssten zusätzliche Teilsteuerungen in bestehende koordinierte Be-
wegungen eingebunden werden. Ein einfaches Beispiel hierfür ergibt sich,
wenn der Roboter in einer Greifen-Transportieren-Ablegen Sequenz seine
Position durch Verfahren der Plattform ändern muss. Die Bewegungen der
Plattform müssten dann natürlich auch mit den Bewegungen von Arm und
Hand abgestimmt werden. Das entwickelte Koordinationsverfahren mit er-
weiterten Petri-Netzen ermöglicht solche Koordinations- und Kooperations-
muster. Weitere Anwendungen ergeben sich bei der sensorgestützten Hand-
Arm-Auge Koordination (sog. Visual Servoing) oder auch bei der Zwei-
Hand Manipulation. Bei der letztgenannten Anwendung wären allerdings
auch ganz neue Aspekte zu berücksichtigen, da es sich bei der Zwei-Hand
Manipulation um eine sog. geschlossene kinematische Kette vom Roboter
über den rechten Arm, rechte Hand, Greifobjekt, linke Hand, linker Arm
zurück zum Roboter handelt.
Auch auf der Seite der Umsetzung der erweiterten Petri-Netze könnten
noch vielfältige Verbesserungen und Erweiterungen vorgenommen werden.
Eine Anbindung der pnet-Beschreibungen an Analysewerkzeuge für Petri-
Netze wäre beispielsweise wünschenswert. Weiterhin wäre eine dynamische
grafische Darstellung der Petri-Netze zur Laufzeit hilfreich.
Einige der genannten Aspekte sind bereits Gegenstand von Untersuchun-
gen des Teilprojekt R3 ” innovative, flexible Leichtbaugreifsysteme“ in der
weiteren Phase des Sonderforschungsbereichs 588 ” Humanoide Roboter“.
A. Fluidaktoren
A.1. Einsatzgebiet
Die in der vorliegenden Arbeit zur Evaluation der entwickelten Konzepte
eingesetzte Roboterhand verwendet zur Erzeugung der Bewegungen der Fin-
gerglieder neuartige Aktoren, sog. Fluidaktoren [100]. Die Abbildungen 1.1
und 1.2 in Kapitel 1 zeigten bereits die verwendete Roboterhand. In Ab-
bildung A.1 ist eine Detailansicht der beiden im Daumen der Roboterhand
eingesetzten Fluidaktoren dargestellt. Im Gegensatz zu vielen anderen Mehr-
fingergreifern (vgl. Abschnitt 3.1.1) erlauben diese Aktoren auch bei vielen
Freiheitsgraden einen sehr kompakten Aufbau und damit den hier gewünsch-
ten anthropomorphen Formfaktor (vgl. Abschnitt 2.4.1).
Neben den eigentlichen Fluidaktoren wird zum Betrieb noch eine Fluid-
pumpe benötigt. Ein Fluidaktor erzeugt die gewünschten Bewegungen aus
einem Fluidstrom und wird mechanisch direkt in ein zu bewegendes Ge-
lenk integriert. Die Fluidpumpe erzeugt den benötigten Fluidstrom, muss
aber nicht direkt in das Gelenk integriert werden, sondern ist lediglich in der





Abbildung A.1.: Detailansicht der Fluidaktoren in der für die Untersu-
chungen verwendeten Roboterhand. (Vergrößerter Ausschnitt aus Abbil-










Abbildung A.2.: Funktionsprinzip von Fluidaktoren.
Fluidaktoren ansteuern. Diese Trennung des Mechanismus zur Krafterzeu-
gung (Fluidpumpe) vom Mechanismus zur Bewegungserzeugung (Fluidak-
tor) ermöglicht erst die benötigte kompakte Bauweise.
A.2. Funktionsprinzip
Die Abbildung A.2 zeigt das Funktionsprinzip der Fluidaktoren. Ein Flui-
daktor besteht aus flexiblen Kunststoffkammern (im Bild gelb). Diese wer-
den mit dem Fluid befüllt und wieder geleert. Als Fluid dient Luft oder eine
Flüssigkeit. Beim Befüllen bzw. Entleeren der Fluidkammern ändern diese
durch Expansion und Kontraktion in bestimmten Richtungen ihre Abmes-
sungen. Teile der Kammern sind fest mit starren Körpern (im Bild grün) ver-
bunden, die wiederum über Gelenke miteinander gekoppelt sind. Dadurch
werden die jeweiligen Expansions- und Kontraktionsbewegungen der Kam-
mern in Streck- und Beugebewegungen des Gelenks umgewandelt.
Durch geschickte Formgebung der Kunststoffkammern kann der Effekt be-
wußt beeinflusst und z. B. in einer Richtung gezielt verstärkt werden. Die
Abbildung A.3 zeigt eine schamatische Darstellung der bei der hier ver-
wendeten Roboterhand eingesetzten Fluidaktoren. Diese arbeiten nach dem







Abbildung A.3.: Schema eines Fluidaktors nach dem Expansionsprinzip.
A.2. Funktionsprinzip 187
Fluidaktors beim aktiven Befüllen mit Fluid bewirkt hier eine kraftvolle Beu-
gung des Gelenks. Beim passiven Entlüften des Fluidaktors wird mit Hilfe
eines elastischen Rückstellelements im Fluidaktor die Streckung des Gelenks
erreicht. Es kann also nicht aktiv über die Zufuhr von Fluid eine zusätzliche
Streckkraft aufgebracht werden. Diese passive Streckbewegung ist im vor-
liegenden Anwendungsfall jedoch unproblematisch, da beim hier relevanten
Greifen von Objekten lediglich beim Beugen von Fingergelenken größere




Die in den Kapiteln 4 – 6 der vorliegenden Arbeit vorgestellten Konzep-
te zur Steuerung einer anthropomorphen Roboterhand wurden im Rahmen
des Sonderforschungsbereichs 588 wie beschrieben umgesetzt. Um auf der
Softwareebene die Zusammenarbeit mit den anderen Roboterkomponenten
des Gesamtprojektes zu ermöglichen wurde die bereits in Abschnitt 4.4.1
erwähnte gemeinsame Basis-Architektur eingesetzt.
B.2. Funktionsweise
Das verwendete Software-Framework Modular Controller Architecture 2,
kurz MCA2 [96], erlaubt den effizienten Aufbau von hochkomplexen, echt-
zeitfähigen Steuerungen. Das System kann betriebssystemübergreifend mit
Linux und Windows eingesetzt werden, ist netzwerktransparent und stellt
eine objektorientierte Programmierplattform auf der Basis von C++ bereit.
Aus Sicht des Entwicklers entstehen hierarchische, modulare Steuerungen,
deren Granularität vom Entwickler selbst bestimmt werden kann und nicht
vom System vorgegeben wird.
Die Abbildung B.1 wiederholt die grafische Darstellung einer einfachen
Steuerungsarchitektur aus Abschnitt 4.4.1. Dort wurden bereits die wichti-
gen MCA2 Begriffe Modul, Gruppe, Part, Kante und Blackboard grob er-
läutert. Die eigentliche Funktionalität einer Steuerung, also z. B. die An-
steuerung eines einzelnen Fingergelenks, wird dabei durch die anwendungs-
spezifischen Module implementiert. Dies erfolgt mit Hilfe des auch in Ab-
schnitt 5.3.2 beschriebenen Verebungsparadigmas. Ein spezifisches Modul
wird als C++ Klasse erstellt, welche die Eigenschaften der MCA2 Basis-
klasse erbt. Dasselbe gilt auch für Gruppen und Parts welche Module oder
andere Gruppen zu größeren Komponenten zusammenfassen.
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Abbildung B.1.: Beispiel einer MCA2-Steuerungsarchitektur zur Erläute-






Abbildung B.2.: Ein MCA2 Modul im Detail.
Die Funktionalität in einem spezifischen Modul wird dabei i. W. durch
überladen der zwei Methoden Control() und Sense() realisiert, siehe Ab-
bildung B.2. Diese beiden Methoden werden zur Laufzeit durch das MCA2-
Framework zyklisch aufgerufen und verarbeiten dabei jeweils die über die
Kanten zur Verfügung gestellten Eingabedaten und erzeugen weitere Ausga-
bedaten. Die Control() Methode liest die Eingabedaten, welche über die
mit “ControllerInputs” gekennzeichneten Kanten von oben kommen, verar-
beitet sie und schreibt Ausgabedaten über die mit “ControllerOutputs” ge-
kennzeichneten Kanten nach unten. Die Sense() Methode liest entspre-
chend die Eingabedaten, welche über die mit “SensorInputs” gekennzeich-
neten Kanten von unten kommen, verarbeitet sie und schreibt Ausgabeda-
ten über die mit “SensorOutputs” gekennzeichneten Kanten nach oben. Um
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den ggf. erforderlichen Datenaustausch über die Kanten kümmert sich das
MCA2-Framework, auch über Rechnergrenzen hinweg.
Der gezeigte hierarchische, modulare Aufbau der Steuerungen entsteht
implizit durch den Programmcode der die spezifischen Steuerungsmodule,
Gruppen und Parts realisiert. Diese Struktur kann aber auch über Werkzeu-
ge, sog. Softwaretools wie MCAGUI oder MCAadmin, dynamisch zur Lauf-
zeut visualisiert und sogar interaktiv beeinflußt werden, siehe Abbildung B.3.
Die Informationen über den Aufbau werden dabei dem ausgeführten Steue-
rungsprogramm selbst entnommen. Dadurch entsteht eine außergewöhnliche
Transparenz der Systeme, die eine sehr hilfreiche Art der Diagnose und Ma-
nipulation ermöglicht. Die Umsetzung auf Basis eines einheitlichen Modul-
konzepts erleichtert darüber hinaus die Wiederverwendbarkeit von bereits
implementierter Funktionalität, welche über die übliche Ansammlung von
Funktionen oder Klassen in Bibliotheken weit hinausgeht.
Abbildung B.3.: Beispiel einer MCAGUI Bedienoberfläche zur Ansteue-
rung einer Roboterhand.

C. Einbindung erweiterter Petri-
Netze in MCA2
C.1. Einordnung
Um die in Abschnitt 6.4 beschriebenen erweiterten Petri-Netze sinnvoll in
die verwendete Basisarchitektur einbinden zu können, wurde eine entspre-
chende, mcapetri benannte Erweiterung für MCA2 erstellt. Diese integriert
den beschriebenen eigenen Ansatz vollständig in die in Anhang B beschrie-
bene MCA2 Umgebung.
C.2. Beispiel “Philosophenenproblem”
Die mcapetri Erweiterung soll anhand eines einfachen Beispiels näher er-
läutert werden. Hierfür wird das aus der theoretischen Informatik bekannte
sog. “Philosophenproblem” verwendet [126], welches erstmals von E. W. Di-
jkstra formuliert wurde. Das Problem ist in der Literatur auch unter dem
Namen “Problem der dinierenden Philosophen” oder englisch als “Dining
philosophers problem” bekannt.
Kern des Problems ist die Modellierung von Nebenläufigkeit und von ver-
klemmungsfreiem Zugriff auf begrenzte und gemeinsam genutzte Ressour-
cen. Im Beispiel dinieren eine Anzahl von n Philosophen an einem Tisch. Ein
Philosoph denkt entweder nach, oder er diniert. Zum Dinieren benötigt ein
Philosoph jeweils zwei Gabeln, diese sind aber nur begrenzt verfügbar. Für
n Philosophen sind dabei insgesamt lediglich n Gabeln verfügbar. Der Zu-
griff auf die begrenzte Ressource “Gabel” wird hierbei über ein Petri-Netz
geregelt. Ein erweitertes Petri-Netz nach Kapitel 6 welches dieses Philoso-
phenproblem implementiert ist in Listing C.1 dargestellt.
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Listing C.1: Beispiel einer *.pnet Datei “philosophers.pnet” zur Mo-
dellierung des “Philosophenproblems”.
1 # T h i s i s a −∗− py th on −∗− f i l e .
2 # #########################################################################
3 #
4 # \ f i l e p h i l o s o p h e r s . p n e t
5 # \ a u t h o r Dirk Osswald <dirk osswald@web . de>
6 # \ d a t e 2005−04−11
7 # \ b r i e f An example i n p u t f i l e f o r p e t r i n e t g e n . py d e s c r i b i n g a
8 # P e t r i Net i m p l e m e n t i n g t h e famous ” d i n i n g p h i l o s o p h e r s ”
9 # w i t h MCA2 . From t h i s i n p u t f i l e a C++ c l a s s i s g e n e r a t e d
10 # t h a t i m p l e m e n t s t h e d e f i n e d P e t r i Net .
11 #
12 # A v a r i a b l e o f t h e g e n e r a t e d C++ c l a s s i s i n s t a n t i a t e d i n
13 # t h e MCA2 p a r t p h i l o s o p h e r s p a r t . C That p a r t s t a r t s
14 # f o u r MCA2 modules mPhi lo sopher d e f i n e d i n p h i l o s o p h e r m o d u l e . [ h |C]
15 # These modules t h e n c a l l t h e P r o c e s s f u n c t i o n o f
16 # t h e p e t r i n e t v a r i a b l e which i n t u r n c a l l s f u n c t i o n s o f
17 # t h e c a l l i n g module , a c c o r d i n g t o t h e ’ s t a t e ’ o f t h e P e t r i Net .
18 # The t r a n s i t i o n s o f t h e P e t r i Net f i r e ( are t r i g g e r e d ) i f
19 # an a p p r o p r i a t e c o n t r o l l e r i n p u t i s a v a i l a b l e . E . g . t h e
20 # t r a n s i t i o n ’ T s t a r t e a t i n g ’ o f a p h i l o s p h e r i s o n l y f i r e d i f t h e
21 # p h i l o s p h e r wants t o e a t ( i n d i c a t e d by eCI WANTS TO EAT ) .
22 #




27 # The number o f p h i l o s p h e r s t h a t t h i s P e t r i Net can ha nd l e .
28 # ( T h i s i s a p y t ho n v a r i a b l e t h a t we use as parame te r i n g e n e r a t i n g t h e
29 # P e t r i Net due t o t h e v e r y r e g u l a r s t r u c t u r e o f t h i s example .
30 n b p h i l o s o p h e r s = 4
31
32 # S e t c la s sname o f g e n e r a t e d c l a s s
33 c l a s s n a m e ( ’ t P h i l o s o p h e r s P e t r i n e t ’ )
34
35 # S e t d e s c r i p t i o n f o r t h e whole P e t r i Net .
36 # ( Used e . g . as t i t l e when g e n e r a t i n g a graph w i t h d o t . )
37 d e s c r i p t i o n ( ’A P e t r i Net i m p l e m e n t i n g t h e <<Din ing P h i l o s o p h e r s >> wi th MCA2. ’ )
38
39 # A header p r e f i x t o be p u t b e f o r e t h e g e n e r a t e d c l a s s d e c l a r a t i o n .
40 # To make t h e g e n e r a t e d f i l e c o m p i l e you must p u t he re a t l e a s t f o rward
41 # d e c l a r a t i o n s o f a l l your t y p e s , v a r i a b l e s and f u n c t i o n s used by t h e
42 # g e n e r a t e d code .
43 # Most o f t e n t h i s w i l l j u s t be some forward d e c l a r a t i o n s o f t h e c l a s s e s
44 # t h a t use t h e g e n e r a t e d P e t r i Net , b u t he re we show some more e l a b o r a t e
45 # p o s s i b i l i t i e s :
46 #
47 # The g e n e r a t e d code w i l l c o n t a i n a C++ namespace named ”ns CLASSNAME”
48 # where CLASSNAME i s t h e name o f t h e g e n e r a t e d c l a s s s e t w i t h
49 # t h e c la s sname ( ) command above . The g e n e r a t e d c a l l b a c k and t r i g g e r
50 # f u n c t i o n s are p l a c e d i n t h a t namespace .
51 #
52 # We can use t h a t namespace t o make a d d i t i o n a l i n f o r m a t i o n abou t t h e
53 # P e t r i Net a v a i l a b l e t o t h e u s e r s o f t h e P e t r i Net or p r o v i d e common
54 # s u b r o u t i n e s f o r t h e c a l l b a c k s / t r i g g e r s w i t h o u t ’ p o l l u t i n g ’ t h e g l o b a l
55 # namespace .
56 #
57 # Here i n t h e h e a d e r p r e f i x we must d e c l a r e t h e v a r i a b l e s / f u n c t i o n s t o be used
58 # by u s e r s o f t h e P e t r i Net , w h i l e t h e i r d e f i n i t i o n must be p l a c e d i n t h e
59 # c o d e p r e f i x below .
60 #
61 # In t h i s case we s t o r e t h e a c t u a l number o f p h i l o s o p h e r s hand led by t h e
62 # P e t r i Net i n a v a r i a b l e n b p h i l o s o p h e r s . T h i s i n f o r m a t i o n i s used by t h e
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63 # MCA2 p h i l o s o p h e r m o d u l e t o d i s p l a y t h e a v a i l a b i l i t y o f a l l f o r k s .
64 #
65 h e a d e r p r e f i x ( r ’ ’ ’
66 / / f o rward d e c l a r a t i o n o f c l a s s mPh i lo spher
67 / / ( needed t o make t h e c o m p i l e r know t h e parame te r t y p e used f o r
68 / / t h e P r o c e s s ( ) , c a l l b a c k and t r i g g e r f u n c t i o n s . )
69 c l a s s mPhi lo sopher ;
70
71 namespace n s t P h i l o s o p h e r s P e t r i n e t
72 {
73 / / ! The ( max . ) number o f p h i l o s o p h e r s i n t h e P e t r i Net
74 e x t e r n i n t c o n s t n b p h i l o s o p h e r s ;
75 }
76 ’ ’ ’ )
77
78 # A code p r e f i x t o be p u t b e f o r e t h e g e n e r a t e d c l a s s i m p l e m e n t a t i o n .
79 # To make t h e g e n e r a t e d f i l e c o m p i l e you must p u t he re a c t u a l d e c l a r a t i o n s o f
80 # a l l your t y p e s , v a r i a b l e s and f u n c t i o n s used by t h e g e n e r a t e d code .
81 # Most o f t e n you w i l l j u s t have t o i n c l u d e t h e a p p r o p r i a t e header f i l e s w i t h
82 # your t y p e d e c l a r a t i o n s , b u t he re we show some more e l a b o r a t e
83 # p o s s i b i l i t i e s :
84 #
85 # The d e f i n i t i o n o f a d d i t i o n a l v a r i a b l e s / f u n c t i o n s i n t h e g e n e r a t e d namespace ,
86 # s e e t h e e x p l a n a t i o n f o r t h e h e a d e r p r e f i x above .
87 c o d e p r e f i x ( r ’ ’ ’
88 # i n c l u d e ” p h i l o s o p h e r m o d u l e . h”
89
90 # d e f i n e LOCAL DEBUG
91 # i n c l u d e < l o c a l d e b u g . h>
92
93 namespace n s t P h i l o s o p h e r s P e t r i n e t
94 {
95 i n t c o n s t n b p h i l o s o p h e r s = %d ;
96
97 / ∗ ! P r i n t s t a t e o f P e t r i Net i f t h e c a l l e r s ’ module−debug− f l a g ’ i s s e t
98 ∗ ( e . g . from an MCA t o o l l i k e MCAadmin / MCAbrowser / mcapython ) .
99 ∗ /
100 v o i d D e b u g P r i n t S t a t e ( mPh i lo sopher ∗ c a l l e r )
101 {
102 i f ( c a l l e r −>Debug ( ) )
103 {
104 LDM( ” P e t r i Net s t a t e : \ n” ) ;








113 # D e f i n e t h e p l a c e s .
114 # There are n b p h i l o s o p h e r s p l a c e s f o r n b p h i l o s o p h e r s a v a i l a b l e f o r k s ,
115 # n b p h i l o s o p h e r s p l a c e s f o r e a t i n g p h i l o s o p h e r s
116 # and n b p h i l o s o p h e r s p l a c e s f o r t h i n k i n g p h i l o s o p e r s .
117
118 # F i r s t t h e p l a c e s t h a t when marked w i t h a t o k e n i n d i c a t e t h a t t h e
119 # r e s o u r c e ’ Fork ’ f i s a v a i l a b l e on t h e t a b l e . These p l a c e s have no
120 # a s s o c i a t e d code , s i n c e t h e y j u s t i n d i c a t e t h a t a r e s o u r c e i s a v a i l a b l e .
121 # But a s s i g n i n g t h e p l a c e t o some s e t s i s s t i l l u s e f u l l , e . g . t o p r i n t a
122 # m e a n i n g f u l l p a r t o f t h e P e t r i Net . So each f o r k −p l a c e i s made a member o f
123 # t h e s e t s o f bo th p h i l o s o p h e r s u s i n g t h e f o r k .
124 f o r f in r a n g e ( n b p h i l o s o p h e r s ) :
125 p l a c e ( i d = ’ P f o r k%d ’ % f ,
126 d e s c r = ’ Fork %d a v a i l a b l e ’ % f ,
127 t o k e n = 1 , max token = 1 ,
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128 s e t s = [ ’ p h i l %02d ’ % f , ’ p h i l %02d ’ % ( ( f +1)% n b p h i l o s o p h e r s ) ] )
129
130 # Now t h e p l a c e s t h a t when marked i n d i c a t e t h a t a p h i l o s o p h e r p i s
131 # e a t i n g or t h i n k i n g .
132 # − These p l a c e s do have a s s o c i a t e d code , s i n c e t h e y r e p r e s e n t s t a t e s t h a t
133 # must be f i l l e d w i t h some a c t i o n when a c t i v e .
134 # − The p l a c e can be made t h e member o f one or more ’ s e t s ’ .
135 # − The C++ t y p e and name o f t h e parame te r g i v e n t o t h e t P e t r i N e t B a s e : : P r o c e s s
136 # f u n c t i o n and forwarded t o t h i s c a l l b a c k f u n c t i o n i s g i v e n here as
137 # ’ p a r t y p e ’ and ’ parname ’ ( as py t ho n s t r i n g s ) .
138 # − The a c t u a l C++ code o f t h e c a l l b a c k f u n c t i o n i s g i v e n w i t h t h e ’ code ’
139 # parame te r . T h i s C++ code s h o u l d be g i v e n as a p y t hon ’ raw ’ s t r i n g , t h a t i s
140 # w i t h a s m a l l ’ r ’ j u s t b e f o r e t h e s t r i n g s t a r t . )
141 #
142 f o r p in r a n g e ( n b p h i l o s o p h e r s ) :
143 p l a c e ( i d = ’ P e a t i n g%d ’ % p ,
144 d e s c r = ’ P h i l o s o p h e r %d i s e a t i n g ’ % p ,
145 t o k e n = 0 , max token =1 ,
146 s e t s = ’ p h i l %02d ’ % p ,
147 p a r t y p e = ’ m P h i l o s o p h e r ∗ ’ , parname = ’ c a l l e r ’ ,
148 code = r ’ ’ ’
149 / / D e b u g P r i n t S t a t e ( c a l l e r ) ;
150 c a l l e r −>E a t i n g ( ) ;
151 ’ ’ ’ )
152
153 p l a c e ( i d = ’ P t h i n k i n g%d ’ % p ,
154 d e s c r = ’ P h i l o s o p h e r %d i s t h i n k i n g ’ % p ,
155 t o k e n = 1 , max token =1 ,
156 s e t s = ’ p h i l %02d ’ % p ,
157 p a r t y p e = ’ m P h i l o s o p h e r ∗ ’ , parname = ’ c a l l e r ’ ,
158 code = r ’ ’ ’
159 / / D e b u g P r i n t S t a t e ( c a l l e r ) ;
160 c a l l e r −>T h i n k i n g ( ) ;




165 # D e f i n e t h e t r a n s i t i o n s .
166 # There o n l y 2 t r a n s i t i o n s per p h i l o s o p h e r : one i n d i c a t i n g ’ s t a r t e a t i n g ’ and
167 # t h e o t h e r i n d i c a t i n g ’ s t a r t t h i n k i n g ’ .
168
169 f o r p in r a n g e ( n b p h i l o s o p h e r s ) :
170 # We need a t r a n s i t i o n t o go from e a t i n g t o t h i n k i n g and a n o t h e r one
171 # t o go back f o r e v e r y p h i l o s o p h e r p . The t r i g g e r f u n c t i o n o f t h e
172 # t r a n s i t i o n i s used t o check i f t h e p h i l o s o p h e r wants t o change
173 # h i s s t a t e . T h i s i s done by r e a d i n g t h e a p p r o p r i a t e c o n t r o l l e r i n p u t
174 # o f t h e c a l l e r . These t r i g g e r f u n c t i o n s are c a l l e d o n l y i f t h e
175 # n e c e s s a r y r e s o u r c e s ( two f o r k s ) are a v a i l a b l e .
176
177 # t r a n s i t i o n s t o go from t h i n k i n g t o e a t i n g
178 t r a n s i t i o n ( i d = ’ T s t a r t e a t i n g%d ’ % p ,
179 d e s c r = ’ p h i l o s o p h e r %d wants t o e a t ’ % p ,
180 s e t s = ’ p h i l %02d ’ % p ,
181 p a r t y p e = ’ m P h i l o s o p h e r ∗ ’ , parname = ’ c a l l e r ’ ,
182 t r i g g e r = r ’ ’ ’
183 i f ( c a l l e r −>G e t C o n t r o l l e r I n p u t ( mPhi lo sopher : : eCI WANT TO EAT ) )
184 {
185 LDM( ”%s s t a r t s e a t i n g and s t o p s t h i n k i n g \n ” ,
186 c a l l e r −>D e s c r i p t i o n ( ) ) ;
187
188 D e b u g P r i n t S t a t e ( c a l l e r ) ;
189
190 r e t u r n t r u e ;
191 }
192 e l s e
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193 r e t u r n f a l s e ;
194 ’ ’ ’ )
195
196 # t r a n s i t i o n s t o go from e a t i n g t o t h i n k i n g
197 t r a n s i t i o n ( i d = ’ T s t a r t t h i n k i n g%d ’ % p ,
198 d e s c r = ’ p h i l o s o p h e r %d wants t o t h i n k ’ % p ,
199 s e t s = ’ p h i l %02d ’ % p ,
200 p a r t y p e = ’ m P h i l o s o p h e r ∗ ’ , parname = ’ c a l l e r ’ ,
201 t r i g g e r = r ’ ’ ’
202 i f ( ! c a l l e r −>G e t C o n t r o l l e r I n p u t ( mPhi lo sopher : : eCI WANT TO EAT ) )
203 {
204 LDM( ”%s s t a r t s t h i n k i n g and s t o p s e a t i n g \n ” ,
205 c a l l e r −>D e s c r i p t i o n ( ) ) ;
206
207 D e b u g P r i n t S t a t e ( c a l l e r ) ;
208 r e t u r n t r u e ;
209 }
210 e l s e
211 r e t u r n f a l s e ;




216 # D e f i n e t h e a r c s .
217 # ( c o n n e c t i o n s be tween p l a c e s and t r a n s i t i o n s / t r a n s i t i o n s and p l a c e s )
218 # Here t h e c o o r d i n a t i o n o f t h e r e s o u r c e s i s r e a l i z e d .
219
220 f o r p in r a n g e ( n b p h i l o s o p h e r s ) :
221 # c a l c u l a t e t h e i n d i c e s o f t h e 2 f o r k s used by p h i l o s o p h e r p
222 ( f o r k i n d e x 1 , f o r k i n d e x 2 ) = [ ( i , ( i +1)% n b p h i l o s o p h e r s )
223 f o r i in r a n g e ( n b p h i l o s o p h e r s ) ] [ p ]
224
225 a r c ( ’ P f o r k%d ’ % f o r k i n d e x 1 , ’ T s t a r t e a t i n g%d ’ % p )
226 a r c ( ’ P f o r k%d ’ % f o r k i n d e x 2 , ’ T s t a r t e a t i n g%d ’ % p )
227
228 a r c ( ’ T s t a r t t h i n k i n g%d ’ % p , ’ P f o r k%d ’ % f o r k i n d e x 1 )
229 a r c ( ’ T s t a r t t h i n k i n g%d ’ % p , ’ P f o r k%d ’ % f o r k i n d e x 2 )
230
231 a r c ( ’ T s t a r t e a t i n g%d ’ %p , ’ P e a t i n g%d ’ % p )
232 a r c ( ’ P t h i n k i n g%d ’ % p , ’ T s t a r t e a t i n g%d ’ % p )
233 a r c ( ’ P e a t i n g%d ’ % p , ’ T s t a r t t h i n k i n g%d ’ % p )




Der in Abschnitt 6.6.3 beschriebene Codegenerator für die Umcodierung
der erweiterten Petri-Netz-Beschreibungen aus Abschnitt 6.6.2 wurde im-
plementiert und petrinetgen genannt. Er ist selbst wiederum in Python
realisert. Der Codegenerator liest eine *.pnet Datei, wie z. B. die oben ab-
gedruckte “philosophers.pnet”, ein und generiert daraus weiteren Co-
de. Dieser weitere Code kann eine C++ oder Python Quellcode Datei sein,
welche das eingelesene Petri-Netz implementiert, oder auch eine graphische
Darstellung des Netzes. Der erstellte Codegenerator petrinetgen ist dabei
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als Kommandozeilenprogramm realisiert und wird über Kommandozeilen-
parameter gesteuert, Listing C.2 zeigt die Online-Hilfe des Codegenerators
mit allen erlaubten Parametern und Ausgabeformaten.
Die Abbildungen C.1 und C.2 zeigen die mit petrinetgen aus dem bei-
spielhaften Petri-Netz aus Listing C.1 generierte grafische Darstellung des
Petri-Netzes. Abbildung C.3 zeigt eine mit MCAGUI realisierte “Bedienober-
fläche” für das ebenfalls mit petrinetgen generierte C++ Programm, wel-
ches das Philosopenproblem implementiert. Über die Bedienelemente links
oben kann der Bediener interaktiv den Wunsch eines Philosophen zum Di-
nieren oder Denken (“eat/think”) eingeben. Der generierte Code regelt den
Zugriff auf die “Gabeln” Ressourcen entsprechend dem Petri-Netz aus Lis-
ting C.1. Ob ein Philosoph tatsächlich ißt oder denkt sowie die Verfügbarkeit
der Gabeln wird über farbige “LEDs” (rot bzw. grün) angezeigt. Rechts un-
ten im Bild wird weiterhin der Zustand des Petri-Netzes tabellarisch darge-
stellt. Die linke Spalte listet die Stellen (Nodes) auf. Aktive Stellen werden
dabei in grün, nicht aktive dagegen in rot dargestellt. Entsprechend zeigt die
rechte Spalte die Tansitionen des Netzes. Hier sind die freigegebenen Tran-
sition in grün und die nicht freigegebenen in rot dargestellt.
Listing C.2: Online Hilfe des Codegenerators petrinetgen.py.
1 > . / p e t r i n e t g e n . py −h
2 Usage : p e t r i n e t g e n . py : Read ∗ . p n e t i n p u t f i l e s c o n t a i n i n g t h e d e s c r i p t i o n o f a
3 P e t r i Net and g e n e r a t e o u t p u t o f some s e l e c t a b l e t y p e s .
4
5 For now t h e s e k i n d s o f o u t p u t can be g e n e r a t e d :
6 − C++ : a C++ c l a s s t h a t imp lemen t s t h e P e t r i Net .
7 − p l u g i n : a C++ c l a s s t h a t imp lemen t s an MCAGUI p l u g i n ( P e t r i N e t V i e w e r ) t o v i s u a l i z e
8 t h e P e t r i Net
9 − swig : a swig i n t e r f a c e f i l e t o make t h e P e t r i N e t a v a i l a b l e f o r Python s c r i p t s
10 − d o t : a d o t f i l e s u i t a b l e f o r g r a p h v i z ’ d o t / d o t t y . . . t o o l s .
11 − t x t : t e x t u a l i n f o a b o u t t h e p e t r i n e t , l i k e number o f p l a c e s , t r a n s i t i o n s . . .
12 o r number and names of d e f i n e d s e t s .
13
14 Author : Di rk Osswald <dirk osswald@web . de>
15 CVS− r e v i s i o n : $ Id : p e t r i n e t g e n . py , v 1 . 1 1 2 0 0 5 / 0 6 / 1 0 1 5 : 1 1 : 1 9 osswa ld Exp $
16
17 usage : p e t r i n e t g e n . py [ o p t i o n s ] a rg1 a rg2
18
19 O p t i o n s :
20 −h , −−h e l p show t h i s h e l p message and e x i t
21 − i FILE , −− i n p u t =FILE
22 Read i n p u t f i l e from FILE .
23 −o FILE , −−o u t p u t=FILE
24 Wri t e o u t p u t t o FILE . s u f f i x ( t h e s u f f i x ( e s ) depend on
25 t h e chosen type , s e e t h e r e ) . D e f a u l t i s t o use t h e
26 p a t h and stem of t h e i n p u t f i l e . Use ’− ’ t o w r i t e t o
27 s t d o u t ( Not u s a b l e when ’− t ’ o p t i o n i s ’C++ ’ , ’ p l u g i n ’
28 or ’ swig ’ ! )
29 − t TYPE , −−type=TYPE Wri t e o u t p u t i n f o r m a t TYPE . C u r r e n t l y ”C++” ,
30 ” p l u g i n ” , ” swig ” , ” d o t ” and ” t x t ” a r e s u p p o r t e d and
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31 C++ i s t h e d e f a u l t .
32 −s SET , −− s u b s e t =SET O p e r a t e on ly on t h e p l a c e s and t r a n s i t i o n s which a r e a
33 member o f s e t SET . Th i s o p t i o n can be g i v e n m u l t i p l e
34 t imes t o d e f i n e a l i s t o f s e t s . The o p e r a t i o n w i l l
35 then work on t h e p l a c e s and t r a n s i t i o n s which a r e a
36 member o f any one of t h e g i v e n s e t s The d e f a u l t i s t o
37 o p e r a t e on a l l g i v e n p l a c e s and t r a n s i t i o n s .
38 −−pn headername=HEADERNAME
39 The name of t h e (C++) h e a d e r f i l e t h a t c o n t a i n s t h e
40 g e n e r a t e d P e t r i Net d e c l a r a t i o n . Th i s i s on ly u s e f u l l
41 when o p t i o n ”− t ” i s ” p l u g i n ” o r ” swig ” . The d e f a u l t i s
42 t o use t h e same f i l e n a m e as t h e o u t p u t f i l e name , b u t
43 w i t h o u t ” py thonwrap ” i n t h e name . ( Th i s i s done wi th
44 r e s p e c t t o t h e r u l e s i n $MCAHOME/ m a k e f i l e . r u l e s and
45 e a s e s i n t e g r a t i o n i n t o t h e MCA b u i l d sys tem . )
46 −c CLASS , −− c l a s s =CLASS
47 When g e n e r a t i n g C++ o u t p u t : t h e name of t h e g e n e r a t e d
48 c l a s s . Th i s i s n o r m a l l y s e t i n t h e i n p u t f i l e w i th t h e
49 c l a s s n a m e ( ) d i r e c t i v e . Th i s command l i n e o p t i o n
50 o v e r r i d e s t h a t .
51 −d , −−debug P r i n t debug messages whi le p r o c e s s i n g t h e py thon
52 s c r i p t p e t r i n e t g e n . py .
53 −D, −− l o c a l d e b u g Enab le debug code i n g e n e r a t e d code .
54 −v , −−v e r s i o n P r i n t t h e v e r s i o n and e x i t .
55 −− p l a c e l a b e l =STRING A STRING d e s c r i b i n g t h e l a b e l t o use when g e n e r a t i n g
56 dot −nodes f o r P e t r i Net p l a c e s . S p e c i a l s t r i n g s l i k e
57 ’ $n ’ ’ $id ’ , ’ $ d e s c r i p t i o n ’ , ’ $ token ’ , ’ $tokensym ’ and
58 ’ $max token ’ a r e r e p l a c e d by t h e c o r r e s p o n d i n g
59 i n f o r m a t i o n o f t h e p l a c e ( where $n i s t h e i n d e x of t h e
60 p l a c e , $ t oke n i s t h e n u m e r i c a l number o f t h e t o k e n i n
61 t h e p l a c e and $tokensym i s a s t r i n g l i k e ” ∗∗∗ ” f o r 3
62 t o k e n ) . Any o t h e r t e x t i n t h e STRING i s i n c l u d e d as
63 i s . The d e f a u l t v a l u e i s : ’ $n : $ i d \ n $ d e s c r \n# t o k e n =
64 $token , # max token = $max token ’ . ( When t h i s o p t i o n i s
65 g i v e n on t h e command l i n e t h e ’$ ’ s i g n s must be
66 e s c a p e d or t h e s t r i n g must be e n c l o s e d i n s i n g l e
67 q u o t e s t o keep t h e s h e l l from v a r i a b l e s u b s t i t u t i n g . )
68 Th i s o p t i o n i s on ly used wi th ’− t dot ’ .
69 −− t r a n s i t i o n l a b e l =STRING
70 A STRING d e s c r i b i n g t h e l a b e l t o use when g e n e r a t i n g
71 dot −nodes f o r P e t r i Net t r a n s i t i o n s . S p e c i a l s t r i n g s
72 l i k e ’ $n ’ , ’ $ id ’ , ’ $ d e s c r i p t i o n ’ a r e r e p l a c e d by t h e
73 c o r r e s p o n d i n g i n f o r m a t i o n o f t h e t r a n s i t i o n . Any o t h e r
74 t e x t i n t h e STRING i s i n c l u d e d as i s . The d e f a u l t
75 v a l u e i s : ’ $n : $ i d \ n$desc r ’ . ( When t h i s o p t i o n i s g i v e n
76 on t h e command l i n e t h e ’$ ’ s i g n s must be e s c a p e d or
77 t h e s t r i n g must be e n c l o s e d i n s i n g l e q u o t e s t o keep
78 t h e s h e l l from v a r i a b l e s u b s t i t u t i n g . ) Th i s o p t i o n i s
79 on ly used wi th ’− t dot ’ .
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1:T start thinking0
philosopher 0 wants to think
3:T start thinking1
philosopher 1 wants to think





philosopher 0 wants to eat
4:P eating0















philosopher 1 wants to eat
2:T start eating1
Abbildung C.1.: Oberer Teil der mit petrinetgen generierten graphischen
Darstellung des Petri-Netzes aus Listing C.1.
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9:P thinking2





philosopher 1 wants to think
8:P eating2







Philosopher 3 is eating
#token=0
#max token=1
philosopher 3 wants to think
11:P thinking3





philosopher 2 wants to eat
6:T start eating3
philosopher 3 wants to eat
5:T start thinking2
philosopher 2 wants to think
#token=1







Abbildung C.2.: Unterer Teil der mit petrinetgen generierten graphi-
schen Darstellung des Petri-Netzes aus Listing C.1.
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Abbildung C.3.: “Bedienoberfläche” für das Philosphenproblem mit der Vi-
sualisierung des Petri-Netz-Zustands (rechts unten).
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<URL: http://de.wikipedia.org/w/index.php?title=
Endlicher_Automat&oldid=15938801>. Version: April 2006




[131] Artikel ”Framework“. In: Wikipedia. Die Freie Enzyklopädie.
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