A thin, agile multiresolution, computational imaging sensor architecture, termed PANOPTES (processing arrays of Nyguist-limited observations to produce a thin electro-optic sensor), which utilizes arrays of microelectromechanical mirrors to adaptively redirect the fields of view of multiple low-resolution subimagers, is described. An information theory-based algorithm adapts the system and restores the image. The modulation transfer function (MTF) effects of utilizing micromirror arrays to steering imaging systems are analyzed, and computational methods for combining data collected from systems with differing MTFs are presented.
Background and Motivation
The desire for information superiority in matters of national security has created a requirement for pervasive optical sensors with flat form factors. Traditional imaging systems contain a lens, and the quality of the resulting image is typically proportional to the physical size of the lens used. Both the light-gathering capability and the resolving power of the imaging sensor derive directly from the size of the optical elements in such systems. This fact ultimately results in imaging devices that are bulky and cubelike-a constraint that has persisted since their invention. The costs associated with the design, manufacture, and packaging of such physically unwieldy systems have made them a relatively scarce resource in many applications in which their pervasive use would be beneficial. One only needs to consider recent developments in flat-panel technologies to gauge the possibilities for a flat imaging sensor. Flat displays are easier to place, take up less physical space, and are ultimately more useful because of their form factor.
The creation of a flat imaging sensor requires a paradigm shift in the imaging-system approach, coupled with the proper selection and integration of emerging technologies. 1, 2 Traditional imaging sensors utilize a lens or mirror to form the image that is then sampled onto a detector array. A thin optical sensor would be restricted to using smaller optical elements and would therefore require additional computation to augment image formation to achieve high resolution. Flat imaging sensors based on arrays of micro-optic elements have been proposed and prototyped. 3 These sensors allocate additional imaging resources to each region to provide the necessary data for computation to enhance the inherent low resolution of the flat sensor. One constraint of the approach in Ref. 3 is the fixed overlap of the imaging resources, requiring the design to be optimized for a specific resolution and field of view (FOV). Clearly, adaptive sensor elements would increase the utility of flat cameras.
Technologies developed in the late 1990s offer an opportunity to create a useful and flat micro-optic imaging sensor. Micromirror arrays similar to the ones used in many laptop projectors today have been utilized in novel imaging and signal-processing systems. 4 The precision and optical quality of these micromirror arrays makes them attractive candidates for a flat micro-optic imaging sensor. The use of analog-steerable micromirror arrays makes it possible to direct imaging resources at will. 5 Envision a flat optical sensor that contains a multitude of lowresolution micro-optic sensors, each of which is being steered toward regions of interest by using precision micromirror arrays-an attentive multiresolution imager. Multiple low-resolution sensors interrogate these regions of interest, and the resulting data are digitally processed to extract high-resolution detail from the data. Regions with no features of interest are imaged at relatively low resolution with low numbers of subimagers (SIs), whereas areas of interest are continually updated with increasing numbers of SIs resulting in improved resolution up to the optical resolution limit. Such a system can approach the performance of a high-resolution bulk imaging device and could even potentially surpass it in situations in which only a small portion of the image field is of interest.
There are numerous possible applications for such flat imaging devices. An unmanned aerial vehicle (UAV) could be tiled with flat imaging sensors that survey the entire scene simultaneously. A soldier's helmet could contain many lightweight flat imaging sensors that report data not only to the soldier but also to command operations, all without adding physical weight or hindering the user's movements. Physical security assets could have hallways tiled with attentive flat sensors that would prevent people from determining whether they are being observed. Form factor is the single greatest obstacle to widespread image gathering today, and the necessary technologies have emerged to fundamentally change the way we collect images.
In this paper we summarize the computational subsampling approach in Section 2. Next in Section 3 we introduce an adaptive multiresolution version of multiplex imaging by using an information theoretic metric to drive the adaptation. In Section 4 we describe the optical implications of utilizing a micromirror array for steering individual SIs and present a method for intelligently designing diversity into the SI array. We present our conclusions in Section 5.
Computational Subsampling Approach
To clarify the use of computational imaging for subpixel resolution as used in Ref. 3 and adaptively in the approach described herein, we work through an example system. Let us consider a typical digital single lens reflex camera as a candidate design for reducing the form factor by a factor of 10 and look at the ramifications. The baseline camera has a focal length of 5 cm, a lens aperture of 2.5 cm, and a detector pixel size of 10 m. It follows that the instantaneous field of view (IFOV) of a single detector is 10 m͞5 cm ϭ 0.2 mrad. If we aim to reduce the working distance of this baseline system by an order of magnitude, we can consider using instead a lens with a focal length of 5 mm and an aperture of 2.5 mm. However, we are unable to reduce the size of the pixels in the detector commensurately (to 1 m) owing to both manufacturing constraints and light-collection [signal-tonoise-ratio (SNR)] constraints. If we keep our 10 m detector pixel size, then the new IFOV is 10 m͞5 mm ϭ 2.0 mrad. We have lost an order of magnitude in angular resolution of the sensor. Yet the diffraction-limited spot size remains the same since the f͞# of the lenses are equal. In fact, the diffraction-limited spot size of the system remains ϳ5 times smaller than our detector size. Herein lies the benefit of the computational subpixel processing approach.
Replicating the miniaturized optical system many times with precise offsets, which are less than individual detector IFOVs, allows superresolution signalprocessing techniques to be applied to reconstruct up to the diffraction limit of the optical system. 6 Now, instead of each detector having a nonoverlapping IFOV of 0.2 mrad for a total FOV of 200 mrad (with a 1000 ϫ 1000 detector array) as in the baseline camera, we have an array of 10 ϫ 10 SIs, each with 100 ϫ 100 pixels and a corresponding FOV of 200 mrad, but interleaved to sample the object space to allow a superresolution reconstruction algorithm to restore the image to a 0.2 mrad resolution. It should be noted that in this paper we are discussing superresolution in a signal-processing sense with a goal of approaching the fundamental optically limited resolution, not superresolution in an optical sense (near-field effects) as an attempt to surpass the diffraction limit. In this paper we will consider an adaptive approach to subpixel overlapping IFOVs, which will be created through the use of two-dimensional (2-D) analog micromirror arrays.
Adaptive Multiplexed Computational Imaging
We introduce a novel flat-image-sensor concept termed PANOPTES (processing arrays of Nyquistlimited observations to produce a thin electro-optic sensor). 7, 8 It derives its name from Argos Panoptes, a mythological giant with 100 eyes who was all seeing (panoptes) and was thought to be the ultimate sentry. Like this mythical character, the PANOPTES architecture seeks to extract all the relevant information from a scene, yet it is capable of adapting to any situation. This objective can be achieved with an order-of-magnitude decrease in sensor thickness relative to a conventional camera with similar performance. The proposed architecture can be likened to an adaptable and steerable FOV version of thin observation module by bound optics (TOMBO). 3 Adaptability is paramount to the success of an imaging sensor's attempt to meet the goal of a flat form factor while maintaining a high image quality.
Based on the information theory of imaging described in Refs. 9 and 10, the spatial information available within a scene is typically not uniformly distributed. Take, for example, Fig. 1 , which shows an aerial view of airplanes parked at an airport terminal. Figure 2 is a mapping of local entropy at lower resolution that corresponds to the local information content (e.g., local entropy measure; see Ref. 10 ) of the image in Fig. 1 . From Fig. 2 , it is clear that there is a strong correlation between our subjective view of information-rich regions of the image and the spatial entropy, which can be exploited in designing an adaptive imaging sensor. It is also evident from Fig. 2 that it is wasteful to uniformly apply limited imaging resources as a traditional camera would. Instead, a strategy is needed to optimize the sensing device's information efficiency. For a given scene, this efficiency is measured as the number of bits of information per bit of data from the sensor. The goal of adaptability in the PANOPTES architecture is to apply imaging resources to match the information content of the scene and therefore to approach the performance of a traditional imaging sensor while reducing the thickness of the sensor by an order of magnitude. This architecture achieves the required adaptability by using micromirror technology originally developed for photonic switching. 5 Figure 3 is a schematic depiction of the concept. It is a tiled architecture, in which each tile consists of a small array of detectors, an optical quality 2-D analog micromirror array, and a transparent superstrate containing the required micro-optic elements. The scene is imaged onto the relatively low-resolution detector array by a folded optical system that has the micromirror array at its pupil. Such configurations have been pursued in parallel with this effort by others 11 for steering single-aperture, noncomputational, bulky imaging systems. Locating the micromirror array at the pupil of the imaging system makes it possible to steer the FOV of the detector array. Having the capability of adapting the FOVs of the SIs removes the requirement that the SIs cover the entire scene at once and thereby allows them to have a reduced FOV and improved angular resolution. In turn, this improved physical angular resolution relaxes the demands put on the reconstruction algorithms.
Information theory-based metrics drive PAN-OPTES to reorient micromirror arrays to enhance the information rate obtainable from the visual scene over several frames by using a feedback mechanism. This feedback enables new adaptive algorithms, ones in which the actual sensor adapts to acquire the desired data, instead of those that merely postprocess the data according to the signal statistics. Additionally, the capability of creating precise absolute geometric changes in sensor content via micromirror positioning allows a structure to be built that admits a simple, local computational structure that can easily be distributed across multiple digital processors.
A preliminary reconstruction algorithm was developed as part of the initial validation of the PAN-OPTES concept. This algorithm fuses information from multiple sensors whose FOVs are overlapped and slightly shifted (by amounts corresponding to partial pixels in the raw low-resolution imagery). Figure 4 is an example low-resolution image that would be obtained from a SI inspection of the object of Fig. 1 (from the superimposed square). The output of each SI is highly pixelated and does not contain sufficient information about the object. As shown in Fig.  5 , we reconstructed the image from a collection of many such overlapping (by a factor of 8 in each direction) low-resolution subimages by using a simple Wiener filter. 12 For simplicity, the reconstruction is carried out separately over nonoverlapping regions of the object. The object in the region of interest is denoted by column vector f, and the output of a group of SIs is collectively represented by the column vector g. We use a linear model to represent the effect of the optics and detector. Thus g ϭ Hf ϩ v, where v is a 
g, where R is the covariance of the image defined as R ϭ E͓ff t ͔. We now illustrate the advantage of adaptively allocating available resources (sensors) by using the following simulation. The adaptive placement of multiple sensors is based on the entropy map I(x, y) (shown in Fig. 2) , where x and y represent the spatial positions within the region of interest. The entropy map, which is calculated as the average of the normalized power spectral density in the region of interest 9 gives an indication of information content in each region of the image. This entropy map is then linearly scaled to ensure that the entropy values lie in the range 1, . . . , M, where M determines the maximum resolution desired in the image. The number of SIs N(x, y) that are focused on region (x, y) is thus given by
where I min and I max are the minimum and maximum I(x, y) over all x and y, respectively. Note that each SI does not completely cover the desired region but has different amounts of overlap with adjacent SIs. We use peak SNR (PSNR) as the metric for quantifying the quality of the reconstruction. This PSNR is defined as PSNR ϭ 10 log͑255 ident from Fig. 6 . For instance, by using the same number of SIs, the adaptive information contentbased allocation achieves a PSNR that is ϳ1.5 dB higher than that of uniform resource allocation. Alternately, the adaptive scheme achieves a PSNR of 30 dB by using less than half of the number of SIs required with an equal allocation. It should also be emphasized that the PSNR metric only partially captures the advantages of the adaptive scheme. For example, to achieve the same peak resolution (corresponding to 1͞64th the area of a pixel), the adaptive scheme requires one fifth as many SIs as does an approach with a uniform allocation strategy.
As expected, the quality of the reconstructed image increases with increasing number of overlapped SIs. Operating points of the system can be chosen based on performance curves that measure information content. The minimum number of SIs required to apply to a particular part of the image to obtain the desired quality and information can be determined by analyses such as the one that produced Fig. 6 . These analyses will result in adaptive algorithms that drive SI resource allocation.
It should be noted that the adaptive allocation of SIs to the different regions according to the information content used in Eq. (1) is not unique. Other nonlinear allocations that optimize the PSNR (or any other desired metric) will be investigated in future studies. The heuristic allocation defined by Eq. (1) is used to illustrate the potential performance improvements achieved by using adaptive allocation of imaging resources.
Modulation Transfer Function of Steered Subimagers
Utilizing micromirror arrays to effect the steering of SIs, as described in Section 3, has the deleterious effect of degrading the MTF of the system. This effect stems from the fact that a flat segmented mirror is used in place of its bulky gimbal-mounted counterpart to steer the FOV. Here we seek to leverage the multiplexed nature of the computational architecture to overcome the limitations of the individual SIs through the combination of a set of SIs with a diversity of MTFs. 13 MTF diversity has been shown to provide performance enhancements in computational imagers. 14 -17 Below we present a framework for determining the resultant system MTF when several SIs with varying MTFs are combined.
For a single-aperture imaging sensor, the MTF can be obtained directly by applying a frequencyresponse analysis. Autocorrelation of the pupil function gives the optical transfer function (OTF) and the magnitude of the OTF is the MTF. 18 The angular tilt of individual mirrors creates an optical path difference (OPD) error between rays that encounter different micromirrors. This OPD increases with the tilt angle. The analysis of the optical system must account for this increasing OPD. If the OPD is much smaller than the coherence length of the incident light, as would be the case for extremely small tilt angles or for laser-illuminated scenes, then the segmented aperture acts as a single coherent aperture. If, instead, the OPD exceeds the coherence length of the incident light, as in the case of large tilt angles and natural illumination, the corresponding mirror facets will combine incoherently, resulting in a resolution penalty. The analyses of coherent and incoherent apertures are presented in Subsections 4.A and 4.B, respectively.
A. Case 1: Coherent Aperture
When the OPD is smaller than the coherence length of the light, the autocorrelation of the wavefront error evident at the optical system's pupil provides the OTF. To isolate the effects of the micromirror array, we assume a perfect optical system and utilize a wavefront error function at the pupil. This wavefront error is the sawtooth phase error that occurs when all mirrors in the array are tilted to the same angle. The amplitude of the resultant pupil function is unity, and the phase is a sawtooth waveform (as shown in Fig. 7) , where the period of the waveform correspond to the mirror center-to-center spacing and the magnitude of the phase is the round-trip phase error due to the tilted micromirror. A slice through the magnitude of the OTF is depicted in Fig. 8 for a range of mirror tilt angles (amplitude of the phase sawtooth). The tilting of the mirrors in the array creates dips in the MTF. The spatial frequencies of these dips correspond to the mirror pitch (sawtooth period). It is clear that if a coherent multiplexed imaging system were to be built by using micromirror arrays for steering FOVs, then it would be desirable to have micromirror arrays with several different mirror pitches to recover the frequencies lost by each. The desire to combine data from several SIs to overcome single-SI MTF deficiencies is even stronger in the incoherent case presented next.
B. Case 2: Incoherent Aperture
For natural illumination (e.g., sunlight), the coherence length of the light will be smaller than the path- Fig. 7 . Sawtooth phase function at the pupil of a SI due to steering all micromirrors in an array to an identical angle, which in this case is along the x direction.
length error due to the tilt angle and the aperture will be incoherent (i.e., each mirror facet will act as an independent aperture). An incoherent aperture or tilted micromirrors can be modeled as a slit (the largest coherent aperture) in which the orientation is chosen to have the thin dimension aligned with the steered direction of the micromirror array. As the multiple facets of the micromirror array are incoherent, the frequency response can be determined by a single facet. The overall response will be brighter than the light passed by the slit aperture but will have the same frequency response. Figure 9 shows the MTF for a vertically oriented slit aperture. Owing to the vertical orientation, the frequency components in the horizontal direction are lost. Figure 10 shows the MTF of the vertical slit aperture (Fig. 9) applied to the image shown in Fig. 1 . This MTF would correspond to a micromirror-array-steered SI that steered horizontally far enough so that the mirror tilt displacement exceeded the coherence length of the light. The lost information can be recovered if we choose to combine data from a set of micromirror arrays that are steered in different directions and are therefore modeled by different slit orientations. An approach to combining the MTFs of these apertures by using MTF synthesis is described in Subsection 4.C.
C. Modulation Transfer Function Synthesis
It has been shown that diversity in the MTF of the system may be required to improve the performance of a reconstruction algorithm. 14 -17 If the SIs can be categorized into a set of different MTFs, then it is possible to reconstruct an image with an effective MTF that is better than any of the individual SI MTFs. For the purpose of this example, we assume there is only one SI of each unique MTF, but in fact this SI could be representative of a collection of SIs with identical MTFs. Here we describe one method to combine the MTF of each SI by using a linear minimum mean-square estimator (LMMSE). 19 The MSE is chosen as the metric for estimation of the effective MTF. In this approach, which is depicted in Fig. 11(a) , there are n SIs looking at the same input scene X, and each SI is described by its own MTF, H i , additive white Gaussian noise, Z i , and output Y i . Each SI's output can be represented as
where Y i is the ith scalar component of the observed spatial-frequency spectrum, X is the object spectrum, H is the MTF, and Z is the spectrum of the noise. Applying LMMSE yields the MSE error of the input as 19 MSE
where H is a concatenation of the various H i and x and z represent the standard deviation of the input and noise, respectively. Recall that, in this case, our goal is not an optimum reconstruction, but rather we are determining an equivalent single-system MTF. Now the effective MTF, H eff , is calculated such that replacing the n SIs by this one effective H eff will result in a similar performance, i.e., same MSE. As shown in Fig. 11(b) , such a hypothetical imager can be modeled by
Applying LMMSE to this system yields
Equating MSE from both cases yields the relation between the effective MTF and the individual SI MTF:
This framework allows for a range of different effective MTFs to be calculated from improving only the noise, to improving only the MTF, and anything in between. An obvious choice for the balance between the two is to pick the effective noise variance to be reduced by a factor of n. This assumption is convenient not only in terms of the noise, but it also has the property that if we are analyzing normalized MTFs ͓MTF ͑0͒ ϭ 1͔, then the resultant effective MTF is also normalized. In this case we have
The proposed strategy can be used to combine SIs with diverse MTFs to yield an improved effective MTF. To illustrate this method, we return to the steered-micromirror (slit-aperture) example. To improve upon the performance of Fig. 10 , we can utilize a number of different steering orientations. For this example we utilize the four orientations depicted in Fig. 12 (vertical, horizontal, clockwise 45 deg, and counterclockwise 45 deg). Utilizing the MTFs of apertures 1 and 2 ensures that horizontal and vertical spatial frequencies are recovered, and using the MTFs of apertures 3 and 4 ensures the retrieval of diagonal frequencies. Figure 13 depicts the results of applying the individual MTFs to the image of Fig. 1 . These figures represent the image detected by each of the SIs. The result of MTF synthesis of four diverse apertures is shown in Fig. 14 , and the equivalent reconstructed image from the combination is depicted in Fig. 15 . The results confirm that diversity in MTF improves the effective MTF and therefore the imaging performance. 14 -17 While the four configurations of this example did not retrieve all frequencies in the original image, one can determine the number of configurations that would be required. It is straight- The fact that the coherence length of the incident light is smaller than the OPD (i.e., case 2) makes each individually appear as a slit (white), while the gray slits add incoherently (in intensity) and therefore do not improve the resolution.
forward to determine the number of SIs required to cover the unit circle of a normalized frequency plot of the spectrum of the image as ͞arctan͑w͞h͒, where w is the slit width and h is its height. Therefore, if we have a SI of 5 mm ϫ 5 mm with a micromirror of size 0.5 mm ϫ 0.5 mm, then we will need ϳ32 SIs, each oriented at 5.71 deg, to cover the entire spectrum. Similarities between the resultant effective MTFs and the early research in MTF synthesis should be noted 20 -21 as well as the relationship of combining images blurred along different directions to computed tomography. 22 While the adaptability afforded by micromirrors is vital to achieving an efficient use of imaging resources, it is apparent that SIs should be predistributed across the expected field of view to minimize steering across several dimensions.
Conclusion
The PANOPTES architecture is one of an adaptive, multiresolution, and attentive computational imaging sensor that directs its resources based on the information content and distribution across the scene. A key feature of the PANOPTES concept is its capability of adjusting the quality of the reconstructed image according to its information content. This is achieved through the use of precisely controllable microelectromechanical mirror arrays in the sensor pupil plane to vary the FOVs of the SIs. A preliminary adaptive image reconstruction algorithm based on information theoretic metrics was introduced. The results indicate that nonuniform distribution of imaging resources yields performance enhancements. The MTF effects created through the use of an analog-steerable micromirror array at the imaging system's pupil plane were analyzed, and a method for combining a diverse set of SI data to provide an improved effective MTF was presented. Nonlinear mappings of the sampled probability density functions and their related heuristic algorithms are areas for future research. 
