Suppose that is an in nite set and k is a natural number. Let ] k denote the set of all k-subsets of and let F be a eld. In this paper we study the FSym( )-submodule structure of the permutation module F ] 
1 Introduction and notation
Introduction
In this paper we shall investigate the submodule structure of certain permutation modules for the symmetric group Sym( ), where is an in nite set. If k is a natural number, then we can form F ] k , the vector space over a eld F with basis elements the subsets of size k from . This vector space has a natural Sym( )-action, giving F ] k the structure of an FSym( )-module. When the eld F has characteristic zero, the submodule structure of F ] k is explictly known (see 1]). The main result of this paper is an algorithm which enables us to e ectively compute the submodule structure of F ] k when F is of prime characteristic p. The algorithm presented here basically consists of checking whether or not p divides certain binomial coe cients. However, many of the results presented in this paper are independent of the characteristic of the eld, so we can compute the submodule structure of F ] k for any eld F. As is well known, F ] k is FSym( )-isomorphic to M , a module de ned using a particular partition of . For the case when is a nite set, a great deal is known about M and its submodules for arbitrary partitions , and we refer the reader to the works of G. James (see, for example, 3], 4] and 5]). We will make use of these nite case results to prove analogous results when is in nite.
In section 1.2 we introduce our notation and de nitions, in particular, we introduce our concept of an in nite partition. Most of the de nitions here have been adapted from their nite counterparts, and the formal de nitions of these can be found in 5] . The most important de nition is that of the Specht module S , a certain submodule of M .
Section 2 contains some general results about M and S when is an in nite partition. These are analogues or consequences of results for nite .
Section 3 introduces the module F ] k and the connection with partitions. Most of the results needed to compute the submodule structure of F ] k are found in this section. We show here that the Specht module for F ] k is irreducible whatever the characteristic of the eld, and also show that the composition factors of F ] k are precisely the Specht modules of F ] l for l = 0; 1; : : :; k, each appearing with multiplicity one. We describe each submodule of F ] k as an intersection of kernels of certain FSym( )-homomorphisms.
We look at some special cases in section 4, and then proceed in section 5 to give a description of an algorithm which computes the submodule structure of F ] k when the characteristic of the eld is a prime p.
De nitions and notation
We begin by introducing our notion of a partition.
De nition 1.1 Let be any set and r a natural number. Then we say that = ( 1 ; If further, 1 2 r > 0, then we say that the partition is proper, otherwise it is improper. It will be assumed throughout that all partitions are proper unless stated otherwise. We say that the partition = ( 1 ; 2 ; : : :; r ) has r parts. If j j = n < 1 then we say that is a partition of n, written `n, and we have that P r i=1 i = n.
Without any loss of generality, if is in nite, we will take to be N, the natural numbers, and if is nite of size n, we will take to be the set f1; 2; : : :; ng.
We shall occasionally refer to a partition of n as a nite partition and a partition of N as an in nite partition.
We can represent partitions diagrammatically. For example, if we consider the partition = (4; 2; 2; 1) of 9, then the diagram of is ] =
We can also represent in nite partitions in this way. For example, the diagram of the partition = (1 ? 8; 5; 2; 1) is ] = Let be any partition. Then by replacing each entry of the diagram of by an element of , allowing no repeats and using all the elements of , we obtain a -tableau. Example 1.2 The following is a (1 ? 4; 3; 1)-tableau: 4 8 5 3 6 9 7 1 2 10 We have that Sym( ) acts transitively on the set of -tableaux in the natural way; if t is a -tableau, 2Sym( ) and the ij th node of t, then is the ij th node of t .
For a -tableau t, we de ne its row stabilizer, R t , to be that subgroup of Sym( ) which xes the rows of t setwise, and similarly its column stabilizer, C t , to be that subgroup of Sym( ) which xes the columns of t setwise. Note that, since 2 is nite, C t is a nite subgroup of Sym( ).
We can de ne an equivalence relation on the set of -tableaux by t 1 t 2 if and only if t 1 = t 2 for some 2 R t1 , and we de ne a tabloid ftg to be the equivalence class of t with respect to this equivalence relation. So a tabloid can be considered as a tableau with unordered row entries. Sym( ) acts transitively on the -tabloids by ftg = ft g.
If we now let F be an arbitrary eld, and let M be the vector space over F whose basis elements are the various -tabloids, then the action of Sym( ) on the -tabloids turns M into an FSym( )-module.
Associated with each -tableau t we have a polytabloid, e t , de ned by: We de ne the support of v, Supp(v) , to be the set of tabloids involved in v, and the weight of v, denoted weight(v), to be the cardinality of Supp(v) . Note that the weight of any element of M is nite.
General results
Throughout this section let be any in nite set (and again, for simpli cation purposes, we can, without loss of generality identify with the set of natural numbers). Let = ( 1 ; 2 ; : : :; r ) be a partition of . We will work over an arbitrary eld F.
Undoubtedly, the most important result is the following theorem which involves both the bilinear form de ned earlier and the Specht module: Theorem 2.1 (The Submodule Theorem) If U is a submodule of M , then either U S or U (S ) ? . 2 This powerful result is due to James, who proved it for nite partitions (see 4.8 in 5]). However, the proof can easily be adapted to deal with in nite partitions. We need the following terminology to allow us to restrict to nite partitions and use the results already available.
De nition 2.2 Let ftg 2 M . Then for i = 1; 2; : : :; r, let R i (ftg) be the i th row of ftg. Now let n 2 N be such that n > 2 2 + 3 + + r . Then we de ne It is clear that^ i; is an FSym( )-module homomorphism. Thus^ i; can be viewed as a map which moves elements up from the (i+1) th row of a tabloid on which it is acting to the i th row. We have already noted that the map^ i; : M ?! M can be viewed as a map which moves elements up from the (i + 1) th row of a tabloid on which it is acting to the i th row. We now de ne a map from M to M which moves elements down a row.
De nition 2. Remark: Note that i; is unde ned for i = 1, because there are in nitely many ways of choosing elements from the rst row of any -tabloid. However, if as usual we denote the restriction of i; to M n] by n i; where we insist that im n i; M n], then n i; is in fact de ned for i = 1 also.
The next result is again due to G. James, and deals with the characterisation of the module orthogonal to the Specht module in the nite case (see Corollary 3 in 4]). (2) . Let x 2 P (2). Then, for large enough n we have x 2 P n (2). But now P n (2) (S n]) ?n , and so x 2 (S n]) ?n for all su ciently large n. Therefore, since (S ) ? = T n n0 (S n]) ?n M n f1; 2; : : :; ng] , we have that x 2 (S ) ? i.e. (S ) ? P (2) . Now let x 2 (S ) ? . Then x 2 P n (1) + P n (2) for some su ciently large n. We want to show that x 2 P n (2), because then x 2 P (2) since P n (2) is contained in P (2) . So assume, for a contradiction, that x 2 ( P n (1) + P n (2)) n P n (2) and x is of minimal weight. Let x ? be the sum of all those tabloids involved in x whose entries in the bottom r-1 rows are elements of f1; 2; : : :; 2 + + r g.
We take the coe cient of such a tabloid in x ? to be the same as its coe cient in x. Without loss of generality, we can assume that x ? 6 = 0 (because otherwise we can take a suitable translate of x), and so weight(x ? x ? ) < weight(x).
Let A(x) := S fug2Supp(x) (fug), where maps a tabloid to the subset of consisting of the entries in the bottom r-1 rows of the tabloid. Then A(x) is a nite subset of , so we choose 2 elements a 1 ; : : :; a 2 of n A(x). Now let s be any -tableau whose entries in the bottom r-1 rows are elements of f1; 2; : : :; 2 + + r g and the rst 2 entries in the top row are a 1 ; : : :; a 2 . Then the polytabloid e s 2 S and so < x; e s >= 0 (since x 2 (S ) ? ). Now let f s = fsg X f(sgn ) : 2 C s and xes a 1 ; : : :; a 2 g :
Now if 2 C s is such that moves at least one of a 1 ; : : :; a 2 , then the tabloid fsg will have at least one element of fa 1 ; : : :; a 2 g in its bottom r ? 1 rows. Since a 1 ; : : :; a 2 were chosen to be in n A(x), we have that fsg is not involved in x, and so does not contribute to < x; e s >. Thus < x; f s >= 0, and moreover < x ? ; f s >= 0 (because < x ? x ? ; f s >= 0). Now let = ( 2 ; : : :; r ), and then for any -tabloid ft 1 P n (1) + P n (2)) n P n (2) and weight(x ? x ? ) < weight(x) which contradicts the minimality of weight(x). Thus x 2 P (2), which completes the proof. 2
The case when has two rows will be dealt with in a more strightforward way in the next section. 3 The modules F ] k 3.1 k-sets and -maps
We shall now turn our attention to a particular class of partitions. Again we will take to represent any in nite set (and again, without any loss of generality, we will treat as if it were the set of natural numbers). We let be the partition of with two parts, one of which is nite of size k, that is = (1 ? k; k), and let F be any eld. We denote by ] k the set of all k-sets of , that is, the set of all subsets of of cardinality k. Sym and F ] k , given by mapping a tabloid ftg to a k-set consisting of the k distinct elements of in the bottom row of ftg. Thus, from now on, we shall not distinguish between k-sets from ] k and tabloids of M (1?k;k) . When explicitly writing tabloids, we shall frequently omit the top row. We shall denote the Specht module of F ] k by S k (so S k = S (1?k;k) ).
In the previous section, we gave a description of the module orthogonal to the Specht module for in nite partitions with more than two parts, and we now investigate what happens for in nite partitions with precisely two parts. The following result not only tells us about (S k ) ? , but also gives us information about the reducibility of S k .
Lemma 3.1 (S k ) ? = f0g
Proof: Assume, for a contradiction, that (S k ) ? 6 = f0g. Let x 2 (S k ) ? ; x 6 = 0.
So the inner product of x with any element of S k is zero. We will construct an element of S k which has non-zero inner product with x, giving the required contradiction.
Since x 6 = 0, there is a tabloid in Supp(x), say i 1 i k (recall that a tabloid is identi ed by its bottom row). We can assume without loss of generality that the coe cient of this tabloid in x is 1. Now de ne (x) := and F ] k ). Now x is a nite linear combination of tabloids, thus (x) is a nite subset of the in nite set . So we can choose j 1 ; : : :; j k 2 n (x). Now let t be the tableau whose bottom k entries are i 1 ; : : :; i k , and the rst k entries in the top row are j 1 ; : : :; j k i.e. t = j 1 j k i 1 i k
. Then let y = e t , so y 2 S k . By construction, the only tabloid the supports of x and y have in common is i 1 i k , and this appears in both x and y with coe cient 1, therefore < x; y >= 1, which is a contradiction. Lemma 3.8 Let n be any nite natural number. If = (n?k; k), = (n?l; l) are partitions of n (so 2k < n; 2l < n) then S = S ) = . 2 We can use this to deduce the same result for in nite partitions with two parts. Before we state and prove this result, we need some notation. Proof: Suppose, for a contradiction, that U is a nite dimensional G n]-submodule of M i with M i n] < U. So there exists a tabloid f g involved in an element of U n M i n] with one of the bottom row entries of f g greater than n. Without loss of generality, to simplify notation we shall assume f g = 1 2 n ? 1 n + 1. Now since U is G n]-invariant, f g 2 U for all 2 G n]. Now any element of G n] has the form gh, where g 2Sym(f1; 2; : : :; ng) and h 2 Sym( n f1; 2; : : :; ng). The permutation g will permute the rst n-1 entries in the bottom row of f g, and h takes the nal entry, which is n + 1, to another element of n f1; 2; : : :; ng (providing h is non-trivial). Thus, if h is non-trivial f ggh gives another distinct tabloid of U, and since Sym( n f1; 2; : : :; ng) is in nite, the set ff g : 2 G n]g is a set of in nitely many distinct tabloids of U. These tabloids must be involved in the basis elements of U. But now any basis element of U has nite support and so there must be in nitely many basis elements of U. This contradicts U being nite dimensional. 2 are FSym(n)-isomorphic, and therefore, by Lemma3.8, (n ? k; k) = (n ? l; l). That is, k = l and so = . 2
From now on we shall relax the notation and drop \FSym( )-" where the context is clear i.e. FSym( )-isomorphic becomes isomorphic, etc. We now show that F ] k does indeed have a composition series; moreover it is shown that each composition factor is isomorphic to a Specht module, and so by the above result we can distinguish between non-isomorphic factors. Proposition 3.11 F ] k has a nite composition series in which each factor is isomorphic to a Specht module S l , for some l k, with each S l appearing at least once, and S k appearing exactly once.
Proof: Use induction on k. Firstly note that S 0 = F ] 0 = F, the trivial module, which completes the proof of the base step of the induction. Now for each l < k, assume F ] l has a nite composition series in which each factor is isomorphic to a Specht module S m , for some m l, with each S m appearing at least once, and S l appearing exactly once (so by the Jordan-H older Theorem, every composition series of F ] l has this property).
Then by Theorem 3.6, F ] k =S k is isomorphic to a submodule of 0 l<k F ] l (consider the map which takes x 2 F ] k to ( k;0 (x); : : :; k;k?1 (x))). By the induction hypothesis, 0 l<k F ] k has a nite composition series with each factor isomorphic to S l for some l < k, so by Theorem 3.7, every composition series of 0 l<k F ] k has this property. Therefore any submodule of 0 l<k F ] k also has this property. As S k is irreducible, it follows that F ] k has a nite composition series where S k appears once, and the other composition factors are isomorphic to S l , for l < k. Each S l appears at least once by Corollary 3.5. In the next result, we make use of the notation introduced before Proposition 3.10, which enables us to restrict our in nite dimensional modules to nite dimensional ones. Proof: Assume U ker k;l . Now by remark (2) above, we know that S l is the unique bottom composition factor of F ] k /ker k;l . Clearly the composition factors of F ] k /ker k;l appear amongst the composition factors of F ] k =U, thus S l is a composition factor of F ] k =U.
Conversely, assume that U 6 ker k;l . Then (U + ker k;l )=ker k;l is nonzero, so it has a unique bottom composition factor S l by remark (2) above. But now (U + ker k;l )=ker k;l = U=(U \ ker k;l ), and so by Theorem 3.15, S l is not a composition factor of F ] k =U. 2 We can now give a precise description of the submodules of F ] k :
Corollary 3.17 Let U < F ] k . Then U = T fker k;l : S l is a composition factor of F ] k =Ug. Proof: Assume the composition factors of F ] k =U are S l1 ; : : :; S lr . Then by the previous corollary, U ker k;li for i = 1; 2; : : :; r and so U T r i=1 ker k;li .
But now if U < T r i=1 ker k;li , then T r i=1 ker k;li =U has S lt as a composition factor, with t 2 f1; 2; : : :; rg, which implies that S lt is not a composition factor of F ] k = T r i=1 ker k;li , which means that S lt is not a composition factor of F ] k =ker k;lt , which is a contradiction. Thus U = T r i=1 ker k;li . 2 Remark: What this result tells us is that every submodule of F ] k is an intersection of some of the kernels ker k;l where 0 l < k. Let n 1 be large enough so that supp(w) n] l and supp(x) n] k for all n n 1 . Then n k;l : F n] k ?! F n] l is not onto for all n n 1 .2 Remark. It would be interesting to have an explicit bound for n 0 here.
We conclude this section with a result regarding the order in which the factors appear in a particular composition series of F ] k . To prove this, we need the following result: Proposition 3.22 Let K j denote ker k;j . Suppose that K i(1) \ \ K i(r) = K i(1) \ K i(r) \ K n for some i(1); : : :; i(r); n 2 f0; 1; : : :k ? 1g. Then K i(j) K n for some j.
Proof: Suppose, for a contradiction, that K i(j) 6 K n for any j. So for all j,
we have that S n is not a composition factor of F ] k =K i(j) (byCorollary 3.16).
As F ] k =(K i(1) \ \ K i(r) ) embeds into j r F ] k =K i(j) it follows that S n is not a composition factor of F ] k =( ? k?j i?j we have that im k;i ker i;j . Now S j is a composition factor of F ] i / ker i;j , and so by Theorem 3.15, S j is not a composition factor of im k;i . Now clearly im k;i 6 = 0, and im k;i =F ] k /ker k;i . Once again, we note that S j is a composition factor of F ] k /ker k;j , and by assumption, ker k;i ker k;j . So S j is a composition factor of F ] k / ker k;i , that is, S j is a composition factor of im k;i , which is a contradiction. ; : : :; S k , the corresponding composition series being 0 < ker k;k?1 < ker k;k?2 < < ker k;0 < F ] k . We now deduce this result from our results so far:
Firstly we note that, as in the proof of Proposition 4.1, for j = 0; 1; : : :; k ? 2 we have j+1;j k;j+1 = (k ? j) k;j , and so we have 0 < ker k;k?1 ker k;k?2 ker k;0 F ] k . Now let U F ] k , so U = \fker k;j : j 2 Jg for some some subset J of f0; 1; : : :; k ? 1g. Then, by the nesting of the kernels, we have that U = ker k;l where l is the minimum element of J. Thus, by Corollary 3.17, the only non-trivial submodules of F ] k are ker k;0 , ker k;1 , : : :, ker k;k?1 . But now F ] k has a composition series 0 < ker k;k?1 < ker k;k?2 < < ker k;0 < F ] k (by Lemma 3.23) and this is clearly unique. 
The algorithm
In this section we will present an algorithm to compute the submodule structure of F ] k , for any non-negative integer k. Throughout this section, it will be assumed that F is a eld of characteristic p, since the submodule structure of F ] k is explictly known when charF = 0 (see section 4). In section 3.2 we proved that every submodule of F ] k was an intersection of kernels of themaps. In fact, since every kernel is a submodule of F ] k then every possible intersection of kernels is a submodule. So we know all the possible submodulesjust compute all possible subsets of f0; 1; : : :; k?1g, then for each such subset I, we have that T i2I ker k;i is a submodule of F ] k . Thus we can identify each submodule of F ] k by a subset of f0; 1; : : :; k ? 1g. However, since we have that some kernels are contained in other kernels, some of these submodules are in fact the same. That is, we can have two di erent subsets of f0; 1; : : :; k ? 1g which describe the same submodule. Thus we need a procedure which, given an intersection of kernels X (i.e. a subset of f0; 1; : : :; k ? 1g), determines all the kernels which could appear in the expession for X. So then using this procedure we can assign a unique subset of f0; 1; : : :; k ? 1g to each submodule. Once we have all the submodules of F ] k , each with its unique \label", it should then be clear how to construct the submodule lattice.
Before we present the algorithm, we will describe the \uniqueness" procedure. We are given an intersection of kernels as a subset J of f0; 1; : : :; k ? 1g. For each j 2 J we can calculate all the kernels which ker k;j is contained in, using Proposition 4.1. Thus we replace ker k;j by the intersection of all the kernels it is contained in. By Proposition 3.22, doing this will give us the desired description of the original kernel intersection. We now present the \uniqueness" procedure (which we shall call \procedure unique") and the algorithm in a formal language, suitable for adaptation to computer programming languages. 
