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FOREWORD 
This report is .a summary of the activities of the Power Affiliates 
Program in the Department of Electrical Engineering at the University of 
Illinois for the calendar year 1980. The information is intended to be 
a progress report to the affiliate companies. These companies are: 
Central Illinois Light Company 
Central Illinois Public Service Company 
Doerr Electric Corporation 
Illinois Power Company 
Iowa-Illinois Gas and Electric Company 
Northern Indiana Public Service Company 
Public Service Indiana 
Sargent & Lundy 
Union Electric Company 
Wisconsin Power and Light 
This report was prepared by the Power Affiliates Program Committee 
for presentation at the first annual review. The committee members are: 
R. D. Shultz, Chairman 
M. s. Helm 
P. w. Sauer 
R. A. Smith 
M. E. Van Valkenburg 
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1. INTRODUCTION 
The electric power and energy systems area at the University of Illinois 
has continued to grow during 1980 in the scope of research conducted, indus-
trial support, and number of students participating. In addition to these 
obvious results of the support of our affiliate companies, several not so 
obvious benefits have resulted. One of the most important of these is the 
rediscovery by undergraduate students that power engineering is an exciting 
and challenging field. This new awareness is evident in the graduation 
figures published in last year's annual report. 
1950-1970 Annual Average Power Area Graduates 
B.S.E.E. - 25 
M.S.E.E. - 3 
1971-1978 Annual Average Power Area Graduates 
B.S.E.E. - 41 
M.S.E.E. - 6 
1979-1980 Power Area Graduates 
B.S.E.E. - 49 
M.S.E.E. - 8 
The numbers look good for 1980-1981, too. 
1980-1981 Power Area Graduates (expected) 
B.S.E.E. - 57 
M.S.E.E. - 9 
This rediscovery of power engineering by Illinois undergraduate students, 
while many schools are losing power enrollment, can be traced to several 
sources. However, three of the primary reasons for increased interest at 
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at the University of Illinois are increased interaction between industry 
and students, seminars presented to undergraduate students, and the presence 
of power graduate students on campus conducting new and interesting research. 
All of these activities are made possible through the participation of 
affiliate companies in the Power Affiliates Program. With this added 
interest at the undergraduate level~ more power engineers are graduated 
from the B.S. program. This, in turn, means more engineers are available 
for both industry and graduate school. 
In addition to these "fringe" benefits, the Power Affiliates Program 
supports some very interesting and valuable research. This report is a 
summary of some of the activities in 1980 which were directly related to 
the Power Affiliates Program as well as some which were not directly related 
but stimulated by the existence of such a program. 
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2. FINANCIAL STATEMENT 
The following tabulation of income and expenditures for the calendar 
year 1980 was prepared from the detailed statement of reference [2]. 
Income carried over from calendar year 1979 $12,271.00 
Total income during calendar year 1980 $20,500.00 
Total available income during calendary year 1980 $32,771.00 
Expenditure 
Item 
Graduate 
Assistantships 
Class trips, travel 
and conference fees 
Communications and 
clerical 
Indirect cost to 
University 
Total expenditure: 
Obligated Amounts 
Graduate Research 
Assistantships 
Indirect cost to 
University 
Total Obligated: 
Expenditure 
Amount 
$11,589.00 
$ 2,850.00 
$ 1,230.00 
$ 3,155.00 
$18,824.00 
$5,422.00 
$1,084.00 
$6,506.00 
Percentage of 
Total Expenditures 
62 
15 
7 
16 
100 
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Summary 
Amount available during calendar year 1980 
Amount expended during calendar year 1980 
Indirect cost returned to program during calendar year 1980 
Amount carried over to calendar year 1981 
Amount obligated for calendar year 1981 
Balance of unobligated income (as of December 31, 1980) 
$+32,771.00 
$-18,824.00 
$+ 238.00 
$+14,185.00 
$- 6,506.00 
$+ 7,679.00 
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3. STUDENTS AND PROJECTS 
This section of the report contains the listing of students whose 
major research efforts were supervised by members of the Power Affiliates 
Program Committee during the calendar year 1980. While not all of these 
students received financial aid from the Power Affiliates Program in terms 
of Research Assistantships, they were all influenced by the program through 
the active involvement of their respective advisors. Those students supported 
by the Power Affiliates Program received maximum one-half time Research Assis-
tantships for 11 months. The results of their work will be made available 
upon request to all affiliate companies in the form of technical reports. 
The following students were associated with the Power Affiliates Program, 
and their work is described in the following pages: 
Ahmed-Zaid, S. 
Behera, A. K. 
Betro, J. S. 
Brunhart, A. D. 
French, D. J. 
Holmgren, R. L. 
Hoveida, B. 
Jamshidian, F. 
Kay, T. l~. 
Krein, P. T. 
Schwartz, E. W. 
Stevens, R. A. 
Stiegemeier, C. L. 
Sweet, T. M. 
'~elte, G. 
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Name: Phil T. Krein 
Date of Graduation and Degree: December 1982, Ph.D. 
ANALYSIS AND OPERATION OF AN ELECTROHYDRODYNAMIC PUMP USING SINGLE- AND 
THREE-PHASE VOLTAGE SUPPLIES 
Forced convection of insulating oils, in conjunction with appropriate 
heat transfer mechanisms, is of obvious utility in providing cooling for 
transformers, oil-filled cable systems, and other large power equipment. 
Simplicity, low cost, and similar considerations can make electrohydro-
dynamic (EHD) pumping attractive in thes·e circumstances. 
Over the past year, practical speeds (in the range of one foot per 
second) have been obtained using a large EHD pump. In this device, the 
working fluid is the only moving part, and consequently, the pump itself 
requires no maintenance. 
The large pump presently in use has an active length of about ten feet 
and conforms extremely well to its theoretical model. This match indicates 
that an EHD pump can become a practical alternative to more cumbersome 
mechanical pumps. Recent emphasis has been on a balanced three-phase 
travelling wave to avoid imbalances caused when single-phase excitation 
is used. 
To achieve speeds well in excess of ten centimeters per second, voltages 
of 15-20 kV peak are required, although the power consumption is quite low 
with currents of no more than one or two milliamps flowing. Higher voltages 
not achievable in the present apparatus should produce even greater flow 
speeds. 
As usual, there are a number of drawbacks inherent in the EHD pump. 
The first is the need for low-frequency excitations (less than about 
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two Hertz) to correspond roughly to the relaxation times of the fluids to 
be pumped. This can be overcome to an extent by increasing the voltages, 
so that 60 Hz operation is not out of the question. A second drawback is 
that pumping characteristics are highly sensitive to fluid dissipation 
factors [1] so that very highly insulating liquids do not pump well. It 
is significant, however, that good pumping has been produced in liquids 
with dissipation factors said to be low enough for use in power system 
applications. 
The last important drawback is the difficulty involved in constructing 
a single-phase EHD pump. The most convenient way to do this is to cover a 
single wire with three different materials to produce a travelling wave. 
This technique is analogous to the permanent-capacitor single-phase electro-
magnetic motor. Essentially, one material must be a good insulator, one a 
good conductor, and the third intermediate. Work by Kelley [2] has shown 
that solids with the necessary intermediate characteristics are hard to 
come by. Applications may be confined to the multiphase pump at least for 
the time being. 
In the near future, work will be done to examine the influence of 
certain effects in the electric field of an EHD pump [3], notably charge 
injection and harmonics, to provide a more complete understanding of these 
effects and to identify possible improvements in pump performance. 
References 
1. D. J. Kervin, "Three-phase variable parameter electrohydrodynamic 
pumping," M.S. Thesis, University of Illinois, to be submitted, 1981. 
2. D. P. Kelly, "The utilization of insulating materials to achieve 
electrohydrodynamic pumping with a single-phase voltage supply," 
M.S. Thesis, University of Illinois, 1981. 
3. P. T. Krein, "Nonideal effects in electrostatic induction motors," 
Ph.D. Thesis proposal, University of Illinois, 1981. 
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Name: Said Ahmed-Zaid 
Date of Graduation and Degree: May 1982, Ph.D. 
OPTIMAL LOAD FLOWS USING LINEAR PROGRAMMING 
Some of the basic features of linear programming such as computational 
reliability, fast speed of calculation and ability to handle large systems 
efficiently make this technique enviable for the implementation of many 
optimization problems that arise in power system operation. Incremental 
network models in conjunction with a linear programming routine are used 
to solve two optimal load flows (maximum simultaneous power interchange 
capability and maximum power supply capacity.) An algorithm is developed 
that formulates these problems as iterative linear programs leading to the 
solution of the exact nonlinear formulation. 
1. Introduction 
An optimal load flow refers to an operating state or load flow solution 
where some power system quantity is optimized subject to constraints on the 
probl~m variables and on some functions of these variables. The constraints 
are usually classified under two categories: load constraints and operating 
constraints. The load constraints require that the load demands be met by 
the system and are expressed in the form of the load flow equations. The 
operating constraints impose minimum or maximum operating limits on system 
variables and are associated with steady-state and transient stability 
limitations. 
The simultaneous power interchange capability [1], [2] and the maximum 
power supply capacity [4] have been formulated as linear programs approxi-
mating the exact nonlinear formulation. The first problem makes use of a 
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linearized load flow in conjunction with the traditional power distribution 
factors. The second one uses the assumptions of the d.c. load flow to 
express the real power flows in each branch as linear combinations of the 
real powers generated. 
The latter problem, which is related to the first one, is undertaken and 
solved exactly by successive linear programs making use of enhanced power 
distribution factors updated at every pass of the linear program by the 
results of a Newton-Raphson load-flow routine. The new formulation is 
capable of handling numerous operating constraints and is easy to implement. 
2. rhe Maximum Supply Capacity Problem 
2.1 Problem Definition 
The maximum supply capacity of a generating system is defined as the 
maximum load it can supply with losses neglected. This problem is formulated 
in [4] as a linear program of the following form 
n 
L PG 
i=l i 
subject to 
p < H p < p 
-Branch,min - -G - -Branch,max 
p < p < p 
-G,min - -G - -G,max 
where 
1 = [1, .•• ,1] (1 x n sum vector) 
~G [PG , ••• ,PG] is then x 1 vector of real powers generated 
1 n 
H is an m x n matrix of constant coefficients. 
2.2 Reformulation of the Maximum Supply Capacity Problem 
(1) 
(2) 
(3) 
The same problem as in Section 2.1 is reformulated as a linear program 
using an incremental network model and the enhanced power distribution factors 
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derived in reference [5]. These distribution factors relate incremental 
changes in real power in the branches to the incremental changes in real 
powers generated, that is, 
n 
llPij = I 
k=l 
(4) 
where P .. k is the power distribution factor associated with an incremental 
1]' 
change llPk in the re~l power generated at bus k. 
Traditionally, it is taken that 
= ~z~t) - z~~)~ * 
zij 
(5) 
where z~~) ,z~~) are elements of the zBUS matrix referenced to the swing 
bus and zij is the series impedance of the line (i,j). 
The new enhanced power distribution factors are of the form 
P .. k 
1]' 
(6) 
These distribution factors differ from the previous one by the fact 
that they account for the nonuniform voltage profilet and angular differences. 
Furthermore, they provide greater accuracy if the new operating point is 
not far away from the previous one. 
The previous problem is reformulated as 
(7) 
subject to 
P - P(k) < H(k) llP < P - P(k) (8) 
-Branch, min -Branch - ~- -Branch,max Branch 
t 
PG . 
- ,m1n 
- p(k) < ~p < p - p(k) 
-G - ~ - -G,max -G 
One of the assumptions of the d.c. load flow. 
(9) 
11 
A flow chart of the program is included on the next page. 
The proposed program handles numerous constraints such as PV busses, 
limits on the voltages at PQ busses, and limits on the injected vars at 
PV busses. It was tested on a sample power system and showed good con-
vergence properties. 
3. Conclusions 
The linear programming technique has been applied to other practical 
problems in power system operation (rescheduling of active and reactive 
power, security constrained economic dispatch, etc ••• ) Its versatility 
makes it suitable for many optimization problems that arise in power 
system operations. 
References 
[1] G. L. Landgren, H. L. Terhune, R. K. Angel, "Transmission interchange 
capability- Analysis by computer," IEEE Trans. Power Apparatus Systems, 
Vol. PAS-91, No. 6, Nov./Dec. 1972, pp. 2405-2414. 
[2] G. L. Landgren, S. W. Anderson, "Simultaneous power interchange capability 
analysis," IEEE Trans. Power Apparatus Systems, Vol. PAS-92, No. 6, 
Nov./Dec. 1973, pp. 1973-1986. 
[3] Technical Advisory Committee, National Electric Reliability Council, 
"Review of overall adequacy and reliability of the North American 
Bulk Power Systems (Ninth Annual Review)," NERC, Princeton, New Jersey, 
1979. 
[4] L. L. Garver, P. R. Van Horne, K. A. Wirgan, "Load supplying capability 
of generation-transmission networks," IEEE Trans. Power Apparatus Systems, 
Vol. PAS-9·8, No. 3, May-June 1979, pp. 957-962. 
[5] S. Ahmed-Zaid, "Optimal load flows using linear programming," M.S. Thesis, 
University of Illinois at Urbana-Champaign, December 1980. 
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Name: Joe A. Betro 
Date of Graduation and Degree: May 1982, Ph.D. 
POWER SERIES POWER FLOW 
A very common calculation which is performed very frequently when 
analyzing power systems is the load flow calculation. Most methods 
presently in use involve an iterative technique such as the Newton-Raphson 
or Gauss-Siedal methods. In these methods, bus voltages are found as 
implied functions of bus power injections. In the technique to be 
described, the bus voltages are expressed as explicit functions of the 
bus power injections in an infinite series form. 
The key to the formulation of this method is the rectangular form 
of the load flow equations. At each bus i of anN bus plus reference 
power system, the injected power is 
(1) 
Expressing each term in rectangular form, 
s. = P. + jQi 1 1 (2) 
v. = E. + jF. 
1 1 1 
(3) 
yik Gik+jBik (4) 
The injected power expression now becomes 
(5) 
After some manipulations, and assuming bus 1 is the swing bus, the expressions 
for each P. and Q. are 
1 1 
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pi= Ei(ElGil- FlBil) + Fi(ElBil + FlGil) + E~Gii + Eirk~2 (EkGik- FkBik)l 
k;'i 
(6) 
Qi = Fi(FlGkl- FlBil) + Fi(-ElBil- FlGil) + F~(-Bii) + Fi[.E (~Gik- FkBik)l 
J=2 
k;'i 
+ E~(-Bii) + Ei[ I (-~Bik - FrGik)l 
k=2 
(7) 
k;'i 
\. 
where i = 2, ••• ,n. The above set of equations can be put in the following 
multivariate quadratic form 
p = JV + (8) 
matrices which are functions of the swing bus voltage and line impedances, 
respectively. 
The load flow problem is to determine V for specified P, J, and H1 ... ,Hn. 
Two infinite series were determined which express V as an explicit function 
of P. The first is a Taylor series for V in terms of P, the second is a 
fixed point iteration series. Both expressions are of the form 
00 
v = J-1 I p<i) 
i=l 
where 
p 
f(P(i-1) ,P(i-2) , ..• ,P(l)) 
(9) 
(10) 
(11) 
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(•) th In the first series each P 1 contains only the i powers of P, while in 
the second series, each P(i) represents many powers of P so that M terms 
~lili 
of this series contain powers of P out to the 2 power. Also, the 
second series exhibits near quadradic convergence. 
In order to be able to use both of these series, the J matrix must 
be nonsingular. It can be shown that the J matrix is nonsingular only if 
all busses are connected to the swing bus. This is a severe restriction. 
A simple transformation to swing referenced voltages V', where 
V' = V - Vsw (12) 
avoids this problem. In this case J is replaced by J' where 
J' = J + 2 (13) 
and Pis replaced by P', where 
P' = p - JVSW - (14) 
It has been shown that J' is equivalent to the Newton-Raphson Jacobian of 
the first iteration with all voltages initially equal to zero. This 
suggests that J' will be nonsingular in situations where the Newton-Raphson 
method can be applied. 
An interesting application of the two proposed methods is in determining 
alternate loading conditions quite rapidly. For instance, assume both series 
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converge in M terms. A particular component Vk, applying the Taylor series 
formulation, is 
N 
J-1 (k,i) 
M p(i) 
vk = I I 
i=l i=l i 
(15) 
or 
M 
vk l: a(k,i) 
i=l 
(16) 
For a new vector P' 
0 ... 
= P x P, the new voltage component Vk can be computed 
as 
V' = k 
M 
L a(k,i) Pi 
i=l 
(17) 
The expression for Vk is called an explicit load flow, it has been shown 
that convergence can be guaranteed when P is less than 1.0. 
Some other aspects that need to be investigated concerning this load 
flow method are the applications to large power systems and the possible 
development of a closed-form vector matrix function which can be formulated 
from the two series. 
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Name: Anup K. Behera 
Date of Graduation and Degree: December 1981, M.S.E.E. 
STUDY OF TWO SYNCHRONOUS MACHINES OPERATING IN PARALLEL SERVING A CAPACITIVE 
LOAD 
1. Introduction 
The purpose of this report is to present a short summary of MS research 
done by Anup Kumar Behera under the guidance of Prof. Kemal Sanoglu and 
Prof. Peter Sauer. The aim of this work is to study the problem of parallel 
generator instability during emergency power service to the Very Large 
Array (VLA) antennas when operated in certain configurations. 
2. System 
The distribution network consists primarily of three 7200/12470 volts 
3-~ underground cable runs of length between 11 and 12 miles each. During 
loss of commercial service two 500 kW (625 KVA) diesel engine driven gen-
erators are utilized for stand-by power. 
3. Cable 
The three cable runs serving the VLA antenna loads consist of 3-1/c #2 
AWG Alum, 175 mils high molecular weight polyethylene 15 kV primary 
concentric UD cable. The line charging shunt capacitance per phase computed 
So c 
shunt 
57.4 pf/ft or 
0.0574 uFD/1000 ft 
R . = 0.317 0/1000 ft 
ser~es 
L . 0.2764 mH/1000 ft 
ser~es 
0.0574 uFD/1000 ft 
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4. Synchronous Machine and Engines 
The synchronous machines are Kato Model 500M556, 500 kW, 60 Hz, 
1200 RPM, 277/480, driven by Wankeshaw diesel engines. 
5. Voltage Regulators 
Each voltage regulator is a Basler type SR-8 solid state regulator 
equipped with parallel droop compensation. 
6. Governor 
Each governor is a Woodward type UG8 hydraulic isochronous governor with 
speed droop, load limit and speed synchronizer adjustments. 
7. Objective 
The primary objective of this work is to determine the most economical 
system modification which will permit parallel generator operation under 
site critical load with all cable runs in service and all antennas on line 
in any of the four configurations. VLA site consultants have recommended 
the installation of two 100 kVAR shunt reactors at two locations on each 
of the three cable runs. Complete analysis of the generator control 
function must be made to determine if an alternative method could permit 
stable parallel operation. This work was scheduled in two phases. The 
first phase consisted of a complete steady state analysis of the electrical 
distribution system to determine the node voltages and location for shunt 
reactive compensation of the cable system. In addition, the generator 
and generator control systems were analyzed from a preliminary simplified 
model to obtain a feeling for the need of the shunt reactors and any 
potential problems with their installation. 
The second phase consists of a detailed transient stability analysis 
of the two generating systems with and without shunt reactors. The purpose 
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of the second phase is to confirm the preliminary conclusion that shunt 
reactors are required, and to detect any possible problem which may 
be created by the shunt compensation. 
8. Load Model 
The antenna loads were modelled as a constant impedance load by 
lv 12 in y =---R - ja 
For example, the MDl proposed site critical load was simulated as a 
constant impedance tie to ground of 
2772 X 3 
z = ---------------------------------------
[(12.8 X 00.85) - j 12.8 X 0.53] X 103 
15.2a + ja.47 n/phase 
This type of load modelling is acceptable provided the line to neutral 
voltage magnitude does not change substantially between no load and full 
load. 
9. Voltage and Power Flow Analysis 
The distribution system was analyzed under three loading conditions. 
Using the estimated normal full load values the analysis yielded the voltage 
profile and source requirements in Table (la). Using the proposed site 
critical loads the analysis yielded the voltage profile and source 
requirements shown in Table (lb). The no-load analysis results are shown 
in T :l"L: .~. P (!c.). All studies ~ere performed with the antennas located in the 
"A" configuration, assuming the source is the stand-by generator pair. 
Under full load, the site power is nearly unity power factor, but neither 
the generator pair nor the stepup 750 KVA transformer could supply this load. 
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Full-load system voltages are ideal. Under the proposed critical site 
load, the main step-up transformer is marginal although this is not a 
serious problem. It is important to note that the KVA requirement is 655, 
which exceeds the KVA rating of one generator. System voltages are 
acceptable and could be brought to ideal by adjustment of the automatic 
voltage regulator set point. Under no load conditions, the reactive power 
requirements alone exceeded one generator's KVA rating by more than 20%. 
System voltage again could be brought down if the regulator set point could 
be reduced. 
Minimum Maximum Maximum Source real Source 
voltage voltage line load power reactive power 
%(1) %(1) %(2) required (3) required (4) 
0 98.7 100.1 144.4 1339.0 +189.6 
Full load 
G) 
Propoased 100.0 104.2 91.3 300.5 -583.4 
critical 
load 
0 
No load 100.0 106.2 109.6 9.6 -778.9 
1. + 100% = 7200 volts or 277 volts 
2. Based on transformer rating or 116 amp cable load 
(70% of 165 amp cable rating) 
3. kW 3<1> 
4. kVAR 3<1> 
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This analysis was performed without the installation of any shunt reactive 
compensation. If shunt compensation is made at the low voltage side of 
the 750 KVA transformer, the voltage profile and line power flow results 
could remain the same. The source reactive power requirements would of 
course be reduced. If shunt compensation is made anywhere on the high 
voltage cable system, the main 750 KVA stepup transformer would be 
considerably unloaded. 
10. Resonant Frequency Analysis 
Reactive compensation of electrical networks can often lead to 
undesirable resonance condition. This is particularly true when series 
compensation is considered. Series compensation of the leading power 
factor cable was ruled out as an alternative solution early in the 
analysis. This is primarily due to the fact that the leading power 
factor is a shunt load, virtually independent of system load. Secondly, 
series resonance is more critical than shunt resonance. Thirdly, we 
found out that we don't save much in regard to the power rating of the 
reactor. 
The Resonant Frequency Analysis was made to make sure that the 
system had no resonant frequency in the vicinity of the mechanical 
frequency of the system and any other higher frequencies above 60 Hz. 
The driving point impedance as seen by the generators was computed for 
various loading conditions and for frequencies between 0.5 and 200 Hz. 
We found a resonant frequency of 53 Hz when the shunt compensating 
inductance is connected to the system and the system is operating at no 
load. This will have virtually no effect on the S-5 system performance, 
but is analyzed in greater detail in the transient state. 
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11. Transient System Analysis 
The steady-state analysis as well as actual metering indicates that 
the total reactive power required of the generators can easily exceed 
600 kVAR. In order to supply this reactive power and keep the voltage 
constant, each generator would have to operate in the very underexcited 
mode. Site utilization of the two generators has indicated that one 
unit consistently trips off line when this loading is required. We have 
postulated that this occurs when one voltage regulator hits a minimum 
excitation limit, and leaves one generator in an unstable state relative 
to the paralleled generators' fixed terminal voltage. A full transient 
stability study of the generators plus their control systems is being 
made. This analysis is being made in an attempt to simulate the 
instability, and verify that the installation of shunt reactors will 
successfully allow stable operation. 
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Name: Dan J. French 
Date of Graduation and Degree: May 1981, M.S.E.E. 
SIMULATION OF INDUCTION MOTOR PERFORMANCE DURING LINE CURRENT 
HOLD OFF POWER FACTOR CONTROL 
This research investigates the effects of a power factor controller 
on the operation and life of induction machines. NASA has recently patented 
a device that saves energy in an induction machine by interrupting the current 
cycle to improve the power factor. It has been shown that this device 
considerably lowers the amount of energy consumed under no-load conditions. 
Very little research has been done to determine the possible adverse effects 
this dev.ice may have on the operation of an induction machine. A digital 
computer program is used to simulate an induction machine and the NASA 
controller. Different operating conditions from start-up to full-load 
are studied to determine the effect of the controller on the normal operation 
of the machine. The existence and consequences of a pulsating torque on the 
shaft of the machine and the response of the machine to various changes in 
several of the controller's parameters are also investigated. 
Power factor correction has long been an area of interest to electric 
utilities. The power factor can be defined as the cosine of the phase 
angle difference between the voltage and current. For sinusoidal conditions, 
the power factor is the cosine of the angle represented by the time difference 
in the zero crossings of the voltage and current waveforms. For nonsinusoidal 
conditions this relationship does not hold. For nonsinusoidal conditions 
the zero crossing time difference can be called the zero crossing time 
interval (ZCTI). 
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·With the high cost of today's energy, having a good power factor 
becomes an important operational consideration. Because of the large 
number of electric motors in the United States, there have been many devices 
developed which reduce the amount of energy consumed by induction motors. 
The Wanless motor utilizes a capacitor internally connected in parallel 
with the windings of the motor. It is reported that this method considerably 
improves the efficiency of the machine. Exxon Enterprises, Inc. has developed 
an inverter that provides a variable voltage, variable frequency supply for 
motors. This device is said to be more efficient and less expensive than 
inverters now being used. It reportedly can save a good deal of energy 
by use of its solid state electronics and digital controls. Two similar 
electronic energy saving devices have been developed at NASA and Auburn 
·university. Both utilize triacs connected in series with the stator 
windings of the machine. The Auburn constant speed controller uses the 
speed of the rotor to produce a signal that controls the triac. The NASA 
or Nola power factor controller senses the zero crossings of the voltage 
and current waveforms, then uses a signal produced from that information to 
control the triac. The Nola controller is analyzed in this research. 
The Nola controller has been shown to reduce the energy consumption 
of an induction motor under no-load conditions. Savings under full-load 
are small. By controlling a triac which is placed in series with the 
stator windings of the motor, the voltage and current waveforms can be 
interrupted during each half cycle. An electronic circuit senses the 
zero crossings of the voltage and current waveforms. The zero crossing 
time interval (ZCTI) is the difference in time at which these zero crossings 
occur. A signal proportional to the ZCTI is generated and compared to a 
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reference signal that is proportional to the desired ZCTI. The desired 
ZCTI is proportional to the power factor angle at full load. The difference 
· between the actual ZCTI and the desired value is used to generate pulses 
that turn the triac on. The duration of these pulses vary with load and, 
therefore, the amount of time the triac stays on will vary. This changes 
the time difference between the current and voltage zero crossings and 
also reduces the average value of voltage across the windings of the 
machine. The reduction in voltage results in less power consumption. 
There has been much work done in the area of induction motor simulation. 
In this research, an approach similar to that developed by Krause and Thomas 
is employed. The voltage equations of the machine are written in terms of 
flux linkages, resistance and current. In order to formulate state equations, 
the flux linkages are written in terms of currents and inductances. The 
inductances are derived from the magnetic axes of the stator and rotor phase 
windings. Since the mutual inductances between the ector and stator are 
dependent on the rotor position, they vary with time. This complicates 
the solution of the voltage equations, and, therefore, a transformation is 
used to eliminate this time-varying characteristic. This transformation 
effectively puts the voltage and currents of the stator and rotor into a 
common reference frame which rotates at an arbitrary speed w. This 
reference frame is known as the q-d-o reference frame. Solving the 
machine equations is simplified by using q-d-o variables and then trans-
forming these quantities back to the a-b-c reference frame. 
Simulation of the Nola controller connected to an induction machine 
is performed using a digital compute.r program. The instantaneous machine 
currents are calculated using the appropriate machine equations. The 
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set of machine equations used is dependent on whether all the phases are 
connected or if one of the phases is open circuited by a triac. Unlike 
Krause and Thomas, this simulation does not assume constant rotor speed 
and, therefore, the machine equations are not linearized. Along with 
currents and voltages, the instantaneous torque and rotor speed are 
calculated. A Runge-Kutta algorithm is used to solve the differential 
machine equations. The computer program is limited to the simulation of 
wye-connected, four wire machines. The simulation also assumes only one 
phase can be open circuited at a time. These constraints are due to the 
design of the Nola controller. 
At present, the simulation is near completion. When completed, 
the computer program will be used to analyze the controller and induction 
motor under various loads. Spedial attention will be paid to the various 
instantaneous torque and rotor speed. The effect of varying the desired 
1 ZCTI and simulating motor start-up will be studied. The amount of energy 
saved as calculated from this digital simulation will be compared to the 
calculated savings from experimental results obtained at Auburn University. 
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VOLTAGE CALCULATION IN CONTINGENCY ANALYSIS 
In contingency analysis, current distribution factors have been used 
successfully to estimate and check the real part of the power flows. Since 
the reactive power flows are "more nonlinear," the method fails to determine 
them and voltages cannot be found easily. 
Methods are being developed and tested to use distribution factors 
for voltage calculation. The methods being compared are: 
1. Linear Load Model 
If the loads are assumed to be constant current or constant impedance, 
the post contingency voltages can be computed using the current substitution 
method. In this me.thod, a line outage is simulated by a current injection 
at each end of the outaged line. The voltages are then computed from 
V = Z(I + I) (1) 
where Z is the precontingency bus impedance matrix (possibly containing 
constant load models). I is the precontingency bus injection current 
vector containing the constant current load models. I is the vector of 
contingency injections (two for each line outage) computed easily from the 
precontingency line current. 
2. Sequential Voltage Computation 
When a.c. current distribution factors are used to compute post-contingency 
complex line flows, an estimate of all postcontingency voltages can be made. 
Starting at the fixed voltages slack bus, the voltage at the receiving end 
of each connected line can be computed from the known sending end voltage and 
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the line power flow. Proceeding in this manner, every voltage can be 
computed from the estimated line flows by sequentially computing line 
terminal voltages. 
3. Near Constant Power Load Method 
A If the complex power loads are fixed at a precontingency value Si, 
the postcontingency voltages and bus current injections must satisfy, 
(2) 
If the product of changed quantities is neglected, a relationship between 
the changed bus voltage and injection current is 
* v.~I. = 0 
l. l. 
(3) 
This method recognizes the change in all bus injection currents in order 
to maintain constant power loads after the contingency. When expressed 
in rectangular coordinates, the change in voltages can be expressed as 
a linear function of each corresponding change in bus injection current. 
Utilizing this linear relationship, the postcontingency voltages can be 
found directly as a function of the precontingency operating point by 
again employing the current substitution method to simulate the outages. 
Method (1) is the fastest, but the least accurate one. Method (2) 
is the slowest method, and gives good results provided that the real power 
lost in the lines is small. Method (3) is also fast and can be simulated 
to calculate the voltages for different outages rapidly. 
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THE ADAPTABILITY OF GENERATION SYSTEMS TO CHANGES IN LOAD FACTOR 
1. Introduction 
The generation system planner faces the problem of designing a system 
having the capability of providing the power demanded by consumers. One 
figure of merit relating to this capability in a particular system is 
the ability of the system to adapt to changes in load factor. Load 
factor is a single number characterizing the demand for the year, and is 
the ratio of the average demand to the peak demand. 
This analysis intends to create a computer algorithm which will analyze 
a given system of generation units composed of units possessing stated 
capacities, failure rates, and durations of maintenance outage, while 
being subject to a stated pattern of consumer demand. The analysis will 
compute the minimum and maximum load factors of the consumer demand within 
which the system can operate and still encounter a tolerable performance 
as indicated by the loss of load expectation (LOLE) and number of minimum 
load problem days. 
The LOLE is a probabilistic quantity, and is the number of days 
during the year on which the system is expected to fall short of supplying 
the power demanded. The number of minimum load problem hours is also a 
probabilistic quantity, and is given by the Excess Energy Rating (EER), 
which is the number of days during the year on which the system is 
expected to possess an irreducible minimum generation capacity which 
exceeds the power demanded. 
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2. Loss of load expectation analysis 
The approach is to examine the model system on each day of the planning 
horizon. The composition of the generation system, in terms of generating 
units available and their operating characteristics, is known from the 
contents of a prepared installation and maintenance schedule. From this 
information and from the expected probability of failure of each machine, 
cumulative capacity outage probability tables (COPT) are computed for 
each day. These tables shown the probability that the system will fail 
to meet a given, or greater, demand. 
The difference between the generation capacity on a day and the 
power demanded on that day is found in the cumulative COPT. The corresponding . 
probability entry is the expectation that the system will fail to meet 
consumer . demand for that day. This procedure is repeated for each day of the 
year and a summation of the expectations yields the total probability for 
the year, the LOLE. 
The LOLE is compared with a desired quantity which, for this study, 
was chosen as seven days per year. If the total expectation exceeds this 
quantity, the load factor of the consumer demand is reduced and the LOLE 
computation for the year is repeated. The reduction in load factor is 
accomplished by reducing the minimum points of the demand curve while 
leaving the maximum points unchanged, thereby lowering the average while 
leaving the peak points unchanged. 
The iteration of computing LOLE, followed by a reduction in load 
factor, is repeated until the desired LOLE is attained. As a result, the 
computation finds the maximum load factor for the given generation system 
and maintenance scheduling, while subject to the stipulated maximum LOLE. 
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3. Minimum load problem analysis 
The second quantity to determine is the EER, which represents the 
number of days on which a minimum load problem exists. This determination 
is accomplished by comparing the power demanded on a given day with the 
minimum possible power which can be generated by the generating units intended 
to be in service on that day. If the minimum possible generation exceeds the 
power demanded, then a minimum load problem exists. 
The magnitude of the problem is determined by reference to the exact 
COPT. The exact COPT is a table like the cumulative COPT, with the exception 
that the exact COPT gives the probability of an exact outage occurring, as 
opposed to the probability of an outage or greater occurring as in the cumulative 
COPT. 
The demand curve for the minimum load problem analysis is initially 
different than that of the LOLE analysis above. This demand curve has 
a lower load factor than that used in the LOLE analysis. This curve is 
modified in the search for the solution by raising the load factor rather 
than lowering it as above. The reason is that it was found experimentally 
that this approach saves computer time. 
The minimum demand of each day is examined. If the daily minimum 
demand falls below the minimum generation capacity of the system, then 
excess generation capacity possibly exists. To determine the probability 
of such an excess, the demand of each hour is then examined. 
Each hour in which an exact COPT probability of excess demand is 
determined to exist is a problem hour. The problem hours are summed for 
the day and the process is repeated for each day of the year on which a 
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minimum demand problem is found, thus giving the total problem hours 
for the year. 
If the total number of problem ·hours for the year exceeds a desired 
quantity, the demand function is mod·ified to give a new load factor, 
and the process of problem hour computation is repeated. The load factor 
is changed by increasing the minimum points of the demand curve to provide 
an increase in the load factor. Following the load factor change, the 
summation of the problem hours is repeated and this process of load factor 
change followed by problem hour computation is repeated until the desired 
EER is obtained. 
Thus, the algorithm determines the minimum and maximum load factors 
within which the given system can acceptably operate. 
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THE EFFECTS OF UNIT COMMITMENT, MAINTENANCE SCHEDULES, AND 
GENERATION MIX ON PRODUCTION COST 
Abstract 
This paper utilizes the cumulant method for calculating the commitment 
schedule, which allows variable emphasis on minimizing incremental fuel 
cost and maximizing reliability, for a generator system. It also investi-
gates the impact of ' maintenance schedules and generation mix on production 
cost. 
1. Introduction 
In order to analyze the effects of unit commitment, maintenance schedules, 
and generation mix on production cost, a method which is both reasonably 
accurate and economical of computer time should be selected. The cumulant 
method was chosen because it met both of these criteria. 
At this point it would be beneficial to describe "reasonably accurate" 
results. The cumulant method is an extremely fast methoq for generating 
the equivalent load curve. Unlike standard methods which utilize a numerical 
condition for committing units, ~nd numerical integration to calculate the 
energy requirements of a unit, the cumulant method has very little round-
off error. It is also more flexible, since it does not require any 
restrictions on generator sizes. In order to reduce the computation time 
on numerical techniques the generators are assumed to be an integral 
multiple of some constant, so the method can very easily handle multiple. 
states. The inaccuracies in the cumulant method arise from the size and reli-
ability of the system. In order for the cumulant method to give good results, 
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two criteria should be met [1]: 
1) The largest unit should be less than 10% of the installed 
capacity. 
2) The forced outage rate (FOR) should be greater than 10%. 
Unfortunately, few systems meet these criteria, including my test data 
which are from a medium-size power utility. 
2. Program 
There are actually two different programs, but because of a modular 
program structure most of the routines were shared by both programs. 
The unit commitment program reads in the yearly load data and 
generator data. The program then computes the incremental fuel cost (IFC) 
and the loss of load probability (LOLP) of all the units, and per-unitizes 
them. Then two weighting factors (whose sum equals I) are applied to the 
IFC and LOLP. Then the generator with the lowest value is committed. 
This process is repeated until there are no more units left. The program 
then outputs the unit commitment schedule. 
The production costing program reads in the commitment schedule, 
maintenance schedule (for the year), weekly load curves (for the year), 
and generator data. It then calculates the production cost for the year. 
3. Results 
As the weighting factor was varied from no emphasis on IFC to no 
emphasis on LOLP, the production cost increased. In other words, one 
should choose LOLP as the criteria for committing a un_it over IFC, since 
by using LOLP a lower production cost is obtained. As a check the utility's 
t 
actual commitment schedule was used by the production costing program. The 
cost was comparable to the cheapest of the calculated production cost. 
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Next the FOR's of the generators were assigned constant values ranging 
from 0.01 to 0.14 and the above analysis was repeated. FOR's above 0.02 
exhibit the same trend as noted above. FOR's 0.02 and below the trend 
reversed. 
Next, 10 unique maintenance schedules were generated, each schedule 
levelized risk throughout the year except for 12 weeks centering around 
July 1st, when no units were removed from service. When the production 
cost was calculated and plotted (for varying weights on IFC and LOLP), no 
discernible difference was observed. 
Finally, the IFC and FOR of the generators were varied. The system 
was split into 2 groups of generators (large and small). Two arbitrary 
values of IFC (LO.O and 30.0) and FOR (0.11 and 0.03) were chosen. Then 
all possible combinations of these were read into the production costing 
program. The cost was constant for IFC = 10.0, but the production cost 
became less expensive as the weight on the IFC increased for IFC = 30.0. 
4. Conclusions and Recommendations 
It appears that for minimizing production cost, LOLP should be 
minimized, instead of IFC. This is a dangerous recommendation. Instead, 
methods should be recommended to satisfy the constraints of the cumulant 
method, so that discrepancies with current methods would be reduced. 
For example, modeling multi-state machines might relax the FOR constant, 
and the unit size constraint might be relaxed by breaking up the offending 
unit into two identical halves. 
Maintenance schedules, as long as they are realistic, pose no radical 
deviations in production cost. 
The Generation Mix Problem needs to be examined in more detail to 
determine the effects of generator sizes. 
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INCORPORATION OF LINEARIZED SENSITIVITIES IN THE WARD METHOD OF EQUIVALENCING 
Modern power system networks are very complex. This is largely because 
individual power systems (companies) connect themselves electrically to 
neighboring systems with interconnecting tie lines. The result is very 
large, highly complex power system networks, each composed of simpler 
individual power systems and interconnecting power transmission lines. 
Analyzing a particular power system in a larger power system network can be 
difficult, since the systems external to the system in question must be 
modeled in the load flow analysis, along with the particular system. 
Detailed load flow modeling of external systems is not economical for a 
power system unfortunately, due to limited computer time and storage, and 
other considerations. As a result, power systems develop simplified 
equivalents to represent immediately neighboring systems, and use the 
equivalents along with the detailed representation of the system of interest 
in load flow studies. The primary purpose of a~ equivalent is to accurately 
represent conditions at the boundary buses of the system of interest, under 
normal conditions of system operation. Several types of equivalents are 
described in the literature, but the most frequently used in industry 
today is the Ward equivalent. 
In the Ward method of equivalencing, the external network and the 
boundary buses are originally modeled in detail. At each boundary bus, 
the apparent power and complex voltage yield the injected current for that 
bus. Then each external bus is systematically eliminated by Gaussian 
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elimination, except for the boundary buses, the (external) generator 
buses, and ground. What remains is an equivalent impedance mesh which 
interconnects these remaining nodes. Assuming the loads and generators 
are constant current sources, the external generator buses can be eliminated, 
and equivalent generators or loads are placed at the boundary buses. The 
impedance network is reduced further by node elimination, until the external 
network consists only of equivalent shunt loads and generators at the 
boundary buses, and impedances interlinking the boundary buses. 
The Ward equivalent network can be used in a standard load flow 
program. Unfortunately, in security-related studies the Ward method has 
not produced good results, due largely to difficulty denoting what type 
of bus each boundary bus is. This drawback, along with other Ward 
shortcomings, has spurred much recent research in equivalence; extensions 
to the Ward method have recently been proposed, and also new methods of 
network equivalencing have been developed in the past few years. 
More useful in outage analysis than the Ward equivalent is the 
Linearization equivalent. In this mode .of equivalence, the external net-
work is represented by a series of equations, one equation for each bound-
ary bus. To develop the equations which represent the equivalent (for 
a given initial state), a series of Newton-Raphson load flow equations 
are written for the external network buses and the boundary buses. Then, 
by Gaussian elimination, the external buses are removed, leaving a number 
of equivalent linear equations relating the change in power flows from 
the equivalent network into the boundary buses to the change in voltages 
at the boundary buses. This equivalent is fast because it is linear. 
It is convenient to use in security analysis because, in studying outages, 
the engineer is interested in how sensitive the network parameters are to the 
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loss of a particular element of the netowrk. Unfortunately, the Linear-
ization equivalent is not a "conventional" equivalent; that is, it cannot 
be used by a standard load flow program since the equivalent is a set of 
equations, not a network. 
Consider now the merits of the Ward and Linearization equivalents. 
The advantages of the Ward equivalent are widespread use in industry and 
ease of application in standard load flow programs; for the Linearization 
equivalent, speed of solution computation and convenience of use in security 
analysis are paramount. It is apparent that the advantages characteristic 
of both the Ward and Linearization equivalents can be pooled into one load 
flow computer program if a specially constructed program is written specif-
ically with that purpose in mind. This program would incorporate the 
convenience of Ward equivalencing (well-known and fits into a .standard load 
flow) and the flexibility of Linearization equivalencing (fast, and good for 
outage studies) into an equivalencing program designed for the purpose of 
security type studies. Achieving this goal is the author's quest. 
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MODELLING OF AUTOMATIC GENERATION CONTROL FUNCTIONS 
The purpose of this research is to simulate Automatic Generation 
Control (AGC) functions. AGC involves allocating the total required power 
output for a system to all generators in that system. Implementation of 
the AGC algorithm will be by computer program written in FORTRAN and using 
the CYBER 175 computer at the University of Illinois. The simulation 
will involve four main areas of work which will initially be compiled 
individually and then assimilated into a complete AGC simulation program. 
The four areas of work involved are: 
1) Modelling the central AGC algorithms, 
2) Creating a computer representation of boiler turbine generator, 
3) Creating a load model, 
4) Creating a load flow. 
The central AGC algorithms include two basic equations for calculating 
the area control error (ACE) and the station control error (SCE). The area 
control error is calculated using the system frequency and the difference 
between the total load of the area and the total generation of the area. 
This area control error gives the amount that generation should be increased 
or decreased in order to compensate for changes in the area. An "area" can 
be defined as either an entire utility system or any part of that system. 
The station control error simply gives the amount that any generating 
station should change its generation in order to meet a change in the area's 
load. The station control error can be calculated by apportioning the ACE 
40 
to the generating stations by the percentage of the area's total generation 
contained in that station. 
The computer representation of a boiler turbine generator involves 
a series of differential equations representing different parts of the 
generator. These equations include time delays and also maximum and 
minimum turbine valve openings and rates of change. The differential 
equations are solved using the 4th order Runge-Kutta method. The simulation 
is then tested by implementing a step load change and then observing the 
reaction of the generator. 
After these first two tasks have been completed, a load model must be 
created to use in the computer simulation. The load model must be complex 
enough to accurately simulate an average real-time load but yet must be 
simple enough to be able to be used on the computer without using an 
excessive amount of computer time. The IEEE has several small systems (8 
bus and 16 bus) which should be suitable for this program. 
Finally, a load flow program must be written and implemented on the 
computer. This load flow will update the bus voltages and line power flows 
throughout the simulation as conditions on the network change. Several 
methods of solution are possible but a Newton-Raphson load flow will be 
used. This particular method gives good accuracy in its results while 
not requiring much computer time to implement. 
Once these four separate programs have been written, they will be 
combined into one program which will control generation of a power 
system automatically while responding to changes in load and frequency. 
The AGC simulator also will have the capability of calculating individual 
tie line flows, and thus be useful for modelling data acquisition system 
functions. 
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BLACK START UTILIZATION OF REMOTE COMBUSTION TURBINES 
The objective of this work was to study the effects of utilizing 
remote, combustion-turbine generators for blackstarting a power plant. 
Using a computer stability program developed in this paper, an actual 
power plant was studied to determine if its steam-turbine generator could 
be blackstarted using a remote, combustion-turbine generator. 
A two-axis model was chosen to model the remote generator. To include 
possible steady-state stability effects, an exciter and gov·ernor model 
were included. Thus, a tenth-order, mathematical model describing the 
generator-exciter-governor unit was developed. Two models were chosen to 
represent the large induction motors. One induction motor equivalent 
circuit was used to represent a motor when it is being started up, and a 
different model was used to represent a motor already running on-line. 
These models were then incorporated into a stability program. Then 
an actual power system was studied to determine its blackstart capability, 
under-frequency relay settings and minimum start-up. Then, using a certain 
order for start-up, the motors were brought on-line, either in a group of 
the same type or one by one. 
The terminal voltage of the boiler pump motors caused the only problems. 
These problems were alleviated by starting them up one at a time and raising 
the generator terminal voltage during each start-up. All other start-ups 
appear to occur successfully. 
The only problems occurring were the terminal voltages of the motors. 
It is important to keep the voltage levels from dipping below the 0.9 per 
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unit mark to avoid stalling. The voltage spikes occurring with larger 
motors were assumed not to have harmful effects on the induction motors. 
All frequency levels remained well above the under-frequency relay · 
settings, even if the machine damping of the generator was neglected. 
Thus, the voltages of the induction motors seem to be the limiting 
factor in the order of start-up and quantity of motors to be started at 
one time. No stability problems were encountered for the test system used. 
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MAXIMUM POWER TRANSFER AND IMPORT CONSTRAINTS BASED ON VAR RESERVES 
1. Abstract 
The maximum transfer and import capabilities of a system are largely 
determined by line loadability constraints. These constraints may be due 
to thermal li4 ts, voltage level restrictions or stability margins. This 
paper shows how the voltage and stability margins are related to var 
reserves. Traditional methods for determining line loadability limits are 
based on unlimited var resources for voltage control and for maintaining 
specifiedstability margins. When var limits are included, the resulting 
loadability constraints are changed significantly. A method to compute the 
line loadability constraints for specified var limits is presented. In 
addition, a method is given to determine the minimum var requirements 
necessary to provide specified voltage and stability margins. The results 
are given for single line equivalents with limited voltage control. 
2. Critical Angle Constraints 
Many of the line loadability limits presented by St. Clair and more 
recently verified by R. D. Dunlop and others are based on unlimited var 
reserves at both ends of a single line plus system equivalent. Thi_s paper . 
considers the effects of finite var limits on the loadability of these 
single line equivalents. The following results are based on a single loss-
less line with perfect voltage control at the sending end. If the 
receiving end has fixed shunt capacitive compensation as the only source 
of voltage control, the angle across the line at the point of maximum 
power transfer is: 
where cp is the power 
(cp = Tan -1 (Q2/P2)). 
02 
critical 
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= -450 + i 
2 
factor angle of the load supplied from bus 2 
(1) 
If the loss less line has reactance x12 , fixed shunt susceptance at 
bus 2 of we (1 > xl2 we), and sending end voltage v1 , the effect of adding 
a limited var source at bus 2 is as follows. Assume the desired voltage at 
bus two is v1 , and the voltage controller has a maximum var limit of 0 1Ilax 
The angle across the line supplying unity power factor load at the instant 
the maximum var capability is reached is: 
1 xl2 o2 = -Cos- [1 - x we - - 0 ] (2) 12 V 2 'max 1 
This may or may not be the critical maximum power transfer angle. If the 
var source is fixed at its limit, the angle across the line at maximum power 
transfer for the above case is: 
(3) 
This angle may be smaller or larger than o2 . The following criteria 
establish the critical angle displacement across a lossless line with 
fixed v1 and continuously variable but finite var compensation at bus 2. 
02 
crit1.cal 
= 
-90° if Q,.,x > vi[x~2 - we] 
(4) 
" * 
-max[lo 2 1, lo 2 11 otherwise 
The paper illustrates the above conditions with several realistic examples. 
The relationships are used in a ten-step algorithm to determine the minimum 
value of 0 to guarantee an operating point which will satisfy prespecified 
'max 
voltage and stability margin constraints. 
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3. Conclusions 
The importance of var supplies in maintaining acceptable voltage 
levels is well-known and widely studied. The importance of var reserves 
in maintaining stability margins has not received equal emphasis in the 
literature. In fact, virtually all work in the area of maximum power 
transfer and import capability is based on the assumption of unlimited 
var reserves. Furthermore, these limits are often used on lines which 
may be imbedded in an interconnected network at a location without direct 
voltage control. The analysis presented in this paper is limited to a 
single line with perfect voltage control at one end. Tavora and Smith 
have extended the analysis of lines with infinite var supply to intercon-
nected systems. Extension to the general case of an interconnected network 
with multiple finite var sources is not straightforward. The purpose of 
this paper was to call attention to the importance of var reserve 
modeling in computer applications and to form the basis for the analysis 
of interconnected systems. Specifically, the following points were made: 
(a) The critical angular displacement across lines with finite var supplies 
may be substantially less than 90°. Indee~realistic cases where maximum 
power transfer occurs at less than 30° with rated voltage at both ends were 
shown. (b) There is a significant difference between modeling var limits 
as fixed capacitors and as fixed reactive power sources. This is particularly 
important when switched capacitor banks are modeled as PV buses. (c) Var 
reserves must be capable of maintaining voltage well beyond normal operating 
conditions. That is, if a stability margin is desired, the minimum var 
reserves must be greater than the var requirements at the top end of the 
stability margin. (d) Stability limited line constraints based on St. Clair 
curves or their analytic equivalent apply only to lines with var reserves 
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large enough to permit loading to an angular displacement of 90°. 
(e) The maximum power transfer across a line with limited voltage 
control may very likely occur exactly at the point the var limit is 
reached regardless of the angular displacement. 
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DETERMINATION OF LOSS FACTOR FOR VARIOUS SUB-SYSTEMS FOR LOSS ALLOCATION 
METHODOLOGY 
Traditionally, utilities have considered system losses in a broad, 
generalized manner. Usually data have been compiled by allocating a percentage 
of total system load to generation, transmission, step-up, step-down, 
subsystem, and various other system losses. Accordingly, loss data have 
been approximate at best. However, with the current impetus toward billing 
for all incurred costs, the customer now is considered responsible for his 
fair share of system losses. Thus, a requirement has surfaced for specifi-
cally quantifying all system loss. Perhaps the area which has been most 
nebulous in the past is the determination of loss at the subsystem level. 
The thrust of this work is to provide an accurate means for determining 
the subsystem loss factor. 
This work introduced a method for determining the subsystem loss 
factor from the system load duration curve and known system quantities. 
Application of a linear regression technique produced an equation for the 
subsystem load duration curve. Proportionality factors are utilized in 
relating loss to load and system configuration. Since all other quantities 
are fixed, this method provides a good approximation of the subsystem loss 
factor. Therefore, data currently available to utility companies can 
be applied to subject method in order to determine subsystem losses as 
·a first step toward requesting partial customer responsibility for same. 
- --- ---- ---------------------------------------------------------------------------------------~ 
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CONSTRAINED STOCHASTIC POWER FLOW ANALYSIS 
1. Astract 
Analytic stochastic power flow methods normally employ linear load flow 
transformations. This is necessary since the statistics of voltages and 
line power flows cannot be determined through the nonlinear power flow 
equations. Linear load flow methods do not reflect the full finite 
ranges of voltage control mechanisms such as generator excitation systems 
and tap changing under load transformers, and thus traditionally give 
unsatisfactory results for systems which are sensitive to voltage 
control. In this work, the statistical mean and variance of load flow 
output quantities in response to random loading are computed with the 
consideration of var and tap limits. Multiple linear transformations are 
employed, with var and tap limits providing the discrete points at which 
each transformation is utilized. 
2. Piecewise Linearization 
Consider the random input variable P to be the sum of P0 + ~p where · 
P0 is a deterministic vector of bus real and reactive power loads plus real 
power generation, and ~p is the random component. The load flow output 
quantities V = V0 + ~V are the bus voltage magnitudes and angles plus 
transformer tap and generator reactive power requirements. The exact 
solution for specified P 0 is V0 , and assumes here that all voltage 
control devices are within their limits at this solution. For variations 
~p about this operating point, the linear solution is 
~v (1) 
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The transformation T(l) contains all sensitivities found from the 
base case Jacobian, and one or more rows of zeros for the controlled 
voltages. For given statistics of ~P, the expected range of components in 
~V can easily be computed using conventional stochastic load flow techniques. 
Included in these results would be the expected range of the generator 
var supplies (i.e., ~Q~). 
1 
If the computed range of a ~Q~ violates the 
1 
corresponding physical limit, then the expected ranges of all quantities 
computed from Equation (1) may have considerable error. This will 
occur whenever the base case operating point is near the physical limit 
of a controlling device. In order to account for the possibility of 
this event, a second transformation at the same operating point can be 
formulated. The second transformation would include sensitivities for 
voltage variation at the controlled bus, and would affect most of the 
entries of the linear transformation. For variations ~P about this 
point with loss of voltage control at one bus, the linear solution is 
(2) 
The transformation T(Z) contains all sensitivities found from the 
expanded base case Jacobian. Note also that since ~Q~ is a component of 
~V, there will be a corresponding row of zeros in T(Z). If this row 
corresponding to ~Q~ is row k, the variation of ~V for all variations 
1 
in ~p is then 
(3) 
T(Z) ~p when 
where i is the difference between the generator reactive power limit 
and the base case operating value. 
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3. Output Statistics 
For a given statistical distribution for ~P, the statistics of ~V can 
be computed from Equation (3) and the use of conditional expectations. 
For example, even if the mean of ~P is zero, the ~Vi will not in general 
have zero means. The mean, variance·, and higher-order moments of each 
~V. can be computed analytically using the above piecewise linear trans-
1 
formation. The method is explained further in the paper and is illustrated 
with two equivalent power systems. The random input for the illustrations 
was taken to be the total real power load of each system. The individual 
bus load real and reactive power variations were taken as a fixed percentage 
of the total load. The real power generation variations were considered 
to be either cyclic or non-cyclic units. If a unit was non-cyclic, its 
real power generation variation was set to zero, and if it was cyclic, its 
real power generation variation was computed as a base case dispatch 
percentage of the total load variation subject to dispatch. The analytic 
solutions were also verified with a Monte Carlo simulation wherein each 
of the exact load flow solutions was constrained to satisfy all of the 
physical limitations. A zero mean normal distribution was used with 
a standard deviation of 3.3 percent of the base case total load. 
4. Conclusions 
The physical limits of voltage control sources are becoming increasingly 
important as systems are forced to operate closer to their maximum capabilities. 
The discrete nonlinearities of physical constraints on these voltage 
control devices can cause substantial error in calculations requiring 
linear load flow models. This paper has utilized a piecewise linear 
multiple transformation to account for the significant constraints in the 
stochastic power flow problem. The method was shown to accurately produce 
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a more realistic mean and variance for the load flow solution variables 
under uncertain total load. The method is not limited only to stochastic 
load flow problems, however, and may be applicable whenever piecewise 
linear transformations can be utilized. 
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VOLT-TIME CHARACTERISTICS OF COMPLEX INSULATION STRUCTURES 
Abstract 
Knowledge of complex insulation structures and how they withstand 
different types of system overvoltages is not currently available. In 
particular, information concerning the relative effects of various types 
of system overvoltages on paper-oil-pressboard insulation structures is 
needed. Among the many types of system overvoltages encountered on high 
voltage power systems are: lightning surges, switching surges and power 
frequency (60 Hz) overvoltages. Much of the published data on voltages 
versus duration of overvoltage (volt-time) relationships is based on 
system overvoltages being subjected to simple electrode configurations. 
Modern transformer insulation structures are considerably more complex 
than two electrodes immersed in oil, creating a need for improved 
data using electrode configurations which involve complex electrostatic 
fields which are representative of practical insulation structures. 
In this paper, many samples of these complex structures were subjected . 
to various voltages and analyzed for trends in breakdown characteristics. 
These data should assist the design engineer in finding out what are the 
most detrimental types of system overvoltages and the relationship between 
them for determining protective equipment. 
Test Sample Specifications 
Ideally, the best volt-time characteristic definition would be done 
by subjecting the various overvoltages experienced on a system to actual 
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Figure 1 - Assembled Group of Coils 
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Figure 2 - Assembled Test Sample 
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transformers (or the particular piece of equipment under consideration). 
The volt-time characteristic for that piece of equipment could then be 
constructed from many failures and examining these failures and the 
mechanism by which failure occurred. Obviously, once a particular piece 
of equipment failed, it would have be discarded since the insulation would 
not be self-restoring. Self-restoring insulation completely recovers its 
insulating properties after a disruptive discharge (failure) caused by 
the application of a test voltage. Transformers and other complex insulation 
structures under consideration are examples of non-self-restoring insulation. 
They lose insulating properties or do not recover them completely, after a 
disruptive discharge. 
In the quest for a sample to simulate complex insulation structures, 
there were several considerations. First, the model had to consist of 
conductors insulated within paper, oil, and pressboard. A typical wire 
size of 0.204'! was chosen as the conductor. A round wire was preferred 
over a square wire because the round wire better simulates the fields inside 
transformers and the round wire seemd to be the worst case in terms of 
breakdown. The round wire was "sandwiched" between two pieces of press-
board and the wire was insulated with crepe paper tape. A 0.012 inch 
thickness of tape was used, again, for the reason that this thickness is 
representative of an actual oil-paper-pressboard insulation structure. 
EHV Weidman pressboard, which is used in oil immersed power transformers, 
was selected. A sketch of the test sample is shown in Figure 2. 
A log plot of the sample breakdown test results is shown on the following 
pages. The various IEEE standard high voltage tests are keyed on the second 
graph. A complete analysis of these data was made, and the results will be 
published soon. Perhaps the most significant result is the low voltage 
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required for breakdown in the 3 to 8 ~sec range. This is substantially 
different from the classical twin electrode breakdown characteristic. 
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4. ACTIVITIES 
The following chronological listing of 1980 events and highlights is 
a brief outline of the direct and indirect influence of the Power Affiliates 
Program on the University of Illinois and Industrial Affiliates. 
January 
- Spring semester begins with eight power courses offered and taught. 
- The University of Illinois at Urbana-Champaign is announced as 
heading the list for total number of engineering degrees earned 
in the 1978-1979 academic year. 
February 
- IEEE P.E.S. Winter Meeting attended by M. S. Helm R. D. Shultz, 
and R. A. Smith. Smith authored a paper. 
- EE 200 Seminars on power and energy systems area presented to 
sophomores by P. W. Sauer and R. D. Shultz. 
- Seminar on solar power satellites and microwave transmission 
presented by Prof. S. W. Lee (University of Illinois). 
- Seminar on the diagnosis of the energy eighties - excitement or 
eulogy presented to power students by Mr. P. J. Womeldorff, 
(Illinois Power Company). 
Power graduate listing mailed to recruiting companies. 
March 
- Seminar on direct methods for transient stability calculations 
presented by Dr. M.A. Pai (Iowa State University). 
- Sargent and Lundy faculty engineering conference attended by 
M. S. Helm and P. W. Sauer. 
- Electrical Engineering open house held with displays of power 
equipment and machinery laboratory demonstrations. 
April 
June 
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- EE 335 machinery cr ass visits Commonwealth Edison's Braidwood 
Nuclear Station. 
- American Power Conference attended by the following EE faculty 
and students with sponsors: 
M. s. Helm (U. of I.) T. M. Hajek (C. E.) 
P. w. Sauer (W. P. &L.) w. R. Engelbrecht (Harza) 
R. D. Shultz (C. E.) J. c. Maple (I .P.) 
R. A. Smith (Harza) K. J. Bayne (I. p.) 
c. s. Larson (C.I.P.S.) s. P. Hensley (U. E.) 
A. L. Addy (C.E.) T. M. Engess (W .P. &L.) 
- Seminar on interaction of auroras with H. V. power lines presented 
by Prof. W. M. Boerner (U.I.C.C.). 
- Seminar on the changing world of power transformers presented 
by Dr. D. W. Peacock (Westinghouse). 
- Seminar on variable structure design for power plant emergency 
design presented by Prof. G. Kwatny (Drexel University). 
- B. Avramovic completes requirements for Ph.D. 
- Power graduates number 29 B.S. and 5 M.S. 
Northern Indiana Public Service Company joins Power 
Affiliates Program. 
- Public Service Indiana awards grant to Tina Engess. 
- IEEE PES summer meeting attended by M. S. Helm and P. W. Sauer. 
P. W. Sauer authored a paper. 
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August 
- M. K. Sarioglu joins staff as a visiting professor. 
- Hoveida, Kay, Holmgren and Brunhart complete requirements for M.S. 
- Fall semester begins with eight power courses offered and taught. 
September 
-Union Electric joins Pow~r Affiliates Program. 
- M. S. Helm and P. W. Sauer attend Public Service Indiana's 
first faculty/industry dialogue day. 
- Sundstrand hosts Professors Swenson, Sarioglu, Sauer, Shultz, and 
Smith for a day of discussions. 
- Doerr Electric Corporation joins Power .Affiliates Program. 
October 
- EE 200 Seminars on power and energy systems area presented to 
sophomores by P. W. Sauer and R. D. Shultz. 
- 1980 Midwest Power Symposium was attended by five faculty and ten 
students. Shultz and Smith co-authored papers with Welte and Holmgren. 
- Seminar on dynamic stability analysis was presented by Mr. C. Imparato 
(P .G. &E.). 
- Power graduate listing mailed to recruiting companies. 
November 
- Seminar on large-scale energy systems was presented by Mr. L. H. 
Fink (System Engineering for Power, Inc.). 
Twenty-five machinery lab students visit four affiliate companies 
as class project. 
- R. A. Smith presented a seminar on transmission and generation 
reliability at the University of Florida. 
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