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CHAPTER 1
Introduction
The field of clusters may be approached from two different directions, which can 
be characterised as being either ‘bottom -up’ or ‘top-down’. A bottom  up approach 
involves seeking a greater fundamental understanding of the properties of matter, 
whereas a top down approach is typically applied, for example, in the downscaling 
of technology to smaller length scales. This study pertains to the former.
A fundamentally intriguing question in this field is always “how many atoms 
are required in order for a particle to behave as a small piece of bulk material?” 
In other words, what is the evolution of the physical properties towards the bulk. 
The answer to this question of course depends on the material/composition of the 
cluster, but also the property in question, i.e. structural, electronic or magnetic. 
This is made more difficult by the fact that, for a given cluster, the different 
properties can converge towards the bulk at different rates.
A similar question phrased slightly differently, however, could be “what unique 
properties does a system of finite size have?” This time the emphasis is no longer 
on the trend towards bulk, but on what novel phenomena are present in confined 
systems. Herein lies the true power of clusters, realising that they are not simply 
small pieces of a bulk material, but new materials in their own right.
The unique properties of clusters typically arise from one (or both) of the 
following causes: i) their larger surface area to volume ratio (i.e. the average 
coordination number) than bulk, or ii) their discrete energy levels, due to quantum 
confinement of the system.
One of the most im portant aspects of clusters, the one that gives rise to their 
unique physical properties, is tha t the valence electrons in the system delocalise. 
These delocalised electrons can subsequently form energy levels and shells ana­
logous to  the well known case of electrons trapped in the potential of an nucleus.
1
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Figure 1.1: As clusters w ith the correct (delocalised) electronic structure can mimic 
the physical properties o f their atomic analogue, one can imagine a ‘three-dimensional 
periodic tab le ’ where the reactivity o f a cluster can be tailored to a particular applic­
ation [1].
These delocalised electron shells now determine (to a large extent) the physical 
properties of the cluster, more so than the atoms of which the cluster is composed; 
it is not the individual atoms but the composition of the cluster as a whole that 
determines its physical properties. Clusters can thus mimic the behaviour of atoms 
with a similar electronic configuration, and have for this reason been dubbed ‘su­
per atoms’ (see Fig. 1.1). It is only a small step from here to realise that it is 
possible to tailor the physical properties of a cluster for a particular application 
by adding or removing electrons from the delocalised electron system, and that 
this is achieved by simply adding or removing atoms from the cluster.
1.1 From technology downscaling to fundamental questions 
at sub-nanometer length scales
Atomic clusters have the potential to both help answer fundamental questions 
on quantum phenomena in small systems and offer unique opportunities for the 
advancement of nanotechnology. In order to answer these fundamental questions, 
it can be advantageous to have a system with a limited number of interactions, 
or a system in which the excitons, plasmons and/or phonons have discrete values. 
Moreover, the ability to precisely control these aspects gives us an excellent toolbox 
with which to study these questions and more, for example condensed m atter 
phenomena such as magnetism and electron correlations. Clusters thus represent
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a system in which the interplay between the structural, electronic and magnetic 
properties can be carefully studied and controlled.
Not only is the composition (stoichiometry) of a material important, but also 
its size and geometry. An excellent example of this is of course carbon, which 
can exist in many allotropes—graphite is a semimetal, diamond is a (wide gap) 
semiconductor, while graphene and the fullerenes (e.g. nanotubes and buckyballs) 
exhibit a multitude of unique electronic, chemical and mechanical properties. Fur­
thermore, it has been shown that it is possible to make a solid from the ubiquitous 
C60 cluster [2, 3], forming the first true cluster material, fullerite. Cluster materi­
als, like molecular materials, are characterised by a weak intercluster while strong 
intracluster interaction. By doping fullerite it is possible to  modify its behaviour 
from semiconducting to metallic [4] and even superconducting [5], exhibiting a 
critical tem perature up to 40 K (the highest of any molecular solid) [6-8].
Clusters can therefore be used as building blocks in the fabrication of new, novel 
materials, where the physical properties can be tailored for the required application.
Many of the potential applications of clusters in technology have still not fully 
been realised, however some of the current ideas include catalysis, hydrogen stor­
age, high density magnetic storage and high sensitivity magnetic sensors. Clusters 
are also an excellent example of a quantum dot, which promise to be useful in 
a wide variety of applications such as in diode lasers, single electron transistors, 
photovoltaics, optoelectronics, and biological sensors.
A large portion of the field of cluster science is currently dedicated to the 
application of clusters to catalysis, and will likely be one of the first uses of clusters 
in industry. The advantage that clusters present include both their high efficiency 
and—more importantly—their high specificity. As confined systems, they also 
offer the possibility to explore the fundamental mechanisms governing chemical 
reactivity and catalysis in a controllable way. For a review on cluster catalysis see 
Ref. 9.
Research is also focused on the magnetic properties of small systems for their 
obvious applications in fields such as spintronics and patterned magnetic storage. 
One of the main interests here is in extending the superparamagnetic limit to 
smaller systems, that is the size limit whereby thermal fluctuations in a magnetic 
domain overcome the anisotropy energy. In order to do so one must first gain a 
greater understanding of magnetism in small systems. Some clusters have been 
found to even exhibit enhanced magnetic moments relative to the bulk. For recent 
reviews on cluster magnetism see Refs. 10, 11.
1.2 Brief history of the field of cluster physics
One of the first experiments in the modern field of clusters is likely the investigation 
of the abundance of van der Waals clusters of Xe from a supersonic source in 
1981 by Echt et al. [12], as illustrated in Fig. 1.2. The observed non-monotonic 
abundance (and therefore stability) is due to the formation of icosahedral shells of 
atoms, thus their stability is structural in origin.
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Shortly thereafter in 1984, similar effects were also observed in clusters of alkali 
metals by Knight et al. [13]. The peaks in abundance did not however agree with 
those seen in van der Waals clusters, and instead correlated with the closing of 
shells of electrons delocalised within the cluster. This was rapidly followed by the 
direct measurement of their ionisation energy by the same group in 1985 [14, 15], 
thus confirming the electronic origin of their enhanced stability. The ionisation 
energy of Na and K clusters is presented in Fig. 1.5.
At the same time, research into clusters of carbon was being performed, leading 
to the discovery of the well known C60 ‘buckyball’ in 1985 by Kroto et al. [16]. This 
spurred the ongoing field of research into the various allotropes of carbon, including 
nanotubes and, more recently, graphene. Robert F. Curl Jr., Sir Harold W. Kroto 
and Richard E. Smalley were jointly awarded the Nobel prize in Chemistry in 1996 
“for their discovery of fullerenes” .
Another im portant discovery in 1989 by Leuchtner et al. [17] showed that the 
reactivity of Al clusters to O2 is also non-monotonous, and in fact followed the 
electronic nature of the delocalised electron shells in the cluster. This opened the 
way to possibilities of tailoring the chemical properties of clusters, including using 
them as efficient, highly specific catalysts.
Also in 1985 the first experiments on the magnetic properties of free clusters was 
performed by Cox et al. [18]. This was followed by a large body of research using 
the magnetic deflection (Stern-Gerlach) technique, headed by the groups of Prof. 
W. A. de Heer from the Georgia Institute of Technology and Prof. L. A. Bloomfield 
from the University of Virginia. There were many controversies during this initial 
period, many of which revolved around either the tem perature of the clusters 
or the interpretation of the deflection profiles, some of which remain currently 
unresolved. A complete understanding of magnetism in transition metal and rare 
earth clusters remains one of the challenges in this field.
The field of clusters has since become increasingly broad, and this is fuelled by 
the rich variety of clusters that can be produced, and by the unique properties that 
each system presents. The various types of clusters that have been investigated 
include (but are not limited to) van der Waals clusters, metallic clusters, ionic 
clusters, semiconductor clusters, carbon clusters, and of course any combination 
of the above. For more information on the various types clusters the reader is 
directed towards several reviews [1, 19-21].
1.3 Atomic clusters: a difficult relationship between struc­
tural, electronic and magnetic properties
A cluster is in a constant state of unrest. From the non-equilibrium nature of 
its formation to the competition between structural, electronic and magnetic sta­
bility, a cluster is all about compromises. Its structure is not that of a periodic 
crystal; for smaller clusters none or very few of the atoms have a coordination 
number equal to its bulk congener. Due to the high degree of quantum con­
finement in the system, the electronic system is highly perturbed; instead of a
1.3 Atomic clusters: a difficult relationship between structural, electronic and magnetic
properties 5
band structure, discrete energy levels prevail. The story only becomes more com­
plex when magnetic clusters are considered; in a system with a finite number 
of atoms, it is rarely possible to satisfy the required ferromagnetic—and often 
antiferromagnetic—couplings between neighbouring atoms, resulting in further 
strain within the cluster. A cluster’s physical properties reflect neither its atomic 
nor bulk counterparts, and this is exactly the reason for their appeal and mystery.
1.3.1 Magic numbers and shell structures
In considering the structure of a cluster, it is often convenient to begin with a 
simpler system, such as a van der Waals cluster (e.g. a cluster composed of inert gas 
atoms). In this case there is no electronic interaction or delocalisation of valence 
electrons, simply electrostatic attraction. Here a non-monotonic abundance can 
also be observed, such as that of the Xe clusters shown in Fig. 1.2. The enhanced 
stability is therefore structural in origin, and can be explained as the formation of 
shells of atoms of high coordination. The structure are those of Mackay icosahedra 
(for an example see the upper part of Fig. 1.3), which can be expressed by the 
series
where N  is the total number of atoms and n describes the order of the icosahedron 
i.e. the number of shells. For perfect icosahedra n  =  1-6 corresponds to  N  =  
13, 55, 147, 309, 561 and 923 atoms. The maxima in stability in between the full 
icosahedral shell closings seen in Fig. 1.2 can be explained in terms of partial 
shell closings, tha t is the capping of one or more faces of the icosahedron. Later 
experiments by the same authors [22] experimentally confirmed the maxima in the 
series up to  at least n  =  6, i.e. N  =  923.
Another interesting series of experiments investigated the melting point of 
free Na clusters, a summary of the results of which is presented in Fig. 1.3. 
One can clearly see significant oscillations in the melting point as a function 
of cluster size. More interestingly however, is tha t the peaks in melting point 
(and, more importantly, entropy and energy change) do not correlate with elec­
tronic shell closings (N  =  59, 93, 139, 199, . . . ), but with structural shell closings 
(N  =  55, 147 and 309). This is in contrast to the abundance measurements of 
Knight et al. [13], and can be understood by realising that the number of electrons 
remains constant upon melting—while structural reorganisation does indeed take 
place—therefore electronic stability is less pertinent.
1.3.2 Structural characterisation of atomic clusters
Very early in the field of clusters it was realised that the structure is of prime 
importance in fully understanding their behaviour. Electron diffraction experi­
ments on free clusters were some of the first methods of structural characterisation 
[24, 25], however this was limited to larger cluster sizes where the structure already
n
(1.1)
p= 1
6 Introduction
C luster s ize n
Figure 1.2: Abundance spectrum o f Xe clusters, indicating the higher s tab ility  o f 
cluster sizes due to  (partia l) closings o f icosahedral shells, up to  n =  3 (N  =  147, see 
Eq. (1 .1)) [12].
£  50 100 150 200 250 300 350
number of atoms per cluster, N
Figure 1.3: The melting temperature ( T m, upper curve), latent heat o ffu s io n  per 
atom (q =  A E / N ,  middle curve) and entropy ch ange upon m elting (A s  =  A 5 //V , 
lower curve) o f Na+ clusters, Tm and q are extracted experimentally from the caloric 
curve E =  E (T ) ,  while A s  is calculated w ith  A s  =  q / T m. Th e sol id lines near 
the lower curve are tine calculated entropy change upon m elting using a hard sphere 
model. A (so iNustrated is the Mackay icosahedra for severa! sizes where complete 
(N  =  55, 147) or partial shell closing o f one or more faces occurs [23].
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Frequency / cm
Figure 1.4: Experimental (lower two panels) and calculated vibrational spectra of 
A u19 and A u20. The sp litting o f the mode seen at 148 cm-1 in Au20 into two modes 
in A u19 is due to  its reduced symmetry. A  similar pyramidal shape is observed for 
Na20 [32]. Figure from Ref. 33.
had some periodicity, i.e. hundreds to thousands of atoms. More recently however 
the structures of several smaller clusters have been determined by trapped-ion 
electron diffraction experiments [26, 27]. Other possible methods of structural 
characterisation include ion mobility measurements [28], where the cluster’s struc­
ture is inferred from its collision cross section.
Yet another method of structural characterisation of small clusters involves the 
measurement of their vibrational spectra, in particular in the so-called ‘fingerprint 
range’ where excitations correspond to delocalised modes in the cluster. These 
modes give thus the most information on the structure of the whole cluster, when 
accompanied by density functional theory (DFT) calculations. The technique 
can be applied to  both free clusters and those embedded in an inert gas matrix, 
and has been performed on a multitude of cluster sizes and types [29-31], with 
work still ongoing. For a recent example see Fig. 1.4. This study employs similar 
techniques of vibrational spectroscopy of free clusters for the purposes of structural 
characterisation, for more details see Chaps. 4 and 5.
1.3.3 Electronic properties
Shortly after the discovery of the non-monotonic abundance of Na by Knight et al.
[13] (and of K one year later [34]), a series of measurements by the same group 
were published [14, 15, 35, 36] on the ionisation potentials (IP) of the alkali metals. 
The results of such measurements on Na and K are presented in Fig. 1.5, showing 
tha t the IP also exhibits a non-monotonous size dependence. An im portant point 
to note here is tha t the observed peaks in abundance correlate well with the meas-
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Figure 1.5: The ionisation potential o f Na and K clusters, where clear drops can 
be seen after cluster sizes N =  2, 8, 18, 20, 40, 58 and 92, correlating well w ith the 
closing o f delocalised electronic subshells. Figure from Ref. 36, data from  Refs. 14, 15.
ured peaks in ionisation energy, signifying that the increased stability is indeed 
electronic in origin.
An early model that appropriately describes the electronic properties of alkali 
metal clusters is the jellium model, where, instead of considering the potential of 
each nucleus in the cluster, a smeared ‘jelly-like’ background potential is used.1 
The delocalised electrons form energetic electron shells, and the potential seen is 
only that the jellium sphere. The increased abundance, stability and IP of (alkali) 
metal clusters can now be explained in terms of the closing of these delocalised 
electronic shells, where closing the 1s, 1p, 1d, 2s, 1 f , 2p, 1g, 2d, 1h and 3s subshells 
leads to magic numbers N  =  2, 8, 18, 20, 34, 40, 58, 68, 90 and 92 respectively. 
The success of this model highlights the effective screening of the individual ions’ 
potential by the delocalised electrons.
An interesting question to consider is “how big must a cluster be before we do 
not see these electronic shell effects?” , i.e. how long before the quantised nature of 
the energy levels gives way to a band structure, as in the bulk? Experiments have 
been performed on larger clusters, and the shell structure is still evident up to 
several thousand Na atoms [37-39]. A very similar, but much more controversial 
question is “how big does a cluster have to be before it can be considered metallic?” 
Part of the difficulty herein lies with the definition of metallicity, e.g. by a classical 
definition that it can not support an internal electric field, by looking at the 
energy gap of states near the Fermi level, or the level of delocalisation of electrons 
throughout the cluster.
A recent study by Bowlan et al. [40] on the polarisability and permanent dipole
1 In teresting ly , th e  p o te n tia l seen by th e  delocalised  e lec trons in (alkali) m eta l c luste rs  m ore 
closely resem bles th a t  o f nucleons inside a  nucleus (flat, rising  sh a rp ly  a t  th e  edges) th a n  th a t  
o f e lec trons around a  nucleus (q u ad ra tic , p o in t charge a t  th e  cen ter).
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Figure 1.6: Photoelectron spectra o f Cu+ cluster anions, showing the evolution of 
the electronic states/bands as the cluster size increases. Note tha t the lower energy 
4s band varies non-monotonically w ith cluster size, and is therefore more sensitive to 
the geometry o f the cluster than the higher energy (and thus more localised) 3d band. 
The electron affin ity slowly tends towards the bulk work function o f 4.48-5.10eV  [42].
of NaN (N  < 200) clusters showed that even clusters as small as the trim er can 
effectively screen an internal or induced charge, and can thus be described as 
being metallic. For a general review of the metal-insulator transition in clusters 
see Ref. 41
Detailed information on the electronic states of a cluster can be gained by 
measuring the photoelectron spectrum of a cluster. An advantage of this technique 
is that most of the information obtained relates to the final state of the transition, 
and thus if anions are probed then one gains information on the neutral state 
of the cluster. Example spectra are shown in Fig. 1.6, where the evolution of 
the electronic states from molecular to band-like can be seen as the cluster size 
increases.
1.3.4 Cluster magnetism
The magnetic properties of clusters present an even more interesting picture, one 
of both fundamental and applied interest. This is where the manifestation of the 
unusual geometric and electronic properties truly takes place, causing both en­
hanced and reduced magnetic effects in different clusters. The geometric structure
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can affect the magnetic properties of a cluster through the exchange interaction 
between the spins, or through surface effects due to the reduced coordination num­
ber of atoms near the surface. The electronic structure has an obvious influence 
on the magnetic system through a multitude of effects, including through the (dir­
ect and indirect) exchange interaction, the interlevel energy spacing, and through 
more complex phenomena such as the spin-orbit interaction.
An excellent example of the effect the geometric structure of a cluster can have 
on its magnetic properties is tha t of Ni, where it was found [43] that the total 
magnetic moment of the cluster was heavily influenced by its structure; whenever 
there was a geometric shell closing (e.g. Mackay icosahedra), the magnetic moment 
noticeably decreased. This effect is illustrated in Fig. 1.7, where in general the 
magnetic moment slowly trends towards the bulk value (0.61 ,^B) as the cluster 
size increases, except for compact clusters with a higher average coordination 
number which have a correspondingly lower net magnetic moment. The enhanced 
magnetism observed in Ni is therefore due to surface effects where atoms have a 
reduced coordination number, an effect often seen in clusters of itinerant magnets 
(delocalised spin electrons). Note however that even at the limit of their study 
(N  =  740), the magnetic moment did not reduce to the bulk value. Interestingly, 
the opposite effect is often seen in clusters of Heisenberg magnets, tha t is clusters 
with localised spins such as the rare earths. In these cases a reduced moment 
relative to the bulk is observed, and clusters of high symmetry and coordination 
number have a higher net magnetic moment [44, 45]. This is explained as a result 
of non-collinear, or canted moments2 [46, 47], such as those illustrated in Fig. 1.8.
Another im portant issue in magnetism in small systems is tha t of the super- 
paramagnetic effect, particularly relevant for the application of clusters to, for 
example, the field of magnetic storage. Superparamagnetism occurs when the size 
of a magnetic system is reduced to the point where the anisotropy energy (which 
is proportional to the system size) is lower than the available thermal energy. As 
a result the net magnetisation of a cluster can change direction spontaneously due 
to thermal fluctuations, causing the observed magnetisation to  appear lower than 
it actually is.3 While most of the transition metal clusters are typically super- 
paramagnetic, it should be noted that rare earth clusters such as Gd can have a 
high enough anisotropy energy to exhibit locked-moment behaviour, as observed 
by Douglass et al. [44].
Several well known properties of magnetic systems need to  be re-examined in 
small systems, where unexpected behaviour can occur. One example of this is 
the Curie temperature, tha t is the tem perature above which a ferro/ferrimagnetic 
material becomes paramagnetic. While one may naively assume that the Curie 
point will decrease with a decreasing cluster size (due to the decreasing anisotropy 
energy), it has been observed that the Curie tem perature can both decrease [48,
2 T h e  can tin g  o f th e  spins in ra re  ea rth  c lusters, like th e  com plex m agnetic s tru c tu re s  th a t  bulk  
ra re  ea rth s  form , is d ue to  th e  long range, oscillatory , in d irec t (R K K Y ) exchange in te raction .
3T h is  assum es th a t  th e  observation  tim e  is longer th a n  th e  Neel re laxa tio n  tim e, th e  average 
leng th  o f tim e  it tak es  for th e  m ag n etisa tio n  to  spo n tan eo usly  change d irec tion  as a  re su lt of 
th e rm a l fluc tu a tion s.
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Figure 1.7: Magnetic moment o f Ni clusters, showing clear minima at cluster sizes 
corresponding to  geometric (Mackay icosahedra) shell closings [43].
a
Figure 1.8: Calculated magnetic ordering o f a Gd13 cluster, showing canted moments 
as a result o f a competition between ferromagnetic and antiferromagnetic coupling 
between the spins, due to  the RKKY exchange interaction. A fte r Pappas et al. [46].
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Figure 1.9: Normalised Curie temperature o f an itinerant magnetic system as a func­
tion o f the average interlevel spacing, also normalised to  the bulk Curie temperature. 
Note tha t, unlike the magnetocrystalline anisotropy energy, the Curie temperature 
actually increases w ith a decreasing cluster size [50].
49] and increase [45] with decreasing cluster size. This has recently [50] been 
explained for the case of an itinerant magnet as being due to a suppression of spin- 
density fluctuations due to the increased interlevel spacing (itself due to quantum 
confinement), as is illustrated in Fig. 1.9.
1.3.5 Gaps in our understanding of cluster phenomena
One of the key difficulties in measuring—both experimentally and theoretically— 
the structure of atomic clusters is the multitude of low-lying structural isomers that 
are typically present in clusters of appreciable size (n > 10). Experimentally, it is 
possible that under typical conditions more than one isomer is populated, while 
theoretically it can be difficult to identify the ground state among many states 
similar in energy. For example, one of the difficulties in theoretically calculating a 
cluster's structure is tha t it requires a complete search through the potential energy 
surface (PES) of possible conformers, in order to find the true global minimum. 
The complexity of the PES however increases with increasing cluster size; the 
number of possible geometrical structures increases exponentially with cluster size, 
and for a given geometric structure containing n  magnetic electrons, there are 2n 
possible spin configurations (which may or may not be reduced depending on the 
symmetry).
The difficulty in understanding the physics of metal clusters also increases once 
we consider materials with itinerant electrons, such as transition metals and to 
some extent rare earths. This difficulty partly arises from the complex structures 
that can form; unlike simple s metals, the interatomic forces in d and f  metals can 
be directional, and can thus form non-close packed structures. The electronic (and
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magnetic) complexity also increases once effects such as the spin-orbit coupling 
are taken into account.
To improve the gaps in our understanding of magnetism in sub-nanometer 
systems we therefore need to  simultaneously measure and understand the (inter­
play between the) geometric, electronic and magnetic properties of the cluster of 
interest.
1.4 Scope of this thesis
The ultimate goal of this project is to  gain a greater fundamental understanding 
of magnetism in small systems, and in particular atomic clusters. To do so we 
first need to gain knowledge of the geometric structure of a cluster, then the 
electronic structure, and finally the magnetic properties. To this end a setup has 
been designed and built tha t can produce clusters of a specified size distribution 
and temperature, and also measure all three of these properties.
As a significant portion of this project was devoted to  the design and construc­
tion of a cluster setup, a proportionally large amount of this thesis will describe 
the details of the setup and its operation. This will be split across two chapters, 
the first of which, Chapter 2, will describe the design of the setup itself while 
Chapter 3 will show example spectra of cluster production and detection.
Chapter 2 (Experimental details) is split into 6 sections, the first three of 
which detail the essential parts of the setup that are required for every mode of 
operation—the setup itself, the cluster source and the mass spectrometer—while 
the final three sections each detail a single mode of operation (each which can not 
be used concurrently with any of the others): vibrational spectroscopy, electric 
and magnetic deflection, and photoelectron spectroscopy.
Chapter 3 (Cluster production and detection) will first show example mass 
spectra (in Sec. 3.1 in order to  give the reader a feel for the process of cluster 
production, and to show some of its limitations. Section 3.2 discusses some as­
pects of cluster stability and reactivity, including the observed non-monotonous 
abundance. Section 3.2 also introduces photoinduced dissociation as a method 
of elucidating stable stoichiometries. The final section (Sec. 3.3) will go over the 
im portant points of the ionisation of neutral clusters, including some brief estim­
ations of the ionisation energy of TinOm (n =  0-8) (m =  0-2) clusters via the 
measurement of their ionisation efficiency.
Chapter 4 (IR-MPD spectroscopy of transition metal oxide clusters) revolves 
around the measurement of the vibrational spectra of various transition metal 
oxide clusters. The first three sections detail the experimental aspects specific 
to these measurements, including the mechanism of infrared multiphoton dissoci­
ation, the free electron laser used and data analysis technique employed. In the 
final section (Sec. 4.4) the experimentally measured vibrational spectra of cobalt 
oxide, manganese oxide, chromium-manganese oxide and cobalt-chromium oxide 
clusters are presented.
The vibrational spectra alone of course only give us a limited amount of in­
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formation, and to fully elucidate a cluster’s structure theoretical calculations are 
required. Therefore in Chapter 5 (Structure determination of cobalt oxide clusters: 
experiment and theory) the results of structure calculations4 on CoxO+ (x =  3-6, 
y =  3-8) clusters performed within the density functional framework will be 
presented. Ground state structures are found for several cluster sizes, including a 
half-metallic, highly symmetric ferromagnetic state of Co6O+.
The final chapter in this thesis, Chapter 6, is dedicated to  the investigation of 
the magnetic properties of several rare earth clusters, specifically P rn , Tmn, Tbn 
and Hon . This involves both the magnetic and electric deflection of cold cluster 
beams. After a brief introduction to the pertinent aspects of rare earth magnetism 
in Section 6.1, the controversial topic of the interpretation of the deflection profiles 
will be discussed in Section 6.2. The next two sections are broken up as follows: 
Section 6.3 will, for each material, present the raw data in the form of both the 
deflection profiles themselves and the extracted magnetic moments, polarisabilities 
and electric dipoles. Subsequently, Section 6.4 will discuss the trends and effects 
seen across the different materials, including the unusual tem perature dependence 
of Tmn and P rn , the effect of a contaminant O atom on the permanent electric 
dipole and magnetic moment of Tbn and its implications on the mechanism of 
indirect exchange interaction, and the non-monotonous magnetic moments of Tbn 
and Hon . The final section (Sec. 6.5) will present preliminary calculations5 on 
the non-collinear moments of Tbn (n =  2-13), confirming the assumption that 
the non-monotonous trend in the magnetic moments is due to a delicate interplay 
between the structure and exchange interaction in rare earth clusters.
Left for future investigations is the experimental determination of the magnetic 
moments of the clusters measured in Chapter 4 (IR-MPD spectroscopy of transition 
metal oxide clusters), and the vibrational spectroscopy of the clusters measured 
in Chapter 6 (Magnetic and electric properties of rare earth clusters), as there is 
currently no overlap in experimental data between the clusters measured in these 
two chapters. Similarly, there are only DFT calculations available for a subset of 
the clusters investigated here.
4T h e  D F T  calcu la tion s on th e  co b alt oxide cluste rs  were perform ed  by  th e  g roup  o f P rof. Shiv 
K h a n n a  a t V irgin ia C om m onw ealth  U niversity.
5T h e  ca lcu la tion s on th e  te rb iu m  cluste rs  were perform ed  by  th e  group  of P rof. O lle E riksson 
a t  U ppsala  U niversity.
References 15
References
[1] A. W. Castleman and S. N. Khanna, J. Phys. Chem. C 113, 2664 (2009).
[2] W. Krätschmer, L. D. Lamb, K. Fostiropoulos, and D. R. Huffman, Nature 
347, 354 (1990).
[3] G. Meijer and D. S. Bethune, J. Chem. Phys. 93, 7800 (1990).
[4] R. C. Haddon, A. F. Hebard, M. J. Rosseinsky, D. W. Murphy, S. J. Duclos, 
K. B. Lyons, B. Miller, J. M. Rosamilia, R. M. Fleming, A. R. Kortan, et al., 
Nature 350, 320 (1991).
[5] A. F. Hebard, M. J. Rosseinsky, R. C. Haddon, D. W. Murphy, S. H. Glarum, 
T. T. M. Palstra, A. P. Ramirez, and A. R. Kortan, Nature 350, 600 (1991).
[6] K. Tanigaki, T. W. Ebbesen, S. Saito, J. Mizuki, J. S. Tsai, Y. Kubo, and 
S. Kuroshima, Nature 352, 222 (1991).
[7] T. T. M. Palstra, O. Zhou, Y. Iwasa, P. E. Sulewski, R. M. Fleming, and 
B. R. Zegarski, Solid State Commun. 93, 327 (1995).
[8] A. Y. Ganin, Y. Takabayashi, Y. Z. Khimyak, S. Margadonna, A. Tamai, 
M. J. Rosseinsky, and K. Prassides, Nature Mater. 7, 367 (2008).
[9] U. Heiz and W.-D. Schneider, J. Phys. D: Appl. Phys. 33, R85 (2000).
[10] J. Bansmann, S. H. Baker, C. Binns, J. A. Blackman, J. P. Bucher, 
J. Dorantes-Davila, V. Dupuis, L. Favre, D. Kechrakos, A. Kleibert, et al., 
Surf. Sci. Rep. 56, 189 (2005).
[11] C. Binns, Surf. Sci. Rep. 44, 1 (2001).
[12] O. Echt, K. Sattler, and E. Recknagel, Phys. Rev. Lett. 47, 1121 (1981).
[13] W. D. Knight, K. Clemenger, W. A. de Heer, W. A. Saunders, M. Y. Chou, 
and M. L. Cohen, Phys. Rev. Lett. 52, 2141 (1984).
[14] W. A. Saunders, K. Clemenger, W. A. de Heer, and W. D. Knight, Phys. 
Rev. B 32, 1366 (1985).
[15] W. A. de Heer, W. D. Knight, M. Y. Chou, and M. L. Cohen, Solid State 
Phys. 40, 93 (1987).
[16] H. Kroto, J. Heath, S. O ’Brien, R. Curl, and R. Smalley, Nature 318, 162 
(1985).
[17] R. E. Leuchtner, A. C. Harms, and A. W. Castleman, J. Chem. Phys. 91, 
2753 (1989).
16 Introduction
[18] D. M. Cox, D. J. Trevor, R. L. W hetten, E. A. Rohlfing, and A. Kaldor, Phys. 
Rev. B 32, 7290 (1985).
[19] J. A. Alonso, Structure and properties of atomic nanoclusters (Imperial Col­
lege Press, 2005).
[20] T. D. Märk and A. W. Castleman, Adv. Atomic Mol. Phys. 20, 65 (1985).
[21] M. D. Morse, Chem. Rev. 86, 1049 (1986).
[22] O. Echt, O. Kandler, T. Leisner, W. Miehle, and E. Recknagel, J. Chem. Soc., 
Faraday Trans. 86, 2411 (1990).
[23] H. Haberland, T. Hippler, J. Donges, O. Kostko, M. Schmidt, and B. von 
Issendorff, Phys. Rev. Lett. 94, 035701 (2005).
[24] A. Yokozeki and G. D. Stein, J. Appl. Phys. 49, 2224 (1978).
[25] B. de Boer and G. Stein, Surface Science 106, 84 (1981).
[26] A. Lechtken, C. Neiss, M. M. Kappes, and D. Schooss, Phys. Chem. Chem. 
Phys. 11, 4344 (2009).
[27] M. P. Johansson, A. Lechtken, D. Schooss, M. M. Kappes, and F. Furche, 
Phys. Rev. A 77, 053202 (2008).
[28] F. Furche, R. Ahlrichs, P. Weis, C. Jacob, S. Gilb, T. Bierweiler, and M. M. 
Kappes, J. Chem. Phys. 117, 6982 (2002).
[29] A. Fielicke, A. Kirilyuk, C. Ratsch, J. Behler, M. Scheffler, G. von Helden, 
and G. Meijer, Phys. Rev. Lett. 93, 023401 (2004).
[30] A. Fielicke, G. von Helden, and G. Meijer, Eur. Phys. J. D 34, 83 (2005).
[31] K. R. Asmis and J. Sauer, Mass Spectrom. Rev. 26, 542 (2007).
[32] I. A. Solov’yov, A. V. Solov’yov, and W. Greiner, Phys. Rev. A 65, 053203 
(2002).
[33] P. Gruene, D. M. Rayner, B. Redlich, A. F. G. van der Meer, J. T. Lyon,
G. Meijer, and A. Fielicke, Science 321, 674 (2008).
[34] W. D. Knight, W. A. de Heer, K. Clemenger, and W. A. Saunders, Solid 
State Commun. 53, 445 (1985).
[35] M. L. Cohen, M. Y. Chou, W. D. Knight, and W. A. De Heer, J. Phys. Chem. 
91, 3141 (1987).
[36] W. A. de Heer, Rev. Mod. Phys. 65, 611 (1993).
[37] S. Bj0rnholm, J. Borggreen, O. Echt, K. Hansen, J. Pedersen, and H. D. 
Rasmussen, Phys. Rev. Lett. 65, 1627 (1990).
References 17
[38] T. P. Martin, T. Bergmann, H. Goählich, and T. Lange, Z. Phys. D 19, 25 
(1991).
[39] J. Pedersen, S. Bj0rnholm, J. Borggreen, K. Hansen, T. Martin, and
H. Rasmussen, Nature 353, 733 (1991).
[40] J. Bowlan, A. Liang, and W. A. de Heer, Phys. Rev. Lett. 106, 043401 (2011).
[41] B. von Issendorff and O. Cheshnovsky, Annu. Rev. Phys. Chem. 56, 549 
(2005).
[42] O. Cheshnovsky, K. J. Taylor, J. Conceicao, and R. E. Smalley, Phys. Rev. 
Lett. 64, 1785 (1990).
[43] S. E. Apsel, J. W. Emmert, J. Deng, and L. A. Bloomfield, Phys. Rev. Lett. 
76, 1441 (1996).
[44] D. C. Douglass, A. J. Cox, J. P. Bucher, and L. A. Bloomfield, Phys. Rev. B 
47, 12874 (1993).
[45] D. Gerion, A. Hirt, and A. Chatelain, Phys. Rev. Lett. 83, 532 (1999).
[46] D. P. Pappas, A. P. Popov, A. N. Anisimov, B. V. Reddy, and S. N. Khanna, 
Phys. Rev. Lett. 76, 4332 (1996).
[47] V. Z. Cerovski, S. D. Mahanti, and S. N. Khanna, Eur. Phys. J. D 10, 119 
(2000).
[48] I. M. L. Billas, J. A. Becker, A. Chatelain, and W. A. de Heer, Phys. Rev. 
Lett. 71, 4067 (1993).
[49] D. Gerion, A. Hirt, I. M. L. Billas, A. Chatelain, and W. A. de Heer, Phys. 
Rev. B 62, 7491 (2000).
[50] L. Peters, M. I. Katsnelson, and A. Kirilyuk, Phys. Rev. B 84, 045422 (2011).

CHAPTER 2
Experimental details
To gain a full understanding of cluster magnetism, one needs to measure not only 
the net magnetisation but also i) the arrangement and distance between each of 
the constituent atoms, that is the geometric structure of the cluster; ii) the mobil­
ity, degree of localisation and energy levels of the free electrons in the system, that 
is the electronic structure of the cluster; and finally iii) the magnetic moment of 
the cluster i.e. its magnetisation. To this end a cluster setup has been designed 
and built to be able to measure a) vibrational spectra, to investigate the clusters’ 
geometric structure; b) photoelectron spectra, to investigate their electronic struc­
ture; and c) Stern-Gerlach deflections, to  investigate their magnetic moments (and 
polarisability and electric dipoles), i.e. cluster magnetism. Coupled to each of 
the above methods of analysis are several basic pieces of equipment required for 
any cluster experiment: a source capable of producing a (tunable) distribution of 
cluster sizes at a defined temperature, and a mass spectrometer capable of resolv­
ing the masses produced by the source. All of the experiments are carried out in 
vacuum , thereby avoiding any disturbances caused by contamination or a support 
surface.
2.1 The Nijmegen cluster beam setup
As mentioned above the setup is capable of measuring the structural, electronic 
and magnetic properties of the produced clusters, what is however not possible is 
measuring these properties concurrently. Therefore the setup has several ‘modes’ 
of operation, where one can measure one of the three aforementioned properties 
at a given time. The reason for this is as follows: each of the measurements 
have different requirements regarding aspects such as the method of detection,
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Table 2.1: The different requirements o f the various modes o f operation o f the setup.
charge state distance from 
source
detection method
vibrational positive close mass spectrometry
spectroscopy
photoelectron negative close tandem  mass spectro-
spectroscopy scopy and velocity map
imaging
cluster beam neutral far position sensitive mass
deflection spectrometry
the distance from the source to the mass spectrometer and the charge state of the 
species to be detected. This is summarised in Table 2.1 and represented graphically 
in Figs. 2.1, 2.2.
In its simplest form, the setup has two main components: the source and the 
mass spectrometer. Each of these two components are situated in separate vacuum 
chambers, and the chambers are connected through a skimmer aligned with the 
axis of the experiment. The source chamber is at the lowest vacuum with a base 
pressure of 1 x 10-7 mbar and an operational pressure of 1 x 10-5 mbar, pumped 
by a large diffusion pump (Edwards Diffstak 250/2000M, 2000L s-1 N2). The mass 
spectrometer chamber is isolated from the source chamber by means of a skimmer 
(Beam Dynamics Model 2) with an opening o ^ 1 .5 m m . W ith the aid of this 
skimmer and three turbopumps (Pfeiffer TMU 261 P, 210 L s-1 ) a base pressure 
of < 5 x 10-9 mbar and an operating pressure of 8 x 10-9 mbar is maintained.
In order to perform measurements on the produced clusters the setup must 
be modified in accordance with the type of measurement and its requirements. A 
brief overview of these requirements for each of the modes of operation is given 
below.
V ib ra tio n a l sp ec tro sco p y  is the simplest of the three in terms of its re­
quirements for the setup. All tha t is required is the ability to introduce a laser 
into the setup tha t the clusters can interact with before entering the mass spectro­
meter (as depicted in Fig. 2.1a), ideally in a collinear fashion in order to maximise 
their interaction. Therefore the only modification was the installation of a suit­
able window on the far end of the setup, on axis with the cluster beamline for the 
laser to enter. Upon interaction with the laser the dissociation of the cluster com­
plexes is detected in the mass spectrometer using a technique known as depletion 
spectroscopy, which will be detailed in Sec. 2.4.
C lu s te r  b e a m  deflec tio n  is next in levels of complexity, where here the 
clusters must interact with either a gradient electric or magnetic field before en­
tering the mass spectrometer (see Fig. 2.1b). Due to the large fields used, this 
measurement must be performed on neutrals. However, due to the use of neut-
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Figure 2.1: Illustraton o f the modes o f operation o f the setup. AP, aperture; G, carrier 
gas; Y, Nd:YAG laser; S, skimmer; K, adjustable slit; D, e lectric/m agnetic deflection; 
E, excimer laser; A, acceleration stack; R, reflectron; VM I, velocity map imaging 
stack; and IMCP, imaging MCP.
G
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2.5 m
1.5 m
Figure 2.2: The dimensions o f the various modes o f operation o f the setup, show­
ing the source (S), deflection magnet (M ) and mass spectrometer (M S). Note tha t 
vibrational spectroscopy uses a combination o f the two above modes, where is uses 
the detection scheme from a and the source-mass spectrometer distance from b .
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rals and the need for a straight, non-diverging beam, large distances between the 
source and mass spectrometer are required (as electrostatic lenses can not be used 
in this case). A distance of 0.8 m between the source and the deflecting field is 
thus used to minimise the divergence of the beam. Due to the weak interaction 
between the clusters and the field an additional 1 m is required for the deflection 
to increase to measurable levels before being detected in the mass spectrometer. 
The setup in this mode of operation is depicted in Fig. 2.2a. Full details can be 
found in Sec. 2.5.
P h o to e le c tro n  sp ec tro sco p y  is the final and most complex measurement 
accommodated for in the setup, and is depicted in Fig. 2.1c. This is a tandem 
mass spectrometry technique, whereby a single cluster mass to be investigated is 
first isolated using the mass spectrometer, then subsequently ionised to detach a 
photoelectron. The measurement of the photoelectrons energies is performed using 
the velocity map imaging technique (VMI), the details of which can be found in 
Sec. 2.6. Negative clusters are in this case used due to their lower photodetachment 
energies, and for the information given on the neutral state the cluster results in 
after ionisation.
2.2 Cluster source
The most crucial part of any cluster setup is of course the source. While the 
basic principle behind cluster production is quite simple, there are many aspects 
tha t can influence its final design. Some are as simple as the geometry of the 
setup, while others, such as the need to specify the tem perature of the clusters, 
can necessitate the use of cryogenics.
There are many different ways to produce clusters, some of the more common 
in the gas phase involve either a hot over source [1], ion bombardment or sput­
tering [2-4], electric arc [5, 6], or laser vaporisation of the desired target material. 
The choice is typically dictated by the type of experiment that needs to be con­
ducted: hot oven and ion sputtering sources can operate continuously and thus 
lend themselves well to experiments involving the deposition of a large amount of 
clusters on a surface. On the other hand laser ablation sources are better suited 
to spectroscopy as they are pulsed, similar to typical spectroscopic techniques in­
volving laser and/or time of flight mass spectroscopy.1 Furthermore, laser ablation 
sources are more flexible in terms of the types of materials that they can bring 
into the has phase, which is particularly im portant when investigating refractory 
metals.
As this research is primarily concerned with the fundamental properties of 
magnetic clusters, a spectroscopic approach is taken where the clusters are meas­
ured free in a vacuum chamber, unperturbed by a support structure such as a
1N ote th a t  w hile a  q u ad ru p o le  m ass sp e c tro m e te r can  be coupled  to  a  con tinuous source, th e
ty p ica l m ass reso lu tion  ( ~  103) is less th a n  th a t  o f a  p ro p e rly  tu n e d  (reflectron) tim e  of flight
m ass sp ec tro m e te r ( ~  105 [7—9]). Q u ad ru p o le  m ass sp ec tro m e te rs  do  however have a  h igher
th ro u g h p u t an d  are  th u s  ty p ica lly  coupled  to  d ep o s itio n -ty p e  se tu p s  [10].
24 Experimental details
surface. For this reason a laser ablation cluster source was chosen, which is well 
suited to the spectroscopic nature of this research. Detailed in the following sec­
tion (Sec. 2.2.1) is therefore the process of cluster formation specific to a laser 
ablation source. For further details on the different types of cluster sources there 
are several reviews available [10-15].
2.2.1 Theory of cluster formation
The basic principle behind cluster formation (in gas phase cluster sources) is a 
supersaturated vapour of the target material condensing to  form aggregates, or 
clusters. This is typically assisted by an inert carrier gas, as first demonstrated by 
Sattler et al. [16]. It is only the method of bringing the sample to the gas phase 
and cooling it where the various implementations differ.
A simplistic overview of the process is as follows: a laser (Spectra Physics 
INDI, A =  532 nm, t =  5 ns) is focused onto a small spot on the sample rod 
(F  =  5-40 J cm-2 ), causing local heating to the point where vaporisation takes 
place, bringing the sample material into the gas phase. By means of a carrier 
gas (typically He), this hot metal gas is cooled to the point where condensation 
occurs and gas phase growth takes place. Due to the nature of this growth mode a 
lognormal distribution of cluster sizes is produced, the width of which is dependent 
on factors such as the pressure of the carrier gas, the tem perature of the source 
and the volume of the cavity that this takes place in.
Interaction of the incident light with the sample surface
Going into a little more detail, we will first concentrate on the interaction between 
the laser and the sample. When the laser irradiates the surface of the (metal) 
target material it can excite the electron system either through direct (multi­
photon) excitation or tunnel ionisation (due to the electric field of the light).2 
For direct excitation a high photon energy is required, thus short wavelengths are 
advantageous. For field excitation however a slowly varying strong electric field is 
required, thus a long wavelength is advantageous. The competition between these 
two processes can be described by the Keldysh parameter [17]
Y =  f2 ' 1»
where w is the laser frequency, S is the material band gap (or ionisation energy in 
the case of atoms/molecules/clusters), E  is the electric field of the laser, and m e 
and e are the mass and charge of an electron, respectively. A large value (y ^  1) 
indicates that direct excitation will dominate, while for (y ^  1) field excitation 
takes place.
Irrespective of the exact mechanism of excitation, the result is an increase in 
the electron temperature, which is then then transferred to the lattice through the
2 Processes such as avalanche ion isa tion  an d  C oulom b explosion a re  negligible for nanosecond 
lasers in te rac tin g  w ith  metals. Inverse b rem sstra h lu n g  is no t d iscussed here for brevity.
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electron-phonon coupling in the time scale of picoseconds [18]. Once the lattice is 
heated to a sufficient level, the material in the laser spot will melt and eventually 
vaporise. Note that this process occurs during the laser pulse, and once melting has 
occurred the opacity of the electron system will increase, causing the absorbed flux 
from the laser to increase significantly, thus speeding up the rate of vaporisation. 
A cloud of metal vapour will form above the surface of the target, and the energy 
of the laser will continue to be absorbed by the target until the density of the 
metal vapour is high enough to ignite a plasma. The point at which this occurs 
is dependent on the material evaporated, the intensity and the wavelength of the 
irradiating laser (see Eq. (2.1)). Once a plasma has formed above the surface of 
the target—due to the opaque and reflective nature of a plasma—the heating of 
the target effectively stops. This gives an upper limit to the amount of energy 
tha t can be deposited into the sample surface.
Aggregation and formation of clusters in the source cavity
Now that the target material has been brought into the gas phase (albeit as a 
plasma), it needs to be cooled to the point where condensation and growth of the 
clusters can occur. This is one of the main functions of the carrier gas (the other 
being transport). The gas is pulsed into the cluster source with the aid of a pulsed 
valve, and the timing of the laser is coordinated such that it occurs just before 
the peak of the gas pressure in the cavity. For a schematic representation of the 
timings see Fig. 2.3.
There are two mechanisms by which the clusters can be cooled, either through 
collisions with the carrier gas or evaporation of atoms from the cluster. The 
relaxation time due to collisions with the He carrier gas is inversely proportional 
to the rate of collisions a P  /r) ^^collision ~  /7 ^  , (2.2)V Hem He
where a is the collision cross section, P  is the pressure, and THe and m He are the 
tem perature and mass of the He carrier gas, respectively.
Growth can occur either through the addition of monomers to a cluster, or 
by the coalescence of two clusters. Nucleation theory predicts an exponentially 
decreasing dependence in the former case as the supply of monomers decreases. 
The latter case is thus the dominant process by which larger clusters form, and 
exhibits a log-normal size distribution. One must remember here that this is a 
dynamic, non-equilibrium process that occurs on a short timescale, and hence the 
size distribution produced is mostly affected by the interaction time and not by 
the most stable energies of individual cluster sizes.
By tuning the volume and surface area of the source cavity one is able to tune 
both the distribution of cluster sizes produced and the rate at which the clusters 
reach the tem perature of the source. By changing the length of the source cavity 
the average time that the clusters spend in the source can be altered, and thus the 
distribution of sizes produced. By increasing the surface area of the source cavity 
(keeping the total volume constant), the time needed for the clusters to reach an
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laser
Figure 2.3: The relative tim ing o f the gas pressure in the source cavity and the laser 
pulse. A fte r nucleation takes place and the clusters have resided in the cavity for some 
dwell time, the clusters slowly leave the source through the nozzle (as depicted by the 
shaded area under the curve).
equilibrium with the tem perature of the source can be decreased. Particularly for 
experiments involving measurements on the magnetic properties of the clusters 
(see Sec. 2.5, Chap. 6), it is im portant that the tem perature of the clusters can be 
controlled. This is achieved by a combination of increasing the surface area and 
by selecting only clusters that have a long dwell time (with the use of a mechanical 
chopper). Early experiments by Payne et al. [19] illustrated well the importance 
of knowing the tem perature of the clusters. By measuring the magnetic moment 
of Co as a function of residence time (Fig. 2.4), they showed that a minimum 
dwell time is required for the clusters to reach an equilibrium tem perature with 
the source. Clusters that leave the source too soon have a higher temperature, 
which is then reflected in a lower magnetic moment. They also showed that, by 
increasing the interior surface area of the cluster source while keeping the volume 
constant, a shorter dwell time is required to achieve an equilibrium with the source 
temperature.
2.2.2 Various cluster source designs
The history of laser ablation cluster sources can be traced back to  early experi­
ments performed by Bingham and Salter [20], and Lincoln [21], where they used 
laser ablation as an alternative to conventional oven or rf-spark [22] sources as 
a means of bringing refractory metals into the gas phase. These sources were 
then further developed by Bondybey and English [23], Sattler et al. [16], and 
Smalley [24]; by confining the laser ablated plume in a small cavity filled with a 
carrier gas, cooling of the laser plume and nucleation to form clusters could occur. 
These early sources were of relatively simple design, where the target material was 
located near the nozzle of the pulsed valve in a straight channel (see Fig. 2.5). 
Limitations of this design were a relatively narrow mass distribution and a poor
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Figure 2.4: Magnetic moment o f Co as a function o f its residence tim e in the source. 
A  minimum dwell tim e is required for the clusters to  reach an equilibrium temperature 
w ith the source. The volume in both (a) and (b) are comparable, however the surface 
area o f (b) is ~  2.5 times larger [19].
cooling of the clusters internal temperature. This design was then improved on to 
include a ‘waiting room’ [25] where the clusters nucleate and thermalise with the 
source before exiting through the nozzle. Two important aspects of this design 
included an increased volume for the nucleation to take place in, and a small exit 
nozzle in order to restrict the flow of gas and thus maintain a higher pressure in 
the cavity for a longer period of time.
All of the designs mentioned thus far have the gas valve on axis with the nozzle 
and hence the beamline of the experiment. If this constraint is relaxed and the 
valve is allowed to lie off-axis, one further improvement can be made. It was 
shown by Milani and deHeer [27] that if the plasma plume is given a larger cavity 
to expand in (see Fig. 2.6), tha t is a cavity directly above the target surface, 
then a higher intensity of colder, larger clusters can be produced. This is due to 
the uninhibited plasma plume and larger degree of mixing offered by the off-axis 
design. Combined into this source is a unique two valve design, where a small 
amount of the carrier gas is introduced by the first valve and pre-cooled in a 
separate cavity within the source, before being introduced into the main source 
cavity by the second valve. W ith this sequential cooling technique temperatures 
as low as 15 K can be achieved.
Later source designs have included not one but two target rods in the source 
cavity, where the plumes of the two materials are allowed to mix, thus producing 
bimetallic clusters. This can be done using either a split ablation laser [28] or two 
separate ablation lasers [29-31]. Note that while an alloyed [32], coated [33, 34] or 
pressed powder [35, 36] target can be used to produce binary clusters, designs that
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Figure 2.5: An early cluster source design by Smalley [26], where the source cavity 
consisted o f nothing more than a straight channel.
light entrance
rod
Figure 2.6: An improved cluster source design by Milani and deHeer [27], where the 
valve is mounted off-axis from the nozzle, thus allowing a larger volume directly above 
the target surface for the plasma plume to  expand in [12].
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12 x  10
Figure 2.7: Design o f the Nijmegen cluster source, showing the three segments (B, 
base, E, extension and N, nozzle from left to  right) th a t make up the complete source.
The carrier gas enters through the jzjT .5 mm hole to  the left o f the diagram, the laser 
(shown in dark grey) through a hole in the adjustable plug towards the top o f the 
diagram, and the sample rod (dark grey) is inserted in the 07 .0  mm hole (out o f plane 
o f the diagram) and held in place by three spring-loaded bearings. A  30° conical nozzle 
is shown here but several are available, see text. Several extension tubes o f differing 
length (x ) are also available, see text. The inner cavity in which the clusters reside is 
highlighted in light grey.
have two targets and two lasers offer much greater flexibility and extensibility.
2.2.3 Design of the Nijmegen cluster source
The design of the Nijmegen cluster source has been influenced by many factors, 
some practical while others more scientific in nature. First of all, due to the design 
of the pulsed valve (addressed later in this section), the valve was required to  lie 
on axis with the beamline of the experiment. This immediately meant that a 
design similar to  Milani and deHeer [27] (Fig. 2.6) was not possible. A solution 
to this problem was however found, which shall be detailed along with each of the 
components of the source below. As different experiments are planned with the 
setup, each with different requirements for the cluster beam (mass distribution, 
intensity, temperature, charged state etc., see Table 2.1), the source is modular in 
design, as illustrated in Fig. 2.7.
The base block (B), which is always used, holds the target rod in place and has 
entry holes for the ablation laser and gas pulse. In this block, vaporisation and 
expansion of the cluster plume take place. There is also an entry point (01.5 mm) 
for the carrier gas at the beginning of this block. The standard volume of the 
cavity is 0.2cm3 (04m m  x 15mm), but can be increased further as described in
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more detail below.
Attached to the base block can be any number of extension blocks (E) to 
increase the total volume of the source cavity, each of which consisting of noth­
ing more than a straight channel. Diameters available range from 02.0 mm to
05.4 mm, and lengths from 10 mm to 60 mm. Thus the additional volume can 
range from 0.1 cm3 to 0.6cm3, and the surface area from 1.2cm2 to 5.8cm2. There­
fore, depending on the experiment being performed, the source cavity can have 
either a large volume to produce larger clusters, or a large surface area in order to 
effectively cool the clusters.
At the end of the cavity a bi-angle nozzle (N) is attached, to maintain a 
pressure differential between the source cavity and the vacuum chamber and to 
produce a well formed supersonic beam. Available nozzle diameters range from
1.0mm to 1.4 mm. The internal angle is 90° (full angle), and the exit angles range 
from 8° to 45° (30° typical).
As the magnetic properties of the clusters are going to be measured, an intense 
beam of cold clusters is required. This means that there should be a sufficient 
level of mixing and thermalisation within the source cavity, something that is 
not guaranteed with a straight channel design. An alternative design was thus 
conceived where the valve is still on axis but there is a small cavity directly above 
the target surface for the laser plume to expand in, i.e. the cavity has a T-shape, as 
depicted in Fig. 2.7. The side cavity is adjustable in volume with the aid of a small 
plug to give an extra volume above the target of up to 0.14cm3 (05 mm x 7 mm). 
The ablation laser is then directed through a small hole in the plug and onto the 
sample surface. This adjustable cavity directly above target surface means that 
the mass distribution and cooling efficiency can be tuned for the given experiment.
During an experiment the target must be slowly moved in order to prevent a 
hole being drilled in the material and to present an even surface for vaporisation. 
A rod-shaped target was chosen (over, for example, a disc) for the simplicity of the 
mechanics required to rotate and translate it. The rod follows a screw-like motion 
(0.5mm pitch), driven by an in-vacuum stepper motor (Arun Microelectronics 
Ltd. C17.2) at a typical speed of 10-3 rad s-1 to 10-1 rad s-1 , thus presenting on 
average 1% to 10% new surface area per shot. The rod is held in place in the 
cavity by three spring-loaded bearings, ensuring that the rod does not move out of 
the focal point of the laser (the ablation process is highly sensitive to the intensity 
and diameter of the laser spot).
The entire assembly of the base block, any optional extension blocks and the 
nozzle is mounted onto a base disc, which is in turn  mounted onto a DN150CF 
flange. This base disc is hollow; it has annular channels inside it through which 
liquid nitrogen can flow. The disc and all of the source blocks are made of copper, 
thus ensuring an efficient cooling throughout the source. Type K thermocouples 
are mounted on the base disc and the nozzle block to monitor the tem perature and 
ensure that there are no differences along the source. A Thermocoax heating ele­
ment is mounted to the back of the base disc and is controlled by a Eurotherm 3216 
PID process controller. The entire source—including pulsed valve, motor, source 
block(s) and cooling lines—is mounted off a single DN150CF flange. This gives
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Figure 2.8: Details o f the pulsed valve used to  introduce gas into the source cavity, 
detailing the modifications performed to  allow it to  operate at low temperatures. The 
plunger can be moved via a vacuum feedthrough, thus adjusting the armature spacing 
as the valve cools.
more flexibility if the source needs to  be moved to a different setup or transported 
somewhere.
To introduce the carrier gas into the source cavity a pulsed valve is used (Gen­
eral Valve Series 99), with a typical pulse width of ~  100 ps. In order to cool the 
valve one modification was however required. The valve works on the principle of 
magnetic attraction,3 in this case in between the armature and the back plate (see 
Fig. 2.8). As the valve cools however, it contracts, changing the distance between 
the arm ature and the back plate. There is thus an optimum distance between the 
arm ature and the back plate, as the arm ature needs a minimum travel distance 
to fully open the valve, while the distance can not be too big otherwise the force 
(proportional to the square of the distance) is insufficient to initiate opening. By 
replacing the back plate with a plunger on a linear feedthrough, the distance can 
be adjusted from outside the chamber as the valve is cooled.
2.3 Mass spectroscopy
The final (required) component to  the cluster setup is of course the mass spec­
trometer; irrespective of the type of measurement being performed, knowing the 
number and type of atoms in a cluster is essential. The type of mass spectro­
meter used in the Nijmegen cluster setup is known as a reflectron time of flight 
mass spectrometer (REToF), and was constructed by Jordan TOF Products, Inc.. 
A time of flight mass spectrometer (ToFMS) is well suited to  the spectroscopic 
nature of this research, as both the source and mass spectrometer operate pulsed 
in time and thus couple to with each other. A reflectron is chosen over a simple 
linear ToFMS because of the enhanced mass resolution it offers. Clusters of rare 
earth metals can exceed several thousand amu in mass, hence the extra resolution 
offered by a reflectron is crucial.
3 M ore specifically, a  coil a ro u n d  th e  valve m agnetises th e  soft iron back  p la te , w hich is th en  
a t tr a c te d  to  th e  a rm a tu re , a  p e rm a n e n t m agnet.
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Figure 2.9: Geometry o f a linear ToFMS in the W iley and McLaren [37] configuration, 
showing the repeller (R ), extractor (E ) and ground (G ) plates o f the acceleration 
region, and the microchannel plate detector (M C P ). Notation follows W einkauf et al. 
[38], where a is the distance between the ion source and the extractor, b is the distance 
between the extractor and ground, and c is the length o f the field free region.
2.3.1 Theory of operation
The basic principle behind time of flight mass spectrometry is as follows: all ions 
are accelerated by an electric field with the same force (assuming a single charge), 
thus for ions of different mass their acceleration differs accordingly. Therefore, the 
final velocity of the ions leaving the acceleration region will be dependent on their 
mass. The ions are then left to  fly in a field-free region for a given distance. Their 
travel time through this field-free region is dependent on their velocity and thus 
their mass. By measuring the total travel time, their mass can be calculated (with 
the aid of a simple calibration).
To calculate the time of flight of an ion of mass m and charge e travelling 
through the mass spectrometer, one must first start with the acceleration (a) 
experienced by the ion in the electric field (E ) of the acceleration region:
F  =  m a  =  eE  (2.3)
where
E  = V V
To calculate the time taken to travel a particular distance under constant acceler­
ation two equations of motion are required
v 2 =  u 2 +  2a s
s  =  u t  +  2 a t 2 (2.4)
The time of flight through a linear ToFMS is now calculated, the geometry 
of which is shown in Fig. 2.9. In order to find the total time of flight t tot, each
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of the three regions (repeller to extractor, extractor to ground and ground to the 
MCP detector) must be calculated separately as the electric field and thus the 
acceleration in each region differs.
ttot =  tRE +  tEG +  toM (2.5)
By utilising the two equations of motion in Eq. (2.4), the total time of flight 
through a linear ToFMS can be expressed as:
2a V 2«£rE +  2b&G -  " /2aCRË C7----- 1-------------------?---------------------- 1---- / = =  (2.6)ÇRE sEG y 2a^RE +  26^eg
where
£re = e(Vx -  Vb)
c eVbsEG =  ---Tmb
SRE is the acceleration in the repeller-extractor region and SEG is the acceleration 
in the extractor-ground region.
The total time of flight can be expanded as a Taylor series in a about the 
central point of ion formation a0 to illustrate this point:
, , N _  , , \ i d ttot(a0') , N 1 d2ttot(a0 ^  n2 I fo r7\t tot(a) =  t tot(a0) +— da— (a — a0) +  2 !— d a —  — a0) +  ••• (2.7)
This series expresses the differences in arrival times of ions with different starting 
positions, i.e. the loss in resolution due to  a spread in initial starting positions. In a 
one stage Wiley-McLaren [37] mass spectrometer, the linear term in the expansion 
dtt°dt<(a°) (a — a0) can be reduced with the aid of firs t order space focussing, leading 
to an increase in mass resolution.
The idea behind space focussing is tha t ions starting further away from the 
detector have a larger distance to  travel but also a higher potential energy (due 
to the gradient of the electric field), and thus at a certain distance C from the 
acceleration region they will coincide in space and  time with ions starting closer 
to the detector.
W ith the use of a two stage mass spectrometer, tha t is one with two electric 
field gradients such as in Fig. 2.9, the voltages can be adjusted such that both the 
linear and quadratic terms in Eq. (2.7) are zero. This is known as second order 
space focussing. A set of relations have been derived by Weinkauf et al. [38] such
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tha t the conditions for second order space focussing are satisfied:
C -  2b C -  2bc , 3c
Vb =  Vt
2(c +  b)
2c +  2b
3/ 2
+  b
3c (2.8)
"2c +  2b x c  — 2b=  Vtot I --- ;;-------1----3c a 3c
Using the above relations we can now derive analytically the effect tha t a spread 
in initial positions has on the total time of flight. We first need to define a new 
term  d to represent the actual starting position of the ion. The voltage at d is 
given by V V (2.9)x — Vb Vd =  d ^ ------b +  Vb.
Vb needs to be redefined in terms of Vx as follows:
/
Vb =  Vx
\
c — 2b 
3c
3 /2
+  1
+  b
(2.10)
/
By substituting Eqs. (2.8, 2.9, 2.10) into Eq. (2.6) we arrive at the following
t tot(Vd) =  a  V Vd — Vb +  ß ^ V d  — ß  V Vd — Vb +
VV~d
(2.11)
where
2m x
e Vx — Vb
ß = \ — T7
2m b
e n
Y = 2m ce  2
So now we have the arrival time of the ions as a function of their starting position 
and voltages. To find the rate of change of the time of flight with a change in 
starting position we can differentiate ttot with respect to  the starting position of 
the ions d, arriving at the following equation
dtt Vx — Vb a  — ß
dd 2x +
ß Y
V V d — Yb W d  ^ 3
(2.12)
a
1
Y
a
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Figure 2.10: a , theoretical time of flight of an ion in a linear ToFMS plotted against 
the ion’s starting position relative to the extractor plate, as derived in Eq. (2.11). 
b, change in time of flight with position, i.e. the mass spectrometer’s sensitivity, as 
derived in Eq. (2.12). With the aid of second order space focussing, a region in 
the center of the extraction region where the time of flight is not dependent on the 
starting position of the ion is achieved ( jjdf- ~  0).
In Fig. 2.10, Eqs. (2.11, 2.12) have been plotted against the starting position of the 
ions d for a constant geometry and voltage. One can see that for a large region in 
the centre of the extraction region the time of flight varies little with the starting 
position of the ions ( ~  0) due to second order space focussing.
It has been demonstrated that a two-stage linear ToFMS is effective in focussing 
a spread in initial starting positions within the acceleration region. The main 
remaining effect limiting the practical resolution is no longer a spread in initial 
positions, but energies. To further increase the resolution one therefore needs to 
add additional ion optics to compensate for this spread in kinetic energies. One of 
the more common methods of doing so involves adding a reflecting ion m irro r to 
the mass spectrometer, where the ions no longer travel in a straight line towards 
the detector but are reflected, as illustrated in Fig. 2.12. This configuration is 
known as a reflectron ToFMS, or REToF, and was first introduced by Mamyrin 
et al. [39].
A phenomenological description of the operation of a REToF follows, for a 
full mathematical treatm ent refer to Refs. 40, 41. A spread in kinetic energies 
in the axis of the mass spectrometer results in a spread in arrival times of the 
ions, where ions with a higher kinetic energy arrive earlier than those with a lower 
kinetic energy. This can be compensated for through the addition of a reflecting ion 
mirror or reflector. The purpose of the reflector is to increase the flight distance 
(and thus flight time) of the ions as a function of their kinetic energy. This is 
achieved by an electric potential tha t increases the further the ions penetrate into 
the reflector, making the total penetration depth dependent on the ion’s initial 
kinetic energy, as illustrated in Fig. 2.11. The total flight distance is therefore
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Figure 2.11: The (exaggerated) flight paths taken by two ions (i and j)  of differing 
kinetic energies ( K i and K j, respectively) as they traverse the reflector, where eVR1 < 
K i < K j  < eVR2. A two-stage reflector voltage is typically used as the difference 
in kinetic energies of the ions is much smaller than their total energies, and thus the 
required difference between VR1 and VR2 is much less than their total values.
also dependent on the ion’s initial kinetic energy, and thus by tuning the reflector 
voltages properly one can compensate for a spread in initial kinetic energy.
2.3.2 Design of the Nijmegen mass spectrometer
Just as with many other aspects of the setup, the geometry of the mass spectro­
meter was constrained by the various measurements tha t were to be performed 
with it. In particular, the use of velocity map imaging (VMI) required a different 
design than that of a normal REToF. The VMI stack needs to be operated in tan­
dem with the REToF; electrons are indistinguishable, thus the clusters first need 
to be mass selected before ionisation. Due to the nature of VMI, an extra ~  30 cm 
is required after the space focus of the reflectron. Furthermore, it should be pos­
sible to point a camera end-on at the VMI stack, towards the imaging detector. 
For full details of the technique see Sec. 2.6.
Depicted in Fig. 2.12a is the standard REToF offered by Jordan TOF Products, 
Inc.. Due to the design of the support structure used for the acceleration region 
and MCP, it is not possible to perform tandem MS with the standard Jordan 
REToF. Therefore two possibilities have been considered in order to allow tandem 
VMI to be performed: a) a ‘linear reflectron’, where the acceleration region, the 
reflector and the detector lie on one axis (Fig. 2.12b); and b) to move the reflector 
closer to the acceleration region, thus allowing the detector to be placed to the 
other side and below the acceleration region (Fig. 2.12c).
The ‘linear reflectron’ design was the first considered, as it is mechanically 
easier to construct; only straight tubes are required as all elements lie on one axis. 
SIMION [42] simulations were then performed on the design to check for possible 
losses in resolution as compared to the standard design. After careful simulations 
however, it was found that the linear reflectron design did indeed have a lower 
resolution than a standard REToF. The cause of this loss in resolution is due to 
the steering plates required to keep the ions in the axis of the mass spectrometer. 
As orthogonal extraction is employed (and in fact required by both depletion
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Figure 2.12: Possible geometries of a REToF, showing the acceleration region (AR), 
the reflector (R E ) and the microchannel plate detector (M CP). In configurations b 
and c ample room is given near and behind the MCP for tandem MS techniques such 
as velocity map imaging (VM I).
spectroscopy [Sec. 2.4] and cluster beam deflection [Sec. 2.5]), the ions naturally 
have a component of their velocity out of the plane of the mass spectrometer due to 
their initial velocity. This component of the velocity needs to be compensated for 
in order to coax the ions into the axis of the mass spectrometer, and is done so with 
the use of steering plates. However, this steering voltage causes a mass-dependent 
spread in the trajectories of the ions, resulting in a loss of resolution.
The second alternative was to change to ratio of the lengths of the two arms 
of the REToF, before and after passing through the reflector. Here the same 
geometry is employed as a standard REToF; the individual lengths of the two 
arms are not important, it is only the total length of the two that defines the 
space focus [40, 41]. As such this design suffers no loss in resolution from the 
modifications. As can be seen from Fig. 2.12 however, it is considerably more 
challenging to construct. The main modifications were the offset flange for the 
MCP cross, and the slanted liner joining the time of flight tube with the MCP 
cross.
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Data acquisition
When the ions reach the end of the flight tube they strike the surface of the MCP, 
producing many electrons through secondary emission. This produces a voltage 
signal on the anode, which is then acquired by a digital oscilloscope (Agilent Tech­
nologies DSO8104A, 1 GHz, 4 channels). The task is then to acquire this voltage 
signal in a manner appropriate to the experiment being performed, for example 
averaged together over time or each shot individually. For this an acquisition 
program, ScopeAcq.py, was written, which will briefly be described here. The 
program is written in the language Python [43], and is comprised of three separate 
processes running in parallel:
• Acquisition, which acquires the data from the oscilloscope,
• Analysis, which analyses and stores the data, and
• Comms, a communication module allowing the program to be controlled from a 
PC.
As the Agilent oscilloscope is actually a PC with a data acquisition board 
running the Microsoft Windows XP operating system, one can install and run 
other programs on it alongside the Agilent software used for normal oscilloscope 
operation. ScopeAcq.py is thus installed on the oscilloscope itself, allowing the 
fastest data transfer between the Agilent software and ScopeAcq.py. This high­
speed data transfer allows every trace to be acquired before the next trigger 100 ms 
later.
The general flow of events is as follows (note that this sequence occurs once 
for every shot of the experiment, i.e. at 10Hz). When the source laser fires, 
synchronised triggers are sent to the gas pulse valve, the high-voltage switch for 
the acceleration region of the mass spectrometer and to the oscilloscope. When 
the oscilloscope receives this trigger it acquires a voltage trace from the MCP of 
ion signal vs. time. Once the oscilloscope has acquired this trace it sets the service 
request flag (SRQ) in its bit register. This flag is seen by the Acquisition module 
of ScopeAcq.py and the trace is requested from the oscilloscope. The trace is sent 
from the oscilloscope to ScopeAcq.py using VISA on LAN, utilising a localhost 
loopback for speed. Once the Acquisition module has acquired the trace, it stores 
it in shared memory for the Analysis module.4
The Analysis module is then free to process or analyse the data in a manner ap­
propriate to the type of experiment being performed (see Sec. 2.1). Some examples 
of the actions tha t the Analysis module can perform are:
• Gated averaging, separating for example a 10 Hz signal into two 5 Hz signals and 
averaging the two separately. Useful for separating control and measurement 
events, for example in depletion spectroscopy (Sec. 2.4).
4 N ote th a t  for genera l in ter-p rocess com m unication  betw een  th e  th re e  ScopeA cq.py processes 
pipes a re  used. T h e  acquired  d a ta  is however tran sfe rred  to  th e  analysis m odule th ro u g h  th e  
use o f sh ared  m em ory  due  to  th e  size o f th e  d a ta  an d  th e  tim e  lim its asso c ia ted  w ith  ru n n ing  
a  p rocess in real tim e  w ith  th e  ex p erim en t. Locks a re  used to  ensure th a t  th e  sh ared  d a ta  is 
th read -safe .
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• Counting  individual events in time, useful for example in cluster beam deflection 
experiments (Sec. 2.5).
• D iscrim inating  a signal from a noise floor, useful for improving the signal to 
noise ratio.
• Qualifying  a signal to make sure that it is of a suitable level for analysis (due 
to shot-to-shot fluctuations in the cluster source, see Sec. 3.1.2).
W hat all of this means is tha t one can write code to qualify or analyse the data 
taken from the oscilloscope on shot-to-shot basis, giving the user a large amount 
of control and flexibility over the experiment and the data acquired.
2.4 Depletion spectroscopy
In conventional vibrational spectroscopy of large quantities of a material, it is the 
changes induced in the light itself tha t is detected, either through an intensity 
decrease or a frequency shift for IR or Raman spectroscopy, respectively. This is 
however not possible in studies of clusters in molecular beams, as the density is far 
too low to have a measurable effect on the light itself. The solution is to instead 
measure changes in the clusters induced by the interaction with the incident light, 
and in this study depletion spectroscopy is used [44]. Depletion spectroscopy is an 
effective method of detecting when a process has occurred in a cluster, for example 
in the dissociation of a cluster—rare gas complex changes in the intensity of peaks 
in a mass spectrum is the observable variable. This can be used to measure the 
vibrational spectrum of a cluster through a direct IR absorption or a Raman 
transition.
The basic idea behind depletion spectroscopy is to weakly bind a ‘messenger’ 
atom or molecule (M) to  the surface of a cluster (C), such that the complex will 
dissociate upon excitation of the cluster (e.g. to a higher vibrational state).
C • M —U  C +  M (2.13)
This change in the mass of the cluster is easily detected in a mass spectrometer. 
By looking not only at the depletion of the peak corresponding to the complex in 
the mass spectrum, but also to the relative increase of the bare cluster peak, one 
can be certain tha t dissociation of the complex is occurring and not some other 
process such as fragmentation. This is shown graphically in Fig. 2.13, where the 
intensity depletion of the complex peak I E directly corresponds to an increase in 
the bare cluster peak I P , i.e.
I e — I o,e  =  —( I p — I o,p  ) (2.14)
This is possible because there should be no losses in transferring the educt to the 
product, assuming no detection losses in the mass spectrometer.
To extract the absorption cross section (a) of the cluster complex at a given 
frequency (v), one must consider the relative change of the population of the
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I p
I o,p
Figure 2.13: The basic principle behind depletion spectroscopy, where one mass peak 
(the educt) is depleted and another corresponding peak (the product) is enhanced. In 
this study, it is the dissociation of a cluster—messenger complex that is investigated, 
where the difference in mass between the peaks is equal to the mass of the ‘messenger’ 
species, i.e. C • M —2 C + M, where C is the cluster and M is the messenger.
cluster complex (n) before and after irradiation with a laser of fluence —.
e-^ (vM v) (2-15)I E (v) _  n(v) _  e-a(v)V(v)
Io no
From this one can extract the absorption cross section for a single photon process 
using an analogue of the Lambert-Beer law:
a (v) =  - 1- ) ln ly-0)  - (2-16)- (v) 1 (v)
2.5 Electric and magnetic deflection
In order to  extract information on the magnetic and electric properties of a cluster, 
molecular beam deflection methods can be utilised. In this case clusters are studied 
free in the gas phase without any interactions from a support structure. This is 
particularly im portant for the magnetic and electric properties of small systems, 
which can easily be influenced by their surroundings.
One of the most famous examples of the molecular beam deflection method 
is of course the Stern-Gerlach experiment [45], where a beam of Ag atoms was 
deflected by an inhomogeneous magnetic field, revealing two distinct spin states 
(interestingly, clusters do not exhibit such a split deflection pattern, for reasons 
described in Sec. 6.2). The same technique can be applied to a cluster beam, 
thus measuring the average magnetisation of the cluster as it passes through the 
deflection magnet. Analogously to magnetic deflection, one can also measure the 
deflection of a cluster through a gradient electric field, obtaining information on 
the polarisability and permanent dipole.
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2.5.1 Equations of motion
While the exact process that takes place within a cluster when it passes through 
a magnetic field is under debate (see Sec. 6.2), the average magnetisation as a 
macroscopic quantity can be measured and the force that is experienced by the 
cluster can easily be described with a few equations of motion. For either a particle 
with a magnetic moment ^  passing through a magnetic field B , or a particle with 
an electric dipole d passing through an electric field E , the force experienced is 
proportional to the gradient of the field and the time-averaged moment or dipole:
F  =  d-d E
d z
(2.17)
This force results in a deflection off the axis of the beam, something that can be 
measured experimentally. For a schematic diagram see Fig. 2.14. Note that this 
force is typically quite small, and thus large distances (~  1 m) are required to 
result in a measurable deflection in the order of 0.05 mm to 5 mm. After travelling 
through the field of length L, the particle travels a further distance D before being 
detected. The final deflection z can be expressed as
F  (DL +  L2/2)
m v2 (2.18)
By combining Eqs. (2.17, 2.18) we arrive (for the case of magnetic deflection) at 
the familiar
z =  K J ^ 2 , (2.19)m v2 dz
where K  is a constant dependent on the geometry of the setup (Z =  DL +  L2/2).
z
2.5.2 Design of the Nijmegen deflection apparatus
The Nijmegen magnetic deflection apparatus is designed as follows: the clusters are 
cooled to  a well-defined tem perature in the source, then skimmed through a circu­
lar aperture of 1 mm diameter, then subsequently passed through an adjustable 
rectangular slit (with knife-edges) with a maximum size of 5 mm x 10 mm. In 
order to ensure a well collimated beam, the clusters travel 1 m through the setup
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Figure 2.15: Dimensions of the equipotentials of a Rabi two-wire deflection magnet. 
A region in the middle of area a2 has a smooth gradient in the x-direction (left-right 
on the page), and a constant gradient in the y-direction (up-down on the page) [50].
before encountering the deflection magnet. Subsequently, they travel a further
0.8 m before entering the acceleration region of the mass spectrometer. The mass 
spectrometer is slightly defocussed from perfect space-focussing, and thus the ar­
rival time of the clusters is position dependent [9]. In this manner the deflection 
is measured.
The deflection magnet is of Rabi two-wire design5 [47-49], as depicted in 
Fig. 2.15. The poles are designed such that, in the middle, there is a region of linear 
gradient in the x-direction, while being constant in the y-direction (for a distance 
of approximately y =  ±0.5a). The typical gradient is 0.2 T m m -1 to 0 .3T m m -1 
at fields up to 2 T.
2.6 Velocity-map imaging
As a final complement to the setup, in addition to measuring the structural and 
magnetic properties of clusters, it is also possible to  measure their electronic struc­
ture. This is achieved by measuring their photoelectron spectra, which is per­
formed with the use of the velocity-map imaging (VMI) [51] technique.
A simplistic overview of the technique is as follows: a single cluster size is 
first mass selected with the REToF (and a time-dependent mass gate), then sub­
sequently photoionised with a UV laser in a tandem  manner. Upon ionisation 
a photoelectron is ejected, the kinetic energy of which given by the difference in 
energies between the ionising laser and the electronic transition the cluster under­
went. The ejected photoelectron is then accelerated with an electric field towards 
a 2D position sensitive detector (a MCP with a phosphor screen and CCD cam­
era). As the electron is free to expand in all directions, a Newton sphere of pos­
5 T h a t  is to  say, th e  iron pole faces follow th e  eq u ip o ten tia ls  o f a  tra d itio n a l R ab i tw o-w ire 
deflecting  m ag n et [46].
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sible positions—the radius of which dependent on the electron’s kinetic energy— 
expands as it travels towards the MCP. The final distance the electron has travelled 
from the central axis of the VMI (in the radial direction) upon reaching the MCP 
is thus dependent on its initial kinetic energy. One can therefore calculate the 
kinetic energy by measuring this radial displacement and calibrating with a spe­
cies where the transition energies are known. An illustration of the technique, 
including its integration into the setup, can be found in Fig. 2.1c.
This section is included to give the reader a brief impression of what will be 
possible with the setup, however none of the results presented in this thesis will 
make use of the VMI stage. For a more detailed description of the technique the 
reader is directed towards Ref. 52.
2.7 Summary
The first goal of this research project was the design and construction of a cluster- 
beam type setup, capable of measuring the structural, electronic an magnetic 
properties of various atomic clusters. While some components still need to be 
finalised, the crux of this goal has been achieved.
The design of the setup has been detailed in this chapter; the operation of—and 
results achievable with—it will be detailed in the following chapter.
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CHAPTER 3
Cluster production and detection
An essential step in building a cluster setup is of course the production of clusters. 
While this may seem simple, many factors come into play: the size distribution 
required for a given experiment; the tem perature of the clusters; their charge state; 
and the stability of the source, both shot-to-shot and long term. The requirements 
for the clusters produced also differ depending on the mode of analysis performed. 
Tuning the source to produce the desired clusters can, however, be more of an art 
than a science.
Equally im portant to  the production of clusters is their detection, and in our 
case this at a minimum means resolving the masses of all clusters produced; ir­
respective of the properties investigated—structural, electronic or magnetic—one 
must always know the size of the clusters under investigation. This is performed 
with the use of a reflectron time of flight mass spectrometer (REToF), the opera­
tion of which was detailed in Sec. 2.3.
Inspection of the mass distribution can already give substantial information 
into the formation and stability of the clusters produced. This is known as abund­
ance spectroscopy, where the relative intensities of different cluster sizes are com­
pared at various source conditions, and will be discussed in Sec. 3.2.1. To further 
investigate the stability of a cluster, one can excite the system to the point of 
fragmentation; the channels through which this takes place can indicate stable 
subunits or ‘building blocks.’ This is further explored in Sec. 3.2.2.
Particular considerations need to be taken into account for particular methods 
of analysis. For example, when investigating neutral clusters one also needs to con­
sider the ionisation efficiency of the particular species of interest, e.g. oxide clusters 
have a higher ionisation energy and can require the use of vacuum-ultraviolet light 
for ionisation. A brief investigation into the ionisation efficiency of titanium  oxide
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clusters will be presented in Sec. 3.3.2.
Detailed in this chapter are practical considerations and example spectra of the 
various detection schemes used throughout this study, in particular those relating 
to the production and detection of the clusters themselves.
3.1 Cluster production
A typical laser vaporisation cluster source produces a broad distribution of cluster 
sizes, charges and stoichiometries. By varying parameters such as the timing, gas 
pressure and source temperature, the desired distribution of clusters can be tuned 
for a given experiment.
In the coming sections various materials and phenomena will be shown in 
order to give the reader an impression of the range of clusters that are able to be 
produced by a typical cluster source under various conditions. Also investigated 
is the efficiency of the source in producing clusters of a desired distribution, in 
Sec. 3.1.2.
3.1.1 Effect of source conditions on the clusters produced
Even in producing homogeneous clusters, tha t is clusters composed of only one 
element, there are many aspects of the source that affect the final distribution 
produced. These include the carrier gas pressure, the volume and surface area of 
the source cavity, the tem perature of the source, the relative timing of the gas and 
laser pulses, and residence time of the clusters in the source.
The timing of the gas, laser and extraction plates (defining the residence time) 
in particular are easily tunable parameters to play with experimentally. These 
also have a significant effect on the mass distribution produced—the production 
of clusters is a dynamic, non-equilibrium process, thus the timing is crucial. The 
ablation laser should be fired near the peak pressure in the source cavity, as previ­
ously illustrated in Fig. 2.3. This is therefore only variable over a small range, as 
there is an optimum time for seeding the gas pulse with the metal vapour. The ex­
traction time of the mass spectrometer however can be varied across a large range 
of times, as this defines the residence time of the clusters in the source (note that 
the transit time between the source and mass spectrometer is largely constant at 
a given temperature). Fig. 3.1 shows a series of mass spectra obtained at different 
extraction times, i.e. residence times in the source. It can be clearly seen that 
the mass spectrum shifts towards heavier masses with increasing residence time, 
and this is because the clusters continue to aggregate during their residence in the 
source. A similar effect is seen upon increasing the backing pressure of the carrier 
gas, see e.g. Fig. 3.5 or Ref. 1.
The tem perature of the source can play a large role in the clusters produced, 
affecting many factors such as the rate of cooling and thus formation of the clusters, 
the pressure inside the source cavity, and (indirectly) the composition of the carrier 
gas. In general, the colder the source, the larger and heavier the distribution of
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Figure 3.1: A series of mass spectra taken at the same source conditions, but at 
different extraction times into the mass spectrometer. Assuming a constant velocity, 
this shows the evolution of the mass distribution as a function of residence time in the 
cluster source. The spectra taken are of a cobalt-iron-vanadium alloy (Co4gFe4gV 2) 
with a ~  0.4% mixture of oxygen in the carrier gas. Note that the spectra have been 
normalised for intensity, and since the signal decreases with an increasing residence 
time (by an order of magnitude) the noise level appears to increase. The residence 
times are given relative to the first mass spectrum, however in reality they are ap­
proximately 100|js to 250|js longer (the ambiguity stems from the fact that we can 
not experimentally separate the contribution of the travel time from the source to the 
mass spectrometer from the residence time).
masses produced. It can also affect the operation of the pulsed valve—including the 
opening time and consistency of the gas pulses—due to the type of valve used (for 
more information see Sec. 2.2.3, in particular Fig. 2.8 and associated text). The 
source tem perature affects the composition of the carrier gas when the temperature 
is below the boiling point of one its components. This of course includes not only 
contaminants such as oxygen and water, but also intended components of the gas. 
This can be seen, for example, by comparing Fig. 3.2 and Fig. 3.3, where in Fig. 3.2 
the source is at a tem perature of 20 K, while in Fig. 3.3 it is at 100 K. At 100 K 
there is a considerable amount of oxygen contamination in the spectrum, while at 
20 K only pure cluster peaks are visible.1 This is because, at temperatures below 
the boiling point of oxygen (90 K), any oxygen in the carrier gas condenses onto
1T h e  reac tiv ity  o f th e  m a te ria l also p lays a  m ajo r ro le in d e te rm in in g  th e  level o f co n tam in ­
a tio n  in th e  sp ec tru m , for exam ple if th e re  is a lread y  a  layer of ox ida tion  on th e  surface o f th e  
ro d  before en te ring  th e  ch am b er.
J
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Figure 3.2: Mass spectrum of Rh clusters, showing a large mass range and very little 
contaminants. Source temperature is 20 K.
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Figure 3.3: An example mass spectrum of V clusters, showing both pure clusters 
and (interleaved) peaks with one oxygen attached, i.e. VnO. Vn and Vn + 10  (n = 
6, 12, 18) peaks have been labelled as examples. Source temperature is 100 K.
the walls of the source and does not therefore participate in cluster formation.2 
This can be used to our advantage when working with highly reactive materials, 
where any amount of contamination can preclude the formation of pure clusters. 
This is in particular true for the rare earth materials, which are typically quite 
reactive to oxygen and water. This can however be a hindrance when, for example, 
the production of oxide clusters is desired. In these cases one needs to cool the 
clusters post-formation, for example by cooling a downstream chamber and/or the 
nozzle.
2 N ote th a t  th e  m ass distributions o f th e  sp e c tra  tak en  in Figs. 3.2, 3.3 differ becau se  th e y  are 
ta k e n  from  different c luste r sources.
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Figure 3.4: Histograms of the means of mass spectra a , without and b, with dis­
crimination over 512 shots. When the signal is discriminated, the contribution of the 
baseline (largely noise and random events on the M CP) to the mean is removed and 
the mean becomes sensitive to the mass peaks in the spectrum. The clear separation 
of the two distributions in b indicates that the discriminated mean is an effective 
measure with which to qualify the signal.
3.1.2 Effective duty cycle of the source
The hard tru th  about experimental science is tha t not everything goes to plan every 
time. This is of course also valid for the production of clusters, where it shall be 
shown that not every shot produces clusters of a suitable size and intensity. This is 
largely due to the inherent instability of the non-equilibrium process that is cluster 
formation, but can also be related to  shot-to-shot variations in the laser (power 
and pointing stability) and/or gas pulses (valve opening time and duration).
To investigate the fluctuations in the intensity and mass distribution of the 
clusters formed, a simple method was devised. Using the acquisition program 
ScopeAcq.py (see Sec. 2.3.2), each shot was checked for clusters by taking the 
mean of the intensity of the MCP signal (i.e. the mass spectrum). Whilst this 
may seem oversimplified, it will be shown that this method is more than enough 
to qualify the signal.
Fig. 3.4a shows the histogram of the means of the raw data, tha t is the signal as 
it is acquired from the oscilloscope without any post-processing. A single Gaussian 
distribution centered near the baseline of the signal (~  4 mV) can be seen, implying 
tha t by simply taking the mean of the raw signal we are not sensitive to the peaks 
in the mass spectrum; the mean is dominated by the large amount of background 
noise seen in a typical MCP signal. This is understandable as the mass peaks are 
quite narrow, thus the area under the peaks is quite low compared to the noise over 
the complete trace and does therefore not contribute significantly to  the mean. In 
Fig. 3.4b the signal was first discrim inated  before the calculation of the means, i.e.
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the baseline was removed but the mass peaks were left untouched (all points below 
a threshold value were set to zero). Now a bimodal distribution is observed which 
is sensitive to  the peaks in the mass spectrum, and is the result of the shot-to-shot 
fluctuations in the intensity of the signal itself.
The narrower distribution centered near the baseline is due to shots that pro­
duce little to no clusters, and is thus largely due to random events on the MCP 
above the discrimination level. The second distribution centered at higher intens­
ities (approx 30 mV in this case) is due to the mass peaks in the cluster signal. 
This distribution is significantly broader as a result of shot-to-shot fluctuations in 
the intensity of the signal, something that can easily be explained by variations in 
the laser energy and gas pressure in the cluster source. The shots that produce 
no clusters at all are however a much more serious problem, the cause of which 
is yet to be properly understood. The effective duty cycle of the source can be 
calculated as the difference in area between the two distributions, and at the time 
of testing was found to be approximately 0.7.
W ith knowledge of the bimodal distribution of intensities, (the mean of) each 
incoming shot can be easily tested against the distribution to  see if it contains 
clusters or not. W ith this an effective method of qualifying  the signal is obtained, 
where shots without clusters are immediately rejected and not included in further 
measurements or analysis. While such a qualification method does not discriminate 
against a narrow or wide mass distribution, it is effective at removing shots that 
have no signal at all. These are by far the most detrimental to the signal to noise 
ratio.
3.2 Stability and reactivity
Investigation into the stability and reactivity of clusters was one of the first tech­
niques used in the field to gain an indication of the energetic stability (of both the 
geometric and electronic structure) or differing cluster sizes.
Although a more thorough investigation is ideal, significant knowledge can be 
gained about a cluster's stability and reactivity by looking at the relative intensities 
of different peaks in a mass spectrum, known as abundance spectroscopy. This can 
either be a homogeneous sample or for example an alloy, where the two metals may 
each have different structures and stabilities. By alloying or doping a cluster it is 
possible to enhance the stability of a particular size artificially, by ensuring that 
the cluster is both electronically and geometrically stable [2-7]. One can also look 
at the reactivity of different stoichiometries by adding a reactant to  the carrier 
gas such as oxygen, where stable ‘building blocks’ are observed out of which larger 
clusters are assembled.
Another method of elucidating a cluster’s stability is by inducing fragmentation 
though external excitation, for example through the absorption of infrared light 
(typically through a process known as multiphoton dissociation [IR-MPD]). Several 
examples of this will be given in Sec. 3.2.2.
All abundance and fragmentation spectra to be presented here are of nascent
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ions, tha t is clusters that are already charged upon leaving the source and not post­
ionised in the extraction region of the mass spectrometer. Doing so excludes any 
potential effects of the differing ionisation energies of the clusters on the measured 
spectra in the case of abundance spectroscopy, and any unintended or secondary 
fragmentation in the case of fragmentation spectroscopy.
3.2.1 Abundance spectroscopy of transition metal oxide clusters
The most well known discovery made by investigating the abundance spectrum of 
a homogeneous species is undoubtedly the observation of C60 by Kroto et al. [8]. 
At the same time a study by Knight et al. [9] showed, through the investigation 
of the abundance of Na, that clusters can form shells of delocalised electrons (for 
more information see Sec. 1.3.3). The success of their study was dependent on 
two im portant factors: the investigation of alkali metals and the use of a hot 
oven source. Studying the abundance of alkali metals is advantageous due to 
their relatively low binding energy; given a high enough oven temperature, not 
only nucleation but also evaporation will take place in the source. The second 
advantage is now immediately obvious, in a hot oven source the residence time 
is long enough tha t the clusters are able to come to a quasi-equilibrium in terms 
of their stability vs. size. Contrasting this with the materials and source used in 
this study—transition metals and a laser vaporisation cluster source—it is clear 
why clear abundance peaks are not always seen (see e.g. Figs. 3.5, 3.2, 3.3), as 
transition metals have a higher binding energy and cluster production in a pulsed 
laser vaporisation source is an inherently non-equilibrium process. It is of course 
possible to measure affected properties such as ionisation energy directly, and this 
will be described in more detail in Sec. 3.3.
Irrespective of the difficulties in elucidating the abundance of homogeneous 
transition metals in the present cluster source, the reactivity of a metal cluster 
to a reactant such as oxygen is indeed feasible and can give valuable insight into 
the stability of various stoichiometries of oxide materials. It is possible to see the 
effects of stability directly in the abundance spectra because i) large differences in 
binding energy between different stoichiometries exist, and i i) their heterogeneous 
composition allows the formation of clusters to proceed through steps of small 
‘building blocks.’
The abundance spectrum of ConOm is presented in Fig. 3.5. The three spectra 
originate from differing conditions in the source, namely the pressure of the He 
carrier gas. As can be seen, certain stoichiometries are more abundant than others, 
and that this abundance is prevalent across the differing source conditions. This 
suggests that the enhanced abundance is the result of an inherent stability for 
certain stoichiometries/sizes. Looking closer we can see that there are trends in 
the stoichiometries produced. From n =  3 onwards, the odd-n numbered peaks 
are prevalent in groups of four, while the even-n numbered peaks typically occur 
in groups of three, from ConO+ + 1 to ConO + + 3.
In Fig. 3.6 the abundance spectra of MnnOm, is shown at two different carrier 
gas pressures, 1.7 bar and 3 bar in Figs. 3.6a and 3.6b respectively. It can be seen
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Figure 3.5: Abundance spectra of ConO ,^ for nm at various source conditions. The 
oxygen concentration is kept at 0.6%, but the carrier gas pressure is varied from a , 
1.8 bar, b, 2.6 bar to c, 4.2 bar. Note that despite the differing source conditions and 
mass distributions, the most abundant peaks are consistent across all three spectra.
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Figure 3.6: Abundance spectra of MnnOm for ^ at different gas pressures, where in 
a the backing pressure in the source is 1.7 bar, and in b it is 3 bar. The concentration 
of oxygen in the helium carrier gas is kept at a constant value of 0.6%.
that the most abundant stoichiometries for the same n are consistent across the 
two spectra, and appears to be 1:1, ranging from (n,n) to (n,n +  2). By increasing 
the pressure in the source cavity, we increase the interaction between the clusters 
during the growth phase, both in the total time spent interacting and the rate at 
which collisions occur. As the most abundant stoichiometries are independent of 
this interaction time, it stands to reason that MnnOm clusters are most stable at 
a n:m  ratio of approximately 1:1. This is consistent with other observations in the 
literature [10-15].
As we can see from these examples, the most abundant cluster sizes and stoi­
chiometries are consistent across different measurements of the same material, 
irrespective of the gas pressure or interaction time. The story is however quite 
different as we change the oxygen concentration in the carrier gas. In Fig. 3.7 an 
abundance spectrum of MnnOm is presented where the oxygen concentration in 
the carrier gas is 2%, as compared to 0.6% in Fig. 3.6. Here the extra peaks are 
indicated with arrows and are shown alongside the same (n,n) peaks from Fig. 3.6. 
For 4 < n  < 8, (n,n +  2) is dominant, then for 7 < n < 10, (n,n +  3) is most 
abundant. For n  > 10 a range of stoichiometries are found, ranging from (n,n +  2) 
to (n,n +  5). In this situation oxygen is in excess, and the clusters take on more
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Figure 3.7: Abundance spectrum of MnnO + for ^ where there is an excess of oxygen 
in the carrier gas, at a concentration of 2%. The (n,n) clusters are labelled the same 
as in Fig. 3.6, while the new most abundant peaks are labelled with arrows, ranging 
from (n,n +  2) to (n,n +  5) for the larger clusters.
oxygen than is most stable for the given cluster size. The problem, however, is that 
we do not know if the oxygen is chemically bound, forming a higher order oxide 
compound, or physisorbed to the surface of the cluster as an O2 molecule. While 
some estimates could be made from the abundance patterns of a particular size 
(as physisorption of O2 should be grouped in pairs spaced 32 u apart, instead of 
16 u as for a chemically bound oxide), the most reliable method of elucidating the 
most stable stoichiometry is by exciting the cluster complex to the point of disso­
ciation or fragmentation. By the resulting dissociation or fragmentation patterns 
the stability of certain sizes and stoichiometries can be more clearly observed.
3.2.2 Photoinduced dissociation
As previously illustrated, when the reactant can also form a van der Waals complex 
with the reacted cluster, it can be ambiguous as to whether the reactant is chemi- 
or physisorbed from a mass spectrum alone. In these cases more information can 
be gained from exciting the cluster or complex to  the point of fragmentation or 
dissociation, respectively. Detailed herein is one such method of doing so: through 
vibrational excitation. Note that this section deals with fragm entation  and not 
vibrational spectroscopy (which will be dealt with in Chap. 4); we are concerned 
only with the fragmentation itself, and not the frequency at which it occurs.
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In Fig. 3.8 the mass spectra of MnnOm with and without IR irradiation, aver­
aged from 382 cm-1 to 588 cm-1 , is shown. When dissociation occurs, the decrease 
in intensity of a peak corresponding to  the mass of a complex should correlate with 
an increase in intensity of the peak 32 u less in mass. In Fig. 3.8c it can be seen 
tha t cluster sizes with a high oxide ratio do decrease upon excitation (A / < 0), 
and that clusters with a low oxide ratio increase (A / > 0). Note that, as the mass 
spectra are averaged over a broad frequency region, it is unlikely that complete 
depletion of a given peak will be seen.3
By looking carefully at the change in intensities, it is often the case that not 
only one dioxygen unit is ejected, but two. The sum of the changes of both the 
first and second educt, however, do correlate well with the increase in the product. 
We can therefore conclude that the following is occurring:
(MnO)i • (O2 )+ (MnO)i • O+ (MnO)+ (3.1)
Interestingly, in this particular system, (MnO)+ clusters are predominantly the 
most stable and are typically the end of an induced dissociation chain. This 
unusual stability will be explored in more detail in Sec. 4.4.2.
While one could in this manner analyse the changes in intensity in a mass spec­
trum , a simpler and more accurate method however involves analysing the entire 
dissociation chain of one particular complex and its products at each wavelength, 
from the highest orders of dioxygen attachment to  the base cluster. In this way the 
stability of the various stoichiometries of one particular cluster can be deduced, 
and the most stable final product more clearly elucidated. This is illustrated in 
Fig. 3.9, where the depletion spectrum is shown for Co3O+, Co3O +, Co3O+ and 
Co3O+ as a function of the excitation frequency. Upon absorption of light of a 
suitable frequency, Co3O+ dissociates to Co3O+, which subsequently dissociates 
to Co3O+. As Co3O+ does not further dissociate to Co3O+ at any frequency, one 
can infer that Co3O+ is the most stable stoichiometry for the given number of 
metal atoms.
Through this method one can deduce the most stable stoichiometries for various 
materials, and thus the following sizes were found to be the most stable: for ConOm 
(n,m): (2,2), (2,3), (3,3), (3,4), (4,4), (4,5), (5,6), (5,7), (6,7), (6,8), (7,6), (7,9) 
and (8,9); for MnnO^^ (2,3), (2,4) (6,10) and all (n,n), (n ,n+1) where 3 < n < 10; 
and several combinations of CrxMny Om and CoxCry Om that will not be repeated 
here for brevity (see Sec. 4.4.3 and Sec. 4.4.4 respectively). For full details and 
the depletion spectra of all these clusters see Chap. 4 .
3 W hen  a  single frequency  is used, w hile som e c luste r sizes indeed show close to  100 % dep letion , 
o th ers  do  n o t show  an y  effect a t  all if th e y  are  no t re so n an t a t  th e  chosen frequency. T hu s, an  
average over a  b ro ad  frequency  range rep resen ts  a  reasonab le  com prom ise for th e  purpo ses  of 
illu stra tio n .
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Figure 3.8: Mass spectra of MnnO+ a, without and b, with IR irradiation 
by FELIX. The mass spectra are averaged over all acquired frequencies from 
382cm-1 to 588 cm-1, a region of high absorption for most cluster sizes (see Figs. 4.8, 
4.9). The difference of the two mass spectra is shown in c, where the effect of pho­
todissociation can be more clearly seen. Each dissociation chain (MnO) • (O2)+ has 
been highlighted. Note that, interleaved with the highlighted chains, there is also 
chains of (MnO)O • (O2)+ (not highlighted). That is, for each chain of MnnO+ for 
even m, there is a complimentary chain for odd m.
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Figure 3.9: The depletion spectra of Co3O+ • (O2)n (n =  0-2). The complex 
continues to eject O2 molecules upon excitation by suitable IR frequencies until a 
stable stoichiometry is reached. The dissociation pathway in this case is therefore
Co3O+ (O2)2
stoichiometry.
Co3O+ O2 Co3O+ Co3O+, where Co3O+ is the final stable
0
3.3 Ionisation
The photoelectron spectrum of a cluster can give valuable insight into the struc­
ture and energy levels of the delocalised electrons within the cluster. For example 
any possible electronic shell closings will be directly reflected in the ionisation en­
ergy of the cluster. There are several ways to measure this, all with varying levels 
of difficulty and information provided. The most complete (and hence time con­
suming) information can be gained by measuring not only the ionisation potential, 
but the complete photoelectron spectrum using techniques such as magnetic bottle 
spectrometry or velocity map imaging. By measuring the binding energy of the 
photodetached electron one can gain information on the density of states of the 
resulting cluster.
One does however not need the complexity of a photoelectron spectrometer 
to make a simple estimate of the ionisation energy of a cluster. One alternative 
involves measuring the photoionisation efficiency at a series of wavelengths above 
the ionisation potential, and then interpolating to  the point of zero ionisation 
efficiency. This simple method has the advantage that it does not require the con­
struction of a specialised apparatus, and is thus appealing in lieu of a photoelectron 
spectrometer.
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Figure 3.10: The ionisation efficiency of Cr3On (n = 0-2) plotted against the 
wavelength of the ionising laser. The vertical ionisation energy is found at the in­
tersection of the ionisation efficiency curve and the baseline. The tails in the curve 
can be attributed to thermal broadening of the energy levels [16].
3.3.1 Method of measuring ionisation efficiency
The photoionisation efficiency (PIE) is defined as follows,
»(* ) =  If v - ,  (3'2>±rer/ x ref
where the intensity I  of the detected ion signal is measured at the wavelength of 
interest v and, after normalising for laser fluence F , is compared to a reference 
wavelength of a high energy (193nm is used throughout this study). The refer­
ence wavelength is kept constant and serves to correct for any fluctuations in the 
intensity of the cluster signal during the experiment. An example showing how 
the ionisation potential is estimated from the PIE is given in Fig. 3.10.
The measurement of the ionisation efficiency is carried out as follows. The ion­
ising laser is guided to the extraction region of the mass spectrometer, ionising the 
neutral clusters (electrostatic deflection plates are used to remove charged clusters 
from the beam before the mass spectrometer). The voltage on the acceleration 
plates is kept at ground during ionisation to prevent distortion of the electric po­
tential of the cluster, and is pulsed on 100 ns later. The fluence of the laser is 
kept low to ensure single photon processes dominate over fragmentation or mul­
tiphoton ionisation. The power dependence is shown in Fig. 3.11, showing that 
below ~  2.15 m J cm-2 we are within the single photon regime. The experiment 
is run at 10 Hz, however the measurement and reference lasers are interleaved, 
each firing at 5 Hz. This ensures that the reference signal is as accurate as pos-
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Figure 3.11: Power dependence of the ionisation of TinOm (n =  0-8) (m =  0-2), 
showing a linear dependence—representative of a single photon process—below 
~  2.15 mJ cm-2.
sible, compensating for any drift in the cluster signal (shot-to-shot fluctuations are 
unfortunately unavoidable, as detailed in Sec. 3.1.2).
The two 5 Hz signals can be separated from each other by a number of means, 
grouped into methods that a) separate the signal before the oscilloscope, inputting 
the two signals in two different channels of the oscilloscope, and b) separate the sig­
nal digitally after acquisition with a single channel of the oscilloscope. Separating 
the signal before the oscilloscope is the simplest option, as all tha t is required is a 
suitable relay or integrated circuit (IC) to switch the signal between two channels 
driven by a 5 Hz trigger. One problem however is that this process will always 
distort the signal to  some extent: a relay is prone to noise and crosstalk, and 
an IC has a nonlinear resistance with input voltage. The other alternative is to 
acquire every trace from the oscilloscope in real time at 10 Hz, and perform the 
separation and averaging digitally post-acquisition. This was made possible with 
the ScopeAcq.py program, for further information see Sec. 2.3.2. For all meas­
urements performed subsequent to the development of the ScopeAcq.py program 
this method was used, however the data to be presented in Sec. 3.3.2 was meas­
ured before it was written and thus an ‘analogue switch’ (Analog Devices SW06 
Quad SPST JFE T  Analogue Switch) was used, separating the two signals before 
acquisition.
In the study of Janssens et al. [16] (Fig. 3.10) a tunable laser was used to 
get a complete picture of the ionisation efficiency over many wavelengths. In 
the absence of a tunable laser a number of fixed wavelength lasers can be used 
and a similar ionisation efficiency curve can be plotted, albeit with a reduced 
number of points. While an accurate value of the ionisation potential can thus 
not be given, an estimate of the relative trends within a series of cluster sizes 
can still be performed. In this case the measurement was performed at three
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Figure 3.12: Ionisation efficiency of TinOm as measured with 193 nm and 213 nm 
ionising light. No signal was observed at 266 nm. Due to electron pairing and shell 
closings, the even n numbered clusters are typically more stable, explaining the sharp 
increase in ionisation efficiency (and thus a decrease in ionisation energy) in Ti3 relative 
to its neighbours.
wavelengths: 193 nm, 213 nm and 266 nm, from an ArF excimer laser and the 5th 
and 4th harmonics of a Nd:YAG laser respectively.
3.3.2 ionisation efficiency of titanium oxide clusters
Photoionisation efficiency (PIE) curves of TinOm (n =  0-8) (m =  0-2) were 
measured at wavelengths of 193 nm, 213 nm and 266 nm, the results of which are 
shown in Fig. 3.12.
Note here that, due to the low number of wavelength points and general unre­
liability of the data, it is not reasonable to convert the ionisation efficiency values 
to ionisation energy. This is compounded by the fact tha t there was no observed 
signal at 266 nm, leaving only two points. A rough idea of the trends with cluster 
size and composition is however still possible.
Looking at the trends in Tin Om with a fixed m, one can see a few interesting 
features. Firstly with m =  0, there is a significant increase in ionisation energy 
from n =  1 to  n  =  2, indicating a more stable electronic arrangement for the 
dimer than the monomer. The electron configuration for neutral Ti is [Ar] 3d2 4s2, 
thus offering 2 valence electrons per atom to delocalise within the cluster. These 
electrons will fill the 1s1 and 1p3 levels of the delocalised shells in the cluster,
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resulting in two half filled shells. The next cluster, n  =  3, with an electron 
configuration of 1s2 1p4, does not have the opportunity to have any closed shells 
and has thus a lower ionisation energy (a higher PIE). The following cluster, n  =  4, 
has 8 valence electrons and hence exhibits a higher stability by filling both the 1s2 
and 1p6 levels. This odd-even pattern is expected to continue through the series 
n  < 8, as shown in a more complete study involving photoelectron spectroscopy 
by Wu et al. [17]. The apparent lack of detail in the oscillations for 4 < n  < 8 
could be attributed to a reduced energy resolution as a result of the low number 
of wavelength points used.
For n  > 8 it is known [17] that the change in electronic structure of Tin becomes 
less significant with each additional atom, and that the cluster begins to exhibit 
bulk like features. The ionisation potential can then be described by the spherical 
drop model for metallic clusters [18],
e2
I P  =  W  -  a —  (3.3)R
where W is the bulk work function (4.33eV), a  =  |  is a constant arising from 
the kinetic and exchange-correlation energies of the electrons, and R is the radius 
of the cluster, typically given as R =  r sN 1/3 where r s is the Wigner-Seitz radius. 
This model was developed within the framework of the jellium model, and thus 
T i’s agreement with it shows the delocalised nature and high mobility of its valence 
electrons.
The general trend for all clusters (except n  =  1) is an increasing ionisation 
efficiency with increasing oxide content, corresponding therefore to a decrease in 
the ionisation energy. Additionally, the effect of the oxygen dopant becomes less 
significant as the cluster gets larger. This is consistent with similar results per­
formed on CrnOm clusters [16], where the ionisation energy decreased with an 
increasing oxygen dopant.
In the limit of a 1:1 oxide the ionisation energies are typically higher than that 
of the pure cluster, thus if we were to continue adding oxygen atoms it is expected 
tha t the ionisation energy would eventually begin to increase. Note that for many 
of the larger clusters presented here the term  ‘oxide’ is not strictly correct in the 
sense that a true stoichiometric ratio is not obtained, but an oxygen dopant in a 
predominantly metal cluster. One therefore also has to consider the effect that 
the oxygen has on the electric dipole moment of the cluster (and thus absorption 
cross section). It is for this reason that it is believed that the ionisation energy 
decreases upon adding an oxygen dopant, contrary to what would be expected for 
an oxide cluster.
3.4 Summary
In this chapter an impression was given as to how clusters are produced and some 
of the im portant aspects pertaining to  (the control over) their formation. In or­
der to  understand cluster formation, knowledge of the inherent stability of the
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clusters themselves—and in the case of neutrals, aspects such as their ionisation 
efficiency—is essential. For example, while it is not possible to specify the pro­
duction of a single cluster size, it is possible to tune the mass distribution  towards 
a particular cluster size or composition (alloy ratio, oxide ratio, etc.). All this is 
im portant because, depending on the mode of analysis, a different type of cluster 
(charge state, temperature, size etc.) is required for different experiments. In de­
tecting the produced clusters, aspects such as any fragmentation or dissociation 
(intentional or otherwise) or the ionisation efficiency of neutrals is important.
The purpose of this chapter was to show the methods of cluster production and 
detection along with some examples, i.e. what is possible rather than the results 
themselves. In the following chapters the scientific fruits of this labour will be 
detailed.
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CHAPTER 4
IR -M PD  spectroscopy of transition metal oxide clusters
The first step in fully understanding the physics of a cluster is knowing its struc­
ture. By structure we mean the arrangement of atoms within the cluster; the 
distance between the constituent atoms and the geometry of these atoms relative 
to each other. This is an im portant step in understanding more complex processes, 
such as the delocalisation of valence electrons to form ‘supershells’ or the magnetic 
ordering and exchange interaction in a magnetic cluster.
The structure of a cluster can have a direct effect on its magnetic properties 
through several mechanisms. For example when the atoms are in a different ar­
rangement they will feel a differing electrostatic field from the surrounding atoms, 
known as the crystal field. This difference is then propagated to the spin system 
through the spin-orbit couping (for more details on this process see Sec. 6.1). The 
structure of a cluster can also affect its magnetic properties through the direct 
exchange interaction; the spacing and geometry of the cluster has a direct effect 
on the degree of overlap between neighbouring orbitals.
One of the most definitive methods of elucidating a cluster’s structure is by 
measuring its vibrational spectrum in the ‘fingerprint’ range, where the excited 
vibrations correspond to collective or delocalised modes of the entire cluster. This 
has been performed on clusters through a variety of means, both on clusters em­
bedded in a matrix [1] and free in the gas phase [2-5]. The vibrational spectrum 
alone however can only give us a limited amount of information on the structure 
of a cluster; to fully elucidate the structure one needs to compare the obtained 
spectrum with tha t of ab in itio  calculations on various possible structural isomers. 
It is from these calculations that we gain knowledge of the structure of the cluster.
The results to be presented in this section will be limited to that of the 3d 
transition metals, or more precisely their oxides. Many pure transition metals
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have already been studied previously [2-4]. Furthermore, the oxides present a 
new challenge worth exploring [5-8] both in terms of the theoretical difficulties in 
calculating their structure and in their unusual properties unique from their pure 
(un-oxidised) counterparts. In particular the magnetic properties of oxide clusters 
are of interest, as even bulk transition metal oxides behave in many unique ways
[9].
In order to probe the vibrational spectra the messenger atom  method is em­
ployed (also known as action spectroscopy), for more details see Sec. 2.4. This is 
required as the density of the clusters in the beam is not high enough to produce 
a measurable difference in the intensity of the light itself, thus prohibiting the use 
of the more traditional absorption spectroscopy method.
4.1 IR absorption
In order to probe the vibrational states of a molecule or cluster one must supply 
energy to the system resonant with the spacing between two vibrational levels. 
This can be done optically by either directly exciting the transition with infrared 
light, or indirectly  through a A-process. A-processes are two-photon processes 
where the first photon excites the system to a high-energy virtual state and the 
second photon resonantly stimulates the system down to a (excited) vibrational 
state. An example of a A-process is (stimulated) Raman scattering.
W ithin the scope of this chapter only direct IR processes will be addressed, how­
ever initial experiments utilising femtosecond two-pulse stimulated Raman spec­
troscopy have begun and will be published in a later work.
4.1.1 IR-MPD mechanism
The process that the cluster-m essenger complex undergoes upon IR excitation is 
known as infrared multiphoton dissociation, or IR-MPD. The process goes through 
three distinct regions, each higher in internal energy, as described by Mukamel and 
Jortner [10]. The three regions (represented graphically in Fig. 4.1) are character­
ised by:
I coherently excited discrete rovibrational levels,
II incoherently excited quasi-continuous levels, and 
III above the dissociation limit, a true continuum  of levels.
From the ground state the cluster is coherently excited up a rovibrational ladder 
of discrete energy states in region I . Due to anharmonicities in the vibrational 
potential, the levels get gradually closer together and as a result the energy of the 
excitation source gradually becomes non-resonant with the higher energy trans­
itions, an effect known as the ‘anharmonic bottleneck’. This limits the efficiency of 
stepwise transitions in this region. As transitions in this region are resonant mul­
tiphoton processes, it is the peak intensity of the radiation that is of importance. 
It is in this region that we obtain spectral selectivity.
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Figure 4.1: Energy regions of an IR-MPD process as depicted by Black et al. [11]. 
Region I, coherently excited discrete rovibrational levels; II, incoherently excited quasi- 
continuous levels; and III, above the dissociation lim itatrue continuum  of levels. Note 
that the energies at which the transitions occur are system dependent.
Once the internal energy of the cluster has increased such that the density 
of rovibrational states is high enough for interlevel mixing to occur, the quasi- 
continuous region II is said to have been reached. This region is characterised 
by incoherent single-photon transitions and the redistribution of internal energy 
through intram olecular vibrational redistribution (IVR) into the quasi-continuum 
of rovibrational states. As this is an incoherent process, the fluence (rather than 
the peak intensity) of the irradiating beam now determines excitation rate and the 
internal energy of the cluster rapidly increases. Lifetime broadening plays a role 
in enabling this quasi-continuous region to be attained easily, as IVR is a rapid 
process. The threshold for this region can thus be described as
2ncTivR =  p(E) (4.1)
i.e. where the lifetime broadening due to IVR ( tiv r ) exceeds the average mode 
spacing ( p ( E )). The amount of energy required to transition from region I to 
region II is system dependent on factors such as the density of the rovibrational 
states and the strength of the coupling between them. It has been seen in many 
cases th a t a single photon is sufficient to reach region II [12, 13], however in smaller 
clusters two or three (stepwise) excitations in region I may be required due to their 
fewer degrees of freedom and lower density of states [5].
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4.1.2 Power dependence of IR-MPD mechanism
In Fig. 4.2 the power dependence is shown for the intensity of several educts 
(Co4O+, Co7O+1 and Co7O+3), chosen to highlight the difference between weak, 
average and strong absorption at a given frequency, respectively. The values plot­
ted are the amount of depletion of the mass peak normalised to  the height of 
the original peak without IR irradiation, where 0 corresponds to no dissociation 
and 1 to  complete dissociation of all clusters present. In the case of Co4O+, the 
educt only weakly absorbs at the given frequency of 730 cm-1 , and thus for FELIX 
powers below ~  2.5 mJ per shot the complex does not dissociate. Above this power 
Co4O+ begins to deplete linearly with power. Co7O+1 is a typical case where the 
educt depletes approximately linearly with power over the whole range used in the 
experiment. Co7O+3 shows a case where the absorption is strong and the deple­
tion begins to saturate. It is im portant to note here that the dissociation does not 
increase quadratically (or higher order) with IR power, signifying that the quasi- 
continuous region is reached without the need for multiphoton absorption. One 
can not however say anything definitive about the strength of the bond between 
the messenger and the cluster, as once in the quasi-continuous region power ab­
sorption increases rapidly and incoherently. As an estimate of the total number 
of photons required to dissociate the complex, for IR light of wavenumber from 
250 cm-1 to 1400 cm-1 and typical bond energies (see Chap. 5) of 0.3 eV to 0.8 eV 
(2400 cm-1 to 6400 cm-1 ) from 1 to 25 quanta need to be absorbed.
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Figure 4.2: The power dependence of the IR-MPD process, showing the relative 
depletion of the mass peak with increasing FEL IX  intensity. Three educts have been 
selected, Co4O+, Co7O+ and Co7O+3, showing the cases for weak, average and strong 
absorption at a given excitation frequency, respectively.
4.2 FELIX as an IR irradiation source
In order to perform vibrational spectroscopy through a direct excitation process 
infrared light in the 250 cm-1 to 1400 cm-1 (7 pm to 40 pm) range is needed to 
reach the ‘fingerprint region’ of an oxide cluster’s vibrational modes.1 In order to 
obtain suitable IR light in this region of the spectrum of a high enough fluence, 
a free electron laser is ideal. For this study the IR measurements were performed 
at the Free Electron Laser for Infrared experim ents (FELIX) FOM facility in 
Rijnhuizen, The Netherlands.
A free electron laser is unique in that, unlike most lasers where excitation occurs 
through excited states in a medium, free electrons provide the lasing medium where 
they are excited through deviations in a magnetic field due to the Lorentz force. 
This is achieved at FELIX by accelerating electrons in two travelling-wave radio­
frequency linear accelerators (r.f. linacs) to relativistic speeds, then directing them 
through 38 pairs of magnets of alternating polarity in an undulator. Incoherent 
light is emitted by the electrons each time they are deviated from their path. An 
optical cavity is formed by a mirror at each end of the undulator (see Fig. 4.3a for 
a simple diagram). While the initial emission is spontaneous and thus incoherent,
1N ote th a t  for a  p u re  m eta l c luste r th e  1 00cm - 1  to  5 00 cm - 1  (20 p m  to  100 pm ) range is 
ty p ica lly  used, however due  to  th e  h igher b in d ing  energies in an  oxide c luste r th e  ch a rac te ris tic  
delocalised  s tre tch  m odes are  s ligh tly  h igher in energy.
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the light from a previous round trip can stimulate the emission of light on the next 
round trip, as long as the cavity length is tuned such that the round-trip time of 
the light pulse coincides with the repetition period of the electron micropulses, i.e.
—  =  r r a (4.2)c
where L c is the length of the cavity, Ta is the repetition period of the electron 
micropulses, and r  is a rational number (usually r  = 1 ) . Note that in practice the 
cavity is slightly desynchronised (by shortening) to combat laser lethargy [14], for 
full details see Oepts et al. [15].
The wavelength of the radiation produced is given by the expression
Ac =  2^2 (1 +  K 2) (4.3)
where Au is the wavelength of the undulator, y is the relativistic factor related 
to the kinetic energy of the accelerated electrons ( E k =  Ymcv2) and K  is a di- 
mensionless parameter proportional to the amplitude of the magnetic field. The 
wavelength of FELIX is scanned during a measurement by altering the spacing 
between the two rows of magnets in the undulator, thus changing the value of K .
The full range of FELIX is 40 cm-1 to 2500 cm-1 (4 pm to 250 pm) at a typical 
bandwidth of 0.2%RMS to 0.5%RMS. The IR pulse structure is a macropulse 
< 10 ps duration comprised of many micropulses 3ps to 6ps in duration spaced 
1ns apart [15], as depicted in Fig. 4.3b. This is a result of the r.f. linacs used to 
accelerate the electrons, which produce tight bunches of accelerated electrons.
The average power of FELIX is typically 100 mW to 350 mW (20 mJ to 70 mJ 
per macropulse at 5 Hz) (for wavelength dependence see Fig. 4.4), which corres­
ponds to a peak power of each micropulse in the range of 0.5 MW to 100 MW. For 
the purposes of this study such a high intensity is not required, and thus the beam 
is attenuated by 3 dB to  10 dB, giving a typical macropulse energy of 5 mJ to 8 mJ 
at 5 Hz.
The IR beam is focused before interaction with the clusters and directed along 
the cluster beam in a counter-propagating fashion (for more details see Sec. 2.4, 
in particular Fig. 2.1a). An aperture of 0.8mm diameter is used to ensure that 
only clusters that have interacted with the beam are detected.
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Figure 4.3: a , schematic of the undulator and optical cavity at FELIX, adapted 
from Oepts et al. [15]. An accelerated beam of electrons (e- ) is directed through 
an undulator comprised of a series of equally spaced magnets of alternating polarity, 
causing the beam to deviate due to the Lorentz force. Light (v) is emitted at each 
deviation through the bremsstrahlung process. An optical cavity is formed between 
the rows of the undulator by mirrors at either end (M1 and M2), and a small hole in 
the center of the outcoupling mirror M2 allows a portion of this beam to be used in 
experiments. b, structure of the FEL IX  pulse, where each macropulse is comprised 
of many micropulses. Note that the pulsewidths given are approximate and vary 
depending on FEL IX  settings, output wavelength etc.
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Figure 4.4: Typical output power of FEL IX  as a function of wavelength (as measured 
during a shift at FEL IX ), showing both the average power and the macropulse energy 
at 5 Hz. The wavelength can only be scanned over a limited range, and thus to 
complete a typical measurement one must scan over several wavelength regions with 
different FEL IX  settings, in this case four. Note that the actual output power is highly 
dependent on the FEL IX  settings, and thus varies from shift to shift.
In analysing the data taken from a depletion spectroscopy experiment many steps 
are required in reaching the final goal: an IR absorbance spectrum for a given 
cluster size. W hat is actually recorded during an experiment is two mass spectra, 
one with and one without IR irradiation, the rest is down to data analysis. The 
first step is to look at the difference in intensity of a cluster peak with (I(v )) and 
without (Iq) IR irradiation
resulting in a single value for the depletion of a given cluster at each frequency v . 
This process is then repeated for many frequency points, arriving at a scan such as 
the one shown in Fig. 4.5a. This gives the frequency dependence of the depletion 
or enhancement of a particular cluster species. Each frequency point v is averaged 
over 64 shots, and each point is typically spaced 4 cm-1 apart. The final spectrum 
such as the one shown in Fig. 4.5 is an average of many spectra repeated over the 
same frequency range, typically from 4 to 8 times.
We must then look for the corresponding product or educt involved in the 
dissociation process, depending on whether the cluster of interest is depleted or
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A /(v) =  I q -  I(v), (4.4)
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enhanced by the IR irradiation (making it the educt or the product respectively). 
As this can be one part of a complex dissociation process ejecting many O2 mo­
lecules, one must consider the complete series of dissociation products, tha t is a 
series of cluster sizes differing by an O2 molecule. An example of such a series 
is shown in Fig. 4.5a, where the dissociation pathway can be written as follows 
(excluding the dissociated dioxygens)
Co3O+ - U  Co3O+ - U  Co3O+ ^  Co3O+. (4.5)
In this case Co3O+ dissociates to Co3O+, which in turn dissociates to Co3O+. 
Co3O+ does not however dissociate to  Co3O+, and is thus the final (stable) 
product of the dissociation series. We can therefore conclude that the higher 
order complexes were in fact Co3O+ with multiple O2 molecules physisorbed to 
its surface.
One im portant point to note here is that, for every peak in the spectrum seen in 
Fig. 4.5a, there is an equal amount of depletion of the educt as enhancement of the 
product. If any of the bands were for example depleting without a corresponding 
increase in the product, it would be ambiguous as to whether the dissociation is 
actually due to a loss in the messenger, e.g. the cluster could be ejecting Co or CoO 
units instead. This is an im portant step that must be performed in the analysis 
of every system.
The final step is to normalise for power (—) and calculate the absorption cross 
section using the following (see Sec. 2.4 for more details):
a ( v ) =  -T- )  ln /T0)  (4.6)- (v) 1 (v)
An example of the final spectrum obtained is shown in Fig. 4.5b. Note that the 
power normalisation assumes a single-photon process, and while this is not strictly 
correct for an IR-MPD process, the spectra have been shown to mimic that of single 
photon absorption in many cases [12, 13], due to rapid intramolecular vibrational 
redistribution (IVR).
As the final stable product in the dissociation series (Co3O+ in the current 
example) is the true species under investigation, the spectra to  be presented in 
this chapter will be labelled as such, and not with the dissociation pathway itself 
(Co3O+ — U Co3O+ in the current example).
4.3.1 Influence of messenger on vibrational frequencies
There is one aspect of depletion spectroscopy that needs to be considered carefully, 
and that is the effect of the messenger atom/molecule on the resonant frequencies 
of the cluster. This can be caused by many phenomena, from the extra weight 
to the charge dipole induced in the cluster by the messenger. The effect tha t the 
messenger can have on the cluster is dependent on both the cluster itself, (its size, 
symmetry, binding energy and charge distribution), and on the messenger used 
(polarisability and binding location).
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Figure 4.5: Dissociation of the series Co3O+, where n is even. a , depletion spectra of 
the individual species n = 2,4, 6,8 showing depletion for n = 6 and 8, and enhance­
ment for n = 4, indicating that n = 4 is the final stable species in the dissociation 
series. b, absorption cross section for the dissociation of n = 6 to the final stable 
species n = 4.
a
The strength of the interaction V between the messenger and the cluster is 
given as follows (from a multipole expansion of V in 1/R) [16, 17]
C
V  »  -  R6 ’ (4-7>
where R is the intermolecular distance, and the value of C  depends on the type 
of interaction, in this case between two bodies A and B (the cluster and the 
messenger species, respectively). For the interaction between a cluster with a 
permanent dipole ^  and a messenger with an induced dipole (dependent on its 
polarisability a), one arrives at the van der Waals-Debye interaction
C =  . (4.8)4neo
For the interaction between two bodies, both with mutually induced dipoles, one 
arrives at the van der Waals-London  interaction
C = 2  tAt b b  “ A“ -  <«>
where I  is the first ionisation energy.2 Also note that the interaction between two 
bodies that both have permanent dipoles—known as the van der Waals-Keesom  
interaction—is not treated here as none of the messenger species used in this study 
have a permanent dipole.
2 T h e  q u ad ru p o le  m om ent th a t  is p resen t in th e  case of an  O 2 m essenger species has been
neglected  in th is  ap p ro x im ation .
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Of the messenger species considered (He, Ar and O2), He is ideal as it has the 
lowest polarisability (0.205 A3, 1.640 ±  0.001 A3 and 1.546 ±  0.022 Â3 respectively
[18]) and thus binding energy to the cluster. He has successfully been used as a 
messenger species in the spectroscopy of vanadium oxide clusters [19-21], where 
the clusters were (post-production) cooled in an ion trap  filled with He cooled 
to 15 K to 20 K and subsequently irradiated with IR light. One problem however 
associated with the low binding energy of He is the low temperatures required to 
form a H e-cluster complex; complicated equipment such as an ion trap  and He 
bath are required. Ar is thus regularly used as an alternative to He, where simpler 
techniques and more easily attainable temperatures (<  150 K) are permitted.
In considering O2 as an alternative messenger to Ar, one can make an estimate 
of the relative interaction strengths with the cluster. Recall tha t the im portant 
parameters are the messenger’s polarisability a , and for clusters with no perman­
ent dipole the messenger’s polarisability a  and first ionisation energy I . The 
polarisabilities of Ar and O2 are similar at 1.640 ±  0.001 A3 and 1.546 ±  0.022 A3 
respectively [18]. The first ionisation energies of Ar and O2 are also comparable 
at 15.76 eV and 12.07 eV respectively. It is therefore reasonable to assume that 
the interaction strengths are also comparable for Ar and O2, thus supporting the 
feasibility of using O2 as a messenger species. For the spectra shown in this study
O2 has been used throughout. The dissociation of dioxygen from an oxide cluster 
upon resonant IR excitation has been seen previously in several metal oxide cluster 
systems [20, 22, 23]. More recently [24] a series of measurements have been per­
formed on the relative influence of Ar and O2 as messenger species on magnesium 
oxide clusters, and it was found that using either Ar or O2 results in equivalent 
vibrational spectra of the base oxide cluster.
The effect of the messenger on clusters of different size or material is however 
non-monotonous and can not be estimated a priori. Even within a series of cluster 
sizes of the same material some will have a significant perturbation while others will 
be unaffected. This is due to subtle changes in the cluster’s geometry and electronic 
structure (and thus polarisability, dipole moment, intermolecular distance and 
hapticity of the messenger), resulting in a different interaction strength between 
the messenger and the cluster for each cluster size.
The effect of the messenger can sometimes be seen experimentally as a shift in 
the resonant frequencies as additional species are added to the cluster, as shown 
in Fig. 4.6. Here Mn5O+ has an excess of O2, and as each messenger is ejected the 
resulting complex has a slightly different resonant frequency. This effect is however 
non-monotonous; some clusters will exhibit a small shift for some modes but not 
others, while other clusters will exhibit no shifts at all (this is the predominant 
case). It has also been found that in some cases, while the frequency of the modes 
does not change, the magnitude of one mode relative to another differs.
Another aspect to consider, alongside the changes induced in the cluster by the 
messenger, is the binding energy of the messenger to the cluster. If the binding 
energy is lower than the energy associated with the vibrational mode of interest, 
then after a single excitation of that mode the complex will dissociate. If however 
the binding energy is higher than one quanta of the excited vibrational mode, then
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Figure 4.6: Dissociation of a series ending in Mn5O+ and each differing by one 
dioxygen species. A shift is clearly seen for the mode at 1200 cm-1, where the depletion 
of Mn5O+1 is centered at a slightly higher frequency than the enhancement of Mn5O+. 
As a result the net A I  of the intermediate Mn5O+ enhances (A I  > 0) at large 
wavenumbers, but depletes (A I  < 0) at small wavenumbers. A similar effect can be 
seen for Mn5O+ at 800cm-1. Note that, unlike most shifts, the mode at 1000cm-1 
actually blue shifts with a loss of dioxygen. A typical shift is ~  10cm-1, however as 
in the case of the mode at 800cm-1, it can be as large as ~  30cm-1.
this mode will have to be excited repeatedly until the internal energy of the cluster 
(distributed through IVR) is higher than the binding energy of the complex. This 
has the potential to affect the magnitude of the measured cross-section, but the 
exact effect depends on the interplay between species dependent properties such 
as the density of states and the rate of IVR (see Sec. 4.1.1 for more information).
It has also been shown that even for the same cluster size, different structural 
isomers can have a different affinity to the messenger. This was observed by 
Fielicke et al. [25] in the case of Nb9Ar+ (n =  1-4), where one isomer was dominant 
for a small n, while for large n another isomer was preferred. While this was an 
exceptional case, it highlights the need to consider the effect of the messenger on 
each cluster carefully and individually. Other studies [26] have also identified a 
size-dependent influence of an Ar messenger atom on the vibrational frequencies 
observed.
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4.4 Results of IR -M PD spectroscopy on CoO, MnO, CrMnO 
and CoCrO clusters
For the metal-oxide systems (MnOm) investigated in this thesis, the focus is on 
clusters with oxide ratios n:m close to 1:1. Here we are truly probing the structure 
of oxide clusters, as opposed to clusters with a low oxygen concentration (n ^  m), 
which can be considered as being oxygen doped.
For all clusters presented in this chapter, the depletion spectroscopy (Sec. 2.4) 
method was used with dioxygen (O2) as the messenger species, tha t is the disso­
ciation of the cluster—dioxygen complex. The spectra shown are of the difference 
between the loss in the educt and the increase in the product in the mass spectra 
as a function of FELIX wavelength.
Note that all experiments are performed on nascent (positive) ions, that is 
clusters that already have a charge when leaving the cluster source. The advantage 
here is tha t no post-ionisation is required, a process that can inadvertently induce 
the dissociation of the cluster—messenger complex.
In general, bands above 1000 cm-1 correspond to O —O stretch modes of the 
dioxygen messenger, and give clues as to the nature of the bonding between the 
messenger and the cluster. Bands below 1000 cm-1 however typically correspond 
to M—O —M symmetric and asymmetric stretching within the cluster itself, and 
can thus provide a ‘fingerprint’ of the structure of the cluster (especially when 
delocalised modes are probed).
While the vibrational spectra are a probe for the structure of a cluster, the 
spectra on their own do not give any direct information on the structure of a 
cluster beyond some simple estimates. To fully interpret the information contained 
in the spectra they need to be accompanied by theoretical ab in itio  calculations 
such as those using the density functional theory (DFT) framework. The results 
of such DFT calculations on cobalt oxide clusters CoxO+ (x  =  3-6, y  =  3-8) will 
be presented in Chap. 5.
In the remainder of this chapter, the experimental spectra of cobalt oxide, 
manganese oxide, chromium-manganese oxide and cobalt-chromium oxide clusters 
will be presented and discussed.
4.4.1 Cobalt oxide clusters
The depletion spectra of cobalt oxide clusters ConO+ n + 1 : n  =  3-6 are shown in 
Fig. 4.7, showing several distinct vibrational modes in the range 
250 cm-1 to 1400 cm- 1 .
As can be seen in the figure, all of the spectra are unique and no common 
modes are present across different sizes. Even in comparing the spectra with the 
same value for n  they are significantly different, suggesting that the addition of a 
single oxygen atom induces a significant structural change within the cluster. This 
is consistent with the premise that these are oxide clusters, as such a significant 
structural change is not likely to occur if the additional oxygen atom was simply 
bound to  the surface of the cluster. Note that these observations could also be
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Figure 4.7: The depletion spectra of cobalt oxide clusters ConO+n + 1 : n =  3-6. 
Modes above 1000cm-1 can be attributed to the O=O stretch of the dioxygen species, 
while modes below 1000cm-1 are delocalised Co-O—Co stretch modes, giving the 
most structural information. The figures are laid out such that, on each row, the 
clusters have the same number of metal atoms and differ only in the number of 
oxygen atoms. This trend will be followed for the remainder of the figures in this 
chapter.
due to the small size of the clusters investigated, as it is logical tha t smaller sizes 
have unique spectra and that as the cluster size increases common modes become 
more prevalent, eventually mirroring those of the bulk material.
The IR spectra presented in Fig. 4.7 have also been compared to theoretical 
spectra of structures calculated using density functional theory (DFT). For full 
details and discussion see Chap. 5.
4.4.2 Manganese oxide clusters
The IR spectra of Mnn O+ n + 1 : n  =  2-9 have also been measured, resulting in 
the spectra seen in Fig. 4.8.
Notably, all smaller clusters (n < 6) have a common mode at approximately 
1150cm-1 , corresponding to a superoxo-stretch. This feature has previously seen 
in studies of small (n < 2) Mn-oxide clusters [27, 28]. The fact tha t the larger 
clusters (n > 6) do not show this peak could be due to  a weaker bonding and cor­
responding reduced charge transfer between the cluster and dioxygen messenger, 
pushing the O —O mode beyond the range of frequencies investigated here.
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From n > 6 some commonality is already observed, where a band at 500 cm-1 
is predominant as n  increases for both m =  n  and m =  n + 1 ,  indicating that 
these clusters share a similar structure. This trend continues for the remainder of 
the cluster sizes in the mass spectrum, up to n  =  11 (spectra have been omitted 
for brevity). It has previously been postulated that Mn2O2 is a stable building 
block for bulk manganese oxide, and was characterised to  have a rhombic structure 
[28-30]. Assuming the clusters are built out of repeatable units, the spectra would 
indeed share many similarities.
The unusual stability of (MnO)n clusters in abundance spectra was also ob­
served by Ziemann and Castleman [31], supporting the theory that MnO or Mn2O2 
are possible building blocks for Mn-oxide. Similarly, this also is supported in this 
study in that, in both the abundance in the mass spectra and the final species 
of the dissociation chain (see Sec. 3.2.1, in particular Fig. 3.6), (MnO)n clusters 
appear more stable.
Interestingly, there was also another stable stoichiometry at Mn6O+0, the spec­
trum  of which is shown in Fig. 4.9. The dissociation chain of the Mn6On series 
for even n is therefore
Mn6O+2 —^  Mn6O+0 ^  Mn6O+ —^  Mn6O+. (4.10)
Note that this was the only cluster size where a higher stable oxide stoichiometry 
was found, including Mn3O+ as one may naively expect from a stoichiometric 
perspective.
The stability of the (MnO)2 unit can be understood in terms of its electronic 
structure. Mn has an outer shell electronic structure of 3d54s2, and due to the 
charge transfer from the Mn to the O in the MnO unit, the Mn atom has a partially 
filled 4s shell, allowing the two Mn atoms to come closer together. As a result 
(MnO)2 is rhombic with the Mn—Mn distance shorter than the O —O distance. 
This is in contrast to Mn2, which is characterised by a weakly bound van der 
Waals interaction due to Pauli repulsion.
In a study by Nayak and Jena [29, 30], the geometry, electronic structure and 
magnetic properties of (MnO)n (n =  1-4, 6, 8, 9) clusters were calculated using 
self-consistent DFT. The authors found that the structures of n  < 4 clusters are 
two dimensional and unique, while for n  > 6 a common structural motif arose, 
as illustrated in Fig. 4.10. They also observed a shift from a cubic structure for 
n  =  6 and 8 to  a hexagonal structure for n  =  9. While the commonality for 
n  > 6 agrees with this study, no differences for n  =  9 were seen. In their study 
they found that (MnO)8 has magnetic bistability, and that several of the other 
clusters— (MnO)6 and (MnO)9—have low lying structural isomers with hexagonal 
and cubic structures respectively. Here, however, we do not see any evidence of 
the presence of other structural isomers in the spectra of these cluster sizes.
Recent calculations by Ganguly et al. [32] also find that n  < 6 clusters are 
two dimensional, and that for n  > 6 a three dimensional structure is preferred, in 
good qualitative agreement with the current results. They do however find that 
the 6 < n  < 8 clusters have unique three dimensional structures.
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Other recent results confirm that, at least up to n  =  4, (MnO)n clusters are 
planar [33]. Similar studies also confirm the periodic nature of (MnO)n clusters
[34], although it should be noted that often in these calculations symmetry con­
straints are imposed and therefore search a subset of the potential energy surface, 
failing to find the true global minimum [32].
Under the assumption that MnO is a stable building block, one would expect 
the m =  n  +  1 clusters to have a lower stability and less periodic structure. While 
it is not possible to make any predictions on the relative stability of m =  n and 
m =  n + 1  clusters with the available experimental data, any changes to the 
structure or symmetry of a cluster should be apparent in its vibrational spectrum. 
This is however not the case in Fig. 4.8, where the spectra of m =  n and m =  n + 1  
clusters show no discernible differences. This may be caused by the relatively 
low resolution of the spectra, and thus if the modes that comprise the band at 
500 cm-1 were resolved the effect of the additional oxygen atom could become 
more apparent. This could similarly explain the unexpected lack in differences 
between the n  > 6 spectra, as calculations in the literature would suggest.
It is worth noting that in this data set there was a considerable amount of 
interference from higher order dioxygen complexes; tha t is complexes with mul­
tiple messengers also dissociating at comparable intensities. For this reason, for 
several of the spectra shown in Fig. 4.8 (Mn3O+, Mn3O +, Mn5O+ and Mn7O+ ) 
it was necessary to plot the dissociation of the 2 messenger complex instead of the 
single-messenger complex dissociating to the bare cluster. Further (more detailed) 
analysis of this data set could explicitly include the dissociation of higher-order 
complexes in the calculation of the absorption cross section.
4.4.3 Chromium-manganese oxide clusters
Now we will look at the spectra of alloy  oxide clusters, where the metal:oxygen 
ratio is still close to 1:1, but is now comprised of two different metals in varying 
ratios. The effect of each constituent metal can thus be seen as we sequentially 
replace each metal atom with another element whilst comparing their spectra.
The first alloy system to be considered here is chromium-manganese oxide 
CrxMny °m  (x +  y =  2-7), where if n  =  x +  y the total metal:oxygen ratio n:m 
is between 1:1.5 to 1:2.0. The results are presented in Figs. 4.11, 4.12, 4.13, 4.14, 
4.15 and 4.16.
It should be noted that while the difference spectra shown in these figures 
are normalised to the height of the graph, in reality different alloying ratios (x:y) 
are present in the experiment at different intensities. Therefore the signal to 
noise ratio can vary, especially when x and y differ significantly. It is for this 
reason that some alloy ratios have been omitted (the other being that there is an 
overlap with higher or lower order peaks). As with all oxide clusters produced with 
this technique of using dioxygen as the messenger, the final stable oxide ratio is 
determined by the dissociation of the (oxide) cluster—dioxygen complex and is not 
experimentally controlled. Therefore the metal:oxygen (n:m) ratio is not always 
consistent within a series of clusters with the same n, somewhat hindering a direct
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Figure 4.8: The depletion spectra of manganese oxide clusters MnnO+ n + 1 : n =  2-9. 
Modes above 1000cm-1 can be attributed to the O—O stretch of the dioxygen species, 
while modes below 1000cm-1 are delocalised Mn—O —Mn stretch modes, giving the 
most structural information. Clusters n > 6 exhibit similar spectra, indicating that 
they share a similar structure.
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Figure 4-9: Mn6°10 was also observed to have a stable stoichiometry in the exper­
iment. It is interesting to note that, unlike the other n >  6 clusters shown here, 
Mn6O+0 still exhibits a unique vibrational spectrum.
comparison. On the other hand, the fact tha t the ratio is not equal for different 
chromium:manganese (x: y) ratios is indicative of a differing chemical reactivity 
due to the alloying, as the dissociation series always ends in a stable oxide ratio 
(see Sec. 4.3).
To start with the smallest cluster size measured, x +  y =  2 (shown in Fig. 4.11), 
there is not a lot to analyse as no modes were measured for CrMnO+, and only a 
few for CrMnO+. This is more than likely not representative of the cluster itself 
but rather of the experiment not measuring the modes correctly. Possible causes 
are a low signal or a too high binding energy of the cluster—dioxygen complex, 
thus for the given IR power no dissociation occurred.
The second cluster size, x +  y =  3, has in contrast many active IR modes that 
were successfully measured in the experiment. All four clusters investigated here 
have very similar spectra, predominantly 1-2 modes at 550 cm-1 , a collection of 
at least 3 modes at 700 cm-1 to 850 cm-1 , a single sharp mode at 1000 cm-1 and, 
with the exception of Cr2MnO+, a mode at 1150 cm-1 to 1200 cm- 1 . The modes 
at 550 cm-1 and 750 cm-1 likely correspond to delocalised and localised M—O —M 
stretching modes respectively. These and any further modes below 550 cm-1 give 
the best insight into the structures of these clusters, with the aid of theoretical 
structure calculations. The mode at 1000 cm-1 corresponds to one or more ter­
minal oxygen groups (M—O), which is likely located on the Cr sites due to its 
valence. The mode at 1150 cm-1 corresponds to the O —O stretch of the bound 
dioxo-group. It is therefore clear why this mode is not present in the spectra 
of Cr2MnO+, as in this case the extra O or O2 as compared to the others did 
not dissociate. Considering the similarity between the spectra of Cr2MnO+ and 
CrMn2O+ it is unlikely that any restructuring has taken place, and therefore the 
extra dioxo-group is simply more strongly bound to the cluster and did not disso­
ciate at the IR power used in this experiment.
In x +  y =  4 we see many of the same trends as the earlier clusters, such as a 
strong mode at 1000 cm-1 due to a M—O group and a mode at 
1150cm-1 to 1200cm-1 in clusters with a low oxygen content, corresponding to 
a stretching of the free dioxygen group. If we compare the spectra of CrxMnyO+ 
where m is even (right hand side of Fig. 4.13), specifically the modes below 
1000 cm-1 , an interesting trend can be seen. Clusters (x,y,m) with an alloy ratio
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Figure 4.10: a, lowest energy structures of (MnO)n (n = 1-4, 6, 8, 9) clusters as 
calculated by Nayak and Jena [30]. The three isomers of (MnO)8, shown in a(f-h), 
(one ferromagnetic and two antiferromagnetic) are degenerate to within the accuracy 
of the calculations. A later study by Nayak and Jena [29] found a cubic isomer of 
(MnO)6, shown in b(b), 1.43eV lower in energy than a(e), and a hexagonal isomer 
of (MnO)9, shown in c(b), 1.44 eV lower in energy than a(i).
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Figure 4.11: Depletion spectra of CrxMnyO^ , (x +  y  =  2)
(x,y) of (2,2) and (3,1) share similar IR spectra and hence structures, while (1,3) 
is unique, suggesting a change in structure due to  the differing alloy ratio. This 
is more than likely related to  the relative affinities of chromium and manganese 
to oxygen, but in this case could also be due to their differing oxygen content. 
Clusters with an odd m may behave similarly, however due to a lack of signal for 
(3,1,9) this is not clear.
In x +  y =  5 (Fig. 4.14) a similar trend can be seen; as the chromium content 
increases so does the affinity to oxygen, and with it an accompanying structural 
change. Both (1,4,8) and (2,3,8) have similar spectra but (3,2,10) differs. For 
odd m the trend is less clear, however it can be seen that the spectra of (2,3,9) 
and (3,2,9) differ below 800 cm- 1 . This would suggest that, irrespective of the 
additional oxygen, a structural change can be expected as the chromium content 
increases.
The spectra for x +  y =  6 and 7 show many of the same trends as the smal­
ler clusters, however due to a decrease in signal to noise, the spectra and the 
conclusions that can be drawn from them are less clear. A trend that can be 
seen across all CrxMn+-oxide clusters is that, with an increase in Cr content, the 
cluster’s affinity to oxygen increases. Accompanied with this increase is a change 
in the cluster’s structure, seen as a change in the IR spectrum in the region below 
1000 cm- 1 . As noted in x +  y =  5 this may not necessarily be simply due to the 
increase in oxygen content.
Also of note is tha t most (if not all) clusters have a band at 1000 cm-1 , signi­
fying the presence of terminal oxygen (M—O) groups. This is similar to  studies 
of vanadium oxide clusters, which also frequently posses terminal oxygen groups 
[5, 23].
4.4.4 Cobalt-chromium oxide clusters
Another alloy oxide system investigated was cobalt chromium oxide, which allows 
us to  perform a comparison between cobalt oxide and chromium manganese oxide 
clusters. One unfortunate property of CoxCryO+ clusters is that, due to the 
combination of the different masses x, y and m, it occurs regularly tha t lighter 
clusters with many oxygens overlap with heavier cluster with fewer oxygens in the 
mass spectrum. This is particularly true when x and y differ by a large amount. 
Due to this overlap in the mass spectrum several sizes had to be excluded from
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Figure 4.12: Depletion spectra of CrxMnyO^ , (x +  y  =  3)
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Figure 4.13: Depletion spectra of CrxMnyO^ , (x +  y  =  4)
analysis, as the depletion for the particular mass channel is ambiguous.
The spectra of CoxCryO+ share many similarities between x + y  =  4-8, and will 
thus not be treated in separate groups. Modes common to most of the clusters in­
clude one strong mode at 1000 cm-1 for a terminal oxygen group and two M—O —M 
stretch modes at approximately 600 cm-1 and 800 cm-1 , with few exceptions. Sev­
eral of the clusters show one broad band between 600 cm- 1 and 800 cm- 1, which 
could be due to power broadening or a large number of modes close in energy 
overlapping with each other. It is likely that a combination of these is actually 
occurring (several individual modes in this region are partially resolved in certain 
sizes, e.g. Co3Cr2O+), as the coalescing of the modes becomes more prevalent for 
larger cluster sizes.
Interestingly, most of the CoxCr+-oxide clusters presented here have a strong 
mode at 1000 cm-1 , signifying the presence of a terminal oxygen (M—O) group.
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Figure 4.14: Depletion spectra of CrxMnyO^ , (x +  y  =  5)
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Figure 4.15: Depletion spectra of CrxMnyO^ , (x +  y  =  6)
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Figure 4.16: Depletion spectra of CrxMnyO^ , (x +  y  =  7)
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Figure 4.17: Depletion spectra of CoxCryO^ , (x +  y  =  4).
The Co-oxide clusters shown in Sec. 4.4.1 do however not have any modes at 
1000 cm- 1 . Furthermore the structures of Co-oxide have been calculated in Chap. 5, 
confirming that there are no terminal oxygen groups present. We can therefore 
tentatively conclude that the terminal oxygen groups present in these CoxCr+- 
oxide clusters are on the Cr sites.
Note that none of the spectra show any modes above 1000 cm-1 that would 
normally correspond to an O=O stretch of the weakly bound dioxygen messenger. 
As the measured signal is by definition the loss of dioxygen, it must be a weakly 
bound O2 species that is dissociating from the cluster. One possibility is tha t it 
is bound weakly enough that its O=O stretch mode is beyond of the wavelength 
region scanned in this study (up to 1400 cm-1 ), as the O=O stretch of O2 in the 
gas phase is at 1556 cm- 1 .
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Figure 4.18: Depletion spectra of CoxCryO^ , (x +  y  =  5).
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Figure 4.19: Depletion spectra of CoxCryO^ , (x +  y  =  6).
wavenumber (cm 1) 
Figure 4.20: Depletion spectra of CoxCryO^ , (x +  y  =  7).
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Figure 4.21: Depletion spectra of CoxCryO^ , (x +  y  =  8).
4.5 Conclusions
From the species investigated we can begin to draw some material-dependent con­
clusions, for example the typical bonding that can be expected in oxide clusters 
of different elements. One such example is the observation of terminal oxygen 
(M=O) groups in CoCr and CrMn clusters. In oxide clusters of either Co or Mn, 
no modes corresponding to a terminal oxygen group were observed. However, in 
alloy clusters of both CoCr and CrMn modes at 1000 cm-1 were indeed observed. 
From this we can draw a tentative conclusion that the terminal oxygen groups are 
situated on the Cr sites in CoCr and CrMn. It is also reasonable to presume that 
Cr clusters will have terminal oxygen groups, similar to V clusters.
This hypothesis is consistent with available studies of small Cr2O^ (n =  1-7) 
clusters, where the oxygen rich clusters (n =  3-7) also exhibit terminal O groups 
[35-38]. It is known that the early transition metals (group IIIA through VIA) 
are able to form metal dioxide molecules without activation energy [1], thus this 
likely contributes to their tendency to form terminal oxygen groups in the cluster.
In general we have shown here that the messenger technique using dioxygen as 
a messenger is a valid method of obtaining vibrational spectra of free clusters in 
the gas phase. W ith these spectra it is possible to  elucidate the cluster’s structure, 
but only in combination with ab in itio  calculations. These will be presented in 
the following chapter.
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CH APTER 5
Structure determination of cobalt oxide clusters: experiment 
and theory1
From  vibrational spectra alone one can make some educated guesses as to the 
structure of a cluster by knowing the characteristic vibrational frequencies of par­
ticu lar bonds. To fu lly elucidate the complete structure however, density func­
tional theory (D F T ) level calculations need to be performed. In  short, a search 
for several possible low energy structural structures is performed, then their vibra­
tional modes are calculated and compared to the experim entally measured spectra. 
If  a reasonable level of agreement is found between the calculated lowest energy 
isomer and experiment, then one can assume that the calculated structure is the 
same as that present in the experiment.
The experimental spectra of several transition m etal oxide clusters have been 
presented in Chap. 4; in this chapter the results of D F T  calculations on CoxO+ 
(x = 3-6, y = 3-8) clusters w ill be shown. The experimental spectra were meas­
ured at the Free Electron Laser for Infrared experim ents (F E L IX )  FO M  facility 
in Rijnhuizen, The Netherlands, in collaboration w ith Dr. Andre Fielicke from the 
Fritz-Haber-Institut der Max-Planck-Gesellschaft. The experimental setup is de­
scribed in detail elsewhere [1-3], however largely resembles the setup in Nijmegen; 
532 nm light vaporises a solid rod target into a small cavity filled w ith a 55 ps 
pulse of He gas containing 0.6 %  oxygen at room temperature, which subsequently 
expands through a 0.5 mm nozzle into a vacuum chamber. The clusters then in­
teract w ith infrared light of wavenumber 1400 cm-1 to 260 cm-1 (7 pm to 38.5 pm) 
before being detected in a reflectron mass spectrometer (a 0 1  mm aperture is used
-'-Adapted from  C. N. van Dijk, D. R. Roy, A. Fielicke, T h. Rasing, A. C. R eber, S. N. K hanna,
and A. K irilyuk, Structure investigation  o f Cox O+ (x =  3-6, y  =  3 -8 ) clusters by IR  vibrational 
spectroscopy and D F T  calculations, submitted.
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to ensure that only clusters that have interacted w ith the light enter the mass spec­
trom eter). For further details of the experiment and method of analysis used see 
Chap. 4 and Sec. 2.4, respectively. The calculations have been performed in the 
group of Prof. Sh iv Khanna at V irg in ia Commonwealth University, in particular 
by Dr. Debesh Roy.
For each cluster size CoxO+ w ith a fixed x, two stable stoichiometries (stoi- 
chiometries for which further IR  excitation does not lead to dissociation) are found, 
one for the even series in y and one for the odd. C luster sizes investigated are from 
x = 3-6, and the stable stoichiometries (x ,y) found are (3,3), (3,4), (4,4), (4,5), 
(5,6), (5,7), (6,7) and (6,8). Note that this agrees reasonably well w ith the bulk 
stoichiometries CoO and Co3O 4.
5.1 Computational details
Theoretical electronic structure calculations were carried out to probe the ground 
state geometry, the spin magnetic moment at the cobalt sites and the nature of 
the coupling between the local moments.
For each cluster size, the ground state search included geometry optim isa­
tions starting from several in itia l structures, m inim ising the total energy by fol­
lowing the steepest descent until the forces dropped below a threshold value of 
1 x 10-3 Hartree/A. Ground state structures were predicted by considering all 
possible in itia l configurations for the respective Co and O stoichiometries to the 
best of our ability. To design an in itia l CoxO+ structure, firstly low energy struc­
tures of Co+ are investigated considering m any possible spin configurations. In  the 
next step, the respective O y ’s are added to the bare Co+ clusters on all possible 
sites. In  the final stage, the in itia l CoxO+ structures are optimised w ith all pos­
sible spin states, to attem pt to find the global minimum or the ground state (lowest 
in energy) geometry. Additionally, further ‘hand-made’ isomers are considered for 
comparison. The geometry optim isations were carried out w ithout imposing any 
sym m etry constraints, to allow for full variational freedom. To analyse the results, 
however, sym m etry groups have been assigned to w ith in a tolerance of 0.1 A  to 
facilitate discussion.
The local magnetic moments were calculated from the M ulliken population [4] 
for the m ajority and m inority spin configurations. The structures where all atomic 
moments are aligned are described as ferromagnetic (F M ) configurations. Struc­
tures where one or more pairs of atoms have anti-aligned moments are described 
as being antiferromagnetic (A F M ) configurations.
In  order to make contact w ith experiments, the infrared spectra were calculated 
(note that no scaling was applied in calculating the frequencies). The calculated 
spectra have been convoluted w ith a Gaussian of F W H M  25 cm-1 to allow com­
parison w ith the experim entally acquired spectra.
The actual calculations were carried out using the Am sterdam Density Func­
tional (A D F ) set of codes [5]. The exchange correlation contributions were included 
using a gradient corrected Perdew-Burke-Ernzerhof (P B E )  exchange correlation
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Figure 5.1: Lower panel: the experimental spectrum of Co3O+, upper panels: cal­
culated spectra of several possible isomers. The calculated lowest energy structure, 
isomer a, is found to be a planar distorted ring with AFM  ordering and a total mo­
ment of 2 ^b . The first excited isomer b, 0.24 eV above a, has a similar structure 
but ferromagnetic ordering between the local Co moments. Local moments (^B ) are 
given in red, bonds lengths (A ) are black. Omitted bond lengths can be inferred from 
the symmetry.
functional [6] w ith a triple zeta plus double polarisation T Z 2 P  basis set. The 
Zeroth-Order Regular Approxim ation (Z O R A ) was employed in the calculation to 
account for scalar re lativistic effects [7]. A ll calculations were carried out at an all 
electron level, and M ulliken charges were calculated in order to estimate charge 
transfer [4].
Note that despite the method and basis set dependence of atom ic charges when 
M ulliken population analysis (M P A ) is used, M PA  provides a reliable charge and 
local moments when a standard gradient corrected method w ith a larger basis 
is used. To investigate the effect of the basis set we have also tested 6-31G (6 
prim itive Gaussians in the core and 3 prim itive Gaussians and one uncontracted 
Gaussian in the valence shell) w ith the both P B E  and a hybrid functional, and 
Becke’s three-parameter exchange using the Lee-Yang-Parr correlation (B 3 L Y P ) 
for a few clusters employing the Gaussian 03 program [8] .
5.2 Co3O+
The experim entally obtained IR  spectrum of Co3O+ (Fig . 5.1) shows two broad 
peaks at 704 ± 14 and 589 ± 10cm - 1  (95% confidence interval). Considering the 
w idth of the peak at 704 cm - 1  it is likely that it is comprised of two peaks close in
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energy, as seen in the theoretical spectrum of isomer a. The two peaks are however 
not resolved, and one possible cause for this relatively low resolution is saturation 
broadening by the irradiating IR  laser. For the calculated lowest energy structure 
isomer a, three peaks are found at 767, 690 and 554 cm-1, which all fall into the 
range of the broad band seen experimentally, although the relative intensities do 
not match its substructure. The additional peak seen in the calculated spectrum 
is partia lly  visible on the shoulder of the experimental peak at 704 cm-1, but is 
not adequately resolved to make a more definitive assignment. Furtherm ore the 
intensities do not agree well, as the ‘shoulder’ should be the most intense peak in 
the spectrum.
The putative ground state has a planar structure, where the Co atoms form a 
trigonal planar shape and the O atoms sit on the bridging sites, forming a planar 
ring of alternating Co and O atoms w ith C 2v sym m etry and antiferromagnetic 
(A F M ) ordering between the local Co moments. The A F M  ordering distorts the 
in itia l D 3h sym m etry of the ring to the final C 2v. A  low lying excited isomer was 
found 0.24 eV  higher in energy, w ith the same structure as a but w ith ferromagnetic 
(F M ) ordering between all local Co moments. The total spin of the A F M  system 
is 2 u b , while for the F M  case it is 10 u B . W ithout the distortion induced by the 
A F M  ordering between the local moments, the F M  isomer remains D 3h. As can 
be seen, the experimental spectrum fits better to the A F M  isomer a than to the 
F M  isomer b.
5.3 Co3O+
The calculated lowest energy structure of Co3O+ is sim ilar to the ring structure 
of Co3O+, where the Co atoms form a trigonal planar shape and the O atoms 
sit on the bridging sites around the outside. The additional O atom bridges the 
two ferrom agnetically paired Co atoms (along w ith an existing O atom) at the 
bottom of the ring, resulting in a three-dimensional structure w ith C 2v symmetry. 
The lowest energy state is A F M  ordered w ith 0 ub total magnetic moment, and 
there are two almost degenerate isomers c and d at +0.21 eV  and +0.22 eV  
respectively, both F M  w ith a total moment of 6 u B and a ring- and cage-like 
structure, respectively.
In  addition the A F M  isomer a w ith an attached dioxygen was calculated, where 
the dioxo group binds to the cluster as an n2-dioxo unit w ith a binding energy of 
0.82 eV. The IR  spectra of the pure cluster isomers and this complex are compared 
in Fig. 5.2 b. Upon adsorption of the dioxygen species, the previously most intense 
band at 642 cm - 1  is significantly suppressed. This band is comprised of two modes 
at 645 cm - 1  and 639 cm-1, corresponding to asymmetric O —C o-O  stretching of 
the singly oxygen bridged Co site and the oxygen rich Co sites respectively. Due to 
the attachment of the n2-dioxo group on top of the singly oxygen bridged Co site, 
the mode at 645 cm - 1  is suppressed and significantly red-shifted to 571 cm-1. Note 
that this suppression and shifting does not occur if an n1-dioxo group (not shown) 
is bound to the same Co site. The remaining modes below 800 cm - 1  are largely
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Figure 5.2: Lower panel: the experimental spectrum of Co3O+. The calculated 
lowest energy structure is isomer a, while b represents the cluster—dioxygen complex. 
Isomers c and d are low-lying excited isomers with a different structure and magnetic 
ordering respectively. The intensity of the O—O stretch mode of isomer b has been 
scaled by 0.5 for viewing due to its large oscillator strength. Note that the mode 
partially visible at ^1150 cm-1 in the experimental spectrum appears less intense 
than it actually is due to the dissociation of a higher-order cluster—dioxygen complex 
replenishing the population of the educt.
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Figure 5.3: In the lower panel the experimental spectrum of Co4O+, along with, in 
the upper panels, the calculated IR spectrum of the lowest energy structure a and 
high-spin excited isomer b.
unaffected. The intense mode at 1225 cm - 1  corresponds to the O —O stretch. 
This frequency, together w ith the large binding energy, indicates the presence of 
a chem ically bound superoxo group rather than a physisorbed O 2 molecule. The 
effect of such a bond on the cluster’s structure is however lim ited, as can be seen 
from the calculated structure and vibrational spectra.
In  comparing the spectra of the calculated lowest energy isomer a and experi­
ment, there are several differences. The strength of the mode seen at 532 ± 8 cm - 1  
in the experimental spectrum is underestimated in the calculated spectrum of a, 
but fits better to the spectrum of the cluster—dioxygen complex b. In  that complex 
however the modes between 750 and 600 cm - 1  do not fit well to the experiment. 
Another possibility is that, upon dioxygen attachment, the relative energies of 
the isomers rearrange such that isomer d becomes feasible, a phenomena that has 
been previously seen in studies of V 3O+ • A r [9]. Some modes are visible in the 
experimental spectrum below 400 cm - 1  but are however not resolved adequately 
to make a more definitive assignment to the calculated spectra.
5.4 Co4O+
The experimental IR  spectrum of Co4O+ is shown in Fig . 5.3, and shows two m ajor 
bands peaking at 791 ± 12 and 572 ± 9 cm-1. The calculated IR  spectrum of the 
lowest energy isomer a is also comprised of two bands, albeit at slightly shifted 
frequencies of 719 and 580 cm-1. In  this isomer the Co atoms form a square planar 
shape and the O atoms sit on the bridging sites around the outside, forming
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Figure 5.4: The experimental spectrum of Co4O+ in the lower panel, along with the 
calculated IR spectra for the lowest energy structure isomer a, its dioxygen complex 
b, and low-lying isomer c 0.03eV higher in energy in the upper panels. Note that 
while cluster—dioxygen complexes with a lower binding energy do exist (the ß-rf'.ri1- 
dioxo group binds with an energy of 0.15 eV), their agreement with the experimental 
spectrum is not as good. The intensity of the O—O stretch mode of isomer b has 
been scaled by 0.3 for viewing due to its large oscillator strength.
a planar structure. The magnetic ordering is A FM , and due to the associated 
deformation the structure is elongated and the in itia l D 4h sym m etry is broken, 
resulting in C 2v symmetry. The total spin of the A F M  state is 1 u B . The closest 
low-lying isomer is a high spin state 0.39 eV  higher in energy, w ith D 2h sym m etry 
and a total moment of 3 u b . The IR  spectrum is sim ilar w ith two bands at 587 
and 753 cm-1.
As can be seen by comparing experiment and calculations, the experimental 
spectrum appears to have more structure than the two modes seen in the calcu­
lated spectra. This could be due to the bound messenger species breaking the 
degeneracy in the calculated structure and giving rise to the extra modes seen in 
the experimental spectrum.
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5.5 Co4O+
The experimental spectrum of Co4O+ (Fig . 5.4) shows only two bands at 989 ± 19 
and 613 ± 9cm -1. The calculated lowest energy state is an ‘open book’ structure, 
where the additional O atom (as compared to Co4O+ ) bridges the two F M  coupled 
Co atoms out of plane, causing a deformation from the planar geometry. The 
magnetic ordering is A F M  and the cluster has a total moment of 3 u B . There is 
also a low spin state 0.03 eV  higher in energy (isomer c ), w ith a sim ilar structure 
and a total spin of 1 uB . As the experiment was performed at room temperature, 
it is possible that both of these states are populated, and together contribute to 
the broad feature seen at 613 cm - 1  as a collection of C o - O —Co stretches close in 
energy.
The additional dioxygen forming the complex was found to preferentially bind 
to one of the lower coordinated Co atoms w ith a strong binding energy of 1.39 eV. 
The complex b gives a slightly better agreement w ith the experiment w ith only 
one intense peak below 800 cm-1, unlike the two m ajor peaks seen in a. Due to 
the unusual frequency of the O —O stretch of 989 cm-1, the messenger could be 
bound as an interm ediate between peroxo and superoxo.
5.6 Co5O+
The experimental spectrum of Co5O+ consists of at least four bands at frequencies 
of ^1200, ^750, ^530, ^310 cm-1. Considering the w idth and shape of these 
bands however, it is possible that they are each comprised of several modes close 
in energy.
The lowest energy structure (isomer a) has a cage-like structure where the 
Co atoms form a trigonal bipyram id and the O atoms sit on bridging sites. The 
magnetic ordering is A F M  w ith a total moment of 2 uB , where the three Co atoms 
in the m irror plane of the pyram id are F M  coupled and the two on the tips of the 
pyram ids are A F M  coupled w ith those in the plane. The structure is distorted 
from C 3v sym m etry by the A F M  coupling between the local Co moments. The 
agreement between the experimental and lowest energy state IR  spectra is however 
quite poor. The ^310 cm - 1  band is missing, and the other bands between 800­
400 cm - 1  are blue-shifted by at least 150 cm-1.
In  order to better fit the experimental data, the effect of dioxygen binding to 
isomer a was considered. The resulting cage-like structure (b) is further distorted 
by the bound dioxygen, binding to the top of the cage as an n2-dioxo group w ith 
a binding energy of 0.45 eV. W hen taking the induced deformation caused by 
the dioxygen into account, the vibrational modes between 900-600 cm - 1  are red- 
shifted to 753 and 574 cm - 1  respectively, and now agree much better w ith the 
experimental bands at ^750 and ^530 cm-1. W h ile  the calculated spectrum now 
contains most of the features of the experimental spectrum, the band at ^310 cm - 1  
is still lacking.
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Figure 5.5: In the lower panel, the experimental spectrum of Co5O+. Also shown in 
the upper panels is the calculated lowest energy structure isomer a and its dioxygen 
complex b, which better fits with the experimental data due to the distortions caused 
by the bound n2-dioxo group. Excited isomers c and d are shown for comparison, 
highlighting the effect that the magnetic ordering has on the structure and hence IR 
spectrum of the cluster. Note that the O—O mode in isomer b has been scaled by 
0.5 due to its large oscillator strength.
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Figure 5.6: Good agreement is found here between the experimental spectrum of 
Co5O+ (lower panel) and isomer a, a ‘basket-like’ structure with an AFM  ordering 
and a total moment of 2 ^ b - The nearly isoenergetic isomer b was found 0.01 eV 
higher in energy, and due to this low energy difference it is likely that it is also present 
in the experiment-
5.7 Co5O+
The experimental spectrum of Co5O+ consists of at least five sharp bands at 
738 ± 10, 680 ± 9, 539 ± 8 , 505 ± 8 and ~  267 cm-1, but notably no signal above 
1000 cm - 1  pointing to an activated dioxo unit. The calculated lowest energy state 
has a m irror symmetry, where all but one of the Co atoms are 3-fold coordin­
ated, w ith the remaining Co atom 2-fold coordinated. w ith The cluster has A F M  
ordering and a total spin of 2 u B .
There is a nearly isoenergetic low spin state (isomer b) w ith sim ilar geometry 
0.01 eV  higher in energy w ith A F M  ordering and a total spin of 0 u b . It  is 
likely, considering their small energy gap, that both isomers are populated at 
room temperature. The two isomers have sim ilar IR  spectra and both can explain 
the experimental findings.
5.8 Co6O+
The experimental spectrum of Co6O+ is dominated by a strong peak at ^580 cm-1, 
however other peaks can be seen at ^820, ^385 and ^265 cm-1. There is also 
a slight peak at ^1230 cm - 1  which is more easily visible in the spectra of the 
product (not shown).
The calculated lowest energy state has a cage-like structure, slightly distorted
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Figure 5.7: Experimental spectrum of Co6O+ in the lower panel, and calculated IR 
spectra of the lowest energy structure isomer a and its dioxygen complex b in the upper 
panels. Note that the intensity of the O—O stretch mode of isomer b at 1343 cm-1 
has been scaled by 0.15 for viewing due to its large oscillator strength.
from C s by the A F M  coupling between the local Co moments. The Co atoms 
form a (distorted) square bipyram idal shape, where four O atoms sit in the hollow 
sites on the lower half of the pyram id, two O atoms sit on the bridging sites and 
one in a hollow site on the upper half. A ll four Co atoms in the m irror plane of 
the bipyram id are F M  coupled, along w ith the four-coordinated Co atoms at the 
bottom of the pyram id. The upper three-coordinated Co atom is A F M  coupled 
w ith the ones in the plane, and thus sits further away than the respective Co on 
the bottom of the bipyram id. The total moment of the system is 11 ^ B . There 
is some agreement between the experimental spectrum and the bare cluster a, 
however the peak at 820 cm - 1  has no counterpart in the calculations.
The effect of the dioxygen species on the cluster was also calculated, which was 
found to bind to the top Co of the cage forming an n 1-dioxo group w ith a binding 
energy of 0.57 eV. The modes below 800 cm - 1  remain largely unchanged upon 
attachment of the dioxygen, apart from the appearance of a mode at 401 cm - 1  
that is partia lly  visible in the experimental spectrum. There is however still no 
mode present to explain the peak at 820 cm - 1  in the experimental spectrum.
5.9 Co60+
The largest cluster size investigated is Co6O+, shown in Fig. 5.8. The experi­
mental spectrum consists of at least four peaks at 1068 ± 14, 677 ± 7, 545 ± 12
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Figure 5.8: Lower panel: the experimental spectrum of Co6O+. The calculated 
lowest energy state (isomer a) is found to be a high symmetry cage structure with 
ferromagnetic ordering between the local Co moments. The bound n2-dioxo group 
breaks this high symmetry, lifting the degeneracy of the Co-O —Co stretch modes 
below 750 cm-1. Note that the O —O mode of isomer b has been scaled by 0.5 due 
to its large oscillator strength.
and 375 ± 8 cm-1. The calculated lowest energy structure is an octahedral cage 
w ith O h symmetry, where the Co atoms form a square bipyram id and the O atoms 
sit on each face in the hollow sites w ith three-fold coordination. Each of the Co 
atoms is four-fold coordinated w ith neighbouring O atoms.
The structure of Co6O+ is rather compact and of high symmetry, and of all 
clusters investigated is the only one whose lowest energy structure is ferromagnetic. 
There is a low-lying isomer (isomer c) 0.50 eV  higher in energy w ith a sim ilar 
structure and A F M  ordering, however it is unlikely that this isomer is present 
at room temperature, nor does its spectrum fit well to the experiment. The F M  
structure has a total moment of 11 ,^B , the A F M  isomer 1 ^ B .
In  order to assign the peak at 1068 cm-1, the structure of a w ith a bound 
dioxygen was also calculated. The dioxygen was found to sit atop the cage binding 
to the Co as an n2-dioxo group w ith a binding energy of 0.32 eV. Due to the 
attachment of the dioxygen on the top of the cage the cluster experiences a slight 
deformation, resulting in an elongation in the vertical direction. This elongation 
breaks the octahedral sym m etry of the cage, resulting in C 2v symmetry. This loss
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of sym m etry breaks the degeneracy of the three C o - O —Co modes below 700 cm-1, 
resulting in the splitting as seen in isomer b. The calculated spectrum agrees 
reasonably well w ith the C o—O —Co stretching modes below 700 cm-1, albeit red- 
shifted by 90-50 cm-1. The O —O stretch mode is present at 1248 cm-1, 180 cm-1 
blue-shifted relative to the experimental peak.
5.10 General Discussion
In  general the vibrational modes observed here below 1000 cm-1 correspond to 
Co—O —Co symmetric and asymmetric stretching modes, while modes measured 
in the region above 1000 cm-1 correspond to the O —O stretches of the dioxygen 
species. In  the case of Co3O+, Co4O+, Co5O+, Co6O+ and Co6O+ the effect 
of the bound dioxygen species on the cluster’s spectra was taken into account 
in order to better fit the experimental spectra theoretically. In  several cases the 
oscillator strength of the O —O stretch mode was overestimated, which could be 
due to the choice of basis sets and/or functional (it was noticed that 6-31G did 
not overestimate the oscillator strength as much as TZ2P, in the case of Co6O+). 
In  cases such as Co4O+ and Co5O+ the bound dioxo group induced a significant 
change in the structure and hence IR  spectrum of the cluster. In  both cases the 
resulting spectrum was a better fit to the experimental data.
As can be seen from the experimental spectra, the O 2 molecule becomes in 
several cases slightly activated, as the IR  frequency shifts from the 1556 cm-1 
observed in the gas phase to 1250-1100 cm-1 observed in these experiments. The 
results, however, demonstrate that the electronic structure and geometry of the 
base cluster is only modestly affected by the presence of the dioxygen messenger. 
One exception is Co4O+, w ith an O —O bond length of 1.32 Â  and an (experi­
m ental) O —O stretch frequency of ^1000 cm-1, possibly indicating an intermedi­
ate between superoxo and peroxo. Interestingly, the O —O mode is not present in 
the experimental spectra of all cluster sizes. Notably no CoxO x clusters have O —O 
modes visible (nor Co5O+). One possible explanation here is that in these cases 
the dioxygen is weakly bound (physisorbed) such that its stretch mode is beyond 
the range of the frequencies scanned here (up to 1400 cm-1). As the nature of the 
bonding between the dioxygen messenger and the cluster varies w ith cluster size, 
this once again highlights the importance of taking the effect of the messenger 
species into account in calculating the structure of the cluster.
For several of the cluster sizes shown here the agreement between the exper­
im ental and calculated spectra did appear unsatisfactory, therefore various other 
basis sets and functionals were tested, including 6-31G and B3 LY P , respectively. 
Using a B 3 L Y P  functional has been shown to be effective in previous studies of 
vanadium oxide [10] and iron oxide [11] clusters. For the cobalt oxide clusters 
investigated here however, P B E  gradient corrected functionals gave consistently 
better results compared to experiment than B3 LY P .
To obtain further insight into the stab ility of these clusters, we have calculated 
the removal energy (R E ) of a CoO unit as R E  = E [C o x - 1O+- 1] + E [C oO ] —
108 Structure determination of cobalt oxide clusters: experiment and theory
Table 5.1: Calculated P B E  TZ2P properties, including the ordering between the 
local moments, formal magnetic moments (M M ) and CoO removal energy (R E ) of 
calculated lowest energy CoxO+ (x = 3-6, y  = 3-8) clusters.
ordering MM (^ B ) RE (eV )
Co3O+ A F M 2 5.43
Co3O+ A F M 0 5.18
Co4O+ A F M 1 4.80
Co4O+ A F M 3 5.62
Co5O+ A F M 2 4.77
Co5O+ A F M 2 4.77
Co6O+ A F M 11 4.13
Co6O+ FM 11 4.00
E [C o xO+] (see Table 5.1). Co3O+ and Co4O+ have the largest CoO removal 
energies, suggesting that they are the most stable species. The enhanced stability 
of Co3O+ is most likely due to the reduced ring strain in moving from a four- 
membered to six-membered ring, and Co4O+ is formed as two 6-membered rings 
w ith less ring strain from the corresponding 3-membered rings of Co3O+, which 
also gives additional strength. Note that all clusters have respectable CoO removal 
energies, suggesting that the observed species are all reasonably stable.
To better understand the properties of the CoxO+ clusters, we have also in­
vestigated the electronic structure of the calculated lowest energy structures. The 
idealised ionic electronic configuration of the atoms, based on ionic bulk cobalt 
oxide, is O 2- 2s2p 6 and Co2+ 3d7. The calculations confirm that the Co 4s2 states 
are p rim arily unoccupied, although the charge transfer and one-electron levels in­
dicate partial covalency, which results in an average charge on cobalt of around + 1  
[12]. The clusters are calculated to all have m etallic character (H O M O -LU M O  gap 
for the CoxO+ clusters are negligible and ranges between 0.005-0.016 eV  although 
we note that density functional theory also finds bulk CoO to be m etallic while 
in fact it is an insulator w ith a significant band gap of 2.5 eV  (sim ilarly Co3O 4 
has a band gap of 1.6 eV ) [13]. The band gap of CoO bulk is due to the exchange 
splitting between the eg (a ) and eg (ß ) states in an octahedral crystal field. The 
splitting is an effect of the high correlations in this system that is underestimated 
by standard density functional theory [14]. The d states in bulk are split by an 
octahedral crystal field, while in the clusters, the d bands are split more variab ly 
by the different orientations of the oxygen atoms [15]. The lower sym m etry of the 
clusters contributes to the m etallicity that we find in the electronic structure of 
the clusters.
Our studies show that in general the moments on the Co sites are ferromagnet- 
ica lly  coupled for shorter Co—Co distances, while larger C o—Co distances favour 
A F M  alignment. To provide further insight into this observation, the ground state 
of the Co+ dimer was calculated as a function of Co—Co bond length (note however
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that this model does not take into account differences due to valence or possible 
superexchange through the O sites). The results indicate that an A F M  state is 
preferred for larger Co—Co separations (of more than 2.3 Â  in bare Co+), in agree­
ment w ith the clusters investigated here. This can be compared to the Co—Co 
separation in bulk cobalt ( I I )  oxide of 3.01 A, which is A F M  w ith a relatively 
high Neel temperature of 291 K . Sim ilarly, where the Co sites are located closer 
together F M  coupling was observed, such as in Co6O+ where the Co—Co separa­
tion is 2.36 Â  (in the other clusters studied here a Co—Co separation > 2.6 A  was 
seen between the A F M  coupled spins, excluding planar Co4O+). This, coupled 
w ith its highly sym metric structure, could account for its ferromagnetic ground 
state. This trend is also in agreement w ith recent calculations by Pozhar and Mav- 
rom ichalis [16], where they predicted that smaller CoO clusters are A F M  while 
larger clusters are FM , albeit in slightly smaller clusters w ith a lower oxide ratio 
(Co4O 2 and Co6O 6). Interestingly they predict that Co6O 6 has semiconducting 
properties, while we find that Co6O+ has a half-metallic character (see Fig. 5.9). 
A ll other cluster sizes (including Co6O+) investigated here are m etallic.
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Figure 5.9: Density of states of a , Co6O+ and b, Co6O+. The density of states of 
Co6O+, like the other cluster sizes investigated, indicates a metallic-like behaviour. 
Co6O+ on the other hand, shows a clear half metallic character as can be seen by the 
absence of a-states near the Fermi energy.
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5.11 Conclusions
IR -M PD  spectra in the range 1400-260 cm have been measured on CoxO+ (x = 
3-6, y = 3-8) clusters, and using density functional theory, lowest energy struc­
tures have been calculated and their IR  spectra compared to experiment. In  all 
cluster sizes investigated, w ith the exception of the largest size Co6O+, the lowest 
energy structure was found to have an antiferromagnetic component to its local 
magnetic ordering. Co6O+ was however found to be a half-metallic ferromagnet 
w ith a compact, highly symmetric structure.
In  investigating the structure of these clusters the exchange coupling between 
the local Co moments was of prime importance, determ ining whether the cluster 
would be anti- or ferromagnetic. The magnetic ordering has an im pact on the 
structure and thus IR  spectrum of the cluster, therefore in Co3O+, Co3O+, Co4O+ 
and Co5O+ it is possible to conclude from their IR  spectra which magnetic iso­
mer is present in the experiment. This opens the way to probing the exchange 
interaction in small finite systems experim entally in the gas phase via vibrational 
spectroscopy.
Another method of confirming the magnetic structures calculated here is of 
course to d irectly measure the total magnetic moments of the clusters and compare 
them to those calculated here. The following chapter w ill detail one such method of 
doing so: through magnetic deflection of a cluster beam in vacuum. Note however 
that measurements on rare earth clusters w ill be presented, and not cobalt oxide 
clusters. Measurements on the magnetic moments of cobalt oxide clusters are 
planned for the future.
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CH APTER 6
Magnetic and electric properties of rare earth clusters
A  complete understanding of magnetism and magnetic interaction in small systems 
is both complex and intriguing, from both fundamental and applied viewpoints. 
Magnetism  is not however erem itic, it is the culm ination of several physical prop­
erties, nam ely the geometric and electronic structure. One of the challenges is 
that one can not— neither a p r io r i nor w ith knowledge of the bulk— make any 
accurate assumptions on the structural or electronic properties of a cluster, and 
must therefore be independently characterised. The structural characterisation of 
several clusters has been presented in the previous two chapters (Chaps. 4 and 5 ), 
and in this chapter magnetic and electric characterisation w ill be presented. This 
is performed w ith the use of the cluster beam deflection technique, whereby the 
net magnetic moment, polarisability and permanent electric dipole are obtained 
from magnetic and electric deflection, respectively. B y  combining this knowledge, 
a more complete picture of the magnetism in small systems can be obtained.
The measurements presented in this chapter w ill focus on clusters of the rare 
earth metals, more specifically P r, Tm , Tb and Ho. One advantage of investig­
ating magnetism in the rare earths is that the spins (the 4 f  electrons) are highly 
localised, and thus no significant perturbation is expected to occur when the sys­
tem size is reduced. It  is only their in teraction  (mediated by the valence electrons 
through the indirect exchange interaction) that is affected by the system size. 
This therefore gives us a unique opportunity to study the exchange interaction in 
small systems, which is im portant in macroscopic properties such as the anisotropy 
energy (itself im portant in effects such as superparamagnetism).
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6.1 Theory of bulk rare earth magnetism
W e w ill first begin w ith a brief overview of the origin and mechanisms of magnetism 
in the bulk rare earth m etals.1 The goal here is not to give an exhaustive descrip­
tion of all related phenomena, but sim ply to give a phenomenological description 
of the im portant aspects that relate to the present study.
The total magnetism can be broken down into its individual contributions, and 
thus the total spin Ham iltonian can be w ritten as
H  = Hex + Hcf + Hme (6 .1 )
where H ex represents the exchange contribution, H cf the crystal field contribution, 
and H me the magnetoelastic contribution. In  the heavy rare earths the exchange 
term  dominates the Ham iltonian, while for the lighter lanthanides the crystal 
field term  can be comparable or even exceed the exchange term. Magnetoelastic 
contributions shall for the purposes of this discussion be neglected.
In  the rare earths there is a strong coupling between the angular momentum L  
and the 4 f spin S , leading to a large magnetic anisotropy of electrostatic origin. In  
the light rare earths, the large 4f  rad ii lead to an anisotropy that is of comparable 
magnitude to the exchange energy, and can thus d irectly influence the magnetic 
order of the system, such as in the case of P r. In  the heavy rare earths the 
anisotropy is weaker and can thus be considered m erely as a perturbation to the 
exchange interaction (note however that it still has an effect on the magnetisation 
direction ).
6.1.1 Exchange interaction
The exchange interaction in a magnetic m aterial is typ ica lly due to the direct 
overlap of the wavefunctions of neighbouring electrons, and is known as the direct 
exchange interaction. It  is the strongest of the magnetic interactions described 
in the spin Ham iltonian, and is the origin of alignment in a spin system. A  
simple model used to describe the interaction of many spins is the Heisenberg 
model, where one sums over the interactions of the individual spins s i and S j , 
while defining an exchange parameter J j  to be either parallel or antiparallel. The 
effective Ham iltonian for a many-electron system can then be described as follows
N N  
H ex ^  y J i j  S i * Sj  2 ^  y J i j  S i * Sj , (6 .2)
i=j i<j
where J j  = J j  is sym metric, thus justifying the sim plification shown on the right 
hand side of the equation. The exchange integral J j  is defined as
J i j  = ƒ  J  M r i W j ( r ^ ^ o r ^  (r 2) ^ ( r i ) d r id r 2. (6.3)
1Note here th a t  we use th e  te rm  ‘rare  e a r th ’ to  refer specifically to  th e  lanthanides , as no 
actinides  were investigated in th is  study.
6.1 Theory of bulk rare earth magnetism 115
radius r (a.u.)
Figure 6.1: Hartree-Fock calculations, including spin-orbit coupling, of the radial 
charge densities of the outer electrons in Gd+1. Note that the 4 f  electrons are signi­
ficantly localised and shielded by the outer valence electrons in the system [1] (figure 
adapted from Ref. 2).
For a parallel alignment of spins Sj and S j (ferromagnetism) the exchange integ­
ral is positive, while for an antisym m etric alignment (antiferromagnetism ) J j  is 
negative.
As previously mentioned, the direct exchange interaction is typ ica lly the origin 
of spin alignment in magnetic systems, and while this is true for the transition 
metals as there is a direct overlap between neighbouring wavefunctions, it is not 
the case for the rare earths. In  the rare earths it is the 4 ƒ  electrons that carry 
spin, however these are localised such that there is no direct overlap between 
neighbouring wavefunctions (see Fig . 6.1 for the radial densities of the outer elec­
trons in a typ ical rare earth system). The exchange is instead mediated by the 
delocalised (valence) 5d (and 6s in the case of G d) electrons in the system. This 
mediation of the spin by the conduction electrons is known as indirect exchange, 
and is described by the Ruderm an-Kittel-Kasuya-Yosida (R K K Y ) theorem.
In  treating the R K K Y  exchange w ith in the framework of the Heisenberg Ham ilto­
nian, we can introduce a distance (R ) dependent exchange constant J ( R )  as the 
following (for a full derivation see Ref. 3 ):
2 A 2 m ekf  cos(2kpR)
J  ( R ) = (2n)3** R 3 (6 '4)
where A  describes the intra-atomic exchange param eter and R  is the distance 
between two neighbouring (localised) spins. Due to the cos(2kFR ) term  J ( R )  is 
oscillatory in nature, varying between a ferro- and antiferromagnetic interaction 
as a function of R . This was first experim entally observed by Parkin  and M auri
[4], and is illustrated in Fig. 6.2. Note here that several assumptions need to be 
made in calculating the exchange integral J ( R ) ,  in particu lar that the free electron
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Ru spacer layer thickness (nm)
Figure 6.2: Distance dependent exchange coupling, where the coupling between two 
layers of Ni80Co20 oscillates from ferromagnetic to antiferromagnetic as a function of 
their separation due to the RK K Y  effect [4] (figure adapted from Ref. 2 ).
density is homogeneous and that its (dispersion relation is patabolic. I t  is therefore 
not possible to derive an ex act; solution to the exch ange integral in low dimensional 
systems such as atom ic cluster’s.
Ind irect exchange can be viewed as the induced polarisation of the conduction 
electrons in the system by the 4 f  spins, resulting in a polarisation parallel to the 
4 ƒ  moment. Th is results in an enhanced m agnetisation relative to the maxim um  
atom ic moment gJ  J ^ B . For the heavy rare earths, this enhancement roughly fol­
lows (g j  — 1) J ,  the projection of the ionic spin onto the total angular momentum, 
as expected if the s f  exchange sind conduction electron susceptib ility rem ain con­
stant over tlie series. Th is simple picture becomes insufficient however when the 
tp in-orb it coupling oe the conduction electrons its significant, such as in the light 
rape earths. The spin-orbit coupling mixes the spin-up and spin-down states, 
which is equivalent to a deviation between the direction of the polarisation of the 
coneuction electrons and the 4 f  moment. The component of the spin perpendic- 
u iar to the m agnetisation is eound to be proportional to  the spin-orbit coupling 
param eter Aso, the s f  exch ange and th  e conduction electron susceptibility.
6.1.2 C rysta l field in te rac tio n
The crysta l field interaction, also known as the ligand fie ld  interaction, is electro­
static in  origin and is caused by the field felt by an electron (Sue to the local charge 
deneity of the neighbouring electronsi Th is interaction typ ica lly  causes a sp litting 
of the states od dhe central atom. In  calculating its effect, the wavefunctions of 
the ‘ligands’ are generally not exp lic itly accounted for, but im p lic itly  through the 
electrostatic field generated by their presence.
One can define two different cases for the crysta l field interaction, where the 
strength of the interaction is either weaker or stronger than the electron-electron 
correlation energy, known as the weak fie ld  and strong fie ld  lim its, respectively. 
In  the weak field lim it the most im portant interactions are the Coulomb and
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exchange interactions, and in modelling the system, the effect of the crystal field 
on the electrons of the central atom are treated individually, and in filling the shells 
it is assumed that the interactions between them are weak. The weak field lim it is 
thus treated w ith the independent electron ligand field theory. In  the strong field 
lim it however the inter-atomic bonding is the most significant interaction, and the 
sym m etry of the crystal field is treated as a splitting of the correlated m ultiplet 
states 2S+1 L  of the central atom. The strong field lim it is treated by the multiplet 
ligand field theory.
In  the independent electron ligand field theory the Ham iltonian is expressed in 
terms of the interactions between the electron of interest and a) the crystal field 
and b) the other electrons orbiting the central atom
oo k
Hcf = E E  B k Cqk). (6.5)
k q = -k
B q  is known as the crystal field param eter or ligand field coefficient, and depends 
on the positions and charges of the neighbouring atoms that constitute the crystal 
field. Cqk) represents a spherical tensor operator (developed by Racah [5, 6]), and 
depends on the angular coordinates of the electrons around the central atom. The 
sym m etry of the crystal field determines the summation values k and q. A  more 
in depth method of treating the (independent electron) crystal field interaction is 
w ith the molecular orbital theory, where the full wavefunctions of all ligands are 
considered, as opposed to the net field generated by them.
In  the m ultiplet ligand field theory, there is no direct coupling between the 
electron and spin systems to the first order (as the spin-orbit coupling is weak 
relative to the electron-electron correlation). In  order to fully describe this in­
teraction, one must first start w ith the wavefunction of the bound electron and 
then consider how the 2S+1L  states split upon introducing the crystal field inter­
action, using group theory. Due to the localisation of the 4 f electrons however, 
inter-atomic bonding is negligible and the independent electron ligand field theory 
sufficiently describes the crystal field interaction. Therefore the m ultiplet ligand 
field theory shall not be treated in great detail here. For more details see Refs. 7-9.
6.1.3 Spin-orbit interaction
The spin-orbit interaction is, as the name implies, the interaction between the 
spin of an electron and its orbit around the nucleus. From  the point of view  of 
classical mechanics, this can be viewed as the movement of an electron around the 
nucleus creating a local magnetic field2 (analogous to a magnetic field produced 
by a current moving in a ring) which subsequently interacts w ith the spin of the 
electron. In  terms of quantum mechanics, we can define a total angular momentum 
J  which describes the coupling of the spin S  w ith the orbital angular momentum
2 One can equivalently consider th is  from  th e  reference fram e of th e  electron, where it sees th e  
m agnetic field induced by th e  nucleus ro ta tin g  around  it.
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Figure 6.3: Spin-orbit parameter Z as a function of atomic number Z  for the valence 
shells of neutral atoms in their ground state. Note the strong dependence of Z on Z  
within each shell, causing the large differences in anisotropy energy between the light 
and heavy lanthanides (4 f) [6].
L  as follows
J  = L  + S . (6.6)
The spin-orbit Ham iltonian is then described as
Hso = e (r )L  • S , (6.7)
where, for the case of an atom of charge Z ,
j-/ \ Z e 2 h2
£ (r) = ------2 2 3 . (6.8)8ne0m2c2r 3
The expectation value
p C O
Z = (£ (r)} =  R (r )^ (r )R * (r )r 2dr (6.9)
0
is known as the spin-orbit param eter or coupling constant, and is useful in de­
scribing the strength of the spin-orbit interaction. Note that r  a  1/Z, therefore 
Z a  Z 4. This strong dependence on the nuclear charge is illustrated in Fig. 6.3. 
An  increase in atomic number Z  or the degree of localisation of the electron wave- 
function w ill lead to an increase in the spin-orbit parameter £. This is reflected 
in the contrasting properties between the light and heavy rare earths (in  addition 
to the change in crystal field strength across the series), as the strength of the 
spin-orbit interaction increases significantly across the lanthanides.
As the spin-orbit interaction deals w ith the orbital angular momentum of the 
system, it thus couples the spin system to the lattice, allowing both energy and
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Figure (5.4: Relative strengths of the various magnetic interactions in bulk transition 
metal and rare earth ma terials. Note that in the rare egrths the; spin -orbit interactioe 
is gtronger than the bonding, in contrast to the transition metals where the opposite 
is true [2].
angular momentum to be exchonged. The coupling of the spin to the lattice is 
beautifu lly illustrated by the Einstein-de Haas effect [10], where a magnetisation 
reversal in an iron bar induced by an external field causes the bar to rotate.
6.1.4 M agnetocrystalline anisotropy
The m agnetocrystalline anisotropy energy is the preference of a magnetic system 
to align its magnetisation in a particular direction relative to tha crystal axes of 
the m aterial. Thiy anisotropy is a result of both the spin-orbit coupling sind the 
crystal fieM interaction, where the crystal field creates the anisotropic orbitals and 
the spin-orbit coupling provides tha link between the spin and orbital systems.
The anisotropy energy fs defineal as the energy required to rotate the magnet­
isation from pointing in thee dinection of the ‘easy’ axis to the ‘hard’ axis. Assuming 
magnetostatic effects are negligible, this is given by the anisotropy of the spin-orbit 
energy
A E So = (% Sy}hard -  (Hsc^easy = C [(L  • S}hard -  (L  • S feasy] > 0 ((5.10)
as by definition the easy axis is of lower energy than the hard axis.
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As we move across the lanthanide series from light to heavy elements, the crys­
ta l field splitting becomes less significant relative to the exchange energy. There­
fore, in the heavy rare earths, the crystal field interaction provides a source of 
anisotropy but is small compared to the exchange energy.
6.1.5 Magnetism in bulk praseodymium
A  brief overview of the magnetism of P r  w ill be given here, for a summary of the 
magnetic properties of all elements investigated, see Table 6.1.
P r  is an interesting case because, unlike the rest of the lanthanides, bulk (single 
crystal) samples are non-magnetic at temperatures above approxim ately 45 m K
[11]. This arises from the strong crystal-field interactions present in the m aterial, 
causing a quenching of the net magnetic moment and a singlet ground state. The 
dhcp structure of P r  has an A B A C  stacking sequence, where the A  sites experience 
a crystal field of cubic sym m etry while the B  and C sites experience a hexagonal 
crystal field [12]. Interestingly, while there is no magnetic ordering in single crystals 
of dhcp P r, the fcc structure is weakly ferromagnetic at low temperatures [13].
Due to the singlet ground state, magnetism can only occur by mixing in higher 
crystal field levels in the m ultiplet through the exchange interaction. There is 
therefore a critical ratio of exchange interaction ( J (q )) to crystal field splitting 
(A ), below which magnetic ordering does not occur. This can be considered in 
terms of the magnetic susceptibility
A
x (q) 2 g2jV  I « 2 -  J  (q )
where gJ  is the Landé facto r
3 1
g j = 2  + 2
S (S  + 1 ) -  L (L  + 1)
2 J  ( J  + 1)
Magnetic ordering is induced when the susceptibility diverges, therefore
2 J  (q)g j mI « 2
A
1
(6 .1 1 )
(6 .12 )
(6.13)
1
is the condition under which magnetic ordering is induced. As P r  has an unusually 
high A  (13m eV), the exchange interaction is not sufficient to induce magnetic 
ordering and bulk P r  remains non-magnetic [11].
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Table 6.1: Summary of the bulk magnetic properties of the investigated rare earths, 
including the number of electrons in the f  shell, the atomic (ground state) term 
symbol, the bulk (ground state) term symbol, the atomic moment (gJ J ) ,  the bulk 
saturation magnetic moment, the Neel temperature (T N) and the Curie temperature 
(Tc) [13].
4 f n atomic bulk g j J bulk moment
(Mb )
Tn
( k )
TC
(K )
P r 3 29 3H4 3.20 2.7 0.03 -
Tb 9 6TTH 15/2 'Fe 9 9.33 230 220
Ho 11 4II 15/2 5Is 10 10.3 133 19
Tm 13 2FF 7/2 3Hb 7 7.12 56 32
6.2 Interpretation of deflection profiles
The interpretation of the deflection profiles is central to the analysis of the response 
of a cluster to a magnetic or electric field. Ignoring the exact nature of the response 
to the field for now, assuming only that the cluster experiences some force F , we 
can describe the deflection d experienced by the cluster as
d = K — ,r , (6.14)
m v 2
where K  is a constant related to the geometry of the experimental setup. Note 
that while K  can be described analytically (see Sec. 2.5), in practice one typ ically 
fits it experim entally using the deflection of a known species, such as that of an 
atom.
The force experienced by a cluster can be described in terms of the average 
magnetisation (M ) or polarisation ( P )  induced by the magnetic or electric fields 
respectively,
Fmag = M  V B  Felec = P  ■ V E .  (6.15)
The nature of the magnetisation induced by the field however is not triv ia l and has 
been debated in the literature, and w ill be treated in more detail in the following 
sections. F irst the simple case of the deflection of an atom w ill be treated in 
Sec. 6.2.1, in order to get a phenomenological idea of the processes that occur, then 
several possibilities for that of a cluster w ill be considered. In  general however one 
can categorise two situations that can occur when a particle such as a cluster is 
deflected by an applied field:
(i) when the moment is fixed to the lattice, that is it has a preferred orientation, 
the cluster w ill undergo a nutational motion as it passes through the field 
and can be described by a rigid rotor deflection; and
(ii) when the moment has no preferred orientation w ith respect to the lattice, 
and thus aligns w ith the applied field.
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Table 6.2: The causes of a shift or broadening seen in the deflection profile for both 
the electric and magnetic cases.
broadening single-sided shift
magnetic magnetic anisotropy ‘superparam agnetic’
cluster
electric permanent electric dipole polarisability
The differences in the coupling strength between the moment and the lattice w ill 
manifest in the deflection profiles seen; in case (i) where the moment is locked 
a broadening of the profile w ill be seen, and in case (ii) where the moment is 
free a single-sided deflection w ill be observed. These two cases can be seen ex­
perim entally for both electric and magnetic deflection, the causes of which have 
been summarised in Table 6.2. Sec. 6.2.2 w ill explain rigid rotor deflection, then 
Secs. 6.2.4, 6.2.5 w ill describe two theories to explain single sided magnetic de­
flection. Sec. 6.2.3 w ill describe the origin of both broadening and single sided 
deflection for the electric case.
6.2.1 Atomic deflection
The simplest case is the deflection profile of an atom w ith a single uncoupled spin, 
first investigated in the famous experiment by Gerlach and Stern [14] in 1922, 
where they observed the splitting of a beam of silver atoms into two components 
deflecting in the high and low field directions. Shown in Fig . 6.5 is the Zeeman 
diagram for an atom w ith total spin S  = 2, where the splitting into 2 S  + 1  = 5 
levels can be seen. As the magnetisation (of an atom or cluster) is by definition 
the change in energy w ith field
M  = -  f l , (6.16)
the force in the z-direction is therefore
d U  d B  , 
Fz  = -  d B  ~ aZ , (6.17)
assuming an experimental geometry where the field varies only in the z direction. It 
can therefore be seen how inform ation contained in the Zeeman diagram is reflected 
in the deflection profile measured experimentally, as the force experienced by the 
atom or cluster is proportional to the gradient of the curve for a given B mag.
Note that, since this case is fu lly understood, it can be used to calibrate the 
apparatus, where for example the deflection of a known species such as the A l 
atom is used.
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Figure 6.5: Zeeman diagram and deflection profile of an atom with a total spin 
angular momentum is S  = 2 and splitting 2S  + 1 = 5 states.
6.2.2 Rigid rotor deflection
Here we w ill give a brief overview of the motion of a cluster w ith a locked moment 
or permanent dipole as it traverses an inhomogeneous field, for a recent review on 
the topic see Ref. 15.
In  order to describe the motion of a rigid rotor experiencing a force perpendicu­
lar to its direction of motion, one can treat the particle classically and define three 
orthogonal moments of inertia I a ,b ,c . In  this case it is more convenient to use the 
reciprocal of the moment of inertia, the rotational constants A , B  and C, where 
e.g. A  = r2/2/a . B y  convention one assumes I  a  < Ib  < I c  (thus A  > B  > C). 
A  particle w ith A  = B  = C. is defined as a spherical top. A  sym metric top can 
be separated into oblate and prolate tops, where A  = B  > C and A  > B  = C 
respectively. The case where A  = B  = C is known as an asymmetric top. The 
motion of both spherical and sym metric tops can be treated analytically, while 
asymmetric tops are unstable and must be treated numerically.
For sym metric tops, using second order perturbation theory, one finds
For an oblate top 0 < k  < 1, for a prolate top —1 < k  < 0, and for a spherical 
particle k = 0. The derivation of z (k ) is defined in full in Ref. 16, but for small k
Note that for a spherical particle z(0) = 2/9, in contrast to the well known 1/3 
factor seen in the Langevin-Debye lim it (Eq . (6.24)). Finally, one can describe 
analytically the broadening of a spherical top
(6.18)
where
2B — A  — C 
A  —C
(6.19)
(6 .20)
(6.21)
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It  is therefore clear that, in order to extract reliable moments from the locked 
moment deflection profiles, one needs good knowledge of the shape of the cluster. 
In  Fig . 6.6 the calculated deflection profiles for several cluster shapes are presented, 
where it can be seen that a different shape parameter I a / Ic  results in a different 
deflection profile.
6.2.3 Polarisability and permanent electric dipole
Sim ilarly to a magnetic particle travelling through an inhomogeneous magnetic 
field, a particle w ith an electric dipole and/or polarisability w ill experience a force 
upon travelling through an inhomogeneous electric field. B y  analysing the deflec­
tion profiles we can extract two quantities of interest: the shift and the broadening. 
The shift gives us a measure of the induced electric dipole or polarisability  of the 
cluster. The broadening is caused by a rigid rotor-like nutation and relates to the 
perm anent dipole in the cluster. The total deflection is given by
which includes contributions from both the induced (P  = a E ) and permanent (p) 
dipole moments [15]. Here Trot is the rotational temperature of the cluster, k is
experimental constant.
6.2.4 Superparamagnetic particle model
A  phenomena regularly seen in both magnetic and electric deflection is that of a 
single-sided deflection in the direction of the high field. This is the opposite case to 
that of a locked moment, where in this case the interaction strength between the 
moment and the lattice (anisotropy energy) is relatively low (but finite) compared 
to the vibrational temperature and field strength. As a result, the moment can 
realign w ith the field as the cluster rotates and traverses the field. This is the 
magnetic analogue to the case of an induced moment or dipole. In itia lly, the 
magnetic case was interpreted as the clusters acting as superparamagnetic particles 
[18], where the Langevin equation is used to extract the magnetic moment (^ ) from 
the average magnetisation (M ):
(6.22)
a constant dependent on the cluster’s axes of inertia (see Sec. 6.2.2), and K  is an
(6.23)
In  the low field lim it (for /j,E/kB T  ^  1), this reduces to
M  3 kB T ,
(6.24)
and is referred to as the Langevin-Debye lim it.
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magnetisation
Figure 6.6: The various profiles expected for an oblate ((a/IC = 0.5), spherical 
( Ia / I c  = 1.0) and prolate (IA/ IC = 2.0) topped rigid-rotor particles for different 
x = i^B/ kB T , as given in each subfigure. The profiles between x = 0.01-0.1 differ 
only slightly and are thus omitted for brevity. Note that typically x < 0.1, thus 
asymmetric deflection is seldom seen in experiment. Calculations performed using 
Fortran code from Ballentine et al. [17].
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W h ile this interpretation is convenient and fits the experiment in many cases, 
it is however, strictly  speaking, not applicable to a free cluster in a deflection beam 
experiment.3 For the superparamagnetic interpretation to be valid, there would 
need to be a heat bath for the spin relaxation process to occur in, something that 
m any small, free clusters do not have. This would typ ica lly be the phonon system 
in a solid, however in a cluster— due to the quantised nature of the system— it is 
possible that no vibrations are available at experimental temperatures. The Debye 
tem perature of a typ ical rare earth m etal is in the order of 150 K  to 200 K  [21, 22], 
and as many of the clusters are at a lower tem perature than T Debye/ N 1/3 one can 
assume that there are no vibrational modes excited at the typical temperatures 
that the experiment is performed at (15 K  to 150 K ).
Another model, applicable to free clusters, was thus developed by X u  et al. 
[19, 20] known as the avoided crossing model. In  this model one considers the 
cluster’s net magnetisation to be the result of an adiabatic traversal through the 
energy landscape described in its Zeeman diagram.
6.2.5 Avoided crossing model
Consider a cluster w ith a total spin S  in a magnetic field E , where its 2 S  + 1 
spin states split due to the field as illustrated in Fig. 6.7a. The cluster w ill have 
m any rotational levels populated during the experiment, each of which w ill split 
into 2S + 1  states in an applied magnetic field (F ig . 6.7b). W hen each of these 
levels cross, there is a chance that the crossing w ill be avoided if the spin-rotation 
coupling is strong (F ig . 6.7c). This interaction w ill occur m any times as the cluster 
traverses the energy landscape of the Zeeman diagram, the net effect of which is 
a downward trend in the spin states (Fig . 6.7d). The magnetisation of the cluster 
measured experim entally is defined as the slope of the levels at the strength of the 
field used in the experiment, shown in Fig. 6.7 as E mag. It  is for this reason that a 
single-sided deflection is seen experimentally, as all of the levels on average slope 
downwards at a given B mag. This model can also explain a single-sided broadening, 
where the lower energy states slope downwards but the excited states have a lower 
gradient for a given B mag (which is in particular true for lower field values).
It  should be noted that in the in lim it of m any excited states, the avoided 
crossing model converges w ith the spin relaxation model described by the Langevin 
equation (Eq . (6.24)).
3 Note however th a t  th e  superparam agnetic  approxim ation  has been shown to  be valid in th e  
low field lim it [19, 20].
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Figure 6.7: The avoided crossing model as described in terms of a cluster’s Zeeman 
diagram. a , a single rotational state with S  = 2 is split into 2S + 1 spin states by 
the magnetic field. In b a series of rotational levels are populated, each of which is 
split by the field. In c , each of the crossings that occurs in b is avoided. d , the result 
of many avoided crossings, showing a net downward trend in the levels. Note the 
dependence of slope of the curve on the energy, for a given B mag [19, 20].
6.3 Results of magnetic and electric deflection of Pr, Tm, Tb 
and Ho clusters
In  the following sections the experimental deflection profiles for both magnetic and 
electric deflection w ill be presented, including the magnetic moments, polarisabil- 
ities and electric dipoles derived from the magnetic and electric deflection profiles, 
respectively.
In  total four rare earth elements have been investigated, P r, Tm , Tb  and Ho. 
The magnetic moments of P r and Tm  between 20 K  to 160 K  are presented, dis­
playing an unusual tem perature dependence where the magnetic moment actually 
increases w ith temperature across a certain range. In  addition, the electric and 
magnetic deflection of Tb  clusters w ith a dopant O  atom were measured, thus 
giving an insight into the effects of a perturbation on the electronic and magnetic 
systems.
A ll deflection measurements to be presented in this section were obtained in 
the lab of Prof. W . A . de Heer at the Georgia Institute of Technology w ith the 
assistance of Dr. John Bow lan and Dr. Anthony Liang.
The experimental setup is described in detail elsewhere [19, 20, 23-25], but 
briefly 532 nm light is used to vaporise a solid wire target in the cavity of a tem­
perature controlled source from 10 K  to R T  (two-stage cooling is used [26] to 
ensure that the gas has come to therm al equilibrium  w ith the source), which then 
expands into a vacuum chamber and is collim ated by several slits before interact­
ing w ith an inhomogeneous electric or magnetic field of gradient 7 x 106 V m -1 
or 350 T m -1, respectively. The mass and deflection are simultaneously measured 
using a position-sensitive time of flight mass spectrometer [27].
128 Magnetic and electric properties of rare earth clusters
6.3.1 Praseodymium
The magnetic deflection or P r  is presented in Figs. 6.8 and 6.9, and the first 
thing that one notices is that P r  clusters are indeed magnetic. This may seem 
triv ia l considering that this is a study on magnetic clusters, but remember that 
bulk P r  is typ ica lly non-magnetic due to the large crystal field splitting present 
in bulk samples (see Sec. 6.1.5 for more inform ation). Due to the reduced average 
coordination number of clusters, it is reasonable to expect that the crystal field 
splitting is also reduced.
Magnetic moment
The raw data obtained from a magnetic deflection experiment is of course the 
deflection profiles, and are shown for the case of P r  at two different temperatures 
in Figs. 6.8 and 6.9. From  the deflection profiles the magnetic moments can then 
be extracted (see Sec. 6.2.4 for the method used), and are presented in Fig. 6.10.
From  the moments per atom (Fig . 6.10), we can see that changes from one size 
to another are non-monotonous and highly depend on the number of atoms in the 
cluster. For example the cluster sizes P rn , n = 10, 13, 15, 17, 19, 22, 26, 29 and 33 
have a higher moment per atom than their neighbouring sizes. Also, when look­
ing at the deflection profiles of the clusters (Figs. 6.8, 6.9), we can see that these 
‘high-moment’ clusters all are significantly broadened as well as shifted, thus un­
dergoing a single-sided broadening. Between n = 13-20 a clear odd-even effect 
can be seen, where odd clusters have a higher moment per atom. An odd-even 
oscillation could be indicative of an antiferromagnetic ordering w ith in the cluster, 
where each subsequent atom aligns antiparallel to the previous one.4 In  support of 
this, the am plitude of the oscillations of the total moment of the cluster (~  4 ^ B ) 
agree reasonably well w ith the atom ic moment of P r  (3.27 ,^B ).
Other possible causes for the size dependence of the broadening and moment 
include either a change in the structure of the cluster5 or a change in the in­
teraction strength between the local moments. Structural changes would have an 
indisputable influence on the magnetic ordering, exchange coupling and anisotropy 
energy of the cluster through changes in the separation of the atoms (as the R K K Y  
exchange interaction is distance dependent) and on the crystal field strength. The 
exchange interaction can also be affected by changes in the density of states of 
the valence electrons in the cluster (recall that the R K K Y  exchange interaction 
is mediated by spin-polarised valence electrons in the system, see Sec. 6.1.1). As 
the number of unpaired electrons in the system changes, the exchange interac­
tion strength likely changes accordingly. One final possibility that could affect the 
amount of broadening of the deflection profile is a change in the strength of the
4 Note th a t  a  comm on source of odd-even  phenom ena in clusters, nam ely electron pairing  (see 
1.5), does not occur here as th e  4f electrons are highly localised, and th e  6s2 electrons form  a 
filled shell.
5 It is com m on th a t  th e  geom etric s tru c tu re  of sm all c lusters vary significantly w ith cluster 
size. Furtherm ore, certain  c luster sizes are well known for th e ir  stability , for exam ple a  13-atom  
cluster can form  a  stable, com pact icosahedron w ith relatively high sym m etry  (see Sec. 1.3.1).
In
te
ns
ity
6.3 Results of magnetic and electric deflection of Pr, Tm, Tb and Ho clusters 129
-- field off
--  field on
Deflection (^b )
Figure 6.8: Magnetic deflection profiles of Prn clusters at 29 K.
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Figure 6.9: Magnetic deflection profiles of Prn clusters at 49 K.
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Cluster Size (n)
Figure 6.10: Magnetic moment of Prn clusters at 29 K and 49 K. Note the enhanced 
moment for Pr13, and the distinct odd-even oscillations with increasing n between 
n = 12-20.
interaction between crossed levels in the Zeeman diagram, however it is not clear 
how this would change w ith cluster size (see Sec. 6.2.5 for more inform ation on 
the avoided crossing model).
As several temperatures have been measured, it is also possible to investig­
ate the effect of tem perature on the magnetism of P r  clusters. In  doing so, two 
effects can be seen: i) the magnetic moment of P r 13 increases w ith tem perat­
ure across the investigated range, and ii) the magnetisation w idth decreases w ith 
tem perature for the clusters that exhibit significant broadening at 29 K , nam ely 
n = 10, 15, 17, 19, 22, 26, 29 and 33. The effect described in ii) w ill be dicussed 
here, while that of i) w ill be discussed further in Sec. 6.4.1.
F irst it is im portant to note that the moments shown in Fig. 6.10 have already 
been corrected for temperature, and thus any (significant) differences in the value 
of the moment are a result of a reordering of the magnetic structure of the cluster. 
In  comparing the deflection profiles of n = 10, 15, 17, 19, 22, 26, 29 and 33 in 
Figs. 6.8 and 6.9, we can see that the amount of broadening decreases w ith an 
increasing temperature. Interestingly, when considering the magnetic moments 
seen in Fig . 6.10, one can see that the (tem perature corrected) moments do not 
differ significantly w ith temperature for these cluster sizes. This would suggest 
that, even though the profile is affected by temperature, there is no significant re­
ordering of the magnetic structure w ith an increase in temperature. This decrease 
in broadening is consistent w ith the avoided crossing model (Sec. 6.2.5), where the 
deflection profile reflects the internal energy distribution of the cluster ensemble.
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Figure 6.11: Polarisability of Prn clusters at 26 K.
Polarisability and electric dipole
Presented in Figs. 6.11 and 6.12 are the polarisability and electric dipole of P r 
clusters, respectively. The clusters show an average polarisability of 10-15 Â 3 /atom 
and an average electric dipole of 0.002-0.003 D /atom, both of which are relatively 
low and the clusters can thus be considered as having no anomalous electric prop­
erties.
W hen comparing the magnetic properties of the high-moment clusters from 
Fig . 6.10 w ith the electric properties in Figs. 6.11 and 6.12, one can see that 
there is little  correlation between the peaks in each graph. That is to say, the 
polarisability and electric dipole have little  effect on the magnetic properties of 
P r  clusters. This would im ply that the changes seen from one size to another in 
the magnetic moment are not of electric origin. It  is im portant to note however 
that the measured electric properties do not always reflect possible changes in the 
electronic structure of the cluster. It  is therefore possible that, for example, the 
relative densities of the spin-up and spin-down electrons in the valence system do 
change w ith cluster size, but these changes do not have an effect on the measured 
polarisability. (Recall that it is the unpaired valence electrons that mediate the 
R K K Y  exchange interaction between the local 4 ƒ  moments, not the total electron 
density).
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Figure 6.12: Electric dipole of Prn clusters at 26 K. The dashed line at 0.002 D /atom 
represents an approximate baseline for the measurement method.
6.3.2 Thulium
The magnetic moments of Tm  clusters have been measured at several tem perat­
ures, and it is found that Tm  also exhibits an anomalous tem perature dependence, 
sim ilar to that of P r. Furtherm ore, Tm  clusters possess large size dependent po- 
larisabilities and electric dipoles. These effects w ill be discussed in the following 
two sections.
Magnetic moment
Figs. 6.13 and 6.14 present the magnetic deflection profiles of Tm  at two different 
temperatures, 23 K  and 51K . The first thing that one notices is that a signific­
ant number of clusters show single-sided broadening, and that this broadening is 
largely independent of cluster size. W hen comparing the two temperatures we can 
see that the predominant deflection profile shifts w ith an increase in temperature 
from a flatter broadening to being more peaked, sim ilar to that of the field off 
profile. This is consistent w ith the adiabatic avoided crossing model, where a tem­
perature increase would shift the populated density of states higher in energy to a 
region in the Zeeman diagram where the gradient is not only lower, but also varies 
less between each of the states (see Sec. 6.2.5 for more inform ation, in particular 
Fig . 6.7d.
In  considering the magnetic moment as a function of cluster size (Fig . 6.15), 
one can see that, in general, there is no significant dependence on cluster size nor is 
there any odd-even oscillations. The moments per atom are however significantly
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Figure 6.13: Magnetic deflection of Tmn clusters at 23 K.
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Figure 6.14: Magnetic deflection of Tmn clusters at 51 K.
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Figure 6.15: Magnetic moment of Tmn clusters at 23 K and 51 K. For some cluster 
sizes an odd-even effect can be seen, however not as prominent as that in Pr clusters 
(see Fig. 6.10). Note that the magnetic moment does depend on temperature.
reduced from the atom ic value of 7 possibly indicative of canted or non-collinear 
moments. Tm  does however show a general increase in magnetic moment w ith 
temperature, something that at first would seem counter-intuitive. This w ill be 
discussed further in Sec. 6.4.1.
Polarisability and electric dipole
The electric deflection profiles of Tm  at two temperatures, 19 K  and 80 K , are 
presented in Figs. 6.16 and 6.17, respectively. The corresponding polarisability and 
permanent dipole (as derived from the deflection profiles) is presented in Figs. 6.18 
and 6.19, respectively. The electric properties of Tm n shows many anomalous, size- 
dependent effects, such as unusually large polarisabilities and permanent electric 
dipoles for sizes n = 10-12, 19 and 27-32. Note that a high permanent dipole 
can also cause an increase in the observed shift in the deflection profile, thus it 
is possible that the observed high polarisability is a side-effect of the high dipole 
present in certain Tm  clusters.
One possible explanation for the size-dependent changes in the electric dipole 
of the clusters is structural in origin. One condition for m etallicity is a periodic 
oscillation of the electrostatic potential in real space. In  k-space, this relates to 
a dispersion relation w ith bands where the valence electrons would interact w ith 
the lattice, and bands where they are free. If  a particular cluster size has a low 
sym m etry such that there is no region in k-space where the electrons are free to
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Figure 6.16: Electric deflection profiles of Tmn clusters at 19 K.
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Figure 6.17: Electric deflection profiles of Tmn clusters at 80 K.
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Figure 6.18: Polarisability of Tmn clusters at 19 K.
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Figure 6.19: Electric dipole of Tmn clusters at 19 K. Note that a large number 
of cluster sizes, namely n = 11, 19, > 27, have a significant electric dipole. The 
dashed line at 0.002 D /atom represents an approximate baseline for the measurement 
method.
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move w ith in the cluster, then charge m obility w ill be hindered. A  reduction in 
carrier m obility w ill result in the inab ility of the valence electrons to shield a local 
charge, thus resulting in the formation of an electric dipole across the cluster.6
Another possible explanation for the size dependent electric properties is that 
all clusters actually have a charge localisation w ith in the cluster, but that this does 
not manifest as a net electric dipole due to the sym m etry of the cluster. Therefore 
the high-dipole clusters in this case are sim ply clusters that are asymmetric and 
thus charge localisation does result in a net dipole. This scenario is however 
unlikely as one would expect Tm  clusters to be m etallic, just as bulk Tm  is m etallic.
As we can see from Fig. 6.17, at 80 K  the deflection decreases and normal 
‘m etallic’ behaviour returns. This implies that there is a transition from the high- 
polarisability, high-dipole state at low temperatures, to a m etallic state at higher 
temperatures. This behaviour has been seen previously in Nb clusters [28], and was 
in that case related to the formation of a ferroelectric state at low temperatures.
6.3.3 Terbium
In  studying the magnetic and electric properties of Tb  clusters, not only pure but 
also clusters w ith a single oxygen dopant atom attached to the cluster were invest­
igated. It  is therefore possible to investigate the effects of a small perturbation to 
the electric system on the properties of the cluster, thus providing us w ith more 
insight into phenomena such as the exchange interaction in such small systems. 
Here the properties of both Tb  clusters and the perturbation of the O atom w ill 
be treated side-by-side and discussed together. The results obtained here agree 
w ith the lim ited data available in the literature [29].
Magnetic moment
The magnetic deflection profiles of Tb  and TbO  are presented in Figs. 6.20 and 
6.21, respectively. The magnetic moments of both Tb  and TbO  derived from 
these deflection profiles are plotted together in Fig. 6.22. In  general, two inter­
esting effects in Fig. 6.22 can be seen: i) large scale oscillations w ith a period of 
approxim ately 5 atoms; and ii) the m inim al effect that the O atom has on the 
magnetic moment of the m ajority of the clusters. Effect i) is likely structural 
in origin as a sim ilar periodicity is also seen in other rare earth clusters, and w ill 
be treated in more detail alongside these other elements in Sec. 6.4.3. In  regards 
to effect i i ) , while there are isolated cases where the magnetic moment of Tbn 
increases (n  = 7, 22, 32) or decreases (n  = 11, 21, 25) upon O attachment, the 
general trend (that the O atom has little  effect) is significant and w ill be discussed 
in more detail in Sec. 6.4.2.
In  contrast to the two previously discussed m aterials, P r  and Tm  (Secs. 6.3.1 
and 6.3.2 respectively), the magnetic moments of Tb  clusters show little  reduction
6 A reduction  in th e  m obility of th e  free electrons in th e  cluster would actually  resu lt in a 
decrease in th e  polarisability. As peaks in th e  dipole corre late  w ith peaks in th e  polarisability, 
th is  poin ts to  a  side effect in th e  m easurem ent process.
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Figure 6.20: Magnetic deflection profiles of Tbn at 78 K. Note that for some clusters 
(n = 23-26, 32) there is a partial overlap with the adjacent oxide peak when the field 
is on, due to the large relative intensity of the oxide peaks.
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Figure 6.21: Magnetic deflection profiles of TbnO at 78 K. Note that for some 
clusters (n = 23-26, 32) there is a partial overlap with the adjacent pure (no oxide) 
peak when the field is off.
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Figure 6.22: Magnetic moments of Tbn and TbnO clusters of size n. Note that the 
addition of an oxygen dopant atom does not significantly affect the magnetic moment 
of the cluster.
compared to the atom ic gJ  J  value of 10.0 (excluding the periodic reduction of 
the moments). It  is useful to note here that the large deflection poses difficulties 
in extracting reliable moments from the deflection profiles. The first reason for 
this is purely experimental in nature, and w ith good preparation and knowledge 
of the system can be prevented: when the deflection is too large some fraction of 
the profile w ill fall out of the detectable region of the apparatus. This can however 
be checked by monitoring the ratio of the total areas under the field off and field 
on peaks. The second difficulty that the strong interaction presents is that, if it 
is sufficiently large, the profile can no longer be fitted w ith a simple function such 
as a Gaussian. This poses a much more serious concern on the accuracy extracted 
moments, as the fitted curve is no longer representative of the entire deflection 
profile. Exam ples of this effect can be seen in the deflection profiles of T b n , 
T b 21O and T b 22O, where their moments would be underestimated if fitted w ith a 
Gaussian alone. There is however currently no agreed function in the literature to 
fit the deflection profiles to, as this depends on the interpretation of what the exact 
process that the clusters undergo is: rigid-rotor nutation,7 superparamagnetism, or 
adiabatic avoided crossings. This has been discussed extensively in the literature, 
and is treated in more detail in Sec. 6.2.
In  the three sizes that show an increase in magnetic moment upon O attach­
ment (n  = 7, 22, 32), they all share the sim ilarity that they show not only an
7 In th e  case of rig id-ro tor nu ta tion , th e  shape of th e  c luster will also affect th e  shape of th e  
deflection profile, see Sec. 6.2.2.
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increased shift in their deflection profiles, but also a strong ta il in the high-field 
direction (see Fig . 6.21). The same cluster sizes w ithout O all show a very small 
shift and barely any broadening. The opposite is true for n = 11, where T b n  
shows a strong broadening in the high-field direction, while T b n O shows very 
little  shift and no broadening (F ig . 6.20). T b 21O and T b 25O, however, while hav­
ing reduced moments as compared to their pure counterparts, still show significant 
broadening and shift. It  is therefore not possible a p r io r i to estimate the effect 
that a dopant such as O w ill have on the magnetic moment of a cluster as it 
varies from one cluster size to the next. A  deeper analysis into the geometry and 
electronic structure of each individual cluster size, and into the binding sites and 
energies of the O species is in this case essential in order to gain a more complete 
understanding.
Polarisability and electric dipole
The electric properties of Tbn clusters (Figs. 6.23, 6.24) generally show no unusual 
features or size dependence. This is however in strong contrast to that of TbnO, 
where the electric dipole peaks to 0.04 D /atom and is highly size dependent. The 
electronegativity of O differs greatly from that of Tb  (3.44 and 1.1 respectively) 
thus a large dipole is to be expected. The size dependent changes can be under­
stood in terms of the sym m etry of the cluster: for a dipole to be present, not only 
is a charge inhomogeneity required, but also a degree of asym m etry in order to 
avoid cancellation.
The fact that the large increases in electric dipole for O doped clusters do 
not correlate w ith any significant change in the magnetic moment has im portant 
im plications for the exchange interaction in these systems, and is discussed further 
in Sec. 6.4.2.
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Figure 6.23: Polarisability of Tbn and TbnO clusters at 23 K. Note here that the 
addition of an oxygen dopant atom does affect the polarisability of the cluster for 
several sizes.
Cluster Size (n)
Figure 6.24: Electric dipoles of Tbn and TbnO clusters at 23 K. Note here that the 
addition of an oxygen dopant atom does affect the electric dipole of the cluster. The 
dashed line at 0.002 D /atom represents an approximate baseline for the measurement 
method.
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Figure 6.25: Magnetic moment of Hon clusters at 56 K.
6.3.4 Holmium
The final m aterial investigated in this study was Ho, the results of which are 
presented in Figs. 6.25, 6.26 and 6.27. In  the interests of brevity the deflection 
profiles have been om itted, however there were no unusual effects observed in any 
of the profiles.
Magnetic moment
The magnetic moment of Ho clusters (Fig . 6.25) shows several sim ilarities w ith 
those of Tb clusters, nam ely a periodic oscillation of the moment w ith cluster 
size. This sim ilarity across different elements suggests a structural origin, and is 
discussed further in Sec. 6.4.3. The moment per atom is also quite large relative 
to the atom ic gJ  J  value (9.0 ,^B ) for the smaller clusters (n  < 25), however for 
larger clusters a predominant reduction in the moment is seen. As this reduction 
in the moment for n > 25 is accompanied by the absence of periodic oscillations 
in moment, it is reasonable to assume that this is also structural in origin. For 
example a dominant structural m otif may begin to arise for the larger clusters, 
where both the geometric and magnetic structure do not vary significantly from 
size to size. This m otif therefore has an intermediate value for the degree of 
cancellation of the moments, and is common to all larger sizes investigated.
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Figure 6.26: Polarisability of Hon clusters.
Polarisability and electric dipole
The polarisability and electric dipole of Ho can be seen in Figs. 6.26 and 6.27, 
respectively, and in general no unusual effects are seen in either the size dependence 
or the magnitude of the polarisability or dipole moment. There are however a few 
isolated cases where a particular cluster size has an anomalous value, such as 
the polarisability of H on  or the dipole moment of Ho8. Neither of these however 
show any correlation w ith their complementary electric property, nor the magnetic 
moment of the cluster.
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Figure 6.27: Electric dipole of Hon clusters. The dashed line at 0.002 D/atom 
represents an approximate baseline for the measurement method.
6.4 Discussion of observed magnetic and electric phenomena
Some sim ilarities between the four m aterials investigated can be seen, and can 
thus be grouped together. Both  P r  and Tm  show a reduced magnetisation relative 
to their atom ic moments gJ  J , while both Tb  and Ho have (for m any cluster sizes) 
moments comparable to their atomic values. Both  Tb  and Ho show a periodic 
reduction in their magnetisation w ith cluster size, reducing by as much as a factor 
of 4. P r  and Tm  on the other hand, while not showing any large scale periodicity 
in their magnetisation, do show odd-even effects across certain size ranges. Note 
that while, in the bulk, the magnetism of P r  and Tm  differ greatly, this is largely 
due to the strong crystal field interaction experienced by the light rare earths—  
however as is clear from the fact that P r  clusters are magnetic, crystal field effects 
are less significant in small clusters. Tb  and Ho only differ by 2 4 f  electrons 
([Xe] 4 f9 6s2 and [Xe] 4 f11 6s2, respectively), and in the bulk also show many 
sim ilarities w ith regards to crystal structure and magnetic ordering.
Some interesting trends seen in the magnetic and electric properties of the in­
vestigated clusters w ill be discussed in the following subsections: first, the anom­
alous temperature dependence of P r and Tm  clusters in Sec. 6.4.1; then the effect 
of a dopant such as O on the magnetic and electric properties of Tb  clusters, w ith 
im plications for the R K K Y  effect in small systems w ill be discussed in Sec. 6.4.2; 
and finally the large scale oscillations in the moments of Tb  and Ho clusters w ill 
be addressed in Sec. 6.4.3.
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Figure 6.28: Temperature dependence of the magnetic moment of selected Prn ( n =
13, 15, 21) clusters.
6.4.1 Unusual temperature dependence of magnetism of Pr and Tm
The magnetisation of Tm  clusters and a lim ited number of P r clusters show an 
unexpected temperature dependence, nam ely the net magnetisation increases w ith 
tem perature across a certain range, as seen in Figs. 6.28 and 6.29. This increase 
w ith tem perature is predominant across most Tm  clusters studied, and a small 
number of P r  clusters (most significantly P r 13). This effect has also been observed 
previously in Gd [30] and Tb  [29] clusters. One possible explanation for this 
unusual tem perature dependence was given by Cerovski et al. [31] (and later others 
[32]), where they attributed it to a canted magnetic ordering, first described for 
the case of G d 13 by Pappas et al. [33]. Sim ilar results have been found using an 
Ising model, including the case of an antiferromagnetic cluster [34].
Due to the oscillatory nature of the R K K Y  exchange interaction, the local 
4 f  moments prefer a ferromagnetic coupling between nearest neighbours, while 
for next-nearest neighbours an antiferromagnetic coupling is preferred (sim ilar 
distance-dependent effects can be seen in magnetic m ultilayers, such as that presen­
ted in Fig. 6.2). The result of this complex interplay between the local moments 
is a canted magnetic structure, as seen in Fig . 6.30a. In  describing the system 
w ith in a Heisenberg model, one can use the following Ham iltonian
where the prime sign on the second sum denotes the sum over all spins that are not
(6.25)
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Figure 6.29: Temperature dependence of the magnetic moment of selected Tmn 
( n = 13, 17, 22) clusters.
0
nearest neighbours. The parameter 7  can be used to control the influence of the 
next-nearest neighbour interactions in the system. It  was found that for 7  < 0.29 
the system is ferromagnetic, however for 7  > 0.29 the spins become canted and 
the total magnetisation of the cluster is reduced. As illustrated in Fig. 6.30b, in 
the region 0.29 < 7  < 0.42 where the spins are canted to a moderate degree, the 
total magnetisation increases w ith temperature. This effect is due to the system 
exciting into a more ferromagnetic state w ith a lower degree of spin canting at 
higher temperatures.
Interestingly, while Tm  shows an increase in magnetisation w ith temperature 
for all cluster sizes investigated, only P r 13 shows a significant increase in moment 
w ith temperature (P r 15 shows a m inim al effect). This could be the result of 
a differing exchange coupling strength for the next-nearest neighbours, i.e. the 
parameter 7 . As can be seen from Fig . 6.30b, the increase in magnetisation w ith 
tem perature occurs only for a narrow range of values, approxim ately 0.29 < 7  < 
0.42. Note that, even though the other sizes do not show an increase in moment 
w ith temperature, they also do not show a decrease— which is still unusual. The 
same effect could thus still be present, only to a lesser extent.
An im portant question here is why the coupling strength, while not size de­
pendent in Tm  clusters, is size dependent in P r clusters. One possible cause is a 
change in the valence electrons in the system, however neither the polarisability 
nor the electric dipole of P r  (Figs. 6.11, 6.12) show any anomalous effects. A  strong 
structure dependence of the magnetism has also been observed in the literature 
[32], thus the answer could lie in differing preferred packing schemes. In  order to
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Figure 6.30: a, Spin configuration for a Gd13 cluster; the lowest-energy ordering is 
where the spins cant outwards radially. b, Theoretical magnetisation vs. temperature 
for Gd13 for different values of y , as calculated with Monte-Carlo modelling using a 
Heisenberg Hamiltonian with nearest neighbour ferromagnetic, next-nearest neighbour 
antiferromagnetic exchange interaction [31, 33].
elucidate this, a structural investigation of the rare earth clusters is necessary.
6.4.2 Effect of electric perturbation on magnetism of Tb
In  investigating the Tb clusters, the effect of a single dopant atom was also con­
sidered. The dopant atom was O, and due to its high electronegativity (3.44) 
relative to Tb (1.1), it is expected to have a significant effect on the electric prop­
erties of the cluster. Upon attachment of the O dopant, the electric dipole indeed 
increased, in some cases up to a factor of 4 larger (Fig . 6.24). Interestingly how­
ever, this large increase in electric dipole shows little  correlation w ith any changes 
in the magnetic moment of the system (Fig . 6.22). A  large electric dipole requires 
a permanent charge inhomogeneity w ith in the cluster, something that the delocal­
ised electrons of a typical m etallic cluster would shield. This therefore implies that 
the carrier density and m obility of the valence electrons in the system is reduced. 
This has therefore im plications for the R K K Y  exchange interaction, which requires 
delocalised electrons in order to mediate the exchange between the localised 4 f  
electrons.
It  is known [35-37] that the spatial dependence of the R K K Y  exchange integ­
ral is dependent on the properties of the mobile charge carriers, in this case the 
delocalised valence electrons in the cluster. In  particular their dispersion relation, 
Ferm i energy, density and m obility all affect the exchange interaction. It  is how­
ever not possible to derive the exchange integral in complex, confined systems such
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as atom ic clusters analytically, thus calculations are required to fu lly understand 
the nature of the indirect exchange in rare earth clusters. This is something that 
is yet to be calculated for a large number of (p articu larly  rare earth ) clusters. 
One possibility however is that there is a critical free carrier density, below which 
changes are not reflected in the magnetisation of the system, sim ilar to phenomena 
seen in dilute magnetic semiconductors [3 6 , 3 7 ] .
In  considering the m etallic nature of these clusters, it is im portant to realise 
that in a confined system the concept of ‘m etallicity’ is not straight forward due 
to the quantised nature of the energy levels of the delocalised electrons in the 
system; one requirement for m etallicity is the existence of a continuous density of 
states at the Ferm i level ( E F ). This is however not always true for clusters due 
to the discretisation of the levels, thus one criteria for determ ining m etallicity in 
quantised systems was proposed by Kubo [38], where a maximum spacing between 
the energy levels ó at E F at a given temperature is defined as follows
4 E f
kB T  > ó = — F , (6.26)
B -  3 N  , ( )
where N  is the number of valence electrons in the system. This therefore requires 
that the spacing between the energy levels (ó) is less than the Boltzm ann energy 
kB T . This describes either the maximum allowable gap at the Ferm i energy at a 
given temperature for a cluster to be considered m etallic, or the temperature at 
which a cluster w ith a given energy gap becomes m etallic. For a recent review of 
the metal-insulator transition in clusters see Ref. 39.
It  is clear that, in order to fully understand the effect that a dopant such 
as O has on the structural, electronic and magnetic properties of a cluster, ab 
in itio  calculations on the system both w ith and w ithout the dopant need to be 
performed.
6.4.3 Magic numbers in the magnetic moments of Tb and Ho clusters
In  comparing the magnetic moments of Tb  (Fig . 6.22) and Ho (F ig . 6.25) clusters, 
one can see that they share a common periodicity. That is to say, they show a 
reduced magnetisation at sim ilar cluster sizes. In  the bulk the heavy rare earths 
all have a sim ilar crystal structure (H C P, space group 194) and magnetic ordering 
[22]. The electronic configuration of Tb  and Ho is [Xe] 4 f9 6s2 and [Xe] 4 f 11 6s2 
respectively, thus they differ only in the number of 4 f electrons. As the 4 f electrons 
remain localised at the atom ic sites, the electronic structure of the delocalised 
valence electrons in the two systems w ill be largely the same. The 4 f electrons do 
not participate in the bonding of the cluster, thus the structure of the two systems 
would also be quite sim ilar. Therefore, to the first degree, the only difference in 
the magnetic properties between clusters of the two elements would be the value 
of their magnetisation, while the trends would be sim ilar. This is exactly what we 
do see, that the moments share the same periodicity and differ only in value. The 
question therefore is, what is the origin of these large scale changes: structural, 
electronic, or magnetic?
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It  is likely that these effects are structural in origin, as many properties of 
clusters depend heavily on the structure. The im portant aspect is whether the 
clusters show a periodic restructuring w ith an increase in cluster size, for example 
growing in geometric shells or facets. One can not however make any a p rio ri 
estimates on the structures of these clusters w ith the available data, thus a struc­
tural investigation utilising, for example, vibrational spectroscopy (see Chaps. 4 
and 5) is needed.
Another possible origin for the periodicity in the moments is a change in the 
electronic structure of the valence electrons, thus affecting the exchange interaction 
through the R K K Y  mechanism. The periodicity however does not agree w ith any 
expected shell closings for the 6s2 valence electrons. Also, as both P r  and Tm  have 
a sim ilar electronic configuration ([Xe] 4 f3 6s2 and [Xe] 4 f 13 6s2 respectively), but 
do not show this periodicity, it is unlikely that any changes in the valence electron 
system is the cause.
Finally, the periodic oscillations could be magnetic in origin; that the moments 
exhibit non-collinear alignments and thus cancel each other, resulting in a reduced 
total magnetisation. This can for example be a canting of the moments, as de­
scribed in Sec. 6.4.1. As the R K K Y  exchange coupling is oscillatory in nature 
some degree of canting is to be expected, just as in the bulk the rare earths can 
exhibit complex helical magnetic orderings.
Sim ilar periodic effects w ith the size of the cluster have also been seen ex­
perim entally for other rare earths, such as Gd by Douglass et al. [40]. In  that 
study the oscillations were not as pronounced as those of Tb, however clear min­
ima can be seen for G dn at n = 17, 22, 30, 33. This shows m any sim ilarities 
w ith the m inim a seen in T b n at n = 10, 17, 22, 27, 32, and those of Hon at 
n = 11, 17, 22, 26, 29, 33, 40.
6.5 Outlook: calculated structure and magnetism of Tb clusters
W ith  the aid of theoretical calculations one can gain a deeper understanding of the 
experimental effects seen. Experim entally all we can measure is the total moment 
of the cluster, however in combination w ith theoretical calculations we can look 
deeper into the cluster at, for example, the magnetic ordering between the local 
moments.
In  this section prelim inary results on the calculations of the magnetic properties 
of terbium  clusters w ill be presented, which have been performed in the group of 
Prof. O lle Eriksson from Uppsala University, in particular by Dr. B ip lab  Sanyal 
and Saurabh Ghosh. One unique aspect to these calculations is the inclusion of 
the spin-orbit interaction and the relaxation of the typ ical requirement that the 
local moments must be aligned collinearly (either parallel or antiparallel). That 
is to say, these calculations also include non-collinear magnetic ordering. This 
more accurately reflects the magnetic ordering seen in rare earth m aterials, both 
bulk and cluster alike (for examples of the effects of non-collinear moments see 
Secs. 6.4.1 and 6.4.3).
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The results of these calculations w ill be submitted shortly for publication [41].
6.5.1 Computational details
The calculations have been carried out using the V A S P  ab in itio  com putational 
package [42]. In  order to find possible ground state structures, in itia l structures 
are first optimised for the collinear case, that is integer values for the moments. 
Once several low energy structures are found, the collinearity constraint is relaxed 
and the spin-orbit coupling is included in the calculations. Note however that no 
further structural relaxation is performed.
For aiding in highlighting the relative stab ility of the different cluster sizes, the 
binding energy per atom for the collinear and non-collinear cases, respectively
E b [Tbn]c = E [T b n]c — n [T bwithout spin-orbit] (6.27)
E b [Tbn]nc = E [T b n]nc — n [T bwith spin-orbit] (6.28)
and the second difference in binding energy
A 2 Eb = E [T b „+1] + E [T b „_ 1] — 2 E  [Tb „] (6.29)
have been defined and calculated. Furtherm ore, in order to give a m etric for the 
degree of non-collinearity of a cluster, the following is defined
I© -  o .i
o = -------, (6.30)
E  N ( n  — k) ( )
where 0 . is the angle between the ith  and jth  moments, © is either 0 ° or 180°, N  
is the total number of atoms in the cluster. N 1(N  — k) evaluates to the total 
number of spin pairs in the cluster.
6.5.2 Brief summary of the calculated results
The calculated lowest energy structures for the non-collinear case are shown in 
Fig . 6.31. Note that since no further structural relaxation was performed for the 
non-collinear case, the collinear clusters have the same structure and were thus 
om itted for brevity.
Some brief points of interest include: the dimer T b 2 (not shown) is actually 
energetically unstable in its collinear form, and only forms in the non-collinear 
case; T b 6 shows an exceptionally high magnetic moment, due to its high level of 
sym m etry and the fact that the moments are all ferrom agnetically aligned (albeit 
canted); and the interm ediate sizes n = 7-10 are ferrimagnetic, while the last three 
cluster sizes, n = 11-13, are all ferromagnetic.
The binding energies for both collinear and non-collinear cases are presented in 
Fig . 6.32, where it can be seen that in including the spin-orbit coupling the binding 
energy was consistently higher, therefore one can conclude that the non-collinear 
clusters are energetically more stable.
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(9, -1.33, 1.21, 18.71) (10, -1.47, 0.15, 13.48)
Figure 6.31: Calculated lowest energy structures of Tbn (n = 3-13), including the 
non-collinear magnetic ordering. The darker atoms highlight the moments that are 
predominantly negatively aligned. The caption text: represents (n, Eb, 6, j )  in units of 
eV /atom, degrees and jb  , respectively [41].
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Cluster Size (n)
Figure 6.32: Calculated binding energy of Tbn clusters, both with the moments 
aligned collinearly with no spin-orbit coupling and non-collinearly including the spin­
orbit interaction.
In  Fig . 6.33 the calculated magnetic moments of both the collinear and non- 
collinear (including the spin-orbit interaction) cases are shown. Also plotted on 
the same graph is the experim entally obtained moments for the same size range 
(from Sec. 6.3.1), displaying an excellent agreement w ith the calculated data. This 
indicates that the calculated structures are close to those found in the experiment, 
and that the oscillations can indeed be explained in terms of the structure and 
canting of the moments.
The next step for these calculations could be the effect of the perturbation due 
to the adsorbed O atom, and to thus further investigate its effect on the indirect 
exchange interaction.
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Figure 6.33: Calculated magnetic moments of Tbn clusters, comparing the calcu­
lated moments for the case of collinear spins and non-collinear spins (includes spin 
and orbital components, and the spin-orbit coupling). Also shown is the average de­
gree of non-collinearity for the calculated non-collinear clusters, and the experimental 
Langevin moments at 77 K.
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6.6 Conclusions
In  this chapter several interesting magnetic phenomena have been identified, in­
cluding an unusual temperature dependence of magnetisation in P r  and Tm  clusters, 
and magic numbers in the moments of Tb  and Ho clusters. W ith  the aid of ab 
initio  calculations, we can now begin to understand that these effects are related 
to the geometry of a cluster and its magnetic ordering, in particular a non-collinear 
or canted spin alignment. For the future, it would be interesting to also calculate 
the non-collinear moments of P r  and Tm  clusters, and thereby further confirm 
their unusual temperature dependence.
The effect of a perturbation on the magnetic system was also investigated, 
giving us another tool w ith which to better understand the indirect exchange in­
teraction in small systems. It  is however still an open question as to how the
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charge inhomogeneity induced by a dopant oxygen atom affects the indirect ex­
change interaction. W ith  the success of the non-collinear calculations on Tb, it 
should also be possible to investigate this effect in more detail.
This chapter has shown that there are many interesting magnetic phenomena 
still to be discovered in clusters of the rare earths, and now w ith advanced compu­
tational techniques, we have an opportunity to better understand these complex 
systems.
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Summary and outlook
As implied by the title  of this thesis, this project is about the research on atomic 
clusters. B u t what exactly is a cluster? W h ile  the exact definition varies depending 
on whom you ask, my preferred definition is that a cluster is a particle where you 
know the exact number of atoms in the system. This of course implies that they 
are extrem ely small, typ ica lly less than one nanom eter in diam eter.1 The most 
significant aspect of clusters is that they already exhibit some properties of bulk 
m aterials, properties such as m agnetism . B u t because of their small size, they also 
exhibit many properties common to molecular systems such as discrete energy 
levels and a strong dependence of their properties on their size and structure. It  is 
in this size regime that a large amount of unexpected and exciting physics happens, 
and is correspondingly the main drive in the field of nanoscience and technology.
The goal of this project was twofold: building a cluster machine and study­
ing the properties of well-defined atom ic clusters. The first stage involved the 
construction of a setup capable of producing and measuring clusters of a desired 
composition, size and temperature; and in the second stage measurements on the 
physical properties of (m agnetic) clusters were undertaken using the new ly con­
structed setup. The design and construction of the setup is detailed in Chapter 2, 
and example spectra and practical considerations pertaining to the experimental 
production of clusters are presented in Chapter 3. To gain a complete understand­
ing of the properties of a cluster— since one can not make any a priori assumptions 
about its physical properties from knowledge of the bulk m aterial— the structural, 
electronic and magnetic properties must all be experim entally determined.
The structure of a cluster can be determined, among other methods, through 
the measurement of its vibrational spectrum in the ‘fingerprint range’, that is 
where excitations correspond to delocalised modes in the cluster. These excit­
ations lie in the THz region, therefore the experiments were performed at the 
Free Electron Laser for Infrared eXperim ents (F E L IX )  FO M  facility in Rijnh- 
huizen, The Netherlands. The vibrational spectra of several transition m etal oxide 
clusters (in  particular cobalt oxide, manganese oxide, chromium-manganese oxide
1T his definition implies th a t  c lusters a re  sm aller th a n  nanoparticles, where in th e  la tte r  you 
typically  know th e  size b u t not th e  exact num ber of atom s in th e  particle.
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and cobalt-chromium oxide) are presented in Chapter 4. The spectra on their own 
however can only give us a very basic estimate of the structure of a cluster; to 
fu lly elucidate a cluster’s structure theoretical calculations such as those using the 
density-functional theory (D F T ) framework are necessary.
Structure calculations performed in the group of Prof. Sh iv Khanna from V ir ­
ginia Commonwealth University on the cobalt oxide clusters (CoxO+ : x = 3-6, 
y = 3-8) measured in Chapter 4 are therefore presented in Chapter 5. From  
these calculations it was found that all of the clusters investigated contained some 
antiferrom agnetically aligned moments, w ith the exception of Co6O+, which in­
terestingly was found to be a half-metallic ferromagnet. W h ile  the calculations 
can already give us an idea of the magnetic state of the clusters, due to the dif­
ficulties in properly modelling magnetism w ith D F T  it is wise to also check this 
experimentally.
Chapter 6 therefore presents results on the experimental determ ination of the 
magnetic moments of several rare earth clusters, in particular praseodymium, 
thulium , terbium  and holmium. Note however that these clusters do not over­
lap w ith those from the previous chapter. This is because, one the one hand, the 
magnetic and electric deflection of m etal oxide clusters is experim entally more dif­
ficult due to their high ionisation energy, and on the other because the rare earths 
can give us a unique insight into the exchange interaction in small systems, due 
to their highly localised 4 ƒ electrons. From  the measurements performed in the 
laboratory of Prof. W alt de Heer at the Georgia Institute of Technology several un­
usual phenomena were identified, including: an unusual tem perature dependence 
in praseodymium and thulium  clusters, where the magnetic moment was found 
to increase w ith tem perature across a given range at low temperature; a periodic 
oscillation in the magnetic moment w ith the size of terbium  and holmium clusters; 
and an indifference to an induced charge inhomogeneity (due to a permanent elec­
tric dipole caused by a dopant oxygen atom) in the magnetic moment of terbium 
clusters, while one would expect an effect because the indirect exchange interaction 
is mediated by the valence electrons in the system.
The unusual temperature dependence agrees well w ith earlier calculations on 
the G d 13 cluster, and is due to a com petition between the preferred nearest 
neighbour ferromagnetic and next-nearest neighbour antiferromagnetic orienta­
tion, which itself is caused by the oscillatory nature of the indirect exchange in­
teraction. Prelim inary calculations on the structure and magnetism of terbium 
clusters— performed in the group of Prof. O lle Eriksson from Uppsala University—  
are presented in the final section (Sec. 6.5) of Chapter 6 . These calculations are 
able to reproduce the unusual size oscillations seen in the magnetic moments of 
terbium  clusters (a phenomenon also observed in holmium clusters in the current 
study, and gadolinium clusters in the literature). The (nu ll) effect of a charge 
inhomogeneity on the exchange interaction in oxygen-doped terbium  clusters is 
however still an open question that needs to be further investigated in a future 
study.
W h ile  there is a provision for the measurement of the electronic structure in 
the constructed setup using the velocity-map imaging technique, no results on the
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electronic properties of clusters have been presented in this thesis. This is planned 
for future experiments.
Also left for future investigations are the experimental determ ination of the 
magnetic moments of the clusters measured in Chapter 4 (IR -M P D  spectroscopy 
of transition m etal oxide clusters), and the vibrational spectroscopy of the clusters 
measured in Chapter 6 (M agnetic and electric properties o f rare earth clusters), as 
there is currently no overlap in experimental data between the clusters measured 
in these two chapters. Sim ilarly, there are only D F T  calculations available for a 
subset of the clusters investigated here.
Two of the most promising experiments yet to be performed on clusters is the 
combination of V M I w ith ultrafast lasers, thus realising ultrafast spin dynamics 
and transfer in small systems and the measurement of ferromagnetic resonance in 
a cluster using A C  magnetic fields. This w ill u ltim ately allow the investigation 
of the light-m atter interaction, and in particular the ultrafast transfer of angular 
momentum in a controlled system in full detail.

Samenvatting en vooruitzicht
Zoals de tite l al zegt, gaat dit onderzoek over atomaire clusters. M aar wat precies 
is een cluster? E r  zijn meerdere definities, maar m ijn voorkeur gaat u it naar 
de definitie waarin je precies weet uit hoeveel atomen een deeltje bestaat. D it 
houdt natuurlijk  in dat de deeltjes ontzettend klein zijn, zelfs minder dan óeóen 
nanom eter in diam eter.1 Het meeste significante kenmerk van clusters is dat ze 
al eigenschappen hebben van bulk materialen, zoals magnetisme. Aangezien ze 
nog heel klein zijn, hebben ze eigenschappen die lijken op die van moleculen, zoals 
scherpe energie niveaus en een sterke afhankelijkheid van hun eigenschappen van 
hun grootte en structuur. Op deze schaal treden er veel onverwachte en interessante 
natuurkundige verschijnselen op, wat dus een grote stimulans beidt voor het gebied 
van de nanowetenschap en technologie.
Het doel van dit project was tweeledig: het bouwen van een clusteropstelling 
en het bestuderen van de fysische eigenschappen van goed gedefinieerde kleine 
clusters. Het eerste hield de constructie van een opstelling in, die clusters van 
een bepaalde samenstelling, grootte en tem peratuur kan produceren; voor het 
tweede werden metingen uitgevoerd aan de eigenschappen van (magnetische) clus­
ters met de nieuwe opstelling. Het ontwerp en de constructie van de opstelling 
worden in hoofdstuk 2 uitgelegd. Voorbeelden en praktische overwegingen voor 
het produceren van clusters worden in hoofdstuk 3 gepresenteerd. Om dat men 
geen veronderstellingen kan maken over de eigenschappen van een cluster louter 
afgaand op kennis van het bulk m ateriaal, moet men, om de eigenschappen van een 
cluster volledig te kunnen begrijpen, de structurele, elektronische en magnetische 
eigenschappen experimenteel bestuderen.
De structuur van een cluster kan worden bepaald door het meten van het vi- 
brationele spectrum in de ‘fingerprint gebied’, waarbij de gezamenlijke bewegingen 
van alle atomen in een cluster geexciteert worden. Deze vibraties liggen in het THz 
gebied en de experimenten zijn dan ook gedaan in de Free Electron Laser for In ­
frared eXperim ents (F E L IX )  FO M  faciliteit te Rijnhuizen. In  hoofdstuk 4 worden 
de vibrationele spectra van meerdere overgangsmetaal clusters (nam elijk kobalt
1 Deze definitie houdt in d a t c lusters kleiner zijn dan nanodeeltjes, w aarbij je w at b e tre ft de 
nanodeeltjes de g ro o tte  wel weet m aar niet het a an ta l atom en.
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oxide, mangaan oxide, chroom-mangaan oxide en kobalt-chroom oxide) gepresen­
teerd. De spectra zelf leveren echter beperkte inform atie over de structuur van het 
cluster op; om de structuur precies te kunnen bepalen moet een structuuranalyse 
met gebruik van de dichtheidsfunctionaaltheorie (D F T ) uitgevoerd worden.
Structuurberekeningen van kobalt oxide clusters (CoxO+ : x = 3-6, y = 3-8) 
zijn gemaakt door de onderzoeksgroep onder leiding van Prof. Sh iv Khanna van 
V irg in ia Commonwealth University, en worden toegelicht in hoofdstuk 5. U it 
deze berekeningen b lijkt dat alle clusters (gedeeltelijk) antiferromagnetisch zijn, 
behalve Co6O+ dat een halfmetallische ferromagneet is. Deze berekeningen leveren 
ook wat inform atie over de magnetische staat van de clusters op, maar vanwege de 
moeilijkheden om magnetisme met D F T  te simuleren is dit niet altijd  betrouwbaar. 
Daarom  is het verstandig om deze waarden experimenteel te bekijken.
Hoofdstuk 6 laat dus de resultaten zien van de experimentele bepaling van 
de magnetisch momenten van zeldzame aardm etaal clusters, in het bijzonder van 
praseodymium, thulium , terbium  en holmium. Belangrijk om op te merken is dat 
deze clusters uit ander m ateriaal bestaan dan in het vorige hoofdstuk. D it komt 
van de ene kant omdat het m oeilijker is om de magnetische en electrische deflectie 
van m etaal oxide clusters experimenteel te meten vanwege hun hoge ionisatieni- 
veau en op de andere kant doordat de zeldzame aarden een unieke blik kunnen 
geven op de wisselwerking in kleine systemen, door hun sterk gelokaliseerde 4 ƒ  
elektronen. B ij deze metingen, die zijn uitgevoerd in het laboratorium  van Prof. 
W a lt de Heer van Georgia Institute of Technology, zijn er wat interessante feno­
menen waargenomen, inclusief een onverwachte temperatuursafhankelijkheid van 
praseodymium en thulium , waarbij het magnetisch moment stijgt met oplopende 
tem peratuur in een bepaald temperatuurgebied; een periodieke oscillatie van het 
magnetisch moment als functie van de grootte van terbium  en holmium clusters; 
en de ongevoeligheid voor een ladingsverschil (veroorzaakt door een permanent 
electrische dipoolmoment door een teogevoegd zuurstof atoom) in het magnetisch 
moment van terbium  clusters, terw ijl men wel een effect verwachtte omdat de in­
directe wisselwerking tussen de magnetische momenten tot stand komt door de 
gedelokaliseerd elektronen in het systeem.
De onverwachte tem peratuursafhankelijkheid komt overeen met eerder uitge­
voerde berekeningen aan het G d 13 cluster en wordt veroorzaakt door de com petitie 
tussen de naaste buren ferromagnetische en de naast-naaste buren antiferromag­
netische orientatie. D it effect komt door het oscillerende gedrag van de indirecte 
wisselwerking. Voorlopige berekeningen aan de structuur en het magnetisme van 
terbium  clusters zijn uitgevoerd door de onderzoeksgroep van Prof. O lle Eriks­
son van Uppsala University, en worden toegelicht in deel 6.5. Deze berekeningen 
kunnen de onverwachtte grote oscillaties reproduceren, zoals gezien in de magneti­
sche momenten van terbium  clusters (een fenomeen wat ook voorkomt in holmium 
clusters in d it onderzoek en in gadolinium clusters volgens de literatuur). De 
onafhankelijkheid van een ladingsverschil in het magnetisch moment van zuurstof- 
gedoteerde terbium  clusters is nog een open vraag en behoeft verder onderzoek in 
de toekomst.
Terw ijl het momenteel mogelijk is om met de nieuwe opstelling de elektronische
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structuur van clusters te meten met behulp van de velocity-map imaging techniek, 
worden er geen resultaten over elektronische eigenschappen in d it proefschrift ge­
presenteerd. D it is gepland voor toekomstige experimenten.
In  een toekomstige onderzoek moeten ook nog de magnetische momenten van 
de clusters van hoofdstuk 4 (IR -M P D  spectroscopy o f transition metal oxide clus­
ters) experimenteel gemeten worden en de vibrationele spectra van de clusters 
van hoofdstuk 6 (M agnetic and electric properties o f rare earth clusters), aange­
zien er op d it moment geen overlap is tussen de experimentele data van deze twee 
hoofdstukken. Ook zijn er slechts D F T  berekeningen uitgevoerd voor een beperkte 
aantal clusters die hier onderzocht zijn.
Twee van de meest veelbelovende experimenten die nog uitgevoerd moeten 
worden zijn de V M I in combinatie met ultrasnelle lasers, wat inhoudt dat men 
ultrasnelle spin dynam ica in kleine systemen kan onderzoeken, en het meten van 
een ferromagnetische resonantie in een cluster met behulp van wisselende magneti­
sche velden. D it zal uiteindelijk de studie van de licht-materie interactie, en in het 
bijzonder de overdracht van draaimoment op zeer korte tijdschaal, tot in details 
mogelijk maken.
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