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Abstract. A precise estimation of the computational complexity in Shor’s factoring algorithm under
the condition that the large integer we want to factorize is composed by the product of finite prime
numbers, is derived by the results related to number theory.
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1 Introduction
P.W.Shor proposed the algorithm to solve the factorization into prime factors within polynomial time by
using the quantum computer [1, 2]. See also [5], on the recent advances of the Shor’s factoring algorithm.
In his paper, the number of the computational steps was estimated. Through this paper, we consider
the case that we factorize n into finite prime numbers pi, (i = 1, · · · , k). We derive the precise estimation
of the number of the computational steps, and then we show our estimation is more precise than Shor’s
original one. Shor showed it is required at least N times to be performed correctly factorization algorithm
with the probability 1− ε or higher than it for any ε > 0, as follows
N ≥
log(1/ε)
αβ(1 − 1/2k−1)
(log2 n)
2, (1)
where α, β are independent constant numbers with respect to n = p1
e1p2
e2 . . . pk
ek . In this paper, we
improve the Shor’s estimation of N in the sense that our estimation is more precise than Shor’s one. By
putting pi−1 = 2
τiσi with odd numbers σi and τi ≥ 1, (i = 1, 2, . . . , k), τ
′ = min(τ1, . . . , τk), τ˜ =
∑k
i=1 τi,
we have for any ε > 0,
N ≥
log(1/ε)
αβ
(
1− 12k−1
2k−2+2kτ′
2τ˜
) (log2 n)2 . (2)
This paper is organaized as follows: In section 2, we will review the estimation by Shor to compare with
ours in the final section. In section 3, we show some results derived from number theory. In section 4,
we show a new estimation of the computational complexity in Shor’s factoring algorithm in the case that
arbitrary integer n is factorized into finite prime numbers pi, (i = 1, · · · , k), applying the results obtained
in the previous section. Finally in section 5, we discuss the relation between our estimation and Shor’s
one.
2 An original estimation by Shor
As mentioned in the above, we review the original estimation by Shor in the case that arbitrary integer
n is factorized into finite prime numbers pi, (i = 1, · · · , k). However, for simplicity, we review the Shor’s
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factoring algorithm in the case that arbitrary integer n is factorized into two prime numbers p and q in
the following manner.
1◦ Choose a number a from the set {1, . . . , n− 1}.
2◦ Calculate gcd(a, n).
3◦ If gcd(a, n) = 1, then go to the next step. Otherwise, go to the step 8◦.
4◦ Calculate the order r of the number a with respect to mod n. (This calculations depend on the
quantum computations.)
5◦ If r is even number, then go to the next step. Otherwise, go to the step 8◦.
6◦ Calculate p′ = gcd(ar/2 + 1, n) and q′ = gcd(ar/2 − 1, n).
7◦ If either p′ or q′ is equal to n, then the next step. Otherwise, these number p′ and q′ are the prime
number we seek.
8◦ Go to the step 1◦, and choose another a.
We denote the probability which succeeds in the factorization at the first try through the above
algorithm by PS . We need at least N times to find the prime number under the condition that PS ≥ 1−ε:
N ≥ log(1/ε)/PS . (3)
In order to evaluate the probability PS , we consider the following events:
• Aa : The event which can be obtained a satisfying a < n and gcd(a, n) = 1.
• Ar : The event which can be obtained the true order r by quantum computations.
• Ae : The event which the order r becomes even number.
• Af : The event which p
′ and q′ become prime numbers p and q we seek.
By using the above notations, the probability PS can be represented by
PS ≥ P (Ae ∩ Af | Aa ∩ Ar)P (Aa ∩ Ar) = P (Ae ∩Af | Aa ∩Ar)P (Aa)P (Ar). (4)
Therefore we evaluate three probability P (Ar), P (Aa) and P (Ae ∩ Af | Aa ∩ Ar). The event Ar is
equivalent to the event which obtains d satisfying d < r and gcd(d, r) = 1 so that we have P (Ar) = ϕ(r)/r
by the use of Euler’s function ϕ. Since it is known that for Euler constant γ
lim inf
r→∞
ϕ(r) log log r
r
= e−γ , (5)
we then have for sufficient large r,
P (Ar) =
ϕ(r)
r
≥
e−γ
log log r
≥
e−γ
log r
≥
e−γ
logn
=
e−γ log2 e
log2 n
=
α
log2 n
, (6)
where α is independent constant number with respect to n. Since P (Aa) = ϕ(n)/(n − 1), we similarly
have
P (Aa) ≥
β
log2 n
(7)
where β is independent constant number with respect to n.
Finally we note on the probability P (Ae ∩ Af | Aa ∩ Ar). In general, it is known that [3, 6] for n =
p1
e1p2
e2 . . . pk
ek with different prime numbers pi(i = 1, · · · , k), the order r given by quantum computer
is even number and
P (Ae ∩ Af | Aa ∩Ar) ≥ 1−
1
2k−1
. (8)
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(In the section 4, we precisely estimate this probability.) Now we can estimate the computational com-
plexity of Shor’s algorithm. Substituting Eq.(7),Eq.(6) and Eq.(8) into Eq.(4), the probability PS is
computed by
PS ≥
(
1−
1
2k−1
)
αβ
(log2 n)
2
. (9)
From Eq.(3), we also have for any ε > 0,
N ≥
log(1/ε)
αβ(1 − 1/2k−1)
(log2 n)
2. (10)
3 Lemmas in number theory
For the prime number p, we denote the field Z/pZ which all elements are invertible, by (Z/pZ)×. It is
well known [4] that the following relation holds∣∣{a ∈ (Z/pZ)×; rp = d}∣∣ = ϕ(d), (11)
where d | p− 1 and rp represents the order of a with respect to mod p. Then we have the following two
lemmas.
Lemma 3.1 For the number of the elements of (Z/pZ)×, we may write p− 1 = 2τσ for odd number σ
and τ ≥ 1. Then we have ∣∣{a ∈ (Z/pZ)×; rp : odd}∣∣ = σ (12)∣∣{a ∈ (Z/pZ)×; rp = 2ts (s : odd)}∣∣ = 2t−1σ, (13)
where t is a fixed number (t = 1, 2, · · · , τ).
(Proof) For rp = 2
ts with odd number s and t ≥ 0, the following equivalent relation holds
rp : odd, rp | p− 1⇐⇒ rp | σ. (14)
Since rp | p− 1 = 2
ts | 2τσ, we have t ≤ τ, s | σ, and then t = 0 by the fact that rp = 2
ts is odd number.
Therefore we have rp = s, and then we have rp | σ by s | σ. Conversely, if rp | σ, then rp is the divisor of
σ. Thus rp is odd number. Moreover, if rp | σ, then rp | p− 1, since p− 1 = 2
τσ. Thus we have∣∣{a ∈ (Z/pZ)×; rp : odd}∣∣ = ∑
rp|p−1, rp:odd
ϕ(rp)
=
∑
rp|σ
ϕ(rp)
= σ
In the case of rp = 2
ts, it holds the following equivalent relation
rp | p− 1⇐⇒ s | σ. (15)
Indeed, by assumption 1 ≤ t ≤ τ , if 2ts | 2τσ, then we have s | σ. Conversely s | σ implies s | 2τσ.
Therefore for a fixed number t in (1 ≤ t ≤ τ), we have∣∣{a ∈ (Z/pZ)×; rp = 2ts (s : odd)}∣∣ = ∑
rp|p−1, rp=2ts
ϕ(rp)
=
∑
s|σ
ϕ(2ts)
=
∑
s|σ
ϕ(2t)ϕ(s)
= ϕ(2t)
∑
s|σ
ϕ(s)
= 2t
(
1−
1
2
)
σ
= 2t−1σ
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Lemma 3.2 For n = p1
e1 . . . pk
ek with prime numbers pi, (i = 1, · · · , k), we may write pi − 1 = 2
τi with
odd numbers σi and τi ≥ 1. We denote the order of a with respect to mod n and mod pi by r and
rpi = 2
tpi spi , respectively. Then we have
∣∣{a ∈ (Z/nZ)×; r : odd}∣∣ = k∏
i=1
σpi , (16)
∣∣{a ∈ (Z/nZ)×; tp1 = · · · = tpk = l}∣∣ = 22(l−1)
k∏
i=1
σpi , (17)
where l is a fixed number such that 1 ≤ l ≤ min(τp1 , · · · , τpk).
(Proof) From Chinese Remainder Theorem, we have (Z/nZ)× ∼= (Z/p1Z)
×⊕ · · · ⊕ (Z/pkZ)
×. Then for
a ∈ (Z/nZ)×, we have
r = lcm{rp1 , · · · , rpk},
r : odd ⇐⇒ rp1 , · · · , rpk : odd,∣∣(Z/nZ)×∣∣ = ∣∣(Z/p1Z)×∣∣ · · · ∣∣(Z/pkZ)×∣∣ . (18)
Thus we have∣∣{a ∈ (Z/nZ)×; r : odd}∣∣ = ∣∣{a ∈ (Z/nZ)×; rp1 , · · · , rpk : odd}∣∣
=
∣∣{a ∈ (Z/p1Z)×; rp1 : odd}∣∣ · · · ∣∣{a ∈ (Z/pkZ)×; rpk : odd}∣∣
=
k∏
i=1
σpi .
Moreover, for a fixed l, we have∣∣{a ∈ (Z/nZ)×; tp1 = · · · = tpk = l}∣∣ = ∣∣{a ∈ (Z/nZ)×; tp1 = l}∣∣ · · · ∣∣{a ∈ (Z/nZ)×; tpk = l}∣∣
= 22(l−1)
k∏
i=1
σpi
Thanks to the above two lemmas, we have the following theorem.
Theorem 3.3 Define τ ′ ≡ min(τp1 , · · · , τpk) and τ˜
∑k
i=1 τpi . Then we have
∣∣{a ∈ (Z/nZ)×; tp1 = . . . = tpk}∣∣ = 2k − 2 + 2kτ
′
2k − 1
k∏
i=1
σpi (19)
and
|{a ∈ (Z/nZ)×; tp1 = . . . = tpk}|
|(Z/nZ)×|
=
1
2k − 1
2k − 2 + 2kτ
′
2τ˜
. (20)
(Proof) Applying Eq.(16) and Eq.(17), we have∣∣{a ∈ (Z/nZ)×; tp1 = . . . = tpk}∣∣
=
∣∣∣∣∣∣
τ ′⋃
l=0
{a ∈ (Z/nZ)×; tp1 = . . . = tpk = l}
∣∣∣∣∣∣
=
τ ′∑
l=0
∣∣{a ∈ (Z/nZ)×; tp1 = . . . = tpk = l}∣∣
4
=
∣∣{a ∈ (Z/nZ)×; tp1 = . . . = tpk = 0}∣∣+
τ ′∑
l=1
∣∣{a ∈ (Z/nZ)×; tp1 = . . . = tpk = l}∣∣
=
k∏
i=1
σpi +
τ ′∑
l=1
(
2k(l−1)
k∏
i=1
σpi
)
=
2k − 2 + 2kτ
′
2k − 1
k∏
i=1
σpi
which implies Eq.(19). In addition, since we have
∣∣(Z/nZ)×∣∣ = ∣∣(Z/p1Z)×∣∣ · · · ∣∣(Z/pkZ)×∣∣ = 2τ˜ k∏
i=1
σpi , (21)
we obtain Eq.(20) from Eq.(19).
4 A precise estimation of the comutational complexity
Lemma 4.1 For n = p1
e1 . . . pk
ek , with prime numbers pi, (i = 1, · · · , k), we set pi − 1 = 2
τiσi with odd
numbers σi, τi ≥ 1, τ
′ = min(τ1, . . . , τk) and τ˜ =
∑k
i=1 τi. Then we have
P (Ae ∩ Af | Aa ∩ Ar) = 1−
1
2k − 1
2k − 2 + 2kτ
′
2τ˜
. (22)
(Proof) We pay attention on the properties of the step 5◦ and 6◦ in the Shor’s factoring algorithm
presented in section 2 so that we have
P (Ae ∩Af | Aa ∩ Ar) = P
(
{r : even} ∩ {ar/2 6= ±1 (mod n)}
∣∣∣Aa ∩ Ar)
= P
(
{r : even} ∩ {ar/2 6= −1 (mod n)}
∣∣∣Aa ∩ Ar)
= 1− P
(
{r : odd} ∪ {ar/2 = −1 (mod n)}
∣∣∣Aa ∩ Ar) .
Here we denote the order of a with respect to mod n and mod pi by r = 2
ts and ri = 2
tisi, respectively.
Where t ≥ 1, ti ≥ 1 and s, si are odd numbers for i = 1, · · · , k. Then the probability P (Ae∩Af | Aa∩Ar)
is rewitten by
P (Ae ∩ Af | Aa ∩ Ar)
= 1− P
(
{r : odd} ∪
(
k⋂
i=1
{ar/2 = −1 (mod pi)}
)∣∣∣∣∣Aa ∩ Ar
)
= 1− P
(
{t1 = . . . = tk = 0} ∪
(
k⋂
i=1
{ti = t}
)∣∣∣∣∣Aa ∩ Ar
)
= 1− P (t1 = . . . = tk | Aa ∩ Ar) .
Thus we have Eq.(22) from Eq.(20).
Theorem 4.2 For n = p1
e1 . . . pk
ek , with prime numbers pi, (i = 1, · · · , k), we set pi − 1 = 2
τiσi with
odd numbers σi, τi ≥ 1, τ
′ = min(τ1, . . . , τk) and τ˜ =
∑k
i=1 τi. Then we have
PS ≥
(
1−
1
2k − 1
2k − 2 + 2kτ
′
2τ˜
)
αβ
(log2 n)
2 (23)
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and for any ε > 0,
N ≥
log(1/ε)
αβ
(
1− 12k−1
2k−2+2kτ′
2τ˜
) (log2 n)2 , (24)
where α and β does not depend on n.
(Proof) Applying Eq.(22) to Eq.(4) and Eq.(3), we have the present theorem.
5 Comparison of two estimations
As for Eq.(8) and Eq.(22), we have the following relation.
Proposition 5.1 For n = p1
e1 . . . pk
ek , with prime numbers pi, (i = 1, · · · , k), we set pi− 1 = 2
τiσi with
odd numbers σi, τi ≥ 1, τ
′ = min(τ1, . . . , τk) and τ˜ =
∑k
i=1 τi. Then we have
1−
1
2k − 1
2k − 2 + 2kτ
′
2τ˜
≥ 1−
1
2k−1
. (25)
The equality holds when τ1 = · · · = τk = 1.
(Prrof) Since
1
2k−1
−
1
2k − 1
2k − 2− 2kτ
′
2τ˜
≥
1
2k−1
−
1
2k − 1
2k − 2− 2kτ
′
2kτ ′
=
(
1
2k
−
1
2kτ ′
)(
1−
1
2k − 1
)
≥ 0
we have inequality. If τ1 = · · · = τk = 1, then we easily find the equality holds.
Note that Shor’s original estimation gives the greatest lower bound of the probability P (Ae ∩ Af |
Aa ∩ Ar) = 1−
1
2k−1
2k−2+2kτ
′
2τ˜
.
From now on, we consider the simple case n = pq, where p and q are prime numbers. We also set
p− 1 = 2τpσp and q− 1 = 2
τqσq where τp, τq ≥ 1 and σp and σq are odd numbers. By the Shor’s original
estimation, the probability is given by
P (Ae ∩ Af | Aa ∩ Ar) ≥
1
2
.
Moreover, by our precise estimation Eq.(22), the probability is given by
P (Ae ∩ Af | Aa ∩Ar) = 1−
1
3
2 + 22min(τp,τq)
2τp+τq
.
The figure 1 presents the relation among the probability P (Ae ∩Af | Aa ∩Ar), τp and τq. From this
figure, we find that the probability P (Ae ∩ Af | Aa ∩ Ar) takes a minimum value 1/2 when τp = τq = 1.
In general, the probability P (Ae ∩ Af | Aa ∩ Ar) takes small values when τp = τq and it is close to 1
when τp 6= τq. For the only case that n = pq, we can estimate the probability that the number a(< n)
satisfying gcd(a, n) = 1 is obtained.
Proposition 5.2 We suppose n = pq with two different prime numbers p and q. For sufficient large n
and any ε > 0, we have
P (Aa) =
ϕ(n)
n
≥
1
2
. (26)
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Figure 1: The relation among τp, τq and the probability P (Ae ∩ Af | Aa ∩Ar).
(Proof) Firstly we consider the case: n = pq. By Euler function, we have
ϕ(n)
n
=
(
1−
1
p
)(
1−
1
q
)
≥
(
1−
1
2
)(
1−
1
q
)
=
1
2
(
1−
1
q
)
.
By the similar way for q, we have
ϕ(n)
n
≥
1
2
(
1−
1
p
)
,
1
2
(
1−
1
q
)
.
Since we take the limit such as n → ∞ ⇐⇒ (p → ∞ or q → ∞), we then have for any ε and sufficient
large n,
ϕ(n)
n
>
1
2
− ε.
Secondly we consider the case n = 2q, then we have,
ϕ(n)
n
=
1
2
(
1−
1
q
)
.
Taking q →∞, we have
1
2
(
1−
1
q
)
−→
1
2
.
Therefore we have for any positive number ε,∣∣∣∣
{
ϕ(n)
n
∣∣∣ 1
2
− ε <
ϕ(n)
n
<
1
2
+ ε
}∣∣∣∣ =∞.
Thus we have
lim inf
n→∞
ϕ(n)
n
=
1
2
which implies Eq.(26) for sufficient large n.
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Corollary 5.3 We suppose n = pq with two different prime numbers p and q. Also we set p − 1 =
2τpσp, q− 1 = 2
τqσq and τ
′ = min(τp, τq), where σp and σq are odd numbers such that τp ≥ 1 and τq ≥ 1.
Then we have
PS ≥
α
2 log2 n
(
1−
1
3
2 + 22τ
′
2τp+τq
)
. (27)
Also we have for any ε > 0,
N ≥
2 log(1/ε)
α
(
1− 13
2+22τ′
2τp+τq
) log2 n. (28)
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