Database management systems (DBMSs) use a main memory area as a buffer to reduce the number of disk accesses performed by a transaction. Some DBMSs divide the buffer area into a number of independent buffer pools and each database object (table or index) is assigned to a specific buffer pool. The tasks of configuring the buffer pools, which define the mapping of database objects to buffer pools and setting a size for each of the buffer pools, are crucial for achieving optimal performance. In this paper we describe an automated approach to multiple buffer pool configuration. Our approach, called BPCluster, analyses the characteristics of a given workload and partitions objects into buffer pools according to their access patterns and inherent characteristics. Similar objects are grouped into the same buffer pool, thus separating those objects that may conflict. A size configuration for the multiple buffer pools is determined using a greedy algorithm that attempts to minimize the cost of a logical read. A set of experimental results validate the approach and show that the configurations suggested by BPCluster outperform naïve configurations and, in most cases, perform as well as configurations suggested by an experienced database administrator.
INTRODUCTION
The increased functionality of today's database management systems (DBMSs) may be good news for the consumer but not so for the database administrators (DBAs) responsible for configuring and tuning these complex systems. The increasing complexity of the DBMSs and their workloads means that manually managing the performance of a DBMS via direct adjustment of system parameters has become a difficult and time-consuming task. A self-tuning or an autonomic DBMS is one approach to solving this management problem [1] . Selftuning technology has been applied to several aspects of the management problem including index selection [2, 3] , materialized view selection [4] and memory management [5] [6] [7] .
The goal of our work is to apply self-tuning technology to an important aspect of the management problem, namely configuring the buffer area used by a DBMS. The buffer area is particularly important to system performance because effective use of the buffers can reduce the number of disk accesses performed by a transaction. Some DBMSs, for example DB2 TM,1 Universal Database (DB2 UDB) [8] , divide the buffer area into a number of independent subareas called buffer pools. Database objects are assigned to a specific buffer pool and page replacement is local to each buffer pool. In order to make effective use of the buffer pools the DBA must map the database objects to the buffer pools and choose an appropriate size for each buffer pool.
A simple example illustrates the importance of buffer pool configuration. Suppose we have a workload that includes several On-Line Transaction Processing (OLTP) transactions that use an index to locate individual tuples in a large customer table and a reporting transaction that performs a table scan of the customer table. If both the customer table and index are mapped to the same buffer pool then execution of the reporting transaction could cause the index pages to be replaced by table pages and therefore degrade the performance of the other transactions. If the customer table and index are mapped to separate buffer pools then the OLTP transactions are not affected by the reporting transaction.
The main contribution of the paper is a novel, autonomic and integrated approach to handling the two aspects of configuring multiple buffer pools in a DBMS, namely mapping database objects to buffer pools and then appropriately sizing the buffer pools. Our approach, which we call BPCluster, first uses data mining techniques to analyze and cluster performance data collected from the DBMS to characterize the activity on the various database objects for a given workload. The resulting clustering of the objects provides the mapping of objects to buffer pools. We then use a cost-based greedy algorithm to determine sizes for the buffer pools that maximize the throughput for the given workload. Our sizing algorithm, which seeks to minimize the average cost of a logical data access in the system, improves upon other available sizing algorithms that only consider hit rates by also factoring in the impact of the variable costs of the physical accesses. The results of the experiments presented later in the paper show that a DBMS configured with BPCluster consistently outperforms the default configuration and performs as well, or better, than a system configured by an expert DBA. BPCluster is, to the best of our knowledge, the first automated approach to handling both the mapping and sizing aspects of the multiple buffer pool configuration problem.
The remainder of the paper is structured as follows. Section 2 defines the buffer pool configuration problem. Section 3 describes related work. Section 4 outlines BPCluster, our automated approach to solving the problem. Section 5 demonstrates its effectiveness with a set of experiments conducted with an implementation of BPCluster for DB2 UDB and a typical OLTP workload. We compare the performance of buffer pool configurations determined by BPCluster with several manually defined configurations, specifically some naïve configurations and a configuration determined by an expert DBA. We claim that if the BPCluster configurations are shown to be superior to the naïve configurations and are as good as the expert configuration then we have provided strong support for the viability of our approach. Section 6 summarizes the paper.
THE PROBLEM
Given a set of database objects (tables and indexes) D and a buffer area of M pages, the buffer pool configuration problem is to define a set of buffer pools B, map each database object in D to one of the buffer pools in B and then to allocate the M pages from the buffer area among the buffer pools such that the desired performance goal is optimized. In our case we seek to maximize the system's transaction throughput.
Commercial DBMSs such as Oracle and DB2 UDB both provide multiple buffer pools, however, they provide little support for configuration. DB2 UDB allows users to create an unlimited number of general purpose buffer pools. The DBA is responsible for choosing the optimal number of buffer pools, sizing each correctly and for mapping database objects to buffer pools. Oracle provides two special purpose buffer pools, one for small objects that are frequently accessed (the Keep pool) and one for objects that are unlikely to be re-referenced (the Recycle pool). A third buffer pool, the default pool, holds all other objects. Although Oracle's special purpose buffer pools provide some general guidance to the DBA in terms of mapping objects to buffer pools, this support is not automated. The DBA must determine which objects should be assigned to the Keep and Recycle pools and determine an appropriate size for all buffer pools.
Because of this lack of support for buffer pool configuration, this task is left to the DBA. DBAs manually map D to B based on their experience and generally accepted 'rules of thumb' such as tables and indexes should be separated; large data tables should be separated from small frequently accessed tables and objects that are frequently updated should be separated from objects that are primarily read-only. In general, these rules try to separate objects with different access patterns into different buffer pools. DBAs then allocate pages to buffer pools based on their knowledge of the objects mapped to the buffer pools and the typical buffer occupancy of the objects.
We see that an automated solution to the buffer pool configuration problem is, therefore, based on one, or both, of the following techniques. The first technique is to capture DBA knowledge and expertise and then use it in a decisionmaking tool. The second technique is to represent DBA decision-making as an optimization problem and then formulate algorithms to solve that optimization problem. We use a combination of these two techniques in our approach described below.
RELATED WORK
While the notion of autonomic, or self-tuning DBMSs has existed in the database literature for a number of years [9] , it has recently begun to receive more attention because of new important applications like electronic commerce, which require embedded database servers. Self-tuning systems were identified as a significant research topic in the 1998 Asilomar report on database research [10] . Self-tuning concepts have been applied to problems such as index selection [2, 3, 11] , materialized view selection [1] and memory management [5-7, 9, 12, 13] . Chaudhuri and Weikum cite the need for self-tuning systems as an important reason to rethink current DBMS architectures [14] .
A popular architecture for autonomic computing systems is a feedback control loop consisting of four phases; process execution, monitoring, diagnosis and adaptation [1, 15] . This architecture is shown in Figure 1 . The system monitors its current performance by collecting various statistics and performance measures and compares past and present performance. If there has been a negative shift in performance, the problem is diagnosed using a set of rules and/or heuristics, a solution is adopted and the cycle is repeated.
DBMS vendors have accepted the concept of an autonomic DBMS as a viable approach to simplifying the task of managing their products and have now included self-tuning features in several areas of their products. Examples of selftuning features for configuration management include wizards to select indexes [16] [17] [18] and materialized views 488 P. Martin et al. [1, 19] . Self-tuning features for maintenance and monitoring include tools, such as DB2 UDB's Health Center [8] and Oracle's Manager Console [18] , which indicate potential performance problems and facilitate the collection and analysis of performance data, and tools that schedule necessary maintenance utilities. However, facilities that assist DBAs in buffer pool configuration are absent from current versions of commercial DBMSs. Our work on automatic buffer pool configuration represents one further step towards autonomic DBMSs. Our approach to the buffer pool configuration problem uses techniques from previous research on workload characterization in DBMSs. Clustering is a common technique used in workload characterization. For example, it has been used to identify transaction classes [20] and to perform load balancing [21] . Other studies have used page access traces to examine properties such as user access patterns [22] and buffer hit ratios [23] .
The buffer pool sizing problem has also been tackled by several researchers. Dynamic tuning [13] , the dynamic reconfiguration algorithm (DRF) [5] and fragment fencing [12] , which was later replaced by class fencing [24] , are proposed goal-oriented on-line buffer pool sizing algorithms. With a goal-oriented approach, the DBA specifies performance goals for each transaction class and the system decides how these goals should be achieved accordingly.
The goal of fragment fencing [12] and class fencing [24] techniques was to minimize the mean response time of a class with no specified goal while satisfying the goals of all other transactions. In these methods, the buffer pool is dynamically partitioned and dedicated to a class. When a class is found to be in violation of its goal, free pages from a global buffer are allocated to this class until the goal is met. Fragment fencing assumes that the buffer space and response time are directly proportional whereas class fencing only assumes proportionality between the miss rate and the response time.
Dynamic tuning [13] groups all database objects belonging to a transaction class into an individual buffer pool and assumes there is no data sharing among the transaction classes. To meet the specified transaction time goals, Dynamic tuning tunes the buffer pool sizes according to the relationship between buffer pool miss ratio and the response time of the transaction class. Data sharing was addressed in the DRF [5] . This approach tunes the buffer pool sizes to satisfy the response time goals based on the assumption that the average response time of a transaction class is directly proportional to the average data access time of the transaction instance of that class, while the average data access time is a function of the buffer pool size.
The drawback of previous goal-oriented approaches is the selection of reasonable goals for the transaction classes. These goals are often difficult to determine. BPCluster eliminates the need for user-specified goals and instead strives to optimize overall system performance.
BPCluster-AN AUTOMATED SOLUTION
BPCluster is an automated approach to solving the buffer pool configuration problem. It employs two main techniques. The first technique is a clustering analysis of the database objects that are described in terms of their properties and how they are used by the specific DBMS workload. This analysis produces a partitioning of the objects that defines the mapping of the objects to buffer pools. The second technique is a cost-based greedy algorithm that is used to determine the sizes of the buffer pools. The ultimate goal of BPCluster, in the case presented here, is to maximize the throughput of the DBMS. The technique can be tailored to other performance goals.
BPCluster includes the following steps:
(i) Feature extraction defines a feature vector for each database object. The features are obtained from the system catalog and from an object reference trace produced with a DBMS trace tool. (ii) Clustering partitions the objects into groups of similar objects based on the feature vectors. We say that two database objects are similar if they are either both tables or both indexes; are close in physical size; have comparable access patterns and reference behavior under the given workload; have comparable read versus update access frequencies. (iii) Sizing chooses an appropriate size for each of the buffer pools.
Feature extraction
Feature extraction in BPCluster involves describing each database object in terms of a set of features, or characteristics, relevant to how the object should be mapped to buffer pools. We call this set of characteristics the object's features vector, which is used in the clustering step of BPCluster. The features vector for each object includes the following eight attributes:
Sequential rate: total sequential access/object sequential access. Re-reference rate: total re-reference access/object rereference access. Random rate: total random access/object random access.
The size share and object type features are obtained from the system catalog. The remaining features, which describe the frequency of use (access share), read access frequency (read share), write access frequency (write share) and access patterns (sequential rate, re-reference rate and random rate), are obtained from a page access trace of an execution of the DBMS workload. All features are measured relative to totals during the trace period. For example, read share indicates number of read accesses to an object relative to the total number of read accesses on all objects.
Following a classification proposed by Dan et al. [23] we identify three types of object reference patterns:
Sequential-pages of an index or table are examined in sequential order. Re-reference-a subset of an index or table is referenced repeatedly within a single transaction. Random-a page is referenced once and then not used again.-Feature vectors are normalized prior to clustering. Xu et al. [20] describe the algorithms used to infer the access patterns from the traces.
Clustering the database objects
We experimented with several clustering algorithms, including the K-means, the partitioning around medoids and the divisive hierarchical algorithms [20] . The results for all the algorithms are similar and only the K-means algorithm is discussed here. To use the K-means algorithm, k, the number of clusters (or, in our case, buffer pools) must be known in advance. We have experimented with a number of different values for k. Automatically determining the optimal number of buffer pools is slated for future work. The K-means algorithm partitions a set of n objects into k clusters so that the intra-cluster similarity is high and the inter-cluster similarity is low. Cluster similarity is measured with respect to the mean value of the objects in a cluster, which can be viewed as the cluster's 'center of gravity'. We randomly select k objects (feature vectors) to initially serve as the cluster means. We then assign each of the remaining objects to the cluster to which it is the most similar, based on the distance between the object and the cluster mean using a weighted Euclidean distance. A new mean is then computed for each cluster. We iterate through these steps until the criterion function converges. We use the square error criterion function, which is
where x is the point in space representing the given object and m i is the mean of the cluster C i (both x and C are multidimensional). This criterion makes the resulting k clusters as compact and as separate as possible by minimizing the squared-error function. Suppose we wish to cluster n database objects, where each object has m features, then we can represent the data as an n by m matrix: The similarity among the objects described by the features vectors is then computed based on the distance between each pair of objects. We use a weighted Euclidean distance in order to control the importance of each feature to the clustering. To use the weighted Euclidean distance to calculate the distance between two objects, the attributes in the features vector are assigned a weight, w. The distance between two objects i and j, (d ij ) is defined as
The weight of an attribute determines the importance of the attribute to the buffer pool partitioning. In determining an appropriate weighting scheme, what is important is the relative weight of an attribute relative to the weight of the other attributes. We group the attributes into the following three groups and assign the same weight to attributes in a group:
(i) Read/write group includes the write share and read share attributes. (ii) Access pattern group includes the sequential rate, re-reference rate and random rate attributes. (iii) Constant group includes the size share and the object type, which have a constant role in clustering.
We consider three weight distributions in our experiments:
(1) Equal-weight scheme assigns the same weight to the read/write group and the access pattern group. (2) Heavy read/write scheme attributes in the read/write group are weighted more heavily than those in the access pattern group. (3) Heavy access pattern scheme attributes in the access pattern group are weighted more heavily than the attributes in the read/write group.
Attributes in the constant group are given a constant weight in all the experiments. 
Sizing the buffer pools
The task of sizing the buffer pools involves allocating the M buffer area pages among the N buffer pools such that performance is maximized. This is, in general, a complex constrained optimization problem where each buffer pool, BP i , must have a size 0 s i M, and M ¼ P N i¼1 s i . The set of all possible buffer pool size configurations comprises the buffer pool state space whose size can be calculated by
where d is the user-defined transferable number of buffer pages between two buffer pools to form a new buffer pool size configuration. If a total of 10,000 buffer pages is to be allocated among 4 buffer pools, the set of possible buffer pool states calculated with d of 1000 is 84. The search space rapidly grows when the number of buffer pools is increased, or if more memory is allocated to the buffer area. For example, if the size of the buffer pool increases to 100,000 pages, the set of possible buffer pool size configurations increases to 156,849. It is not unusual today for the total buffer pool size to be several gigabytes, resulting in a very large search space. Finding the optimal buffer pool size configuration by way of an exhaustive search is infeasible. The standard cost function used in most sizing approaches is based on hit rate, i.e. the fraction of logical reads (all data accesses) satisfied by the buffer pool cache without requiring a physical read (a disk access). Maximizing the hit rate minimizes the number of physical data accesses, which in turn maximizes throughput. We found, however, that hit rate is not necessarily the best choice for a cost function because the physical data accesses of different buffer pools may not be equal in cost. The cost of a physical data access is influenced by several factors including the type of access (sequential or random), the physical device involved, where the data are placed on the device and the load on the I/O system. We therefore focus on minimizing the average time for a logical data access, which takes into account both hit rate and physical data access cost. System throughput is inversely related to average logical access cost.
The overall system performance will be maximized when the weighted cost of all logical reads (WcostLR) is minimized. The system-wide cost of a logical read is calculated by averaging the cost of logical reads across all N buffer pools which is expressed as
where W i is the buffer access weight on BP i and costLR i is the average cost of a logical read on BP i . The buffer access weight (W i ) indicates the percentage of the total number of logical reads that are serviced by BP i . A lower WcostLR indicates a lower data access time, thus yielding a faster transaction response time. Under a given workload it is reasonable to assume the cost of a logical read is caused mainly by physical reads plus some extra cost (e) such as CPU time. Therefore, we have
where noLR i and noPR i represent the number of logical reads and number of physical reads on BP i respectively and costPR i indicates the cost of a physical read on BP i . From this equation, we obtain
Noting that noPR i /noLR i defines the buffer pool miss ratio, which can also be represented by (1 -HR i ) where HR i is the hit rate for BP i , we derive the following equation:
For a buffer pool that caches specific database objects, we assume that the cost to perform a physical read is fixed, namely, costPR i is a constant for a given buffer pool. Therefore, in the ideal case, the above equation represents a linear relationship between the buffer pool hit rate and the buffer pool costLR i of the form
where the slope k is ÀcostPR i , the intercept c is costPR i + e/noLR i , x represents HR i and f(x) represents costLR i .
To derive k and c, a curve-fitting technique is adopted. For each buffer pool BP i , two samplings for hit rate and costLR at two different buffer pool size configurations (S 1 and S 2 ) are taken. We then have
To estimate the hit rate, we use Belady's equation [25] . The goal, therefore, is to find an allocation that minimizes the cost of a logical read (WcostLR). Although many techniques such as linear programming [26] , Bayesian search algorithms [27] , grid search [28] , simulated annealing [29] , etc. could be used to solve this optimization problem, we found that a simple greedy algorithm provides an efficient and effective solution. The problem of determining WcostLR ultimately depends on determining the hit rates for the buffer pools (HR i ). Brown et al. [24] defined the Concavity theorem, which shows that the hit rate curve for database workloads is concave, and thus a greedy approach is guaranteed to converge to the optimal hit rate.
The greedy algorithm begins from an initial size allocation and then examines all adjacent allocations that can be 
The sizing algorithm is described in detail and validated elsewhere [30] . In that work we compare throughput estimates from sizing algorithms based on hit rates and on logical read cost with actual throughput performance for a wide range of buffer pool configurations. The experiments show that an approach based on logical read cost is more accurate than one based on hit rate and that our sizing algorithm is successful in finding a size allocation that comes very close to the maximum throughput for all configurations tested.
BPCluster EVALUATION
Our experiments are designed to test BPCluster under a variety of conditions. The effectiveness of BPCluster is evaluated by comparing the performance of configurations suggested by BPCluster with several manually defined configurations. We use three naïve configurations and one expert configuration. The naïve configurations include the DB2 UDB default configuration, which is a single buffer pool, a distributed configuration, which maps each database object to its own buffer pool, and a random configuration, which randomly maps the objects to one of three buffer pools. The expert configuration was derived by a DBA who followed general guidelines and rules of thumb for configuration. The sizing in all cases (with the exception of the default configuration) was determined using our sizing algorithm described earlier.
All other DBMS parameter settings are the same for all the experiments.
Workloads
The benefit derived from separating database objects into multiple buffer pools is dependent upon the characteristics of the workload. Workloads comprising queries with diverse access patterns will derive a greater benefit from multiple buffer pools than workloads that are homogeneous in nature. Multiple buffer pools are typically used to separate objects with conflicting access patterns. For instance, by separating smaller items that are frequently re-referenced from those that are randomly accessed, or from an object that is primarily scanned, the frequently accessed data are guaranteed to remain in memory.
Two types of workloads were used to test our approach; a typical OLTP workload and several variations of a custom workload designed to test specific features of BPCluster. Although buffer pool usage is crucial to both OLTP and Decision Support System (DSS) workloads, it is OLTP workloads that typically derive the greater benefit from clustering objects and sizing buffer pools appropriately. OLTP workloads typically contain a high degree of object re-reference. Such a workload will benefit from isolating frequently used items and ensuring that these items remain in memory. A DSS workload typically consists of large table scans, joins and sorts. These operations benefit from larger buffer pools, thus sizing is important, but there is little benefit gained by separating objects into multiple buffer pools. We therefore focus on OLTP workloads for our experimentation.
Typical OLTP. A typical multi-client OLTP workload was simulated using a TPC-C like application [31] . The database schema from the TPC-C benchmark is composed of nine relations; warehouse, district, item, order, stock, order_line, new_order, customer and history. The TPC-C workload simulates the activities of a wholesale supplier and includes five order-entry type transactions as follows:
New order. The new order transaction consists of entering a complete order. Payment. This transaction updates the customer's balance in the customer table and reflects the payment on the district and warehouse sales statistics. Order status. The order status transaction queries the status of a customer's last order. Delivery. This transaction consists of processing a batch of 10 new orders. Stock level. The stock level transaction determines the number of recently sold items that have a stock level below a specified threshold.
Clients issue the transactions against the database. The relative transaction frequencies are as specified in the benchmark.
Custom workload. The custom workload is derived from five basic queries that access a subset of the tables used for the typical OLTP workload. The characteristics of the queries are outlined in Table 1 . This table indicates whether the query is predominately read or write, the predominant access pattern (sequential, random or re-reference) and the expected hit rate (high or low) for the query given optimal buffer pool configurations. The basic queries include the following:
Query_SRR. This query accesses the warehouse table sequentially, retrieving all the records in the table. The amount
of data accessed is small and it is expected that this data would be kept in main memory for best performance. In terms of access pattern, this query is classified as both sequential, due to the nature of the data access, and re-reference because once in memory, this data will be accessed multiple times within a short period of time. Query_S. This query sequentially accesses a significant portion of the item index. The data accessed by this query are large and are unable to reside in main memory, thus the expected hit rate for this query will be low in all circumstances. This query is classified as having a sequential access pattern. Query_RR. This query references a 'hot set' of data from the stock table, thus the same pages are re-referenced when the query is run repeatedly. The dataset is small enough to remain in memory. The access pattern for this query is classified as re-reference. Query_Ran. This query selects random data items from the customer table. Due to the large size of the customer table, and the randomness of the query, it is expected that the hit rate for this query will be low. This query constitutes a random access pattern. Query_Insert. This query inserts a new row into the history table.
BPCluster separates objects based on their I/O characteristics as well as the predominant data access pattern. By combining these basic queries, each with well-understood, heterogeneous characteristics, we create a simple custom workload that is used to demonstrate that BPCluster correctly identifies the predominant access type for each object and to demonstrate the effectiveness of separating objects with conflicting access behaviors into different buffer pools.
We study the sensitivity of BPCluster by varying two parameters; the predominant access pattern and the I/O pattern. For access pattern, we consider three workloads; heavy sequential access, heavy random access and heavy rereference access. For I/O pattern we consider a read-only workload, a write-only workload and a 60/40 percent mix of read/write queries. The frequency (as a percentage of the total) of each query type present in each of these workloads is shown in Table 2 . The write-only workload consists of three Query_Insert queries which insert data into three replicated history tables, hist_d1, hist_d2 and hist_d2.
Experimental environment
The performance of BPCluster was evaluated using two different computing environments; one for the typical OLTP workload and one for the custom workload. The characteristics of each environment are outlined in Table 3 . The main difference between the two environments is the scale; the OLTP workload was run on a large-scale system while the custom workload was run on a small-scale system in order to test that our approach works under different test conditions. The total amount of buffer area for the custom workload is, therefore, significantly reduced, reflecting the difference in the database size.
We describe the results for cases involving three buffer pools. The results for four buffer pool configurations are similar and are reported in [20] . We call the three buffer Automated Configuration of Multiple Buffer Pools 493 pools BP1, BP2, and BP3 respectively. System catalog tables and temporary tables are stored in a separate buffer pool that is not considered in the configuration process. For each configuration, the workload was run for 5 min in order to allow it to stabilize. The performance was monitored over the next 10 min and these data were used to calculate the above metrics. All experiments were repeated 10 times and the average taken. A one way analysis of variance was adopted to analyze the results and ensure that all reported performance differences are statistically significant.
Evaluation criteria
Performance is measured in terms of average time for a logical read, throughput [transactions per minute (TPM)] and the percentage of physical reads. Increased performance for a given workload is indicated by a decrease in the average time required for a logical read, a drop in the percentage of physical reads and an increase in throughput. We expect that the configurations proposed by BPCluster will outperform the default configuration, the distributed configuration and the random configuration. We consider our approach validated if the performance of the BPCluster configuration is close to, or surpasses, that of the expert configuration. We compare the impact of the configuration on the following system-wide performance metrics:
Weighted cost for a logical read-measure of the time required for a logical read over all N buffer pools. Calculated as WcostLR ¼ P N i¼1 ðW i · costLR i Þ, where W i is the buffer access weight on BP i and costLR i is the average cost of a logical read on BP i . The buffer access weight (W i ) indicates the percentage of the total number of logical reads that are serviced by BP i .
Transactions per minute-In the typical OLTP workload, like TPC-C, TPM represents the number of 'New Order' transactions completed per minute during the sampling time. Note that although we present the typical TPM (TPM-C) as in the TPC-C specification, the results presented here are in no way representative of actual TPC-C results for the configuration described and should not be interpreted as such. In the custom workload, TPM represents the total number of transactions completed per minute during the sampling period. Percentage of physical reads (% PR)-calculated as (#physical_reads/#logical_reads) · 100.
Manual configurations and clustering

Typical OLTP
The manual configurations for the typical OLTP workload are shown in Table 4 . The expert configuration was performed by our laboratory's DBA. The warehouse, item and district objects (small, frequently accessed tables and indexes which should remain in memory for best performance) are grouped into one buffer pool while the remaining objects are grouped into two buffer pools, one for data tables and the other for indexes. The sizing of the buffer pools for all manual configurations was determined using our sizing algorithm described earlier. Table 5 shows the clustering obtained for the typical OLTP workload with each of the three weighting schemes. In both the equal-weight and the heavy access pattern schemes, BPCluster separates all of the data objects into a single buffer pool and divides the indexes between the two other buffer pools. These schemes therefore successfully separate data and index objects, which is one of the key rules of thumb used by DBAs. The equal-weight scheme divides the indexes into two groups: those in BP1 are lightly accessed (the values for both read/write share and access patterns are low) and those in BP2 are more heavily accessed. In the heavy read/write scheme more emphasis is placed on the read/ write share values. The only index with a high read/write share, stock_i, is separated into its own buffer pool. The heavy access pattern scheme separates out objects that have high rates of re-reference, sequential and random reference, namely stock_d, stock_i, orline_d, orline_i and item_i. The remaining objects are grouped together in a separate buffer pool. The algorithm further separates the data from the indexes of the highly referenced objects putting stock_i, item_i and orline_i into one buffer pool and stock_d and orline_d into another.
Custom workload
The manual configurations for the custom workloads are shown in Table 6 . The goal of the expert configuration was to reduce physical reads on those tables deemed small enough to keep in main memory. The expert configuration places the warehouse table in BP1, the stock data and index objects in BP2 and the other tables, for which we expect little to no advantage in keeping the data in memory, in BP3. Tables 7 and 8 show the clustering obtained for all variations of the custom workload. The heavy access pattern Table 7 . For the workload dominated by sequential access, BPCluster places the sequentially accessed tables, warehouse_d and item_i in BP1, the rereferenced objects, stock_d and stock_i in BP2 and the remaining tables in BP3. In the workload dominated by random accesses, BPCluster places the warehouse table in BP1, cust_i and cust_d, the objects with the majority of random accesses, in BP2, and the remaining tables in BP3.
In the final case, in the workload dominated by re-reference accesses, BPCluster places the stock_d and stock_i tables, which are both heavily re-referenced, into BP1, and places the remaining data objects in BP2 and the index objects in BP3.
The heavy read/write weighting scheme was used for the varied I/O pattern workloads shown in Table 8 . For the read-only and the read/write (60/40) mixture workloads, BPCluster places the two tables with the highest percentage of logical reads, warehouse and stock_d, in BP1 and separates the remaining tables by object type, namely data or index. For the write-only workload, BPCluster clusters all objects into a single buffer pool. Figures 2-4 show the performance results achieved by DB2 UDB for our typical OLTP workload when the buffer pools were configured with each of the configurations in Tables 4  and 5 . Figure 2 shows the TPM performance. Figure 3 shows the percentage of physical reads. Figure 4 shows the weighted cost for a logical read.
Experimental results
Typical OLTP
The results show that the BPCluster and the expert configurations are superior to all naïve configurations with respect to all three evaluation criteria. Not surprisingly, we see that it is worthwhile, especially with respect to TPM, to tune the buffer area of a system instead of relying on an 'outof-the-box' configuration. We also see that the BPCluster configurations yield performance that is at least as good as the performance obtained with the expert configuration. In fact, all three BPCluster configurations provided superior TPM performance than the expert configuration.
Custom workload
For the custom workload we show results for the percentage of physical reads. The patterns for throughput and weighted cost for a logical read are similar to those shown for percentage of physical reads. Figure 5 shows the percentage of physical reads for each of the configurations for the custom workload when the access pattern is varied. In all cases, the BPCluster configuration outperforms the random, the distributed and the expert configurations. In two cases, the heavy sequential access workload and the heavy re-reference workload, the default (single buffer pool) outperforms all multiple buffer pool configurations. Table 9 shows a breakdown of the percentage of physical reads per database object for each of the BPCluster configurations for the custom workloads. The results for the access pattern variations of the custom workloads show that in most cases (with the exception of the heavy random access pattern), the physical reads for the stock and the warehouse objects were reduced to zero. Thus, the BPCluster configuration was successful in isolating frequently used data that could be maintained in memory. It is interesting to note that our expert configuration performed poorly in all cases. The goal of the expert configuration was based on general knowledge of the basic queries. The goal was to keep data that would be frequently reused in memory by isolating these tables in separate buffer pools. Examination of the number of physical reads for each of the tables indicated that this goal was met, that is the number of physical reads on the stock_d and the warehouse_d objects were reduced to zero in all cases. The expert configuration, however, resulted in a greater percentage of physical reads to the item index thus causing a decrease in the overall performance. Figure 6 shows the percentage of physical reads for each of the configurations for each of the custom workload variations when the amount of I/O is varied. There is little variation in the percentage of physical reads, however it is interesting to note that the BPCluster configuration performs as well as the other configurations. warehouse_d  0  0  2  0  0  0  stock_d  0  0  13  0  0  0  stock_i  0  0  2  0  0  0  cust_d  97  99  99  98  99  0  cust_i  58  35  5  5  4  0  item_i  83  85  83  23 
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If we further examine the pattern of physical reads for the I/O varied workloads (Table 9) , we see that in all cases, the BPCluster configuration reduces the number of physical reads on the warehouse and the stock tables to zero, thus following the goals of the expert DBA in keeping data with a high probability of reuse in memory.
We have experimented with different numbers of database objects to test the effectiveness of BPCluster. The results presented in this paper illustrate that BPCluster is effective when there are few objects in the database (the custom workloads use only 7 database objects). The typical OLTP workload demonstrates BPCluster's effectiveness with 16 database objects. Similar results have been obtained for databases with up to 28 database objects.
Based on the results of our experimentation, we can conclude that, for our test environments, our automated approach to mapping and sizing multiple buffer pools has met the criteria for success that we established at the beginning of the paper, namely that it should produce configurations that do better than naïve configurations and as well as expert ones. Given that our test environments have many similarities with real OLTP systems, we are confident of the validity of our approach for a meaningful range of systems.
CONCLUSIONS AND FUTURE WORK
The increasing complexity of DBMSs and their workloads means that manually managing the performance of a DBMS is becoming a daunting task, even for expert DBAs. A self-tuning or autonomic DBMS is one approach to solving this management problem. In the paper we described work that applies self-tuning technology to an important aspect of the management problem, namely configuring the buffer area used by a DBMS. The main contribution of the paper is an automated approach to two problems; mapping database objects to multiple buffer pools and sizing the buffer pools appropriately. Our approach, which we call BPCluster, analyzes performance data from a system, clusters database objects into groups that can be assigned to buffer pools and then determines appropriate sizes for each of the buffer pools using a cost-based greedy algorithm.
We confirm the validity of our approach by comparing configurations produced by BPCluster for a variety of workloads with several naïve configurations, including the system default, and with a configuration produced by an expert DBA. We examined system performance in terms of three relevant criteria, namely TPM, percentage of physical reads and weighted logical read time. We found that, with respect to all three criteria, the BPCluster configurations produced superior performance compared with all the naïve configurations. We also found that, with respect to all three criteria, the BPCluster configurations produced performance as good as, or better than, the expert configuration. The results indicate that the effect of using multiple buffer pools is greater in a larger experimental setup where disk contention is lessened and the buffer pool size is larger. In this environment, we see more significant benefits to configuring and using multiple buffer pools. Nonetheless, our results show that even in a smaller environment, our approach yields performance that is comparable to that of an expert DBA and better than a naïve configuration. We are confident of the validity of our approach for a meaningful range of systems and workloads.
Our work provides a solution to one aspect of the important problem of managing large and complex DBMSs. It also contributes to the eventual development of self-tuning or autonomic DBMSs by defining and validating self-tuning technology for configuring the DBMS buffer area. We are currently working on a truly dynamic implementation of our approach within the open source DBMS, PostgreSQL [32] , which uses the notion of a feedback loop as shown in Figure 1 . An internal statistics collector monitors and stores the performance data periodically. These statistics are used to detect changes in the data access time or variations from the typical access patterns. The system recognizes changes in workload patterns and determines whether or not the system will benefit from re-clustering and/or resizing. If so, the reconfiguration is done automatically.
Another problem we are considering is how to automatically determine the appropriate number of buffer pools given a particular workload and system configuration. Currently we assume that the optimal number of buffer pools is known prior to clustering. Although there is no general theoretical solution to finding the optimal number of clusters for any given dataset, future work will examine the use of alternative clustering techniques [33] that may lead to a better clustering solution, and/or a good estimate of the optimal number of buffer pools.
Effective use of the buffer cache in a DBMS is critical to achieve and to maintain optimal performance. Today's ever changing workloads present new challenges to the DBA who must manually monitor and tune the buffer pool resources. Often system performance suffers during a certain time period because a shift in the workload goes unnoticed, or because a system shutdown is required to adjust the resources. A transparent buffer management system, i.e. one that recognizes shifts in access pattern and responds with a new configuration and/or recognizes the need to adjust the size of the buffer pools, will provide optimal performance in the face of changing conditions without human intervention.
