We give explicit non-recursive formulas to compute the Josephus-numbers j (n; 2; i) and j (n; 3; i) and explicit upper and lower bounds for j (n; k; i) (where k 4) which di er by 2k ?2 (for k = 4 the bounds are even better). Furthermore we present a new fast algorithm to calculate j (n; k; i) which is based upon the mentioned bounds.
Introduction
The Josephus problem in its original form goes back to the Roman historian Flavius Josephus (see 3] ). In the Romano-Jewish con ict of 67 A. D., the Romans took the town Jotapata which Josephus was commanding. He and 40 companions escaped and were trapped in a cave. Fearing capture they decided to kill themselves. Josephus and a friend did not agree with that proposal but were afraid to be open in their opposition. So they suggested that they should arrange them in a circle and that counting around the circle in the same sense all the time, every third man should be killed until there was only one survivor who would kill himself. By choosing the position 31 and 16 in the circle, Josephus and his companion saved their lives. (How Josephus became Roman historian is another interesting story.)
Let us x some notations in order to describe this problem generally. We number the n positions in the circle by 0; 1; 2; : : : ; n ? 1 and start counting at number 0. Then every kth element is removed. We de ne j(n; k; i); (n 1; k 1; 1 i n); to be the number of the ith element which is removed by the process described above (see the example in Figure 1 ). : : : n ? 1 j(n; k; 1) j(n; k; 2) j(n; k; 3) : : : j(n; k; n) ! is investigated. In 7] a recursion formula for j(n; k; n) is derived (there is some di erence to our notation) and also some congruence properties of the Josephus numbers. In 2] a recursive algorithm is given to calculate the function j and to solve the equation j(n; k; i) = l for i when n and k are given. In 1] an interpretation of the Josephus problem is given in terms of the representation of rational numbers over the rational base k k?1 . Note that the rational number k k?1 plays an important role also in this work.
However, no explicit formula for the function j is known. It is the aim of this article to give explicit (non-recursive) upper and lower bounds for the value of j(n; k; i). These bounds coincide in case k = 2, k = 3 (and hence this yields an explicit formula in the mentioned cases) and in the case k = 4 at least the so called collapsing numbers are determined exactly such that the resulting formula is exact in most cases (however it may happen, that upper and lower bound di er by 1). For k 5 the upper and the lower bound di er by 2k ? 2 such that at least for circles larger than n = 2k ? 2 we can say who is not the ith element to be removed. In Section 6 we also present a new algorithm to compute j(n; k; l) for general n; k; l which is based upon the formulas for the mentioned bounds. A function f(n 1 ; : : : ; n k ) is said to be explicit in n i if for any xed n j , j 6 = i, the function n i 7 ! f(n 1 ; : : : ; n k ) is explicit.
This de nition su ces for our purposes since it contains also constructions like f(n) = max(g(n); h(n)), f(n) = Round(g(n)) or
as one easily can see. But in general a larger class is used to treat other types of di erence equations (see e.g. 4] ). An example is the well-known explicit formula f(n) = Round(a n ) with = lim ). In both cases the expense increases with the index j for which one wants to know f(j).
2 A recursive formula for j(n; k; i)
A special case of the following formula may be found e.g. in 7] . However we will give a much simpler proof.
Theorem 1 For the josephus function j(n; k; i) the following recursion holds j(n + 1; k; i + 1) = (k + j(n; k; i)) mod(n + 1); (n 1; k 1; 1 i n) (1) with initial value j(n; k; 1) = (k ? 1) mod n; (n 1; k 1): (2) Remark: By \a mod b" we mean the non-negative integer remainder of the division of a by b.
Proof: The formula (2) follows directly from the de nition. To see (1) we proceed by induction. Suppose, we know the value of j(n; k; i) =: g. Hence, if we start counting at number 0, the ith member removed is number g. Now consider j(n + 1; k; i + 1). Because of j(n + 1; k; 1) = (k ? 1) mod(n + 1), in the rst step number (k ? 1) mod(n + 1) is removed and for the second step we start counting at number k. Therefore the problem is to nd the ith member which is removed (after removing (k ? 1) mod(n + 1)) when we start counting at number k. But this is (g + k) mod(n + 1). So, we get (1). 2 3 A recursive formula for the collapsing numbers c m
Consider for xed k > 1 and l 0 and for variable n > l the recursive formula j(n + 1; k; n + 1 ? l) = (k + j(n; k; n ? l)) mod(n + 1) with j(n; k; 1) = (k ? 1) mod n.
De nition If j(n; k; n ? l) k ? 2 we call n a collapsing number, otherwise we call n regular.
The reason for this terminology is that regular numbers n are characterized by the property that j(n; k; n ? l) = j(n ? 1; k; n ? l ? 1) + k if the right hand side exists. We claim that for the rst collapsing number c 1 there holds
where d e denotes the closest integer number greater or equal the real number . To verify formula (3) we consider two cases. 
To see this, we consider again the following two cases: 
It will be convenient to write the formula for c m+1 in the form 
The following 
k-2 -k+2 0 Table 1 Summary: Starting with (3) and (4) we can recursively compute the sequences c m , d m and m (using either Table 1 or the formulas (6){(9)). Then j(n; k; n ? l) is given by (5) . Proof 
Proof: 1.
Step: By induction we get from (8) Hence from Lemma 1 it follows that m+1 = k ? 2. Furthermore we claim that j = 0 for j > m+1. In fact, if j is the rst non-zero coe cient after m+1 , then j < 0 by (19). We replace j by~ j = j + 1 and j+1 by~ j+1 = j+1 ? 1 without violating (18) ].
5 Some special cases
In this section we consider the cases when k equals 2, 3 or 4 and the case when k 5. The case when k equals 2 is very easy and we will give di erent explicit (in n and i) formulas to calculate j(n; 2; i). For k equals 3, we will give an explicit (in n) formula to calculate j(n; 3; i). If k equals 4, although we can calculate the collapsing numbers c m precisely, the corresponding explicit formula gives only an approximation|(n; 4; i) having the property that j(n; 4; i) 2 f|(n; 4; i);|(n; 4; i) + 1g. In general for k 5 we obtain j(n; k; i) 2 f|(n; k; i); : : : ;|(n; k; i) + 2k ? 2g.
The case when k equals 2: (ii) Analogue to (i).
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The case when k equals 3:
with e m = ( = 0 and|(n; k; n ? l) := k(n ?c m ) +d m then we have that j(n; k; n ? l) 2 f|(n; k; n ? l); : : : ;|(n; k; n ? l) + 2k ? 2g (the discussion of the case n =c m is left to the reader). Thus if n > 2k ? 2 we can say at least which is not the ith position to be removed. 6 An algorithm to compute j(n; k; i) for k 4
The problem in the previous section was to compute (for given n and k 4 
