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Resumen
El resultado esperado de este trabajo final de grado es obtener un sistema de gestio´n del
estado de energ´ıa de las ma´quinas del entorno de trabajo de la Facultad de Informa´tica de
Barcelona (FIB). Este sistema pretende que las ma´quinas este´n encendidas solo el tiempo
necesario y que as´ı el consumo de energ´ıa en la empresa se reduzca.
Los objetivos de este proyecto son crear las herramientas para optimizar el tiempo de
encendido de las ma´quinas, ofrecer un modo de acceso a los usuarios para que puedan
gestionar el estado de energ´ıa de sus estaciones de trabajo de forma flexible, adema´s de
permitir programar acciones automa´ticas y finalmente que el uso del sistema sea simple e
intuitivo.
Para conseguir estos objetivos se ha implementado un sistema que se ha dividido en tres
componentes. El primero ha sido un motor (back-end) que se encarga de ejecutar las tareas
que procesan las configuraciones de los usuarios. Tambie´n se encarga de gestionar todos los
datos y los expone a trave´s de una API REST a la que acceden el resto de componentes.
El segundo es una aplicacio´n web (front-end) que ofrece a los usuarios un me´todo para
interactuar directamente con el sistema. En ella los usuarios podra´n configurar sus ma´quinas
y ejecutar acciones de forma manual. En tercer lugar, se implementa un cliente para Windows,
que es el sistema operativo soportado, que permite al motor comunicarse con la ma´quina.
El proyecto empezo´ en octubre de 2014 y su desarrollo ha acabado con la implantacio´n
del sistema en junio de 2015.
Este TFG, en modalidad B, se ha realizado en la empresa InLab FIB, con Manel Rode-
ro como director y con Josep Casanovas como ponente de la Facultad de Informa´tica de
Barcelona.
Resum
El resultat que s’espera d’aquest treball final de grau e´s desenvolupar un sistema de gestio´
de l’estat d’energia de les ma`quines de l’entorn de treball de la Facultat d’Informa`tica de
Barcelona (FIB). Aquest sistema prete´n aconseguir que les ma`quines estiguin enceses nome´s
el temps necessari i aix´ı reduir el consum d’energia de l’empresa.
Els objectius d’aquest projecte so´n crear les eines per optimitzar el temps d’ence`s de les
ma`quines, oferir un mode d’acce´s als usuaris per tal que aquests puguin gestionar l’estat
d’energia de les seves estacions de treball de forma flexible, a me´s de permetre programar
accions automa`tiques i, finalment, que l’u´s del sistema sigui simple i intu¨ıtiu.
Per aconseguir aquests objectius s’ha implementat un sistema que s’ha dividit en tres
components. El primer ha estat un motor (back-end) que s’encarrega d’executar les tasques
que processen les configuracions dels usuaris. Tambe´ s’encarrega de gestionar totes les dades i
els exposa a trave´s d’una API REST a la qual accedeixen la resta de components. El segon e´s
una aplicacio´ web (front-end) que ofereix als usuaris un me`tode per interactuar directament
amb el sistema. En aquesta aplicacio´ web, els usuaris podran configurar les seves ma`quines i
executar accions de forma manual. En tercer lloc, s’implementa un client per Windows, que
e´s el sistema operatiu suportat, que permet al motor comunicar-se amb la ma`quina.
El projecte va comenc¸ar a l’octubre de 2014 i el seu desenvolupament finalitzat amb la
implantacio´ del sistema al juny de 2015.
Aquest TFG, en modalitat B, s’ha realitzat en l’empresa InLab FIB, amb Manel Rodero com
a director i amb Josep Casanovas com a ponent de la Facultat d’Informa`tica de Barcelona.
Abstract
The expected outcome of this final degree project is an energy management system for
the computers of the working environment in Barcelona School of Informatics (FIB). This
system aims to ensure that computers are turned on only when needed, reducing the energy
consumption of the company.
The goals of this project are creating tools to optimize the uptime of the machines,
providing the users with a way to manage the power state of their workstations and allowing
the schedule of automatic actions, all this with a system easy and intuitive to use.
To achieve these objectives we have implemented a system which has been divided in three
components. The first component is a motor (back-end) responsible for implementing the
tasks that process the user settings. It also manages the data and its access through a REST
API that other components use. The second is a Web application (front-end) that offers
users a way to interact directly with the system so that they can configure their machines
and run actions manually. Finally, a client for Windows, the operating system supported,
allowing the engine to communicate with the machine.
The project started in October 2014 and its development has ended with the implemen-
tation of the system in June 2015.
The TFG, in mode B, was made in the company InLab FIB with Manel Rodero as director
and Josep Casanovas as speaker of the Barcelona School of Informatics.
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1. Introduccio´n
1.1. Formulacio´n del problema
En el sector de las TIC esta en auge el intere´s por reducir el consumo energe´tico de los
sistemas informa´ticos con la finalidad de disminuir el impacto ecolo´gico que e´stos generan.
Un ejemplo de esta evolucio´n lo podemos encontrar en la reciente aparicio´n de la lista
Green500 [1], cuya motivacio´n es medir el rendimiento de los supercomputadores usando
otros para´metros ma´s alla´ de la velocidad, como por ejemplo, el nu´mero de ca´lculos por
vatio. Este patro´n se puede ver tambie´n en la nueva gama de procesadores Core M de Intel
que no esta´n orientados al rendimiento sino a proporcionar un bajo consumo.
Dentro de la propia UPC se esta´ llevando a cabo un plan de ahorro energe´tico [2]. Con este
programa la universidad aprovecha su capacidad de llegar a un gran pu´blico de diferentes
a´mbitos te´cnicos y promueve entre los centros el avance en este marco. Para tener e´xito con
esta iniciativa se han impulsado proyectos de optimizacio´n energe´tica (POE), inversiones en
eficiencia energe´tica y un sistema de monitorizacio´n [3] entre otras acciones.
Aprovechando la oportunidad, en InLab FIB se ha creado un proyecto con el objetivo de
resolver algunos problemas en el contexto energe´tico que se han encontrado en el entorno
de trabajo de la FIB. Uno de los problemas son las ma´quinas que se quedan encendidas
toda la noche de manera innecesaria. El segundo problema esta´ asociado con el personal
que realiza teletrabajo y tienen que dejar sus ma´quinas encendidas porque no existe ningu´n
me´todo para su encendido remoto.
1.2. Stakeholders
En este proyecto tenemos identificados 5 stakeholders diferentes. Los podemos dividir en
dos grupos: interesados durante desarrollo y interesados por el resultado.
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1.2.1. Interesados durante el desarrollo
1.2.1.1. Desarrolladores
Los desarrolladores del proyecto son unos de los principales actores interesados, ya que
esta´n implicados en todo el proceso y directamente interesados en la evolucio´n del desarrollo.
En este caso concreto, el equipo de desarrolladores esta formado por un u´nico estudiante, el
autor de este documento.
1.2.1.2. Director
El director del proyecto tambie´n tiene intere´s en la correcta realizacio´n del proyecto y
se implicara´ durante todo el proceso. Su voluntad estara´ en guiar y supervisar el trabajo
hecho por los desarrolladores. El director de este proyecto es Manel Rodero, administrador
de sistemas TI en InLab FIB.
1.2.1.3. Ponente
Como el director, el ponente tambie´n tiene intere´s en la realizacio´n del proyecto. El ponente
es el representante en la universidad del estudiante y la empresa que realiza el proyecto. El
ponente de este proyecto es Josep Casanovas, doctor en Informa´tica, ingeniero industrial
y catedra´tico del Departamento de Estad´ıstica e Investigacio´n Operativa en la Universitat
Polite`cnica de Catalunya. Adema´s es el director y fundador de InLab FIB.
1.2.2. Interesados por el resultado
1.2.2.1. Usuarios
Los usuarios de la herramienta desarrollada sera´n los principales interesados del resultado
del proyecto. Esta solucio´n les permitira´ gestionar el estado de energ´ıa de sus estaciones de
trabajo de manera ma´s co´moda y flexible. Este conjunto incluye todos los trabajadores en el
a´mbito de la FIB.
7
1.2.2.2. Administradores del sistema
Los administradores del sistema resultante de este proyecto esta´n interesados en las fun-
ciones que permitan gestionarlo. Ellos sera´n los encargados de gestionar los usuarios y la
ma´quinas dentro del sistema. Tambie´n debera´n hacerse cargo de la configuracio´n y mante-
nimiento del mismo. Este conjunto incluye a los administradores de sistemas TI de InLab
FIB.
1.3. Objetivos
A partir de los problemas planteados anteriormente podemos definir unos objetivos tenien-
do en cuenta todos los stakeholders involucrados. Estos son los objetivos que debe cumplir
el proyecto:
Creacio´n de herramientas para poder optimizar el tiempo de encendido de las ma´qui-
nas.
Ofrecer un modo de acceso donde los usuarios puedan gestionar el estado de energ´ıa
de sus ma´quinas de manera flexible. Este debe permitir programar acciones automa´ti-
cas.
El uso del sistema debera´ ser simple e intuitivo, en especial el modo de acceso para
los usuarios, que podra´n realizar las acciones de manera sencilla con una curva de
aprendizaje corta.
1.4. Informe de sostenibilidad
A continuacio´n presentamos el estudio de sostenibilidad del proyecto. En los siguientes
apartados se justifican los valores de cada celda de la matriz de sostenibilidad.
Sostenible Econo´mica Social Ambiental Total
Planificacio´n Viabilidad econo´mica Mejora en calidad de vida Ana´lisis de recursos
Valoracio´n 7 8 10 25
Tabla 1: Matriz de sostenibilidad, fila de planificacio´n.
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1.4.1. Econo´mica
En el proyecto se ha hecho una evaluacio´n de los costes teniendo en cuenta imprevistos
y contingencias. Tambie´n se ha valorado que el coste de mantenimiento del proyecto sera´
muy bajo a largo plazo. Si se analiza el estado actual del mercado, para que el proyecto
fuese competitivo deber´ıa ser mas completo y plantear algunos escenarios de uso ma´s. De
todas formas, el coste del desarrollo es bajo respecto al coste de las herramientas que ofrecen
la misma funcionalidad. Se podr´ıa realizar un proyecto similar con menos recursos, pero el
resultado no ser´ıa capaz de ofrecer las mismas soluciones debido a la limitacio´n de los mismos.
Por lo tanto, usando menos recursos se reducir´ıa el coste pero tambie´n las funcionalidades
del producto final. Durante toda la evolucio´n del proyecto, a cada tarea se le ha dedicado el
tiempo proporcional en su importancia. Se han utilizado tecnolog´ıas existentes que permit´ıan
automatizar las partes repetitivas de cada tarea, as´ı como tecnolog´ıas que ahorraban trabajo
al equipo de desarrollo. Teniendo todo esto en cuenta la valoracio´n de la rama econo´mica
de este proyecto es de 7 puntos.
1.4.2. Social
Este proyecto se desarrolla en la ciudad de Barcelona, que es considerada la capital mundial
del mo´vil y la capital europea de la innovacio´n. Es una ciudad pionera en el a´rea de las smart
cities [4] y esta´ apostando por el uso de las TIC en todo los a´mbitos para la mejora de
la calidad de vida de sus ciudadanos. Esto aumenta la importancia del sector de las TIC
en la ciudad, en el cual se incluye el proyecto. Este proyecto se desarrolla en una de las
universidades importantes de la ciudad y podr´ıa ser la inspiracio´n para otro tipo de ideas
similares. En el entorno de trabajo de la facultad existe la necesidad de tener un sistema que
permita una optimizacio´n energe´tica y que adema´s sea flexible para los usuarios. Satisfacer
estas necesidades va a mejorar el consumo de energ´ıa de la facultad y adema´s despreocupara´
al usuario del estado en el que deja su estacio´n de trabajo, ya que podra´ realizar cualquier
accio´n sobre la misma remotamente e incluso podra´ automatizar algunas acciones. Teniendo
todo e´sto en cuenta la valoracio´n de la rama social de este proyecto es de 8 puntos.
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1.4.3. Ambiental
Los recursos necesarios en las diferentes fases del proyecto ya esta´n disponibles en la
empresa. Esto se traduce en que no se produce ningu´n consumo de recursos extras durante
el desarrollo, puesta en marcha o vida u´til del mismo. Como el objetivo del proyecto es
optimizar el consumo energe´tico de las ma´quinas utilizadas por los trabajadores de la facultad,
el impacto previsto es la reduccio´n del consumo de recursos a largo plazo. El proyecto podr´ıa
servir de base para integrar otras herramientas de gestio´n de las estaciones de trabajo. Al no
consumir ningu´n recurso extra durante la produccio´n del proyecto y que al mismo tiempo su
efecto sea disminuir el consumo energe´tico, hace que la valoracio´n de la rama ambiental de




Actualmente existe un sistema de apagado automa´tico en el entorno donde se quiere
implantar este proyecto. Su nombre es Casimiro y esta configurado para ejecutarse por la
noche en las ma´quinas, realizando el apagado de aquellas sin ningu´n usuario trabajando. Los
usuarios pueden indicar a Casimiro que no desean que se apague su estacio´n de trabajo esa
noche desde la propia ma´quina que se quiere dejar encendida. Este sistema funciona con una
serie de scripts que consultan en un servidor central si tienen que parar el ordenador. Este
sistema tambie´n fue desarrollado e implantado en InLab FIB.
Figura 1: Casimiro, vista principal de la aplicacio´n.
Con el tiempo, se ha visto que a Casimiro le faltan algunas funciones que ayudar´ıan a que
fuera una herramienta ma´s u´til para todos los interesados en su uso.
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2.2. Ana´lisis de alternativas
Al empezar este proyecto se plantearon diversas alternativas para resolver el problema
que ten´ıamos entre manos. Las alternativas se median por tres caracter´ısticas: facilidad de
gestio´n para los administradores del sistema, flexibilidad a los usuarios y la facilidad de
uso. Teniendo en cuenta estos dos factores se plantearon las siguientes soluciones:
Ma´quinas independientes: Cada ma´quina tiene su propia configuracio´n y las tareas
se ejecutan de manera independiente en cada una de ellas. Con esto el usuario tendr´ıa
flexibilidad, ya que e´s capaz de configurar a que´ hora quiere que se apague su ma´quina.
Los administradores no tendr´ıan fa´cil la gestio´n ya que al estar descentralizado no les
ser´ıa fa´cil desactivar el sistema en caso de querer hacer algu´n mantenimiento, as´ı como
controlar que´ hace cada ma´quina en cada momento.
Cliente y servidor: Cada ma´quina tiene un cliente que se comunica con un servidor
central donde esta´n todas las configuraciones y registros de las ma´quinas. Este servidor
sera´ el que decida que´ accio´n debe ejecutarse sobre cada ma´quina. Esto le ofrece
flexibilidad al usuario porque podra´ configurar las acciones sobre su ma´quina a su
antojo, tambie´n facilita la gestio´n a los administradores al tener toda la informacio´n
centralizada y permite ofrecer una gran facilidad de uso.
Para desarrollar el proyecto optamos por la segunda opcio´n ya que ambas aportan flexibi-
lidad y facilidad de uso al usuario pero solo esta facilita la gestio´n a los administradores del
sistema.
2.3. Estado del arte
Este apartado va a estar dividido en dos puntos de vista diferentes: la tecnolog´ıa que
permite encender las ma´quinas remotamente y diferentes soluciones existentes que incluyan




Wake-on-Lan (WoL) [5] es un esta´ndar Ethernet que permite a una ma´quina encenderse
a trave´s de un mensaje por la red. Este mensaje se env´ıa a trave´s de otra ma´quina en la
misma red de a´rea local. Tambie´n es posible iniciar el mensaje desde otra red si se configura
correctamente.
El mensaje es un paquete especial llamado Magic Packet [6] que es una trama broadcast
que contiene la direccio´n MAC de la tarjeta de red de la ma´quina que quiere encenderse.
Para que esto sea posible el hardware de la ma´quina que se quiere encender debe soportar
WoL y el esta´ndar Advanced Configuration and Power Interface (ACPI) [7] para que la
ma´quina pueda estar en un estado de energ´ıa adecuado para recibir el mensaje.
Una trama de Magic Packet esta´ formada por un flujo de sincronizacio´n que esta´ definido
por 6 bytes de FF. Este flujo simplifica el escaneo en busca del paquete. A ese flujo de
sincronizacio´n se le an˜ade 16 veces la direccio´n MAC de la tarjeta de red de la ma´quina
que se quiere encender. La secuencia datos del Magic Packet para despertar la ma´quina que
tenga el adaptador de red con la direccio´n MAC es 11:22:33:44:55:66 ser´ıa:
Figura 2: Secuencia de datos que despertar´ıa a la ma´quina que tenga el adaptador




Figura 3: Logo de UPCnet, empresa desarrolla-
dora de e-Minder.
e-Minder es un servicio de gestio´n del estado energe´tico de las estaciones de trabajo
adaptado a UPCnet [8] que permite programar un horario diario para encender y apagar las
estaciones de trabajo y tambie´n encenderlas o apagarlas remotamente. Este es un proyecto
disen˜ado y implementado por el antiguo equipo de Proyectos Tecnolo´gicos de UPCnet para
el premio de estrategia de 2010. Para iniciar remotamente las estaciones de trabajo se utiliza
el esta´ndar Wake On Lan.
UPCnet nos ofrecio´ la oportunidad de usar el co´digo de la aplicacio´n para que lo adapta´ra-
mos a nuestro entorno y no se tuviese que desarrollar desde cero. La decisio´n de no utilizar
este proyecto fue tomada por dos razones principales:
Esta aplicacio´n esta construida sobre un framework desarrollado por un trabajador de
la propia empresa UPCnet. Por lo tanto, deb´ıamos aprender como funciona el mismo
para poder adaptar esta solucio´n a nuestro entorno. Esto implica un gasto de tiempo
que podr´ıamos usar para aprender un framework ma´s conocido, bien mantenido y con
documentacio´n.
La configuracio´n del sistema se dejaba totalmente a los usuarios, que deb´ıan conocer
alguna informacio´n te´cnica sobre su estacio´n de trabajo y que hac´ıa la primera con-
figuracio´n del sistema muy dif´ıcil para nuestro tipo de usuarios. Este problema choca
directamente con uno de los objetivos del proyecto.
Por estos motivos se empezo´ un proyecto nuevo asimilando tambie´n algunas de las ideas
del proyecto e-Minder que actualmente esta´ funcionando en UPCnet.
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2.3.2.2. 1E NightWatchman PC Power Management
Figura 4: Logo de NightWatchman de la compan˜ia 1E.
NightWatchman [9] es un producto de la compan˜ia 1E. Este producto ofrece un conjunto
de soluciones de eficiencia que son: informes de consumo energe´tico de la empresa, gestio´n
de parches para los sistemas operativos y soporte para que los usuarios puedan gestionar el
estado de energ´ıa de sus ma´quinas remotamente.
2.3.2.3. Verdiem Surveyor
Figura 5: Logo de Verdiem, compan˜ia que desarrolla Surveyor.
Verdiem Surveyor [10] ofrece tres soluciones de eficiencia IT en un u´nico producto.
Surveyor aborda de manera unificada la recoleccio´n de datos, la gestio´n de pol´ıticas y la
administracio´n y ana´lisis de los dispositivos IT. Esta solucio´n tambie´n ofrece un portal web
donde los usuarios pueden dirigirse para gestionar el estado de energ´ıa de sus ma´quinas de
manera remota.
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2.3.2.4. Faronics Power Save Enterprise
Figura 6: Logo de Faronics, compan˜ia que desarrolla Power Save
Enterprise.
Faronics Power Save Enterprise [11] controla el consumo energe´tico de las ma´quinas
midiendo el uso de cada uno de sus componentes y sabiendo decidir en que momento esta´
listo el dispositivo para ser apagado. Ofrece informes de consumo de energ´ıa y una gestio´n
centralizada a trave´s de una consola de mandos. Esta solucio´n no ofrece a los usuarios la
capacidad de arrancar sus ma´quinas a trave´s de una interfaz web pero si a los administradores,
que podra´n programar este tipo de tareas.
2.3.2.5. Retrospeccio´n
Las compan˜´ıas no solo ofrecen en sus servicios una solucio´n para gestio´n remota del estado
de energ´ıa de las ma´quinas accesible a los usuarios, sino que adema´s incluyen en sus paquetes
otro tipo de soluciones, como la gestio´n de parches, que empresas como InLab FIB ya tiene
resueltas. Esto hace que el gasto en estos sistemas solo para utilizar un funcio´n secundaria del
mismo sea desproporcionado. En nuestro caso, esto los convierte en una alternativa inviable.
Tampoco nos es posible aprovechar una solucio´n ya existente. Por un lado tenemos la
solucio´n actual que no responde completamente a la alternativa cliente y servidor por la que
hemos optado. Adema´s, por la estructura compleja de Casimiro, el despliegue y manteni-
miento del sistema es una tarea complicada. Finalmente, tampoco podemos aprovechar el
sistema e-Minder ya que no es fa´cil de utilizar para los usuarios, que es uno de los objetivos
que nos propusimos al definir el proyecto.
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2.4. Alcance
Podemos definir el alcance de nuestro proyecto teniendo en cuenta los diferentes objetivos
que nos hemos propuesto y la alternativa que hemos escogido en el apartado 2.2. El alcance
de este proyecto es obtener e implantar un sistema que permita a los usuarios gestionar el
estado de energ´ıa de sus estaciones de trabajo de manera remota con flexibilidad y facilidad
de uso. Adema´s debe ofrecer tambie´n agilidad en la gestio´n a los administradores.
Gracias a la alternativa escogida, los objetivos y el entorno donde debe implantarse el
sistema, podemos definir tambie´n que´ se debera´ implementar: una forma de controlar el
estado de energ´ıa de la ma´quina, algu´n me´todo para que los usuarios puedan gestionar sus
ma´quinas de manera remota y un servidor que se encargue de ejecutar las tareas automa´ticas
adema´s de gestionar y exponer los datos al resto de componentes.
Finalmente, tambie´n formara´n parte del alcance del proyecto un plan de pruebas del sistema
y la implantacio´n final en todas las ma´quinas del entorno de trabajo de la FIB.
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3. Metodolog´ıa
La metodolog´ıa que se ha seguido para desarrollar el proyecto ha consistido en dividirlo en
cuatro fases diferentes: definicio´n de requisitos, implementacio´n, pruebas e implanta-
cio´n. Cada una de estas fases se ha dividido en subtareas que se especifican detalladamente
en el apartado 10.1. El director del proyecto ha supervisado el avance en cada fase y toma
decisiones sobre los problemas que surjan durante el desarrollo.
A continuacio´n se detallan los me´todos de trabajo que se han utilizado para desarrollar las
diferentes fases del proyecto.
3.1. Definicio´n de requisitos
Durante esta fase se llevaron a cabo reuniones donde se detectaron las carencias del
sistema actual que derivaron en la decisio´n de buscar una alternativa. Despue´s de recolectar
informacio´n sobre diferentes soluciones, se descarto´ usar una solucio´n de alguna empresa
externa y se decidio´ desarrollar un proyecto desde cero. A trave´s de un brainstorming y una
posterior deliberacio´n surgieron los objetivos que deb´ıa cumplir el sistema final. Tambie´n
se plantearon las alternativas de las que hemos hablado en el apartado 2.2. Finalmente, se
escogieron las tecnolog´ıas que se usar´ıan para desarrollar el sistema. Como el equipo que
debe desarrollar el sistema no conoc´ıa la mayor´ıa de las tecnolog´ıas, se opto´ por invertir un
tiempo en formacio´n.
3.2. Implementacio´n
En esta fase se desarrolla el co´digo de todos los componentes de la aplicacio´n especificados
en el alcance (apartado 2.4). Para gestionar el co´digo se utiliza Git como software de control
de versiones. El co´digo se guardara´ en el repositorio Git privado de InLab FIB. Para mantener
la divisio´n de los componentes se han creado tres proyectos separados, uno para cada parte
del sistema. Adema´s se ha creado un proyecto extra que se utilizara´ para desplegar el sistema
en los servidores. Para gestionar el desarrollo de co´digo se utilizara´ la metodolog´ıa git-flow
[12] que define un sistema sobre la gestio´n de las ramas en un proyecto Git.
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3.3. Pruebas
Una vez terminada la fase de implementacio´n se tendra´ una primera versio´n funcional del
sistema. Esta versio´n se desplegara´ en un servidor de preproduccio´n. El cliente se instalara´ en
ma´quinas de prueba que ningu´n usuario usa para su trabajo. En estas ma´quinas se realizara´n
las primeras pruebas del sistema y se solucionara´n los errores que se encuentren. Una vez
comprobado su correcto funcionamiento en estas ma´quinas de prueba, se pasara´ a desplegar
el cliente en estaciones de trabajo de usuarios reales que actuara´n como betatesters. Durante
esta fase se recogera´ cualquier comentario de los usuarios y se solucionara´n los errores que
se encuentren hasta que el funcionamiento sea satisfactorio.
3.4. Implantacio´n
Esta es la fase final del proyecto. La versio´n final del sistema se desplegara´ en el servidor
de produccio´n. El cliente sera´ desplegado en todas las ma´quinas del entorno de trabajo de la
FIB y se desactivara´ el sistema anterior. Se informara´ a los usuarios de la implantacio´n del
nuevo sistema y de su funcionamiento. En este punto el proyecto se dara´ por finalizado.
3.5. Valoracio´n de la metodolog´ıa aplicada
La divisio´n de tareas ha resultado satisfactoria y ha ayudado a poder identificar en que
punto se encontraba el desarrollo del proyecto. Tener al director accesible en todo momento





Podemos dividir los requisitos funcionales de este proyecto en dos grupos: los que afectan
a todos los usuarios y los que afectan solo a los administradores.
4.1.1. Usuarios
Consultar el estado de energ´ıa de una ma´quina: Los usuarios tienen que poder
consultar el estado de energ´ıa de su ma´quina de manera remota.
Cambiar estado de energ´ıa de una ma´quina: Los usuarios tienen que poder cambiar
el estado de energ´ıa de su ma´quina de manera remota.
Cambiar la configuracio´n de una ma´quina: Los usuarios tienen que poder cambiar
la configuracio´n de arranque y apagado automa´tico de sus ma´quinas.
An˜adir y eliminar excepciones de una ma´quina: Los usuarios tienen que poder
an˜adir y eliminar las excepciones de sus ma´quinas.
Confirmacio´n de accio´n sobre la ma´quina: Los usuarios tienen que poder confirmar,
en el sistema operativo, si quieren realizar una accio´n sobre la ma´quina. Esto tendra´n
que poder hacerlo solo en caso de tener una sesio´n iniciada y durante los 15 minutos
siguientes a la recepcio´n de la orden por la ma´quina. En caso de no confirmar ni
rechazar la accio´n en esos 15 minutos, la orden se ejecutara´ de forma automa´tica.
4.1.2. Administradores
An˜adir, editar y eliminar una ma´quina o un usuario: Los administradores tienen
que poder an˜adir, editar y eliminar usuarios y maquinas del sistema.
Consultar todos las maquinas y todos los usuarios existentes en el sistema: Los
administradores tienen que poder consultar todos los usuarios y ma´quinas existentes
en el sistema.
Relacionar usuarios y ma´quinas: Los administradores tienen que poder relacionar
usuarios y ma´quinas del sistema.
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Consultar los registros que genera el sistema: Los administradores tienen que poder
consultar los registros generados por el sistema.
Cambiar la configuracio´n por defecto y las configuraciones generales: Los ad-
ministradores tienen que poder cambiar la configuracio´n de arranque y apagado au-
toma´tico por defecto y las configuraciones generales del sistema.
Consultar todas las configuraciones de una ma´quina: Los administradores tienen
que poder consultar todas las configuraciones que esta´n siendo aplicadas sobre una
ma´quina.
4.2. Requisitos no funcionales
4.2.1. Te´cnicos
Los requisitos no funcionales te´cnicos estara´n divididos en cuatro grupos: los que afectan
al sistema, los que afectan a todos las ma´quinas, los que afectan a la red y los que afectan
a todos los usuarios.
4.2.1.1. Sistema
Motor (back-end): Sera´ el servidor que se encargue de ejecutar las tareas automa´ticas
adema´s de gestionar y exponer los datos al resto de componentes.
Aplicacio´n web (front-end): Se creara´ una aplicacio´n web para ofrecer un modo de
acceso donde los usuarios puedan gestionar el estado de energ´ıa de sus ma´quinas de
manera remota.
Cliente de Windows: Sera´ la forma de controlar el estado de energ´ıa de la ma´quina.
El cliente debe desarrollarse para entornos Windows, ya que es el sistema operativo
usado en la empresa.
4.2.1.2. Ma´quinas
Sistema operativo Windows: El sistema operativo de la ma´quina debe ser Windows,
ya que el cliente debe funcionar en este entorno.
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Cliente instalado: La ma´quina tiene que tener instalado el cliente y el sistema opera-
tivo debe estar configurado correctamente para ejecutarlo.
Soporte de Wake On Lan: El hardware de la ma´quina tiene que soportar los estados
de energ´ıa necesarios y el esta´ndar de Wake On Lan.
Wake On Lan activado: La ma´quina tiene que tener el soporte de Wake On Lan
activado.
Conectado a la red de la empresa: La ma´quina tiene que estar conectada a la red
de la empresa.
4.2.1.3. Red
Soporte para Wake On Lan entre redes: En el caso de que el servidor este en
una subred diferente a los clientes, los routers y switches de la red tienen que estar
configurados para dejar pasar los paquetes de Wake On Lan entre las subredes de la
empresa.
4.2.1.4. Usuarios
Conexio´n a internet: Los usuarios tienen que tener una conexio´n a internet.
Navegador web: Los usuarios tiene que tener un navegador web para poder acceder
a la aplicacio´n web.
Conexio´n a la VPN de la UPC: Los usuarios tienen que estar conectados a la VPN
de la UPC para acceder a la aplicacio´n web desde fuera de la red de la empresa.
4.2.2. No te´cnicos
Usabilidad: El sistema debe ser fa´cil de utilizar por todos los usuarios que accedan a
el. Para conseguir esto se han disen˜ado las vistas teniendo en cuenta las acciones que
son importantes. Tambie´n se ha implementado una ayuda en cada pa´gina del sistema.
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Mantenibilidad: El sistema debe ser fa´cil de mantener por los administradores y desa-
rrolladores. Para conseguir e´sto se han utilizado frameworks modernos y bien docu-
mentados con el objetivo que cualquiera sepa por do´nde empezar. Adema´s, el sistema
se ha disen˜ado de manera modular, dividiendo el sistema en proyectos diferenciados
para que el desarrollo de cada mo´dulo sea independiente. Gracias a uno de estos fra-
meworks tambie´n es posible automatizar la gestio´n de los usuarios y ma´quinas del
sistema a trave´s de scripts.
Seguridad: Para conseguir un sistema lo ma´s seguro posible todas las conexiones de
la aplicacio´n web se realizan v´ıa HTTPS. Adema´s el cliente de Windows solo responde
a las o´rdenes de un servidor espec´ıfico que ha sido configurado previamente y var´ıa
segu´n el entorno en el cual se esta´ ejecutando. El control de acceso a la aplicacio´n
web se hace usando CAS [13] y controlando los roles de manera interna. Los recursos
esta´n filtrados para que so´lo los usuarios con los permisos adecuados accedan a ellos.
Disponibilidad: El acceso a la aplicacio´n web debe estar siempre disponible a trave´s de




5.1. Casos de uso
5.1.1. Usuario ba´sico
A continuacio´n se muestra el diagrama de casos de uso de un usuario ba´sico del sistema
y una descripcio´n de cada uno de ellos.
Figura 7: Diagrama de casos de uso de un usuario ba´sico.
5.1.1.1. Ejecutar accio´n
El usuario puede ejecutar una accio´n manualmente sobre sus ma´quinas en la pantalla prin-
cipal o en la vista detallada de la ma´quina. Las acciones que puede realizar manualmente son:
encender, reiniciar y apagar. Estas acciones se ejecutara´n inmediatamente sobre la estacio´n
de trabajo. Las acciones que podra´ realizar dependera´n del estado de energ´ıa actual de la
ma´quina, p.e. si el ordenador esta apagado solo se podra´ encender la ma´quina.
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5.1.1.2. Consultar estado
El usuario puede consultar el estado de energ´ıa de sus ma´quinas a trave´s de un indicador
en la pantalla principal o en la vista detallada de la ma´quina.
5.1.1.3. Modificar configuracio´n
El usuario puede modificar la configuracio´n de sus ma´quinas a trave´s de la vista detallada
de la ma´quina. Las configuraciones que puede modificar son de dos tipos: configuraciones
y excepciones.
Las configuraciones indican que´ acciones automa´ticas se realizara´n sobre la ma´quina
dependiendo del d´ıa de la semana. Cuando se enlaza un usuario y una ma´quina, se
crean las configuraciones para cada d´ıa de la semana de forma automa´tica. Estas
configuraciones so´lo pueden ser modificadas por los usuarios.
Las excepciones son configuraciones que se aplican en una fecha espec´ıfica. Las ex-
cepciones indican que´ acciones automa´ticas se realizara´n sobre la ma´quina un d´ıa
espec´ıfico. Estas excepciones pueden ser an˜adidas y eliminadas por los usuarios.
5.1.2. Usuario administrador
A continuacio´n se muestra el diagrama de casos de uso de un usuario administrador del
sistema y una descripcio´n de cada uno de ellos.
5.1.2.1. Modificar configuracio´n del sistema
El administrador puede modificar la configuracio´n del sistema a trave´s de las vistas de
configuracio´n por defecto y configuraciones generales. En la vista de configuracio´n por defecto
puede modificar el valor de las configuraciones que se crearan cuando se enlaza un usuario
y una ma´quina. En las vista de configuraciones generales puede modificar para´metros que
afectan al funcionamiento interno del sistema.
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Figura 8: Diagrama de casos de uso de un usuario administrador.
5.1.2.2. Gestionar recursos
El administrador puede gestionar los recursos -usuarios y ma´quinas- del sistema a trave´s
de las vistas de cada recurso. En la vista principal de cada recurso se pueden consultar todos
los que existen en el sistema y, adema´s, an˜adir nuevos. Seleccionando un recurso de la lista
le aparecera´n las opciones para editarlo, eliminarlo, y enlazarlo.
5.1.2.3. Consultar registros
El administrador puede consultar todos los registros del sistema en la vista de registros.




6.1.1. Arquitectura del sistema
Figura 9: Esquema general de la arquitectura del sistema.
El sistema esta´ construido con los 3 componentes que se muestran en el esquema de la
figura 9 y que se describen a continuacio´n:
Motor (back-end): El motor del sistema se encarga de ejecutar las tareas que procesan
las configuraciones de los usuarios. Una vez procesadas, los resultados nos indican que´
o´rdenes hay que mandar a cada ma´quina. Tambie´n se encarga de gestionar todos los
datos y ofrece una API REST [14] con la que el resto de componentes accedera´n a
ellos.
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Aplicacio´n web (front-end): La aplicacio´n web es el me´todo con el que los usuarios
interactuara´n directamente con el sistema. En ella los usuarios podra´n realizar todas
las acciones definidas en el apartado 5.1.
Cliente de Windows: El cliente de Windows es el componente que permite al motor
comunicarse con la ma´quina. Este cliente sera´ el que reciba las o´rdenes y las ejecute
en la ma´quina.
Como se puede ver en la figura 9, el motor es la parte central del sistema. La aplicacio´n
y los clientes se comunican con e´l a trave´s de la API. Por otra parte, el motor tambie´n se
comunica con los clientes para mandar las ordenes a cada ma´quina. Las comunicaciones entre
los componentes se realizan a trave´s de los protocolos HTTP y HTTPS, como podemos ver
en la figura 10.
Figura 10: Esquema de la comunicacio´n entre componentes del sistema.
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6.1.2. Arquitectura de la red de la empresa
La red de la empresa esta´ formada por dos subredes, una donde esta´n conectadas las
estaciones de trabajo y otra donde esta´n conectados los servidores. Ambas tienen conexio´n
a Internet a trave´s de un router. Cada una de las subredes tiene un firewall propio.
En la figura 11 podemos ver el esquema de la red junto a los componentes del sistema.
Figura 11: Arquitectura de la red con todos los elementos del sistema.
6.2. Disen˜o del cliente de Windows
El cliente de Windows ha sido disen˜ado para resultar poco intrusivo. Se inicia automa´tica-
mente en el inicio del sistema operativo y muestra un icono en la barra de tareas indicando
que esta´ activo. Esto se puede observar en la figura 12.
Figura 12: Icono del cliente en la barra de tareas.
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Una vez iniciado, el cliente reacciona ante las o´rdenes del motor del sistema. Cuando recibe
una orden y hay algu´n usuario con sesio´n iniciada en el sistema operativo, se le muestra un
mensaje avisa´ndole y deja´ndole decidir en u´ltima instancia que´ quiere hacer. En caso de no
contestar en un tiempo ma´ximo de 15 minutos, la orden se ejecutara´ automa´ticamente. Uno
de estos mensajes se puede ver en la figura 13.
Figura 13: Mensaje de aviso despue´s de recibir la orden de apagado.
6.3. Disen˜o de la aplicacio´n web
6.3.1. Usuario
La aplicacio´n web ha sido disen˜ada con el objetivo de que sea simple e intuitiva. Una de
las principales acciones que realizara´ el usuario al entrar sera´ ver el estado de sus ma´quinas
y/o mandar una orden a alguna de ellas. Por este motivo se ha buscado dar e´nfasis a estas
dos funciones y complementarlas con informacio´n y accesos ra´pidos a otras funciones del
sistema. En la figura 14 tenemos la vista principal de la aplicacio´n. En ella encontramos:
1. Botones de accio´n: Estos son los botones que permiten al usuario mandar o´rdenes a
sus ma´quinas de forma remota. Como se puede ver en la imagen, los botones activos
dependen del estado actual de la estacio´n de trabajo.
2. Indicador de estado: Este indicador muestra el estado en el cual se encuentra actual-
mente la ma´quina.
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3. Ayuda: En cada pa´gina de la aplicacio´n web hay un desplegable de ayuda. Este des-
plegara´ un texto explicando al usuario las distintas acciones que tiene disponibles.
4. Informacio´n ra´pida: En este texto se mostrara´ informacio´n ra´pida sobre la ma´quina,
por ejemplo, a que´ hora tiene programado el apagado.
5. Otras funciones: El boto´n de ’No apagar’ nos lleva a la vista de la figura 15 que
permite al usuario decirle al sistema hasta que d´ıa quiere que la ma´quina no se apague
de forma automa´tica. El boto´n ’Connectar-se’ le permite descargar el fichero .rdp que
permite para conectarse al equipo a trave´s del protocolo remote desktop.
6. Acceso a la vista detallada: Pulsando sobre el nombre de la ma´quina se accede a la
vista detallada de la ma´quina donde se encuentran las opciones de configuracio´n.
Figura 14: Vista principal de la aplicacio´n web.
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Figura 15: Vista ’No apagar’ de la aplicacio´n web.
En la figura 16 nos encontramos la vista detallada de una ma´quina. En esta vista el usuario
encontrara´ las diferentes opciones de configuracio´n de su ma´quina. En ella encontramos:
1. Excepciones: En este apartado el usuario puede an˜adir excepciones para el d´ıa que lo
desee. Una excepcio´n no es mas que una configuracio´n para un d´ıa espec´ıfico en vez
de para un d´ıa de la semana.
2. Lista de excepciones: En este apartado el usuario puede ver y eliminar las excepciones
que tiene configuradas.
3. Configuracio´n: En el este apartado el usuario encuentra desplegables con su confi-
guracio´n de los diferentes d´ıas de la semana sobre esta ma´quina. En ellos el usuario
puede modificar la configuracio´n a su gusto.
4. Volver a la inicio: Este enlace lleva al usuario de nuevo a la vista principal del sistema.
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Figura 16: Vista detallada de una ma´quina.
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6.3.2. Administrador
En caso de ser administrador del sistema se le an˜ade un menu´ lateral a todas las vistas
para acceder a funciones privilegiadas.
Figura 17: Menu´ de administrador del sistema.
En los diferentes apartados podemos encontrar todas las funciones para que los adminis-
tradores puedan gestionar el sistema.
Ordinadors: En este apartado el administrador encontrara´ una lista con todas las
ma´quinas que existen en el sistema. Adema´s tiene la opcio´n de an˜adir nuevas, editar las
existentes, eliminarlas u obtener mas informacio´n sobre ellas en el apartado ’Registre’
espec´ıfico de la ma´quina.
Usuaris: En este apartado el administrador encontrara´ una lista con todos los usuarios
que existen en el sistema. Adema´s tiene la opcio´n de an˜adir nuevos usuarios, editar los
existentes, eliminarlos u obtener mas informacio´n sobre ellos en el apartado ’Registre’
espec´ıfico del usuario. En la pa´gina de ’Editar’, adema´s de cambiar la informacio´n del
usuario, podra´ gestionar las relaciones entre el usuario y las ma´quinas.
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Figura 18: Vista del apartado de administrador ’Ordinadors’.
Configuracio´ por defecte: En este apartado el administrador podra´ cambiar las con-
figuraciones por defecto que se aplicara´n en el momento de crear una relacio´n entre
un usuario y una ma´quina.
Configuracions generals: En este apartado el administrador podra´ consultar y editar
para´metros que afectan al funcionamiento del sistema.
Registre: En este apartado el administrador encontrara´ una lista con todos los registros






Laravel [15] es un framework que permite crear aplicaciones y servicios web con PHP. Tie-
ne como objetivo ser un framework que permita el uso de una sintaxis elegante y expresiva
para crear co´digo de forma sencilla y permitiendo multitud de funcionalidades. Es accesi-
ble, adema´s de potente, y provee de las herramientas necesarias para gestionar aplicaciones
grandes y robustas.
Laravel es un full stack web framework ya que es capaz de controlar desde la gestio´n de las
rutas hasta la generacio´n de las pa´ginas HTML. Adema´s viene con una excelente herramienta
de l´ınea de comandos llamada Artisan que puede ser usada para generar el co´digo esqueleto
del proyecto, los esquemas de las bases de datos y para crear comandos propios que se
ejecuten dentro del propio framework.
7.1.1.2. Guzzle
Guzzle [16] es un cliente HTTP para PHP que permite enviar peticiones HTTP de manera
sencilla y una integracio´n trivial para acceder a servicios web.
7.1.1.3. Carbon




Faker [18] es una librer´ıa PHP que genera datos falsos. Por ejemplo, para generar ficheros
XML correctos, rellenar las bases de datos para hacer pruebas de estre´s o anonimizar datos
obtenidos de un servicio en produccio´n.
7.1.1.5. CAS
CAS [13] [19] es un cliente/servidor que permite ofrecer/acceder un Single Sign-On (SSO)
en aplicaciones web.
7.1.1.6. MariaDB
MariaDB [20] es un sistema de gestio´n de bases de datos derivado de MySQL. Se esfuerza
en ser la opcio´n escogida por los profesionales de las bases de datos que busquen un servidor
SQL robusto, escalable y fiable.
7.1.1.7. Cliente Wake-On-Lan
Se puede usar cualquier cliente Wake-On-Lan que funcione por l´ınea de comandos. Durante
la implementacio´n de este proyecto se han usado dos opciones diferentes: mc-wol [21] para
Windows y wol [22] para Linux. Ambas han sido escogidas por ser gratuitas y fa´ciles de
utilizar.
7.1.1.8. Administrador regular de procesos en segundo plano
Hace falta un administrador regular de procesos en segundo plano que ejecute los procesos
del sistema. El usado en este proyecto es cron, pero podr´ıa usarse cualquier otro como, por
ejemplo, el programador de tareas de Windows.
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7.1.2. Integracio´n
Laravel es el corazo´n del motor del sistema. Su papel en el mismo se basa en cuatro tareas
principales: gestio´n de las rutas de la aplicacio´n, autenticacio´n, implementacio´n de la
API e implementacio´n de los comandos.
Estas tareas se basan en las diferentes caracter´ısticas de Laravel que, como hemos dicho
antes, ofrece un entorno completo para crear servicios web como la API del sistema. Adema´s,
gracias a Artisan, podemos crear nuestros propios comandos integrados en el propio frame-
work. En el diagrama de la figura 19 se puede ver como queda estructurado el motor de
nuestro sistema.
Figura 19: Esquema del motor.
7.1.2.1. Gestio´n de las rutas
Como se puede ver en el diagrama de la figura 19, es Laravel quien, finalmente, atiende
todas las peticiones dirigidas a nuestra aplicacio´n. Segu´n el tipo de ruta las gestiona de
forma diferente. Las rutas que pertenecen a la API, que son las que utilizan el prefijo ’/v1/’,
las gestiona e´l mismo como veremos ma´s adelante. El resto de rutas las redirige hacia la
aplicacio´n web sobre la cual hablaremos en el apartado 7.2. El framework tambie´n nos
permite aplicar filtros a las rutas que utilizaremos para gestionar la autenticacio´n como
veremos en el siguiente punto.
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7.1.2.2. Autenticacio´n
La autenticacio´n de nuestros usuarios se realiza utilizando el CAS de la FIB. Esta decisio´n
se debe a que todos ellos pertenecen a la Facultad y con un solo inicio de sesio´n, pueden
acceder a diferentes aplicaciones existentes.
Para implementar la autenticacio´n se utilizan tres filtros diferentes:
Autenticacio´n en el CAS: En este filtro, primero se comprueba si el usuario ha
iniciado sesio´n o no en el CAS, en caso de no haber iniciado sesio´n se le redirige a la
pa´gina de inicio de sesio´n. Una vez el usuario se ha identificado, se comprueba que el
usuario tenga permisos para acceder. En caso de existir en el sistema, pasa el filtro de
forma correcta. En caso contrario, se le redirige a una pa´gina que le indica que no tiene
acceso a la aplicacio´n. Este filtro se aplica a las rutas que pertenecen a la aplicacio´n
web.
Autenticado en el CAS con un usuario ba´sico: En este filtro, primero se comprueba
si el usuario ha iniciado sesio´n o no en el CAS. En caso de no haber iniciado sesio´n o
no existir en el sistema, se devuelve un co´digo HTTP ’401 Unauthorized ’. Si el usuario
esta´ identificado correctamente y existe en el sistema, pasa el filtro de forma correcta.
Este filtro se aplica a las rutas que pertenecen a la API y en las cuales no hace falta
tener privilegios de administrador.
Autenticado en el CAS con un usuario administrador: En este filtro, primero se
comprueba si el usuario ha iniciado sesio´n o no en el CAS. En caso de no haber iniciado
sesio´n o no existir en el sistema, se devuelve un co´digo HTTP ’401 Unauthorized ’. Si el
usuario esta´ identificado correctamente y existe en el sistema, entonces se comprueba
si el usuario tiene privilegios de administrador. En caso de no tenerlos, se devuelve un
co´digo HTTP ’403 Forbidden’. Si el usuario tiene privilegios de administrador pasa el
filtro correctamente. Este filtro se aplica a las rutas que pertenecen a la API y en las
cuales hace falta tener privilegios de administrador.
Gracias a estos filtros se controla que un usuario este´ identificado y tenga los permisos
adecuados para obtener acceso a los diferentes recursos del sistema.
7.1.2.3. API
Los recursos del sistema se exponen al resto de componentes a trave´s de una API. Esta
API esta´ implementada totalmente con Laravel ya que nos ofrece una gestio´n de rutas y
modelos perfecta para esta funcio´n.
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Esta primera versio´n expone los recursos bajo el prefijo ’/v1/’ para facilitar la gestio´n si
en algu´n momento la API evoluciona y se necesita crear una nueva versio´n de la misma.
Todo el co´digo esta ordenado de forma que crear la segunda versio´n bajo un supuesto prefijo
’/v2/’, no generar´ıa ninguna incompatibilidad con la primera y por lo tanto podr´ıan convivir
aplicaciones que accediesen a cualquiera de las dos.
Los recursos que expone la API son:
Usuarios: Los usuarios se exponen bajo la ruta ’/v1/users’. Se pueden consultar, crear,
editar y eliminar. Adema´s bajo la ruta de segundo nivel ’/v1/users/{user id}/machines/
{machine id}’ se pueden crear y eliminar relaciones entre usuarios y ma´quinas.
Ma´quinas: Las ma´quinas se exponen bajo la ruta ’/v1/machines’. Se pueden consultar,
crear, editar y eliminar.
Configuraciones: Las configuraciones se exponen bajo la ruta ’/v1/configurations’.
Se pueden consultar y editar.
Excepciones: Las excepciones se exponen bajo la ruta ’/v1/exceptions’. Se pueden
consultar, crear, editar y eliminar.
Acciones: Las acciones, que son las configuraciones definitivas despue´s de mezclar
configuraciones y excepciones, se exponen bajo la ruta de segundo nivel ’/v1/machines/
{machine id}/actions’. U´nicamente se pueden consultar.
Configuraciones por defecto: Las configuraciones que se aplicara´n por defecto cuan-
do se cree una relacio´n entre un usuario y una ma´quina, se exponen bajo la ruta
’/v1/configurations/default’. Se pueden consultar y editar.
Registros: Los registros se exponen bajo la ruta ’/v1/logs’. U´nicamente se pueden
consultar.
Configuraciones generales: Las configuraciones generales se exponen bajo la ruta
’/v1/teslacore’. Se pueden consultar y editar.
7.1.2.4. Comandos
La versatilidad de Laravel nos permite crear comandos que se ejecuten dentro del entorno
del framework y que, por lo tanto, pueden acceder a todos los modelos y librer´ıas cargados
como si de un controlador se tratara. Estos comandos se ejecutan con la herramienta de
linea de comandos Artisan de la que hemos hablado anteriormente.
40
Los comandos creados para el sistema son:
tesla:start {machine id}: Manda un magic packet a la ma´quina indicada para que
se encienda.
tesla:restart {machine id}: Manda la orden de reiniciarse a la ma´quina indicada.
tesla:shutdown {machine id}: Manda la orden de apagarse a la ma´quina indicada.
tesla:schedule: Este comando ejecuta todo el proceso que calcula las configuraciones
definitivas sobre cada ma´quina del sistema. Adema´s de calcular las configuraciones
ejecuta las o´rdenes de encendido y apagado que este´n planificadas para ese momento.
Se debe ejecutar con un administrador de procesos en segundo plano cada minuto para
que el sistema funcione de manera correcta y no se salte ninguna orden planificada.
tesla:ldapupdater: Este comando sincroniza los usuarios y las ma´quinas desde el
Active Directory del InLab FIB al sistema. Se debe ejecutar con un administrador
de procesos en segundo plano, al menos, una vez cada d´ıa para mantener todos los




AngularJS [23] es un framework JavaScript para el desarrollo de aplicaciones web del lado
del cliente. Permite desarrollar de forma sencilla aplicaciones de una sola pa´gina. A diferencia
de otros frameworks donde todo el contenido es generado en un servidor y se devuelve el
resultado, con AngularJS el navegador recibe todo el co´digo de la aplicacio´n y es e´l quien se
encarga de generarlo todo en tiempo de ejecucio´n.
7.2.1.2. Bootstrap
Bootstrap [24] es un framework CSS y JavaScript que permite crear interfaces web de
forma mucho ma´s ra´pida y sencilla.
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7.2.1.3. jQuery
jQuery [25] es una librer´ıa JavaScript que permite simplificar la interaccio´n con el a´rbol
DOM de HTML y an˜ade funcionalidades al propio lenguaje.
7.2.1.4. Moment.js
Moment.js [26] es una extensio´n de la API Date de JavaScript que permite trabajar de
forma sencilla con fechas.
7.2.1.5. Datatables
Datatables [27] es un plug-in para la librer´ıa jQuery que ofrece una herramienta altamente
flexible para crear y manejar tablas HTML.
7.2.2. Integracio´n
La aplicacio´n web esta´ construida sobre AngularJS. Funciona completamente con tec-
nolog´ıas web como HTML, CSS y JavaScript. Como hemos visto en el apartado 7.1, esta
aplicacio´n web es servida por Laravel cuando las rutas no pertenecen a la API. En cambio
una vez descargada en el cliente, es el propio framework el que gestiona sus rutas internas
y e´sto la convierte en una aplicacio´n totalmente independiente.
Gracias a las librer´ıas y los componentes que incorpora este framework, las tareas de
gestio´n de rutas, acceso a la API y la gestio´n de los datos en las vistas de la pa´gina web han
resultado tareas ma´s co´modas.
En los pro´ximos apartados hablaremos de dos de los puntos importantes durante el desa-
rrollo de la aplicacio´n web: la autenticacio´n e identificacio´n del usuario y como se llevan
a cabo los accesos a la API.
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7.2.2.1. Autenticacio´n e identificacio´n
Debido a que AngularJS es una aplicacio´n que se ejecuta totalmente en el cliente, se busco´
una forma de asegurar que el usuario ya estaba autenticado cuando llegase a la aplicacio´n
web. Como hemos dicho en el apartado 7.1.2.2, el usuario se identifica en el CAS de la
FIB antes de entrar a la aplicacio´n web. De esta forma, aseguramos que esta´n identificados
cuando llegan.
Como esta autenticacio´n se realiza en el servidor, la aplicacio´n pregunta a trave´s de un
servicio de autenticacio´n cual es el usuario que esta´ identificado en ese momento. Con esta
informacio´n, la aplicacio´n web ya puede realizar peticiones contra la API.
Figura 20: Proceso de obtencio´n de usuario identificado e inicio de las
peticiones a la API.
7.2.2.2. Acceso a la API
Los accesos a la API se realizan usando el componente $resource de AngularJS. Este
componente nos permite interactuar con servicios REST de una forma co´moda y as´ıncrona.
En la aplicacio´n web se han creado servicios que devuelven este componente ya configurado
para hacer las llamadas a las rutas adecuadas de la API.
Cuando se carga una vista de la aplicacio´n web, el controlador llama a los servicios y
obtiene todos los componentes necesarios. Una vez los tiene, realiza las llamadas necesarias
a la API para cargar todos los datos que se deben mostrar en la vista actual. Esta peticio´n
se lleva a cabo de forma as´ıncrona.
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7.3. Cliente de Windows
7.3.1. Tecnolog´ıas
7.3.1.1. .NET Framework
.NET Framework [28] ofrece una infraestructura sobre la que construir aplicaciones para
Windows. Ofrece librer´ıas que permiten desde la gestio´n de la interfaz de usuario hasta la
comunicacio´n a trave´s de redes, pasando por la criptograf´ıa o la conectividad a bases de
datos. Microsoft quiere que .NET Framework se convierta en un marco de ejecucio´n de
aplicaciones controlado que permita un desarrollo de software sencillo y seguro.
7.3.1.2. Windows Presentation Foundation (WPF)
Windows Presentation Foundation (WPF) [29] proporciona a los programadores una forma
fa´cil de crear aplicaciones para Windows que incorporen interfaz de usuario, gestio´n de
contenido multimedia y gestio´n de documentos.
7.3.1.3. XDMessaging
XDMessaging [30] es una librer´ıa para aplicaciones .NET que otorga una manera sencilla
de comunicacio´n entre procesos (inter-process communication, IPC ) sin tener que realizar
ninguna configuracio´n.
7.3.1.4. RestSharp
RestSharp [31] es un cliente HTTP sencillo para .NET que permite acceder de forma
sencilla a servicios REST.
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7.3.1.5. PsLoggedOn
PsLoggedOn [32] es una aplicacio´n para Windows que permite consultar que´ usuarios
tienen la sesio´n iniciada en el sistema operativo.
7.3.2. Integracio´n
Figura 21: Esquema del cliente.
El trabajo del cliente de Windows es recibir las o´rdenes del motor y comunicarle al motor
el estado de la ma´quina. Adema´s, en caso de que un usuario tenga una sesio´n iniciada en el
sistema operativo y se reciba una orden desde el motor, el cliente debe indicarle que´ orden
se ha recibido y dejarle escoger si prefiere aceptar la orden o cancelarla.
Para conseguir esta funcionalidad se han tenido que´ desarrollar dos tipos de aplicacio´n
diferentes. Por un lado, un servicio que se ejecute con privilegios de sistema, ya que debera´
escuchar las peticiones que reciba del motor y para ello se necesita ser un usuario elevado.
Por otro lado, una aplicacio´n que se ejecute en la sesio´n de los usuarios y poder mostrar el
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mensaje en caso de ser necesario. Esta divisio´n es necesaria porque ningu´n servicio puede
mostrar ventanas a un usuario como medida de seguridad del sistema operativo Windows.
Windows no ofrece ninguna forma de comunicarse entre procesos de sesiones diferen-
tes, y por este motivo, se ha usado una librer´ıa de comunicacio´n entre procesos llamada
XDMessaging. Esta nos ha permitido realizar de forma sencilla la comunicacio´n entre el
proceso del servicio y el proceso de la sesio´n de usuario.
Como se ha comentado anteriormente, el motor manda o´rdenes y el servicio las atiende.
E´sto se consigue porque el servicio espera recibir peticiones HTTP en dos rutas, una por
cada orden para la que esta´ preparado. Estas rutas son:
http://MAQUINA.fib.upc.es:8085/shutdown
http://MAQUINA.fib.upc.es:8085/restart
Cuando el servicio recibe una peticio´n HTTP desde el motor a cualquiera de estas dos
rutas, mira si existe algu´n usuario con sesio´n iniciada. En caso de ser as´ı, manda un mensaje
a la aplicacio´n que se esta´ ejecutando en la sesio´n del mismo para que se muestre y espera
la respuesta del usuario. En caso de no recibir respuesta en 15 minutos, la orden se ejecuta
automa´ticamente.
Como medida de seguridad, el servicio so´lo atiende peticiones de un servidor espec´ıfico y
que es reconocido por la IP. En caso de no ser la IP del motor, descarta la peticio´n y sigue
escuchando.
7.4. Herramientas de desarrollo
7.4.1. PHPStorm
PHPStorm [33] es un IDE de PHP que se adapta perfectamente al framework Laravel




WebStorm [34] es un IDE que soporta las tecnolog´ıas web como HTML, CSS y JavaScript.
Adema´s, tiene integracio´n con el framework AngularJS. Este IDE se ha utilizado para desa-
rrollar la aplicacio´n web.
7.4.3. Visual Studio
Visual Studio [35] es un IDE para sistemas operativos Windows que ofrece soporte para
todas las tecnolog´ıas ofrecidas por Microsoft. Este IDE se ha utilizado para desarrollar el
cliente de Windows, tanto el servicio como la aplicacio´n de usuario.
7.4.4. HeidiSQL
HeidiSQL [36] es un cliente SQL sencillo y gratuito para Windows. Permite realizar toda
clase de acciones sobre las bases de datos, desde consultar datos hasta crear procedimientos.
Este cliente se ha utilizado para poder revisar las bases de datos durante el desarrollo del
sistema.
7.4.5. Git
Git [37] es un sistema de control de versiones distribuido de co´digo abierto. Esta disen˜ado
para gestionar cualquier proyecto, desde los ma´s pequen˜os a los muy grandes, con velocidad
y eficiencia. Este es el sistema de control de versiones que se ha utilizado para gestionar el
co´digo de todos los proyectos del sistema.
7.4.6. SourceTree
SourceTree [38] es un cliente gra´fico de Git. E´ste nos muestra el estado del repositorio y
nos permite realizar acciones en e´l. Muestra de forma gra´fica todos los cambios de co´digo
y las ramas del proyecto. Tambie´n nos ofrece herramientas para hacer mezclas de co´digo y
gestionar la metodolog´ıa git-flow de forma gra´fica. Este cliente se ha utilizado para gestionar
el co´digo de todos los proyectos del sistema.
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7.4.7. Composer
Composer [39] es una herramienta para la gestio´n de dependencias en PHP. Permite definir
las librer´ıas de las que depende un proyecto e instalarlas automa´ticamente en el mismo. Esta
herramienta se ha utilizado para gestionar todas las dependencias del motor del sistema.
7.4.8. Yeoman
Yeoman [40] es una herramienta que ayuda a empezar nuevos proyectos de forma ra´pida,
creando de forma automa´tica una estructura del proyecto. Esta herramienta se ha utilizado
para crear el proyecto AngularJS sobre el que se ha escrito toda la aplicacio´n web.
7.4.9. Grunt
Grunt [41] es una herramienta que nos permite configurar tareas repetitivas y as´ı ahorrar
tiempo en el desarrollo y despliegue de aplicaciones web. Esta herramienta se ha utilizado
durante el desarrollo de la aplicacio´n web y se usa para generar los ficheros listos para subirlos
al servidor.
7.4.10. Bower
Bower [42] es una herramienta para la gestio´n de dependencias en proyectos web. Permite
definir las librer´ıas de las que depende el proyecto e instalarlas automa´ticamente en el mismo.
Esta herramienta se ha utilizado para gestionar todas las dependencias de la aplicacio´n web
del sistema.
7.4.11. NuGet
NuGet [43] es un gestor de dependencias para las plataformas de desarrollo de Microsoft




Node.js [44] es una plataforma construida en el entorno de ejecucio´n JavaScript de Chrome
que permite la construccio´n de aplicaciones de forma fa´cil, ra´pida y escalable. Se utiliza como
entorno de ejecucio´n de herramientas JavaScript, por ejemplo, grunt, yeoman o bower.
7.4.13. npm
npm [45] es un gestor de dependencias para los paquetes de Node.js. Esta herramienta se
ha utilizado para instalar todos los paquetes de Node.js que han hecho falta para gestionar
los proyectos.
7.4.14. Postman
Postman [46] es una extensio´n de Chrome que ayuda a generar un flujo de trabajo con
las API. Tiene funcionalidades que permiten pasar pruebas de forma automa´tica, hasta do-
cumentar la API, etc. Esta herramienta se ha utilizado para probar las diferentes rutas de la
API durante su desarrollo.
7.5. Entorno de desarrollo
El entorno de desarrollo consta u´nicamente de una ma´quina donde se ha instalado todo el
software necesario para programar usando las diferentes tecnolog´ıas usadas en el proyecto.
Las pruebas se realizan sobre la misma ma´quina de desarrollo. En los siguientes apartados se
explica el software necesario para poner en funcionamiento el sistema.
7.5.1. Apache HTTP Server
Apache HTTP Server [47] es un servidor HTTP. Es el servidor HTTP ma´s conocido y ma´s
utilizado en el mundo. En la empresa ya se utilizaba y no se planteo´ el cambio hacia ningu´n
otro. Se instalo´ un servidor en la ma´quina de desarrollo para que no hubiese que subir co´digo
a ningu´n servidor al hacer las pruebas.
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7.5.2. PHP
PHP [48] es un lenguaje de programacio´n originalmente disen˜ado para el desarrollo web de
contenido dina´mico. Es un requisito de Laravel, por lo que es necesario para que el sistema
funcione. Este lenguaje de programacio´n tambie´n se utiliza en otros proyectos de la empresa.
7.5.3. MariaDB
MariaDB se utiliza como base de datos del motor (ver 7.1.1.6 para la descripcio´n). Este
gestor de bases de datos tambie´n se utiliza en otros proyectos de la empresa.
7.5.4. mc-wol
mc-wol se utiliza como cliente Wake-On-Lan en la ma´quina de desarrollo.
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8. Pruebas
8.1. Entorno de preproduccio´n
El entorno de preproduccio´n consta de las ma´quinas de pruebas, de las que se habla ma´s
adelante, y el servidor de preproduccio´n. El servidor de preproduccio´n tiene instalado todo el
software necesario para que funcione el motor y la aplicacio´n web. El software instalado en
el servidor es muy parecido al que se ha usado en el entorno de desarrollo, por lo que solo se
nombran los cambios respecto a este.
8.1.1. wol
wol es el cliente Wake-On-Lan usado en el servidor de preproduccio´n.
8.1.2. cron
cron es el administrador regular de procesos en segundo plano usado en el servidor de
preproduccio´n. Con e´l se ejecutan los comandos de planificacio´n de forma regular.
8.1.3. Git
El sistema de control de versiones Git se utiliza como herramienta para el despliegue del
co´digo en el servidor. Se ha creado un repositorio al cual se sube el co´digo listo para desplegar
en el servidor. De esta forma, se puede mantener un control de las versiones de co´digo que
se suben.
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8.2. Despliegue en ma´quinas de prueba
Una vez preparado el servidor de preproduccio´n se empezo´ a instalar el cliente en las
primeras ma´quinas de prueba. Se escogieron 5 ma´quinas en las que no trabaja ningu´n usuario.
Estas ma´quinas se configuraron para ver como funcionaba el sistema. Durante este periodo,
se fueron solucionando los fallos encontrados. Las mejoras se subieron al servidor de manera
constante y los clientes tambie´n se actualizaron.
8.3. Despliegue en ma´quinas de usuarios reales
Una vez el sistema empezo´ a ser estable, se escogieron 10 usuarios a los cuales se les
instalo´ el cliente en sus ma´quinas. Estos usuarios fueron consultados antes de instalar el
sistema en pruebas en sus ma´quinas. Se les pidio´ que fueran reportando cualquier problema
y enviando sus comentarios. Durante este periodo, tambie´n se fueron solucionando los fallos
encontrados. Las mejoras se subieron al servidor de manera constante y los clientes tambie´n
se actualizaron.
Los usuarios fueron escogidos por su perfil de uso del sistema. Los perfiles que se consi-
deraron fueron los siguientes:
Teletrabajo: Estos usuarios utilizan el sistema para encender sus ma´quinas cuando
hacen teletrabajo. Para ellos que el sistema funcione correctamente es cr´ıtico porque
su jornada laboral depende de ello. Su uso evita que dejen las estaciones de trabajo
encendidos el d´ıa anterior o tengan que llamar a los compan˜eros de oficina la que las
enciendan.
Configuracio´n personalizada: Estos usuarios personalizan la configuracio´n de sus
ma´quinas. Un fallo en el funcionamiento del sistema puede ser molesto pero no cr´ıtico
para su trabajo.
Configuracio´n por defecto: Estos usuarios usan la configuracio´n por defecto del
sistema. Se pretende que para este tipo de usuarios el sistema no sea una molestia
y que puedan utilizarlo como el sistema anterior. Un fallo en el funcionamiento del
sistema puede ser molesto pero no cr´ıtico para su trabajo.
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9. Implantacio´n
9.1. Entorno de produccio´n
El entorno de produccio´n consta de las ma´quinas de los usuarios de la empresa, de las que
se habla ma´s adelante, y el servidor de produccio´n. El servidor de produccio´n tiene instalado
el software necesario para que funcione el motor y la aplicacio´n web. El software instalado en
el servidor de produccio´n es exactamente el mismo que en el entorno de preproduccio´n. El
u´nico detalle en el cual se diferencian es que utiliza la rama del repositorio Git donde esta´n
las versiones estables del sistema.
9.2. Despliegue en la empresa
La versio´n estable del cliente se instalo´ en las ma´quinas de los usuarios de la empresa.
Seguidamente se procedio´ a informar a los usuarios de la implantacio´n del nuevo sistema y
de sus posibilidades. Finalmente, se activo´ el sistema y se dio por finalizado el proyecto.
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10. Planificacio´n
10.1. Descripcio´n de las tareas
Este proyecto lo hemos dividido en cuatro fases principales: definicio´n de requisitos,
implementacio´n del sistema, pruebas del sistema e implantacio´n.
La primera tarea consistio´ en definir los requisitos y las tecnolog´ıas que se iban a uti-
lizar. Seguidamente se procedio´ a implementar el sistema con todas las funcionalidades
definidas durante la primera fase. A continuacio´n se comenzo´ una fase de pruebas en la que
se corrigieron todos los errores que aparecieron. Finalmente se implanto´ el sistema en la
empresa.
En los siguientes apartados se describen con ma´s detalle las diferentes fases. Tambie´n se
indicara´n las tareas que han sufrido alguna desviacio´n respecto a la planificacio´n del hito
inicial junto con su justificacio´n en cada caso.
10.1.1. Definicio´n de requisitos
En esta fase hemos identificado 5 tareas que se han llevado a cabo (ma´s informacio´n en
el anexo A).
Detectar la necesidad e idear el proyecto: Una vez se detecto´ la necesidad que se
quer´ıa cubrir, se ideo´ el proyecto en el que se ha trabajado. Se definieron las funciones
ba´sicas que deb´ıa ofrecer el sistema y los casos de uso del mismo.
Investigar las tecnolog´ıas: El siguiente paso, despue´s de definir el proyecto, era un
pequen˜o proceso de documentacio´n sobre las tecnolog´ıas existentes para encontrar
aquellas que nos permitiesen realizar el proyecto de la mejor forma posible.
Seleccionar las tecnolog´ıas: A partir de la documentacio´n conseguida y expuesta, nos
tomamos un tiempo para escoger definitivamente con que´ tecnolog´ıas trabajar´ıamos.
Definir las partes del sistema y el alcance: Finalmente, una vez escogidas las
tecnolog´ıas, se dividio´ el sistema en las diferentes piezas de la plataforma que a su vez,
definen el alcance del proyecto ya que el objetivo final es tener la plataforma operativa.
E´stas partes son: la aplicacio´n web (front-end), el motor (back-end) y el cliente de
Windows.
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Formacio´n: Las tecnolog´ıas escogidas para el desarrollo del proyecto no son conocidas
por el equipo de desarrollo lo que implica un gasto de tiempo necesario para poder
comenzar el desarrollo del mismo. Esta tarea sufrio´ una desviacio´n debido a que la
carga de trabajo prevista inicialmente no fue correcta.
Esta tarea se llevo´ a cabo por todo el equipo que dirige y desarrolla el proyecto. A conti-
nuacio´n se muestran las diferentes tareas realizadas en forma de diagrama de Gantt.
Figura 22: Diagrama de Gantt representando las tareas de todas la fase de definicio´n de requisitos
10.1.2. Implementacio´n del sistema
Esta fase es la que ma´s horas de dedicacio´n ha tenido, al usarse para crear la primera
versio´n funcional del sistema.
A continuacio´n se definen las tareas que forman esta tarea principal (ma´s informacio´n en
el anexo A).
Disen˜ar la capa de datos: En esta tarea se disen˜o´ la estructura de la base de da-
tos. Esto implico´ tomar la decisio´n de que´ datos ser´ıan necesarios para desarrollar la
aplicacio´n y que´ uso se le dar´ıa a cada uno de ellos. La capa de datos se implementa
sobre una base de datos MariaDB o MySQL 1. La base de datos es centralizada y los
diferentes recursos son accesibles a trave´s de una API.
Disen˜ar la API: En esta tarea se disen˜o´ la estructura de la API que se ofrece al resto
de partes del sistema. El disen˜o de la API conllevo´ decidir que´ recursos se exponen,
en que´ rutas (endpoints) y que´ privilegios son necesarios para acceder a cada uno de
ellos.
Disen˜ar las vistas: En esta tarea se decidio´ como mostramos a trave´s de la aplicacio´n
web toda la informacio´n a los usuarios y de que´ forma se les permite realizar las acciones
que deseen. Esto implico´ disen˜ar las vistas, que´ informacio´n se muestra en cada una
1El motivo por el que el proyecto es compatible con ambas bases de datos es porque MariaDB es un fork
del proyecto MySQL. La compatibilidad entre ambos es pra´cticamente total ya que MariaDB ha sido disen˜ado
para reemplazar a MySQL directamente y mantiene las mimas o´rdenes, APIs y librer´ıas.
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de ellas y que´ tipos de interaccio´n puede realizar el usuario con el sistema a trave´s de
la web.
Instalar el entorno de desarrollo: En esta tarea se instalo´ todo el software necesario
para poder implementar las diferentes partes del proyecto. Hay que tener en cuenta que
se usan tecnolog´ıas diferentes para cada parte del mismo. Esto implica que la cantidad
de software usado para desarrollarlo ha sido mayor respecto a otros proyectos en los
que se utiliza un u´nico entorno de desarrollo integrado (IDE 2).
Crear los proyectos: En esta tarea se crearon los proyectos para desarrollar las dife-
rentes partes: proyecto Laravel, proyecto AngularJs y una solucio´n de Visual Studio.
Tambie´n se crearon los repositorios Git, que es el software de control de versiones
escogido, en el servidor privado de la empresa que es donde alojan los proyectos.
Implementar la API: En esta tarea se implemento´ la API disen˜ada anteriormente.
Para ello, usamos el framework Laravel. Laravel es un framework PHP que nos ofrece
una manera simple de acceder a la base de datos y de definir endpoints para los
diferentes recursos del sistema. Esta tarea sufrio´ una desviacio´n debido a que la carga
de trabajo prevista inicialmente no fue correcta.
Implementar la aplicacio´n web (front-end): En esta tarea se implementaron todas
las vistas de la aplicacio´n web disen˜adas anteriormente. Para ello, usamos el framework
AngularJS. AngularJS es un framework Javascript disen˜ado para construir interfaces
de usuario de manera sencilla y ofrece me´todos para conectarse fa´cilmente a otros
componentes software a trave´s de APIs. Esta tarea sufrio´ una desviacio´n debido a que
la carga de trabajo prevista inicialmente no fue correcta.
Implementar motor (back-end): En esta tarea se implemento´ el motor del sistema.
Este motor se encarga de planificar y ejecutar las diferentes tareas. Para esto se utilizan
scripts y un administrador de procesos, en este caso cron, que se ocupa de ejecutarlos
perio´dicamente. Esta tarea sufrio´ una desviacio´n debido a que la carga de trabajo
prevista inicialmente no fue correcta.
Implementar cliente de Windows: En esta tarea se implemento´ el cliente de Win-
dows. El cliente de Windows sera´ desarrollado en el lenguaje C# y utilizara´ las capa-
cidades que le ofrece el framework .NET para comunicarse con el sistema operativo y
ejecutar las acciones demandadas por el motor. Esta tarea sufrio´ una desviacio´n debido
a que la carga de trabajo prevista inicialmente no fue correcta.
Acoplar las diferentes partes del sistema: En esta tarea se implemento´ el co´digo
que permite que las diferentes partes del sistema (aplicacio´n web, motor y cliente de
Windows) se comuniquen entre s´ı y trabajen conjuntamente. Esta tarea sufrio´ una
desviacio´n debido a que la carga de trabajo prevista inicialmente no fue correcta.
2IDE, de las siglas en ingles Integrated Development Environment.
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Implementar la autenticacio´n: En esta tarea se implemento´ la autenticacio´n entre
las diferentes partes del sistema. Esto es necesario, para evitar que los usuarios ejecu-
ten acciones sobre cualquier ma´quina. Adema´s, si las comunicaciones entre las partes
del sistema no estuvieran autenticadas, cualquier atacante podr´ıa acceder al sistema
libremente y ser´ıa un gran problema de seguridad. Esta tarea sufrio´ una desviacio´n
debido a la baja por enfermedad de un miembro del equipo de desarrollo.
El recurso que se destino´ a esta tarea es un programador que se encargo´ de llevar a cabo
todas las tareas. Debido a esto, y aunque algunas tareas pod´ıan haberse realizado de forma
paralela, todas se realizaron de forma secuencial. A continuacio´n se muestran las diferentes
tareas realizadas en forma de diagrama de Gantt.
Figura 23: Diagrama de Gantt representando las tareas de todas la fase de implementacio´n del sistema.
En este punto ya ten´ıamos la primera versio´n del sistema que se pod´ıa empezar a probar.
10.1.3. Pruebas del sistema
En esta fase se realizaron las pruebas del sistema previas a la implantacio´n.
A continuacio´n se definen las tareas que forman esta tarea principal (ma´s informacio´n en
el anexo A).
Desplegar en ma´quinas de prueba: En esta tarea se utilizaron ma´quinas de prueba,
que ningu´n usuario usa para trabajar, para realizar los primeros test. Para esta tarea se
definieron secuencias de acciones que los usuarios ejecutara´n habitualmente para ver
que todo funciona correctamente. Gracias a estas pruebas, se detectaron y corrigieron
algunos fallos antes de que los usuarios tomasen contacto con el sistema. Esta tarea
sufrio´ una desviacio´n debido a que se decidieron alargar un poco las pruebas para
asegurar que los usuarios trabajasen con una versio´n lo ma´s pulida posible.
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Desplegar en ma´quinas de usuarios reales: En esta tarea se utilizaron un grupo
variado de usuarios a los cuales se les instalo´ el cliente de Windows en su ma´quina.
Durante un tiempo vimos como este grupo de usuarios usaba el sistema y resolvimos
los errores que se detectaron antes de implantarlo en el resto de la empresa. El grupo
de usuarios lo formaron usuarios de perfiles variados para abarcar el mayor nu´mero de
casos de uso posibles. Esta tarea se realizo´ justo despue´s de la definida anteriormente.
Los recursos que se destinaron a esta fase son dos administradores de sistemas: un admi-
nistrador senior que llevo´ a cabo la revisio´n del proceso de pruebas y un administrador junior
que realizo´ las pruebas sobre las ma´quinas y estuvo recabando toda la informacio´n necesaria.
A continuacio´n se muestran las diferentes tareas realizadas en forma de diagrama de Gantt.
Figura 24: Diagrama de Gantt representando las tareas de todas la fase de pruebas del sistema.
10.1.4. Implantacio´n del sistema
Finalmente, se procedio´ a la implantacio´n del sistema a todos los usuarios de la empresa.
A continuacio´n se definen las tareas que forman esta tarea principal (ma´s informacio´n en
el anexo A).
Instalar en todas las ma´quinas: En esta tarea se procedio´ a instalar el cliente en
todas las ma´quinas de los usuarios.
Informar a los usuarios: En esta tarea se informo´ a los usuarios de la implantacio´n
del nuevo sistema y la fecha de activacio´n del mismo.
Activar el sistema: En esta tarea se procedio´ a activar el sistema en todas las ma´quinas
de los usuarios.
Los recursos que se destinaron a esta fase fueron dos administradores de sistemas que se
encargaron de todas las tareas. A continuacio´n se muestran las diferentes tareas realizadas
en forma de diagrama de Gantt.
En el anexo C se muestra en forma de diagrama de Gantt una visio´n conjunta de todas
las fases del proyecto con su duracio´n definitiva.
58
Figura 25: Diagrama de Gantt representando las tareas de todas la fase de implantacio´n del sistema.
10.2. Identificacio´n y estimacio´n de costes
En este proyecto nos encontramos con tres tipos de costes definidos: costes indirectos,
costes directos derivados de las tareas y costes de los planes de contingencia. Analizaremos
cada uno de los costes en los siguientes apartados. Esta estimacio´n de costes tiene en cuenta
la desviacio´n sufrida en la previsio´n que se llevo´ a cabo en el documento del hito inicial.
10.2.1. Amortizaciones
El u´nico recurso de los utilizados en el proyecto que se amortiza a lo largo del tiempo
son las ma´quinas. Las ma´quinas que se utilizara´n para llevar a cabo el proyecto no han sido
compradas espec´ıficamente para el mismo. Adema´s todas tienen una antigu¨edad mayor a
4 an˜os, que era la vida u´til prevista en el momento de la compra, y por lo tanto ya esta´n
amortizadas a d´ıa de hoy.
10.2.2. Costes indirectos
Todos los costes indirectos que definiremos a continuacio´n ya esta´n disponibles en la
empresa. Por este motivo, no sera´n estimados, ya que no se utilizara´n las horas suficientes
como para que el gasto sea apreciable.
Los costes indirectos identificados en el proyecto son: la conexio´n a internet, las licencias
del software utilizado para desarrollar el proyecto, el alquiler de la oficina, la limpieza de la
oficina, la electricidad gastada en la iluminacio´n, la climatizacio´n y el agua.
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10.2.3. Costes directos
Los costes directos los dividiremos en las diferentes fases del proyecto y las actividades
que lo componen. Para estimar el coste usaremos la informacio´n que tenemos en los anexos
A y B. La estimacio´n es la siguiente:
Definicio´n de requisitos: las horas dedicadas a esta tarea tienen un coste total de
1890.82e.
Recurso Precio por hora Horas Total
Programador/Administrador de sistemas junior 7.5 e 175 1312.5 e
Administrador de sistemas senior 30 e 19 570 e
Ma´quina (Workstation) 0.052 e 160 8.32 e
Total 1890.82 e
Tabla 2: Desglose de costes de la fase Definicio´n de requisitos.
Implementacio´n del sistema: las horas dedicadas a esta tarea tienen un coste total
de 3564.54e.
Recurso Precio por hora Horas Total
Programador/Administrador de sistemas junior 7.5 e 472 3540 e
Ma´quina (Workstation) 0.052 e 472 25.54 e
Total 3564.54 e
Tabla 3: Desglose de costes de la fase Implementacio´n del sistema.
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Pruebas del sistema: las horas dedicadas a esta tarea tienen un coste total de
640.88e.
Recurso Precio por hora Horas Total
Programador/Administrador de sistemas junior 7.5 e 80 600 e
Ma´quina (Workstation) 0.052 e 80 4.16 e
Ma´quina (Prueba) 0.052 e 600 31.12 e
Servidor (Prueba) 0.07 e 80 5.6 e
Total 640.88 e
Tabla 4: Desglose de costes de la fase Pruebas del sistema.
Implantacio´n del sistema: las horas dedicadas a esta tarea tienen un coste total de
211.46e.
Recurso Precio por hora Horas Total
Programador/Administrador de sistemas junior 7.5 e 28 210 e
Ma´quina (Workstation) 0.052 e 28 1.46 e
Total 211.46 e
Tabla 5: Desglose de costes de la fase Implantacio´n del sistema.
Por lo tanto el coste total de los costes directos del proyecto es:
Fase % del total Total
Definicio´n de requisitos 29.98 % 1890.82 e
Implementacio´n del sistema 56.51 % 3564.54 e
Pruebas del sistema 10.16 % 640.88 e
Implantacio´n del sistema 3.35 % 211.46 e
Total 6307.7 e
Tabla 6: Desglose de costes directos totales.
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10.2.4. Contingencia
Reservaremos una parte del presupuesto para la partida de contingencia, concretamente
un 15 % de la suma de costes directos e indirectos. La reserva esta´ hecha sobre la suma de
costes directos e indirectos del documento del hito inicial.
Tipo de costes Coste Porcentaje Total
Directos 4790.78 e 15 718.62 e
Indirecto 0 e 15 0 e
Total 718.62 e
Tabla 7: Desglose de costes de la partida de contingencia.
10.2.5. Imprevistos
Tambie´n reservaremos una parte del presupuesto para imprevistos, los imprevistos contem-
plados son:
Retraso de 40 horas: Valoramos un retraso de 40 horas en total que pueden ser
debidas, por ejemplo, incapacitacio´n del personal o errores de previsio´n. Estas horas
esta´n valoradas en 7.5 e la hora.
Fallo en el equipo de trabajo: En el caso de que hubiese algu´n problema con el
hardware, se tendr´ıa que reparar o cambiar, aumentando el coste del proyecto en
ma´ximo el precio de un ordenador nuevo. Como en la empresa se dispone de otras
ma´quinas iguales de sustitucio´n, el u´nico coste ser´ıa la puesta a punto para seguir
desarrollando. El coste son unas 20 horas de trabajo valoradas en 7.5 e la hora.
Recurso Precio por hora Horas Total
Retraso de 40 horas 7.5 e 40 300 e
Fallo en el equipo de trabajo 7.5 e 20 150 e
Total 450 e
Tabla 8: Desglose de costes de la partida de imprevistos.
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10.2.6. Presupuesto
Antes de hacer el calculo final de presupuesto hay que hacer una consideracio´n final. No
se an˜ade en el presupuesto ningu´n margen de beneficio sobre el coste total del proyecto,
ya que es un proyecto interno de la empresa que no pretende ganar dinero sino facilitar las
tareas de los empleados. Como se han producido desviaciones respecto a la planificacio´n
inicial, los gastos en contingencia e imprevistos reservados previamente se invierten ahora en
mitigar el sobrecoste. El sobrecoste final es de 348.3 e.
Concepto Coste
Costes directos 5139.08 e





Tabla 9: Presupuesto total.
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11. Trabajo futuro
Cuando se definio´ el proyecto tambie´n se propusieron mejoras de cara al futuro. En la
siguiente lista podemos ver las mejoras planteadas:
Adaptar aplicacio´n web a dispositivos mo´viles: Aunque la interfaz ahora mismo es
usable en un dispositivo mo´vil, no esta adaptada al 100 %. Uno de las posibles mejoras
podr´ıa ser la adaptacio´n para todo tipo de pantallas.
Soporte para otros sistemas operativos: El cliente solo ha sido desarrollado para
el sistema operativo Windows, pero podr´ıa ser implementado en cualquier sistema
operativo.
Sistema de notificacio´n: Se podr´ıa implementar un sistema que notifique a los usua-
rios cuando ocurra algu´n evento relacionado con sus estaciones de trabajo (p.e. una
parada de emergencia, una instalacio´n de parches, etc.).
Ma´s herramientas para los administradores: Se podr´ıa implementar ma´s herramien-
tas para los administradores del sistema como la capacidad de poner excepciones en
todas las ma´quinas, capacidad de encender todas las ma´quinas desde un mismo lugar
o un modo mantenimiento.
Estad´ısticas: Se podr´ıan realizar estad´ısticas con los datos de cambio de estado de
las ma´quinas: calcular cuanto tiempo esta´ encendida una ma´quina, cuanta energ´ıa ha
gastado, mostrarlo en forma de gra´ficos, etc.
Desacoplar del entorno de la empresa: Ahora mismo el sistema esta acoplado al
entorno del InLab FIB. Una posible mejora de futuro ser´ıa desacoplar el sistema para
poder instalarlo en otros entornos.
Cliente de Remote Desktop integrado: Una posible mejora ser´ıa integrar un cliente
de remote desktop en la propia aplicacio´n web. Una opcio´n podr´ıa ser Guacamole [49].




Esta memoria recoge la definicio´n, desarrollo y puesta en marcha de un sistema de gestio´n
del estado de energ´ıa de las ma´quinas en el entorno de trabajo de la Facultad de Informa´tica
de Barcelona (FIB). Respecto los objetivos del proyecto, podemos decir que se han cumplido
satisfactoriamente: todos los requisitos se satisfacen y el resultado final ha demostrado su
buen funcionamiento y su utilidad para los trabajadores de la Facultad.
En primer lugar se hizo un ana´lisis de las necesidades que se ten´ıan que cubrir y se
establecieron unos objetivos que el proyecto deber´ıa cumplir. Adema´s, antes de tomar la
decisio´n de desarrollar este proyecto, se reviso´ el estado del arte en la materia buscando
alguna solucio´n existente. Ninguna solucio´n se ajustaba a todas las necesidades y se decidio´
llevar a cabo el proyecto desde cero.
Se tomo´ la decisio´n de dividir el sistema en tres componentes: motor, aplicacio´n web y
cliente de Windows. El motor se encarga de procesar las configuraciones de los usuarios,
ejecutar las acciones planificadas y gestionar los datos de la aplicacio´n exponie´ndolos al
resto de componentes del sistema a trave´s de una API. La aplicacio´n web es el me´todo que
utilizan los usuarios para interactuar con el sistema. El cliente de Windows permite al motor
comunicarse con una ma´quina y ejecutar acciones sobre ella.
Una vez desarrollada la primera versio´n de los componentes, se llevaron a cabo pruebas
sobre el sistema. Se subio´ la primera versio´n del motor y la aplicacio´n web a un servidor
de preproduccio´n y se instalo´ la primera versio´n del cliente de Windows en ma´quinas que se
usaron solo para probar este sistema. Ma´s tarde, se escogieron algunos usuarios para que pro-
baran el sistema y se instalo´ el cliente en sus estaciones de trabajo. Durante todo este tiempo
de pruebas se fueron arreglando los errores encontrados y actualizando los componentes con
los cambios.
Finalmente, se subio´ la versio´n final del motor y la aplicacio´n web a un servidor de pro-
duccio´n y el cliente se instalo´ en todas las estaciones de trabajo de la empresa. Adema´s se
informo´ a los usuarios de la existencia de este nuevo sistema y se les invito´ usarlo.
Aunque este sistema podr´ıa haber sido desarrollado con una estructura diferente, e´sta se
ha considerado la mejor opcio´n. Por una parte, el motor, con una pequen˜a evolucio´n, permite
que se creen otras aplicaciones que se integren en el sistema gracias a su API. Adema´s, la
aplicacio´n web permite a los usuarios acceder al sistema desde cualquier navegador, esto
hace que el acceso al sistema sea simple y exento de configuraciones.
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Personalmente, el desarrollo de este proyecto me ha acercado al uso de diferentes tecno-
log´ıas, que eran desconocidas para m´ı, integra´ndolas para crear un sistema. Adema´s, el hecho
de que el proyecto se use en un entorno real genera una gran satisfaccio´n personal. Tambie´n
me ha hecho tomar consciencia del gasto energe´tico que suponen las estaciones de trabajo
en las empresas, el coste asociado a ello, tanto econo´mico como ambiental, y lo importante
que es tomar medidas para reducirlo, que es el impacto mas importante de este proyecto.
No obstante, no todos los retos de este proyecto han sido a nivel te´cnico. Ha sido enri-
quecedor poder formar parte de las reuniones donde se ideo´ el proyecto partiendo de unos
problemas definidos y poder aportar ideas sobre que´ deb´ıa ofrecer este sistema a los usuarios.
Asimismo, ha servido para darme cuenta de la importancia de acotar un proyecto a la hora de
valorar si se han cumplido los objetivos propuestos inicialmente. Cabe destacar la dificultad
de disen˜ar un sistema que utilizara´n usuarios de perfiles muy distintos y la dificultad que
entran˜a que todos se sientan a gusto en el mismo entorno.
Finalmente, estoy satisfecho por haber encontrado un proyecto donde todas las habilidades




Estos son los recursos disponibles para realizar el proyecto as´ı como el coste asociado para
cada uno de ellos.
Humanos
Co´digo Nombre Coste
PAJ Programador/Administrador de sistemas junior 7.5 e/h
AS Administrador de sistemas Senior 30 e/h
Materiales
Co´digo Nombre Coste
MW Maquina (Workstation) 0.052 e/h
MP Maquina (Prueba) 0.052 e/h
SP Servidor (Prueba) 0.07 e/h
Tabla 10: Recursos disponibles para el proyecto y coste por hora asociado.
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B. Tareas y tiempo
Estos son las diferentes fases y tareas del proyecto con los recursos y tiempos asociados a
cada una de ellas (desviaciones incluidas).
Fase 1: Definicio´n de requisitos
Nombre de la tarea Tiempo Recursos
Detectar la necesidad e idear el proyecto 2 semanas PAJ (15 h), AS (15 h)
Investigar las tecnolog´ıas 1 semana PAJ (20 h), MW (20 h)
Seleccionar las tecnolog´ıas 1 semana PAJ (20 h), MW (20 h)
Definir las partes del sistema y el alcance 1 semana
PAJ (20 h), MW (20 h),
AS (4 h)
Formacio´n 5 semanas PAJ (100 h), MW (100 h)
Recursos totales fase 1
Nombre del recurso Tiempo
Programador/Administrador de sistemas junior (PAJ) 175 h
Maquina (Workstation) (MW) 160 h
Administrador de sistemas Senior (AS) 19 h
Tabla 11: Visio´n global de la relacio´n entre las tareas, el tiempo usado y el esfuerzo en horas de la
tarea ’Definicio´n de requisitos’.
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Fase 2: Implementacio´n del sistema
Nombre de la tarea Tiempo Recursos
Disen˜ar la capa de datos 1 semana PAJ (20 h), MW (20 h)
Disen˜ar la API 1 semana PAJ (20 h), MW (20 h)
Disen˜ar las vistas 1 semana PAJ (20 h), MW (20 h)
Instalar el entorno de desarrollo 1 semana PAJ (20 h), MW (20 h)
Crear los proyectos 3 d´ıas PAJ (12 h), MW (12 h)
Implementar la API 3 semanas PAJ (60 h), MW (60 h)
Implementar la aplicacio´n web 3 semanas PAJ (60 h), MW (60 h)
Implementar motor 3 semanas PAJ (60 h), MW (60 h)
Implementar cliente de Windows 4 semanas PAJ (80 h), MW (80 h)
Acoplar las diferentes partes del sistema 3 semanas PAJ (60 h), MW (60 h)
Implementar la autenticacio´n 3 semanas PAJ (60 h), MW (60 h)
Recursos totales fase 2
Nombre del recurso Tiempo
Programador/Administrador de sistemas junior (PAJ) 472 h
Maquina (Workstation) (MW) 472 h
Tabla 12: Visio´n global de la relacio´n entre las tareas, el tiempo usado y el esfuerzo en horas de la
tarea ’Implementacio´n del sistema’.
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Fase 3: Pruebas del sistema
Nombre de la tarea Tiempo Recursos
Desplegar en ma´quinas de prueba 2 semanas
PAJ (40 h), MW (40 h),
5 x MP (40 h), SP (40 h)
Desplegar en ma´quinas de usuarios reales 2 semanas
PAJ (40 h), MW (40 h),
10 x MP (40 h), SP (40 h)
Recursos totales fase 3
Nombre del recurso Tiempo
Programador/Administrador de sistemas junior (PAJ) 80 h
Maquina (Workstation) (MW) 80 h
Maquina (Prueba) (MP) 600 h
Servidor (Prueba) (SP) 80 h
Tabla 13: Visio´n global de la relacio´n entre las tareas, el tiempo usado y el esfuerzo en horas de la
tarea ’Pruebas del sistema’.
Fase 4: Implantacio´n del sistema
Nombre de la tarea Tiempo Recursos
Instalar en todas las ma´quinas 1 semana PAJ (20 h), MW (20 h)
Informar a los usuarios 1 d´ıa PAJ (4 h), MW (4 h)
Activar el sistema 1 d´ıa PAJ (4 h), MW (4 h)
Recursos totales fase 4
Nombre del recurso Tiempo
Programador/Administrador de sistemas junior (PAJ) 28 h
Maquina (Workstation) (MW) 28 h
Tabla 14: Visio´n global de la relacio´n entre las tareas, el tiempo usado y el esfuerzo en horas de la
tarea ’Implantacio´n del sistema’.
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Recursos totales
Nombre del recurso Tiempo
Programador/Administrador de sistemas junior (PAJ) 755 h
Administrador de sistemas Senior (AS) 19 h
Maquina (Workstation) (MW) 740 h
Maquina (Prueba) (MP) 600 h
Servidor (Prueba) (SP) 80 h
Tabla 15: Suma total de horas de los recursos utilizados durante todas las tareas.
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C. Gantt
Este es el diagrama de Gantt con todas las tareas del proyecto, con las fechas de inicio y fin de cada una as´ı como sus precedencias
teniendo en cuenta los recursos disponibles. Cada color representa una fase del proyecto.
Figura 26: Diagrama de Gantt representando las subtareas de todas las fases
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