Are Automatic Metrics Robust and Reliable in Specific Machine Translation Tasks? by Chinea-Rios, Mara et al.
Proceedings of the
21st Annual Conference of
the European Association
for Machine Translation
28–30 May 2018
Universitat d’Alacant
Alacant, Spain
Edited by
Juan Antonio Pe´rez-Ortiz
Felipe Sa´nchez-Mart´ınez
Miquel Espla`-Gomis
Maja Popovic´
Celia Rico
Andre´ Martins
Joachim Van den Bogaert
Mikel L. Forcada
Organised by
research group
The papers published in this proceedings are —unless indicated otherwise— covered by the
Creative Commons Attribution-NonCommercial-NoDerivatives 3.0 International (CC-BY-ND
3.0). You may copy, distribute, and transmit the work, provided that you attribute it (au-
thorship, proceedings, publisher) in the manner specified by the author(s) or licensor(s), and
that you do not use it for commercial purposes. The full text of the licence may be found at
https://creativecommons.org/licenses/by-nc-nd/3.0/deed.en.
c© 2018 The authors
ISBN: 978-84-09-01901-4
Are Automatic Metrics Robust and Reliable
in Specific Machine Translation Tasks?
Mara Chinea-Rios A´lvaro Peris
Pattern Recognition and Human Language Technology Research Center
Universitat Polite`cnica de Vale`ncia, Vale`ncia, Spain
{machirio, lvapeab, fcn}@prhlt.upv.es
Francisco Casacuberta
Abstract
We present a comparison of automatic
metrics against human evaluations of
translation quality in several scenarios
which were unexplored up to now. Our
experimentation was conducted on transla-
tion hypotheses that were problematic for
the automatic metrics, as the results greatly
diverged from one metric to another. We
also compared three different translation
technologies.
Our evaluation shows that in most cases,
the metrics capture the human criteria.
However, we face failures of the automatic
metrics when applied to some domains and
systems. Interestingly, we find that au-
tomatic metrics applied to the neural ma-
chine translation hypotheses provide the
most reliable results. Finally, we provide
some advice when dealing with these prob-
lematic domains.
1 Introduction
Machine translation (MT) assessment is an open
research question. The most accurate methods re-
quire a manual evaluation of the MT system. Un-
fortunately, this is a difficult and costly process,
being unaffordable while developing new MT en-
gines. Therefore, protocols for automatic evalu-
ation of MT are required. The most common ap-
proach for evaluating the MT quality is to compare
the system hypotheses with one or more reference
sentences and compute a quality score.
c© 2018 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
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A significant research effort has been spent
on enhancing the automatic metrics. For in-
stance, a shared task is running since 2008, as
part of the Conference on Machine Translation
(WMT). Although several metrics have been pro-
posed, the literature is nowadays dominated by
BLEU (BiLingual Evaluation Understudy) (Pap-
ineni et al., 2002) and, to a lesser extent, by TER
(Translation Edit Rate) (Snover et al., 2006).
Despite their usefulness, those metrics may di-
verge, sometimes leading to deceiving conclu-
sions. This is the case of unconventional tasks or
domains (e.g Chinea-Rios et al. (2017)).
This work aims to shed some light on these be-
haviors, by conducting a human evaluation of MT
outputs that produce inconsistencies in the met-
rics. More precisely, we study the correlation be-
tween human judgment and automatic evaluation
on three problematic domains and for three dif-
ferent MT systems. We analyze the strengths and
flaws that each automatic metric conveys, giving
some advice for future research. The main contri-
butions of this paper are the following:
• We deepen into an unexplored field: the eval-
uation of MT outputs which present inconsis-
tencies between automatic metrics.
• We conduct a human evaluation of MT hy-
pothesis which produced inconsistent auto-
matic evaluations, following the direct assess-
ment (DA) methodology.
• We compare a large number of state-of-the-
art automatic metrics for our tasks at hand.
• We study the correlation of all metrics with
human judgments, finding out that automatic
metrics capture relatively well the human
evaluation criteria in several cases.
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This paper is structured as follows: in Section 2,
we review relevant literature in the field of MT
evaluation. Section 3 provides a brief summary of
the metrics under study in this work. Section 4 ex-
plains the methods used to evaluate MT. In Sec-
tion 5, we describe the experimental setup. We
show and discuss the results of our evaluation in
Section 6. Finally, we conclude in Section 7 by
highlighting the main lessons learned from this
work.
2 Related work
As stated in the previous section, the automatic
evaluation of MT quality is a key element for the
effective development of MT. Therefore, it has
been studied from long ago (Pierce and Carroll,
1966; White et al., 1994). From here, a large
amount of metrics have been proposed. Among
them, the most widely used, especially in the
academia, is the aforementioned BLEU. Nonethe-
less it is also widely accepted that BLEU suf-
fers from several limitations when correlating with
human judgments (Turian et al., 2003; Tatsumi,
2009) and can be fooled with bad translations
(Smith et al., 2016). Other metrics are also com-
mon in the literature. This is the case of TER,
METEOR (Lavie and Denkowski, 2009), word er-
ror rate (WER) (Klakow and Peters, 2002; Morris
et al., 2004) or NIST (Doddington, 2002). De-
spite these efforts, the automatic assessment prob-
lem remains open, being organized several evalu-
ation campaigns (Mauro et al., 2017) and shared
tasks (Bojar et al., 2017a).
Due to the fragility and ambiguity of the exist-
ing metrics, several works attempted to perform a
fine-grained evaluation of different MT systems or
technologies. With the recent irruption of the neu-
ral machine translation (NMT) paradigm, a natu-
ral question arises: is NMT better than classical
phrase-based statistical machine translation (PB-
SMT) systems?
Several works aimed to answer this question.
Toral and Sa´nchez-Cartagena (2017) performed an
extensive comparison of NMT and PB-SMT sys-
tems, measuring several facets of the translation,
such as similarity, fluency or reordering. Error
analyses of NMT and PB-SMT have also been re-
ported, either automatic (Bentivogli et al., 2018) or
manual (Klubicˇka et al., 2017). The conclusions
were alike: NMT handled better verbs and nouns
reordering, while the translation of proper nouns
was worse.
However, it is still uncertain whether the NMT
paradigm works better in situations with scarce
data, as pointed out by Koehn and Knowles (2017).
A solution to this issue is to add monolingual data.
The usage of synthetic data in NMT has reported
excellent results in terms of BLEU (Chinea-Rios
et al., 2017; Sennrich et al., 2016a); but a study
on the importance of adding synthetic data in NMT
with respect to the human perception of translation
is still missing.
3 Automatic evaluation of machine
translation
In the context of this paper, the goal of automatic
metrics is to assign scores to MT outputs in a way
that they correlate with a human evaluation of the
translation quality. In this section we briefly de-
scribe the eight metrics compared in this work.
These are the most common metrics used for eval-
uating MT.
3.1 BLEU
BLEU tries to model the correspondence between
the output from a MT system and the one produced
by a human. The BLEU score is based on the n-
gram precision. It counts the number of n-grams
from the hypothesis that appear in the reference,
dividing this count by the number of n-grams in
the hypothesis. This count is clipped to the maxi-
mum number of counts that the n-gram has in any
sentence of the reference document. BLEU also
features a brevity penalty for short translations.
The final BLEU score is computed as a geomet-
ric mean of the n-gram precision, modified by the
brevity penalty. The maximum order of the n-
grams involved in the computation of BLEU is set
to 4, as this provides the highest correlation with
human evaluation, according to the original exper-
imentation (Papineni et al., 2002).
3.2 METEOR
BLEU only considers n-gram precision, ignoring
the recall component. Moreover, it lacks an ex-
plicit word matching. METEOR aims to mitigate
these issues. METEOR is an alignment-based met-
ric, which computes all valid alignments between
the hypothesis and the references. For computing
these alignments, it makes use of a stemmer and a
synonym database. Therefore, this is a language-
dependent metric.
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Once the set of alignments is computed, the ME-
TEOR metric is a harmonic mean of the unigram
precision and unigram recall, modified by an align-
ment penalty.
3.3 TER
The TER is defined as the minimum number of
word edit operations that must be made in order
to transform the hypothesis into the reference. The
edit operations considered are insertion, substitu-
tion, deletion and swapping groups of words. The
number of edit operations is normalized by the
number of words in the reference sentence. The
minimum number of edit operations is obtained by
dynamic programming. Note that, unlike BLEU
and METEOR, this is an error-based metric. Hence,
the lower, the better.
3.4 WER
Metric based on the Levenshtein distance, work-
ing at word level. WER is based on the calcula-
tion of the number of words that differ between
a piece of machine translated text and a reference
translation. WER is similar to TER but ignoring
the swapping operation. It was originally used for
measuring the performance of speech recognition
systems, but was also used in the evaluation of ma-
chine translation. As TER, the lower the WER, the
better.
3.5 PER
Position independent word Error Rate (PER) (Till-
mann et al., 1997) is similar to TER and WER but
comparing the words in the two sentences without
considering the word order. The PER score is al-
ways lower than or equal to WER. On the other
hand, a shortcoming of the PER is that the word or-
der may be important in some cases. Therefore the
best solution is to calculate both word error rates.
3.6 NIST
NIST was designed to improve BLEU by reward-
ing the translation of infrequently used words.
This was intended to prevent the inflation of MT
evaluation scores by focusing on common words
and high confidence translations. As a result, the
NIST metric assigns larger weights to infrequent
words. Similarly to BLEU, the final NIST score is
computed according to the arithmetic mean of the
weighted n-gram matches between the MT outputs
and the reference translations. A brevity penalty
is also included. The reliability and quality of
the NIST metric has been shown to be superior to
BLEU in several cases.
3.7 BEER
BEtter Evaluation as Ranking (BEER) (Stanojevic´
and Sima’an, 2014a,b, 2017) is a trained evalua-
tion metric with a linear model that combines sub-
word feature indicators (character n-grams) and
global word order features (skip bi-grams) to get a
language agnostic and fast to compute evaluation
metric. This metric obtained very high correlation
values with human evaluations in the last evalua-
tion campaigns (e.g. Bojar et al. (2017a)).
3.8 CHRF
Character n-gram F-score (CHRF) (Popovic´, 2015)
computes the Fβ-score on the character n-gram
precision and recall. According to Popovic´ (2015),
using an F3-score correlated best with human judg-
ment. Its popularity is increasing, as it has shown
to be a reliable metric for NMT systems.
4 Methodology
In this section we describe the human evaluation
protocol applied in our work. We also describe
how we computed the correlation across metrics.
4.1 Direct Assessment
Following the metrics shared task from WMT’17
(Bojar et al., 2017a), we used the monolingual
DA model for evaluating the translation adequacy
(Graham et al., 2017).
To obtain a correct measure of the translation
quality is difficult to achieve, and the DA setup
simplifies this task: unlike classical translation as-
sessment protocols (typically bilingual), this is a
simpler framework. In DA, the translation ade-
quacy is structured as a monolingual assessment of
semantic similarity, in which the reference transla-
tion and the MT hypothesis are displayed to the
human evaluator. Assessors rate a translation by
scoring how adequately it expresses the meaning
of the reference translation. The evaluation scale
ranges from 0 (worst) to 100 (perfect).
In order to avoid the skew from the different
evaluators, we standardized all the scores. The
standard score z of a raw score x is computed as:
z =
x− µ
σ
(1)
where µ and σ are the average and standard devia-
tion of the scores population, respectively.
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4.2 Computing metric correlations
For computing the correlation between two met-
rics, we applied the widely used Pearson correla-
tion coefficient:
r =
∑n
i=1(hi−h¯)(mi−m¯)√∑n
i=1(hi−h¯)
2√∑n
i=1(mi−m¯)2
(2)
where n is the number of samples, hi is the human
assessment score of the i-th translation hypothesis
and mi is the corresponding scores to that hypoth-
esis given by an automatic metric. h¯ and m¯ are the
human and automatic mean scores, respectively.
The r coefficient ranges from +1 to −1, where
+1 means total positive correlation and −1 de-
notes total inverse correlation. A value of 0 means
that there is no linear correlation between both
variables.
In this work, we compute statistical significance
tests, computing a confidence level of α as:
α = 2pt(|t|, n− 2) (3)
where pt denotes the cumulative density function
of t and the t value is obtained computed follow-
ing:
t = r
√
n− 2√
1− r2 (4)
5 Experimental setup
Our experimental framework related a domain
adaptation task, in the English to Spanish language
direction. In our setup, we trained a PB-SMT and a
NMT system on the same data, from a general cor-
pus extracted from websites (Common Crawl). We
applied these systems to three different domains:
printer manuals (XRCE) (Barrachina et al., 2009),
information technology1 (IT) and Electronic Com-
merce (E-Com). We adapted the NMT system
to these domains via synthetic data, as proposed
by Chinea-Rios et al. (2017). This method con-
sists in, for each domain, selecting related samples
from a large monolingual pool, back-translating
them and fine-tuning the general NMT system with
these data. Table 1 show the main figures of these
datasets. It is worth noting the differences existing
between the domains, in terms of sentence length:
The Common Crawl and IT domains featured long
sentences (with around 20 words per sentence);
1http://metashare.metanet4u.eu/
qtleapcorpus
while the XRCE and E-Com domains had much
shorter sentences. This shows that the first two do-
mains contained sentences with much more con-
text than the two latter.
Corpus |S| |W | |V | |W |
Tr
ai
ni
ng
Common Crawl En 1.5M 30M 456k 20.0Es 31M 522k 20.0
IT – Syn En 150k 2.5M 76k 16.7Es 3.0M 78k 20.0
XRCE – Syn En 180k 2.2M 54k 9.4Es 1.7M 58k 12.2
E-Com – Syn En 300k 3.2M 100k 10.6Es 4.1M 100k 13.6
Te
st
IT En 857 15.6k 2.1k 18.2Es 17.4k 2.4k 20.3
XRCE En 1.1k 8.4k 1.6k 7.6Es 10.1k 1.7k 9.2
E-Com En 886 7.3k 874 8.2Es 8.6k 973 9.7
Table 1: Corpora main figures, in terms of number of sen-
tences (|S|), number of words (|W |), vocabulary size (|V |)
and average sentence length (|W |). Syn indicates synthetic
data used for fine-tuning the NMT system. M and k denote
millions and thousands, respectively.
5.1 Machine translation systems
We built an attentional recurrent encoder–decoder
NMT system, using the NMT-Keras2 toolkit.
The encoder and decoder were made of long
short-term memory (LSTM) units (Hochreiter and
Schmidhuber, 1997). Following Britz et al.
(2017), the LSTM, word embedding and atten-
tion model dimensions were 512 each. We ap-
plied joint byte-pair encoding (Sennrich et al.,
2016b), with 32, 000 merge operations. We used
Adam (Kingma and Ba, 2014) with a learning rate
of 0.0002. For obtaining the translations, we used
a beam search with a beam size of 6. The fine-
tuning of the systems via synthetic data (denoted
by NMT+Syn) was made using vanilla SGD with
a learning rate of 0.05.
Our PB-SMT system was built using the stan-
dard configuration of Moses (Koehn et al., 2007).
The language model was a 5-gram with mod-
ified Kneser-Ney smoothing (Kneser and Ney,
1995). The phrase table was generated employ-
ing symmetrised word alignments obtained with
GIZA++ (Och and Ney, 2003). The weights of the
log-linear model were tuned using MERT (Mini-
mum Error Rate Training) (Och, 2003).
The metrics were computed using the scripts
provided at the WMT metrics shared task (Bojar
2https://github.com/lvapeab/nmt-keras
92
et al., 2017b). For all metrics, we used a single
reference.
5.2 Human evaluation experiments
For each domain and MT system, we randomly
sampled several translation hypotheses. The sam-
ples were arranged in 8 non-overlapping blocks of
40 sentences each. Each block was evaluated by
two users. Therefore, each sentence was assessed
twice. Table 2 show figures of the distribution of
evaluated sentences according to each system and
domain. 16 human evaluators participated in our
study, all native speakers of the target langauge
(Spanish). None of them was a professional trans-
lator. Note that, as we are using the DA frame-
work, the evaluators do no require any knowledge
of the source language.
|S| Domain MT system
Moses NMT NMT+Syn
320
IT 40 24 24
XRCE 40 32 40
E-Com 32 48 40
Table 2: Figures of the evaluated samples. We show the total
number of sentences (|S|) and the distribution of sentences
from each domain and MT system.
We developed a web page3 to follow the DA
methodology (see Fig. 1 for an example of the
front-end). The users were asked to assess how
accurately does the candidate text convey the orig-
inal semantics of the reference text?. The ratings
ranged from 0 (worst) to 100 (perfect).
Figure 1: Front-end of the webpage developed for perform-
ing the DA protocol. The users were asked to assess how ac-
curately does the candidate text convey the original semantics
of the reference text.
3The evaluation platform, scores and all data used in this
work can be found at: http://lvapeab.github.io/
mt_evaluation.html.
6 Results and discussion
In this section, we present and discuss the results
obtained from our experimentation. We analyze all
metrics according to the domain and to the transla-
tion technology. Firstly, we show the overall met-
rics for the three different MT systems in the three
different domains. Table 3 shows the BLEU, TER
and METEOR scores of our data, as well as the
scores given by the human evaluators.
Domain System BLEU TER METEOR HUMAN
IT
Moses 33.2 45.8 60.6 58.4
NMT 34.1 52.8 53.3 64.7
NMT+Syn 32.2 47.3 58.3 66.3
XRCE
Moses 23.6 61.8 47.5 51.2
NMT 22.3 78.3 44.7 47.9
NMT+Syn 23.1 62.0 43.5 47.4
E-Com
Moses 26.2 51.8 46.8 59.7
NMT 25.5 84.7 45.5 40.7
NMT+Syn 30.3 52.3 48.9 43.3
Table 3: Human and automatic metrics, for all systems and
domains. BLEU, METEOR and HUMAN scores range from 0
to 100, being the higher values, the better. On the other hand,
the lower the TER values, the better.
This table reflects the large differences that au-
tomatic metrics may produce: for the E-Com task,
the NMT system is 0.7 BLEU points worse than
Moses, but its TER is more than 30 points worse
than Moses. Other inconsistencies in the metrics
can be found in this table. We now deepen in these
results, performing a fine-grained analysis.
6.1 Evaluating the domains
We compared each domain, regardless the transla-
tion technology applied to obtain the translations.
Fig. 2 presents the correlation matrix of all metrics,
for each domain. Moreover, it also shows whether
the correlation of a metric with respect another is
statistically significant at α ≤ 0.05 (dotted cells)
or not (white cells).
It is interesting to observe the large difference
in terms of correlation existing between the dif-
ferent domains. The IT domain correlated much
better with the human judgments that the other
two domains (XRCE and E-Com). The reasons
of such differences were found in the different
corpora features: IT was a more complex cor-
pus than the other two, featuring longer sentences
with more complex syntactic structures. More-
over, in this domain, all automatic metric exhib-
ited a significant correlation with respect to the hu-
man judgment. TER, WER and METEOR achieved
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Figure 2: Correlation of the metrics across different domains (IT, XRCE, E-Com). Blue circles denote a statistically signif-
icant correlation with respect to the human assessment for the metric; while white cells denote a non-statistically significant
correlation (at α ≤ 0.05).
the highest correlation with the human evaluation,
although the differences were statistically non-
significant. Therefore, we have not enough evi-
dence to conclude which metric is better for eval-
uating this domain. The results for the E-Com do-
main were alike, having all metrics a significant
correlation with humans.
On the other hand, for the XRCE domain
the correlation of automatic metrics with humans
were considerably lower than in the previous task.
Moreover, several metrics (NIST, BEER and PER)
are unable to properly correlate with humans.
Another interesting result is shown at Fig. 3.
We computed a heatmap cluster of the correla-
tion across all metrics. For all domains, the fig-
ures are divided in two main clusters. The first
one, refers to n-gram-based metrics, such as BLEU,
NIST, BEER, METEOR and CHRF. In the second
cluster, we find error-based metrics, TER, WER and
TER.
This indicates that the n-gram based metrics and
error-based metrics assess different aspects of the
translation quality. Provided that, both n-gram
based and error-based metrics were able to corre-
late well with human criteria, we therefore recom-
mend to always provide at least one metric from
each family, when reporting results of translation
quality.
6.2 Evaluating the translation technology
We are interested not only in the correlation across
domains, but also in the behaviors of the different
MT systems. We deepen in our analysis, studying
each system separately. Fig. 4 shows the correla-
tion results for all metrics according to each do-
main and MT system.
As in the previous section, we found the most re-
liable behavior in the IT domain. Most automatic
metrics were able to properly correlate with the hu-
man criteria. However, the correlations of neural-
based system were higher than those obtained by
Moses. In this case, the highest correlation values
were found in the NMT+Syn system, in all cases
greater than 0.6.
The XRCE domain presented bad results. In this
case, all the metrics failed to measure the human
criteria. Only BLEU for the NMT system, with and
without synthetic data, was able to properly corre-
late with the human assessment.
In the E-Com domain, we observed mixed re-
sults. The automatic metrics were able to correctly
assess the NMT outputs, but failed with Moses. In
this latter case, BLEU was the only metric that cor-
related well with the human evaluation.
These results suggest that automatic evaluations
of NMT systems (either including synthetic data
or not) were systematically more reliable than the
evaluation of Moses. These differences were espe-
cially dramatic as the domain contained more sen-
tences without large contexts nor complex syntac-
tic structures (i.e. XRCE and E-Com). The met-
rics provided more reliable results for the neural
systems; although they can also diverge from the
human criteria.
With the addition of synthetic data to NMT sys-
tems, the correlation of metrics with respect to the
human assessment slightly decreased, especially in
the E-Com domain. Note that this domain was
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Figure 3: Clustered metrics according to their correlation for the different domains (IT, XRCE, E-Com). Blue cells denote
statistically significant correlation between two metrics (α ≤ 0.05).
greatly benefited from the addition of synthetic
data (Table 3). While it seems that including syn-
thetic data effectively improves the systems, these
increases should be taken with caution.
Finally, it should be noted that BLEU was the
metric that correlated best with human criteria in
cases involving short and simple sentences. How-
ever, in domains containing sentences with more
complex syntactic structures and longer contexts,
BLEU is surpassed by several metrics, like TER or
CHRF .
7 Conclusions
In this work, we studied the behavior of automatic
metrics in several translation systems for different
domains. Since the metrics provided contradictory
results, we conducted a human evaluation, based
on the DA protocol. Next, we computed the corre-
lation of the automatic metrics with respect to the
human criteria.
Our findings were that automatic metrics were
closer to the human as more structured and con-
textual the task was. When evaluating tasks with
short sentences (e.g. samples from a printer man-
ual), the correlation of the automatic metrics with
respect to the human greatly fell. We also found
that the automatic metrics evaluated surprisingly
well NMT systems, while failing in the evaluation
of classical PB-SMT systems.
Finally, we also found that the metrics were
clustered, even in these specific domains, accord-
ing to their nature, n-gram-based or error-based.
Therefore, we recommend to always give error-
based and n-gram-based metrics when reporting
results on MT quality.
As future work, we intend to develop a met-
ric capable to complement the existing ones, espe-
cially when dealing with the aforementioned short
and simple corpora.
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Figure 4: Metric correlations for each system (Moses, NMT, NMT+Syn), for all domains (IT, XRCE, E-Com).
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