This paper presents a branch-and-bound algorithm for minimizing the sum of a convex function in x, a convex function in y and a bilinear term in x andy over a closed set. Such an objective function is called biconvex with biconcave functions similarly defined. The feasible region of this model permits joint constraints in x and y to be expressed. The bilinear programming problem becomes a special case of the problem addressed in this paper. We prove that the minimum of a biconcave function over a nonempty compact set occurs at a boundary point of the set and not necessarily an extreme point. The algorithm is proven to converge to a global solution of the nonconvex program. We discuss extensions of the general model and computational experience in solving jointly constrained bilinear programs, for which the algorithm has been implemented.
The problem. The specific problem addressed herein has the form min +(x, y) = f(x) + x i + g(y) ( has a solution (7/16, 1/2) at a point which is not among the extreme points of its feasible region, and the extreme points of this problem are not solutions. While a jointly constrained bilinear program may possess nonvertex solutions, we can show that such problems must have boundary solutions. We shall prove this in a somewhat more general context, by assuming the objective function is "jointly concave" and the feasible region is compact. and (x*, y*) E aS must be a solution of the problem.
The algorithm. Since Problem ~ is nonconvex, any algorithm designed to solve it must take into account the behavior of q over the entire feasible region S nl U. We shall develop a branch-and-bound scheme to meet this requirement. The method is patterned after the general scheme of Falk and Soland [5] although the results of this reference cannot directly apply here, as we are dealing with a nonseparable objective function.
We shall employ convex envelopes to obtain the bounds required. The convex envelope of a function f over [2 is the pointwise supremum of all convex functions which underestimate f over f2 (see [3] ), and will be denoted here by Vexnf(x). Since assuming this limit exists. We will show that the limit exists by proving that the pointwise limit is continuous. This will be established by proving that the sequence ({k } is equicontinuous (cf. [17] ). To improve the convergence of the algorithm for nonvertex solutions, an acceleration of convergence procedure was incorporated into the code. For each problem ki such that vk < Vbk, a first order approximation of 4 about the point (xk, y kj) is minimized over the constraint set S n Okj. The solution, say (Xki, kI), of this linear program is a vertex of S n Okj, whereas (xkj, ykj) is only guaranteed to be on an edge or a face of the polyhedron S n Qki. This step of the procedure will be recognized as an application of the Frank-Wolfe method [6] . The next step is to minimize < over the line segment connecting the points (xki, yki) and (Xjki,yki). The latter problem is a one-dimensional quadratic program that admits a closed form solution. The new point thus generated yields a higher value of 'kj than does (xkj, ykj) and is hence a better candidate for future branching. For the sample problems solved, this procedure located all known nonvertex solutions in a finite number of steps.
Two sample problems are exhibited below. These problems were randomly generated using pseudorandom numbers between -10 and 10 for the constraint matrices and the cost vectors. The upper bounds and right-hand-side vectors were generated as pseudorandom numbers between 0 and 99. The proof of this theorem is a direct extension of the arguments used in Theorem 2. As defined above, the function 4 is biconcave. With minor adjustments to the branching rule and convergence proof, our approach can be applied to the problem of minimizing a biconcave function over S n 2, the solution of which is known to lie on the boundary of the feasible set. Moreover, the matrix factorization procedures can be invoked to handle biconcave objective functions having a general bilinear term.
