mean different things to different people. That reluctance changed in January 2012, when the Federal Reserve defined price stability as a numerical inflation target-2 percent-over the medium term (Board of Governors of the Federal Reserve System, 2013):
The Federal Open Market Committee (FOMC) judges that inflation at the rate of 2 percent (as measured by the annual change in the price index for personal consumption expenditures, or PCE) is most consistent over the longer run with the Federal Reserve's mandate for price stability and maximum employment. Over time, a higher inflation rate would reduce the public's ability to make accurate longer-term economic and financial decisions. On the other hand, a lower inflation rate would be associated with an elevated probability of falling into deflation, which means prices and perhaps wages, on average, are fallinga phenomenon associated with very weak economic conditions. Having at least a small level of inflation makes it less likely that the economy will experience harmful deflation if economic conditions weaken. The FOMC implements monetary policy to help maintain an inflation rate of 2 percent over the medium term.
The Fed's inflation-targeting regime, which is similar to those of many other major central banks, thus requires the FOMC to forecast future inflation ("inflation over the medium term"). But in a large structural model such as the Board of Governors FRB/US model, the inflation process is modeled largely on the New Keynesian Phillips curve (NKPC) framework. In the NKPC model, current inflation depends on both current economic conditions-typically measured as the deviation between actual output and potential output or, equivalently, between the current unemployment rate and the natural rate of unemployment-and agents' expectations of future inflation. 1 Previous shocks matter only to the extent that they influence current conditions or expectations of future inflation. The NKPC model thus marries the Keynesian view that there is a short-run trade-off between real output (or unemployment) and inflation (by means of some "sticky price" mechanism) and the neoclassical view that, in the long run, excess money growth only leads to higher inflation (money neutrality).
We take a different approach in our analysis. First, our framework uses a pure time-series model to forecast inflation. Simple time-series models have been shown to be as accurate as larger, more complex structural models-and the resource demands on the forecaster are significantly smaller. 2 Our model is a Bayesian vector autoregressive (VAR) model augmented with a set of factors that summarize disaggregated price, employment, and interest rate data. The set of factors is derived from approximately 100 economic and financial data series, including well-known measures of inflation expectations. We find, consistent with the NKPC, that inflation expectations matter. We use standard forecast accuracy tests to test whether our dynamic factor model produces a more accurate forecast than a simple, naive forecasting model (random walk) and a benchmark time-series model that forecasts future inflation based solely on lags of previous inflation. Finally, we use our dynamic model to produce forecast probabilities. For example, policymakers usually want to know whether the probability that inflation over the next four or eight quarters will exceed the Fed's 2 percent inflation target is greater or less than the probability that it will fall short of 2 percent. 3 In our second exercise, we consider an alternative experiment in which we forecast the probabilities that the inflation rate will be in the target zone, rise above the target zone, be positive but fall below the target zone, or fall below zero. To do this, we construct a static ordered probit model with the appropriate cutoffs for the inflation rate. The model is augmented with the same factors used for the linear model previously described. Finally, we aggregate the various horizons' forecasted probabilities that the inflation rate will rise above the target zone to form an index that measures price pressures.
In the next section, we summarize some of the previous work on inflation forecasting. Faust and Wright (2013, henceforth FW) provide an outstanding reference for the current line of thinking; we refer readers to their paper for details but provide a helicopter view of the extant literature. The following section contains our linear forecasting exercise: Our goal is to use a large number of data series to forecast inflation at various horizons. We then describe our alternative experiment: Our goal is not to forecast the level of the inflation rate but to determine the risk that the inflation rate will exceed the Fed's inflation target.
SUMMARIZING THE EXTANT LITERATURE
The problem of forecasting future inflation has been well studied. FW provide an extensive survey of the inflation-forecasting literature, and readers seeking a comprehensive overview of this literature are encouraged to read their paper. Here, we provide a cursory summary of FW, note their key findings, and supplement FW with additional literature where appropriate.
FW compare forecasts of inflation constructed from 16 different models popular in the literature. These include, but are not limited to, VARs; the integrated moving average (1, 1) [IMA (1, 1) ] model advocated by Stock and Watson (2007, henceforth SW) ; the Atkeson and Ohanian (2001, henceforth AO) random walk model; various Phillips curve models; a dynamic stochastic general equilibrium (DSGE) model; and factor models. As a robustness check, they examine whether any of these model-based forecasts are superior to three "real-time judgmental forecasts. " The first two forecasts are measures of consensus among professional forecasters (e.g., the Philadelphia Fed's Survey of Professional Forecasters [SPF] or the Blue Chip survey). The third measure is the Greenbook forecasts, compiled by the Board of Governors staff; Greenbook forecasts are available to the public with a minimum five-year lag. 4 In general, FW present four key findings from their forecasting model comparison exercise. First, judgmental forecasts are usually the most accurate across a variety of inflation measures and time horizons. Taken literally, this means that there is a forecasting equivalent of the law of large numbers at work: The average of a large group of forecasters is a close approximation to the actual (expected) value. Second, forecasts beyond one or two quarters should have some method for capturing long-run trends in inflation. This means that inflation has a long-run trend. Importantly, this long-run trend is dependent on actions by the monetary authority. Third, more shrinkage of information tends to produce better results. By shrinkage, FW mean that the best forecasts rely on a good starting point, such as a nowcast. 5 This mechanism implies that there is value in current information when forecasting future inflation. The fourth principle, which is related to the third, is that the best forecasts have "heavy handed" priors about the local mean. The third and fourth principles are deemed boundary values. In the view of FW, the best forecast thus conditions on the starting point (a nowcast) and an ending point (such as the Fed's long-run inflation target). They term this a fixed "glide path" or "swoop path. "
FORECASTING INFLATION
In this section, we perform an exercise similar to that of FW but more limited in scope. Because we are not interested in reinventing the wheel, we compare only a few models, focusing instead on the effect of adding data to the model. We focus on direct forecasts, although a similar exercise could be performed for indirect forecasts. 6 Each exercise is a quasi-out-ofsample evaluation of the forecasting performance of each model. We measure performance in this section the usual way, through the sum of the mean squared deviation of the forecast from its objective.
We sidestep two important issues. First, we do not use real-time data. Rudd and Whelan (2007) show how data revisions can significantly change the value of the initial parameters from a benchmark NKPC model originally estimated by Galí and Gertler (1999) . Moreover, real-time measurement can be a significant issue for price series produced from national income accounts data, such as the PCE price index or the GDP price index. Second, we do not evaluate whether the forecasts are statistically significantly different from each other. The reason for our informality about these issues is that the following exercise has been essentially performed in FW, with only slight adjustments to the data. Here, we are simply interested in whether the addition of disaggregate price and wage measures improves the forecasting performance of the factor model. Aruoba and Diebold (2010) , who use a Kalman filter framework to estimate an inflation index from six indicators, provide the closest antecedent to our approach. However, they do not use their index to forecast inflation. Instead, they view their inflation index as a coincident indicator to help policymakers or forecasters better determine whether inflation movements in real time are the product of demand-or supply-side shocks.
The Models
The objective is to forecast future inflation rates, p t+h , using information available at time t, W t . We use three models in this section, each of which is increasingly dependent on the data. The first model, our baseline model for comparison, is the random walk forecast that AO claim works well: (1) where p t+h|t is the forecast of p t+h and p t is the current-period inflation rate. Here, inflation is solely a function of its own previous value. The random walk forecast takes advantage of the fact that trend inflation is persistent, but the short-term movements in inflation are transitory and difficult to predict. Second, we use a simple autoregressive model with lags of inflation, A(L):
In a sense, this model nests the AO random walk specification but adds (potential) mean reversion.ˆ,
In the third model, we are interested in whether additional data can help forecast inflation at longer horizons. The conventional forecasting process of monetary policymakers typically uses structural models to obtain forecasts of a few key variables such as inflation, GDP, and the unemployment rate. These structural models often rely on theoretical restrictions and conditional policy paths. However, policymakers examine many other variables when making forecasts; for example, they may use these other data to judgmentally adjust the model-based forecasts. This process is known as ad-factoring the model to produce a forecast that, to a large extent, reflects the forecasters' or policymakers' biases. Thus, information about other economic indicators should, in principle, be useful in forecasting economic variables.
Our approach follows this framework but without the large structural model. A key problem is deciding which, if any, other series to include. One problem with using more data to construct the forecast is that the informational advantage of incorporating the additional data can be outweighed by the increased parameter uncertainty. Thus, more data do not always lead to better forecasts. This is particularly true for out-of-sample forecasting where the additional data lead to overfitting the in-sample fluctuations. Many empirical studies have shown that dynamic factor models (DFMs) may provide a parsimonious way to include incoming information about a wide variety of economic activity. These models use a large dataset to extract a few common factors. 7 These factors are time-series variables such as inflation or employment growth. Many researchers have argued that DFMs can be used to improve empirical macroeconomic analysis and forecasting of key variables that inform the decisionmaking process of monetary policymakers. This DFM forecasting process has been termed a data-rich environment. 8 Using a large amount of data in the forecasting process has been popular with forecasters and policymakers for two reasons. First, important variables are likely to be omitted in smalldimension VARs. Effectively, this means that the more variables added to the model, the fewer degrees of freedom available to the forecaster. Second, the use of factor-augmented VARs (FAVARs) is consistent with the stochastic structure of a DSGE model, which is currently in vogue among many central banks. 9 How so? Consider that at any point in time the economy is hit by numerous shocks, such as a surge in oil prices, a change in the tax environment, a collapse in asset prices, or a new technological innovation that significantly changes the production and distribution of a large swath of the nation's goods and services. These shocks affect the nation's key macroeconomic variables that matter to policymakers. DFMs, then, attempt to track the evolving equilibrium of these key variables, much as DSGE models are designed to do. 10 We construct forecasts using a FAVAR to assess the effect of various data series. A factor is a method of summarizing information in a number of different kinds of series (e.g., commodity prices, employment series). The FAVAR is essentially a standard VAR augmented with a set of factors. Although the factors are intended to summarize large sets of data and prevent (or reduce) parameter proliferation, this does not necessarily imply there will not be overfitting in-sample.
We are interested in using a large number of (standardized) predictors summarized by the N ¥ 1 period-t vector X t . The predictive content of a large vector of indicators can be condensed into a smaller set of K factors, F t , where (3) where F t is a period-t (K ¥ 1) vector of factors, K << N, G is an (N ¥ K) matrix of loadings, v t~ N(0,W) , and W is diagonal. The diagonality assumption implies that the observed correlation across elements of the members of X t is produced primarily by the factors. We can impose additional assumptions on the factor loadings to identify the factors. In particular, we assume that the loadings on some variables are zero; these zero restrictions are described later with the data.
The VAR that relates inflation, the other macro variables, and the factors is (4) where y t is a time-t vector of macroeconomic series of interest (say, unemployment and inflation), A(L) is a matrix polynomial in the lag operator, and e t+h is a vector multivariate normal innovation with zero mean and covariance matrix S. We construct the forecast of inflation from equation (4) by computing the expectation. In principle, equation (4) could include any number of additional variables; we suppress these for ease of exposition. Equation (3) relates the factors to the large set of data that we want to summarize, and equation (4) relates the macroeconomic variables to lags of themselves and lags of the factors. Note that the contemporaneous factors do not inform the macroeconomic variables, and vice versa, except through the contemporaneous correlation in the error terms, which are assumed to be mean zero.
Estimation, Forecasting, and Data
The AO model requires no estimation because it is a random walk forecast. The autoregressive forecast is simply a standard autoregressive model with 12 lags of the dependent variable-either the 12-month percent change (logs) in the seasonally adjusted all-items consumer price index for all urban consumers (CPI-U) or the seasonally adjusted personal consumption expenditures chain-weighted price index (PCEPI). We estimate the factor model using Bayesian methods, conditioning on the factors generated using principal components. In generating the factors, we impose zero restrictions on the factor loadings described later.
The inflation rate is the object of interest, which we use two sets of data to predict. The first set of predictive data is the year-to-year percent change in the CPI or the PCEPI; these data enter into the VAR components of the models and include lags of the headline CPI or PCEPI inflation rate. The second set of data is used to construct the factors in the FAVAR; these data are listed in the appendix. Table 1 condenses the data series from the appendix into the nine sets of predictive data that form the nine factors used in the FAVAR model. These data are composed of (1) consumer
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price indexes, (2) producer price indexes, (3) commodity prices, (4) housing and commercial property prices, (5) labor market indicators, (6) financial variables, (7) inflation expectations, (8) survey data, and (9) foreign price variables. In choosing these variables, we wanted to focus first on monthly data of consumer and producer price indexes-the most obvious measure of price pressures. We also wanted to use series that measure prices in other dimensions, such as house and commercial property prices that influence rents. Similarly, we include certain commodity prices (e.g., crude oil prices) that affect the prices of goods and services consumed by consumers and producers. From a broader standpoint, labor market variables have long been used by forecasters to help forecast inflation. According to the SPF, roughly two-thirds of survey participants incorporate some type of Phillips curve in their forecasting model. 11 As noted earlier, expectations of financial and nonfinancial market participants (e.g., consumers and firms) underpin the New Keynesian model. Thus, financial market expectations and surveys of consumers and businesses represent about a quarter of our 104 variables. Finally, Neely and Rapach (2011), Ciccarelli and Mojon (2010) , and others have documented that foreign prices strongly influence the U.S. domestic inflation rate. Thus, we include several foreign prices.
We estimate a single factor from each category, assuming that the factor for category i does not load on variables in category j, equating to zero restrictions on the loadings. This approach allows for establishing a direct interpretation of the nature of each type of factor (e.g., summarizing consumer prices, producer prices, and so on). The alternative approach would be to extract a set of factors from the entire set of predictive variables. However, this makes it difficult to obtain a clear, definitive interpretation of which factor represents which source of inflationary pressures. We estimate the factors over two sample periods: February 1964-December 2013 and January 1983-December 2013. The latter period is sometimes referred to as the Great Moderation, which refers to the fact that the volatility of output, inflation, and many other macroeconomic time-series variables was much larger before 1983 than after 1983. 12 We use a method for generating the principal components with unbalanced panels to estimate the factors. That is, the date of the first observation for all series is not the same; we then generate a separate factor for each subgroup determined earlier. This process yields an unbalanced panel of factors. Most factors begin in January 1964; the exception is the factor constructed using inflation expectations measures, the earliest of which (University of Michigan surveys of consumers) begins in January 1978. Finally, we perform two experiments. In the first experiment, we conduct out-of-sample forecast experiments using monthly revised data from the February 1964-December 2013 period. Here, we include eight different factors, excluding those related to inflation expectations. In the second experiment, we repeat the out-of-sample forecasts with data from the January 1983-December 2013 period and use a set of nine factors, now including the inflation expectations factor. Tables 2 and 3 show the top three series in each category according to the magnitude of their loadings for the samples starting in 1964 and 1983, respectively. The loadings can provide insight because they reflect the correlation between each individual series and the factors: The greater the loading, the greater the correlations between the factor and the series in question. The factor model procedure produces an estimate of LF t , with the possibility that the sign of either component will change between different runs of the estimation method. Thus, if the sign of a factor changes, the sign of the corresponding loading will change as well. For forecasting purposes, we are concerned only with the product LF t and therefore impose no restriction to maintain a consistent sign over the two subsamples. As a result, we analyze the absolute magnitude of the loadings and ignore any variation in their signs between the post-1964 and post-1983 periods.
Factor Loadings
There is little difference between the factor loadings across the samples for most factors, which suggests a stable relationship. For the first factor, consumer price indexes, the ordering of the factor loadings changes somewhat. For example, the core PCEPI (which excludes food and energy prices) is highly correlated in the full sample but less so in the post-Great Moderation sample. A few other factors change composition across samples. Foreign prices and the survey data change the ordering of the largest factor loadings, but the top three data series remain the same. The series that comprise the inflation expectations factor change composition, but this is likely due to data availability.
Forecasting Specifics
As noted earlier, we augment our FAVAR model with eight or nine factors. Eight factors are used in the full sample; the ninth factor is derived from the inflation expectations series and is included in the post-1983 period. In the first experiment, we estimate the three models-AO, AR (12) , and FAVAR-through December 1989. Our first out-of-sample forecasts inflation using data available up through January 1990. We then forecast horizons from 0 (January 1990) to 12 months ahead (January 1991). Forecasts are constructed using direct methods: We regress directly the forward data on the available information. We use a recursive estimation scheme so that all past information is incorporated into the model estimates. We have three FAVAR models: 1 lag, 6 lags, and 12 lags. Because estimation of the FAVAR is computationally intensive, we reestimate the model only once per year in January, when we assume all data from the previous year are available. The forecasts are constructed monthly, which means the principal components are updated monthly, but the forecasts are constructed using that year's estimate of the model parameters. Figure 1 plots the actual inflation series we forecast. Inflation-whether measured by CPI or PCEPI-was rising, on net, from the beginning of our sample to roughly 1981 and was highly variable. Inflation fell sharply after the Volcker disinflation and has averaged around 3 percent-and generally has been much less volatile-after 1983. Table 4 shows the root mean squared errors (RMSEs) for the two sample periods and all three models. An RMSE is a standard measure of forecast accuracy, as it penalizes a forecast if it has a higher variance and bias of its forecast errors (actual less predicted). A lower RMSE indicates a better forecast relative to another forecast. In the table, the RMSEs are benchmarked to a baseline forecast's RMSE, which we define as the random walk (AO). Thus, in Table 4 a value less than 1 indicates that the model outperforms the AO model (better forecast accuracy) and any value greater than 1 indicates that the AO has a smaller RMSE over the relevant forecast horizon. 16 1964 1968 1972 1976 1980 1984 1988 1992 1996 Jackson, Kliesen, Owyang Table 4 RMSEs of Forecasting Models 1.00
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AR (12) 0.97 We now consider some key findings from the full sample. First, the AO model performs reasonably well across most horizons. The AO model clearly outperforms the AR(12) modelexcept for the contemporaneous period (t = 0)-for both measures of inflation.
In the full sample, the FAVAR(1) model is generally more accurate in forecasting CPI inflation than the AO model for times t to t + 11. The FAVAR(6) model performs much better through the first half of the forecast horizon (up through 6 months). The forecasting accuracy of the FAVAR(12) model is worse than the FAVAR(1) and FAVAR(6) models across all horizons. The longer the forecast horizon, the worse the FAVAR(12) model performs-indeed, worse than the AR(12) model. In the full sample, the FAVAR models generally do not forecast PCE inflation as well as the AO model. The random walk model tends to dominate all other models for forecasting PCE inflation in the full sample. Table 4 also shows the forecasting performance in the post-1983 sample. In this experiment, the model is estimated with data from January 1983 through December 1994 and then out-of-sample forecasting begins in January 1995. In this experiment, we add the inflation expectations factor (for a total of nine factors). As before, the models are then reestimated a year later and out-of-sample forecasts are produced. Table 4 clearly indicates that adding the inflation expectations factor to the FAVAR model produces markedly smaller RMSEs for both inflation measures than either the AO or AR(12) models. Indeed, at 6 and 12 months ahead, the FAVAR(1) forecast for CPI inflation produces RMSEs that are 12 percent and 17 percent smaller, respectively, than the AO model. The RMSEs are a bit larger for the 6-lag FAVAR. For PCEPI inflation, the RMSEs are a bit larger than for CPI inflation, but again the FAVAR(1) and FAVAR(6) models perform measurably better than the AO or AR(12) models. The FAVAR(12) model has a much higher RMSE for both CPI and PCEPI inflation than the other models across all horizons.
Figures 2 through 5 plot actual inflation and the forecast for contemporaneous inflation for the FAVAR(1) and FAVAR(6) models for both samples. The figures also plot out-of-sample forecasts for January 2014-January 2015. As shown in Figure 2 , using the full-sample estimation, the FAVAR(1) model forecasts that CPI inflation would rise to about 2.5 percent in January 2015. However, the FAVAR(6) model forecasts that inflation would remain about unchanged. Figure 3 
A MEASURE OF PRICE PRESSURES
In the previous section, we considered the problem of forecasting the value of inflation at some horizon. To evaluate those forecasts, we compared the point value of the forecasted distribution with the realized value. Forecasts farther from the realization yield larger penalties for the model. In some circumstances the distance from the realization is less important than, say, the direction of the change. Recently, the Federal Reserve announced a target zone for inflation. When inflation is above the target zone, the Fed has a substantially higher probability SOURCE: Authors' calculations. of increasing the federal funds rate to combat inflation; when inflation is below the target zone, the Fed has a higher probability of lowering the federal funds rate to stimulate the economy. Thus, it might be important to assess the probability that inflation will move above the target zone over some horizon. In this section, we consider a forecast of this sort. We use this forecasting model to construct an index that we call the price pressure measure (PPM), which reflects the likelihood that inflation will be above the target zone in the next year.
The Model
Our objective is to forecast the probabilities that inflation will rise above or fall below the target zone. We define the discrete variable P t ∈ {1,2,3,4}, where the discrete outcomes correspond to (5) and p t is the period-t inflation rate (12-month percent changes). The bounds on the right-hand side of the conditions outlined in (5) are determined by the FOMC statement about the target zone. The third condition establishes a set of bounds symmetric around the Fed's inflation target: 1.5 ≤ p t < 2.5. We are interested in forecasting P t+h|t , the h-period-ahead value of the discrete variable conditional on the information at time t. Let p t+h|t be the "forecast" of inflation conditional on time-t information. Suppose that this forecast is given by (6) then the forecast Pr[P t+h|t = k], for example, can be obtained by determining the probability that p t+h|t > 2.5. Because the e t are assumed normal, the model is the familiar ordered probit augmented with the set of factors, F t .
Estimation
As in the previous section, the model is estimated with the Gibbs sampler, a Bayesian method that iteratively draws each parameter from its conditional distribution. In the sampler, we treat the factor identified by principal components as a known quantity. Multiple draws from the sampler approximate the full joint density. We sample the latent forecast {p t+h|t } T t=1 , conditional on the factors and the model parameters, from a truncated normal, where the truncation points are given by (5) . Here, T represents the h periods before the end of the estimation sample as we lose some data because of the direct forecasting scheme. Assuming a normal prior, we can draw the model parameters from the normal conjugate posterior distribution, conditional on {p t+h|t } T t=1 . The forecasts will be probabilities, Pr[P t+h|t = k], which are determined by obtaining the area under the normal cumulative distribution function between the truncation points conditional on the forecasted value p t+h|t . 13 
Forming the Index
The objective of forming the PPM is to assess the likelihood that inflation will rise above the target. We computed {Pr[p t+h|t > 2.5]} 12 h=0 using the ordered probit model. We can compute a weighted sum of these probabilities to form our PPM:
where w h is the weight placed on horizon h and S h w h = 1. The nature of the weights depends on whether longer or shorter horizon forecasts are more valued. In this case, we opt for equal weighting.
Results
Our PPM measures the probability that the expected inflation rate (12-month percent changes) over the next 12 months-the forecast horizon-will exceed 2.5 percent. This bin (2.5 percent) exceeds the Fed's 2 percent inflation target. We calculate our PPMs from these two modes. These PPMs are plotted in Figure 6 for CPI and PCEPI inflation using the 1-and 6-lag ordered probit models. 14 We plot the smoothed series, which is a six-month moving average. Figure 6 shows that, over most of this sample period (January 1990-January 2014), the PPM for CPI inflation was greater than 0.5. By contrast, the probabilities for PCEPI inflation exceeded 0.5 by an appreciably smaller percentage over the sample period. Since the end of the recent recession, the PPMs have been significantly below 0.5 for PCEPI inflation but moderately less so for CPI inflation. In one sense, the models are picking up the fact that inflation was higher before the recession and that CPI inflation is generally higher on average than PCEPI inflation. For the January 1990-December 2007 period, CPI inflation averaged 2.9 percent and PCEPI inflation averaged 2.3 percent. However, since January 2008, CPI inflation has averaged 2 percent and PCEPI inflation has averaged 1.7 percent.
At any point in time, the PPMs plotted in Figure 6 are unweighted averages of the probability that the forecasted inflation rate will average more than 2.5 percent over the next 12 months. However, policymakers know that a standard error around the point estimate is associated with any forecast. For example, the Bank of England's fan charts contain both point estimates and error bands around these point estimates that can be thought of as probabilities. In the simplest terms, if monetary policymakers project that inflation over the following year will be 2 percent, there is some probability that inflation will be less than 2 percent and some probability that inflation will be more than 2 percent.
The ordered probit model estimated earlier provides probabilities that inflation will exceed 2.5 percent, on average, over the next 12 months. But our model also allows us to assess the probability that inflation will average something different. In this case, we structure the model to assess the probability that inflation will fall within one of four bins: less than zero (deflation); 0 percent to 1.5 percent; 1.5 percent to 2.5 percent; and more than 2.5 percent. The last bin is our PPM plotted in Figure 6 ; Figure 7 plots the other three probabilities. For ease of discussion, we condense the second and third bins into one, leaving two sets of probabilities: Inflation will be less than zero (deflation) over the next 12 months and inflation will average between 0 percent and 2.5 percent. In March 2012, policymakers observed that the CPI had increased by 2.3 percent over the previous year (March 2011 -March 2012 . The outlook of professional forecasters, as judged by the Blue Chip Consensus (BCC), was that the CPI inflation rate (four-quarter percent changes) would average 2.1 percent from 2012:Q2 to 2013:Q2. However, as noted earlier, policymakers generally eschew point estimates in favor of probabilities. 15 In this case, as shown in Figure 7 , it is the probability that inflation will be above or below the forecast consensus.
In March 2012, the model predicted a 45 percent probability that CPI inflation would average more than 2.5 percent from April 2012 to April 2013 (see Figure 6 ). This relatively high probability could have reflected the fact that crude oil prices rose by 24 percent from September 2011 to March 2012. However, the model also predicted an equal probability that inflation would average between 0 percent and 2.5 percent, with only a 10 percent probability that inflation would average less than zero over the next 12 months. (This date is noted by the vertical dashed line in the figure.) 16 But forecasters and policymakers were instead surprised because inflation fell from 2.3 percent in April 2012 to 1.1 percent in April 2013. The model performed reasonably well if one takes into account the probability of deflation: There was a greater than 50 percent probability that inflation would be less than 2.5 percent.
A year later, in March 2013, the model lowered the probability that inflation would average more than 2.5 percent over the next year (April 2013-April 2014) from 45 percent to 43 percent (see Figure 6) . However, the model raised the probability that inflation would be between 0 percent and 2.5 percent over the following year from 45 percent to 50 percent. Likewise, the model lowered the probability of deflation from 10 percent to 7 percent. By contrast, in March 2013 the BCC forecasters predicted the CPI inflation rate (four-quarter percent changes) would average 2.0 percent from 2013:Q2 to 2014:Q2-virtually unchanged from their year-ahead forecast published a year earlier.
The preceding discussion focuses on the CPI inflation rate. Although many contracts and prices are indexed to the CPI, FOMC policymakers instead prefer to target the PCEPI inflation rate. The upper-right panel in Figure 7 plots the smoothed PPMs for the PCEPI inflation rate from the probit 1-lag model. A similar story emerges here as well. In March 2012, as seen in Figure 6 , the model predicted only a 22 percent probability that inflation would average more than 2. percent probability that inflation would average between 0 and 2.5 percent. The probability that inflation would average less than zero (deflation) was less than 1 percent. Although the BCC does not forecast the PCEPI inflation rate, forecasts for the FOMC's preferred inflation measure are reported in the Philadelphia Fed's SPF. In its February 2012 report, the SPF predicted the PCEPI would increase from 1.7 percent (quarterly rate, annualized) in 2012:Q1 to 2 percent in 2013:Q1. Mirroring the dip in the CPI inflation rate, the PCEPI inflation rate unexpectedly slowed from 2 percent in April 2012 to 1 percent in April 2013. 17 In this case, the model performed well, perceiving a relatively high probability that inflation would remain below 2.5 percent.
The unexpected slowing in inflation, perhaps not surprisingly, affected the probability distributions a year later, in March 2013. By then, the model estimated the probability that PCEPI inflation would average between 0 and 2.5 percent over the next 12 months (April 2013-April 2014) had increased from 77 percent to 85 percent. The probability of deflation was lowered from 0.8 percent to 0.3 percent. As shown in Figure 6 , the probability that inflation would average more than 2.5 percent declined from 22 percent to 14 percent. Despite this marked shift in the probability distribution, in mid-February 2013 the SPF was still projecting that PCEPI inflation would increase to 2 percent in 2014:Q1. Once again, the actual data are more consistent with our model: From April 2013 to March 2014 (the latest available data), the 12-month change in the PCEPI inflation rate increased from 1 percent to 1.2 percent. The two lower charts in Figure 7 show the PPMs using the 6-lag probit for the post-1983 sample. They show trends broadly similar to the 1-lag model. Table 4 indicates that the best model for forecasting inflation one year ahead is the FAVAR(1) for CPI inflation estimated using the post-1983 sample. Although the FAVAR(1) RMSEs for PCEPI inflation are slightly larger, this section nonetheless focuses on this measure because the FOMC targets the PCEPI inflation rate. Recall that Figure 5 plots the PCEPI inflation forecasts for January 2014-January 2015. For purposes of comparison, FOMC participants in December 2013 projected that the PCEPI inflation rate would increase by 1.5 percent in 2014 (2013:Q4-2014:Q4) . 18 Thus, our preferred inflation forecasting model expected inflation to rise by slightly more than the FOMC's projection, from 1 percent in December 2013 to 1.8 percent in December 2014 and in January 2015. 19 Figure 8 shows the probability distribution of this out-of-sample forecast from January 2014 to January 2015. The upper-left panel indicates that the model predicts a very smallroughly zero-probability of deflation over this horizon. For this forecast, we can separate the 0 percent to 2.5 percent probability distribution into two bins: 0 to 1.5 percent (upper-right panel) and 1.5 percent to 2.5 percent (lower-left panel). In the upper-right panel, the model predicts a more than 50 percent probability that PCEPI inflation would remain in the 0 to 1.5 percent range through the first five months of 2014. Thereafter, the model predicts a higher probability-averaging slightly less than 50 percent-that PCEPI inflation would rise to more than 1.5 percent but remain below 2.5 percent. The lower-right panel shows an increasing probability-over the second half of 2014-that inflation would increase by more than 2.5 percent by the end of the forecast horizon.
Out-of-Sample PCEPI Inflation Forecasts

CONCLUSION
The FOMC, like most major central banks, devotes significant resources to forecasting key economic variables such as real GDP growth, employment, and inflation. The outlook for these variables also matters a great deal to businesses and financial market participants. For example, when decisions are made to expend scarce resources or price financial assets, such decisions-which must be made in the present-are based on expectations of future economic conditions. In this article, we present a factor-augmented Bayesian vector autoregressive forecasting model that significantly outperforms both a benchmark random walk model and a pure time-series model. The empirical literature has shown that random walk models tend to be among the most accurate across a variety of simple time-series model specifications. A key innovation in our article is the use of nine factors in an ordered probit model to assess the probability distribution of the model's point forecasts. We term these probabilities a price pressure measure. Our measure shows a relatively high probability that inflation in 2014 would be higher than that projected by the FOMC in its December 2013 
