Abstract. With the "iso-Hölder" sets of a function we naturally associate subsets of the graph and the range of the function. We compute the Hausdorff dimension of these subsets for a class of statistically self-similar multifractal functions, namely the b-adic independent cascade functions.
1. Introduction 1.1. The graph and range singularity spectra. Let f be a real-valued function defined on an interval I. For x ∈ I, we define the pointwise Hölder exponent of f at x by h f (x) = lim inf r→0 + 1 log r log Osc f (B(x, r)),
where B(x, r) = [x − r, x + r] ∩ I and Osc f (B(x, r)) = sup s,t∈B(x,r) |f (s) − f (t)|. Multifractal analysis of f consists of computing the singularity spectrum
where dim H stands for the Hausdorff dimension and E f (h) = {x ∈ I : h f (x) = h}.
The singularity spectrum d f describes the roughness of f from the macroscopic point of view: It calculates the Hausdorff dimension of the level sets h −1 f ({h}) for all possible h ≥ 0. The singularity spectrum has been computed for certain classes of non-smooth functions, including Riemann's nowhere differentiable function, Lévy processes, Lévy processes in multifractal time, self-similar functions, wavelet series, independent cascade functions and generic functions in Besov or Sobolev spaces, as well as indefinite integrals of positive measures [49, 14, 23, 27, 46, 28, 29, 15, 5, 22, 6, 51, 4] .
In this paper, instead of the classical singularity spectrum d f , we will consider the graph and range singularity spectra d
where for h ≥ 0 we let G f (h) = (x, f (x)) ∈ I × R : h f (x) = h and R f (h) = f (x) ∈ R : h f (x) = h .
The motivation for considering the graph and range singularity spectra is quite natural: The pointwise Hölder exponent h f (x) actually describes the roughness of f around the point (x, f (x)). So with respect to h f , it is natural to classify not only the points in the domain I, but also the points in the graph and range. In fact, when (f (t)) t∈I is a stochastic process, E f (h) is a collection of times, and G f (h) and R f (h) are collections of points on the sample path and on the range.
These new singularity spectra are also linked to standard questions investigated in probability and geometric measure theory literature: Determine the Hausdorff dimension of the graph and range of f restricted to a given set E, defined as G f (E) := {(x, f (x)) : x ∈ E} and R f (E) := {f (x) : x ∈ E}.
The first works on these questions can be traced back to 1953, [37] by Lévy or [52] by Taylor, who consider the Hausdorff dimension and the Hausdorff measure of the range of Brownian motion. Since then, much progress has been made in this subject for fractional Brownian motions, stable Lévy processes and many other processes and functions [12, 13, 24, 47, 44, 10, 31, 43, 48, 53, 9, 35, 25, 26, 50, 20, 33, 16] (see also the survey paper [55] and the references therein).
As a typical example, in [31] Kahane studies index β fractional Brownian motion (X(t)) t∈R+ , i.e., the unique centered continuous Gaussian process satisfying X(0) = 0 and E(|X(s)−X(t)|
2 ) = |s−t| 2β for any s, t ∈ R + . He shows that for any compact set E ⊂ R + , almost surely
Notice that here β ∈ (0, 1) is the Hölder exponent of X and it is uniform on E (i.e., h X (x) = β for all x ∈ E), indeed X is a monofractal on R + . This leads us to guess the following formulas for the graph and range singularity spectra:
First one should ask whether these formulas provide a general upper bound of the graph and range singularity spectra. In fact, thanks to Lemma 8.2.1 in [1] , Theorem 6 of Chapter 10 in [31] and Lemma 2.2 in [54] , we have the following theorem for the upper bound, which is more or less a folklore result. Theorem 1.1. Let E be a non-empty subset of I. Suppose that inf x∈E h f (x) = h > 0. Then
Applying Theorem 1.1 to the set E f (h) for h > 0, we obtain the following upper bounds for the graph and range singularity spectra:
From the multifractal analysis of functions (see [30, 4] for example) we know that the classical singularity spectrum d f has a general upper bound given by the Legendre transform of the L q -spectrum of f , defined as (1.1) τ f (q) = lim inf r→0 + 1 log r log sup
where the supremum is taken over all the families B of disjoint closed balls B in I of radius r with centers in the set {x ∈ I : ∀ r > 0, Osc f (B(x, r)) > 0}. Due to [30, 4] one has for any h ≥ 0,
The following question then arises naturally: Do these upper bounds provide the exact dimensions, especially when f obeys the multifractal formalism, i.e.
However, monofractal functions clearly represent a very restrictive class for our purpose. Simple multifractal examples are as follows:
, where µ is a probability measure fully supported by [0, 1] , and assume that f obeys the multifractal formalism with the exponenth f (x) defined as
whenever the limit exists. This property holds when µ is a Gibbs or a random cascade measure [14, 2] . Then by using the results in [42] on the multifractal analysis of the inverse measure µ * = µ • f −1 carried by the range of f , it is easy to check that the upper bounds in (1.2) give the exact dimensions. But there, the graph and range singularity spectra are always a combination of the classical singularity spectra of µ and µ * , and the formula τ * f (h) + 1 − h will never appear. It is an interesting question to find examples of multifractal functions whose graph and range singularity spectra can be calculated and are not trivial in the above sense. In this paper we consider this question for a class of multifractal functions introduced in [3] , namely the b-adic independent cascade functions, which are the natural extension to random functions of the fundamental class of statistically self-similar measures introduced by Mandelbrot in [41] to model energy dissipation in intermittent turbulence. The multifractal analysis of these functions is achieved in [4] . Under suitable additional assumptions, we prove that the graph and range singularity spectra of these functions coincide with the upper bounds given in (1.2).
1.2. Main result. Let (Ω, A, P) be a probability space. Let b ≥ 2 be an integer and let
be two random vectors satisfying assumption (A):
Remark 1.1. The existence of a number q > 1 such that E(
and the fact that P(
has a bounded density function (see Section 6.3.1). This is a key property required in our proof to obtain the graph and range singularity spectra. The other conditions in (A) ensures the existence of the b-adic independent cascade function and the validity of its multifractal formalism. Assumption (A) can be weakened a little. For instance, E(
need not be finite for all q ∈ R and L i may take values larger than 1. We use this assumption since otherwise there will be difficulties to get the L q spectrum of the b-adic independent cascade function for all q ∈ R, and we could only obtain the graph and range singularity spectra on a restricted domain.
Under assumption (A), for each q ∈ R, there is a unique t ∈ R such that
which we denote by τ (q). The function q → τ (q) is analytic on R (since all the moments are finite) and concave (since the second derivative is always non-positive due to the Jensen's inequality). From (A) we also have τ (0) = −1 and τ (1) ≤ 0. Let F be the b-adic random cascade function generated by W and L (see Section 2.3 for the precise definition). Recall the definition of τ F from (1.1). Let J = {q ∈ R : qτ (q) − τ (q) > 0}. For the classical singularity spectrum of F , it is proved in [4] that with probability 1,
and F obeys the multifractal formalism for all
The main result of this paper is the following theorem for the graph and range singularity spectra of F :
Moreover, if G F denotes the whole graph, then almost surely
(1) Notice that our result is uniform, that is the result holds almost surely for all h ∈ (τ * F ) −1 (0, ∞), not for each h ∈ (τ * F ) −1 (0, ∞) almost surely. In deed, only such a uniform result could provide the complete graph and range singularity spectra for typical F .
(2) In this paper we focus on the graph and range spectra. Another important type of singularity spectrum to investigate is the level set singularity spectrum. We have obtained the following partial answer in [39] for the level set singularity spectrum of F in Lebesgue almost every directions: For θ ∈ (−π/2, π/2) denote by l θ the line in R 2 passing through the origin and making an angle θ with the y-axis (clockwise). For any y ∈ l θ , denote by l ⊥ y,θ the line perpendicular to l θ , passing through y.
Under assumption (A), we proved that almost surely for Lebesgue almost every
h,θ is a positive Borel measure carried by R F,θ (h) which is absolutely continuous with respect to the one-dimensional Lebesgue measure on l θ .
(3) The method developed in this paper turns out to be very useful in the study in [40] for the graph and range singularity spectra of another large class of multifractal functions, namely random wavelet series built from Gibbs measures, constructed in [5] .
The rest of the paper is organized as follows: In Section 2 we give some preliminaries; in Section 3 we prove Theorem 1.2 using an intermediate result, Theorem 3.1, whose proof is postponed to Section 5; in Section 4 we prove Theorem 1.1 and finally in Section 6 we prove Proposition 5.2, which is an essential tool for proving Theorem 3.1. 
Preliminaries
n be the set of all the finite words, including the empty word ∅. If u = u 1 · · · u n ∈ U, we write |u| = n and u| k = u 1 · · · u k for 1 ≤ k ≤ n; with the convention |∅| = 0 and u| 0 = ∅. For any two words
U} be the set of infinite words. For u ∈ U ∞ , we write |u| = ∞ and u| n = u 1 · · · u n for all n ≥ 0 with the convention
2.2. b-adic tree. From now on b ≥ 2 is a fixed integer.
Let T be the b-adic tree defined as follows: The empty word ∅ ∈ T , and if u ∈ T , then ui ∈ T for any i = 0, · · · , b − 1. Let
be the boundary of T endowed with the ultra-metric
For any u ∈ T let T (u) = {u · v : v ∈ T } be the subtree of T rooted at u. For n ≥ 1 let T n = {u ∈ T : |u| = n}. For any u ∈ T n we denote by
be the canonical projection from T ∪ ∂T onto the interval [0, 1]. For any x ∈ [0, 1] and n ≥ 1, we define x| n = x 1 · · · x n to be the unique element of T such that
2.3. b-adic independent cascade function. For any u ∈ T and i = 0, · · · , b − 1, we endow each ui with two random weights W i (u) and L i (u), which we write as
We assume that {(W (u), L(u)) : u ∈ T are independent and identically distributed random vectors satisfying assumption (A).
For any u ∈ T and v = v 1 v 2 · · · v n ∈ T we multiply the random weights down the ray v in the subtree T (u), which we denote as
For u ∈ T and n ≥ 1 let
From [32, 17, 3] we know that under assumption (A), for A ∈ {W, L} and u ∈ T , the sequence {F
A,n } n≥1 converges uniformly as n tends to ∞, almost surely and in L p norm for any p > 1 such that E(
A . Notice that since the entries of L are almost surely positive,
L is almost surely increasing.
L . Then the b-adic independent cascade function considered in this paper is given by
and let the entries of W take only positive values, then F becomes the indefinite integral of the random cascade measure µ W constructed in [41, 32] . If (W, L) is a deterministic pair, then F is the self-affine function studied by Bedford [8] and Kôno [34] , whose multifractal analysis is indeed a consequence of the study of the digit frequency by Besicovitch [11] and Eggleston [18] . The graph and range singularity spectra in this case are still unknown. Even for the dimension of the whole graph, to our best knowledge, there are only results for the box-counting dimension [8] and in some special cases the Hausdorff dimension [9, 21, 53] . The difficulty comes from the fact that, in general, we know little about the local dimension of self-similar measures with overlaps. When W is not deterministic but P( b−1 i=0 W i = 1) = 1, the situation is very close to that of the deterministic case for finding the graph and range singularity spectra. Therefore our results will concern the case P(
Multifractal analysis of b-adic independent cascade function. The multifractal analysis of F is based on the construction of an uncountable family of statistically self-similar measures µ q defined on (∂T , d) with desired Hausdorff dimension. More precisely, for any q ∈ J = {q ∈ R : qτ (q)−τ (q) > 0} and u, v ∈ T let
(recall (2.2) and (2.3)). For q ∈ J, u ∈ T and n ≥ 1 let
Recall that if µ is a positive Borel measure on a compact metric space, its lower Hausdorff dimension is defined as dim H (µ) = inf{dim H E : µ(E) > 0}. From [4] we have Proposition 2.1.
(a) Almost surely for all q ∈ J and u ∈ T , the sequence Y q,n (u) converges to a positive limit
From (a) we get that {Y K (u)} u∈T all have the same distribution. Moreover, there exists
Almost surely for all q ∈ J, the following function
Now for each measure µ q we can induce a measure µ
The following uniform result is proved in [4] : Almost surely for all q ∈ J, the measure µ D q is carried by the set E F (τ (q)), and for µ
). This is used in [4] to obtain (1.4) and the validity of the multifractal formalism for F .
Proof of Theorem 1.2.
For each q ∈ J, in the same way as µ 
-A measure µ R q carried by the range: For any Borel set B ⊂ R,
In this paper we focus on the lower Hausdorff dimension of the measures µ G q and µ R q . We will show that these dimensions provide the graph and range singularity spectra. Our approach is based on the estimation of the energy of these measures restricted to certain suitable random sets (see Remark 3.2). As an essential intermediate result, we have the following theorem:
where
, and we can write
Theorem 3.1 provides us with a Ledrappier-Young-like formula [36] for the uncountable family of statistically self-similar measures {µ q } q∈J uniformly in q: With probability 1 for all q ∈ J, [7] in the study of the Hausdorff dimension of self-affine measures and sets.
Remark 3.2. It is worth noting that in order to prove Theorem 3.1 we are forced to calculate the energy of µ q restricted to suitable Cantor-like random sets (Random set of this type was first used in energy estimates in [16] ). If we did not use this restriction, for example for the measure µ G q in the case when its dimension is greater than 1, we would have to estimate the expectation of
for γ > 1, which turns out to be finite only when Φ(2q − 1, γ − 1 + 2τ (q)) < 1. This is equivalent to saying that γ < 1 + τ (2q − 1) − 2τ (q). So the best lower bound we would get is:
Comparing this value to the exact dimension 1+(q−1)τ (q)−τ (q), we find that (3.3) always provides a strict lower bound unless q = 1. Thus, such an approach only leads to the Hausdorff dimension of the whole graph.
Since µ are carried by the sets G F (τ (q)) and R F (τ (q)) respectively. Then combining (1.4), Proposition 2.1 and Theorem 3.1, we prove the result on the singularity spectra in Theorem 1.2.
For the result on the dimension of the whole graph, let
n semi-open to the right intervals of the same length denoted by I n,k , for
each interval I n,k we will need at most [
] + 1 many squares of side length |I n,k | to cover G F (I n,k ). Due to the definition of the upper box-counting dimension and (1.1), we get
From (1.4) we know that almost surely τ F (1) = τ (1) ≤ 0. By applying Theorem 3.1 to q = 1 we have with probability 1
Consequently, with probability 1
4. Proof of Theorem 1.1.
Proof. We are going to construct coverings of G f (E) and R f (E) that yield the expected upper bounds. For x ∈ R, r > 0 and k ∈ Z let
Let ∈ (0, h) be fixed. For any r > 0 let n(r) = [r h− −1 ] + 1 and N (r) = {k ∈
We have max{r, r h− } ≤ n(r) · r and #N (r) ≤ n(r)
j ∈ E for j ∈ J i , and j∈Ji (r
We have the following lemma:
Proof. Fix N ≥ 1. For any x ∈ E, since for any i ≥ N there are balls in B i covering x and δ i 0, we can find a sequence of balls {B l = B(x l , r l )} l≥1 ⊂ i≥N B i such that x ∈ B l for all l ≥ 1 and r l 0 as l → ∞. For each l ≥ 1 denote bȳ
we can find l * (depending on x and ) such that for all l ≥ l * , Osc f (B(x,r l )) ≤ (r l ) h− . Now for any l ≥ l * we have
This implies that:
, which gives the conclusion. Now we show that the coverings constructed in Lemma 4.1 lead to the expected upper bounds. In order to simplify the proof, we use the convention that |Q| = 1 2 sup x,y∈Q |x−y|, the half-diameter of the set Q. We have the following estimations:
(ii) If h > 1, we may take small enough so that h − > 1. Then n(r) = 1 for all r < 1. Thus for any N large enough so that δ N < 1 we have
(iv) If h ≤ 1, for the same reason as in (iii), for any N large enough such that δ N < 1 we have
By letting N tend to infinity and then to 0, we obtain from these inequalities the desired upper bounds for dim H G f (E) and dim H R f (E).
5. Proof of Theorem 3.1.
5.1.
Cantor-like subsets of ∂T carrying µ q . Recall the definition of λ in (2.1). For any u ∈ T let
be the b-adic interval in [0, 1] encoded by u. From (2.4) we know that the limit functions F W and F L satisfy the following equation: For A ∈ {W, L}, u ∈ T and x ∈ I u ,
This implies that for any x, y ∈ I u ,
For u ∈ T denote by u − (resp. u + ) the unique element of T |u| such that λ(u
. In other words, u − (resp. u + ) is the left (resp. right) neighbor of u in T of the same generation.
Recall the definition of ξ(q) and ξ(q) in (2.7). For any q ∈ J, > 0, u, v ∈ T we define the following three subsets of Ω:
t|n (q, ) = 1} and ∂T (q, , n) c = ∂T \ ∂T (q, , n).
From [4] we have
Proposition 5.1. Let K be a compact subset of J. For any > 0 there exist constants C = C( , K) > 0 and δ = δ( , K) > 0 such that for any n ≥ 1,
Now we define the random Cantor-like subsets of ∂T :
Then we can deduce from Proposition 5.1 that, with probability 1 for all q ∈ K, µ q is carried by C(q), that is, µ q (C(q)) = Y q (∅) > 0. It also worth noting that by construction, for any t ∈ C(q), we have
Moreover, due to (5.2), the above equalities imply that
Proof of Theorem 3.1.
Proof. From now on we use the convention that
A (t) for any A ∈ {W, L}, u ∈ T and t ∈ T ∪ ∂T . For γ > 0 we define the following Riesz-like kernels: (5.7)
Recall the definitions of γ G (q) and γ R (q) in (3.1) and (3.2) (see also Remark 5.1). For q ∈ J, > 0 and δ > 0 define the n th energy for n ≥ 1 and S ∈ {G, R}:
Let K be any compact subset of J. We assume for the time being that we have proved that there exists δ K > 0 such that for any δ ∈ (0, δ K ), there exists δ > 0 such that for any n ≥ 1, ∈ (0, δ ) and S ∈ {G, R},
The following lemma is a slight modification of Theorem 4.13 in [19] for estimating Hausdorff dimension by the potential theoretic method.
Lemma 5.1. Let µ be a Borel measure on R m and let E ⊂ R m be a Borel set such that µ(E) > 0. For any γ > 0, if
Then, from Proposition 5.1, (5.9) and Lemma 5.1 we get almost surely for all q ∈ K:
We may consider a countable sequence of compact subintervals K n ⊂ J such that K n ⊂ K n+1 and K n = J, and we may take a corresponding sequence δ n ∈ (0, δ Kn ) tending to 0. Then the above facts imply that with probability 1 for any q ∈ J and S ∈ {G, R}, for µ
q) (we have used the mass distribution principle, see [19] ). To complete the proof, we use the fact that, with probability 1 for all q ∈ J, µ D q is carried by the set E F (τ (q)). Then, applying Theorem 1.1 to any set E ⊂ E F (τ (q)) will yield
∧ 1, and the conclusion comes from the fact that almost surely dim H (µ D q ) = τ * (τ (q)) for all q ∈ J. Now we prove (5.9). For anyq ∈ K and > 0 we define the neighborhood ofq in K:
By continuity of these functions, the set U (q) is open in K.
For any u, v ∈ T ∪ ∂T and p ≥ 2 let
For any u ∈ T write (5.11)
[u] n q, = [u] ∩ C(q, , n). Notice that for q ∈ K, δ > 0 and S ∈ {G, R} the Riesz-like kernels K γ S (q)−δ is a positive function and, moreover, by the continuity of F W and F L we have for any s, t ∈ ∂T , lim
Then by applying Fatou's lemma we get that, for anyq ∈ K and q ∈ U (q),
where the last inequality comes from the fact that due to (5.7) and (5.10), for anyq ∈ K, > 0, q ∈ U (q) and u, v ∈ T ∪ ∂T , we have
Then,
where for p ≥ 2, we can choose m p ≥ 3 to be any integer. We have (5.13) sup
A p,m ≤ B p,m and sup
and we have used the identity
n q, ) to get the second inequality.
Remark 5.1. For technical reasons we need to divide J into three parts:
Then, due to (3.1) and (3.2), with h = τ (q) we have
Remark 5.2. Here we briefly explain why dim H (µ
) when q ∈ J 3 . Thus we will not consider this case in the rest of the proof. From [4] we have dim H (µ 
we only need an upper bound estimate, but this estimate is a direct consequence of Theorem 1.1.
For any compact subset K of J i , i = 1, 2, 3, there exists c K ∈ (0, 1) such that for any c < c
An essential tool in this paper is the following proposition, whose proof is given in Section 6.
Then there exists * ∈ (0, K ) such that for any 0 < δ < δ K , we can find constants κ 1 , κ 2 , η 1 , η 2 > 0 and C > 0 such that for anyq ∈ K, 0 < ≤ * , n ≥ 1, p ≥ 2, and m ≥ 3 · (n ∨ p)
Now we may choose m p = . Then by using Proposition 5.2 and (5.12), (5.13), for any δ < δ K ,q ∈ K, < δ and S ∈ {G, R} we have
Since for any 0 < < δ , the family {U (q)}q ∈K forms an open covering of K, there existq 1 , · · · ,q N such that {U (q i )} 1≤i≤N also covers K. Thus
which gives us the conclusion.
6. Proof of Proposition 5.2.
Main Proof.
Proof. The main idea of the proof is to discretize the information C(q, , n) = ∅ to all possible pairs (u, v) ∈ T × T and then to apply conditional expectation with respect to individual σ-algebras. By (5.10) we always have 
This gives (6.1)
. We deal with the terms in the sums (6.1) and (6.
). Without loss of generality, we may suppose that λ(u) < λ(v).
. We state two elementary claims.
n q,2 = ∅. Then, due to (5.2) and (5.3), we have
, for any w ∈ T with λ(w) = 0.
Due to (6.6) we have 
Now, using Claim 1 and (6.3) we have
where we set (6.7)
Then by Claim 2 we have
Recall Remark 5.1 and the fact that for any compact subset K of J i , i = 1, 2, 3, there exists c K ∈ (0, 1) such that for any c < c
We have the following lemma to control the conditional expectations, whose proof is given in Section 6.2.
Lemma 6.1. There exists a constant C γ such that
To finish the proof, it remains to count the average number of pairs (u, v) in (T m ) 2 such that 1 p (u, v) = 1 and 1 (2) u,v (q, ) = 1. This is done in the next lemma, whose proof is given in Section 6.3.
Now, according to Remark 5.1, for γ = γ S (q) − δ − , S ∈ {G, R}, we have to deal with the following three cases (i), (ii), (iii):
Then, from (6.1), (6.2), (6.8) and (6.9), since 1 (resp. Y K (uu ) and Y K (vv )), and using Lemmas 6.1 and 6.2, for cases (i), (ii), (iii) we have (C K stands for E(Y K (∅)), which is finite by Proposition 2.1(b)):
Clearly these parameters are all positive and finite. Notice that
Then, by construction, we get for any δ < δ K and < * ,
and E (∆B p,m ) ≤ C · b r−p+1 · e κ2·r−η2·m , which gives us the conclusion.
6.2. Proof of Lemma 6.1.
Proof. Recall that
Let us prove the desired estimates, that there exists a constant C γ > 0 such that
The σ-algebra A c (v| − r ) being defined as in Claim 2, we abbreviate the following quantities, which are measurable with respect to A c (v| − r ) and hence constant given A c (v|
. We need the following lemma, whose proof will be given in Section 6.3.1.
Lemma 6.3. The probability distribution of Z W = F W (1) has a bounded density function.
Let f W stand for the bounded density of
From (6.4) and Claim 2, we have
where we have used that the inequality |x∨1−y ∨1| ≤ |x−y| holds for any x, y ≥ 0.
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Now we have the following inequalities: (I) By using the change of variable y = Ax+B C2
we get
In fact, we have ). This together with the definition of ζ 2 (γ) yields
(III) By using the change of variable y = Ax + B when γ < 1 we get
(IV) By using the change of variable y = Ax+B D1
we get are both finite and when 1 (2) u,v (q, ) = 1 we have
Moreover, when γ > 1 we have ξ(q) < ξ(q), so if m ≥ 3r and ξ(q) − 12 > 0 then
Then by applying these inequalities to (6.10), (6.11), (6.12) we get the conclusion.
6.3. Proof of Lemma 6.2.
Proof. Let
Then by (6.5) we have
Recall that r = p ∨ n and m ≥ 3r. For any u ∈ T m we write u = u| r · u * with u * ∈ T m−r . From (2.2) we have Thus, when m ≥ 3r, we have
, and, moreover, 1 W u|r (q,2 ) and 1 W . We can drop the terms 1 W v|r (q,2 ) and 1 L v|r (q,2 ) so that the remaining indicator functions on the right hand side of the above inequalities are independent. Since for each u ∈ T m , there are at most 2b r−p+1 of the v| r such that 1 p (u, v) = 1, we get (6.13) E(S p,m ) ≤ 2b r−p+1 E u∈Tr 1 Wu(q,2 ) 1 Lu(q,2 ) · E u∈Tm−r 1 Wu(q,4 ) 1 Lu(q,4 ) 2 .
Forq ∈ K with |q| + ξ(q) + ξ(q) + |τ (q)| ≤ ρ K we always have (6.14) 1 Wu(q,2 ) ≤ |W u |q · e |u|(qξ(q)+2ρ K ) and 1 Lu(q,2 ) ≤ L −τ (q) u · e |u|(−τ (q) ξ(q)+2ρ K ) .
Recall that E( b−1 i=0 |W i |qL −τ (q) i ) = 1 and γ(q) =qξ(q) − τ (q) ξ(q), so (6.14) yields E u∈T k 1 Wu(q,4 ) 1 Lu(q,4 ) ≤ e k(γ(q)+8ρ K ) , for k ∈ {r, m − r}.
Together with (6.13), this gives the conclusion.
6.3.1. Proof of Lemma 6.3.
Proof. We adapt the methods in [38] to prove that under assumption (A), Z W has a bounded density function. Let φ(t) = E(e itZ W ) be the characteristic function of Z W . It is enough to prove that φ ∈ L 1 (R). This result is indeed a consequence of assumption (A) and the following distribution equation:
where we recall that {Z W (j)} 0≤j≤b−1 are independent copies of Z W and they are independent of {W j } 0≤j≤b−1 . From (6.15) we have φ(t) = E E e Since |φ(t)| ≤ 1 yields l ≤ 1, we get l = 0 or l = 1. We claim that l = 0. First we show that |φ(t)| < 1 for all t > 0. If not, then there exists h > 0 such that |φ(h)| = 1. We may assume that |φ(t)| < 1 for all 0 < t < h. Otherwise we may find a sequence t n tending to 0 such that |φ(t n )| = 1. Since |φ(t n )| = 1 implies that t n Z W ∈ θ n + 2πZ for a fixed θ n almost surely, we get for P × P almost every (ω, ω ) ∈ Ω × Ω that t n (Z W (ω) − Z W (ω )) ∈ 2πZ. Then from t n → 0 we get that Z W is almost surely a constant, which contradicts (6.15) and the fact that Let us write λ n (t) = P(t 1 < tM 1 · · · M n ≤ t 2 ) for each n ≥ 1 and t ≥ 0. From (6.17) we get φ n (t) ≤ (1 − ) · λ n (t) + 1 · (1 − λ n (t)) = 1 − · λ n (t).
This implies where the last equation holds since λ n (xt 2 ) = P(t 1 < xt 2 M 1 · · · M n ≤ t 2 ) = P(t 1 /t 2 < xM 1 · · · M n ≤ 1) and t 1 ( )/t 2 ( ) ≤ t 1 ( )/t 0 → 0 when → 0. By using Fatou's lemma we get from (6.18) that
From Chebyshev's inequality we know that for any q > 1,
which yields that
Since there exists q ∈ (1, 2] such that E(M q ) ≤ E( b−1 i=0 |W i | q ) < 1, by letting n → ∞ we obtain that b ≤ 1, which is contradiction. So l = 0.
Let r > 1 and let ψ = |φ| r . By the bounded convergence theorem we have lim t→∞ E(|φ(t|W 1 |)| r/(r−1) ) = 0.
By using the Hölder inequality we get from (6. 
