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VISUAL LOOP CLOSURE DETECTION
FOR AUTONOMOUS MOBILE ROBOT NAVIGATION
VIA UNSUPERVISED LANDMARK EXTRACTION
SUMMARY
Autonomous navigation is a very active research field in mobile robotics. Simultaneous
localization and mapping (SLAM) is one of the major problems linked with
autonomous navigation, which still remains as a challenging problem despite the
extensive studies that have been carried out throughout the last decades. The SLAM
problem becomes even more challenging when it is solved for large-scale outdoor
environments.
One of the essential issues in SLAM is the detection of loop closures. Within the
context of SLAM, loop closing can be defined as the correct identification of a
previously visited location. Loop closure detection is a significant ability for a mobile
robot, since successful loop closure detection leads to substantial improvement in
the overall SLAM performance of the robot by means of resetting the most recent
localization error and correcting the estimations over the past trajectory.
Vision based techniques have gained significant attention in the last decade, due mostly
to the advances in computer processors and the development of certain effective
computer vision techniques, which have been easily adapted to the loop closure
detection problem. LIDAR has been used before the emergence of vision based
techniques; however, it offered a limited capability for the solution of the loop closure
detection problem.
In this thesis, a novel visual loop closing technique has been presented. The proposed
technique relies on visual landmarks, which are extracted in an unsupervised manner.
Image frames are represented sparsely through these landmarks, which are ultimately
used to assess the similarity between two images and detect loop closing events.
Unsupervised extraction of visual landmarks is not a trivial task for several reasons.
Firstly, a saliency criterion is needed to measure the saliency of a given image patch.
Secondly, an efficient search algorithm is needed to test this certain saliency criterion
all over an image and extract the most salient regions. In this thesis, the problem
of extracting salient regions has been formulated as an optimization problem, where
visual saliency has been described through an energy function and a Branch&Bound
based search technique has been used to find the global maximum of this function.
One of the contributions made in this thesis is the proposed saliency definition. An
upper bound criterion, which facilitates efficient search through Branch&Bound, is the
second contribution presented in this thesis.
The extraction of landmarks is the first step of the loop closing approach explained in
this thesis. Once the landmarks are extracted, they are described and later re-identified
using the well-established ferns classifiers. Place recognition, which ultimately leads
xix
to loop closure detection, is achieved by means of a similarity function which measures
the similarity between two images through the landmarks identified in each image.
The major difference among the method presented here and most of the methods that
rely on local visual cues is that the local patches utilized in this study are specific to the
environment they are extracted from. The results of the tests that have been performed
on one of the most well-known outdoor datasets, indicate that the presented technique
outperforms other well-known visual loop closure detection approaches.
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OTONOM MOBI˙L NAVI˙GASYON KAPSAMINDA
ÇEVRI˙M KAPAMALARIN GÜDÜMSÜZ ÇIKARILAN
GÖRSEL I˙MLEÇLER YARDIMIYLA SAPTANMASI
ÖZET
Otonom navigasyon, mobil robotik alanında üzerinde en çok çalıs¸ılan konulardan
biri olagelmis¸tir. Es¸ zamanlı Konum Belirleme ve Haritalama da (EZKH), otonom
navigasyon konusu içinde en çok aras¸tırılmıs¸ ve hala aras¸tırılmakta olan problemlerden
biridir. Ancak uzun soluklu çalıs¸malara rag˘men, özellikle genis¸ ölçekli dıs¸ ortamlar
baz alındıg˘ında EZKH kapsamında çözülmesi gereken birçok problem bugün hala
mevcuttur.
EZKH bag˘lamında çevrim kapama problemi, otonom bir robotun daha önce
bulunmus¸ oldug˘u bir yeri bas¸arıyla tanıyabilmesi olarak özetlenebilir. Çevrim
kapama çalıs¸malarının EZKH kapsamında ayrı bir önemi vardır, çünkü bas¸arıyla
gerçekles¸tirilen çevrim kapamalar robotun en güncel konumunu çok daha yüksek
bir hassasiyetle belirleyip, geçmis¸ yörüngesindeki konumları üzerindeki kestirimlerini
iyiles¸tirmesine olanak sag˘lar. Konum kestirmede sag˘lanan bu iyiles¸tirme, haritalama
bas¸arımını da önemli ölçüde artırır. Ancak öte yandan hatalı gerçekles¸tirilen çevrim
kapamalar, EZKH kestirimlerindeki konum ve haritalama süreçlerinin hatalı biçimde
güncellenmesine yol açacag˘ı için, hatalı çevrim kapamaların genel EZKH sistemi
üzerindeki etkisi yıkıcı boyutlara varabilir. Dolayısıyla hassasiyet, gelis¸tirilen çevrim
kapama sisteminde can alıcı bir öneme sahiptir.
Bir çevrim kapama sistemi tasarlanırken, dikkate alınması gereken kriterler yalnızca
hassasiyet ve yüksek bas¸arım deg˘ildir. En az bu iki kriter kadar önemli olan dig˘er
bir kriter de sistemin hızı, ve dolayısıyla etkinlig˘idir. Bunun en önemli nedeni,
EZKH sürecinin genellikle çevrimiçi bir süreç olması ve gerçek zamanlı is¸leyis¸in
bir EZKH uygulamasında ayrı bir öneminin olmasıdır. Görüntü is¸leme tekniklerinin
genel olarak yog˘un is¸lem gerektiriyor olması da, etkin bir sistem tasarımını daha da
güçles¸tirmektedir.
Çevrim kapama problemi, bu tez çalıs¸masında kamera algılayıcısı kullanılarak
görüntü is¸leme teknikleriyle çözülmüs¸tür. Görüntü is¸lemeye dayanan çevrim kapama
problemi, temele indirgendig˘inde bir görüntü es¸les¸tirme, dig˘er bir deyis¸le görüntüler
arasındaki benzerlig˘i ölçme problemidir. Bu problem, birçok açıdan çözülmesi zor bir
problemdir. Problemi zor kılan etmenler arasında en öne çıkanı, es¸les¸tirilmeye aday
görüntülerin çog˘u durumda birbirine oldukça benziyor olmasıdır. EZKH probleminin
dıs¸ ortamdaki olası uygulama alanları arasında çöl veya ormanlık alan gibi dog˘al
ortamlar, veya sokak ve otoyol gibi kentsel ortamlar vardır. Bütün bu ortamlarda,
birbirine benzeyen görüntülere sıklıkla rastlanabileceg˘i için sistem kolayca yanılabilir.
Bu durum, sistemin kolayca yanılmasına yol açabilir. Hatalı çevrim kapamaların
genel EZKH sistemindeki yıkıcı etkisi gözönüne alınırsa, bu tip benzer görüntülerde
yapılabilecek olası yanlıs¸ es¸les¸tirmelere kars¸ı özel bir önlem alınması gerekmekte olup,
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çevrim kapama hipotezleri yeterince güvenilir olmadıkları sürece kesinlikle kabul
edilmemelidir.
Bilgisayarla görüye dayanan teknilerin çevrim kapama probleminde kullanımı, son
on yılda kaydedeg˘er ölçüde yaygınlas¸mıs¸tır. Bunun en önemli nedenlerinden biri,
bilgisayar donanımı ve özellikle is¸lemci teknolojisindeki gelis¸melerin, yog˘un is¸lem
gerektiren görüntü is¸leme yöntemlerinin kulanımını mümkün kılmasıdır. Dig˘er bir
önemli etken de, çevrim kapama problemine uyarlanabilecek birçok bilgisayarla görü
ve görüntü is¸leme teknig˘inin önerilmis¸ olmasıdır. Kameradan önce kullanılan LIDAR
gibi algılayıcılar, sözkonusu çevrim kapama problemini çözmekte kısıtlı olanaklar
sunabilmis¸lerdir.
Bu tez çalıs¸masında, özgün bir çevrim kapama yöntemi sunulmaktadır. Önerilen
yöntem, güdümsüz biçimde çıkarılan görsel imleçlere dayanmaktadır. Görüntüler
imleçler yoluyla seyrek bir biçimde temsil edilmektir. Bu seyrek temsil
yöntemi üzerinden görüntülerin es¸les¸tirilmekte, ve en nihayetinde çevrim kapamalar
saptanmaktadır.
Görüntüdeki çes¸itli nirengi bölgelerinin güdümsüz bir biçimde saptanması için
birtakım araçlar gerekmektedir. Öncelikle, verilen bir görüntü parçasının sıradıs¸ılıg˘ını
ölçebilmek için bir matematiksel bir ölçüt bulunmalıdır. Bunun yanısıra, bu
ölçütü görüntünün tüm alt bölgelerinde deg˘erlendirip en sıradıs¸ı görüntü parçasının
bulunmasında kullanılacak bir arama algoritması gerekmektedir. Bu tez çalıs¸masında,
görsel imleç çıkarma problemi bir eniyileme problemi olarak düzenlenmis¸tir. Verilen
bir görüntü parçasının sıradıs¸ılıg˘ını ölçmek için bir enerji fonksiyonu, arama yöntemi
olarak da bir dal sınır arama yöntemi kullanılmıs¸tır. Kullanılan enerji fonksiyonu bu
çalıs¸madaki önerilen önemli yeniliklerden biridir. Ayrıca arama için kullanılan dal
sınır yönteminin üst sınır kriteri de, önerilen enerji fonksiyonuna uyumlu olarak bu
çalıs¸ma kapsamında önerilmis¸ dig˘er bir yeniliktir.
Görsel imleçlerin çıkarılması, çevrim kapama çalıs¸masının ilk adımını olus¸-
turmaktadır. Çıkarılan imleçlerin tanımlanması, dig˘er bir deyis¸le daha sonra
tekrar saptanabilmeleri için görünümlerinin ög˘renilmesi gerekmektedir. I˙mleçlerin
görünümlerinin ög˘renilmesi ve saptanması için, bu konuda kabul görmüs¸ önemli
yöntemlerden olan ferns sınıflandırıcıları kullanılmıs¸tır. Bu teknig˘in kullanılmasındaki
en önemli nedenlerden biri, sınıflandırıcı modelinin az sayıda imge ile eg˘itilebiliyor
olmasıdır. I˙mleçlerin çevrim esnasında ög˘renildig˘i gözönüne alındıg˘nda, bu özellig˘in
ne kadar önemli oldıg˘ı anlas¸ılabilir. Yöntemi öne çıkaran dig˘er bir nitelig˘i ise,
ög˘renilen modelin yeni imgeler ıs¸ıg˘ında kolayca güncellenebilmesidir. Alıs¸ılagelmis¸
makine ög˘renmesi tekniklerinden oldukça farklı olan bu teknik, bilinen yöntemler
arasında probleme uygun olup kullanılabilecek tek yöntem olarak öne çıkmakta ve
yüksek bas¸arımla kullanılmaktadır.
Görsel imleçlerin çıkarılması ve ög˘renilmesi ile, aracın yörüngesi üzerindeki yerler
bu imleçler yardımıyla seyrek bir biçimde modellenmektedir. Bu s¸ekilde modellenen
yer imgeleri bir seyrek bir görünüm uzayı olus¸turmaktadır. Görüntü es¸les¸tirme ve
çevrim kapama da bu uzayda gerçekles¸tirilmektedir. Yeni görüntüler, bu uzaydaki
bütün yer imgeleriyle kıyaslanır en yakın es¸les¸me saptanır. Sözü geçen kıyaslama, bu
tez kapsamında tanımlanan bir benzerlik fonksiyonuyla gerçekles¸tirilir.
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Bir çevrim kapama hipotezinin bas¸arıyla önerilebilmesi için, gelen görüntüye
en benzer görüntünün dog˘rudan es¸les¸tirilmesi yeterli deg˘ildir. Çevrim kapama
hipotezinin olus¸turulabilmesi için zorunlu bir kos¸ul olarak, gelen görüntünün
daha önce görüntülenmis¸ bir alanı temsil ettig˘i biliniyor olmalıdır. Dolayısıyla
bir görüntünün daha önce görülüp görülmedig˘ini ortaya çıkaracak bir yöntem
gerekmektedir. Bu tez çalıs¸masında, gelen bir görüntünün daha önce görüntülenmis¸
bir alanı tesmil edip etmedig˘ini ortaya çıkarmak için, görünüm uzayındaki en yakın
es¸les¸tirmenin etrafındaki yerel is¸aret deg˘erlendirilmektedir. Bu is¸aret, bir görüntü
daha önce gezilmis¸ bir alandan çıkarıldıg˘ında belirgin bir tepeye ve oldukça yüksek
bir yerel maksimuma sahip olmaktadır. Öte yandan, bir görüntü daha önce görülmüs¸
herhangi bir alandan çıkarılmamıs¸sa, bu yerel is¸aret oldukça dag˘ınık bir yapıdadır. Bu
belirgin fark sayesinde, bir alanın daha önce görüntülenip görüntülenmedig˘i kolayca
anlas¸ılabilmektedir.
Görüntülerin es¸les¸tirilmesi ve bu yolla çevrim kapama olaylarının saptanması
ise, saptanan imleçleri girdi olarak alan bir benzerlik fonksiyonu kullanılarak
gerçekles¸tirilmektedir. Vektör normları üzerinden tanımlanan bu benzerlik fonksiyonu,
basit ve anlas¸ılır bir yapıda olmakla beraber yüksek bas¸arımlı benzerlik sonuçları
üretmektedir.
Bu tezde sunulan çalıs¸manın bilimsel yazındaki dig˘er yerel görsel imleçlere dayanan
yöntemlerle arasındaki en temel ayrım, imleçlerin robotun gezdig˘i ortamlardan
çıkarılmasıdır. Dig˘er çalıs¸malardaki genel yaklas¸ım, belirli imleçlerin genis¸
veritabanlarından çıkarılıp ög˘renilenmesi yönündedir. Bu çalıs¸mada önerilen yöntem,
bilinen dig˘er görsel çevrim kapama yöntemleriyle en kabul görmüs¸ veritabanlarından
biri üzerinde kars¸ılas¸tırılmıs¸tır. Elde edilen sonuçlar, çalıs¸madaki yaklas¸ımın ve
genel olarak önerilen yöntemin bilinen dig˘er yöntemlerden daha üstün oldug˘unu
göstermektedir.
xxiii
xxiv
1. INTRODUCTION
Autonomous navigation has been, and still is a very attractive research field of mobile
robotics. The SLAM problem is one of the major problems linked with autonomous
navigation, and despite the extensive studies that have been carried out for years, there
is still considerable room for improvement.
1.1 Problem Statement
Loop closure detection, one of the most prominent subproblems of the general SLAM
problem, can be defined as the correct identification of a previously visited location.
Loop closure detection is an extremely significant ability for a mobile robot which
performs SLAM, since correct loop closure detections augment both the localization
and mapping processes.
The self-location estimations obtained from the SLAM process are always erroneous,
and even the slightest errors are accumulated up to the point that they can’t be dealt
with. The most straightforward way to cope with the accumulated localization errors, is
to occasionally reset them by closing loops. Successfully detected loop closing events,
provide a more precise estimation over the self-location of the robot, by associating
the current location with a location from the past trajectory, which is associated with a
more accurate location estimation. Closing loops has also a positive effect on the past
trajectory of the robot, since all of the estimations over the past trajectory are updated
and corrected. Localization and mapping are tightly coupled processes; therefore, any
corrections made on the self-location estimations, immediately improve the accuracy
of the mapping process. It is obvious that correctly closed loops, have a significant
effect on the overall SLAM procedure.
Loop closure detection however is a double-sided sword. Even though correctly
detected loop closures improve the SLAM performance, flawed loop closures have
an extremely adverse effect on it — false loop closure detections cause the entire
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trajectory to be updated with incorrect data, which is catastrophic for both localization
and mapping processes. Therefore, it is vital that the loop closure detection system
is extremely accurate and precise; therefore, loop closure hypotheses shall not be
accepted unless they are highly reliable.
High accuracy is not the single criterion that must be considered when designing a
loop closing system. SLAM applications are usually on-line processes, hence the
loop closing system in question must be operating very fast. This restriction makes
the system design even more challenging for two reasons. Firstly, image processing
techniques are computationally heavy, especially when the whole incoming image
is being processed; therefore, the effort spent to process each single frame must be
minimized. Secondly, the descriptor vector of each incoming image must be compared
with all previously extracted image descriptors, and this comparison will not allow
real-time operation if the dimensionality of the search space is high and the trajectory
that is being planned to traverse is long. In other words, the loop closing system that
is being designed must be spending very little effort processing each image, and the
descriptor for each image must be small in dimension if on-line operation is desired.
A major issue that must be dealt with is perceptual aliasing, which occurs when certain
places look very similar due to their nature, e.g. forests, railroads, office corridors etc.
Triggering false alarms is very likely when perceptual aliasing is present; therefore,
perceptual aliasing must be carefully considered in the system design.
On the other hand, a common opinion of many researchers dealing with loop closure
detection is that the data used to develop loop closure detection hypotheses must be
independent from the estimations and outcome of the SLAM process [1–3], e.g. map
feature positions or vehicle location/speed, since these estimations are erroneous and
aimed to be corrected. In other words, dedicated loop closing mechanisms that are
fed from sources independent from the SLAM process are more reliable than the ones
utilizing the SLAM outcome.
Using cameras to achieve loop closure detection has become feasible and extremely
popular in the last decade, and unsurprisingly, most notable techniques to date rely on
visual sensory. The data provided by camera is more rich and detailed than the data
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provided by sensors like LIDAR. However, using cameras has certain shortcomings
that must be addressed. The most eminent issue is the sensitivity against illumination,
which is not in question when other sensors like LIDAR are used. Illumination
conditions are subject to change very often; therefore, any visual loop closure system
must be robust against illumination up to a certain point. The sensitivity to view
perspective is also another concern that must be pointed out and dealt with. There
are also issues like robustness against scaling, rotation or translation, however, these
are issues that are common for most kinds of sensors.
In summary, loop closure detection is an active and challenging problem that must be
handled in real-world SLAM applications. Any solution to this problem must be very
accurate and computationally efficient. Furthermore, it must be independent from the
outcome of the SLAM process and moreover, perceptual aliasing must be considered.
In this thesis, a novel visual loop closure detection system, which considers all of these
issues has been proposed. The literature review has been presented in the next section,
and the approach proposed in this thesis has been summarized in the subsequent
section.
1.2 Literature Review
The importance of loop closure detection for Simultaneous Localization and Mapping
(SLAM) algorithms has been established by many authors in numerous studies [2–9].
Various approaches have been proposed to solve this problem. On the other hand,
the significance of using dedicated mechanisms for detecting loop closures has been
highlighted by several authors [2, 4].
In [7], Williams et al. present a comparison on visual loop closure techniques that
rely on monocular vision. According to this comparison, vision based loop closing
techniques come in three broad categories: Map-to-map techniques, image-to-map
techniques and image-to-image techniques. The map in this context involves the maps
produced as part of the mapping of the overall SLAM process. It is obvious that
the comparison in [7] is made according the the information that is used to close
loops. Dedicated visual loop closure techniques, which are the techniques that don’t
utilize the estimations of the SLAM process, fall into the category of image-to-image
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techniques. The study that is being presented in this thesis falls into this category, and
the emphasis is put on the methods falling into this category on rest of this section.
Early studies on visual loop closure were aimed at describing each image with a
single descriptor vector extracted from the whole scene. These kind of descriptors are
usually referred to as global descriptors. Basically, there are two ways to extract global
descriptors from images. 1) Using image processing/analysis techniques and extract
descriptors out of texture transformations, histograms, edge information etc. 2) Using
dimensionality reduction techniques and represent images in a lower-dimensioned
space.
There have been proposed several techniques that aimed at place recognition using
global image descriptors. Ulrich and Nourbakhsh used a set of image histograms to
extract global descriptors out of images [10]. Lamon et al. used features extracted
from color and edge information [11]. Torralba et al. represented images with a set of
features extracted out of texture information [12].
Many researchers have adopted existing or developed new dimensionality reduction
techniques to achieve loop closure detection. Kröse et al. have used PCA to represent
images and search for loop closure detection in a lower dimensional space [13].
Another approach that relies on dimension reduction to extract global descriptors
has been proposed by Ramos et al., where a dimensionality reduction technique has
been combined with variational Bayes learning to extract a generative model for each
place [14]. Bowling et al. utilize an unsupervised approach in [15], which uses a
sophisticated dimensionality reduction technique in order to extract descriptors for
images.
Visual loop closure detection systems that rely on global descriptors however, are quite
fragile, since the appearance of an entire image is very sensitive to illumination and
view perspective changes. The usage of local descriptors for several recognition tasks
has been very popular in the computer vision community. The striking study of Lowe
[16], which introduces the SIFT features, has proven that local descriptors are much
more robust against illumination and view perspective changes. SIFT features have
been used very widely for numerous recognition tasks, including place recognition.
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The major downside of these features is that their extraction is computationally
intensive, which makes their real-time operation infeasible. Many similar studies have
been carried out, and to date, the SURF features proposed by Bay et al. in [17] are
among the most popular key point descriptors, due mostly to the balance between their
computational complexity and their robustness. Another groundbreaking study is the
Bag-of-Words (BoW) model proposed by [18], which also had many applications. The
BoW model has also had several applications in the robotics field. This model, is based
on building a visual vocabulary by clustering key point descriptors extracted through
a large dataset. The clustered descriptors are referred to as visual words, and its a
common practice to compute the empirical appearance probabilities of these words in
order to develop a probabilistic recognition framework.
Local visual features, which prove to be very effective, have been frequently used by
the robotics community for several tasks. Newman and Ho are among the first ones
to suggest the advantage of using certain salient features rather than features extracted
out of the entire image in [4]. Another early study is the one of Li and Kosecka [19],
which also concentrates on finding the most salient regions in images. Wang et al. use a
visual vocabulary, which is constructed in an off-line fashion, and use this vocabulary
to extract descriptors based on the BoW model. On the other hand, Filiat et al. do
similarly utilize a BoW model, which relies on a visual vocabulary that is built on-line.
In [20], Ferreira et al. similarly employ a BoW model where they consider learning
the dependency between the visual words using Bernoulli mixtures. Other techniques
that use local visual cues are [6, 21, 22].
The groundbreaking FAB-MAP technique proposed by Cummins and Newman [3],
utilizes the BoW model in a generative probabilistic framework. In the proposed
study, Cummins and Newman use the BoW model constructed out of SURF features
in a generative probabilistic framework. A generative model is constructed for each
location. This probabilistic model considers the statistical dependencies among visual
words up to the second degree via Chow-Liu approximation [23], in order to cope
with the perceptual aliasing problem. Moreover, Monte-Carlo sampling is employed
in order to reveal whether a location has been visited before or not. The performance
of the FAB-MAP technique is impressively high — even more researchers have moved
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towards using local visual cues to achieve loop closure detection after the impressive
results of this study.
The local techniques listed so far do mostly utilize very small, low-level key point
descriptors, and use them in conjunction with a BoW model to learn the visual words
in an off-line fashion. The fact of the matter is that the visual words in this context are
generic words. In contrast to this point of view, this thesis introduces a loop closure
detection framework that utilizes visual landmarks that are specific to the environment
that they are being extracted from. Moreover, these landmarks are relatively larger
patches varying in size, unlike the small key point descriptors whose size is fixed. The
study of Espinace et al., similarly considers the extraction of visual landmarks out of
the environment that the vehicle is navigating.
The technique that has been presented in this thesis has been developed by considering
the outcome of several visual loop closure detection techniques. It is obvious that,
using local features is very beneficial for several reasons. However, in contrast to
most studies, the study that has been carried out in this thesis focuses on extracting
landmarks specific to the environment that the robot traverses. The motivation behind
this point of view is that humans and many living beings do successfully use visual
landmarks for navigation [24–26]. The technique that has been developed in this thesis
has been summarized in the following section.
1.3 Hypothesis
The technique presented in this thesis is motivated by the success of the visual
loop closure techniques that utilize local features, and the fact that most animals
successfully use visual landmarks for navigation and place recognition. This technique
relies on unsupervised landmark extraction to achieve place recognition and ultimately
loop closure detection.
Loop closure via unsupervised landmark extraction involves three major components:
1) Finding salient regions in images to use as visual landmarks, 2) learning the
appearance of the extracted landmarks to describe and re-identify them, 3) matching
images which are sparsely represented through the identified landmarks.
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Within the scope of this thesis, the problem of unsupervised landmark extraction has
been formulated in an optimization framework, where the objective function describes
the saliency of a given image patch. This objective function is an energy function and a
Branch& Bound based search technique has been employed to find the global optimum
of it. This landmark extraction scheme is the major contribution of this thesis. The
proposed energy function considers for saliency twofold: 1) Saliency among frames,
2) saliency within a single frame. It not only provides a different point of view to the
problem saliency detection, but also operates very efficiently when combined with
the proposed Branch&Bound search technique. This Branch&Bound technique is
basically based on the study of Lampert et al. in [27] — this is a basic yet effective
image search framework, which requires an upper bound criterion compatible with the
objective function. In other words, it is a generic technique that needs a specific upper
bound criterion, which must be compatible with the objective function. This upper
bound has also been defined in this study, and speed performance results indicate that
it enables very efficient search.
There are various out-of-box classifiers that may be used to learn the appearance
of the extracted landmarks. However, there are certain restrictions that narrow the
choices down to a few: The number of positive samples which can be used to learn the
appearance of the landmarks is quite limited in this case; therefore, it is crucial that the
classifier can generalize with very few samples. Moreover, the technique in question
must be very efficient both in training and testing phases. The well-established ferns
classifier has been utilized, since it satisfies these requirements and performs quite
well.
A landmark database is used to save the landmarks’ statistics. This database is initially
empty, and it is updated on-line throughout the trajectory. The detection statistics
of each landmark are saved to this database — these statistics are used to assign an
empirical detection probability for each landmark and use this probability to describe
the distinctiveness of each landmark.
According to the technique described in this thesis, incoming frames are represented
sparsely through landmarks whose appearance has already been learnt on-the-fly. The
next step to accomplish is comparing images through their sparse representation in
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order to find the best matches and cast a loop closure hypothesis. In this thesis, a
similarity function, which considers the detection confidence and spatial location of
each landmark is employed for this purpose.
The proposed loop closure detection technique has been evaluated on two datasets: 1)
The new college dataset [28], an outdoor dataset collected with a panoramic camera
mounted on the top of a wheeled mobile robot, 2) The ITU Robotics Laboratory
indoor dataset, an indoor dataset collected with a hand-held camera. Results indicate
that the proposed loop closure detection framework performs with high accuracy, and
outperforms the techniques known to date.
There are two publications involved with this thesis: The first paper describes the
landmark extraction process: [29], and the second [30] puts emphasis on the overall
loop closure detection framework.
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2. UNSUPERVISED VISUAL LANDMARK EXTRACTION
The term saliency does not have a clear definition; in this study it has been used
to describe certain pre-attentively distinctive image patches, which are suitable to
represent place images in a sparse manner. Extracting regions with a semantic meaning
is not strictly expected, yet it occasionally occurs. This chapter focuses on explaining
how the saliency of a given image patch has been measured. As it has been stressed
earlier, this has been accomplished through an energy function, which is actually the
objective function of the optimization framework that has been proposed in order to
extract visual landmarks.
2.1 Visual Saliency Definition
The optimization framework that has been used for visual landmark extraction,
operates on an alternative image representation. The saliency is defined over the
features of this representation, where the search to find the optimum output is also is
also being performed. In other words, the intensity image is transformed into another
plane before the landmarks are extracted from it.
According to this representation, an image I is composed of N features which are
denoted with FI = {f1, . . . , fN} ⊂ F , and it is assumed that the marginal probability
of observing each of those features p(fi) is known. Furthermore, an arbitrary
rectangular region within I has been shown with Ω. The number of features falling
into the region Ω, has been given with the simple function K(Ω). Moreover, FΩ has
been used to denote the set of features lying inside Ω, so that FΩ = {fω1 , . . . , fωK(Ω)}.
The representation that has been described so far, has been illustrated in Figure 2.1.
The probability of observing the region Ω can be expressed as the joint probability
P (FΩ). Under these assumptions, the problem of finding a distinguishing rectangular
patch Ω∗ inside an image I , can be converted to the problem of finding the feature set
FΩ∗ with the lowest joint probability. However, since FΩ∗ ⊂ FI , FΩ∗ is bound to be
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FI . In other words the largest feature set is the most distinguishing combination inside
an image.
Figure 2.1: An illustration of the image features and a sample rectangular region.
One way to find a smaller and denser salient patch is formulating the salient patch
detection problem as an energy maximization problem and enforcing a size constraint
on the energy function. Let H(Ω) be a function which gives the area of a given
rectangle. The energy function with the size constraint is:
E(FΩ,Ω) = −P (FΩ) + λ1H(Ω), (2.1)
where λ1 ≤ 0. Due to this criterion, the size of the output region can be tuned by the
constant λ1.
This function may be modified to meet several needs by enforcing additional
constraints such as:
• A constraint on the quantity of features to limit the number of features lying inside
the rectangle,
• A constraint on the 3D depth of the features to enforce them to be coplanar, if such
a depth information exists e.g. if a stereo imaging device is being used.
In the case that the feature quantity constraint is enforced, the energy function is
reformulated as follows:
E(FΩ,Ω) = −P (FΩ) + λ1H(Ω) + λ2K(Ω). (2.2)
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where λ2 ≤ 0 if the number falling into the output region is intended to be restricted.
Basically, the saliency criterion adopted in this thesis, relies on the terms present in
(2.2). The constraints on (2.2) are enforced to satisfy two heuristics: 1) Small and
dense salient regions are more notable than large ones, 2) saliency that is achieved
with few features is more valuable.
On the application side, the features are assumed to be statistically independent to
make the computation of the joint probability term P (FΩ) tractable. However, a more
complex statistical model and/or inference may always be employed if possible. The
energy function in (2.2) is reformulated under the Naive-Bayes approximation such as:
E(FΩ,Ω) ≈ P (fω1) . . . P (fωK(Ω)) + λ1H(Ω) + λ2K(Ω), (2.3)
and the salient regions are detected by maximizing this function:
Ω∗ = argmax
Ω
E(FΩ,Ω). (2.4)
The features fi used in this work are the visual words of the BoW model [18,31] which
have been successfully used in many studies including studies related to vision-based
loop closure detection. The statistics of the visual words are computed off-line through
a very large dataset. In this case, the visual vocabulary has been formed by clustered
SURF features [17] and the statistics of the words are kept inside this vocabulary —
the aforementioned marginal probabilities p(fi) are nothing more than the empirical
probabilities inferred out of this vocabulary. The vocabulary that has been used in this
study is the one presented by Cummins and Newman in [3].
Using a SURF based BoW model is not the only option to put the energy minimization
scheme described so far into work, however, it has been used as an easy to implement
out-of-box solution which has proven to be efficient. The truth of the matter is it
that using the proposed BoW model is probably an over complex, computationally
intensive solution. As illustrated in Chapter 6, it is eminent that the bottleneck of the
overall loop closure detection framework is the computation of the SURF features.
The SURF model, and even the entire BoW model can be replaced with an alternative
model, as soon as the alternative model offers marginal probabilities assigned to its
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features. In other words, the optimization framework has been described in a generic
fashion, and any feature set consisting of features fi can be used, under the assumption
that the probability of the features p(fi) can be inferred.
2.2 Dealing with Perceptual Aliasing
One of the most challenging issues in place recognition is perceptual aliasing —
environments where repetitive structure is present. Any technique that aims to achieve
loop closure detection must account for perceptual aliasing, since perceptual aliasing
is present in many indoor and outdoor environments: Offices, forests, railroads etc.
This fact must be considered when the landmarks to represent the locations are being
extracted.
When perceptual aliasing is present, certain features fi will be extracted multiple
times from certain scenes; e.g. if fi somehow describes a leaf of a tree image,
it will be extracted multiple times in any forest image. In order to deal with
perceptual aliasing, the weight of each feature has been adjusted in proportion with
the number of appearances of that feature inside the subject image. To achieve this, the
well-established tf-idf (term frequency - inverse document frequency) score [32] has
been used. In few words, this score accounts both for the frequency of a word within
a single image through the term frequency score (tf ) and for the frequency of the word
inside the large visual dataset through the inverse document frequency (idf ).
The tf-idf score has been introduced through modifying (2.3) by replacing the
individual probability terms with the tf-idf score of each feature:
E(FΩ,Ω) ≈ tf-idf(fω1 , I) . . . tf-idf(fωK(Ω) , I) + λ1H(Ω) + λ2K(Ω). (2.5)
The salient patches can be considered as salient only in the context of the image. For
instance, a tree is not a salient visual patch in a forest image; however, it might be
discriminative in an urban scene. On the other hand, a traffic sign might not be a
salient patch in an urban scene, whereas it might turn out significant in a natural scene.
The tf-idf score enables such a discrimination and deals with the perceptual aliasing
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problem by lowering the weight of the words that appear frequently inside the same
image.
It is worthwhile to note that in Section 2.3, an objective function, which in this case
is the proposed energy function, is needed to derive an upper bound condition for the
Branch&Bound based search [27]. The formula with probability terms in (2.3) has
been used rather than (2.5) since (2.3) is a simpler equation and its more intuitive.
However the upper bound of the technique can be derived (and actually is being
derived) from (2.5).
Exemplar output, pointing to the optimum of (2.5) is shown in Figure 2.2 — the salient
regions on these images are extracted by setting λ1 to λ1 = 0.015 and λ2 to λ2 = 0. As
it has been stressed earlier, output with a semantic meaning may be extracted through
this function, even though it is not strictly expected. Certain output in Figure 2.2 point
to regions with semantic meaning like plates, vehicles etc. An exemplar failure case
of the algorithm has also been depicted with the last image of the last row. The central
and right images on the second row, illustrate the consistency of the energy function.
Figure 2.2: Exemplar salient patches.
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At this point, it is worth to stress that the actual landmarks that are used to represent
locations and cast loop closure estimations, are not similar to the ones shown in Figure
2.2. The constraint parameters λ1,2, have been adjusted in a way to output smaller
landmarks. Furthermore, multiple landmarks have been used to describe scenes, rather
than a single landmark for each scene. Some exemplar landmarks that have actually
been used to represent scenes have been shown on Figure 2.3. The salient regions
in these images are extracted with the parameters λ1 = 0.020 and λ2 = 10−6. The
number of landmarks used to describe scenes and the way that multiple landmarks are
extracted has been explained in Section 4.1.
Figure 2.3: Exemplar salient regions used to represent locations.
2.3 Searching the Most Salient Region: Branch&Bound Optimization
In order to find the most salient region inside an image, a search method is needed
to test the criterion given in (2.3) all over the image. An extremely efficient search
technique has been employed to find the optimum of this objective function.
Employing a brute-force search to perform the maximization in (2.4) is not an option
due to numerous candidate windows. Using the well-known sliding window technique
[33], is also not suitable — this technique has also a large computational cost and it
also requires prior knowledge about the width/height ratio of the output rectangle.
2.3.1 Why Branch&Bound optimization?
The number of different image search techniques developed and used by the computer
vision community is quite limited to date. One of the most eminent reasons for the
shortage of efficient image search techniques is that unlike a regular optimization
problem, there is no continuity on the function to optimize in most problems – image
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search techniques are mostly needed for object detection, and the actual position of
the object is completely random, output of the neighbouring windows don’t give a
clue about the existence of the object in search. Almost all object detection methods
make use of a classifier which can classify whether a certain image patch completely
contains the object and only the object. This formulation barely enables the usage of
different optimization techniques. This is the reason that most vision based detection
methods rely on brute-force search techniques like the sliding windows [33] technique.
However, the search task in this study is different from a regular object search. There
is an objective function to be optimized, and the output of each candidate window is
in correlation with its neighbours. This framework allows for a more efficient search
technique, however the options are still quite limited, since very few efficient search
tehcniques have been proposed by the computer vision community, and even fewer of
the ones proposed are in harmony with the objective function in (2.3).
Fortunately, an image search technique that uses Branch&Bound search has been
developed by Lampert et al. [27], which aims to be an efficient alternative to the
basically brute-force sliding windows technique. This Branch&Bound based technique
is referred to as Efficient Subwindow Search (ESS), and it actually is a generic image
search technique — it can’t be directly applied for any problem. It requires the
definition of a proper upper bound criterion. The technique has been explained in
details in Section 2.3.2.
It’s worthwhile to define the Branch&Bound search and describe its search procedure
in few words, before proceeding with its application on this thesis. Branch&Bound
is a general method for finding optimal solutions of discrete and combinatorial
optimization problems. These problems are easy to state and they have a finite solution.
However, the number of all feasible solutions is usually very large; therefore, finding
the optimal solution might require a great computational effort.
Let’s assume that the problem in question is a minimization problem. The key idea
of Branch&Bound is finding a certain output value yˆj that would speak for a set of
candidate solutions Xj , so that the output of any solution from Xj would never be
lower than yˆj . Once a single solution xt /∈ Xj which with a value yt so that yt < yˆj is
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found, then the whole set Xj is safely discarded, knowing that it would never contain
the minimum solution. The crucial point in this procedure is having an upper bound
criterion, which would be used to compute the upper bound of a given candiate set
Xj . The upper bound value that is calculated for a set Xj through this criterion should
never be lower than any of the solutions in Xj — it should not violate the upper bound
condition. Moreover, the upper bound should also not held extremely high to ensure
that the upper bound condition is not violated, since if it is extremely high, it would be
hard to discard sets by finding certain yt so that yt < yˆj .
The Branch&Bound based image search technique has ben described in Section 2.3.2,
and the upper bound criterion used in conjunction with this technique has been defined
in Section 2.3.3.
2.3.2 Efficient Subwindow Search
An efficient Branch&Bound based image search technique has been proposed by
Lampert et al. in [27]. This technique is referred to as Efficient Subwindow Search
(ESS), and it is a generic image search technique, which needs to be adapted to the
application that it is being applied to, by defining an upper bound compatible with
the objective function. This technique is especially attractive for two reasons: 1) It
finds the global optimum of the given function; 2) it facilitates very efficient search by
discarding most of unpromising regions.
As it has been stressed earlier, this search method requires an efficient upper bound
criterion to operate efficiently. This criterion is used to compute the highest possible
response of any rectangle lying inside a given rectangle set. Following the notation in
[27], a rectangle is parametrized by its top, bottom, left and right coordinates (t, b, l, r).
Furthermore, a rectangle set is defined as any rectangle of which the coordinates remain
in predefined intervals, which are represented as [T,B, L,R] where T = [tlow, thigh]
etc. This representation has been illustrated in Figure 2.4.
The operation of the generic ESS algorithm on an image I of size n×m is as follows.
The algorithm requires the upper bound Eˆ, which has been described earlier in this
section and is given in (2.10). An initially empty priority queue depicted with P
is constructed. The algorithm begins by computing the upper bound of the largest
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Figure 2.4: An illustration for the rectangle parametrization of ESS.
possible rectangle set in image Ω = [[1, n], [1, n], [1,m], [1,m]], and adding to P ,
where the sets are listed according to their upper bounds — the set with the largest
upper bound is placed on the top of P . Then, this set is continuously split to disjoint
child sets. The upper bound of each set is calculated and each set is added to P
according to its upper bound value. Once children sets are pushed to P , the parent
set is removed from it. The algorithm continues this splitting procedure by beginning
with the set on the top of P in order to process promising sets first. The strategy of
proceeding by beginning with the most promising candidates, is the general rule of the
Branch&Bound search theory [34]. It has been shown that giving precedence to the
most promising candidates improves the speed of the search algorithm significantly.
The pseudo-code of the ESS has been given in the following Algorithm.
The details of the ESS algorithm that have not been given here can be found in [27].
The following section, describes the upper bound condition which enables the usage
of ESS for the visual landmark extraction framework described in this thesis.
2.3.3 Definition of the upper bound criterion
A valid upper bound for a rectangle set [T,B, L,R] must hold for all the rectangles
inside this set — the output of any rectangle in this set can not be larger than this
bound. On the other hand, the efficiency of the method may be decreased if the bound
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Algorithm 1 Efficient Subwindow Search through Branch&Bound
Require: image I
Require: upper bound function Eˆ
Ensure: Ω∗ = argmaxΩ∈ΩE(Ω)
initialize P as empty priority queue
set [T,B, L,R] = [1, n]× [1, n]× [1,m]× [1,m]
repeat
split [T,B, L,R]→ [T1, B1, L1, R1]∪˙[T2, B2, L2, R2]
push [T1, B1, L1, R1]; Eˆ([T1, B1, L1, R1]) onto P
push [T2, B2, L2, R2]; Eˆ([T2, B2, L2, R2]) onto P
retrieve top state [T,B, L,R] from P
until [T,B, L,R] consists only of one rectangle
set Ω∗ = [T,B, L,R]
is held extremely high to ensure this condition. A compatible upper bound criterion has
been proposed in the scope of this thesis. This criterion is high enough to ensure that
the bound upper bound condition is not violated and low enough to facilitate efficient
search. Let Ω∪ be the largest possible, Ω∩ the smallest possible rectangle and Ω any
arbitrary rectangle in a rectangle set Ω = [T,B, L,R]. The following inequalities hold
for all Ω ∈ Ω (recall that λ1, λ2 ≤ 0):
−P (FΩ∪) ≥ −P (FΩ) (2.6)
λ1H(Ω∩) ≥ λ1H(Ω) (2.7)
λ2K(Ω∩) ≥ λ2K(Ω). (2.8)
If the above-written inequalities are summed, the following inequality is obtained:
−P (FΩ∪) + λ1H(Ω∩) + λ2K(Ω∩) ≥ −P (FΩ) + λ1H(Ω) + λ2K(Ω). (2.9)
The left side of (2.9) can be interpreted as an upper bound over a rectangle set Ω,
which is denoted with Eˆ(FΩ,Ω) and expressed in terms of the smallest and the largest
rectangle contained in this set:
Eˆ(FΩ,Ω) = −P (FΩ∪) + λ1H(Ω∩) + λ2K(Ω∩). (2.10)
Suppose that there is a rectangle set Ωi inside an image with an upper bound
Eˆ(FΩi ,Ωi), and a single rectangle Ωα inside the same image such as Ωα /∈ Ωi and
its response to the energy function is E(FΩα ,Ωα). If E(FΩα ,Ωα) > Eˆ(FΩi ,Ωi), then
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it is ensured that any rectangle in Ωi can not be the global optimum of the function in
(2.2). Hence, the whole rectangle set is discarded safely.
2.4 Efficient Implementation via Integral Images
Although the search technique in question is quite fast, there is still room for substantial
improvement on the computational effort. The computation of the joint probability of
the features FΩ inside a rectangular region Ω, requires K(Ω) computations under the
naive-Bayesian assumption as it is seen in (2.3). The computational overhead might
increase dramatically if the number of features falling inside the region is excessive.
In order to deal with the potential problems that may arise from excessive features,
the integral images [35, 36] have been employed. Thanks to integral images, the
computation of the joint probability of a given region is achieved quite efficiently with
only four computations. In this section, the usage of integral images in the context of
the proposed optimization framework has been described.
In order to make the computations tractable, a sparse image representation that is
inspired from the illustration in Figure 2.1 is being utilized. The adopted representation
is illustrated in Figure 2.5.
First the visual words fi are extracted out of intensity images. Then, a new, denser
image that is composed only of these visual words is formed – the rows and columns
that don’t contain visual word are discarded. This new image, which is a much smaller
and denser image, is denoted with IF , and it is shown symbolically in the middle step
of the process shown in Figure 2.5. This image is simply constructed as follows:
IF (xi, yi) =
{
ln p(f(i,j)) if there is a visual word in image coordinate (i, j)
0 otherwise.
(2.11)
As it is seen in (2.11), IF contains the marginal appearance probabilities p(fi) of the
visual words (See Section 2.1). Once the image IF is formed, the next step is to
construct the integral image of this image. The integral image, denoted with IIF , is
created through such as:
IIF (xi, yj) =
i∑
k=1
j∑
p=1
IF (xk, yp). (2.12)
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Figure 2.5: The image representation that is adopted to perform the Branch& Bound
search efficiently.
The integral images increase the efficiency of the landmark extraction algorithm
tremendously. The joint probability term in (2.3) normally requires K(Ω)
computations for a given region Ω. Thanks to integral images, this term can constantly
be computed with four additions. The joint probability P (FΩ) of the features
falling into a rectangular region Ωt which is defined by its top-left and bottom-right
coordinates (xl, yt) and (xr, yb) can simply by calculated as:
lnP (FΩ) = IIF (xr, yb)−IIF (xr−1, yt−1)−IIF (xl−1, yb−1)+IIF (xl−1, yt−1).
(2.13)
Thanks to this property of integral images, the output of the energy function that is
formulated under the naive-Bayes assumption, (2.3), is computed very efficiently. Note
that in (2.3) and (2.11) the logarithms of the probabilities are used rather than the
probability values themselves. The reason for employing logarithms is to convert the
multiplications in (2.3) into additions and this way enable the efficient evaluation of
the joint probability term through (2.13). An exemplar IF and IIF is shown in Figure
2.6.
Figure 2.6: An exemplar IF and IIF .
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3. LEARNING AND RE-IDENTIFYING THE LANDMARKS
In this chapter, two important components of the proposed loop closure detection
framework have been explained: 1) Learning the appearance of the extracted
landmarks; 2) robustly detecting (re-identifying) them. Both components are of major
importance since the places are represented by means of those landmarks.
Loop closing is a real-time, on-line process where the appearance of the scene (and the
aforementioned set of landmarks) is continuously altered due to perspective changes
caused by the camera motion. The machine learning technique, which will be used to
learn the landmarks in this context, must possess two attributes. Firstly, the training
and testing of the technique must be very fast. Secondly, it must enable updating the
object (landmark) model whenever new positive/negative data are present. However,
most of the object detection methods proposed by the computer vision community rely
on an off-line training phase which requires large training data.
3.1 Learning the Landmarks
Among many successful object detection/recognition techniques, the ferns classifier
proposed by Ozuysal et al. in [37], is the most prominent and adequate one for the
needs that have been stressed so far. Its training and test phases are very fast whereby it
allows incremental training and it generalizes well with few training instances. Details
regarding this method can be found in [37].
In few words, the ferns method utilizes very simple features called ferns, which consist
of several binary tests. These binary tests are nothing more than the comparison of the
intensity values of two randomly located pixels — the number of the binary tests and
the location of the pixels that are being compared is fixed. The key point of the ferns
classifier is that it captures the dependencies between these simple tests in a semi-naive
Bayesian structure. The pixel comparisons are grouped and each group is referred to
as a fern. Each fern consists of N comparisons, and the total number of ferns used for
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each classifier is M . The comparisons within each frame are statistically dependent
and therefore are evaluated together, however, the ferns are statistically independent
among themselves. As it is seen this is a semi-naive Bayesian framework, since
the statistical dependencies are considered only inside each fern. The mathematical
definition and the detailed description of the ferns technique is given in [37].
On of the major drawbacks of the ferns technique is that it is quite memory consuming,
since each fern classifier requires an array of N · 2M real numbers, where N is the
number of ferns and M is the number of binary tests per fern. In [37] Ozuysal et al.
discuss that a trade-off can be made between the performance of the classifier and the
memory required to store it. Memory efficiency is a key issue in a SLAM application
since it can easily be a threat for the scalability of the SLAM application.
In spite of extensive experiments, the parameters of the fern classifiers used to describe
the landmarks in this study have been picked as N = 10 and M = 13. As a result each
landmark requires 655KB of memory.
The memory consumption problem of fern classifiers and their negative effect on the
scalability of a SLAM algorithm have also been discussed in [9]. Section 4.2, describes
how the memory demands of the fern classifier are being dealt with.
The positive and negative data, which are used to train the detector, are chosen around
a landmark as it has been depicted in Figure 3.1. To label the samples as positive
or negative, the overlap area between the samples and the actual landmark is used.
Samples are labeled as positive if the overlap area is large, or they are labeled as
negative if the overlap area is small.
Figure 3.1: An illustration for the selection of the positive and negative samples.
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Let ΩL be the rectangle bounding the landmark, the overlap area ratio between ΩL and
any Ωi rectangles is defined as Hˆ(Ωi,ΩL) = min(
H(Ωi∩ΩL)
H(ΩL)
, H(Ωi∩ΩL)
H(Ωi)
). Any rectangle
Ωi is evaluated as a positive sample if Hˆ(Ωi,ΩL) ≥ 0.8 or it is evaluated as a negative
sample if Hˆ(Ωi,ΩL) ≤ 0.2. In order to increase the robustness of the detector, positive
patches are synthetically warped to obtain additional positive patches as it is suggested
in [37, 38].
In order to detect multiple landmarks, a separate classifier is trained for each landmark
rather than training a single multi-class classifier. The reasons for training dedicated
classifiers are discussed in Section 3.2.
3.2 Detecting the Landmarks
Once the landmarks are described through the ferns classifier, this description is used
to re-identify the landmarks in other images. However, a search technique is needed to
determine the candidate subwindows that are going to be tested.
The search technique that has been adopted to detected the landmarks is the
well-known sliding window method [33]. In Section 2.3, it has been discussed that
this approach is not efficient to search the salient patches. However, the approach is
suitable to detect the landmarks for two reasons. Firstly, in the case of detecting the
landmarks, the shape of the rectangle which will be searched is known. Secondly,
the landmarks are sought within a pre-defined region of interest (ROI) rather than the
whole image.
A dedicated search grid for each landmark is defined. Using a single grid is not possible
since the shape of the landmarks is not common. Defining a separate grid for each
landmark does not cause an extreme computational overhead since the search space of
each landmark is quite limited and the test of the classifier is very fast. The average
speed performance of the detector has been given in Section 6.3.
One issue that must be stressed here is that a detection confidence is assigned to the
detection hypothesis cast for each landmark. This confidence value is assigned in a
very simple fashion, yet it is quite effective.
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The sliding window method usually outputs multiple detections around each landmark.
It has been observed that true positives tend to be surrounded with more detections
comparing to false negatives such as in Figure 3.2. As it is seen, the true positive on
the left image is indicated with many detections, whereas a false alarm on the right
image is indicated with much fewer detections.
Figure 3.2: Examples to identified landmarks.
The detections that point to more or less the same area are combined by using the
overlap area between the detection rectangles. A detection group is formed by the
combined rectangles. Let dit indicate the number of detections pointing to landmark li
at time t. The detection confidence is simply defined as:
zti =
dit
max(di1, . . . , d
i
t)
. (3.1)
Furthermore, the average detection confidence of each landmark li is also computed at
each time-step t as z¯ti :
z¯ti =
∑t
j=ti
dji
t− ti + 1 , (3.2)
where ti is the time that the ith landmark is extracted.
At this point, it must be stressed that false positives are tolerated at the training phase
up to a reasonable extent. The landmark description becomes more generalized in
this case and the number of false alarms increases substantially. On the other hand,
the detections around the actual landmark turn out even more evident. The landmark
detection hypothesis adopted in this study is not a binary decision — as explained
earlier, each detection hypothesis is cast along with a confidence value. Landmark
detection hypotheses cast at different confidence levels are meant to stand for different
image patches. In other words, the same landmark model is used to describe multiple
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patches, and the distinction among these patches is made by the detection confidence
of each hypothesis. This way, the landmarks are "shared" among several patterns. This
lowers the memory requirements of the loop closure detection system dramatically.
The memory consumption of the fern classifiers had been discussed back in Section
3.1; obviously less landmarks are better for the memory. The number of landmarks
extracted during the test on the 2.2km long New College Dataset (8127 images) [28]
is as low as 266. The size of the landmark database has been discussed and also its
variation over the time has been illustrated in Section 4.1.
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4. CONSTRUCTING THE APPEARANCE SPACE VIA LANDMARKS
The previous chapters have described the methodology adopted to extract visual
landmarks, the methodology used to learn the appearance of them and re-identify them
in subsequent scenes. The ultimate purpose of the landmark extraction and learning
procedures is constructing a sparse appearance space, where locations will sparsely be
modeled and loop closure estimations will be cast. This chapter explains how to use
the landmarks in order to define this appearance space.
The rest of the chapter is organized as follows: Section 4.1 introduces the landmark
database and how explains how it is constructed and updated, and Section 4.2
introduces the sparse location model which is built using the landmarks.
4.1 The Landmark Database
In Section 1.3 it has been declared that the landmark database which is used to
recognize places, consists of landmarks that are specific to the environment that the
robot navigates in. Therefore, the database in question is initially empty and updated
on-line throughout the trajectory. New landmarks are appended to the database as new
locations are being traversed — recall that, locations are represented with multiple
landmarks as explained and illustrated in Section 2.2. Let Lt be the landmark database
consisting of the landmarks extracted up to time t. As stressed earlier, the landmark
database is updated on-ine throughout the trajectory such as ∅ ⊆ L0 . . . ⊆ Lt−1 ⊆ Lt.
However, the landmarks in the existing database are searched before new landmarks
are appended; if sufficient landmarks are detected on the incoming image, new
landmarks are not created. This upper limit on the landmarks is denoted with B, and
it is enforced for two reasons. Firstly, as discussed in Section 3.1, each landmark
occupies a considerable amount of memory; therefore, the size of the landmark
database must be restraint if long-term operation is desired. Secondly, experimental
results indicate that the performance of the overall system doesn’t increase after a
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certain number of landmarks. The pseudo-code of the landmark database update
procedure has been given in the following algorithm.
Algorithm 2 Updating L at time t
Require: Landmark database L
Require: Image at time t, It
Search for existing landmarks Lt−1 in It: lt
for i = 0 to max(0, B − |lt|) do
Detect new salient region Ω∗ = argmaxΩ∈It E(FΩ,Ω)
Learn new landmark l out of region Ω∗
Append l to landmark database Lt
end for
It must be noted that inconsistent landmarks, i.e. landmarks which are not detected in
the next 3 frames, are removed from the database immediately.
As it has been stressed earlier, the variation of L with respect to t is an important
factor for the overall system, since it has a direct influence on the scalability of the
loop closure detector. This variation has been illustrated for the two test runs that have
been performed on two datasets: 1) The New College Dataset [28], which is an outdoor
dataset consisting of 8127 images, 2) the I˙TÜ Robotics Laboratory dataset, which is
an indoor dataset consisting of 2400 images. The change in L with respect to time, has
been illustrated in Figure 4.1 for both of these datasets.
The top plot in Figure 4.1 demonstrates the variation of |L| w.r.t. time on the New
College Dataset. At the end of the test run, the size of |L| is as small as 266, which
occupies 173 MB of memory in RAM — each landmark occupies 655 KB, see Section
3.1.
The change of |L| w.r.t. time on the experiments performed on the indoor dataset of
I˙TÜ Robotics Laboratory is present on the lower plot in Figure 4.1. The final size
of L on this test is 168. The test on this dataset involves a circular trajectory which
is traversed twice. The frames {0, 1, . . . , 1200} are collected at the first run and the
frames {1201, 1202, . . . , 2400} are collected at the second run. This implies that the
first run does not contain any loop closure; and in contrary to the first run, each frame
collected in the second run has a match from the first run. In other words, the second
run is the test run and each frame in this test has a match from the first set a loop
closure hypothesis must be cast. The fact that the second half is the test run is quite
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Figure 4.1: The change in the size of landmark database with respect to time.
evident in the plot: The slope of the curve part corresponding to the frames 0− 1200 is
much higher than the slope of the curve part corresponding to the frames 1200− 2400.
In other words, the landmark database is updated much more frequently when new
locations are being visited, whereas it is updated much more rarely when previously
visited locations are being re-visited.
4.2 The Location Model
The main purpose of this thesis is modeling place images sparsely through landmarks
in order to assess the similarity between images and detect loop closures. The previous
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chapters have described how the landmarks are extracted and learnt. However, it has
not been explained how these landmarks are used as part of the location model. In
other words, it has not been discussed which properties of the detected landmarks are
used (e.g. their spatial location, detection confidence etc.), when the location model is
being created .
In spite of the information described in Section 3.2, each landmark lti detected at time
t, comes along with four properties:
• The identity of the landmark i.
• The spatial coordinates of the landmark xti =
[
xti y
t
i
]
. These coordinates stand for
the 2D point of the center of the landmark on the image plane.
• The detection confidence of the landmark zti , which is computed out of (3.1).
• The size of the landmark.
Three of these four properties are being considered in the location model: The identity
of the landmark, the spatial location of the landmark and the detection confidence of
the landmark. The scale is simply being discarded.
Each landmark li at time t is described as lti = {zti ,xti}. The coordinates of each
landmark xti are defined for all t, even if li is not detected at this time — they are
simply set to zero in the case that the landmark is not detected. The location model has
been illustrated in Figure 4.2.
Figure 4.2: An illustration of location representation.
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Figure 4.2 depicts the toy representation of an exemplar location model with 3
landmarks. The x and y axes define the image plane. The landmarks have been shown
with the shaded rectangles. The information used to describe each landmark in the
context of the location model has been shown on an exemplar landmark lti .
4.3 Constructing the Appearance Space
The appearance space, which contains the images of all visited locations, is defined as
It = {I0, I1, . . . , It}. Any image acquired at time t is sparsely represented with It ≡
{Zt, Xt} where Zt contains the detection confidences and Xt the spatial coordinates of
all the landmarks up to time t:
Zt =
[
zt1 . . . z
t
kt
]
(4.1)
Xt =
[
xt1 . . . x
t
kt
]
(4.2)
where kt = |Lt|.
The appearance space It is continuously updated, as new images are being acquired
from the camera.
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5. LOOP CLOSURE DETECTION ON THE APPEARANCE SPACE
The majority of the components that together form the loop closure system described
in this thesis have been explained in the previous chapters. The extraction, learning
and identification stages of the landmarks have been explained. Furthermore, the
construction of location models and eventually the appearance space has also been
described.
This chapter focuses on explaining how the loop closures are ultimately detected on
the appearance space. Loop closure detection is basically achieved by measuring
the similarity between the image of the current location It and all previously visited
locations, that lie on the appearance space It (see Section 4.3).
There are two major issues that must be tackled in order to detect loop closures: 1) The
similarity between two images must be measured 2) previously visited locations must
somehow be revealed, in order to understand whether a place has been seen before or
not. This chapter addresses these issues; Section 5.1 describes the similarity criterion
used to assess the similarity between two images and Section 5.2 explains how the
unseen locations are revealed.
5.1 Measuring the Similarity Between Locations
In order to find out the similarity between two locations, a straightforward function Ψ
has been used to measure the similarity between their images It1 , It2 such as:
Ψ(It1 , It2) =
kmin∑
i=1
z¯i
∣∣zt1i − zt2i ∣∣ ∥∥xt1i − xt2i ∥∥ , (5.1)
where
∣∣·∣∣ stands for the absolute value operator, ∥∥·∥∥ stands for the l2-norm and
kmin = min(|Lt1|, |Lt2|). Setting the upper limit of the sum in (5.1) to kmin ensures
a fair comparison between the observations — only the landmarks which existed at
time tmin = min(t1, t2) are being taken into account. The reason for that is these are
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the landmarks that were commonly sought in both images. It is noteworthy to state
that all loop closure detection techniques don’t necessarily utilize the spatial location
information of the features. The well-established FAB-MAP technique [3] for instance
discards the location information and simply utilizes the binary detection output of the
features.
The recognition of a previously visited location at time t is achieved by matching
the current image It with its best match within the appearance spce It by using the
similarity criterion in (5.1):
It∗ = argmin
Ij∈It−1
Ψ(It, Ij). (5.2)
The maximization in (5.2) may output a correct result only if the location at time t has
been seen before. The next section, explains how it is managed to reveal whether a
place has been visited throughout the trajectory.
5.2 Determining Unseen Locations
A fact that must be considered in the design of a loop closure detection system is that
how it will be revealed whether an observation comes from an unseen location or not.
In this section it is being described how it has been tackled with this fact.
Let Yt be a signal vector of length t− 1, which contains the similarity scores between
the incoming image and all the images that lie inside the appearance space It−1: Yt =[
Ψ(It, I0) . . . Ψ(It, It−1)
]
. This signal is produced in order to reveal whether the
current location has been visited before or not. The local part of Yt around the best
match exhibits a clear peak when It is the image of a previously visited location.
In order to evaluate the local signal around the best match Y˜t∗ , the original signal
Yt is altered twofold: It’s cropped around the best match It∗ and it’s normalized
(z-normalization):
Y˜t∗ =
[
Ψ(It∗ ,It∗−∆t)−µY˜t∗
σY˜t∗
. . .
Ψ(It∗ ,It∗+∆t)−µY˜t∗
σY˜t∗
]
, (5.3)
where µY˜t∗ and σY˜t∗ are respectively the mean and standard deviation of Y˜t∗ defined as
follows:
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µY˜t∗ =
t∗+∆t∑
k=t∗−∆t
Ψ(It∗ , It∗+k)
2∆t+ 1
(5.4)
σY˜t∗ =
√√√√ t∗+∆t∑
k=t∗−∆t
Ψ(It∗ , It∗+k)− µY˜t∗
2∆t+ 1
(5.5)
As it has been stressed earlier in this section, the normalized local similarity signal
Y˜t∗ exhibits valuable information which can be used to understand whether the best
matching location image It∗ has really been seen before or not. To achieve this, the
peak of the the normalized signal Y˜t∗ is compared to a predefined threshold θ. If it
exceeds this threshold (if max(Y˜t∗) > θ), it is assumed that the matched location is
seen before and the loop closure hypothesis is finally cast. The ∆t value, which is
used to crop the signal, must be defined in accordance with the average speed of the
vehicle.
Exemplar Y˜t∗ signals have been shown in Figure 5.1. The plots in the upper row of the
figure, depict cases where a loop closure exists, and the plots in the lower row of the
figure depict cases where a loop closure does not take place. It is eminent that in the
case of actual loop closure existence, the signal exhibits a clear, distinctive peak. On
the other hand, the signal is quite scattered when a loop closure does not exist. The
green lines on the plots stand for the threshold value θ, which is fixed for all cases since
the signal is normalized.
Figure 5.1: Exemplary normalized local similarity signals.
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6. EXPERIMENTAL RESULTS
The previous chapters have introduced all of the components of the proposed loop
closure detection system. This chapter gives the evaluation of the system, through the
experiments conducted on two datasets.
6.1 Experimental Setup
The proposed loop closure system has been tested on the following datasets: 1) The
New College dataset presented in [28], 2) A dataset collected inside the Robotics
Laboratory of Istanbul Technical University.
The New College dataset is a dataset consisting of 8127 images collected with
a panoramic camera mounted on a mobile robot. The ground truth of this data
is extracted out of the GPS information. However, the GPS signal is frequently
interrupted; therefore, the ground truth is provided for only the 3553 of these frames
(approximately the 44% of the dataset). The dataset has been collected on the New
College campus of Oxford University and the length of path traversed during the
dataset collection is 2.2km.
The second dataset, I˙TÜ Robotics Laboratory dataset is an indoor dataset consisting
of 2400 images collected with a hand-held camera. A circular trajectory has been
traversed in order to collect this dataset has been collected. The first tour on this
circle, naturally does not contain any loop closure, whereas each frame collected in the
second tour has a corresponding match from the first one. In this case, the ground truth
data used to evaluate the loop closures estimations is easily formed. The loop closure
scenarios, however, in this dataset involve image matches where considerable rotation
and translation is present, since the dataset has been collected with a hand-held camera.
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The experimental results on these two datasets which exhibit quite different
characteristics, indicate that the proposed loop detection closure detection system is
subject to perform well under various conditions.
The C++ implementation of the proposed method and the indoor I˙TÜ Robotics dataset
is available on http://www.robotics.itu.edu.tr/slam. The video result
of the test carried out on the New College dataset is also available on the same link.
6.2 Loop Closure Detection Performance
The metric that is mostly used to evaluate the loop closure detection systems is the
precision-recall curve. The outcome of the experiments have been evaluated through
this metric. In Section 1.1, it has been highlighted that the false loop closures might
turn out catastrophic for the overall SLAM system. Therefore, the recall rates at high
precision are much more significant for the system.
The precision-recall curves obtained on the tests performed on both datasets are shown
in Figure 6.1. The curves were obtained by manually adjusting the threshold at which
the loop closure is determined.
Figure 6.1: The precision-recall curves of the method on two datasets.
Some examples of loop closure detections on the New College datasethave been shown
in Figure 6.2. The only false alarm on a test run on the New College dataset has been
shown in the last image of the bottom row of Figure 6.2.
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Figure 6.2: Some examples of matched image pairs from the New College dataset.
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The proposed loop closure method is able to detect loop closures with 26.4% recall rate
on the New College dataset at 100% precision, and 31.5% recall rate at 99% precision.
According to [39] and [40], the FAB-MAP technique attains 12% recall rate at 100%
precision and 16% recall rate at %99.6 precision on this dataset. The results on the
outdoor dataset indicate that the scalability of the method is promising.
The proposed technique attains 37% precision at 100% precision on the indoor dataset
of I˙TÜ Robotics Laboratory, which contains images collected with a handheld camera,
there is an observable view difference caused by rotation and translation. This dataset
contains exibits clear translationand rotation since it is collected with a handheld
camera. It also exhibits strong perceptual aliasing. The precision-recall curve on this
dataset is shown in Figure 6.1. Exemplary loop closure results have been shown in
Figure 6.3.
Figure 6.3: Some examples of matched image pairs from the I˙TÜ Robotics Laboratory
dataset.
6.3 Speed Performance of the Method
Computational efficiency is a key issue for a loop closure detection technique
since loop closing is an on-line process. The proposed technique includes several
components: Multiple landmark extraction, learning, and detection followed by image
matching. The average processing time of each component has been reported for
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images of size 1024 × 309 in Table 6.1 — the tests were performed on a Intel Core 2
Duo 2.2GHz CPU.
Table 6.1: Speed performance of the method
Task Average Time
Extraction and clustering of SURF features 780ms
Extraction of a salient patch (landmark) 2.5ms
Learning a landmark 5ms
Learning a landmark (with warped samples) 850ms
Detection of a landmark 1.75ms
The processing time of landmark detection in Table 6.1 has been given for a single
landmark. The total number of landmarks by the end of the test performed on the New
College Dataset was 354, and the average time spent to search all of these landmarks
is 645ms per frame. The overall average processing time for an image is 2.64 seconds.
Most of this time is spent to the extraction of SURF features of the BoW model.
However, the SURF features may be replaced with other features since they are only
used for saliency detection and not location representation.
The second most time consuming process involves the training of the landmarks. Most
of the computational effort is spent during the warping process of the positive and
negative samples. The computational overhead of the overall training process turns
out negligible when patches are not warped. In a future work, we consider to warp the
fern features instead of images, in order to avoid this computational overhead.
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7. CONCLUSIONS AND FUTURE WORK
In this thesis, a new vision based loop closure detection system has been developed.
The problem of loop closure detection has been considered as a part of the SLAM
problem, and the proposed system has been developed within this context. The
developed system, however, does not depend on the SLAM estimations.
7.1 Conclusions
As it has been explained in the introduction chapter, loop closure problem is a very
complex problem, which is challenging in many aspects. All of the following criteria
are major issues of concern in the context of the loop closing problem: Accuracy,
efficiency and scalability. Developing an accurate system is difficult for two reasons.
Firstly, certain variations that alter the image appearance dramatically, e.g. camera
frame translation/rotation, illumination and view perspective. Secondly, the perceptual
aliasing problem, which is very typical for many kinds of environments (forests,
offices, urban regions etc.), makes the accurate detection of correct loop closures even
more challenging.
The main idea of the proposed system is representing the locations sparsely through
visual landmarks. These locations define an appearance space, and the loop closure
estimations are ultimately cast on this appearance space.
The loop closure detection scheme that has been described, involves several problems
that must be dealt with: 1) Unsupervised landmark extraction, 2) learning the
appearance of the landmarks in order to re-identify them, 3) constructing an appearance
space through the landmarks, and assessing the similarity among the images of this
space. The solutions adopted to solve each of these problems has been described in the
previous chapters.
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The motivation behind the usage of landmarks for loop closure detection, is that
many living beings, including humans, successfully use visual landmarks to describe
locations and navigate in a topological manner. Several techniques that utilize local
image representation have been proposed before; however, most of these techniques
consider a database which is built off-line and consists of small generic features fixed
in size. In contrast to these techniques, the system presented in this thesis builds a
database on-line. This database consists of visual landmarks which vary in size. More
importantly, the landmarks are specific to the environment that the robot is traveling.
The main contributions of this thesis are twofold. The first contribution is a saliency
detection technique, which in the context of this study has been used to extract the
visual landmarks. The second contribution, is an overall loop closure detection scheme
where images are matched on an appearance space using a similarity metric.
It has been demonstrated that the performance of the presented system is comparable
to the state of the art to say the least. On the other hand, its speed performance is
promising, even though real-time operation is not possible at this point. The system
may however perform in a soft-real time scheme. The bottleneck of the system, is the
SURF feature computation step which takes place during the BoW model preparation.
Fortunately, the computation of SURF features is not a key component of the proposed
system. The BoW model constructed from SURF features can be replaced with any
kind of representation that allows statistical inference out of its features. The most
straightforward solution towards a more efficient system, is to use the BoW model by
replacing the SURF features with simpler and faster features.
7.2 Future Work
The system presented in this thesis describes a novel loop closing system, which is
subject to be implemented on a real-life SLAM application. However, before it can be
implemented on an actual SLAM system, it requires several improvements.
One of the most crucial improvements that should be carried out is increasing the speed
of the system overall. This can be achieved either by parallelizing the algorithm (on
a GPU or a more powerful CPU), or, as stated earlier, by increasing the efficiency
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of the method via replacing the SURF features with more efficient ones. Increasing
the efficiency of the technique, is naturally a more feasible and desirable solution.
However, it must be shown, through experiments, that the features that replace the
SURF features are at least as efficient as they are.
The second most significant improvement that can be made, is replacing the approach
that determines unseen locations with a more robust one. The current approach utilizes
the local similarity values around the best match. However, this method requires
the speed information of the vehicle; therefore, the system depends on the velocity
estimations of the mobile robot. Moreover, solving the kidnapped robot problem is not
possible with the current approach.
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