Spatial information of land values is fundamental for planners and policy makers. Individual appraisals are costly, explaining the need for predictive modelling. Recent work has investigated using Space Syntax to analyse urban access and explain land values. However, the spatial dependence of urban land markets has not been addressed in such studies. Further, the selection of meaningful variables is commonly conducted under non-spatialized modelling conditions. The objective of this paper is to construct a land value map using a geostatistical approach using Space Syntax and a spatialized variable selection. The methodology is applied in Guatemala City. We used an existing dataset of residential land value appraisals and accessibility metrics. Regression-kriging was used to conduct variable selection and derive a model for spatial prediction. The prediction accuracy is compared with a multivariate regression. The results show that a spatialized variable selection yields a more parsimonious model with higher prediction accuracy. New insights were found on how Space Syntax explains land value variability when also modelling the spatial dependence. Space Syntax can contribute with relevant spatialized information for predictive land value modelling purposes. Finally, the spatial modelling framework facilitates the production of spatial information of land values that is relevant for planning practice.
Introduction
In certain Global South regions, there is a potential to unlock the economic value of land to finance public investments on important infrastructure to cope with the current challenges of urbanization (Peterson 2009 ). But, the feasibility of land-based taxation or value capture mechanisms to support municipal fiscal health is currently challenged by the ability to produce timely and accurate spatial information on land values (Bell et al. 2009, Dye and England 2010) . Land value maps are important for planning and land administration organizations to understand land value structures, as well as to other purposes such as monitoring of real estate and urban studies (Kuntz and Helbich 2014, Cellmer 2014) . A typical constraint to produce land value maps is the availability of data. Individual appraisals for a city are costly, explaining the need for predictive modelling, i.e. land value estimation at non-appraised locations using a fitted statistical model on a sample of appraised locations. Literature on predictive modelling of land value is grounded in a larger body of inferential modelling studies. The focus has been to uncover associations between the advantages of location quality with the economic value of land using hedonic regressions (Ahlfeldt 2007 , Liu et al. 2010 , Iacono and Levinson 2011 , Kuntz and Helbich 2014 , Paci et al. 2017 ). Location quality is commonly defined by means of geographic-access metrics. These describe the most common understanding of urban access, being defined as the easiness at origin to reach desired locations or opportunities at destinations (Geurs and Van Wee 2004 , Batty 2009 , Curl et al. 2011 . Following a long-standing urban economy theory, most of these studies rely on the assumption that accessibility to a central business district (CBD) is an important determinant of the value structure (Alonso 1964 , Ryan 1999 , Ahlfeldt 2007 .
Recent research outlines the relevance of using Space Syntax (SSx) metrics to expand the understanding of urban access and its relations with land values (Chiaradia et al. 2009 , Saeid 2011 , Giannopoulou et al. 2016 , Xiao et al. 2016a , 2016b , Morales et al. 2017b . SSx analyses geometric-access by means of two main metrics, namely integration and choice at various spatial radii (e.g. 0.8 km, 5 km and unrestricted radius 'rN'). Highly integrated urban areas correlate with the presence of economic activities and trips attraction. Choice analyses normally correlate with the hierarchy of urban roads. SSx focuses on the morphological aspects of road structure that are proven to be associated with various urban phenomena (Webster 2010 , Omer et al. 2015 , Morales et al. 2017b . As a set of theories and computational techniques, SSx is based on graph theory (Porta et al. 2006 , Jiang and Liu 2009 , Hillier et al. 2012 .
Even though spatial dependence, producing autocorrelated errors, is often reported in property value studies (Dubin et al. 1999 , McMillen 2004 , Getis 2007 , Krause and Bitter 2012 , this has been largely ignored in SSx-related research. Autocorrelated errors may arise from missing locational information and value interdependencies as a function of proximity (Basu and Thibodeau 1998 , Bourassa et al. 2007 , LeSage and Pace 2009 ). Morales et al. (2017b) reported that including SSx metrics and additional submarket information, as suggested by Bourassa et al. (2007) , leads to a reduction of spatial dependence but does not completely overcome it. A typical strategy to deal with autocorrelated errors in a multivariate regression (MR) is to consider more predictors, submarket variables or even the observation coordinates prior to adopting spatial modelling techniques (Des Rosiers et al. 2000 , Bourassa et al. 2010 , Seya et al. 2011 , Spinney et al. 2011 . For inferential purposes this might be beneficial at the expense of more complex models and overfitting.
In turn, many studies provide empirical evidence on the importance of modelling the spatial dependence for model estimation (Dubin et al. 1999 , McCluskey et al. 2000 , Case et al. 2004 , Luo and Wei 2004 , Yoo and Kyriakidis 2009 , Seya et al. 2011 , Tsutsumi et al. 2011 , Du and Mulley 2012 , Walacik et al. 2013 , Kuntz and Helbich 2014 , Zhang et al. 2015 . Spatial econometrics has been widely used for inferential modelling while geostatistics has been preferred for spatial prediction (Anselin 2010 ). Yet, something that has received little attention in spatial statistics literature overall is the selection of variables under spatialized modelling conditions (Hoeting et al. 2006) . It is of common practice to select variables based on their correlation, significance test, or using stepwise procedures and plugging the resulting formulation into a spatial model. However, the presence of spatial autocorrelation might lead to instability and biased regression coefficients, meaning that selecting variables under this condition might be a less optimum solution. Hence, it is relevant to explore whether variable selection should be conducted under spatialized modelling conditions. The objective of this research is to construct a land value map using geostatistics that considers SSx and a spatialized variable selection in Guatemala City. The contributions of our research are twofold. Firstly, it extends the literature on Space Syntax; so far only used in non-spatial inferential modelling. Secondly, it presents a spatialized variable selection procedure. We used the data set from Morales et al. (2017b) , consisting of point-based observations of residential land value appraisals and associated predictors: property-level and neighbourhood characteristics, submarket dummy variables, and geographic and geometric access metrics. We specified three models. The first model is a multivariate regression (MR) estimated using ordinary least squares (OLS) and an automated procedure to select relevant explanatory variables using Akaike Information Criterion (AIK). In the second model, we extended the first model by using the variables selected previously and using regression-kriging (RK) and maximum likelihood estimation (MLE) to solve the coefficients and address autocorrelation. In the third model, RK and MLE were used to conduct variable selection and derive a reduced model for spatial prediction. The three models were compared on the grounds of their goodness of fit to observed data and prediction accuracy at unobserved locations.
The content of the paper is organized as follows. We describe the case study, dataset and methods in Section 2. Section 3 presents the results and discussion. Finally, we provide conclusions of our work in Section 4.
Study area, data set and methods

Guatemala City
Guatemala City, the capital of Guatemala, has an extension of 996 km 2 accommodating approximately 3 million people, 26% of the country's population. It shares characteristics with various of the Latin American cities in terms of urban structure and development dynamics: colonial heritance, centralized economic activities, peripheral unplanned expansion (Ford 1996) . The selection of the case study attempts to contribute to the limited research in this region, as well as to tap on their shared commonalities, which are important for a generic application of our methods.
Data set
The data set was available from recent research conducted in the study area by (Morales et al. 2017a (Morales et al. , 2017b . The data consists of 1,169 observation points of residential land value appraisals and a hexagonal tessellation of the city urban area (Figure 1 ). Appraisals were obtained from a private database of a real estate company in Guatemala City during a fieldwork in 2014-2015 and georeferenced as parcels centroids using the WGS84 coordinate system (Morales et al. 2017b) . The land value is expressed in local currency over a unit of surface area (Quetzal/m 2 ). The observations are randomly split into a training and a test data set, 876 and 293 correspondingly. Figure 1 shows the spatial distribution of the training observations and the hexagonal tessellation; Table 1 shows descriptive statistics of the land values, our target variabley s ð Þ, and the explanatory predictors (x k ; k ¼ 1; . . . ; p) proposed in Morales et al. (2017b) . The tessellation aggregates information about the spatial distribution of geographic-access to various facility types (e.g. CBD, jobs, malls and education), SSx geometric-access metrics at various spatial radii (i.e. integration and choice), a geometric via geographic access metric, proximity to main infrastructure (e.g. main roads), submarket classification (e.g. market segmentation), and neighbourhood level characteristics (e.g. population density, intensity of new residential developments). Geometric via geographic-access index represents the potential access to SSx integration (rN), hence the acronym integration_gravity. As described in Morales et al. (2017b, p. 9-10) , it was computed per hexagon i per transport mode (private and public) using Equation (1). This is a potential access formulation (Hansen 1959) where the average global integration (r_N) that is reachable at any hexagon, hex j, determines the attraction size. This resource is penalized by a function of travel time t and estimated parameters α and β. Then, the integration_gravity index combines the two measurements weighted by the percentage of users per transport mode (Morales et al. 2017b, p. 9 ). This index aims to capture the capitalization of urban land as a function of the access to vital urban areas favoured by the presence of economic activities, or potential for such, that are not explicitly addressed by the geographic-access indexes. Geographic-access and geometric via geographic access are both expressed as indexes from 0 (low access) to 1 (high access) and are based on the individual metrics per mobility mode. More details about the computation of the access metrics and indexes are found in published literature (Morales et al. 2017a (Morales et al. , 2017b .
Lastly, appraisals are associated with information aggregated at the plot-level such as year of the appraisal, plot surface area, built-up area, intra-block location (corner or not) and geometry (regular or not). Unlike the previous study, we leave out the coordinates of the observations as predictors since we address the spatial dependence explicitly by means of a geostatistical method.
3. Predictive modelling
We used RK to model the spatial dependence, conduct variable selection and derive a parsimonious model for spatial prediction. In order to evaluate our modelling strategy against traditional approaches, we used the test data to measure prediction accuracy and compare the results with those of a MR, where variable selection was conducted under non-spatialized conditions; and a RK that uses the selected variables via the MR. Then, a land value map and a prediction uncertainty map were computed using our RK model. The predicted log values were transformed back to currency over unit of surface area. All computations were carried out using the statistical application R (R 2016). The point-based land value appraisals constitute our sample observationsy s ð Þ and hexagon centroids are the target for predictions s 0 ð Þ. In practice, we would like to predictŷ s 0 ð Þ at each parcel addressing the particular property-level characteristics of each. Since parcels' data were not available for the entire area, the hexagonal tessellation helped to overcome such limitation. Consequently, we also defined average property-level characteristics at each s 0 . This means that the final land value map applies to average parcels with surface areas of approximately 300 m 2 with built-up areas of approximately 250 m 2 and regular geometries. The limitations imposed by this homogeneous assumption are discussed in Section 3.3.
Before model fitting, values of each explanatory variable x k from the training data set, except the dummy variables, were scaled to values between 0 and 1 using the minimum and maximum values of each correspondingx. Then, x k values in the test data set and in the hexagonal tessellation were scaled conditional to the minimum and maximum values from the training observations. This way, the three data sets (i.e. training, test, hexagons) were numerically linked so the coefficients derived from the training data could be used for predictions. This method was preferred over a Z-score transformation to facilitate coefficient interpretation as the elasticity (for log-transformed variables) or semi-elasticity of land values.
Multivariate regression (MR)
The first model uses MR which is widely accepted to model property and land value using hedonic pricing principle (Des Rosiers et al. 2000 , Liu et al. 2010 , Law 2017 . A generalized hedonic formulation is shown in Equation (2). It assumes that the appraised land value y s ð Þ is equal to the sum of a constant intercept (β 0 Þ plus the sum of the numerical contributions of the spatial and non-spatial characteristics and their corresponding hedonic economic value β 1 :
For example, β 1 :x 1 could express the economic value of CBD access at a given location, with x 1 being the access index. The difference between the appraised and the estimated value is the error ε s ð Þ ¼ y s ð Þ À b y s ð Þ. Errors are expected to be random with a mean centred at 0 and a constant variance. Errors reflect market imperfections, measurements errors and missing explanatory information. MRs are commonly fitted via ordinary least squares (OLS).
Non-spatial variable selection
It is expected that not all variables contribute with meaningful information to the model, these should be excluded using a selection criteria. We used the Akaike Information Criterion (AIC), Equation (3), which penalizes the model maximized log-likelihoodL with the number of parametersk used in the model (Bozdogan 1987, Held and Sabanés Bové 2014) . AIC can be interpreted as the information loss when fitting an incorrect model from a set of candidate models; hence, in model selection, the goal is to minimize it (Hoeting et al. 2006) .
Typical strategies to assess candidate models for variable selection are the stepwise regressions: bidirectional, backward or forward. The model reported in Morales et al. (2017b) is based on a bidirectional process. After testing for forward and backward procedures, we found that the selected variables were the same. Thus, our motivation was to stick to the backward procedure in this work, starting from the most complex model towards identifying a more parsimonious model. The algorithm examines the information loss (AIC) of candidate models that are generated by sequentially removing each variable from a fully specified model. The model alternative that minimizes the AIC is selected as the new full model and the process is repeated until minimization of AIC is no longer possible. This was implemented as an automated procedure using the MASS package from R application (Ripley et al. 2016 ).
Regression-kriging (RK) as an extension of MR
The second model uses RK as a well know interpolation technique of the non-stationary hybrid geostatistics (Odeh et al. 1994 , Hengl et al. 2004 , Zhu and Lin 2010 , Wackernagel 2013 , Meng et al. 2013 . Non-stationarity assumes the presence of a spatial trend (drift) that can be explained by means of auxiliary co-variables to improve spatial prediction. It has been extensively applied in fields such as epidemiology and mineralogy. Literature on its application for predictive modelling of land value is still limited (Chica Olmo 1995 , Basu and Thibodeau 1998 , Dubin et al. 1999 , Kuntz and Helbich 2014 . Yet, RK and other spatialized models might offer adequate and superior alternatives for predictive purposes applied to mass appraisal tasks (Bell et al. 2009 , Jahanshiri et al. 2011 , Walacik et al. 2013 , McCluskey et al. 2013 , Cellmer 2014 . The work of Luo and Wei (2004) and Tsutsumi et al. (2011) reported on the advantages of RK and other geostatistical methods compared to MR to improve prediction accuracy, even in cases when auxiliary variables are poorly correlated with the target variable (Meng et al. 2013) . RK is used here as a convenient extension to MR (MR_K) to deal with spatial dependence and estimate the best linear unbiased predictors.
In RK predictions at unobserved locations s 0 follow Equation (4) (Hengl et al. 2004 ). This is a summation of the predicted drift using the MR formulationβ 0 þ P p k¼1β k : x k , plus the interpolated residuals that are estimated via ordinary kriging P n i¼1 w i s 0 ð Þ:ε s ð Þ. To do so, empirical semivariograms are sampled to explore the spatial structure of the drift residuals. Semivariograms indicate the degree of dissimilarity among residuals as a function of distance (h) between pairs of points. They are estimated as in Equation (5) with N(h) being the number of pairs of points separated by approximately the same distance h. Semivariograms are modelled using a semivariogram function, which together with the configuration of the observation points and the location to predict determines the kriging weights w i s 0 ð Þ.
Common semivariogram functions are the spherical and exponential functions. Based on previous tests with this data, we used the exponential model formulated in Equation (6) (Cressie 1992) . The model relies on three parameters: the nugget C 0 indicating γ at distance h = 0, the partial sill C 1 indicating the difference between C 0 and the value of γ when spatial dependence becomes negligible, and range r indicating distance between sampled errors when C 0 þ C 1 is reached. Prediction error variance is estimated with Equation (7). It can be interpreted as the prediction uncertainty and relies on the distribution of observed locations.
The two computation alternatives to solve the parameters in (4) are explained in Dubin et al. (1999) and Cressie (2015, p. 91 and 166) . The first alternative starts with solving β k using OLS. Then, a covariance matrix of the residuals C of n x n (8) is computed using a semivariogram function, e.g. (6). Next, the β k are solved again by means of generalized least squares (GLS) given C. This process is iterated until convergence occurs, i.e. the estimates β k stabilize (Chica Olmo 1995 , Opsomer et al. 1999 . In practice, a single iteration can be sufficient, as demonstrated by Kitanidis (1993) . The second alternative is maximum likelihood estimation (MLE), where the parameters are solved simultaneously (Dubin 1992) . MLE relies on the Gaussian assumption. When meeting the conditions of normally distributed and uncorrelated errors, MLE is equivalent to OLS fitting. MLE-based parameters are described as the values that are more likely to be the true parameters in the process generating the data. In this research, we implemented the MLE alternative using the 'likfit' function in the GeoR package (Ribeiro and Diggle 2015) .
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Regression-kriging (RK) for spatialized variable selection
Our third model, serving the main objective, uses RK for spatialized variable selection. This was conducted by manually implementing a backward stepwise regression as it is done in the MASS package algorithm. We started the selection process with a first round where we fit a 'full model' with p number of initial predictors x k (Table 1) . Then, we fit a number of alternative models equal to p. In each alternative model, we removed one of the variable at the time, as in (9). The models were ranked using their AIC statistic as reported by the likfit summary function. The best alternative was identified with AIC min showing no loss of information from all candidate models (Burnham and Anderson 2004) . Such a model became the new 'full model' and the process was repeated again in a second round of models. The process stopped when the AIC min was found to be the 'full model'.
The final model, as in Equation (9) contains the retained predictors and it was used for spatial prediction.ŷ
Model assessment and cross validation
The three models were assessed and compared using the following statistics. The goodness of fit over the training data is indicated by the adjusted R 2 and root mean squared error (RMSE). The models were cross validated using the test data to evaluate the prediction accuracy at non-observed locations. We computed the mean error, mean squared error, the root mean squared error and the goodness of prediction measure G. This is formulated in (10) (Cressie 2015, p. 164) , where y ¼ P s 0 y s 0 ð Þ=n t , with n t being equal to the number of test observations. The measure is expressed as a percentage indicating the explained variability of non-observed data.
We omitted multicollinearity tests since our aim is to use the model for prediction. Further, the results of Morales et al. (2017b) suggest that observable multicollinearity among CBD, jobs and integration gravity variables did not affect coefficient signs or significance.
Results and discussion
This section presents the results and discussion. The first part focuses on the first two models (MR and MR_K). Then, we focus on the results of RK with a spatialized variable selection. Lastly, we present and discuss the results of the land value map construction.
The MR and the MR_K
We observe in Table 2 that by omitting the coordinates in the MR model, the backward stepwise procedure resulted in a very similar set of variables as reported in (Morales et al. 2017b) . New selected variables are access to clinics, additional geometric-access metrics at different spatial scales (i.e. integration at 1.5 km, 5 km, and normalized choice at radius at 2.5 km) and plot geometry. Further, access to schools was discarded in this model. Unlike the models previously reported in Morales et al. (2017b) , coefficients in the models used here are comparable among each other and same interpretations can be derived from the coefficients. The signs of the coefficients are the same and the mono centricity of the land value structure is observed given the importance of the CBD access. The model performs fairly well with a total of 30 predictors retained explaining 73% of the variability of the training data and a goodness of prediction G= 63%.
We observe an adjustment of the coefficients after extending the MR with RK (MR_K). This was expected as the coefficients are now solved via MLE accounting for the spatial dependence. The hedonic contributions of some variables are now reduced by up to 0.20, with reduction of significance as well: geographic-access to CBD, geometric access at localized scales (i.e. integration at 0.8 km, 1.5 km, normalized choice at 1.5 km, 2.5 km), some submarket and neighbourhood variables (i.e. east, west, population density, percentage of users of private vehicle, density of new residential buildings, density of new condominium projects). Particularly for the geometric-access variables, it becomes harder to discuss about their true contribution to the model.
In turn, we observe an increase of the coefficients of the following variables: access to banks and restaurants, access to hospitals and the geometric via geographic-access. For the later, we notice that its coefficient equals the one of the geographic-access to CBD. Meaning that an MLE-based estimation of such coefficients under spatialized model conditions could lead to additional insights about how both variables are complementary and relevant to explain the variability of residential land values.
The MR_K explains up to 79% of the training data with a reduction of the RMSE and slightly higher prediction accuracy, G = 65%. The spatial structure is defined with a nugget C 0 of γ ¼ 0.01, a partial sill C 1 of γ ¼ 0.06 and an effective range equals to 0.9 km, see Figure 2 . We suggest that predictors explain the global trend of the land value structure fairly well, as we already noticed previously in the MR model. However, modelling the spatial structure with RK increases the ability to explain variability within a radius~1 km, similar to a neighbourhood scale. In other words, the coefficients value drop can be partly explained as the interpolated error being able to capture more effectively localized information compared to those predictors. Variable was discharged during the corresponding selection procedure.
RK for spatialized variable selection
The spatialized variable selection leads to a reduced and slightly different set of predictors compared to the MR-based procedure. After 21 rounds and fitting 714 models, 24 predictors were selected. The information contribution of some variables tend to be overestimated under non-spatialized conditions. In turn, modelling the spatial dependence might lead to variable discharge. Meaning that for the case of RK, the interpolated errors could explain the variability at a local scale better than some of the predictors considered initially. This becomes important if the objective is to use the model for predictive purposes. Further, this modelling approach yielded a more parsimonious formulation, as we observe a higher fit of the model over the training data (81%) and a higher goodness of prediction with G = 68%. Although the performance increase is modest, it is achieved with six predictors (p) less than the former models. Thereby, the relevance of the spatialized variable selection procedure. A small trade-off is clear by observing the parameters of the semivariance function. The total sill is now reached at a longer distance at an effective range of slightly more than 1 km, see Figure 2 . The difference is equivalent to one average city block. Table 2 indicates that predictors from the plot and neighbourhood characteristics, and submarket dummy variables that already have less significance in the MR_K model are finally dropped, as well as some of the geometric-access variables. The RK model only includes four, instead of six variables, from which three are the same as selected in the previous model. However, the retained variables are now highly significant. Which means that SSx geometric-access metrics are significantly adding spatialized information to the model. Strikingly, the geometric via geographic-access now appears to have a higher coefficient (1.30) compared to the, even more reduced, CBD access coefficient (0.73). From the results, we infer that geometric via geographic-access as defined in Morales et al. (2017b) could be adding highly meaningful spatialized information to explain the land value structure of Guatemala City. Whereas the CBD access metric becomes now only complementary. The mono-centric assumption by means of CBD access metrics has been a dominant explanatory proposition in property value studies (Ryan 1999 , Ahlfeldt 2007 , Bourassa et al. 2010 , Chica-Olmo et al. 2013 ). Yet, it relies on the predefinition of a focal point based on local knowledge. In turn, the new metric relies on the configuration of the urban layout, which was observed to be associated with the distribution of various economic activities, and the access to highly integrated areas penalized by a time decay function.
Some additional deductions can be inferred from the graphical summary of the spatialized variable selection in Figure 3 . On the left side, the various alternative models are enumerated and named following the variable that was omitted in each version. The first is the full model, containing all the predictors considered. The first column (1st) shows the AIC-based ranking of the models after fitting the 44 models. Highest information loss is observed after omitting the 'plot surface area' predictor. In turn, no information loss is observed when omitting the dummy variable 'intra-block', which indicates whether a parcel is in the corner of a block or not. Hence, such variable was discarded in the first round and this model became the new 'full model'. As from the second round, the lines allow to trace the information loss when such a variable was omitted. The last column (21st) presents the ranking of the retained predictors. These are the predictors that lead to information loss when omitted. The lower part shows the decrease of the AIC as a result of model complexity reduction.
Although the AIC is not associated with the coefficient value, it reveals the information loss of each predictor if omitted relative to the candidate models in each round. Information loss if geometric via geographic-access is omitted leads to a higher ranking of this metric after dropping predictors such as global integration, normalized choice at 5 km, access to neighbourhood-scale groceries, integration at 1.5 km, and population density. In turn, information loss when CBD access metric is omitted becomes relatively lower as other predictors start to rank higher: integration at 5 km, access to banks and restaurants, the geometric via geographic access and normalized choice at 1.5 km; after dropping these predictors correspondingly: integration at 2.5 km, access to clinics and normalized choice at 5 km.
Land value surface
Following the results of the prediction accuracy assessment, we were confident to use our third model for spatial prediction. Prior to that, Figure 4 shows that errors seem to be randomly spatially distributed, meaning that spatial autocorrelation was removed. The residuals are approximately centred on zero. Both the residuals and the predictions are not significantly different from a normal distribution based on a Kolmogorov-Smirnov test (p> 0.05). Figure 5 shows the constructed residential land value surface of average property characteristics according to our sample observations. An important limitation is that in reality, residential uses are more heterogeneous across the urban area (i.e. varying sizes and built-up areas). Such variability should be taken into account when constructing land values for a specific purpose (e.g. taxation). This could be easily done by using parcel-level data to perform the spatial prediction, or by aggregating average property characteristics at some unit of administrative division (e.g. census tracks) and translate this to the hexagon centroids. Yet, the map provides a plausible visualization to gain insights in the land value structure in Guatemala City. We can visualize a clear monocentric structure, in line with the results of Morales et al. (2017b) and the conceptual models by (Ford 1996) and (Ingram and Carroll 1981) . Most expensive land is observed at the core matching the CBD where various types of commerce and office buildings concentrate (area '1'). As discussed by Morales et al. 2017a and Morales et al. 2017b , the CBD benefits the most from geographic-access to several facilities, as well as from geometric-access and geometric via geographic access. This explains why the highest land values can be expected in this area, even though few observations were available there.
High values slowly decrease towards the historic centre (area '2'), closely shaped by important roads. Even though this area benefits with relatively good access, similar to the CBD, lower land values are observed in this area from the training data. This reflects a known deterioration process of the historical centre that followed after the expansion towards the current CBD. For a long time, the historic centre was associated with street robbery and pollution. Furthermore, the fact that historical buildings are heavily protected has made investment and restoration a cumbersome process, resulting in a reduce bidding for properties in such area. Areas numbered as '3' are characterized by a combination of high-income residential uses and a mix of compatible commercial uses. Values differ seemingly as a function of their geometric via geographic-access and their proximity to the CBD. Number '4' outlines an important urban node, however, surrounded by commercial uses of minor scale and also informal economy. Sub-centres of intense commercial development are present in areas numbered as '5'. The land value structure outlines the effects of the connectivity and continuity of central urban areas versus the discontinuity and less consolidated areas at the periphery.
Under spatialized modelling conditions and variable selection, geometric via geographic access has a greater impact in explaining land value than the CBD access metric. By observing the model coefficients and in order to facilitate some visual understanding we included in Annex A the visualizations of the following metrics: geometric via geographic-access, CBD access, banks and restaurants, and jobs (Morales et al. 2017a (Morales et al. , 2017b . CBD access only reflects generalized concentric patterns of travel times to an assumed focal point. Meanwhile, geometric via geographic access adds more spatial detail by considering SSx integration at the city scale (also called global integration) as the resource to be reached. Cumulative access to concentrations of banks and restaurants, adds an important layer of information that accentuates vital urban areas, also facilitating the identification of the effects of intense commercial developments in nodal areas.
Finally, Figure 6 shows the prediction uncertainty expressed as prediction error variance. The uncertainty of prediction closely follows the spatial distribution of the training data and the magnitude of the prediction (ŷ). This is shown for example in areas 1 and 4, where little training data is available, but prediction error variance correlates with the magnitude of predictions ( Figure 5 ). Some caution should be taken when interpreting and using the predictions made in areas where the uncertainty is high and amount of observations is low. In order to minimize variance as a function of the spatial sampling, the model would clearly benefit from including additional appraisals at the urban core and at the north-east periphery.
Conclusions
We presented a predictive modelling approach based on regression-kriging (RK), geometric-access metrics as analysed in Space Syntax, and a spatialized variable selection procedure. A land value surface was computed for an average observation of residential property use. Our modelling approach points that the advantages of modelling the spatial structure not only to deal with autocorrelated errors and improve prediction, as suggested in previous research (Dubin et al. 1999 , Des Rosiers and Recherche 2001 , Cellmer 2014 , Kuntz and Helbich 2014 , but also as a departing point to achieve parsimonious models with increased accuracy and new inferential insights.
We conclude that the amount of information added by a predictor to a non-spatial model might be high. However, information contribution might turn less meaningful and lead to predictor discharge in the context of regression-kriging. Meaning that for predictors associated with neighbourhood scale quality, the modelled spatial structure contributes with more meaningful information to explain local land value variability. The RK-based spatialized variable selection leads to a more parsimonious model (24 predictors) compared to a non-spatialized procedure (30). The model performed with a higher accuracy of prediction explaining up to 68% of non-observed locations, compared to 65% of an RK model where variables are selected under non-spatialized conditions.
The results expand those presented in Morales et al. (2017b) by providing new conclusions regarding how Space Syntax metrics contribute to explain residential land values. Geometric-access metrics (integration and choice) do contribute with statistically significant information mostly at local scales. A mono-centric land value structure in Guatemala City is greatly explained by a time-based potential access to highly integrated urban areas (i.e. Space Syntax global integration). In turn, access to CBD as a generalized concentric pattern provides complementary information with less explanatory power reflected in a lower coefficient. We suggest that further research should expand these conclusions as those are so far only limited to the data and case study presented in this paper.
Some limitations can be discussed in relation to our work. The first is the prediction of a continuous land value surface while in reality land values are discrete to parcel boundaries. The use of parcel-level data would benefit not only to overcome this limitation but also to incorporate the heterogeneity of residential properties in Guatemala City. In this regard, the model would highly benefit from additional data collection to address this concern as well as to deal with the outputs of the prediction error variance. Second, the findings and conclusions remain somehow limited to our data and case study. Whilst the entire approach is easily replicable to any city, we cannot claim with certainty about how such metrics would add spatialized information in a different context. Consequentially, we recommend that further research should examine the sensitivity of the various geometricaccess metrics to explain and predict land value, as well as their relevance to be retained in a model under spatialized modelling conditions.
Our modelling approach outlines the importance on the application of geoinformation science to produce spatial information of land values. This is relevant for the planning and land administration practice in tasks such as mass appraisals. Further, it facilitates insights in the associations between locational characteristics that are addressable through planning with the land value structure. Specifically, the model could be used to estimate the impacts of mobility-related planning interventions on the residential land value structure. This could address current information challenges of unlocking land values to improve fiscal health, optimize value capture and infrastructure investment and manage fast urbanization in Global South regions.
