interest rates are independent of the stochastic volatility, dW r .t / dW .t / D 0. The parameters will be discussed in the sections to follow, and details of the functional form of g.t/ and h.t/ are given in Section 4.2. dt which means that we deal with a lognormal process with time-dependent drift and volatility terms. It is obvious that the function h.t / plays the role of volatility coefficient for this volatility process and the function g.t/, appearing in the drift term, shifts the volatility up and down deterministically.
The HW model
One of the building blocks of hybrid model (2.1) is the HW single-factor no-arbitrage yield-curve model in which the short-term interest rate, r.t/, is driven by an OrnsteinUhlenbeck mean-reverting process, with Â.t/ > 0, t 2 R C , a time-dependent drift term, to fit theoretical bond prices to the yield curve observed in the market. Parameter Á determines the overall level of volatility and the reversion rate parameter, , determines the relative volatilities. Under the HW model, the dynamics of the zero-coupon bond, paying €1 at maturity T , are given by: dP .t; T / P .t; T / D r.t/ dt C Á .e
.T t/ 1/ dW r .t / (2.2) Since the HW model belongs to the class of affine diffusion processes, the solution of (2.2) is known analytically and reads: where f .0; t/ WD @P .0; t/=@t , with P .0; t / the market discount factor for maturity t . By the Radon-Nikodým derivative (Geman et al (1996) and B r .t; T / in (2.4). Since the process under the T -forward measure in (2.7) is of "HW form", it is normally distributed (Brigo and Mercurio (2007) ) with expectation and variance given by: A disadvantage of the HW model is that it may give rise to negative interest rates. The negative interest rate, however, may be present in the real market.
1 An alternative to the HW model is the Cox-Ingersoll-Ross (CIR) model. A hybrid SABR-CIR model is, however, not tractable if there is a nonzero correlation between the interest rate and the SABR equity process. The choice between a CIR or an HW model within the hybrid process is a trade-off between nonzero correlation and nonnegative rates.
For hybrid structured products, a nonzero correlation is a crucial feature that should be incorporated into a model (see Grzelak and Oosterlee (2011) for analysis and further Change OK? , whereas the appearance of negative interest rates in an HW process is an inherent feature of the model and has been known by practitioners for quite some time (Brigo and Mercurio (2007) ). There are practical solutions to this problem, eg, choosing parameters that give rise to lower probabilities for negative rates. We therefore prefer the HW process over the CIR process as part of our equity-interest 'equity' and 'interest rate' switched around to match earlier formulation -OK? rate hybrid model.
The constant-parameter SABR-HW model
The second building block of model (2.1) is the SABR stochastic volatility model of Hagan et al (2002) .
The SABR stochastic differential equation (SDE) system with constant parameters was originally defined under the T -forward measure as:
One of the reasons why the original SABR model is not applied to equity derivatives is that a drift term is lacking. Risk-neutral equity price processes are defined with a drift term, and are assumed to be arbitrage-free under the risk-neutral measure associated with the money-savings account. For long-maturity equity options and equity-interest rate hybrids, however, industrial practice is to treat the interest rate as a stochastic process as well. As shown below, when combining the HW interest rate model with the SABR equity model, the drift term appears naturally in the SABR equity dynamics under the risk neutral Q-measure:
with constant model parameters 0 <ˇ< 1, > 0, > 0 and Á > 0. As in system (2.1), we assume nonzero correlations:
Since the interest rate diffusion coefficient in (2.11) is not explicitly dependent on the interest rate, it is convenient to move from the spot measure, generated by the .t / combined with the volatility process for .t/ in system (2.11). Since the forward F .t/ is a martingale under the T -forward measure, the forward dynamics should not contain a drift term. This implies that "dt" terms will not appear in the (reformulated) dynamics of dF .t/, ie:
We assume that the interest rate is independent of the volatility process, so a change of measure will not affect the dynamics of the variance process .t/. By factorization, model (2.13) can be expressed as: Model (2.14) with (2.15) and (2.16) is not in the well-known plain SABR model form because the local volatility is not expressed only by .t/Fˇ.t / but also contains Changes to sentence OK? additional terms like v.t/. Moreover, the instantaneous correlation between forward and volatility processes F; is a state-dependent function of time. In order to make use of Hagan's asymptotic formulas ) for the plain SABR model in the current setting, we propose a projection formula in the next section.
PROJECTION FORMULA FOR THE CONSTANT-PARAMETER SABR-HULL-WHITE MODEL
In this section we describe the model approximations that bring the SABR-HW model into the desired SABR model form. The approximations enable us to carry out an efficient calibration based on the analytic implied volatility formulas for the SABR model.
Projection step for the constant-parameter SABR-HW model
In order to present model (2.14) in SABR form, we need to approximate the additional terms from the local volatility for the forward process F .t/ and simplify the associated correlation structure. In a plain SABR model, the volatility process .t/ is lognormal, which suggests that a projection of the volatility term .t/v.t/ in (2.14) on a lognormal distribution may give the desired SABR form, which is: 
With the help of the well-known formulas (2.2) and (2.7), we obtain the following closed-form solution for .t/:
. 
The N .t/-dynamics are thus governed by a state-dependent drift term. Therefore, they
are not yet in standard SABR volatility form, which does not contain any drift term. However, since v.t/ is approximated by a deterministic time-dependent function, the process N .t/ WD v.t/ .t/ remains lognormal. The idea is now to determine the first two moments of process N .t/ and to project them onto the moments of the SABR volatility process in (3.1), defined as:
with parameters O and O .0/. The expectation and variance of process O .t/ in (3.1) are given by:
On the other hand, the expectation and the variance of N .t/ D v.t/ .t/ are given by:
The main objective is to find the effective parameters O .0/ and O , so that the expectations and variances in (3.4) and (3.5) match. By matching the expectations and variances, we arrive at the following optimization problem:
Typically, the optimization problem in (3.6) is easy since the expectations and variances are analytic deterministic functions. In Result 3.1, a straightforward approach for parameter estimation is presented.
Result 3.1 A simple approximation for O .0/ is the averaged parameter estimate, given by: By matching the variances we obtain:
with var T . N .t// given in (3.5).
In the search for the optimal parameters O .0/ and O , so that the constant SABR-HW model in (2.11) is connected to the SABR dynamics given by (3.1), the correlation In order to use Hagan's implied volatility SABR formula, the correlation must be constant, so we need to determine an averaged correlation, which is defined as:
with .t/ given by (3.9). The estimates obtained for O , O .0/ and O F; allow us to use the Hagan implied volatility formula for the plain SABR model as a first approximation in the calibration procedure.
Our approximations in (3.7) and (3.8) perform well for relatively Changes to this sentence and the next OK?
short maturity times such as T 6 10 years. In the case of larger maturity times, such as T > 10 years, we prefer to solve problem (3.6) using an optimization procedure (for example, the Nelder-Mead simplex algorithm). Furthermore, the weighted Monte Carlo method, to be discussed in Section 4, will be used to improve the calibration in those cases.
In the next section we check the accuracy of the approximations developed for a few parameter sets. The SABR model in (3.1) with the parameters O , O .0/ and O F; will be called the SABR-HW 1 model here.
Numerical validation of the SABR-HW projection method
We check the performance of our approximation model, SABR-HW 1 , in comparison with the constant-parameter SABR-HW model. The numerical experiment is set up as follows. First we prescribe a set of parameters for the constant-parameter SABR-HW model in (2.11) for which, by means of an Euler-based Monte Carlo scheme, the European option prices are simulated. Secondly, we compute the effective parameters O , O .0/ and O F; by solving (3.6) and calculating (3.10). These parameters are inserted into the plain SABR model (3.1). For the resulting SABR-HW 1 model, we then calculate the corresponding implied volatilities using Hagan's asymptotic formula. We compare these results and, in addition, we determine the error for the case where , .0/ and x; were used instead of
The simulations were performed with 100 000 paths and 20T steps. The initial stock price is set to S.0/ D 0:8, and the zero-coupon bonds, P .0; T /, were generated by the HW model with constant long-term mean, Â D 0:03. We also define the strikes, as in Piterbarg (2006) , with expiry times given by T 2 f1; 5; 10; 15g years. The strikes are computed by the formula:
T / with ı n D f 1:5; 1:0; 0:5; 0; 0:5; 1:0; 1:5g (3.11) and F .0/ is as in (2.12). This formula for the strikes is convenient, since, for n D 4, the strikes K 4 . / are equal to the forward prices.
In Table 1 we present three different sets of parameters. For those sets we determine the estimators O , O .0/ and O F; . They are shown in Table 2 on the next page.
We measure the maximum absolute difference in the implied volatilities for model (3.1) with the estimates in (3.7), (3.8) and the constant-parameter SABR-HW model (2.11).
Two errors are defined: error 1 is the error when the naive approach is used, ie, O D and O .0/ D .0/; error 2 corresponds to the bias obtained using the adjusted parameters O and O .0/ (the SABR-HW 1 model). Table 3 on the next page presents these results.
Our approach for O , O .0/ and O F; provides a significantly better fit to the constantparameter SABR-HW model than the model with the naively chosen parameters. For 
TABLE 3
The absolute maximum percentage difference between implied volatilities from two different models. the maturity times of one, five and fifteen years, Figure 1 on the facing page presents the corresponding implied volatilities. The performance of the SABR-HW 1 approximation is most accurate when the volatility for the short rate, determined by Á, is not too large, ie, Á < 1:5%. Fortunately, this is very often the case in the calibration of the HW model to market data. In the experiments we have chosen parameterˇ6 50% (in the caseˇ> 50% an even better accuracy is expected, because then the model behavior is closer to that of a lognormal model (Chen et al (2010) )). We also see that the correlation Word added -OK? approximation, O F; , is close to the initial correlation F; . This is because the func- 
THE CALIBRATION PROCEDURE
We present a calibration procedure for the SABR-HW model in three stages, and start by applying the inverse projection formulas from the previous section to calibrate the constant-parameter SABR-HW model for every single maturity. In the second stage, we determine the parameters of the time-dependent functions in the dynamic SABR model in order to produce coherent model dynamics across the different maturities.
In the final stage, the calibration is refined by means of a weighted Monte Carlo simulation. These stages are discussed in subsequent subsections.
Stage I: parameter projection for the SABR-HW model
In the calibration of the SABR-HW model, the HW part, which is connected to the function Â.t/, is calibrated to the yield curve, whereas the parameters and Á are calibrated to swaption prices separately. This is well-known (we refer the interested reader to Brigo and Mercurio (2007) for further information on this topic). The assetinterest rate correlation will be prescribed a priori based on historical data. After the calibration of the HW model, we consider the determination of the parameters of the stochastic volatility SABR part.
One of the consequences of the projection of the constant-parameter SABR-HW model onto a plain SABR model is the rapid calibration by means of Hagan's formula (West (2005) ). The projection formula described in Section 3 can also be inverted numerically to retain the constant-parameter SABR-HW parameters, .0/, , x; , x;r , , Â.t/ and Á, from those of a plain SABR model, O .0/, O and O F; . Since two parametersˇand x; control the skewness of the implied volatility curve, one of them (parameterˇin our case) is fixed a priori, as in Rebonato (2009) .
We briefly recall the calibration of the plain SABR model, in which different values are prescribed forˇ, such asˇ2 f0:25; 0:5; 0:75; 1g (see, for example, West (2005) and Rebonato (2009) ). By numerical experiments we observe that different combinations ofˇand give rise to parameter fits of very similar quality. This is especially true for short-maturity implied volatilities (see Figure 2 on page 17). The specifič that gives the best fit for both short and long maturities will be determined in the second calibration stage.
Parameter O .0/ is determined with the help of the at-the money (ATM) implied volatility. West (2005) shows that when the forward in the plain SABR model is equal to the strike price, F D K, the ATM implied volatility in Hagan's formula simplifies to: 
For typical parameters, the above cubic equation has only one real-valued root (and two imaginary roots), but it is in general possible to have three real-valued roots. In such cases, the smallest positive root should be chosen (West (2005) . After this, all parameters of the SABR-HW system, .0/, , x; , x;r , , Â.t/ and Á, have been determined. This stage of the calibration procedure is highly efficient as most of the evaluations are based on analytic expressions. The numerical root-finding procedure is used four times. The overall computational time is less than one second.
We present an example of the calibration of the parameters O F; and O to the fiveyear and fifteen-year DAX options with equally spaced strike values from 40% to 220% with 10% intervals (nineteen strikes in total), from September 27, 2010, based Change OK?
Research Paper www.journalofcomputationalfinance.com on the procedure described. The calibration has been performed with four sets of parameters with different a priori chosen values forˇ. The whole procedure (for the four sets of parameters) takes approximately 0:3 seconds computational time on a desktop computer. The resulting parameters and squared sum errors are presented in Table 4 . Different values ofˇresult in a qualitatively similar fit to the market implied volatilities. The fit of the SABR-HW model (based on Hagan's formula) to the market implied volatilities is presented in Figure 2 on the facing page. The last three columns in Table 4 (the .0/, and F; columns) present the constant-parameter SABR-HW model parameters obtained from the inversion of the projection formulas described above. We see that constant parameters produce a very good fit for individual maturity times, but that the resulting parameters differ for different maturities.
Stage II: calibration of the dynamic SABR-HW model
Calibration of the constant-parameter SABR-HW model results in a series of independent implied volatility smiles across several maturities, which do not show coherent dynamics over a longer time period. We therefore describe the calibration of the time- x; parameters for this dynamic SDE system. The value forˇthat fits optimally for all maturities (eg, the optimal value from Table 4 on page 16) is chosen, and we simultaneously average the calibrated correlation parameters, x; , for the correspondinǧ value, over the different maturity times. Then the time-dependent function h.t / in system (2.1) is parameterized in the form proposed by Rebonato (2006) :
The parameters a 1 , b 1 , c 1 and d 1 are determined, as in Rebonato and White (2007) , by solving the following system of equations for all maturities T i included in the calibration instruments:
Here, superscript T i denotes the maturity for which the parameter is determined, and O h.t/ denotes the mean value of h. / up to time t , ie:
.h.s// 2 ds Equation (4.2) can the product of g. / and h. / (the squared difference will be even It seems like something has gone wrong in this sentence and the next one. Can you reword both for clarity please? more complicated). In this case, be best dealt with using a numerical root-finding technique.
For the time-dependent function g.t/, a common parametrization is:
which can also be found in Brigo and Mercurio (2007) or Rebonato (2002) . More precisely, we obtain a 2 , b 2 , c 2 and d 2 by a minimization of the sum of squared errors:
with M the number of option maturity times. The time-dependent functions g.t/ (4.3) and h.t / (4.1) are then fitted for all maturity times to the parameters .0/ and obtained from the constant-parameter calibration. The resulting parameters are presented in Table 5 on the facing page. The functions are illustrated in Figure 3 on the facing page. We fix the parameter d 1 in function h.t / to the value of the volatility-of-volatility parameter of the longest maturity to prevent it from attaining negative values. Remark 4.1 The Hagan implied volatility function ) is based on asymptotic expansions that have a limited range of applicability. The formula is not exact, for deep-out-of-the-money strikes, for example, particularly for strikes close to zero, and for long maturities. Thus, the model dynamics that are simulated by the Monte Carlo technique may not resemble the parameters determined during calibration. In the next section we propose a method to eliminate such approximationerror-induced calibration error.
The weighted Monte Carlo technique
We employ a nonparametric approach to further improve the SABR-HW model calibration. The general idea is to perturb the weights of the individual Monte Carlo paths so that calibration instruments such as options, forwards and bonds resemble Changes to sentence OK? the corresponding market prices more closely. Most often, one deals with ordinary Monte Carlo methods, which are governed by the fact that the same weight (ie, 1=N , with N the total number of paths) is assigned to each sampled path. For a claim with a payoff, , the derivative value at t D 0 is then determined as:
where ! i denotes the ith Monte Carlo path. In addition, weighted Monte Carlo methods have been developed by Avellaneda (1998) and Avellaneda et al (1997 Avellaneda et al ( , 2000 , where different "probability" weights, p 1 ; p 2 ; : : : ; p N , are assigned to the individual Monte Carlo paths. The value of the claim then reads:
The weights are determined so that the model values of the calibration instruments match well with the market prices and these weights should be kept as close as possible to the uniform weights (p i D 1=N ).
We denote the market prices of M calibration instruments by C 1 ; : : : ; C M and represent the present values of the derivative products of the j th calibration instruments along path ! i by ij , j D 1; 2; : : : ; M . The first index represents the Monte Carlo path number and the expression is short notation for ij Á j .! i /.
The path weights, or probabilities p D .p 1 ; p 2 ; : : : ; p N /, have to be determined, so that:
or so that the difference between the left-hand side and the right-hand side is minimized. A criterion (which is adopted here) to find these weights is the minimization of the relative entropy of a nonuniformly sampled probability with respect to a uniform distribution. The concept of relative entropy is not new in computational finance. Buchen and Kelly (1996) proposed the use of the minimization of relative entropy to determine the Arrow-Debreu probability in a single-period model. This method was generalized to dynamic models by Avellaneda (1998) and Avellaneda et al (1997 Avellaneda et al ( , 2000 .
Based on two sets of N discrete probabilities, p D .p 1 ; p 2 ; : : : ; p N / and q D .q 1 ; q 2 ; : : : ; q N /, the relative entropy of p, with respect to q, is defined as: In the case of a Monte Carlo simulation, in which q i D 1=N , 8i , we have:
where we used that P N iD1 p i D 1. The objective is to minimize Equation (4.5) under the linear constraints implied by Equation (4.4). A true advantage of the relative entropy objective function lies in the fact that Equation (4.5) is convex in all p i -values. 3 It is well-known in optimization theory that the above minimization problem has a unique global minimum solution, if it exists (Boyd and Vandenberghe (2004) ), and that the Lagrange multiplier technique determines this solution in an efficient way.
Here we present results obtained by the weighted Monte Carlo approach (see Avel-Changes to sentence OK? laneda et al (2000) for details).
In probability and in information theory, the relative entropy, or Kullback-Leibler divergence, is a so-called nonsymmetric measure of the difference between two probability distributions p and q. The relative entropy measure is an indication of the Change OK? difference between any two models. In our case, it quantifies the consistency, or inconsistency, between the calibrated true SABR-HW model and the SABR-HW 1 model obtained from the first stages of the calibration. The relative entropy distance is defined as D.p k u/ in Equation (4.5), in which u denotes a uniform probability of N Monte Carlo samples. Since the term P N iD1 p i log p i in Equation (4.5) is negative (as p i 6 1), D.p k u/ 2 OE0; log N . The minimum value, D.p k u/ D 0, corresponds to p i D 1=N , ie, the calibrated vector p equals the prior u. The maximum value, D.p k u/ D log N , is realized when the probability is concentrated at a single path, ie, p i D 1. Consider a probability distribution that is uniformly distributed on a subset of paths of size N˛, with 0 <˛< 1. Substitution of the corresponding probabilities gives (Avellaneda et al (2000) ):
It is straightforward to show that:
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The relative entropy distance can therefore be connected to the effective number of paths, N˛, supported by the prior probability measure. The effective number of paths can be obtained, as˛D 1 D.p k u/=log N , with D.p k u/=log N 2 OE0; 1. If D.p k u/=log N 1, the number of significant paths is close to N , whereas D.p k u/=log N 1 is connected to a measure with "thin support" (Avellaneda et al (2000) ). Thin support implies that a large number of paths are discarded in the calibration, which is inefficient from a computational point of view.
It is possible that a solution to the minimum entropy problem does not exist, when the initial problem parameters result in prices of the calibration instruments that are very different from the market prices. In such a case, the minimum entropy algorithm will not work, but one may use a quadratic difference function:
instead of the relative entropy distance, which guarantees a solution (see Avellaneda and Jäckel (2010) ).
Stage III: calibration by weighted Monte Carlo method
Here, we use the DAX one-year, five-year and ten-year implied volatilities from September 27, 2010 with equally spaced strike values from 40% to 220% with 10% intervals. After the computation of the weighted Monte Carlo weights for these financial derivatives, the weighted Monte Carlo method perfectly replicates the prices of Word added -OK? these calibration instruments (see Figure 4 on the facing page). We plot the resulting weighted Monte Carlo weights in a log scale in part (a) of Figure 5 on page 24. The weights seem to be randomly distributed around their mean value of 10 5 . Certain paths are given a small weight, which means that these paths are effectively discarded. The histogram of the weights in part (b) of Figure 5 on page 24 indicates that only a small fraction of the weights is in the left tail and most of them are distributed around the mean. The resulting effective number of paths, obtained by Equation (4.6), is 9:3517 10 4 , so that 6:48% of the paths are discarded. This is efficient from a computational point of view, given the excellent weighted Monte Carlo calibration results.
Remark 4.3 The weighted Monte Carlo calibration procedure is highly efficient, but it is nonparametric, and this may hamper its practical application. If either the model or the model parameters are not carefully chosen, too many paths will be discarded and the weighted Monte Carlo efficiency would be lost. However, the weighted Monte Carlo technique can also be used as an a posteriori check of the quality of 
PRICING OPTIONS UNDER THE SABR-HULL-WHITE MODEL
On the basis of the calibrated SABR-HW model, we are now ready to apply a (weighted) Monte Carlo simulation for the pricing and hedging of exotic derivatives. We present an advanced time-stepping scheme for the Monte Carlo simulation, leading to a low-bias Monte Carlo simulation. This scheme is also accurate when only a few time steps are employed. It has also been used within the weighted Monte Carlo part of the calibration procedure described earlier.
Low-bias time-discrete scheme
Applications of the SABR-HW model include the pricing of long-maturity equity options, equity-linked structured notes (like cliquet options) and equity-linked hybrid derivatives. Structured products usually have a long time horizon and a complicated payoff. It is difficult to find analytic approximations for these product prices, and often one has to rely on Monte Carlo methods to obtain prices and hedge ratios (eg, price sensitivities and Greeks). If we apply an Euler discretization scheme to the SABR-HW system, the discrete bias has to be analyzed with care. For example, in Equation (2.11) the drift term is stochastic and driven by two stochastic factors. In this case, an Euler approximation for the drift term: Z 0 r.s/S.s/ ds r.0/S.0/ is biased in general and a large number of time steps is required to reach an acceptable level of accuracy. An Euler scheme may therefore be inefficient for pricing long-term equity-linked structured products.
Here we adapt the low-bias Monte Carlo scheme proposed for the SABR model in Chen et al (2012) to discretize the SABR-HW model. The approach is to map the asset price process onto a square-root process using a series of spatial and time transformations. In the Monte Carlo simulation we will draw samples from the analytic distribution function of the square-root process (ie, the noncentral chi-squared distribution), as described in Section 5.2 (and described in full detail in Chen et al (2012) ).
The SABR model considered in Chen et al (2012) was developed for a system without a drift term. A stochastic interest rate can be incorporated by a technique described in Goldenberg (1991, p. 28) , which was introduced for a constant elasticity 
We use the superscript ".r/" to distinguish the process with drift from the process without drift, which does not have a superscript. The distribution of the CEV process in (5.1) can be obtained from its sister without drift via a time change:
The validity of this transformation can easily be explained as the limit r ! 0 recovers the original clock, ie:
This result is not restricted to the constant interest rate case. The time transformation in (5.2) also applies to stochastic interest rates (Goldenberg (1991) ).
In an SDE system with a stochastic interest rate, the time transformation is different for each path, due to the randomness of the rates:
where ! 2˝denotes a random scenario. Expression (5.3) suggests that the pathwise time transformation, .t; !/, can be determined without all details of the interest rate path, !, as long as we have knowledge of R 0 r.s/ ds at each path. Following the arguments by Andersen (2008) , we focus on the evolution of the system over a small time interval OE0; and repeat the one-period scheme to produce a complete time-discrete path. Note that we consider the SDE system in the timescale, so that the time interval for the system equals OE0; .; !/. The CEV system in (5.2) is then simulated on a timescale .t; !/, induced by a stochastic interest rate. Subsequently, the result is multiplied by an exponentially integrated interest rate: 
Discretization of the SDE system
For the SABR-HW system, we also consider the system without drift with timescale .t; !/, and a low-bias Monte Carlo simulation scheme (see Section 5.2 and Chen et al (2012) ). We then multiply the result by the exponentially integrated interest rate.
In this section we describe the low-bias time discretization scheme to simulate the plain SABR system in the interest rate-dependent timescale .t; !/: Second and third equation numbers deleted and brace added so that first number applies to all three lines as it appeared from the coding that this was the intention -OK or revert to original?
where the Brownian motions W 1 . /, W 2 . / and U. / are mutually independent. Based on an argument from Schroder (1989) , we consider the invertible transformation of variables X. / D S. / 1 ˇ= .1 ˇ/,ˇ¤ 1, such that:
We substitute Equation (5.4) into Equation (5.5) and integrate from 0 to .; !/, which gives: We substitute this time change into Equation (5.7), and obtain: The stochastic volatility induced time change, . /, can be computed by an asymptotic expansion (see Chen et al (2012, Section 3.4) ). In order to determine the change of timescale . ; /, we have to compute the integral R 0 r.s/ ds in Equation (5.3). There are several ways to approximate this integral. A straightforward approach is the following discrete approximation: Z stochastic process is slowly varying. This is the case for these interest rate processes. The calibrated interest rate process usually includes a volatility parameter Á < 1%.
The cumulative distribution function of process Y can be obtained by the properties of squared Bessel processes. By a mapping:
1 ˇ/ 2 ; s > 0 with its inverse:
1 ˇ/ 2 ; y > 0 we can define:
.1 ˇ/ 2 We now have the following proposition. scheme is advantageous to the Euler scheme with respect to its low bias. By increasing the number of time steps, the low-bias scheme produces smaller errors than the Euler scheme for all parameter settings.
Time-dependent parameters
We can also discretize system (2.1) with the low-bias scheme by assuming that the functions can be approximated by piecewise constant functions on OEt; t C with value N . According to the arguments of Andersen (2008) and Glasserman (2004, p. 130) , we then use N D 1 2
. .t / C .t C //, which leads to a modification of system (2.1) that can easily be simulated by the low-bias scheme. More precisely, the volatility process in the dynamic SABR-HW system is sampled by the following formula:˙. .h.0; t / C h.0; t C // As a result, the formula for the integrated variance has to be adapted as well: it has to be multiplied by the factor N g 2 .
CONCLUSION
We have presented the dynamic SABR-HW model as an alternative model for pricing long-maturity equity options and equity-interest rate hybrid products. We have defined the model, introduced its building blocks and described several issues for the practical application of the SABR-HW model, such as model calibration and option pricing. At several points we have presented numeric techniques that are not commonly used by the financial industry, like the low-bias discretization scheme and a weighted Monte Carlo technique to enhance the calibration.
In particular, we have proposed an invertible projection formula for the constantparameter SABR-HW model connecting it to the plain SABR model. The basis for this projection was a change of measure, to the T -forward measure, and a linearization. The projection formula greatly simplifies the calibration of the SABR-HW model.
The inversion of the projection formula serves as a first step in the calibration procedure, ie, it gives a rapid and fairly accurate approximation of the constant SABR-HW parameters at each maturity. Based on these parameters, we have defined time-dependent functions in the dynamic SABR-HW model that are consistent with the market implied volatilities for all maturities.
In the final calibration step, nonuniform Monte Carlo weights have been determined in such a way that the implied volatilities from the market and those generated by the Monte Carlo paths of the SABR-HW model match optimally. The overall calibration procedure is highly efficient and accurate.
Exotic contracts were then priced using the weighted Monte Carlo paths generated by a low-bias time discretization scheme of the dynamic SABR-HW model. An advantage of the low-bias scheme is that accurate Monte Carlo results can be obtained for large time steps. This is particularly useful when long-maturity options are considered.
