The advent of modern neuroscience methodologies has led to an explosion over the past 15 years in our understanding of brain regions involved in the recognition, generation, experience, and regulation of emotion. In this brief review, we suggest some early historical milestones in the development of what has become known as affective neuroscience, and then consider the extent to which recent findings have advanced understanding in the field (see Table 1 ). We begin with the pioneering work of James and Lange, go on discuss the early functional neuroanatomical models of Cannon and Bard, then outline the hypothalamic stimulation studies conducted by Hess, and finally, consider Papez and MacLean's development of increasingly sophisticated neuroanatomical frameworks. We evaluate how well these key contributions fit with the current state of knowledge about which brain regions are seemingly central to the representation and processing of affect, including the amygdala, prefrontal cortex, thalamus, insular, anterior cingulate cortex, and midbrain. We next very briefly overview contemporary theoretical frameworks of how these regions might interact. Finally, we offer some thoughts about possible future directions for affective neuroscience. 1
The James-Lange Theory
William James, in his ground-breaking paper What is an emotion? (James, 1884) , proposed that emotions are no more than the experience of sets of bodily changes that occur in response to emotive cues in the world. So, if we meet a bear in the woods, it is not the case that we feel frightened and run; rather, running away follows directly from our perception of the bear and our experience of the bodily changes involved in running is the emotion of fear. Different patterns of bodily changes thereby code different emotions and perception of changes in the body "as they occur is the emotion." Similar ideas were developed in parallel by Carl Lange in 1885 (Lange, 1885) , generating the James-Lange theory of emotions.
The James-Lange model was critiqued on several grounds by Cannon in the 1920s (Cannon, 1927 (Cannon, , 1931 who cited, in particular, the failure of autonomic activity to differentiate different emotional states, the fact that surgical separation of the viscera from the brain in animals did not impair emotional behaviour, the suggestion that bodily changes are typically too slow to generate emotions, and work showing that artificial hormonal activation of bodily activity is insufficient to generate emotion, all as evidence that the James-Lange conceptualization was incomplete.
Subsequent research has cast doubt on Cannon's bold claims. Emotional responses, it seems, may be distinguishable (at least partly) on the basis of autonomic activity (Ekman, Levenson, & Friesen, 1983) . Partial disconnection of the brain from the body can sometimes reduce emotional intensity (e.g., following spinal injury; Hohmann, 1966; Montoya & Schandry, 1994) . Some artificial manipulations of organ activity can induce emotions-for instance, intravenous administration of cholecystokinin (a gastric peptide) can provoke panic attacks (Harro & Vasar, 1991) . A postulated ability to simulate in the somatosensory regions of the brain the activity that is expected in the body, the so-called 'as-if' loop, may also allow for more rapid and flexible responses (Damasio, 1994) . Furthermore, in support of the James-Lange theory, there is some, albeit inconsistent, evidence that those with superior ability to perceive changes in the body ("interoception") report more intense emotion experience (see Barrett, Quigley, Bliss-Moreau, & Aronson, 2004 , for a review). Finally, even if null findings have emerged from some studies examining emotion processing following partial separation of brain and body, these are difficult to unambiguously interpret. It is not possible to safely isolate the brain from all aspects of bodily feedback, meaning that emotion experience may still be driven by remaining peripheral feedback mechanisms in these separation designs (e.g., Heims, Critchley, Dolan, Mathias, & Cipolotti, 2004) .
These points notwithstanding, the claim that patterns of bodily response are sufficient to fully differentiate between emotional states is no longer widely accepted. A hybrid position, whereby the body contributes to a crude sense of emotional intensity which is then centrally cognitively appraised to lead to more nuanced emotional experience, is generally adopted (two factor theory). Key evidence for this position comes from studies showing that similar patterns of bodily arousal could be experienced as anger or happiness depending on the social and cognitive context (Schachter & Singer, 1962) .
Overall, the James-Lange theory has remained remarkably influential on contemporary thinking and is indeed enjoying something of a renaissance by virtue of the emphasis it places on the embodiment of emotions, which sits well with broader frameworks of embodied cognition (Niedenthal, 2007) .
From Theory to Anatomy
The Cannon-Bard Theory As part of his critique of the James-Lange theory Cannon developed the first substantive neuroanatomical theory of emotion (Cannon, 1927) , which was later elaborated by Bard (Bard, 1928; Bard & Rioch, 1937) . This argued that the thalamus and hypothalamus are critically involved in the emotion response to stimuli and that such responses are inhibited by evolutionarily more recent neocortical regions. Removal of the cortex frees the thalamic circuitry from top-down control, allowing uncontrolled emotion displays.
This account was influenced by work conducted by Henry Head showing that unilateral thalamic lesions led to excessive reactions to painful stimuli (e.g., a pinprick or excessive heat) on the damaged side of the body (Head, 1921) . Similarly, the hypothalamus was implicated by studies conducted in the 1920s by Walter Hess where he implanted electrodes into the hypothalamic region of cats (Hess & Brugger, 1943 /1981 . Electrical stimulation of one part of the hypothalamus led to an "affective defence reaction" associated with increased heart rate, alertness, and a propensity to attack. Hess could induce animals to act angry, fearful, curious or lethargic as a function of which brain regions were stimulated. These results showed that a simple train of electrical impulses can bring about a coordinated and sophisticated, recognizable emotional response. Furthermore, the response is not stereotyped but can be made in a skilfully targeted manner. In addition, different brain regions seemed to be associated with pleasure-approach and distress-avoidance responses. Supporting the contention that the cortex inhibits these thalamic functions, Bard went on to show that following decortication cats were liable to make sudden, inappropriate anger attacks that were labelled as "sham rage" (Bard & Rioch, 1937) . Together these findings support Cannon and Bard's contention that thalamic regions are a central component of the emotional brain. Subsequent research has revealed a wider role for the hypothalamus in the processing of affect. Olds and Milner (1954) performed electrical stimulation studies in rats to show that the hypothalamus was also involved in the processing of rewarding stimuli. The rats would press a lever to deliver electrical "self-stimulation" to the hypothalamus continuously for 75% of the time for up to four hours a day. Similar arguments concerning the hypothalamus and reward were made by Heath (1972) in studies investigating self-stimulation via electrodes in human subjects. The hypothalamus therefore seems to be part of an extensive reward network in the brain that has since been shown to also involve the prefrontal cortex (Rolls, 1999) , amygdala (Baxter & Murray, 2002) , and ventral striatum (Garnefski, Teerds, Kraaij, Legerstee, & van den Kommer, 2004) . Numerous other electrical stimulation studies have identified further roles for the hypothalamus in motivations such as sex and hunger (Stellar, 1954; Teitelbaum & Epstein, 1962) .
The Papez Circuit
Following on from the thalamic-centred proposals of Cannon and Bard, in 1937 James Papez outlined an anatomically broader scheme for the central neural circuitry of emotionnow known as the "Papez circuit" (Papez, 1937) . Papez proposed that sensory input into the thalamus diverged into an upstream "thought" and a downstream "feeling" pathway. The thought stream linked the thalamus to the sensory cortices, especially the cingulate region. Via this route sensations were turned into perceptions, thoughts, and memories. Papez proposed that this stream continued beyond the cingulate cortex via the cingulum pathway to the hippocampus and, via the fornix, to the mammillary bodies of the hypothalamus and back to the anterior thalamus via the mammillothalamic tract. The feeling stream, in contrast, was transmitted from the thalamus directly to the mammillary bodies, allowing the generation of emotions (with downward projections to the bodily systems), and thence, via the anterior thalamus, upwards to the cingulate cortex. According to Papez, emotional feelings were a function of cingulate activity generated through either stream. Echoing Cannon and Bard's ideas, downward projections from the cingulate to the hypothalamus also permitted top-down cortical regulation of emotional responses. Papez's paper was a seminal achievement and subsequent research has revealed that many of the pathways that he proposed exist, although there is less evidence that all the regions he specified are central to emotion.
MacLean's Limbic System
A more broadly supported anatomical model (in terms of current data) of the brain regions involved in emotion was proposed by Paul MacLean in 1949 (MacLean, 1949 . MacLean's model built on Papez's and Cannon and Bard's original ideas and integrated them with the seminal findings of Kluver and Bucy (Kluver & Bucy, 1937) who had shown that bilateral removal of the temporal lobes in monkeys led to a characteristic set of behaviours (the "Kluver-Bucy syndrome") that included increased exploratory behaviour, a loss of emotional reactivity, hypersexuality, a tendency to examine objects with the mouth, and abnormal dietary changes including copraphagia (eating of faeces). These studies suggested a key role for temporal lobe structures in emotion and this was to become a cornerstone of MacLean's theory.
MacLean viewed the brain as a triune architecture (MacLean, 1970) consisting of three interacting systems. First, the evolutionarily ancient reptilian brain (striatal complex and basal ganglia) which he saw as the seat of primitive emotions such as aggression and fear. Second, the "old" mammalian brain (originally called the "visceral brain") which MacLean proposed augments primitive reptilian emotional responses such as aggression but also elaborates the social emotions. This brain system incorporates key components of the Papez circuit-the hypothalamus, thalamus, hippocampus and cingulate cortexalong with important additional structures, most notably the amygdala and the prefrontal cortex. Third, the "new" mammalian brain consisting primarily of the neocortex, which represents the interface of emotion with cognition and is the seat of top-down control over emotional responses originating within other systems.
MacLean's key proposition was that emotion experiences involve the integration of sensations from the world with information from the body. In this neo-Jamesian view he proposed that events in the world lead to bodily changes. Messages about these changes return to the brain where they are integrated with ongoing perception of the outside world. It is this integration that generates emotion experience. MacLean proposed that such integration was the function of the visceral brain, in particular the hippocampus, and three years later he introduced the term "limbic system" to describe this circuitry (MacLean, 1952; see Figure 1 ), based on the original terminology of Broca-Le grand lobe limbique (Broca, 1878 ).
MacLean's limbic system concept remains the dominant conceptualization of the "emotional brain" today, and the structures that he identified as central have been the focus of the majority of the research in affective neuroscience since his original publication. The notion of the limbic system remains controversial and has been criticized on both empirical (LeDoux, 1996) and theoretical grounds (Calder, Lawrence, & Young, 2001) . A number of the limbic system structures-the hippo campus, the mammiliary bodies, and the anterior thalamus-seem to play a much smaller role than MacLean imagined. Some of them seem to be more involved in higher cognitive processes such as declarative memory. Nevertheless, other brain regions identified by Cannon and Bard, Papez, and MacLean seem to be integral to emotional life-notably, the "reptilian brain" (the ventral striatum and the basal ganglia) and the limbic structures of the amygdala, hypothalamus, cingulate cortex, insular and prefrontal cortex, and the notion of a limbic system thus retains its influence (Morgane & Mokler, 2006) .
Findings from Contemporary Affective Neuroscience
Next, we focus on subsequent research investigating five key limbic regions implicated in MacLean's original paper (MacLean, 1949) . We also consider recent work on midbrain structures. Other brain regions (nucleus accumbens, ventral pallidum, hippocampus, septum, and the somatosensory cortices) have also been implicated in the processing of emotion; however, detailed discussion of these areas is beyond the scope of this review.
The Amygdala
The amygdala (see Figure 2 ) is embedded in the medial temporal lobe and rests on the anterior tip of the hippocampus. The amygdala consists of functionally distinct nuclei (i.e., 13 main nuclei, each having further subdivisions), which have extensive internuclear and intranuclear connections. The nuclei also project extensively to cortical and subcortical locations associated mainly with affective or salience processing.
The beginning of our understanding of amygdala functioning has its origins in the work on Kluver-Bucy syndrome (Kluver & Bucy, 1937) which involved surgical removal of almost the entire temporal lobes, including the amygdala, in monkeys. Building on this work, Weiskrantz (1956) showed that bilateral lesions of the amygdala were sufficient to induce the orality, passivity, strange dietary behaviour and increased exploratory tendencies of the syndrome. Removal of the amygdala also permanently disrupted the social behaviour of monkeys, usually resulting in a fall in social standing (Rosvold, Mirsky, Sarason, Bransome, & Beck, 1956 ). The aspiration lesions used in these early studies were anatomically inexact. However, more recent studies involving ibotenic acid lesions have provided similar results, albeit with less severe Kluver-Bucy behaviours (e.g., Meunier, Bachevalier, Murray, Malkova, & Mishkin, 1996; Murray, Gaffan, & Flint, 1996) . This line of research established the amygdala as one of the most important brain regions for emotion, with a key role in processing social signals of emotion (particularly involving fear), in emotional learning, and in the consolidation of emotional memories. We consider these different functions next.
The amygdala and social signals of emotion. Selective amygdala damage in humans is rare but seems not to lead to many Kluver-Bucy signs (Aggleton, 1992) . A Kluver-Bucy-like syndrome only becomes apparent in humans after more extensive bilateral damage, including the rostral temporal neocortex (Terzian & Ore, 1955) . However, one of the first studies of human amygdala lesions showed that amygdala damage can lead to impairments in the processing of faces and other social signals (Jacobson, 1986) . This finding builds on single-unit recording studies in animals that have shown that amygdala neurons can respond differently to different faces (Leonard, Rolls, Wilson, & Baylis, 1985) and can respond selectively to dynamic social stimuli such as approach behaviour (Brothers, Ring, & Kling, 1990) . Later studies (Adolphs, Tranel, Damasio, & Damasio, 1994; Young et al., 1995) indicated that the processing of emotional facial expressions, especially fear, was particularly impaired in humans with amygdala lesions (e.g., Calder et al., 1996) , although facial expressions of other emotions seem to more closely implicate other circuits (Calder, Keane, Lawrence, & Manes, 2004; Calder, Keane, Manes, Antoun, & Young, 2000) .
The involvement of the amygdala in the processing of facial expression has been supported by functional neuroimaging studies. Morris and colleagues using Positron Emission Topography (PET) (Morris et al., 1996) and Breiter and colleagues using functional magnetic resonance imaging (fMRI) (Breiter et al., 1996) showed selective brain activation in the amygdala in response to the presentation of fearful faces. The amygdala is also selective for fear communicated in other ways such as in vocal expressions (Scott et al., 1997) or bodily movements (Hadjikhani & de Gelder, 2003) . Such amygdala activation by fearful faces occurs even when the faces are presented so quickly that the subject is unaware of them (Morris, Ohman, & Dolan, 1998; Whalen et al., 1998) , or are presented in the blind hemifield of patients with blindsight (Morris, DeGelder, Weiskrantz, & Dolan, 2001) . Activation also seems to be more robust in response to subliminal presentation of the eyes alone (Whalen et al., 2004) . There is emerging but controversial evidence that activation to fearful faces is greater in individuals possessing particular genetic attributes, for example individuals characterized by the short allele variant in the human serotonin transporter gene (SLC6A4) (Hariri et al., 2005) . Finally, there is evidence that amygdala activation can be modulated by attention. Pessoa and colleagues, for example, showed that the amygdala did not respond differentially to emotional faces when attentional resources were recruited elsewhere, indicating that emotional processing in the amygdala is susceptible to top-down control (Pessoa, McKenna, Gutierrez, & Ungerleider, 2002) .
The amygdala and emotional learning. In fear conditioning, meaningless stimuli come to acquire fear-inducing properties when they occur in conjunction with a naturally threatening event such as an electric shock. For example, if a rat hears a tone followed by a shock, after a few such pairings it will respond fearfully to the tone, showing alterations in autonomic (e.g., heart rate and blood pressure), endocrine, and motor (e.g., freezing) behaviour, along with analgesia and somatic reflexes such as a potentiated startle response. Fear conditioning has been extensively studied (mostly in animals), prototypically by Blanchard and Blanchard (1972) , and more recently and extensively by Joseph LeDoux and his colleagues (LeDoux, 1986 (LeDoux, , 1987 (LeDoux, , 1989 (LeDoux, , 1993 (LeDoux, , 1995 , among many others. This body of research has highlighted the role played by two afferent routes involving the amygdala that can mediate such conditioning. The first is a direct thalamo-amygdala route that can process crude sensory aspects of incoming stimuli and directly relay this information to the amygdala, allowing a very early conditioned fear response if any of these crude sensory elements are signals of threat. This echoes psychological ideas about emotion activation, notably Zajonc's position regarding emotions without cognition (Zajonc, 1980) . The second route is a thalamo-cortico-amygdala pathway that allows more complex analysis of the incoming stimulus and delivers a slower conditioned emotion response.
Fear conditioning in humans has been less extensively studied. However, a number of important findings exist. First, Angrilli et al. (1996) described a man with extensive right amygdala damage who showed a reduced startle response to a sudden burst of white noise. The patient also seemed relatively immune to fear conditioning, as this startle response was not potentiated by the presence of aversive slides to provide an emotional backdrop-a technique that reliably potentiates startle in healthy subjects. Second, Bechara, Tranel, Damasio, and Adolphs (1995) described a patient with bilateral amygdala damage who again failed to fearcondition to aversive stimuli but could nevertheless report the facts about the conditioning experience. In contrast, another patient with hippocampal damage successfully acquired a conditioned fear response but had no explicit memory of the conditioning procedure-indicating that fear conditioning depends on the amygdala. Third, Morris and colleagues showed differential amygdala activation for fear-conditioned angry faces that had been previously paired with an aversive noise, compared to angry faces that had not been paired with noise (Morris, Ohman, & Dolan, 1998) . Fourth, in line with LeDoux's ideas, Morris, Ohman, and Dolan (1999) provided evidence from functional neuroimaging that such conditioning to faces operates via a subcortical thalamoamygdala route. Finally, as well as its role in fear conditioning, the amygdala has also been implicated in appetitive conditioning (Gallagher, Graham, & Holland, 1990) .
The amygdala and memory consolidation. In a seminal study, Cahill and colleagues reported on a patient with amyg dala damage who did not show the usual enhanced memory for emotional aspects of stories (compared with nonemotional aspects; Cahill, Babinsky, Markowitsch, & McGaugh, 1995) . This was confirmed in another patient with nearly selective amygdala damage (Adolphs, Cahill, Schul, & Babinsky, 1997) . Subsequent PET studies showed that levels of glucose metabolism in the right amygdala during encoding could predict the recall of complex negative or positive emotional stimuli up to several weeks later (Cahill et al., 1996; Hamann, Ely, Grafton, & Kilts, 1999) . Moreover, administration of the anaesthetic sevoflurane has been found to impair emotional memory at higher doses and this effect appears to be modulated by virtue of the drug suppressing amygdala to hippocampus effective connectivity (Alkire et al., 2008) . These studies indicate that the amygdala is involved in consolidation of long-term emotional memories. As well as its role in memory, the amygdala has been associated with the modulation of other cognitive processes such as visual perception .
The Prefrontal Cortex (PFC)
In 1848 Phineas Gage, a construction site foreman, was tamping down gunpowder in a blast hole with a 1-metre-long iron rod when the powder exploded, propelling the rod straight through his head. It entered just under his left eyebrow and exited through the top of his skull, before landing 20 metres away. Miraculously, Gage recovered, but as his physician Harlow noted (Harlow, 1869 (Harlow, /1993 ) "he was no longer Gage." The previously amiable and efficient man had become someone for whom the "balance, so to speak, between his intellectual faculties and his animal propensities seems to have been destroyed." He was now irreverent, impatient, quick to anger, and unreliable (Macmillan, 2002) .
The radical changes in personality and emotional behaviour of Phineas Gage represent an early human lesion study of the effects of PFC damage on emotions. Since Gage's time, the PFC has been implicated in emotion in many ways, but there is still no consensus as to its exact functions. In the next section, we consider four aspects of PFC functioning and their historical antecedents.
The PFC and reward processing. Rolls' work on the orbito frontal region of the PFC (Rolls, 1990 (Rolls, , 1996 (Rolls, , 1999 proposes that it is involved in learning the emotional and motivational value of stimuli (Rolls, 1999) . Specifically, he suggests that PFC regions work together with the amygdala to learn and represent relationships between new stimuli (secondary reinforcers) and primary reinforcers such as food, drink, and sex. Importantly, according to Rolls, neurons in the PFC can detect changes or reversals in the reward value of learned stimuli and change their response accordingly. These ideas have been based on 30 years of electrophysiological and brain imaging studies of humans and animals and derive from the pioneering work of Mowrer in the 1950s and 1960s (Mowrer, 1960) .
The PFC and bodily signals. As discussed above, the James-Lange theory emphasizes how emotions are in part embodied phenomena. Damasio and colleagues have argued in the influential somatic marker hypothesis (SMH) (Damasio, 1994 (Damasio, , 1996 (Damasio, , 1997 ) that regions of the PFC, particularly the ventromedial PFC (vmPFC), use this emotional bodily feedback to guide decision-making in situations of complexity and uncertainty (see also the section on the insula below).
The SMH builds on the earlier work of Nauta (1971) who used the term "interoceptive" markers rather than somatic markers, and Pribram (1970) who used the phrase "feelings as monitors," and reflects the original ideas of James-Lange. Basically, somatic markers are physiological reactions, such as shifts in autonomic nervous system or muscular activity, which tag previous emotionally significant events. Somatic markers therefore provide a signal delineating which current events have had emotion-related consequences in the past. Damasio argues that these somatic codes are processed in the ventromedial PFC, thus enabling individuals to navigate themselves through situations of uncertainty where decisions need to be made on the basis of the emotional properties of the present stimulus array. In particular, somatic markers allow decisions to be made in situations where a logical analysis of the available choices proves insufficient.
Damasio's group have used human lesion studies to support these arguments. In 1991 Saver and Damasio described the patient EVR-a "modern day Phineas Gage" (Damasio, 1994 )-whose cognitive functioning and explicit emotional knowledge were more or less intact but who had great difficulty with situations of uncertainty where the subtle emotional values of multiple stimuli need to be processed (for example, social situations)-a state of affairs that Nauta termed "interoceptive blindness" (Nauta, 1971) . They propose that EVR is unable to utilize somatic markers due to his ventro-medial PFC damage and therefore tries, and fails, to deal with complex situations of uncertainty using logical reasoning alone.
In a famous study, Bechara, Damasio, Damasio, and Anderson (1994) asked patients with vmPFC damage, including EVR, to play a card game (the Iowa Gambling Task) in which they could win or lose a reward and for which they had to figure out the best strategy as they went along. The trick to winning on the card task was to ignore the immediate rewards on offer and become sensitive to the delayed rewards. Control participants could do this based on "hunches," which they could not articulate, about which cards to choose. Furthermore, these healthy controls evidenced bodily responses (elevated skin conductance) in anticipation of poor card choices. In contrast, patients with damage to the vmPFC did not learn to perform the task in this way and did not show the skin conductance response. The argument was that for the healthy participants, somatic markers develop in the early trials of the task which then provide signals to guide later card choices (Bechara, Damasio, & Damasio, 2000; Bechara et al., 1994) . The healthy participants are unaware of these signals but can act on them-making intuitive or hunch decisions that "feel" right. However, the patients lack the brain regions to process these somatic markers. They cannot use such information and so cannot perform the task. Despite recent criticism of the Iowa task methodology there is no doubt that the SMH remains the most influential theory of the relationship between bodily feedback and decision making (Dunn, Dalgleish, & Lawrence, 2006) . The PFC and 'top-down' regulation. The dorsolateral regions of the PFC (dlPFC), comprising Broca's Areas 46 and 9 which lie in the middle and superior frontal gyrus respectively (Petrides, 2005) , have been implicated in numerous cognitive operations including behavioural selection, maintenance of attentional demands, top-down control of memory, and counterfactual "what if" thinking (Baird & Fugelsang, 2004; Bechara, 2005) . The dlPFC is an important component of a proposed cortical behavioural inhibition circuit and is an integral part of the striatalthalamo-cortical loop (Masterman & Cummings, 1997) .
Also implicated in the control circuit is the ventrolateral prefrontal cortex (vlPFC). This circuit is thought to extend to the subthalamic nucleus (STN) and pre-supplementary motor area (pre-SMA) (Aron, Behrens, Smith, Frank, & Poldrack, 2007) . The core of the vlPFC is located in BA 47/44/45 and is segregated into several functional distinct regions. Regions encompassing the right inferior frontal gyrus (IFG) are thought to mediate the wilful suppression of actions and thoughts (Aron, Fletcher, Bullmore, Sahakian, & Robbins, 2003) . The right IFG is a core node in the inhibition network and acquired lesions to this region cause dramatic deficits in behavioural inhibition (Aron et al., 2003; Mobbs, Eckert, et al., 2007) . This differs substantially from the left IFG which is critical to the language network. Others have implicated the vlPFC in social-norm violation and punishment (Berthoz, Grèzes, Armony, Passingham, & Dolan, 2006) .
In related work on top-down regulation, Amat and coworkers have shown that the rodent infralimbic and prelimbic sectors of the vmPFC are associated with detection of whether a stressor is controllable. If the stressor is controllable, the vmPFC inhibits the dorsal raphe nuclei (DRN)-a core region of the stress and serotonergic system in the midbrain (Amat et al., 2005) . More recently, Pascucci and colleagues showed that the mPFC modulates nucleus accumbens dopamine responses to stress (Pascucci, Ventura, Latagliata, Cabib, & Puglisi-Allegra, in press) and Phelps and coworkers showed that both the vmPFC and amygdala are involved in fear extinction (Phelps, Delgado, Nearing, & LeDoux, 2004) . Others have pointed to the mPFC's role in controlling the hypothalamic-pituitaryadrenal axis (HPA axis) and harmful corticoid steroids (Figueiredo, Bruestle, Bodie, Dolgas, & Herman, 2003) . The mPFC has been implicated in higher top-down processes such as predictive coding or predicted perception. Summerfield and coworkers recently used fMRI to show that the mPFC is involved in the resolution of perceptual ambiguity by anticipating forthcoming stimuli. In addition, Summerfield et al. showed increased top-down connectivity from the PFC to the fusiform gyrus, which fits with a putative role in matching of predicted and observed faces (Summerfield et al., 2006) .
Related to this broad involvement of the PFC in top-down modulation, there has been increasing interest in links to emotion regulation, defined as automatic or effortful attempts to up-or down-regulate emotion experience and expression (Gross & Levenson, 1997) . A range of behavioural studies (for a review see Gross, 2002 ) have contrasted the effects of different forms of emotion regulation, generally reaching the conclusion that antecedent strategies that happen in advance of an emotional reaction (e.g., reappraisal, whereby the meaning of an emotioneliciting event is altered) are more effective forms of emotion regulation than response-focused strategies (e.g., expression suppression, whereby any outward sign of an affective reaction is hidden). At a neural level, findings generally support the conclusion that prefrontal control systems, along with orbitofrontal cortex (OFC) and anterior cingulate cortex (ACC), are involved in emotion regulation (e.g., Ochsner, Bunge, Gross, & Gabrieli, 2002) , although these results are more robust for attempts at cognitive rather than attentional control (Ochsner & Gross, 2005) . Activation of these regions is often associated with deactivation in limbic regions such as the amygdala, consistent with successful emotional down-regulation (e.g., Kalisch, in press; Ochsner et al., 2002; Schaefer et al., 2002) .
The PFC and social processing. The mPFC has also been implicated in person perception, mentalizing, and outcome monitoring (Amodio & Frith, 2006) . It is likely that other regions also support these functions, including the temporoparietal junction, superior temporal sulcus (STS), and temporal poles. One recent study implicated the dorsal mPFC in the perception of people dissimilar to oneself, while more ventral regions were related to similarity to oneself and with selfreferential thought (Mitchell, Macrae, & Banaji, 2006) . More broadly, recent brain-imaging and lesion studies have shown that these regions are explicitly involved in social behaviour including regret (Coricelli et al., 2005) , and moral decisionmaking (Koenigs et al., 2007) .
The Anterior Cingulate Cortex (ACC)
Contemporary affective neuroscientists view the ACC as a point of integration of visceral, attentional, and emotional information that, along with regions of the PFC discussed above, is critically involved in the regulation of affect and other forms of top-down control (Bush, Luu, & Posner, 2000; Davidson et al., 2002) . It has also been suggested that the ACC is a key substrate of conscious emotion experience (Lane et al., 1998) , as suggested by Papez, and of the central representation of autonomic arousal (Critchley, Elliot, Mathias, & Dolan, 2000) . These regions are also involved in generating autonomic changes. For example, the dACC activates during increased heart rate, blood pressure, and pupil size (Critchley, Mathias, & Dolan, 2001 ).
The ACC encompasses Broca's Areas 32, 25, and 24, and has been functionally segregated into dorsal "cognitive" and ventral "affective" systems (Bush et al., 2000) . The affective subdivision of the ACC is routinely activated in functional imaging studies involving all types of emotional stimuli (Bush et al., 2000; Murphy, Nimmo-Smith, & Lawrence, 2003; Phan, Wager, Taylor, & Liberzon, 2002) . Present thinking suggests that the ACC is involved in the monitoring of conflict between the current functional state of the organism and any new information that has potential affective or motivational consequences. When such conflicts are detected, the ACC projects information about the conflict to areas of PFC where adjudications among response options can occur (Bush et al., 2000; Carter & van Veen, 2007) . In addition to connections between the thalamus, pallidum, striatum, and ACC are thought to form an "anterior cingulate circuit" (Alexander, DeLong, & Strick, 1986 ). This circuit is partially closed by projections to ACC from medial and posterior regions of the mediodorsal nucleus (Baleydier & Mauguiere, 1980) .
It is known that in humans pain anticipation and analgesia also engage the ACC (Wager et al., 2004) , which interacts with brainstem nuclei including the periaqueductal grey (see below); both are regions with a high-density of opioid receptors (Petrovic, Kalso, Petersson, & Ingvar, 2002) . More posterior portions of the dorsal ACC and pregenual ACC (pgACC) have been implicated in pain control (Petrovic et al., 2002; Salomons, Johnstone, Backonja, & Davidson, 2004) . This region also activates to more subjective elements of pain including empathy for pain (i.e., seeing a loved one in pain) (Singer et al., 2004) and social ostracism (Eisenberger, Lieberman, & Williams, 2003) . The ventral portions of the ACC, which include the pgACC and subgenual ACC (sgACC), have been implicated in mood. In one study, deep brain stimulation of the sgACC (BA 25) in patients with treatment-resistant depression resulted in remission of depression in the majority of the sample (four out of six) (Mayberg et al., 2005) .
The Insular Cortex or Insula
As discussed above, MacLean originally postulated that the hippocampus was essential in the integration of bodily responses with perception of the external world. Recent theorists, however, suggest that the insular rather than the hippocampus may be the crucial region involved in the perception of bodily changes. Interoception ability (Craig, 2003) , measured by asking participants to judge if a tone is simultaneous or delayed relative to the heartbeat, has been shown to activate right anterior insular, along with somatosensory and ACC regions as noted above (Critchley, Wiens, Rotshtein, Öhman, & Dolan, 2004) . Further, individual differences in interoception correlate with right anterior insular size measured using voxel based morphometry (VBM) .
There is a considerable body of work implicating the insula in a range of emotional processes, including recognition (Calder et al., 2001) , experience (Simmons, Matthews, Stein, & Paulus, 2004; Stein, Simmons, Feinstein, & Paulus, 2007) , and empathy (Carr, Iacoboni, Dubeau, Mazziotta, & Lenzi, 2003) . It has also been shown that the insula is involved in the generation of a risk prediction error that guides decision-making in risky situations and can facilitate learning about uncertain rewards (Preuschoff, Quartz, & Bossaerts, 2008) , supporting the role for bodily feedback in decision-making proposed by the somatic marker hypothesis (Damasio, 1994) . Along similar lines, the proposal has been put forward that the insula may provide information about anticipated body states associated with conditioned stimuli (Paulus & Stein, 2006) , which can be used to inform attention allocation and action execution.
The Midbrain
William James proposed that while the lower centres of the brain "act from present sensational stimuli alone" the cortex acts from perceptions and considerations (James, 1890) . These lower centres, which we now know include the midbrain and below, seem to be involved in such reflexive processes as fight/ flight/freeze behaviours. The midbrain has several important neuronal assemblies notably the locus coeruleus and the dorsal raphe nuclei. Comprehensive discussion of the research implicating these regions in the processing of affect is beyond our purview here. Instead, in illustration of the exciting developments involving these brain regions, we focus on one region which recent findings from our own work and that of others suggest is critical to affective behaviour and related reflexive processes-the periaqueductal grey matter (PAG).
Periaqueductal Gray (PAG).
The PAG is a thin long midbrain structure located around the cerebral aqueduct (Bandler, Keay, Floyd, & Price, 2000) . Comparative studies suggest that the PAG is functionally segregated. For example, while fight processes are mediated by the rostral PAG, flight processes are modulated by the caudal PAG. Neuroanatomical studies support this conjecture, showing that exposure to a predator increases Fos expression (i.e., immediate gene expression) in the rostral dorsomedial/dorsolateral PAG (dm/dlPAG). Freezing behaviour is thought to be mediated by the central nucleus of the amyg dala (CeA; see Figure 2 ) through its projections to the ventral PAG (Blanchard & Blanchard, 1990a , 1990b Comoli, Ribeiro-Barbosa, & Canteras, 2003; Fanselow, 1991 Fanselow, , 1994 . Evidence also shows that a microinjection of excitatory amino acids in the lateral or dorsal PAG results in heightened threat perception and opioid dependent analgesia (see Comoli et al., 2003) . During the socalled circa-strike phase (i.e., direct interaction between predator and prey), increased activity is also seen in the dorsal PAG and superior colliculus (Fanselow, 1994) . These systems are increasingly activated with predatory imminence (Blanchard & Blanchard, 1990a , 1990b Fanselow, 1994; Mobbs, Petrovic, et al., 2007) .
In addition to its role in the detection of threat in predation, research is starting to emerge suggesting that the PAG is also involved in predatory behaviour itself. Predation is characterized by activity in several distinct regions, including the rostral lateral PAG, amygdala, prefrontal cortex, and striatum. Recent empirical work suggests that inhibition of the rat rostrolateral PAG via injections of morphine results in decreased maternal behaviour and increased predatory hunting of live cockroaches (Sukikara et al., 2006) . Others have shown decreased Fos expression in the rostral dm/dlPAG to be associated with predation (Comoli et al., 2003) , while lesions, and injections of Naloxone, an opioid antagonist, to the rostral lateral PAG impair predatory hunting (Sukikara et al., 2006) . One theory is that the PAG is involved in adaptive behavioural responses, although the amygdala and orbital prefrontal cortex are likely to play a key role in integration of preymotivational values. Importantly, predation is exciting, arousing, and highly rewarding. Given its hedonic nature, predation is likely characterized by activity in reward-seeking systems.
These different fear and hedonic states have not been described in detail in humans although some theoretical attempts have been made (Lang, Davis, & Ohman, 2000) . What is known in humans is that pain anticipation and analgesia are likely to engage the ACC (Wager et al., 2004) which in turn interacts with brainstem nuclei including the PAG; both are regions with high-densities of opioid receptors (Petrovic et al., 2002) . Previous studies have also shown how the PAG is evoked during the anticipation of pain (Berns et al., 2006) .
With animal models in mind, Deakin and Graeff-and later, McNaughton and Corr-proposed that the intensity of threat is associated with a cascade of neural systems which begin in the PFC when the threat is distant, and as the threat increases (e.g., grows closer) a shift to subcortical regions is made (Deakin & Graeff, 1991; McNaughton & Corr, 2004) .
Overview
In summary, contemporary neuroscience has offered reasonable support for MacLean's claims about brain regions crucially involved in emotion; in particular, the amygdala, hypothalamus, cingulate cortex, insular, and the prefrontal cortex. However, it is increasingly apparent that affect cannot be cleanly separated from other cognitive processes and that a range of other regions not originally envisaged in the limbic system framework are also importantly involved in emotion. The pervasiveness of the brain's involvement with the processing of affect interfaces with the increasing need to understand how the different brain regions interact. We consider aspects of this question in the next section on affective systems in the brain.
Single, Dual, or Multiple Emotion Systems?
Frameworks of the functional neuroanatomy of emotion range from single-system models, in which the same neural system underlies all emotions, to multiple-system models, which propose a combination of some common brain systems across all emotions, allied with separable regions dedicated more closely to the processing of certain individual emotions such as fear, disgust and anger.
Single-System Models
The accounts discussed earlier proposed by Cannon and Bard, Papez, MacLean and, to some extent, Damasio, are all good examples of single-system models. A further example is the "right-hemisphere hypothesis" originally proposed by Mills in (1912) and expanded by Sackeim, Gur, & Saucy, 1978) and others (Schwartz, Ahern, & Brown, 1979; Schwartz, Davidson, & Maer, 1975) . In its simplest form, this hypothesis emphasized a specialized role of the right hemisphere in all aspects of emotion processing , though more refined views have proposed that hemispheric specialization is restricted to the perception and expression of emotion, rather than its experience (Adolphs, Damasio, Tranel, & Damasio, 1996) .
Dual-System Models
Davidson's approach/withdrawal model is related to the righthemisphere hypothesis, with the emphasis in this case being on differential contributions of the left and right hemispheres to approach and withdrawal emotions, respectively (Davidson, 1984a (Davidson, , 1984b . Other dual-system theorists, beginning with Schneirla in 1959, have proposed that emotions can be broken down into approach and withdrawal components, and have used different terminology and proposed different neuroanatomical substrates for each component; for example, behavioural activation and behavioural inhibition systems (Cloninger, 1987; Gray, 1982) ; approach and withdrawal systems (Davidson, Ekman, Saron, Senulis, & Friesen, 1990) ; and appetitive and aversive systems (Lang, Bradley, & Cuthbert, 1990) . Finally, Rolls proposed a dual-system approach that conceptualizes emotions in terms of states elicited by positive (rewarding) and negative (punishing) instrumental reinforcers, within a dimensional space (Rolls, 1990 (Rolls, , 1999 .
Multiple-Systems Models
Other theorists, inspired by the prototypical work of Darwin (Darwin, 1872 (Darwin, /1965 , have proposed that a small set of discrete emotions are underpinned by relatively separable neural systems in the brain (Adolphs et al., 1994 (Adolphs et al., , 1999 Bechara et al., 1995; Calder et al., 1996; Schmolck & Squire, 2001; Scott et al., 1997) . Some of the key research in support of this multi-system view has come from human lesion studies and from functional neuroimaging. We have mentioned above a number of studies linking the processing of fear to the amygdala. Similar studies have emerged with respect to disgust. Phillips and colleagues used fMRI to show that perception of facial expressions of disgust was associated with activation in the anterior insular cortex (Phillips et al., 1997) . This is consistent with early work by Penfield and Faulk in 1955 indicating that electrical stimulation of the insula in humans produced sensations of nausea and unpleasant tastes and sensation in the stomach. Following this up, Calder and colleagues reported a patient with left hemisphere damage affecting the insula and basal ganglia, including the striatum. The patient showed a clear selective impairment in recognizing both facial and vocal signals of disgust, and impaired experience of disgust (Calder et al., 2000) . Similar findings have been reported in patients with Huntington's disease (Sprengelmeyer et al., 1996) -a condition that affects the striatum-and in carriers of the Huntington's disease gene (Gray, Young, Barker, Curtis, & Gibson, 1997) .
There has been relatively little work on the neural substrates of other emotions (Calder et al., 2004) and recent meta-analyses show that the clearest support is for separable neural substrates for fear and disgust, focusing on the amygdala and insula/basal ganglia respectively (Murphy et al., 2003; Phan et al., 2002) , with other brain regions, notably the PFC and ACC, being activated for all emotions (see above). However, these proposals concerning separable neural regions underpinning different basic emotions remain the focus of considerable debate (Barrett, 2006a) .
Possible Future Directions in Affective Neuroscience
A historical analysis of the development of affective neuroscience reveals that many more brain regions than initially supposed are involved in the processing of emotion and mood. In many ways this mirrors developments at the psychological level of explanation, where there is an increasing understanding of the pervasive influence of emotions on all forms of psychological processing. This has led some to question whether classic distinctions between cognition and emotion should be retained within both psychology and neuroscience (Pessoa, 2008) . This notwithstanding, an impressive body of knowledge is accumulating about the roles of individual regions of the brain, such as the amygdala, in emotion processing. However, there is less consistency, and little hard empirical data, about the detailed interactions of these regions as part of a broader emotion system. A key challenge for the future is to address these issues.
Related to this is the challenge of integrating psychological models of emotion with neuroscientific models. At the psychological level of explanation, there are multiple routes to the generation of emotion-some reflecting "automatic" or conditioned emotional responses and some representing emotions derived from online appraisals of current circumstances (Dalgleish, 2004; Izard, 1993) . There is a relative paucity of discussion and research on the underlying neural basis of appraisal-driven emotions and this is an important research question if any rapprochement between neural and psychological levels of explanation is to be achieved.
The conscious experience of emotion is clearly a crucial feature and has been the focus of recent influential theoretical papers (Barrett, 2006b; Dalgleish & Power, 2004; Lambie & Marcel, 2002; Panksepp, 2005) . There has been little theory or research on the underlying neural substrates of emotion experience, with the exception of the work of Richard Lane discussed earlier, and this is likely to be a focus of ongoing efforts.
The interaction of affect with other domains of psychology, as well as other disciplines, is also likely to feature significantly on the future research agenda; for example, the interplay of affective neuroscience and social psychology-so-called social affective neuroscience (Ochsner & Lieberman, 2001 )-and the dialogue between affective neuroscience and economics (Glimcher & Rustichini, 2004) .
Future progress in affective neuroscience will depend on the emergence of new technologies and methods. Functional brain imaging has transformed the field in the last 10 years and the advent of high-field MRI (up to 11 Teslas) will provide far greater spatial resolution, for example allowing for better discrimination between nuclei in the midbrain, striatum and amygdala. Relatively new forms of imaging such as diffusion tensor imaging (DTI), enabling noninvasive tracing of white matter tracts, and Magnetoencephaolograpy (MEG), providing millisecond accuracy in examining the timing of affective processes, will lead to further leaps in our understanding. Similarly, real time brain imaging (Posse et al., 2003) that permits examination of brain activity concurrently with behaviour has exciting potential providing the possibility of real time feedback from the brain as a stimulus for behaviour regulation (Caria et al., 2007) . Another relatively recent methodology with considerable potential is transcranial magnetic stimulation (TMS)-a technique that enables a researcher or clinician to temporarily activate or deactivate specific regions of cortex and to observe the behavioural or neural consequences. These advances will be complemented by more research utilizing multiple methodologies, integrating functional imaging, pharmacology, TMS, psychophysiology, and cognitive psychology. In particular, the emerging field of behavioural genetics is likely to greatly enhance our understanding of mechanisms involved in the generation and regulation of affect (Hariri et al., 2002) . For example, genetic variations in COMT and the serotonin transporter gene have already been linked to activation in the key neural circuitry for affect regulation when processing aversive stimuli (e.g. Hariri et al., 2002; Montag et al., 2008; Smolka et al., 2005; Smolka et al., 2007) , particularly fearful material. Similarly, variations in CREB1 have been linked to activation of the insular in response to negative stimuli (Perlis et al., 2008) . The combination of neuroimaging with such genetic measures seems a particularly fruitful avenue for more clearly accounting for individual differences in affective responding.
Beyond technical advances, affective neuroscience has been at the forefront of recent neuroethical arguments associated with the legal system. Affective neuroscience may have important implications for both how we understand the multiple influences on violent behaviour and how the legal system may better engage with violent criminals (Mobbs, Lau, Jones, & Frith, 2007) . Indeed, studies are beginning to show that different types of crimes are associated with different parts of the brain's emotion systems (Markowitsch, 2008) .
The main focus of this review has been on so-called "normal" emotions. However, there is an increasing interest in the neural substrates of abnormal emotion states (Davidson, Putnam, & Larson, 2000) and of psychiatric disorders such as depression (Mayberg, 1997) , as well as the neural correlates of individual differences in normal emotions, for example, variations in "affective style" (Davidson, 1993) . Similarly, there is also an increasing recognition of the need to better understand the generation and regulation of positive, as well as negative, affect (for reviews see Berridge & Kringelbach, 2008; Burgdorf & Panksepp, 2006) . These issues will surely come further into the spotlight in the decades to come.
Note
1 A review of this kind inevitably focuses on selective aspects of the literature. We mention only in passing neurochemistry and molecular biology studies relevant to affective neuroscience. We also do not consider the extensive literature on the relationship between emotion, stress, and the neuro-immuno axis that has emerged from Selye's pioneering work (for a recent review see Goldstein & Kopin, 2007) . Similarly, while we have concentrated on contemporary studies on human samples, we acknowledge it continues to be important to integrate findings across species to fully account for emotional phenomena (e.g., Panksepp, 1998) .
