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ON STRONG SOLUTIONS OF ITOˆ’S EQUATIONS WITH
A∈W 1d AND B∈ Ld
N.V. KRYLOV
Abstract. We consider Itoˆ uniformly nondegenerate equations with
time independent coefficients, the diffusion coefficient in W 1d,loc , and
the drift in Ld. We prove the unique strong solvability for any starting
point and prove that as a function of the starting point the solutions are
Ho¨lder continuous with any exponent < 1. We also prove that if we are
given a sequence of coefficients converging in an appropriate sense to the
original ones, then the solutions of approximating equations converge to
the solution of the original one.
1. Introduction
Let Rd be a d−dimensional Euclidean space of points x = (x1, ..., xd)
with d ≥ 3. Let (Ω,F , P ) be a complete probability space, let {Ft} be
an increasing filtration of σ-fields Ft ⊂ F , that are complete. Let wt be a
d1-dimensional Wiener process relative to {Ft}, where d1 ≥ d.
Assume that on Rd we are given Rd-valued Borel functions b, σk = (σik),
k = 1, ..., d1. We are going to fix x0 ∈ Rd and investigate the equation
xt = x0 +
∫ t
0
σk(xs) dw
k
s +
∫ t
0
b(xs) ds, (1.1)
where and everywhere below the summation over repeated indices is under-
stood.
We are interested in the so-called strong solutions, that is solutions such
that, for each t ≥ 0, xt is Fwt -measurable, where Fwt is the completion of
σ(ws : s ≤ t). We present sufficient conditions for the equation to have a
strong solution and also for the solution to be unique (strong uniqueness).
A very reach literature on the weak uniqueness problem for (1.1) is beyond
the scope of this article.
After the classical work by Itoˆ showing that there exists a unique strong
solution of (1.1) if σk and b are Lipschitz continuous (may also depend on
time and ω), many efforts were applied to relax these Lipschitz conditions.
In case d = d1 = 1 T. Yamada and S. Watanabe [26] relaxed the Lips-
chitz condition on σ to the Ho¨lder (1/2)-condition (and even slightly weaker
condition) and kept b Lipschitz (slightly less restrictive). Much attention
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was payed to equations with continuous coefficients satisfying the so-called
monotonicity conditions (see, for instance, [8] and the references therein).
T. Yamada and S. Watanabe [26] also put forward a very strong theo-
rem, basically, saying that strong uniqueness implies the existence of strong
solutions. Unlike the present paper, the majority of papers on the subject
after that time are using their theorem. S. Nakao ([18]) proved the strong
solvability in time homogeneous case if d = d1 = 1 and σ is bounded away
from zero and infinity and is locally of bounded variation. He also assumed
that b is bounded, but from his arguments it is clear that the summability
of |b| suffices. In this respect his result shows that our results are also true
if d = 1. However, the general case that d = 2 is quite open.
A. Veretennikov seems to be the first who in [24] not only proved the
existence of strong solutions in the time inhomogeneous multidimensional
case when b is bounded, but also considered the case of σk in Sobolev class,
namely, σkx ∈ L2d,loc . He used A. Zvonkin’s method (see [29]) of transforming
the equation in such a way that the drift term disappears. X. Zhang in [27]
considered time inhomogeneous equations under some conditions which for
the time homogeneous case (our case) become σkx, b ∈ Lp with p > d. For
more detailed information on the time inhomogeneous case we refer the
reader to [27], [28], and the references therein.
Even the case when the σk’s are constant and the process is nondegenerate
attracted very much attention especially in the time inhomogeneous setting.
We discuss some of the results in the particular case of b independent of t.
M. Ro¨ckner and the author in [15] proved, among other things, the existence
of strong solutions when b ∈ Lp with p > d. If b is bounded A. Shaposhnikov
([21], [22]) proved the so called path-by-path uniqueness, which, basically,
means that for almost any trajectory wt there is only one solution (adapted
or not). This result was already announced by A. Davie before with a very
entangled proof which left many doubtful.
In a fundamental work by L. Beck, F. Flandoli, M. Gubinelli, and M. Mau-
relli ([3]) the authors investigate such equations from the points of view of
Itoˆ stochastic equations, stochastic transport equations, and stochastic con-
tinuity equations. Their article contains an enormous amount of information
and a vast references list. We compare only those of their results which have
counterparts in the present article. In what concerns our situation they re-
quire (σk constant and the process is nondegenerate) b ∈ Lp,loc with p > d
or p = d but ‖b‖Lp to be sufficiently small and they prove strong solvability
and strong uniqueness (actually, path-by-path-uniqueness which is stronger)
only for almost all starting points x. We assume that σkx, b ∈ Ld and for
uniformly nondegenerate and bounded σk prove that, for any x, equation
(1.1) has a unique strong solution.
Our approach is absolutely different from all articles mentioned above and
all articles which one can find in their references. We do not use Yamada-
Watanabe theorem or transformations of the noise. Instead, our method is
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based on an analytic criterion for the existence of strong solutions which
first appeared in [25].
Simple examples of equations for which we prove the existence of unique
strong solutions are
dxt =
(
2+Ixt 6=0ζ(xt) sin(ln | ln |xt|)
)
dwt, dxt = dwt+ζ(xt)(|xt| ln |xt|)−1 dt,
where ζ is any smooth function vanishing for |x| > 1/2 satisfying |ζ| ≤ 1
and l is any vector in Rd. Observe that in the first equation the diffusion
coefficient is discontinuous at the origin.
We conclude the introduction by some notation. We set ux = Du to be
the gradient of u, uxx to be the matrix of its second-order derivatives,
Dxi = Diu = uxi =
∂
∂xi
u, uxiηj = Dxiηju = DxiDηju,
∂tu =
∂
∂t
u u(ξ) = ξ
iuxi .
If σ(x) = (σi(x)) is vector-valued (column-vector), by σx we mean the matrix
whose ijth element is σixj . If c is a matrix (in particular, vector), we set
|c|2 = trcc∗ (= trcc¯∗ if c is complex-valued).
For p ∈ [1,∞) by Lp we mean the space of Borel (perhaps complex-
vector- or matrix-valued) functions on Rd with finite norm given by
‖f‖pLp =
∫
Rd
|f(x)|p dx.
By W 2p we mean the space of Borel functions u on R
d whose Sobolev deriva-
tives ux and uxx exist and u, ux, uxx ∈ Lp. The norm in W 2p is given by
‖u‖W 2p = ‖uxx‖Lp + ‖u‖Lp .
Similarly W 1p is defined. As usual, we write f ∈ Lp,loc if fζ ∈ Lp for any
ζ ∈ C∞0 (= C∞0 (Rd)). Similarly W ··,loc are defined.
If a Borel Γ ⊂ Rd, by |Γ| we mean its Lebesgue measure. Finally,
BR(x) = {y ∈ Rd : |x− y| < R}, BR = BR(0).
2. Main results
Set aij = σikσjk, a = (aij). Fix numbers δ ∈ (0, 1) and ‖b‖, ‖σkx‖ ∈ (0,∞).
Assumption 2.1. We have
δ−1|λ|2 ≥ aij(x)λiλj ≥ δ|λ|2 (2.1)
for all λ, x ∈ Rd. Also
‖b‖Ld ≤ ‖b‖.
Assumption 2.2. For any k we have σk ∈W 1d,loc and
‖σkx‖Ld ≤ ‖σkx‖.
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Theorem 2.3. Under the above assumptions, for any x0 ∈ Rd, equation
(1.1) has a strong solution xt. If yt is also a solution of (1.1), then with
probability one xt = yt for all t.
Theorem 2.4. Under the above assumptions suppose that we are also given
sequences σk(n), b(n), n = 1, 2..., k = 1, ..., d1, of functions having the same
meaning as σk, b and satisfying Assumptions 2.1 and 2.2 with the same δ,
‖b‖ and ‖σkx‖. Assume that b(n) → b and σkx(n) → σkx in Ld as n → ∞
and we are given a sequence x(n) → x0. Finally, let σk(n) → σk (a.e.) as
n→∞. Then for any m,T ∈ (0,∞)
lim
n→∞
E sup
t≤T
|xt(n, x(n))− xt|m = 0,
where xt(n, x(n)) are the solutions of (1.1) in which x0, σ
k, and b are re-
placed by x(n), σk(n), and b(n), respectively.
Theorem 2.5. Under the above assumptions, there is a function xt(x) =
xt(ω, x) which for x = x0 is a solution of (1.1) and for each α < 1 and ω
is α-Ho¨lder continuous with respect to x and (α/2)-Ho¨lder continuous with
respect to t on each set [0, T ]× B¯R, T,R ∈ (0,∞).
Remark 2.6. The main emphasis of the article is to treat the case that
b ∈ Ld. It is known (see, for instance, [2] [12]) that, even if d1 = d and (σk)
is a unit matrix, there are cases when b ∈ Ld−ε for any ε ∈ (0, 1), but not
for ε = 0, and there are no solutions of (1.1).
However, our results are new also if b is bounded or b ≡ 0. In that case
the arguments are not so technically involved and allow any d ≥ 1 rather
than d ≥ 3. In Remark 5.10 we show an example with b ≡ 0 and σk ∈ Ld−ε
for any ε ∈ (0, 1), but not for ε = 0, when there are no strong solutions. In
this regard Assumption 2.2 seems to be optimal.
The rest of the article is organized as follows. As we mentioned above
our main tool is an analytic criterion for the existence of strong solutions.
To derive it we develop necessary facts from the theory of semigroups gen-
erated by elliptic operators in Section 3. Then in Section 4 we relate the
semigroup from Section 3 to the semigroup of the corresponding Markov
diffusion process. In Section 5 we derive our analytic criterion. Section 6
is devoted to some estimates of the series involved in the criterion when σk
and b are smooth. In Sections 7, 8, and 9 we prove Theorems 2.3, 2.4, and
2.5, respectively.
3. An analytic semigroup
In this section Assumption 2.1 is supposed to be satisfied but Assump-
tion 2.2 is replaced with a weaker Assumption 3.5 which comes after some
discussion.
Introduce the uniformly elliptic operators
Lu(x) = (1/2)aij(x)uxixj(x) + b
i(x)uxi(x),
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L0u(x) = (1/2)a
ij(x)uxixj (x)
acting on functions given on Rd.
Denote
osc (a,Bρ(x)) = |Bρ|−2
∫
y,z∈Bρ(x)
|a(y)− a(z)| dydz,
a#r = sup
x∈Rd
sup
ρ<r
osc (a,Bρ(x)).
Here is a consequence of Theorem 1 of [6]. We are dealing with complex-
valued functions and denote Rd+1 = {(x0, x1, ..., xd) : xk ∈ R}.
Lemma 3.1. For any p ∈ (1,∞) and ε ∈ (0, 1] there exists θ0 = θ0(d, δ, ε, p)
such that, if there is r0 > 0 for which a
#
r0 ≤ θ0, then there exist λ0 ≥ 1, N0,
depending only on d, δ, ε, p, r0, such that, for any u ∈W 2p and λ ≥ λ0,
d∑
r,s=0
‖Drsu‖Lp(Rd+1) + λ‖u‖Lp(Rd+1)
≤ N0‖L0u± εiD20u− (1± εi)λu‖Lp(Rd+1). (3.1)
Proof. As is easy to see, Theorem 1 of [6] is applicable to the operator
Mu := (1± εi)−1(L0u± εiD20u) and it yields an estimate for
u ∈W 1,2p ((−∞, 0)× Rd+1) = {u ∈ Lp((−∞, 0) × Rd+1) : ∂tu,
ux, uxx ∈ Lp((−∞, 0) × Rd+1)}
similar to (3.1) where Rd+1 is replaced with (−∞, 0) × Rd+1 and L0u ±
εiD20u− (1 ± εi)λu is replaced with Mu − ∂u/∂t − λu. By substituting in
this estimate u(x)et, we get (3.1) and the lemma is proved.
Remark 3.2. Without introducing the new coordinate, Theorem 1 of [6]
implies that in Lemma 3.1 one can replace (3.1) with
d∑
r,s=1
‖Drsu‖Lp + λ‖u‖Lp ≤ N0‖L0u− λu‖Lp (3.2)
valid for any u ∈W 2p and λ ≥ λ0(d, δ, p, r0) with N0 = N0(d, δ, p, r0) as long
as a#r0 ≤ θ0(d, δ, p). Since ‖L0u − λu‖Lp ≤ ‖L0u − µu‖Lp + |λ − µ| ‖u‖Lp ,
estimate (3.2) easily implies that in the same situation
d∑
r,s=1
‖Drsu‖Lp + |µ| ‖u‖Lp ≤ 2N0‖L0u− µu‖Lp (3.3)
as long as |µ| ≥ λ0 and |ℑµ| ≤ 2ε0ℜµ, where ε0 = ε0(d, δ, p, r0) > 0.
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Lemma 3.3. For any p ∈ (1,∞) there exists θ0 = θ0(d, δ, p) such that, if
there is r0 > 0 for which a
#
r0 ≤ θ0, then there exist λ0 ≥ 1, N0, depending
only on d, δ, p, r0, such that, for any u ∈W 2p and complex λ such that ℜλ ≥
λ0,
d∑
r,s=1
‖Drsu‖Lp + |λ|‖u‖Lp) ≤ N0‖L0u− λu‖Lp . (3.4)
Proof. We use an idea from [1]. Take a nonnegative ζ ∈ C∞0 (R) such that
ζp has unit integral, u ∈W 2p , and plug into (3.1) the function u(x)eiµx0ζ(x0)
and ε = ε0. Then we get for λ ≥ λ0 and µ ∈ R that
d∑
r,s=1
‖Drsu‖Lp + (λ+ µ2)‖u‖Lp −N(1 + |µ|)‖u‖Lp
≤ N‖L0u−
[
(1± ε0i)λ± ε0iµ2
]
u‖Lp +N(1 + |µ|)‖u‖Lp . (3.5)
Now take λˆ such that ℜλˆ ≥ λ0. If |ℑλˆ| ≤ 2ε0ℜλˆ, we have (3.4) with λˆ in
place of λ thanks to (3.3).
If ℑλˆ ≥ 2ε0ℜλˆ set λ = ℜλˆ, ε0µ2 = ℑλˆ− ε0λ. Then
|λˆ|2 ≤ ((2ε0)−2 + 1)(ℑλˆ)2, µ2 ≤ ε−10 ℑλˆ ≤ ε−10 |λˆ|, λ+ µ2 = ε−10 ℑλˆ
and (3.5) with upper signs yields
d∑
r,s=1
‖Drsu‖Lp + |λˆ| ‖u‖Lp ≤ N‖L0u− λˆu‖Lp +N(1 + |λˆ|1/2)‖u‖Lp .
By increasing λ0 we absorb the last term on the right into the left-hand side
for ℜλˆ ≥ λ0 and we come to (3.4) with λˆ in place of λ if ℑλˆ ≥ 0. The case
of ℑλˆ ≤ 0 is treated by using (3.5) with lower signs. The lemma is proved.
The argument in the second part of Remark 3.2 also allows us to deduce
from Lemma 3.3 the following.
Lemma 3.4. Lemma 3.3 holds true if we replace the restriction ℜλ ≥ λ0
in it with λ ∈ Γ, where Γ = {ℜλ ≥ λ0} ∪ {ε0|ℑλ| ≥ −ℜλ+ µ0}, with ε0 > 0
and µ0 > 0 which depend only on d, δ, p, r0.
In the rest of the section we impose the following.
Assumption 3.5 (p, r0). We have a
#
r0 ≤ θ0(d, δ, p), where θ0 is taken in a
way to accommodate Lemmas 3.3 and 3.4.
Remark 3.6. It is well known that if ax ∈ Ld, then a#r0 → 0 as r0 ↓ 0.
Therefore, Assumption 3.5 is weaker than Assumption 2.2.
On the basis of Lemma 3.4 we can repeat what was done in [14] and
obtain the first part of the following result about the full operator L.
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Theorem 3.7. Let p ∈ (1, d). Then under Assumptions 2.1 and 3.5 there
exist λ0 ≥ 1, N0, depending only on d, δ, p, r0, and νb (introduced below),
such that, for any u ∈W 2p and λ ∈ Γ,
d∑
r,s=1
‖Drsu‖Lp + |λ|‖u‖Lp ≤ N‖Lu− λu‖Lp , (3.6)
where νb is defined by the condition
N1‖bI|b|≥νb‖Ld ≤ 1
with a constant N1 = N1(d, δ, r0, p). Furthermore, for any λ ∈ Γ and f ∈ Lp
there is a unique u ∈W 2p such that λu− Lu = f .
The “existence” part of this theorem, as usual, is proved by the method
of continuity.
Denote by Rλf the solution u from Theorem 3.7. Then the fact that the
norm of Rλ as an operator in Lp decreases as N/|λ| for λ ∈ Γ allows us
to use the well-known construction introduced by Hille ([4]). We use the
following facts which the reader can find, for instance, in [19]. For complex
t in the sector S := {|ℑt| < ε0ℜt} with ε0 from Lemma 3.4 set
Tˆt =
1
2pii
∫
∂Γ
etzRz dz, (3.7)
where the integral is taken in a counter clockwise direction. Below in this
section
p ∈ (1, d).
Theorem 3.8. (i) Formula (3.7) defines Tˆt in S as an analytic semigroup
of bounded operators in Lp with norms bounded by a constant, depending
only on ε, d, δ, p, r0, and νb, as long as t ∈ {|ℑt| ≤ εℜt, |t| ≤ (ε0 − ε)−1} for
any given ε < ε0;
(ii) The infinitesimal generator of this semigroup is L with domain W 2p ;
(iii) For g ∈W 2p the function Tˆtg(x) is a unique solution of the problem
∂tu(t, x) = Lu(t, x), t > 0, lim
t↓0
‖u(t, ·) − g‖Lp = 0
in the class of u such that u(t, ·) ∈W 2p and (strong Lp-derivative) ∂tu(t, ·) ∈
Lp for each t > 0;
(iv) For any T ∈ (0,∞) there is a constant N , depending only on T, d,
δ, p, r0, and νb, such that for each t ∈ (0, T ] and f ∈ Lp
‖Tˆtf‖W 2p ≤
N
t
‖f‖Lp , ‖DTˆtf‖Lp ≤
N√
t
‖f‖Lp . (3.8)
Actually, the second estimate in (3.8) is not to be found explicitly in
[19] but it follows by interpolation from the first one and the fact that
‖Tˆtf‖Lp ≤ N‖f‖Lp .
We will also need a stability result before which we make the following.
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Remark 3.9. Let d > p > d/2 and f ∈ W 2p . Then Tˆtf ∈ W 2p and by
embedding theorems Tˆtf has a modification that is bounded and continuous
in x, which we still call Tˆtf . Also (λ−L)Tˆtf = Tˆt(λ−L)f → (λ−L)Tˆsf in Lp
as t → s. Hence, Tˆtf → Tˆsf in W 2p , which by embedding theorems implies
that Tˆtf(x) → Tˆsf(x) uniformly on Rd. Therefore, Tˆtf(x) is a bounded
continuous function on [0, T ]× Rd for any T ∈ (0,∞).
Moreover, by embedding theorems, if u ∈W 2p , then for any x ∈ Rd
|u(x)| ≤ N(‖uxx‖Lp + ‖u‖Lp),
where N = N(d, p). By substituting here u(cx) in place of u(x) and taking
minimum of the right-hand side with respect to c > 0 we come to the well-
known estimate
|u(x)| ≤ N‖uxx‖d/(2p)Lp ‖u‖
1−/(2p)
Lp
.
Applying this and (3.8) yields that for t ≤ T and any x ∈ Rd
|Tˆtf(x)| ≤ N
td/(2p)
‖f‖Lp , (3.9)
where N depends only on T, d, δ, p, r0, and νb.
Theorem 3.10. Let d > p > d/2 and let an, bn, n = 1, 2, ..., have the
same meaning as a, b, respectively. Suppose that, for each n, they satisfy
Assumptions 2.1 (with the same δ, ‖b‖) and 3.5 (p, r0) (with the same θ0).
Assume that an → a (a.e.) and bn → b in Ld as n→∞. Denote by Tˆ nt the
semigroups constructed on the basis of (3.7) when Rz is replaced with R
n
z
that is the inverse operator to z−Ln, where Ln = (1/2)aijnDij+ binDi. Then
for any t > 0 and f ∈ Lp we have Tˆ nt f → Tˆtf in W 2p and, hence, uniformly
on Rd as n→∞.
Proof. It suffices to prove the convergence in W 2p and formula (3.7) and
estimate (3.6) and the dominated convergence theorem show that it suffices
to prove that ‖Rnz f −Rzf‖W 2p → 0 for z ∈ Γ. In light of (3.6)
‖Rnz f −Rzf‖W 2p ≤ N‖(z − Ln)(Rnz f −Rzf)‖Lp = N‖(L− Ln)Rzf‖Lp
≤ N‖ |an − a| |(Rzf)xx|‖Lp +N‖ |bn − b| |(Rzf)x|‖Lp ,
where the constants N are independent of n. In the last sum the first term
tends to zero by the dominated convergence theorem. Concerning the second
one, observe that by the Ho¨lder and Sobolev inequalities
‖ |bn − b| |(Rzf)x|‖Lp ≤ ‖bn − b‖Ld‖(Rzf)x‖Lpd/(d−p)
≤ N(d, p)‖bn − b‖Ld‖(Rzf)xx‖Lp .
Therefore, it also goes to zero and the theorem is proved.
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4. Relation of Tˆt to a diffusion process
Fix p ∈ [d0, d), where d0 = d0(d, δ) ∈ (d/2, d) is taken from [12], and
suppose that Assumptions 2.1 and 3.5 (p, r0) are satisfied.
Define Ω = C([0,∞),Rd) and for ω = ω· ∈ Ω define xt(ω) = ωt. Also
set Mt = Nt = σ(xs : s ≤ t). Let X = (xt,∞,Mt, Px) be a Markov
process corresponding to the operator L constructed in [12] (we need only
Assumptions 2.1 for that). We know from [12] that, for each x0 ∈ Rd, with
Px0-probability one
xt = x0 +
∫ t
0
√
a(xs) dBs +
∫ t
0
b(xs) ds, (4.1)
where Bt is a d-dimensional Wiener process on Ω relative to N x0t that are
the completions of Nt with respect to Px0 .
Lemma 4.1. There is an extension of the probability space (Ω, Nx0∞ , Px0)
that carries a d1-dimensional Wiener process wt such that the above xt sat-
isfies (1.1).
Proof. Enlarge the probability space (Ω, Nx0∞ , Px0) in such a way that
it will carry a d1-dimensional Wiener process Bˆt the first d coordinate of
which coincide with those of Bt. Then introduce σˆ
k = a−1/2σk and observe
that, for each x, the vectors ξi(x) = (σˆ
i1(x), ..., σˆid1(x)), i = 1, ..., d, are
orthogonal to each other and have unit length. By using the Gram-Schmidt
procedure it is not hard to complement them in such a way that ξi(x),
i = 1, ..., d1, are orthogonal to each other, have unit length, and are Borel
with respect to x. In that case the matrix Q(x), having as rows the ξi(x)’s,
is orthogonal and
wt :=
∫ t
0
Q∗(xs) dBˆs
is a d1-dimensional Wiener process. After that it only remains to note that
σˆkQrk = erIr≤d, where er is the rth basis vector, so that
σk(xs) dw
k
s = a
1/2(xs)σˆ
k(xs)Q
rk(xs) dBˆ
r
s = a
1/2(xs) dBs.
The lemma is proved.
We know from [14] that under Assumption 3.5 (p, r0) solutions of (1.1)
are weakly unique and therefore talking about the properties of solutions of
(1.1) we may use some results from [13] about the process X.
The following result regarding X is taken from [13].
Lemma 4.2. Denote
Ttf(x) = Exf(xt).
Then (Theorem 4.8 of [13]) for any q ≥ d0 there are constants N and µ > 0,
depending only on d, q, δ, and ‖b‖, such that for any Borel nonnegative f
given on Rd and t > 0 we have
Ttf(0) ≤ Nt−d/(2q)‖Φtf‖Lq , (4.2)
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where Φt(x) = exp(−µ|x|/
√
t). Furthermore (Corollary 4.9 of [13]), for
q ≥ d0 such that q > d/2+1 there exists a constant N = N(q, d, δ, ‖b‖) such
that for any T ∈ (0,∞) and nonnegative Borel f(t, x) given on [0, T ] × Rd
we have
E0
∫ T
0
f(t, xt) dt ≤ NT (q−1)/q−d/(2q)‖ΦT f‖Lq([0,T ]×Rd). (4.3)
Finally (Lemma 6.4 of [13] and (4.2)), Ttf(x) is a continuous (even locally
Ho¨lder continuous) function of (t, x) ∈ (0,∞)× Rd if f ∈ Lq with q ≥ d0.
Note that if u ∈ W 1,2q ([0, T ] × Rd) and q > d/2 + 1, then u has a modifi-
cation which is bounded and continuous on [0, T ] × Rd. Therefore, talking
about u of class W 1,2q ([0, T ]× Rd) we will always mean this modification.
Theorem 4.3 (Itoˆ’s formula). Let q ≥ d0 and q > d/2 + 1, and let u ∈
W 1,2q ([0, T ] × Rd). Then with probability one for all t ∈ [0, T ] we have
u(t, xt) = u(0, x0) +
∫ t
0
(∂t + L)u(s, xs) ds+
∫ t
0
σikDiu(s, xs) dw
k
s , (4.4)
where the stochastic integral is a square integrable martingale on [0, T ] (and
xt is a solution of (1.1)).
This theorem is proved by using (4.3) in the same way as Theorem 1.3 of
[12] is proved on the basis of Theorem 2.6 of [12].
Recall that p ∈ [d0, d) and d0 ∈ (d/2, d), so that there are values of
p > d/2 + 1 since d ≥ 3.
Theorem 4.4. Let p > d/2 + 1, T ∈ (0,∞), and f ∈ Lp ∩ L2p. Then
(i) For each t > 0 and x ∈ Rd, we have Tˆtf(x) = Ttf(x);
(ii) For each t > 0, for solutions of (1.1), with probability one we have
f(xt) = Ttf(x0) +
∫ t
0
σikDiTt−sf(xs) dw
k
s , (4.5)
where σikDiTt−sf(x) =
(
σikDiTt−sf
)
(x) and similar notation is also used
below;
(iii) For each t > 0 and x ∈ Rd
Ttf
2(x) = (Ttf(x))
2 +
∑
k
∫ t
0
Ts
[(∑
i
σikDiTt−sf
)2]
(x) ds. (4.6)
Proof. If f ∈ W 2p , then u(s, x) := Tˆt−sf(x), s ≤ t, satisfies the condition
of Theorem 4.3 and we get (4.5) with Tˆ· in place of T· by that theorem. By
taking the expectations of both sides we get that Ttf(x0) = Tˆtf(x0). This
holds for any x0 and yields (4.5) as is. By taking the expectations of the
squares of both sides of (4.5) we obtain (4.6). Thus, all assertions of the
theorem are true if f ∈W 2p .
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Assertion (i) holds for any f ∈ Lp, which is seen from the fact that
according to embedding theorems and (4.2) both Tˆtf(x) and Ttf(x) are
bounded linear functionals on Lp and W
2
p is dense in Lp.
Then, as fn ∈W 2p tend to f in Lp ∩L2p, Tt−sfn → Tt−sf in W 2p for s < t
(see (3.8)). By embedding theorems (p ≥ d/2) DTt−sfn → DTt−sf in L2p
and in light of (4.2)
Ts
[(∑
i
σikDiTt−sf
n
)2]
(x)→ Ts
[(∑
i
σikDiTt−sf
)2]
(x)
for any 0 < s < t and x ∈ Rd. Furthermore, (fn)2 → f2 in Lp and, due to
(4.2), Tt(f
n)2(x)→ Ttf2(x). It follows by Fatou’s lemma (and (4.6)) that
Ttf
2(x) ≥ (Ttf(x))2 +
∑
k
∫ t
0
Ts
[(∑
i
σikDiTt−sf
)2]
(x) ds. (4.7)
Hence, the right-hand side of (4.5) is well defined. Furthermore,
E
∣∣∣
∫ t
0
σikDiTt−sf(xs) dw
k
s −
∫ t
0
σikDiTt−sf
n(xs) dw
k
s
∣∣∣2
=
∑
k
∫ t
0
Ts
[(∑
i
σikDiTt−s(f − fn)
)2]
(x0) ds
≤ Tt(f − fn)2(x0)− (Tt(f − fn)(x0))2,
where the inequality is due to (4.7). The last expression tends to zero, which
allows us to get (4.5) by passing to the limit in its version with fn in place
of f . After that (4.6) follows as above. The theorem is proved.
Remark 4.5. In light of Theorem 4.4 (i) estimate (4.2) is weaker in what
concerns the restriction on q than (3.9). However, (4.2) is proved for just
measurable σk.
5. A criterion for strong solutions of Itoˆ’s equations
In this section
p ∈ (d0, d), p > d/2 + 1
and we suppose that Assumptions 2.1 and 3.5 (p, r0) are satisfied.
Recall the setting from the beginning of the article. We are given a
complete probability space (Ω,F , P ) with an increasing filtration of σ-fields
Ft ⊂ F , that are complete. We are also given a d1-dimensional Wiener
process wt relative to {Ft}. Finally, for an x0 ∈ Rd we are given a solution
xt of (1.1). We know from Lemma 4.1 that such a situation is quite realistic
and we also know that the solution is weakly unique. In particular, it has
the same distributions as the process xt from Section 4 has relative to Px0
For further discussion we need the following, in which P is the σ-field of
predictable sets and B(0,∞) is the Borel σ-field in (0,∞).
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Lemma 5.1. Assume that for s, r ∈ (0,∞), ω ∈ Ω we are given a real-
valued function g(s, r) = g(s, r, ω), s ∈ (0,∞), (r, ω) ∈ (0,∞) × Ω which is
measurable with respect to B(0,∞)⊗ P and such that for each s
E
∫ ∞
0
g2(s, r) dr <∞.
Then there is a function ms,t = m(s, t, ω) on [0,∞)×
(
[0,∞)×Ω) measurable
with respect to B(0,∞)⊗P, continuous in t for each (s, ω) and such that for
each s it is martingale starting from zero and, moreover, for each s (a.s.)
for all t ≥ 0
ms,t =
∫ t
0
g(s, r) dwr. (5.1)
Proof. Introduce
Ωs = {ω :
∫ ∞
0
g2(s, r) dr <∞}, gˆ(s, r) = IΩsg(s, r),
Bt(s) =
∫ t
0
gˆ2(s, r) dr.
Observe that P (Ωs) = 1 so that Ωs ∈ F0. Also B∞(s) < ∞ for any s and
ω.
By Lemma 2.6 of [10] there exists a function ms,t on [0,∞)2 × Ω with
the properties described in the statement of the lemma but satisfying (5.1)
with gˆ in place of g. Since P (Ωs) = 1 the integrals of gˆ and g coincide with
probability one and the lemma is proved.
Remark 5.2. As we have noted if f ∈ Lp, then, for any t > 0, we have
Ttf ∈W 2p , and hence (p > d/2), DTtf ∈ Lp ∩ L2p. Therefore, we can apply
Theorem 4.4 and write that for any s < t (a.s.)
σikDiTt−sf(xs) = Ts(σ
ikDiTt−sf)(x0)
+
∫ s
0
σjmDjTs−r
(
σikDiTt−sf
)
(xr) dw
m
r . (5.2)
After that we want to substitute the result into (4.5) to get
f(xt) = Ttf(x0) +
∫ t
0
Ts(σ
ikDiTt−sf)(x0) dw
k
s
+
∫ t
0
(∫ s
0
σjmDjTs−r
(
σikDiTt−sf
)
(xr) dw
m
r
)
dwks . (5.3)
The formal objection to do that is that we should know that the integral
in (5.2) is, for instance, predictable as a function of (ω, s) and this may not
happen if we allow any version of the stochastic integral to be taken for each
s. However, set hk(s, x) = Is<tσ
ikDiTt−sf(x) and consider
Ik(s, u) =
∫ u
0
Ir<sσ
jmDjTs−rh
k(s, ·)(xr) dwmr . (5.4)
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This is the sum over m of stochastic integrals and
E
∫ ∞
0
Ir<s
∣∣∣∑
j
σjmDjTs−rh
k(s, ·)(xr)
∣∣∣2 dr
= E
∫ s
0
∣∣∣∑
j
σjmDjTs−rh
k(s, ·)(xr)
∣∣∣2 dr ≤ Ts
((
hk(s, ·))2)(x0),
where the inequality is due to (4.6). It follows from Lemma 5.1 that I(s, u) =
I(s, u, ω) has a version which we denote again I(s, u), that is continuous in
u for each s, ω and measurable with respect to B(0,∞) ⊗ P. Then Ik(s, s)
is predictable and we take this modification of the right-hand side of (5.4)
in the right-hand side of (5.3) thus justifying (5.3).
Then we want to repeat this procedure. Introduce
Qkt f(x) = σ
ik(x)DiTtf(x). (5.5)
In this notation (4.5) and (5.3) become, respectively,
f(xt) = Ttf(x0) +
∫ t
0
Qk1t−t1f(xt1) dw
k1
t1
;
f(xt) = Ttf(x0) +
∫ t
0
Tt1Q
k1
t−t1(x0) dw
k1
t1
+
∫ t
0
(∫ t1
0
Qk2t1−t2Q
k1
t−t1f(xt2) dw
k2
t2
)
dwk1t1 .
By induction we obtain that for any n ≥ 1 (a.s.) for all t ≥ 0 (t0 = t)
f(xt) = Ttf(x0)+
n∑
m=1
∫
t>t1>...>tm
TtmQ
km
tm−1−tm ·...·Qk1t−t1f(x0) dwkmtm ·...·dwk1t1
+
∫
t>t1>...>tn+1
Q
kn+1
tn−tn+1 · ... ·Qk1t−t1f(xtn+1) dw
kn+1
tn+1 · ... · dwk1t1 , (5.6)
where by the expressions like∫
t>t1>...>tm
::: dwkmtm · ... · dwk1t1
we mean ∫ t
0
dwk1t1
∫ t1
0
dwk2t2 ...
∫ tm−1
0
::: dwkmtm .
By taking expectations of the squares of the sides in (5.6) we conclude that
Ttf
2(x0) =
(
Ttf(x0)
)2
+
n∑
m=1
∫
t>t1>...>tm
[
TtmQ
km
tm−1−tm · ... ·Qk1t−t1f(x0)
]2
dtm · ... · dt1
+
∫
t>t1>...>tn+1
∑
k1,...,kn+1
Ttn+1
[
Qkntn−tn+1 ·...·Qk1t−t1f
]2
(x0) dtn+1 ·...·dt1. (5.7)
14 N.V. KRYLOV
In particular, the sequence of∫
t>t1>...>tn
∑
k1,...,kn
Ttn
[
Qkntn−1−tn · ... ·Qk1t−t1f
]2
(x0) dtn · ... · dt1
is decreasing.
Remark 5.3. It turns out that proving directly that each term in the right-
hand side of (5.7) is finite presents significant difficulties. However, observe
that, due to (3.8) and (4.2), for p ∈ (d0, d) and f ∈ Lp we have
∣∣TtmQkmtm−1−tm · ... ·Qk1t−t1f(x)
∣∣ ≤ N
t
d/(2p)
m (tm−1 − tm)1/2 · ... · (t− t1)1/2
‖f‖Lp ,
where N depends only on m, d, δ, ‖b‖, and νb. Furthermore,∫
t>t1>...>tm
1
t
d/(2p)
m (tm−1 − tm)1/2 · ... · (t− t1)1/2
dtm · ... · dt1 <∞.
Recall that Fwt is the completion of σ(ws : s ≤ t). Remark 5.2 allows us
to repeat literally some arguments in [25] and leads to the following results.
Theorem 5.4. Let f ∈ Lp ∩ L2p, t > 0. Then
E
(
f(xt) | Fwt
)
= Ttf(x0)
+
∞∑
m=1
∫
t>t1>...>tm
TtmQ
km
tm−1−tm · ... ·Qk1t−t1f(x0) dwkmtm · ... · dwk1t1 ,
where the series converges in the mean square sense.
For n ≥ 1, t > 0, and s1, ..., sn > 0 define
Qsn,...,s1f(x) =
∑
k1,...,kn
[
Qknsn · ... ·Qk1s1f
]2
(x). (5.8)
Theorem 5.5. Let f ∈ Lp ∩L2p, t0 > 0. Then f(xt0) is Fwt0-measurable iff
lim
n→∞
∫
t0>t1>...>tn
TtnQtn−1−tn,...,t0−t1f(x0) dtn · ... · dt1 = 0. (5.9)
Furthermore, under either of the above equivalent conditions
f(xt) = Ttf(x0)
+
∞∑
m=1
∫
t>t1>...>tm
TtmQ
km
tm−1−tm · ... ·Qk1t−t1f(x0) dwkmtm · ... · dwk1t1 . (5.10)
Theorem 5.6. If equation (1.1) has two solutions which are not indistin-
guishable, then it does not have any strong solution. In particular, if (1.1)
has at least one strong solution, then the solution is unique.
Theorem 5.7. If equation (1.1) has a strong solution on one probability
space then it has a strong solution on any other probability space carrying a
d1-dimensional Wiener process.
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Remark 5.8. By making the change of variables tk = sk+ ...+sn, k = 1, ..., n
we rewrite (5.9) as
lim
n→∞
∫
Sn(t0)
TsnQsn−1,...,s1,t0−(s1+...+sn)f(x0) dsn · ... · ds1 = 0, (5.11)
where Sn(t0) = {(s1, ..., sn) : sk ≥ 0, s1 + ...+ sn < t0}
The sequence under the limit sign in (5.11), call it un(t0), is decreasing
for any t0 (and x). Therefore, its limit will be zero for almost any t if
lim
n→∞
∫ ∞
0
un(t0)e
−νt0 dt0 = 0,
where ν > 0 is any number. In that case, actually, the limit of un(t0) is
zero for all t0, since, in light of Theorem 5.5, f(xt0) is Fwt0 -measurable for
almost all t0, and by continuity, for all t0. In this way after simple change
of variables we come to the following.
Theorem 5.9. Let f ∈ Lp ∩ L2p. Then f(xt) is Fwt -measurable for any
t > 0 if there exists a ν > 0 such that∫ ∞
0
e−νsnTsn
(∫
Rn+
e−ν(sn−1+...+s0)Qsn−1,...,s0f dsn−1 · ... · ds0
)
(x0) dsn → 0
(5.12)
as n→∞, where Rn+ = (0,∞)n, which in light of (4.2) holds for any x0 if∥∥∥
∫
Rn+
e−ν(sn−1+...+s0)Qsn−1,...,s0f(x) dsn−1 · ... · ds0
∥∥∥p
Lp
→ 0. (5.13)
We are going to prove that (5.13) holds under Assumptions 2.1 and 2.2 by
showing that the series composed of the left-hand sides of (5.13) converges.
Remark 5.10. The criterion (5.9) is proved under Assumptions 2.1 and 3.5
(p, r0), assumptions, which involve the σ
k’s only implicitly and it turns out
that for some choice of the σk’s (5.9) may hold and for another fail to hold.
To illustrate this we take b ≡ 0. In that case the restriction p < d disappears
along with d ≥ 3 (which is a consequence of p < d and p > d/2 + 1). Then
we take d1 = d = 2 and following [16] set σ
1(x) = x/|x|, σ2(x) = x∗/|x|,
where x∗ = (−x2, x1) for x 6= 0, σik(0) = δik. Then aij(x) = δij , equation
(1.1) has a solution for any x0 (see, for instance, Lemma 4.1), and each
solution is a Wiener process starting from x0. For x0 6= 0 the solutions
are strong and, hence, (5.9) holds, because the solution never reaches the
origin, the point where σk are not smooth. However, for x0 = 0 there are no
strong solutions, because, as is easy to see, rotation in x1x2 coordinates by
any angle brings any solution it to another solution of the same equation.
Therefore, for x0 = 0 equation (5.9) does not hold.
Also observe that in this example σk ∈ W 1d−ε,loc for any ε ∈ (0, 1) but
not for ε = 0. One can construct similar examples for d ≥ 3 starting from
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the following with d = 3, d1 = 9, and σ
k’s that are the kth columns of the
matrix
1
|x|

x
1 x2 x3 0 0 0 0 0 0
0 0 0 x1 x2 x3 0 0 0
0 0 0 0 0 0 x1 x2 x3

 .
Again aij = δij , σk ∈W 1d−ε,loc for any ε ∈ (0, 1) but not for ε = 0, and, if xt
is a solution of (1.1) with x0 = 0, then −xt is also a solution of (1.1) with
x0 = 0.
6. Some estimates in the case of C∞ coefficients
We suppose that σk, b satisfy Assumption 2.1 and are infinitely differen-
tiable with each derivative bounded.
Let (Ω,F , P ) be a complete probability space, let {Ft} be an increasing
filtration of σ-fields Ft ⊂ F , that are complete. Let wt be a d1-dimensional
Wiener process relative to {Ft}. We also assume that there is a (d + 1)
independent d-dimensional Wiener, relative to {Ft}, process B(0)t , ..., B(d)t
independent of wt. Take x, η ∈ Rd, a nonnegative bounded infinitely dif-
ferentiable K0 with each derivative bounded given on R
d, and consider the
following system
xt = x+
∫ t
0
σk(xs) dw
k
s +
∫ t
0
b(xs) ds, (6.1)
ηt = η +
∫ t
0
σk(ηs)(xs) dw
k
s +
∫ t
0
b(ηs)(xs) ds
+
∫ t
0
K0(xs) dB
(0)
s +
∫ t
0
K0(xs)η
k
s dB
(k)
s . (6.2)
As is well known, (6.1) has a unique solution which we denote by xt(x). By
substituting it into (6.2) we see that the coefficients of (6.2) grow linearly in
η and hence (6.2) also has a unique solution which we denote by ηt(x, η). By
the way observe that equation (6.2) is linear with respect to ηt. Therefore
ηt(x, η) is an affine function of η. For the uniformity of notation we set
xt(x, η) = xt(x). It is also well known (see, for instance, Sections 2.7 and
2.8 of [7]) that, as a function of x and (x, η), the processes xt(x) and ηt(x, η)
are infinitely differentiable in an appropriate sense (specified below), their
derivatives satisfy the equations which are obtained by formal differentiation
of (6.1) and (6.2), respectively, and, for any n ≥ 0, T ∈ (0,∞), lk, ξk ∈ Rd,
k = 1, ..., n (if n ≥ 1), x, η ∈ Rd, and q ≥ 1,
E sup
t≤T
∣∣∣
( n∏
k=1
(lb)D(lk ,ξk)
)
(xt, ηt)(x, η)
∣∣∣q ≤ N(1 + |η|m), (6.3)
where N is a certain constant independent of (x, η), m = m(n, q), and, for
instance, by (lb)D(l,ξ)ηt(x, η) we mean a process ζt such that, for any q ≥ 1
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and S ∈ (0,∞)
lim
ε↓0
E sup
t≤S
∣∣ζt − ε−1(ηt(x+ εl, η + εξ)− ηt(x, η))∣∣q = 0.
Lemma 6.1. Let f(x, η) be infinitely differentiable and such that each of its
derivatives grows as |x| + |η| → ∞ not faster than polynomially. Then the
function u(t, x, η) := Ef
(
(xt, ηt)(x, η)
)
is infinitely differentiable in (x, η)
and each of its derivatives is continuous in t and is by absolute value bounded
on each finite time interval by a constant times (1+ |x|+ |η|)m for some m.
Furthermore, u(t, x, η) is continuously differentiable in t and for t ≥ 0 and
(x, η) ∈ R2d
∂tu(t, x, η) = (1/2)σ
ikσjk(x)uxixj(t, x, η) + σ
ikσjk(η)(x)uxiηj (t, x, η)
+(1/2)σik(η)σ
jk
(η)(x)uηiηj (t, x, η) + (1/2)K
2
0 (x)(1 + |η|2)δijuηiηj (t, x, η)
+bi(x)uxi(t, x, η) + b
i
(η)(x)uηi(t, x, η) =: Lˇ(x, η)u(t, x, η). (6.4)
The first assertion of this lemma follows easily from what is said before it.
Then the fact that (6.4) holds follows from the Markov property of (xt, ηt)
and from the first assertion. The claimed property of ∂tu follows from (6.4).
Lemma 6.2. Let η ∈ Rd and ξt(x, η) = (lb)Dηxt(x). Then
(i) ξt(x, η) satisfies (6.2) with K0 ≡ 0.
(ii) For any t
ξt(x, η) = E
(
ηt(x, η) | Fwt
)
. (6.5)
(iii) If f(x) is infinitely differentiable with bounded derivatives, then
Ef(ηt(x,η))(xt(x))
(
= E
(
f(ηt(x,η))
)
(xt(x))
)
=
(
Ef(xt(x))
)
(η)
. (6.6)
Proof. Assertion (i) is well known (see, for instance, [7]). The right-hand
side of (6.5) satisfies (6.2) with K0 ≡ 0 owing to the linearity of g(η) in η
and independence of B· and w·. Therefore, due to uniqueness, assertion (ii)
follows from (i). Assertion (iii) follows from (ii) and the fact that (see, for
instance, [7]) (
Ef(xt(x))
)
(η)
= Ef(ξt(x,η))(xt(x)).
The lemma is proved.
Now follows one of the most important computations. The idea behind
it is the following. If we formally differentiate both parts of (5.10) in the
direction η and then take the expectations of the squares of both sides, then
we obtain an equality in (6.7) below if we also replace on the left ηt(x, η) by
ξt(x, η). Then the inequality follows from Lemma 6.2.
Lemma 6.3. Let x, η ∈ Rd and let f(x) be infinitely differentiable with
bounded derivatives. Then for any t ∈ (0,∞) (t0 = t)
E
[
f(ηt(x,η))(xt(x))
]2 ≥ [(Ttf(x))(η)
]2
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+
∞∑
n=1
∑
k1,...,kn
∫
t>t1>...>tn
[(
TtnQ
kn
tn−1−tn ·...·Qk1t−t1f(x)
)
(η)
]2
dtn ·...·dt1. (6.7)
Proof. Introduce the notation Tˇtu(x, η) = Eu
(
(xt, ηt)(x, η)
)
. Then, sim-
ilarly to (4.5), for smooth bounded u(x, η) by dropping for simplicity the
arguments x and η in xs(x) and ηs(x, η), we get
u(xt, ηt) = Tˇtu(x, η) +
∫ t
0
K0Dηi Tˇt−t1u(xt1 , ηt1)
(
dB
i(0)
t1
+ ηkt1dB
i(k)
t1
)
+
∫ t
0
[
σik(xt1)Dxi Tˇt−t1u(xt1 , ηt1) + σ
ik
(ηt1 )
(xt1)Dηi Tˇt−t1u(xt1 , ηt1)
]
dwkt1 .
It follows that
Eu2(xt, ηt) ≥
(
Tˇtu(x, η)
)2
+
∑
k
∫ t
0
E
[
σik(xt1)Dxi Tˇt−t1u(xt1 , ηt1)+σ
ik
(ηt1 )
(xt1)Dηi Tˇt−t1u(xt1 , ηt1)
]2
dt1.
(6.8)
By using Fatou’s lemma and estimates like (6.3) one easily carries (6.8) over
to smooth u(x, η) whose derivatives have no more than polynomial growth
as |x| + |η| → ∞. In particular, one can apply (6.8) to u(x, η) = f(η)(x).
Then, after noting that in light of (6.6) in that case
σik(x)Dxi Tˇt−t1u(x, η) + σ
ik
(η)(x)Dηi Tˇt−t1u(x, η)
= σik(x)Dxi(Tt−t1f(x))(η) + σ
ik
(η)(x)Dηi(Tt−t1f(x))(η)
=
(
σik(x)DxiTt−t1f(x)
)
(η)
=
(
Qkt−t1f(x)
)
(η)
,
we obtain
E
[
f(ηt)(xt)
]2 ≥ [(Ttf(x))(η)
]2
+
∑
k1
∫ t
0
E
[
(Qk1t−t1f)(ηt)(xt1)
]2
dt1.
By applying this formula to Qk1t−t1f in place of f we get
E
[
f(ηt)(xt)
]2 ≥ [(Ttf(x))(η)
]2
+
∑
k1
∫ t
0
E
[
(Tt1Q
k1
t−t1
f(x))(η)
]2
dt1
+
∑
k1,k2
∫ t
0
dt1
∫ t1
0
E
[
(Qk2t1−t2Q
k1
t−t1f)(ηt2)
(xt2)
]2
dt2.
Using induction yields that for any n ≥ 1 (t0 = t)
E
[
f(ηt)(xt)
]2 ≥ [(Ttu(x))(η)
]2
+
n∑
m=1
∑
k1,...,km
∫
t>t1>...>tm
[(
TtmQ
km
tm−1−tm
· ... ·Qk1t−t1f(x)
)
(η)
]2
dtm · ... · dt1
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+
∑
k1,...,kn+1
∫
t>t1>...>tn+1
E
[(
Q
kn+1
tn−tn+1 ·...·Qk1t−t1f
)
(ηtn+1 )
(xtn+1)
]2
dtn+1·...·dt1.
This yields (6.7) and proves the lemma.
Next, we want to estimate the left-hand side of (6.7) which according to
Lemma 6.1 satisfies (6.4).
In the future we will be interested in estimating not only the left-hand
side of (6.7) but a slightly more general quantity. Therefore, we take an
infinitely differentiable f(x, η) ≥ 0 such that for an m > 0 and a constant
N (|f |+ |fx|+ |fη|+ |fxx|+ |fxη|+ |fηη |)(x, η) ≤ N(1 + |η|)m
for all x, η and such that f(x, η) = 0 for all η if |x| ≥ R for some R > 0. Then
denote u(t, x, η) = Tˇtf(x, η). According to what was said before Lemma 6.2
and in that lemma, if we denote (lt, ξt) = (lb)D(l,ξ)(xt, ηt)(x, η), then
u(l,ξ)(t, x, η) = Ef(lt,ξt)(xt, ηt)(x, η).
In particular, it follows that
|u(l,ξ)(t, x, η)| ≤ P 1/2(|xt(x)| ≤ R)
(
E|f(lt,ξt)(xt, ηt)(x, η)|2
)1/2
.
Here the second factor on the right is estimated by using (6.3). The first
factor is less than 2 exp(−µdist2(x,BR)/t) by Theorem 2.10 of [11], where
µ > 0 depends only on d, δ, and ‖b‖. Similar estimates are available for
the second-order derivatives of u(t, x, η). More precisely, observe that there
exist constants µ > 0, κ = κ(m), and a functionM(t) bounded on each time
interval [0, T ] such that for all t, x, η we have
|u(t, x, η)| + |ux(t, x, η)| + |uη(t, x, η)|
+|uxx(t, x, η)| + |uxη(t, x, η)| + |uηη(t, x, η)| ≤M(t)e−µ|x|(1 + |η|2)κ. (6.9)
This justifies the integration we perform below.
Introduce
h = (1 + |η|2)−κ−d
and observe that for a constant N = N(d, κ) we have
|η| |hη | ≤ Nκh, (1 + |η|2)|hκηη | ≤ h.
Theorem 6.4. Let q ≥ 2 and suppose that the above u ≥ 0. Then there is
a constant N0 ≥ 1, depending only on d, d1, δ, m, and q, such that for any
λ ≥ 1 satisfying
N0
(∑
k
‖σkxI|σkx|>λ‖Ld + ‖bI|b|>λ‖Ld
)
≤ 1 (6.10)
there exists a constant N , depending only on λ, ‖σkx‖, d, δ, m, and q, and
there is a function K0 such that for t ≥ 0∫
R2d
h(η)uq(t, x, η) dxdη ≤ eNt
∫
R2d
h(η)f q(x, η) dxdη. (6.11)
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The proof of this theorem proceeds as usual by multiplying (6.4) by
h(η)uq−1(t, x, η) and integrating by parts over [0, t] × R2d. The integral
of the left-hand side is
q−1
∫
R2d
h(η)uq(t, x, η) dxdη − q−1
∫
R2d
h(η)f q(x, η) dxdη.
Therefore, in light of Gronwall’s inequality, to prove the theorem it suffices
to prove the following estimate.
Lemma 6.5. Let q ≥ 2 and κ ≥ 0. Then there is a constant N0 ≥ 1,
depending only on d, d1, δ, κ, and q, such that for any λ ≥ 1 satisfying
N0
(∑
k
‖σkxI|σkx|>λ‖Ld + ‖bI|b|>λ‖Ld
)
≤ 1 (6.12)
there exists a constant N , depending only on λ, ‖σkx‖, d, d1, δ, κ, and q,
and there is a function K0 such that for any a smooth function v(x, η) ≥ 0
(independent of t), for which condition (6.9) is satisfied with v in place of u
and some M , we have∫
R2d
h(η)vq−1(x, η)Lˇv(x, η) dxdη ≤ N
∫
R2d
h(η)vq(x, η) dxdη. (6.13)
Proof. For simplicity of notation we drop the arguments x, η. We also
write U ∼ V if their integrals over R2d coincide, and U ≺ V if the integral
of U is less than or equal to that of V . Below the constants called N ,
sometimes with indices, depend only on d, d1, δ, κ, and q unless specifically
noted otherwise.
Set w = vq/2 and note simple formulas:
vq−1vx = (2/q)wwx, v
q−2vxivxj = (4/q
2)wxiwxj .
Then denote by Lˇ1 the sum of the first-order terms in Lˇ and observe that
integrating by parts shows that
hvq−1bi(η)vηi ∼ −(1/q)hηibi(η)vq − (1/q)hbixivq
∼ (2/q)ηkhηibiwwxk + (2/q)hbiwwxi .
Hence,
hvq−1Lˇ1v ∼ (2/q)ηkhηibiwwxk + (4/q)hbiwwxi .
We take a number λ ≥ 1 and write b = bˆ + bˇ, where bˆ = bI|b|>λ. Following
[23] we observe that by the Ho¨lder and Sobolev inequalities (d ≥ 3)∫
Rd
|bˆiwwxk | dx ≤
( ∫
Rd
|wx|2 dx
)1/2( ∫
Rd
|bˆ|2|w|2 dx
)1/2
≤
( ∫
Rd
|wx|2 dx
)1/2‖bˆ‖Ld‖w‖L2d/(d−2) ≤ N‖bˆ‖Ld
∫
Rd
|wx|2 dx, (6.14)
where N depends only on d. Since |η| |hη | ≤ N(κ, d)h, it follows that
ηkhηi bˆ
iwwxk ≺ N‖bˆ‖Ldh|wx|2.
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Similarly, (4/q)hbˆiwwxi ≺ N‖bˆ‖Ldh|wx|2. We estimate the remaining terms
in hvq−1Lˇ1v roughly like
|bˇiwwxk | ≤ λ|w| |wx| ≤ ε|wx|2 + ε−1λ2|w|2
and conclude that, for any ε > 0,
hqvq−1Lˇ1v ≺ (N‖bˆ‖Ld + ε)h|wx|2 +Nε−1λ2h|w|2. (6.15)
Starting to deal with the second order derivatives note that
hvq−1(1/2)σikσjkvxixj ∼ −((q − 1)/2)vq−2hσikvxiσjkvxj
−(1/2)h[σikxiσjk + σikσjkxi
]
vq−1vxj = −((2q − 2)/q2)hσikwxiσjkwxj
−(1/q)h[σikxiσjk + σikσjkxi
]
wwxj ≤ −(1/q)hσikwxiσjkwxj
+h
∣∣∣[σikxiσjk + σikσjkxi
]
wwxj
∣∣∣,
where the inequality (to simplify the writing) is due to the fact that q ≥ 2.
In this inequality the first term on the right is dominated in the sense of ≺
by
−(1/q)δh|wx|2
(see (2.1)). The remaining term contains wwxi and we treat it like above
writing σkx = σˆ
k + σˇk, where σˆk = σkxI|σkx |>λ. Then we get
hvq−1(1/2)σikσjkvxixj ≺ Nλ2ε−1h|w|2
−
[
(1/q)δ −N
∑
k
‖σˆk‖Ld − ε
]
h|wx|2. (6.16)
Next,
hvq−1σikσjk
(η)
vxiηj ∼ −(q − 1)hσikvq−2vηjσjk(η)vxi
−vq−1vxi
[
hηjσ
ikσjk(η) + hσ
ikσjk
xj
] = −((4q − 4)/q2)hσikwηjσjk(η)wxi
−(2/q)wwxi
[
hηjσ
ikσjk(η) + hσ
ikσjk
xj
].
We estimate the first term on the right roughly using
|σikwηjσjk(η)wxi | ≤ ε|wx|2 +Nε−1|η|
∑
k
|σkx|2|wη|2.
The second term contains wwxi and allows the same handling as before.
Therefore
hvq−1σikσjk(η)vxiηj ≺
(
ε+N
∑
k
‖σˆk‖Ld
)
h|wx|2
+Nε−1h|η|
∑
k
|σkx|2|wη|2 +Nλ2ε−1h|w|2. (6.17)
The last term in hvq−1Lˇv containing σ is
hvq−1(1/2)σik(η)σ
jk
(η)vηiηj ∼ −((q − 1)/2)hσik(η)vq−2vηjσjk(η)vηi
−(1/2)vq−1σik(η)vηi
[
hηjσ
jk
(η) + hσ
jk
xj
]− (1/(2q))h(vq)ηiσikxjσjk(η)
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≺ Nh(|η|2|wη|2 + w2)
∑
k
|σkx|2 + I,
where
I = −(1/(2q))h(w2)ηiσikxjσjk(η)
∼ (1/(2q))wσikxj
[
hηiσ
jk
(η) + hσ
jk
xi
] ≺ Nh∑
k
|σkx|2w2.
To estimate the last term we basically use the derivation of (6.14). We have∫
Rd
|σˆk|2w2 dx ≤ ‖σˆk‖2Ld‖w‖2L2d/(d−2) ≤ N‖σˆk‖2Ld
∫
Rd
|wx|2 dx. (6.18)
Below we show how to choose the constant N0 in the condition (6.12) un-
der which our assertion is true. But observe that with any such choice
‖σˆk‖2Ld ≤ 1 and therefore, (just to keep some uniformity in our estimates)
(6.18) implies that∫
Rd
|σˆk|2w2 dx ≤ N‖σˆk‖Ld
∫
Rd
|wx|2 dx. (6.19)
Hence,
I ≺ Nhλ2w2 +Nh
∑
k
‖σˆk‖Ld |wx|2
and
hvq−1(1/2)σik(η)σ
jk
(η)vηiηj ≺ Nh|η|2|wη|2
∑
k
|σkx|2
+Nhλ2w2 +Nh
∑
k
‖σˆk‖Ld |wx|2 (6.20)
Finally,
hvq−1(1/2)K20 (1 + |η|2)δijvηiηj ∼ −((2q − 2)/q2)hK20 (1 + |η|2)|wη |2
−(2/q)K20
(
h(1 + |η|2))
ηi
wwηi
∼ −((2q − 2)/q2)hK20 (1 + |η|2)|wη|2 + (1/q)w2K20δij
(
h(1 + |η|2))
ηiηj
≤ −(1/q)hK20 (1 + |η|2)|wη |2 +Nw2K20h. (6.21)
By combining (6.15), (6.16), (6.17), (6.20), and (6.21), we see that for
any ε ∈ (0, 1]
hvq−1Lˇv ≺ Nε−1λ2h|w|2
−
[
(1/q)δ −N1
(∑
k
‖σˆk‖Ld + ‖bˆ‖Ld
)
−N2ε
]
h|wx|2
+|wη|2h(1 + |η|2)
[
N3ε
−1
∑
k
|σkx|2 − (1/q)K20
]
+N4w
2K20h. (6.22)
Take and fix ε so that N2ε ≤ δ/(2q). After that set
K20 = 1 +N3qε
−1
∑
k
|σkx|2
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(1 is added to guarantee the smoothness of K0) and observe that similarly
to (6.18) and (6.19)
N4w
2K20h = N4w
2h+Nhw2
∑
k
|σkx|2 ≺ N5h
∑
k
‖σˆk‖Ld |wx|2 +Nhλ2w2.
Then (6.22) becomes
hvq−1Lˇv ≺ Nλ2h|w|2−
[
(1/(2q))δ−(N1+N5)
(∑
k
‖σˆk‖Ld+‖bˆ‖Ld
)]
h|wx|2.
We can certainly believe that N1 ≥ 1, take N0 in (6.12) to be equal to
(2q/δ)(N1 +N5) (≥ 1), and conclude
hvq−1Lˇv ≺ Nλ2h|w|2.
The lemma is proved.
We finish the section with an approximation result.
Lemma 6.6. Let Assumptions 2.1 and 2.2 be satisfied. Then there are
sequences σk(n), b(n), n = 1, 2, ..., k = 1, ..., d1, of infinitely differentiable
functions with each derivative bounded having the same meanings as σk, b
in the beginning of the article, satisfying Assumptions 2.1 and 2.2 with δ/2
in place of δ and the same ‖b‖ and ‖σkx‖ for sufficiently large n, and such
that σk(n)→ σk as n→∞ (a.e.) and σkx(n), b(n)→ σkx, b in Ld as n→∞.
Proof. Take a nonnegative ζ ∈ C∞0 with unit integral and support in B1
and set ζn(x) = n
dζ(nx), u(n, x) = u(x)∗ζ(nx). Then the well-known prop-
erties of convolutions imply all stated properties apart from what concerns
(2.1).
Denote by σ the d× d1-matrix whose columns are the σk’s and note that
|σ∗(n, x)λ| ≤ ζ(nx)|σ∗(x)λ| ≤ δ−1/2|λ|.
Therefore we need only prove that for sufficiently large n
|σ∗(n, x)λ| ≥ |λ|δ−1/2/
√
2. (6.23)
For any y we have
|σ∗(n, x)λ| ≥ |σ∗(y)λ|−|(σ∗(n, x)−σ∗(y))λ| ≥ |λ|δ1/2−|(σ∗(n, x)−σ∗(y))λ|
≥ |λ|(δ1/2 − |(σ∗(n, x)− σ∗(y))|)
Furthermore, ∫
Rd
|(σ∗(n, x)− σ∗(x− y))|ζn(y) dy
≤
∫
Rd
∫
Rd
|(σ∗(x− z)− σ∗(x+ y))|ζn(y)ζn(z) dydz
≤ N(d)max ζ2osc (σ,B1/n(x)).
The latter tends to zero uniformly with respect to x since σx ∈ Ld (cf. Re-
mark 3.6). This certainly proves the lemma.
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7. Proof of Theorem 2.3
According to Theorems 5.6 and 5.7 it suffices to prove that at least one
of the solutions of (1.1) is strong. We will be dealing with the solution from
Lemma 4.1.
Let f ∈ C∞0 . First we deal with smooth coefficients and develop necessary
estimates. By Lemma 6.3 and Theorem 6.4 for t ≥ 0 and q ≥ 2 we have∫
R2d
h(η)uq(t, x, η) dxdη ≤ NeNt, (7.1)
where (and below) N depends only on f , d, d1, δ, m = m(f), q, and λ
defined by (6.10) and
u(t, x, η)
:=
∞∑
n=1
∑
k1,...,kn
∫
t>t1>...>tn
[(
TtnQ
kn
tn−1−tn · ... ·Qk1t−t1f(x)
)
(η)
]2
dtn · ... · dt1.
Obviously, u(t, x, η) is a quadratic function of η. Hence, (7.1) implies that,
for any R ∈ (0,∞)
∫
Rd
sup
|η|≤R
uq(t, x, η) dx ≤ NeNtR2q. (7.2)
Observe that in notation (5.5) and (5.8)
∑
k
u(t, x, σk) =
∞∑
n=1
∫
t>t1>...>tn
Qtn,tn−1−tn,...,t−t1f(x) dtn · ... · dt1
=
∞∑
n=1
∫
Sn(t)
Qsn,sn−1,...,s1,t−(s1+...+snf(x) dsn · ... · ds1 =:
∞∑
n=1
In(t, x)
(Sn(t) is introduced in Remark 5.8). Next, for ν > 0 by Jensen’s inequality
∞∑
n=1
∫
Rd
(∫ ∞
0
e−νtIn(t, x) dt
)q
dx ≤ ν1−q
∫ ∞
0
e−νt
( ∞∑
n=1
∫
Rd
Iqn(t, x) dx
)
dt
≤ ν1−q
∫ ∞
0
e−νt
∫
Rd
(∑
k
u(t, x, σk)
)q
dxdt,
which thanks to (7.2) implies that for appropriate ν, depending only on f ,
d, d1, δ, q, and λ,
∞∑
n=1
∫
Rd
( ∫ ∞
0
e−νtIn(t, x) dt
)q
dx ≤ N, (7.3)
where N depends only only on f , d, d1, δ, q, and λ.
Estimate (7.3) has been derived only for infinitely differentiable σ and b.
However, using smooth approximations (Lemma 6.6), Theorem 3.10, and
Fatou’s lemma prove (7.3) also in our general case. Indeed, although the
constant N in (7.3) for each approximation depends on λ, satisfying (6.10)
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for the approximating σkx and b, it can be taken the same as long as the
approximations are sufficiently close in Ld to the original σ
k
x and b.
Finally, by observing that∫ ∞
0
e−νtIn(t, x) dt =
∫
Rn+1+
e−ν(s0+...+sn)Qsn,...,s0f(x) dsn · ... · ds0,
referring to Theorem 5.9, and taking q = p, we conclude that f(xt) is Fwt -
measurable. The arbitrariness of f and t finishes the proof.
8. Proof of Theorem 2.4
Take a bounded smooth function f with compact support. By Theorems
2.3 and 5.5 for any t
f(xt(n, x(n))) = Tt(n)f(x(n))
+
∞∑
m=1
∫
t>t1>...>tm
Ttm(n)Q
km
tm−1−tm(n) · ... ·Qk1t−t1(n)f(x(n)) dwkmtm · ... · dwk1t1 ,
(8.1)
where Tt(n) and Q
k
t (n) are the operators corresponding to σ
k(n), b(n).
First we prove that E|f(xt(n, x(n))) − f(xt)|2 → 0 as n → ∞. Since
Ef2(xt(n, x(n))) → Ef2(xt) (see Theorem 3.10), it suffices to prove that
f(xt(n, x(n))) → f(xt) weakly in L2(Ω,Fwt , P ). Furthermore, according to
[5] the linear combinations of the multiple Itoˆ integrals of the type∫
t>t1>...>tm
φ(t1, ..., tm) dwtm · ... · dwt1 ,
where m is arbitrary and φ is an arbitrary bounded (nonrandom) Borel
function, are dense in L2(Ω,Fwt , P ). Therefore, it suffices to prove that for
all such m and φ
Ef
(
xt(n, x(n))
) ∫
t>t1>...>tm
φ(t1, ..., tm) dwtm · ... · dwt1
→ Ef(xt)
∫
t>t1>...>tm
φ(t1, ..., tm) dwtm · ... · dwt1 .
In light of (8.1) this is equivalent to proving that∫
t>t1>...>tm
φ(t1, ..., tm)Ttm(n)Q
km
tm−1−tm(n) · ... ·Qk1t−t1(n)f(x(n)) dtm · ... · dt1
→
∫
t>t1>...>tm
φ(t1, ..., tm)TtmQ
km
tm−1−tm · ... ·Qk1t−t1f(x0) dtm · ... · dt1.
This relation is indeed true, which follows by the dominated convergence
theorem from Theorem 3.10 and Remark 5.3.
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Next, observe that for any T ∈ (0,∞) and bounded smooth Rd-valued b˜
with compact support
I := lim
n→∞
E sup
t≤T
∣∣∣
∫ t
0
b(n, xs(n, x(n))) ds −
∫ t
0
b(xs) ds
∣∣∣
≤ lim
n→∞
E
∫ T
0
|b(n, xs(n, x(n))) − b(xs)| ds
≤ lim
n→∞
E
∫ T
0
|b(n, xs(n, x(n)))− b˜(xs(n, x(n)))| ds
+ lim
n→∞
∫ T
0
E|b˜(xs(n, x(n))) − b˜(xs)| ds
+ lim
n→∞
E
∫ T
0
|b˜(xs)− b(xs)| ds.
Here the middle term vanishes by the first part of the proof. Owing to
Lemma 4.2 the two remaining terms are majorated by
N( lim
n→∞
‖bn − b˜‖Ld + ‖b− b˜‖Ld) = N‖b− b˜‖Ld ,
that can be made arbitrarily small by an appropriate choice of b˜. Hence,
I = 0.
Similarly,
J := lim
n→∞
(
E sup
t≤T
∣∣∣
∫ t
0
σk(n, xs(n, x(n))) dw
k
s −
∫ t
0
σk(xs) dw
k
s
∣∣∣
)2
≤ N lim
n→∞
∑
k
E
∫ T
0
|σk(n, xs(n, x(n)))− σk(xs)|2 ds
≤ N lim
n→∞
∑
k
E
∫ T
0
|σk(n, xs(n, x(n)))− σk(xs)| ds
≤ N
∑
k
‖ΦT (σk − σˆk)‖Ld ,
where σˆk are smooth functions with compact support. It follows that J = 0
and together with I = 0 this implies that
lim
n→∞
E sup
t≤T
|xt(n, x(n))− xt| = 0 (8.2)
By Corollary 1.2 of [11] for any m ≥ 0
E sup
t≤T
|xt(n, x(n))− x(n)|2m + E sup
t≤T
|xt − x0|2m ≤ N(m,d, δ, ‖b‖)Tm
and this along with (8.2) yields the result. The theorem is proved.
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9. Proof of Theorem 2.5
First we assume that σk and b are infinitely differentiable with each deriv-
ative bounded. In that case, as it is known since [2] (see also [17]) that one
can define xt(x) in such a way that it becomes differentiable in x for all (ω, t)
and the derivative of xt in the direction of η satisfies the same equation as
ξt(x, η) from Lemma 6.2, for which (6.5) holds. In particular, for any even
κ ≥ 2, and f with compact support ((·, ·) is the scalar product in Rd)
E
(
(Df)(xt(x)), ηt(x, η)
)κ ≥ E((Df)(xt(x)), ξt(x, η))κ =: v(t, x, η).
By Theorem 6.4, with q = 2 there, there is a constant m = m(κ) such that
for any λ > 0 satisfying (6.10) there exists a constant N , depending only on
λ, d, δ, m, such that for t ≥ 0∫
R2d
h(η)v2(t, x, η) dxdη
≤ eNt
∫
R2d
h(η)|f(η)(x)|2κ dxdη = N(d, κ)eNt
∫
Rd
|fx(x)|2κ dx =:Mt. (9.1)
Next, for any R ∈ (0,∞)
E
∫
BR
|D(f(xt(x)))|κ dx = NE
∫
BR
∫
Rd
((
f(xt(x))(η)
)κ
h(η) dηdx
= N
∫
BR
∫
Rd
v(t, x, η)h(η) dη.
By using (9.1) and Ho¨lder’s inequality we obtain that
E
∫
BR
|D(f(xt(x)))|κ dx ≤ N(d, κ)Rd/2M1/2t .
By Morrey’s theorem (see, for instance, Theorem 10.2.1 of [9]) this implies
that for any κ > d
E sup
x,y∈BR
|f(xt(x)) − f(xt(y))|κ
|x− y|κ−d ≤ N(d, κ)R
d/2M
1/2
t . (9.2)
Note that (9.2) is certainly applicable to vector-valued f . Fix ρ ≥ 2R and
take a smooth f with support in B4ρ such that f(x) = x for |x| ≤ 2ρ and
|fx| ≤ 2. Then Mt ≤ N(T, d, δ, λ, κ)ρd and for x, y ∈ BR and t ≤ T
E|xt(x)− xt(y)|κ ≤ Nρd/2|x− y|κ−d
+N(κ)E
(|xt(x)|κ + |xt(x)|κ)I|xt(x)|+|xt(y)|≥2ρ,
where N depends only on R,T, λ, d, δ, and κ. We estimate the first term
on the right by using Ho¨lder’s inequality and Theorem 2.10 of [11] and find
that it is dominated by
N(κ)P 1/2(|xt(x)|+ |xt(y)| ≥ 2ρ)
((
E|xt(x)|2κ
)1/2
+
(
E|xt(x)|2κ
)1/2)
≤ Ne−µρ2 ,
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where N depends only on R,T, λ, d, δ, and κ and µ > 0 depends only on
T, d, δ, and ‖b‖. Thus, for ρ ≥ 2R
E|xt(x)− xt(y)|κ ≤ Ne−µρ2 +Nρd/2|x− y|κ−d.
By taking here κ > 2d and µρ2 = − ln |x− y|κ−2d we find that
E|xt(x)− xt(y)|κ ≤ N |x− y|κ−2d, (9.3)
where N depends only on R,T, λ, d, δ, ‖b‖, and κ, provided that − ln |x −
y|κ−2d ≥ 2R/µ. However, if − ln |x− y|κ−2d ≤ 2R/µ, (9.3) is obvious.
Estimate (9.3) so far is proved only for infinitely differentiable coefficients,
but usual approximations, Theorem 2.4, and Fatou’s lemma allow us to
obtain (9.3) in our general case where, naturally, by xt(x) we mean the
strong solution of (1.1) with x0 = x.
In the general case we also have by Corollary 1.2 of [11] that for any q ≥ 1
E|xt(x)− xs(x)|q ≤ N |t− s|q/2, (9.4)
where N = N(d, δ, ‖b‖, q).
Now the arbitrariness of κ and q leads to the claimed result by a version
of Kolmogorov’s theorem which can be found, for instance, in [20] or simply
derived by using |xt(x) − xs(y)| ≤ |xt(x) − xs(x)| + |xs(x) − xs(y)|. The
theorem is proved.
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