The Landau-Pollak uncertainty relation treats a pair of rank one projection valued measures and imposes a restriction on their probability distributions. We, in this paper, show a generalization of the Landau-Pollak uncertainty relation that covers an arbitrary number of positive operator valued measures. A possible application to the problem of separability criterion is also suggested.
Introduction
The uncertainty relation represents one of the most fundamental aspects of the quantum theory. It is not only interesting by itself but also plays crucial roles in the various fields. The uncertainty relation imposes a restriction on probability distributions of measurement outcomes with respect to two (or more) noncommutative observables. Besides the most famous Robertson-type uncertainty relation [1] , there are a several types of the relation, such as entropic type [2, 3, 4] and Landau-Pollak type [2] . The difference among these uncertainty relations lies on the quantities measuring the randomness (unsharpness) of the probability distributions. In the Landau-Pollak type, the randomness of a probability distribution {p i } is characterized by its maximum value max i p i . According to the Landau-Pollak uncertainty relation, the probabilities of two noncommutative observables cannot have 1 as their maximum values simultaneously. In spite of the simplicity of the theorem for a pair of observables, no nontrivial generalization to three or more observables has been known yet. Actually the Landau-Pollak uncertainty relation has been able to treat only pairs of rank one projection valued measures so far. In this paper, we generalize the relation to cover an arbitrary number of positive operator valued measures. That is, our generalization is two-fold. It can treat general types of observables, and gets rid of the restriction on the numbers of observables. This paper is organized as follows. In section 2, we give a generalization of the Landau-Pollak uncertainty relation that can treat a pair of positive operator valued measures. In section 3, a generalization to cover an arbitrary number of positive operator valued measures is presented. In section 4, we show a several examples and a possible application of our theorem to separability criterion in qudit system.
Generalization to a pair of POVMs
In this section we give a generalization of the Landau-Pollak uncertainty relation that enables us to treat a pair of positive operator valued measures (POVMs). A POVM A (on a discrete space) is a family of positive operators {A i } satisfying i A i = 1. POVMs give the most general description of the observables. An important subclass of the observables is a class of projection valued measures (PVMs). A PVM is a family of projection operators whose summation gives the identity operator. Let us first introduce the setting to fix the notations. Suppose we have two POVMs: A = {A i } and B = {B j }. Although, for simplicity, the measures are restricted to discrete case, it is straightforward to generalize our theorems to the general (continuous) measurable space. For any state ρ, A i ρ := tr(ρA i ) means the probability of getting an outcome i when we measure the observable A in the state ρ. We have the following theorem:
Theorem 1 Let A = {A i } and B = {B j } be POVMs. For any state ρ and any i and j,
In its original version [5] interpreted by Maassen and Uffink [2] , the LandauPollak uncertainty relation treats the simplest projection valued measures (PVMs) P := {P i } and Q = {Q j }, where P i 's and Q j 's are rank one projection operators as P i = {|i i|} and Q j = {|j j |}. They derived the inequality:
which implies the inequality:
To relate it with an entropic quantity, they introduced a quantity M ∞ (P : ρ) = max i P i ρ and showed,
Since these inequalities are easily obtained as an example of the theorem1, our theorem is regarded as a generalization of the Landau-Pollak uncertainty relation.
To prove our theorem, we begin with the case of PVMs and next apply Naimark extension theorem [6] to extend it to the general POVMs. This gradual extension technique was employed by Krishna and Parthasarathy [4] in the proof of entropic uncertainty relation for general POVMs.
Lemma 2 Let P := {P i } and Q = {Q j } be PVMs. For any state ρ and any i and j,
holds.
Proof: Since an arbitrary state can be decomposed into a mixture of pure states, it suffices to prove only the case that the state ρ is pure and written with a normalized vector |Ω as ρ = |Ω Ω|. If P i ρ = 0 or Q j ρ = 0 holds, the above inequality (1) is trivial. Thus hereafter we assume both P i ρ = 0 and Q j ρ = 0 hold. Let us define a pair of normalized vectors |ψ 1 and |ψ 2 as,
If they are not independent, there exists c ∈ C such that |c| = 1 and |ψ 1 = c|ψ 2 hold. Taking inner product between them and |Ω , we obtain P i 1/2 = c Q j
and can see c = 1. Thus P i |Ω = Q j |Ω holds. Operating P i to both sides of them, we obtain
It shows P i Q j = 1 and (1) in the theorem becomes trivial. Let us assume that |ψ 1 and |ψ 2 are linearly independent. We put E a projection operator onto a two-dimensional subspace spanned by |ψ 1 and |ψ 2 , and consider,
To obtain the explicit formula of E, we employ the Gram-Schmidt orthogonalization technique. We define orthonormalized vectors |φ 1 and |φ 2 as,
and write E as,
Applying this expression to (2), we obtain,
which is equivalent with,
and Re ψ 1 |ψ 2 ≤ | ψ 1 |ψ 2 | lead us to,
Since
Q.E.D. The Naimark extension (see e.g., [6] ) is a dilation theorem to represent a POVM by a PVM in an enlarged Hilbert space. That is, for an arbitrary POVM A = {A i } on a Hilbert space H, there exist a Hilbert space K, an isometry V : H → K, and a PVM Π := {π i } on K, such that A i = V * π i V holds for all i. This theorem enables us to extend the above lemma to the uncertainty relation between a PVM and a POVM.
Lemma 3 Let A = {A i } be a POVM and Q = {Q j } be a PVM. For any state ρ and any i and j,
Proof: We consider the Naimark extension of A. That is, K is a Hilbert space, Π = {π} is a PVM on K, and V : H → K is an isometry that satisfy
Thanks to the isometry of V , V * Q j V = Q j follows. As in the previous lemma, it suffices to consider the case of pure state, ρ = |Ω Ω|. We define a normalized vector |Φ := V |Ω in K and write σ := |Φ Φ|. σ can be regarded as a state over B(K) (all the bounded operators in K). For this state, one can obtain,
by mimicking a proof of the previous lemma. In fact, when π i |Φ andQ j |Φ are dependent, π i |Φ =Q j |Φ holds and the right hand side of (4) gives trivial bound. When they are independent, we can apply (3) to PVMsQ and Π. Rewriting this inequality (4) with ρ, A and Q, we obtain,
If we put normalized vectors |2 :=
Q.E.D. We can prove the theorem by applying Naimark extension again to the lemma.
Proof of theorem 1:
Let us consider the Naimark extension of the POVM B = {B j }. K is an enlarged Hilbert space, P = {P j } is a PVM on it, and V : H → K is an isometry satisfying
As in the previous lemmas, we restrict ourselves to pure state case, ρ = |Ω Ω|. This state is mapped to a vector state σ = |Φ Φ| as |Φ := V |Ω . For σ, thanks to (4) in the previous lemma, we have the following inequality:
which is deformed into,
Defining |1 := , we obtain,
It ends the proof.
Q.E.D. The following corollary is easily obtained from the above theorem. 
Generalization to an arbitrary number of POVMs
In this section, we discuss the uncertainty relation for an arbitrary number (three or more) of POVMs. We first begin with a theorem with respect to an arbitrary number of PVMs and next extend it to cover an arbitrary number of POVMs. Suppose that we have m POVMs,
For each j, we take one of the element from {A 
holds.
Proof: It suffices to prove only the case of pure state, ρ = |Ω Ω|. We can assume that 
, makes a representation of G simple as,
Thanks to this expression, it is easy to see that G is a positive matrix. Thus it can be diagonalized by a unitary matrix u = (u ij ) as,
where λ t ≥ 0 holds. We define |η s := j u sj |ψ j for s = 1, 2, . . . , m that satisfy η s |η t = λ s δ st . We normalize them to define, 
Due to the fact that |η s = 0 holds for s with λ s = 0, it hold that for arbitrary number Z,
where Λ 0 := max λ s : the maximum value of the eigenvalues. Here we put
Due to (5) and (6) we obtain,
Next we estimate Λ 0 . Since λ t is obtained by the diagonalization of the matrix G, it follows that,
whose right hand side can be bounded by the unitarity of u and Cauchy-Schwarz inequality as,
Since the above inequality holds for all t,
follows, and thanks to (7) we obtain,
It ends the proof. Q.E.D. As in the previous section, we can extend the theorem to cover an arbitrary number of POVMs.
Theorem 6 Let us consider a Hilbert space H and a family of m positive operators
{A j } satisfying A j ≤ 1. For any state ρ, m i=1 A i ρ ≤ 1 +   i =j A 1/2 i A 1/2 j 2   1/2 ,
holds.
Proof: We prove the theorem by induction applying the Naimark extension mtimes. Suppose that for any
Note that for k = 0 it actually holds thanks to the third line of (8) . Under this assumption, suppose that we have k + 1 positive operators {A 1 , · · · , A k+1 } (smaller than 1) and m−k−1 projection operators {A k+2 , · · · , A m }. We consider the Naimark extension of POVM {A k+1 , 1 − A k+1 }. K is a Hilbert space, A k+1 is a projection operator in K, and V : H → K is an isometry satisfying, A k+1 = V * Ã k+1 V . By utilizing this representation, we define positive operators asÃ i := V A i V * for i = k+1. For i = k+2, k+3, . . . , m,Ã i s become a projection operator. We apply the assumed relation with respect to a state σ := |Φ Φ| with |Φ := V |Ω in K and k positive operators and m − k projection operators,
, which ends the proof by induction.
Q.E.D. The following corollary is obvious.
Corollary 7 Let us consider m POVMs,
holds.
Discussions
In this section, we discuss a several examples and suggest a possible application to the problem of separability criterion. First let us consider the relationship between theorem 1 and theorem 6. Since in theorem 6 the number of observables is arbitrary, one may put it as m = 2. Then we obtain, for POVMs A = {A i } and B = {B j },
, which is slightly worse than theorem 1.
Next let us consider the most trivial case that F As an example to show the non-triviality of our theorem, we consider a Ddimensional Hilbert space and its mutually unbiased basis (MUB). The MUB [7] is a family of bases {B (j) }, where B (j) = {|1 : j , |2 : j , · · · , |D : j } is an orthonormalized basis. They satisfy, for i = j,
It is a longstanding problem to ask how many bases are compatible with respect to this condition. It is known that its upper bound is D + 1 for D-dimensional Hilbert space, and for D = p r (p is a prime) this upper bound is actually attained [7, 8] . We assume that we treat a Hilbert space that attains this upper bound D + 1. Let us take a vector |s i : i from each basis B (i) , and put P i := |s i : i s i : i|. According to our theorem, we obtain,
Let us compare it with the bound that is trivially obtained by combining the inequality for a pair of observables. According to theorem 1, for each pair of i and j (i = j),
holds. Trivially combining them into an inequality gives,
One can easily see that our inequality (9) gives better bound for D ≥ 3, and the discrepancy between our upper bound and the bound obtained by the trivial combination becomes larger for larger dimension D.
Finally we make a comment on a possible application of our generalized Landau-Pollak uncertainty relation in the quantum information. The problem of finding a criterion to distinguish between separable states and entangled states is one of the important problems. Recently, criteria based upon the various uncertainty relations [9, 10, 11, 12, 13] have been proposed. Among them, Vicente and Sánchez-Ruiz [13] employed the Landau-Pollak uncertainty relation. While they examined the strength of their criterion for bipartite qubit system, they proposed a criterion for general bipartite (D-dimensional) qudit system ((57) in [13] ). As they suggested there, a generalization of Landau-Pollak uncertainty relation to arbitrary numbers of observables enables us to propose another criterion for D = p r (p: prime) as follows. Let us consider a MUB {B (j) } on H A , where B (j) = {|1 : j , |2 : j , · · · , |D : j } is an orthonormalized basis satisfying, for i = j, | s : j|t : i | = It is a natural extension of the separability criterion suggested in [13] . The detailed formulation and analysis will be appeared elsewhere.
In conclusion, we showed a generalization of the Landau-Pollak uncertainty relation. Our generalized inequality enables us to treat an arbitrary number of positive operator valued measures. A possible application to the problem of separability criterion was also suggested.
