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We study the electronic current through a quantum dot coupled to two superconducting leads
which is driven by either a voltage V or temperature ∆T bias. Finite biases beyond the linear
response regime are considered. The local two-particle interaction U on the dot is treated using
an approximation scheme within the functional renormalization group approach set up in Keldysh-
Nambu-space with U being the small parameter. For V > 0 we compare our renormalization
group enhanced results for the dc-component of the current to earlier weak coupling approaches
such as the Hartree-Fock approximation and second order perturbation theory in U . We show
that in parameter regimes in which finite bias driven multiple Andreev reflections prevail small
|U | approaches become unreliable for interactions of appreciable strength. In the complementary
regime the convergence of the current with respect to numerical parameters becomes an issue—but
can eventually be achieved—and interaction effects turn out to be smaller then expected based
on earlier results. For ∆T > 0 we find a surprising increase of the current as a function of the
superconducting phase difference in the regime which at T = 0 becomes the pi (doublet) phase.
PACS numbers: 73.21.La, 73.23.-b, 73.63.-b, 74.45.+c, 74.50.+r
I. INTRODUCTION
Mesoscopic systems of two BCS superconductors cou-
pled via a quantum dot show rich physics. This holds
even if the dots one-particle level spacing is much larger
than the reservoir-dot coupling Γ, temperatures TL and
TR of the left (L) and right (R) reservoirs, and bias
voltage V applied across the dot. In this case, study-
ing the simplified model of a quantum dot with a sin-
gle, spin-degenerate level becomes meaningful; we focus
on this situation and refer to it as the Josephson quan-
tum dot. The proximity effect induces a superconducting
gap on the dot and, for superconducting phase differ-
ences φ different from integer multiples of pi, a Joseph-
son current runs through the dot even in equilibrium
V = ∆T = TL − TR = 0.1 The case of finite bias
voltages—but still ∆T = 0—was intensively studied over
the past years2–15 and allows for multiple Andreev re-
flections (MAR) as well as the AC Josepshon effect both
leaving their signatures in the electronic current. These
effects also appear in tunnel-contacted superconductors
(to be contrasted to quantum dot contacted ones consid-
ered here). In the case in which the dots charging energy
or equivalently the local Coulomb repulsion U vanishes,
the Josephson current, MAR as well as the AC Josephson
effect are well understood and all parameter dependen-
cies can straightforwardly be computed.1,2,4,12,13,15
In MAR, an electron passing the dot gains an energy
of V > 0 and is then reflected at the superconductor as a
hole which once more aquires an energy of V as it passes
the dot. Then the hole is reflected and the process starts
again with an electron. Only after having gained an en-
ergy of (2n+1)V by multiple reflections, the electron has
gathered enough energy to overcome the superconduct-
ing gap of full width 2∆. This makes it plausible that
at each voltage fulfilling 2∆/V = 2n + 1, n ∈ N0, a new
transport channel opens up significantly contributing to
the current I and thus explaining the characteristic fea-
tures of an I(V ) curve at these voltages. Interactions will
have a great effect at the MAR points; the opening of a
MAR channel implies a highly fluctuating occupation of
the dot, susceptible to electronic correlations.
For sizable U novel effects appear. For example, the
interplay between the superconducting gap ∆ and the
Coulomb energy triggers for V = 0 and T = 0 a first
order level-crossing quantum phase transition between a
singlet and a doublet phase.1 The phase boundary can
be crossed by variation of the two-particle interaction
U , the superconducting phase difference φ, and the dot
level energy. In the context of bulk superconductors with
magnetic impurities this phase transition was revealed
and qualitatively understood already decades ago.16–24
Recent theoretical25–39 and experimental progress40–46
added a quantitative understanding for mesoscopic sys-
tems including the effect of finite but equal tempera-
tures (∆T = 0).29,36,38 It was even possible to achieve
a satisfying agreement between experimental data for
the critical current obtained with a carbon nanotube as
the quantum dot44 and model calculations.47 Depend-
ing on the details of the experimental setup the Kondo
effect48 becomes important and interesting physics re-
sult out of an interplay of superconducting and Kondo
correlations.16–23,28–32,34–36,38 As later on we will mainly
consider regimes in which the Kondo effect does not de-
velop, we do not describe the details of these physics.
Beautiful spectroscopic data49–53 triggered much current
effort to study the parameter dependencies of the energy
of the Andreev bound states (ABS)1,35,37 which mainly
carry the current.
For V > 0, the interaction effects are by far less well
understood. Model calculations3,5–10,12–14 allowed to un-
derstand certain aspects of e.g. the experimentally ob-
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2served MAR features appearing in the current but a
comprehensive picture did up to now not emerge. In
fact, treating the combined problem of superconductiv-
ity, local two-particle interaction, and non-equilibrium
provides a sizeable theoretical challenge that has not yet
been overcome. In this paper, we study to what ex-
tent the functional renormalization group (RG) can con-
tribute to clarifying this situation. As experiments are
often performed in parameter regimes in which charge
fluctuations are not fully suppressed (that is spin fluc-
tuations do not prevail), one cannot resort to exclusively
studying the Kondo model48 with superconducting leads.
Therefore we here consider the superconducting exten-
sion of the single-impurity Anderson model (SIAM).48
To study the V > 0 dc-current through a Josephson
quantum dot we use an approximation method which
is derived from a general functional RG technique54
set up in Keldysh-Nambu-space with U > 0 being the
small parameter. The functional RG approach to meso-
scopic transport54 was earlier generalized to study non-
equilibrium setups with metallic leads in the steady
state55–59 as well as ground state properties of quantum
dots with superconducting leads such as the Josephson
current.36,45,59,60 We here combine these two extensions
and thus further advance the method. We show that in
parameter regimes in which finite bias driven multiple
Andreev reflections prevail (Γ . ∆) even RG enhanced
small U approaches become unreliable for interactions of
appreciable strength; within our approximate approach
we can perform a consistency check which allows us to
identify values of U for which it becomes uncontrolled (at
fixed other parameters). The functional RG results turn
out to be similar to the ones obtained using the restricted
self-consistent Hartree-Fock (SCHF) approximation and
second order perturbation theory;9 for a SCHF approach
relying on additional approximations see Ref. 5. In the
complementary regime with small MAR features in the
current (Γ > ∆), the convergence of the current with re-
spect to parameters appearing in the numerical solution
of the weak coupling equations becomes an issue; care-
fully ensuring numerical convergence, we show that in-
teraction effects turn out to be significantly smaller then
expected based on earlier results.
Temperature gradients across nano- and mesoscopic
systems are difficult to be realized experimentally. Thus,
non-equilibrium currents across the Josephson quantum
dot driven by such were so far not in the focus of theo-
retical studies and we present some first calculations in
this regime. We show that for ∆T > 0 (but V = 0) a
surprising increase of the current as a function of the su-
perconducting phase difference φ appears in the regime
which at T = 0 becomes the doublet phase. We hope that
this result will motivate further theoretical research on
Josephson quantum dots in the ∆T > 0 non-equilibrium
steady state and ultimately also experiments in this sit-
uation.
The paper is organized as follows: In Sect. II, the
Hamiltonian is presented. Also, the required single-
particle Green functions are introduced as well as two
special Fourier transformations described in detail in
App. A. In Sect. III, the functional RG flow equations are
motivated and presented explicitly, while some more gen-
eral remarks about functional RG can be found in App.
B. The equations showing how to compute the current af-
ter the RG flow and how to perform the self-consistency
loop in SCHF are given in Sect. IV. Details on the nu-
merical solution of the RG flow equations and results are
discussed in Sect. V. Our main findings are summarized
in Sect. VI.
II. MODEL AND KELDYSH GREEN
FUNCTIONS
In Nambu form the SIAM with superconducting leads
is given by the Hamiltonian
H = Hdot +
∑
s=L,R=∓
Hcoups +H
lead
s (1)
with the dot part
Hdot = ϕ
†˜3ϕ− Uϕ†0ϕ†1ϕ1ϕ0, (2)
where
˜3 =
(
↑ + U/2 0
0 −(↓ − U/2)
)
. (3)
The BCS leads are modeled as
H leads =
∑
k
ψ†s,k
(
s,k −∆seiφs
−∆se−iφs −s,−k
)
ψs,k (4)
and the lead-dot coupling is
Hcoups = ψ
†
sσz
(
−tsesiσztV/2
)
ϕ (5)
+ϕ†σz
(
−tse−siσztV/2
)
ψs
Here, ϕ† = (d†↑, d↓) is the Nambu dot creation oper-
ator where d
(†)
σ denote the electronic dot ladder oper-
ators. Similarly, ψ†s,k = (c
†
↑s,k, c↓s,−k) for the leads
(where k denotes the momentum). The Nambu index
q = 0, 1 replaces the spin index σ =↑, ↓= ±. Further-
more, ψs =
∑
k ψs,k/
√
N is the Nambu annihilation op-
erator at the end of the lead (N is the number of k
modes). The one-particle energies σ = Vg − σB depend
on a possible local Zeeman field B and can be varied by
tuning a gate voltage Vg; Vg = 0 corresponds to particle-
hole symmetry. The Hamiltonian is written in a partic-
ular electro-magnetic gauge which renders the dot-lead
coupling part explicitly time-dependent; the bias voltage
V enters via a time-dependent phase factor.61 We as-
sumed that the tunnel amplitudes tL/R are independent
of spin and real valued. Phase factors in the tL/R could
3be absorbed into the superconducting complex phases
eiφL/R .
Within our functional RG approach54,58 the single-
particle irreducible vertex functions are computed. Ob-
servables of interest such as the current can be deter-
mined from these vertex functions (for details, see Sect.
IV). Basic elements of the functional RG are the dot
Green functions. With respect to the Nambu structure
(q = 0, 1; see above) the retarded and Keldysh ones are
defined as
GRqq′(t, t
′) = −iθ(t− t′)
〈[
ϕq(t), ϕ
†
q′(t
′)
]
+
〉
, (6)
GKqq′(t, t
′) = −i
〈[
ϕq(t), ϕ
†
q′(t
′)
]
−
〉
, (7)
with the commutator [. . . , . . .]− and anti-commutator
[. . . , . . .]+. For the advanced component, it holds
GAqq′(t, t
′) =
(
GRq′q(t
′, t)
)∗
. Sometimes, the retarded,
Keldysh and advanced components are arranged in a
matrix structure, which here is referenced by indices
α, α′, where the following mapping holds: GR = G10,
GK = G11 and GA = G01.
From now on, the V > 0 and V = 0 case will be dis-
cussed separately as they imply a fundamentally different
Hamiltonian either featuring a time-dependence or not.
The discussion of the V > 0 case will always precede the
one of the V = 0 case.
A. Keldysh Green functions for V > 0
For V > 0, the time-dependence within the Hamilto-
nian is periodic: H(t) = H(t + T ) where T = 2pi/V .
This implies a global periodicity for the Green and ver-
tex functions, e.g. Gαα
′
qq′ (t1, t
′
1) = G
αα′
qq′ (t1 + T, t
′
1 + T ).
Two Fourier transforms (FT) are used in this work to
exploit this. Combining the two times linearly to a cen-
tered and a relative time, it is apparent that due to the
global periodicity a discrete Fourier index is sufficient
to transform the centered time, whereas a continuous
Fourier frequency on the entire real axis is needed to
transform the relative time. This idea is called single-
indexed FT (siFT). It turns out that for single-particle
functions an equivalent transform can be formulated that
employs two discrete Fourier indices and one real Fourier
frequency within the interval [−V/2, V/2) (called double-
indexed FT—diFT).9,62,63 The siFT has the advantage
that it can be generalized to the many-particle case with-
out losing its property of exploiting the global periodic-
ity. The diFT has the advantage that the inversion of
a single-particle quantity corresponds to a matrix inver-
sion. Details about siFT and diFT are given in App.
A.
The retarded component of the inverse free propgator
in diFT reads (ωn = ω + nV , ω ∈ [−V/2, V/2)):
(
G−1free
)R
(ω)n′n = δn′n
(
ωn − ↑ + iη 0
0 ωn + ↓ + iη
)
(8)
Note that we redefined the inverse propagator and ac-
cordingly the self-energy by subtracting the Hartree shift
−U/2. The Keldysh component is given by
(
G−1free
)K
(ω)n′n = 2iηδn′,n[1− 2fdot(ωn)]
(
1 0
0 1
)
. (9)
It is proportional to the positive real number η which
must be sent to zero at the end of all computations. It
turns out that for V > 0, η can be sent to zero from the
outset which simplifies calculations. Thus, the precise
choice for fdot is not critical for V > 0. The physical
meaning of η and fdot (and its choice) is discussed in
Sect. II B.
The wideband limit (ρ0 = const.) is assumed for
the calculation of the dot self-energy resulting from the
coupling to the superconducting leads. With Σres,R =
Σres,01, Σres,K = Σres,00 and Σres,A = Σres,10, one finds
(cf. Ref. 9):
Σres,0αs (ω)n′n (10)
=
(
δn′,nΣ
res,0α
s,00 (ωn− sV2 ) δn′−s,nΣres,0αs,01 (ωn+ sV2 )
δn′+s,nΣ
res,0α
s,10 (ωn− sV2 ) δn′,nΣres,0αs,11 (ωn+ sV2 )
)
,
where Σres,0αs,q′q (ωn ± V/2) denotes the self-energy due to
the leads at V = 0 as given in Eq. (13) and (14).
Certain symmetries hold for the Green and ver-
tex functions: Complex conjugation corresponds to
Kαα
′
qq′ (ω)nn′ = −(−1)α+α
′
Kα
′α
q′q (ω)
∗
n′n with K = G,Σ.
Complex conjugation can be used to relate the retarded
and advanced components such that only the retarded
one must be stored and evaluated in numerical calcu-
lations. Also, it implies that the effort of inverting a
single-particle quantity reduces to inverting its retarded
component; for example: GR = [(G−1)R]−1 and GK =
−GR(G−1)K(GR)†. B = 0 corresponds to the following
symmetry: Kαα
′
qq′ (ω)nn′ = −(−1)q−q
′
Kα
′α
q¯′q¯ (−ω)−n′,−n
with q¯ = 1 − q. It can be derived from the observa-
tion that the Hamiltonian is spin-flip invariant for B = 0
if simultaneously ∆s → −∆s. The symmetry can be em-
ployed to write an optimized B = 0 code to solve the
functional RG flow equations (see below) or as a numeri-
cal check of a general (arbitrary B) code. Swapping par-
ticles within a many-particle function results in a minus
sign.
B. Keldysh Green functions for V = 0
For V = 0 (remember that with ∆T 6= 0 a non-
equilibrium set-up can still be realized), the quantities
aquire simpler structures as no explicit time-dependence
4in the Hamiltonian needs to be treated. The inverse free
propagator is (now, ω ∈ R):
(
G−1free
)R
(ω) =
(
ω − ↑ + iη 0
0 ω + ↓ + iη
)
(11)
(
G−1free
)K
(ω) = 2iη[1− 2fdot(ω)]
(
1 0
0 1
)
(12)
For V = 0, η must have finite values throughout the
calculations since the self-energy due to the leads (see
below) does not provide a finite imaginary part within
the superconducting gap. Such a positive imaginary part
represents decay channels and is required to assure the
emergence of a stationary state. Physically speaking, the
η can be associated with a small coupling to a (metallic)
background—which can plausibly be argued to always be
present. This provides a physical meaning for fdot. It is
the Fermi function of the background. The question re-
mains what temperature Tdot should be assigned to this
background—especially in the case of ∆T 6= 0. It is phys-
ically reasonable to use Tdot = (TL + TR)/2. The choice
of Tdot is indeed relevant for the numerical results; for
instance, in equilibrium we found that numerical results
for Tdot = (TL + TR)/2 = TL = TR are closer to NRG
data of Ref. 36 than for Tdot = 0,∞.
Defining Γs = piρ0t
2
s (note that there is no factor of
2), the dot self-energy resulting from the coupling to the
superconducting leads is:
Σres,01s (ω) =Σ
res,R
s (ω) (13)
=− ΓsWs(ω)
(
ω ∆se
iφs
∆se
−iφs ω
)
Σres,00s (ω) =Σ
res,K
s (ω) (14)
= [1− 2fs(ω)]
[
Σres,Rs (ω)− Σres,Rs (ω)†
]
Here, Ws is given by
Ws(ω) =
1√|∆2s − ω2|
{
1 |ω| < ∆s
i sgn(ω) |ω| > ∆s (15)
and fs(ω) = (e
ω/Ts + 1)−1 denotes the Fermi function in
lead s. Of course, the same symmetries as for V > 0 hold;
the corresponding equations can be obtained by dropping
the discrete Fourier indices in the equations above.
III. FLOW EQUATIONS
The main idea of functional RG is to introduce a cut-
off parameter Λ into the free single-particle propagator
Gαα
′
free → Gαα
′,Λ
free such that the single-particle irreducible
vertex functions are known exactly at a particular Λ0
and that Λ = 0 corresponds to the original system. Now,
a set of differential equations for the vertex functions is
derived describing their “flow” from Λ = Λ0 to Λ = 0.
These turn out to be an infinite set of coupled differen-
tial equations.54,58 The general flow equations and some
further remarks can be found in App. B. The initial con-
ditions for the n-particle vertex functions are zero for
n > 2 if the Hamiltonian contains only two-particle in-
teractions and the cut-off is chosen appropriately. The
set of equations is truncated at the first (or second) order
by setting the two- (or three-)particle vertex functions to
their initial values throughout the entire flow. By this
procedure, the entire first (or second) order of pertur-
bation theory is captured and systematically enhanced
in higher orders. A comprehensive presentation of the
method in the context of the (normal-conducting) SIAM
can be found in Refs. 55, 57 and 58.
In this work, a hybridization flow parameter is intro-
duced in analogy to Ref. 57. It can be thought of as an
additional artificial (metallic) reservoir that is coupled
to the dot via a hybridization constant Λ, which assumes
the role of the flow parameter flowing from ∞ to 0. At
the end of the flow, the additional reservoir is completely
decoupled (as Λ = 0) and the original system is obtained.
A. Flow equations for V > 0
For V > 0, this implies the following additional hy-
bridization self-energy:
ΣRH(ω)
Λ
n′n = −iδn′nΛ
(
1 0
0 1
)
(16)
ΣKH(ω)
Λ
n′n = [1− 2fH(ωn)]
[
ΣRH(ω)
Λ
n′n − ΣAH(ω)Λn′n
]
(17)
Here, fH denotes the Fermi function and TH = TL = TR
is a reasonable choice as no temperature-gradients are
investigated for V > 0.
The one- and two-particle vertex functions (i.e. the
self-energy due to the interaction Σ and a renormalized
two-particle interaction γ) will be the flowing quanti-
ties in the approximation schemes discussed here. They
are parameterized in a way that they are not dependent
on any continuous frequency arguments. However, they
may carry discrete frequency indices accounting for the
global periodicity of the problem. For both quantities
the siFT is used whereas for propagators the diFT is
used (in order to best exploit the respective advantages
of the FTs). Two approximations were put to use: In
each of them, the self-energy carries a single Fourier in-
dex Σ(Ω)Λm → ΣΛm—in time space, this corresponds to
Σ(t, t′) ∼ Σ(t)δ(t − t′) with periodic Σ(t). In the sim-
plest truncation scheme (ΣP1O), it is the only flowing
quantity (γΛ → ±U/2). The name ΣP1O shall indi-
cate that the approximation includes a periodic Σ (ΣP)
and is truncated such that the first order is captured
completely (1O). In ΣP2O, also the two-particle vertex
is renormalized (γΛ → ±UΛ/2). In addition, a second
5order scheme that allows for a periodic γ (γP2O) was
derived, in which the two-particle vertex aquires an m-
dependence (γΛ → ±UΛm/2). As γP2O data is not shown
here (due to the fact that convergence with respect to
the numerical parameters could hardly be reached), this
method is not discussed in detail.
The initial conditions of the flowing quantities are [note
the remark after Eq. (8); Ω,Π, X,∆ denote bosonic fre-
quencies associated with relative times while m denotes
the Fourier index associated with the centered time—for
details see App. A]:
ΣR(Ω)Λ=∞m = 0 (18)
γ
α′1α
′
2α1α2
q′1q
′
2q1q2
(Π, X,∆)Λ=∞m (19)
=
{
δm,0
1
2 v¯q′1q′2q1q2 for α
′
1+α
′
2+α1+α2 =odd
0 else
with:
v¯q′1q′2q1q2 =
 −U q
′
1 = q1 6= q2 = q′2
U q′1 = q2 6= q1 = q′2
0 else
(20)
The derivation of ΣP1O is straight-forward and one
finds:
∂
∂Λ
ΣR,Λq′q,m = i(−1)q−q
′ U
2
∑
n
∫ V/2
−V/2
dω
2pi
SKq¯q¯′(ω)
Λ
n,n−m
(21)
Here, S denotes the single-scale propagator which is cal-
culated as SΛ = GΛ(∂ΣΛH/∂Λ)G
Λ, where the retarded
component of the inverse full propagator is:(
G−1
)R
(ω)Λn′,n =
(
G−1free − Σres − ΣΛH
)R
(ω)n′,n−ΣR,Λ(n′−n)
(22)
In an analogous way,
(
G−1
)K,Λ
(ω)n′n can be calculated
(note that in all applied schemes, one finds ΣK = 0).
Knowing these two quantities, (G−1)α
′α,Λ
q′q (ω)n′n can be
inverted.
Deriving ΣP2O is more involved. The first step is ne-
glecting the frequency dependence of the two-particle ver-
tex by setting the external frequencies to zero in the gen-
eral flow equation. In V = 0 Matsubara functional RG,
this step automatically yields a single real number UΛ
describing the flowing two-particle vertex.59 In contrast,
this does not happen in Keldysh functional RG. In order
to achieve this goal for finite V and arbitrary physical
parameters, the following procedure was applied: Those
components that used to be zero at Λ =∞ [see Eq. (19)]
are kept at zero. This leaves 32 components which partly
can be linked to each other via symmetry relations down
to four independent components, e.g.
γ0001,Λ0101 , γ
0010,Λ
0101 , γ
1101,Λ
0101 , γ
1110,Λ
0101 (23)
The first infinitesimal step of the flow can be shown to
yield:
∂
∂Λ
γ0001,Λ0101 =
∂
∂Λ
γ1110,Λ0101 ,
∂
∂Λ
γ0010,Λ0101 =
∂
∂Λ
γ1101,Λ0101
This gives the motivation to apply the following mapping
after each step of the flow in order to achieve the goal of
a single real number describing the flow:
∂
∂Λ
UΛ = − ∂
∂Λ
Re
[
γ0001,Λ0101 + γ
0010,Λ
0101
]
(24)
The set of flow equations is comprised of Eq. (21) with
U → UΛ and
∂
∂Λ
UΛ = Im
∑
nn′
(
UΛ
2
)2 ∫ V/2
−V/2
dω
2pi
2∑
pp′
(−1)p+p′ [SApp′GKp¯p¯′ + SKpp′GAp¯p¯′] (ω)n,n′(−ω)−n,−n′ (25)
+
[(
SR00 + S
A
00
)
GK11 + S
K
00
(
GR11 +G
A
11
)]
(ω)n,n′(ω)n′,n + S ↔ G
− [(SR01 + SA01)GK10 + SK01 (GR10 +GA10)] (ω)n,n′(ω)n′,n + S ↔ G


The notation (fg)(ω)nn′(ν)mm′ = f(ω)nn′g(ν)mm′ was
introduced here. As indicated before, the ΣP1O set-up
of differential equations corresponds to plain first order
perturbation theory which is enhanced in a systematic
way. This systematic way was derived from the general
flow equations (which are exact) by the truncation and
approximation considerations presented above. As the
frequency dependence of the two-particle vertex was ne-
glected in ΣP2O, it does not capture all terms of plain
second order perturbation theory. Rather, it constitutes
6a more sophisticated resummation scheme than ΣP1O
that is also complete to first order only.
B. Flow equations for V = 0
For V = 0, the hybridization self-energy is:
ΣΛ,RH (ω) = −iΛ
(
1 0
0 1
)
(26)
ΣK,ΛH (ω) = −i2
[
1− 2
(
ΓL
Γ
fL(ω) +
ΓR
Γ
fR(ω)
)]
Λ
(
1 0
0 1
)
(27)
The Keldysh component is more complicated than for
V > 0: In order to deal with the case of a finite tempera-
ture bias, two additional hybridization reservoirs are cou-
pled to the dot (their coupling weighted by Γs/Γ), each
of them being at the temperature of the corresponding
lead. For ∆T = 0, this complicated structure collapses
to the regular one.
As for V > 0, the one- and two-particle vertex func-
tions are the flowing quantities and their frequency de-
pendence is neglected. In a static second order scheme
(S2O), the two-particle vertex is parameterized by a sin-
gle real number that flows additionally to the self-energy.
The initial conditions are:
ΣR,Λ=∞(ω) = 0 (28)
γ
α′1α
′
2α1α2,Λ=∞
q′1q
′
2q1q2
(ω′1, ω
′
2, ω1, ω2) (29)
=
{
δ(ω′1 + ω
′
2 − ω1 − ω2) 12 v¯q′1q′2q1q2 for
∑
α
(′)
i =odd
0 else
S2O is derived along the same lines as for V > 0.
Again, the same four independent components of γ di-
vide into two classes in the first infinitesimal step of the
flow. Hence, UΛ is defined once more by averaging and
taking the real part:
∂
∂Λ
UΛ = − ∂
∂Λ
Re
[
γ0001,Λ0101 + γ
0010,Λ
0101
]
(30)
This procedure yields the flow equations:
∂
∂Λ
ΣR,Λq′q = i(−1)q−q
′ UΛ
2
∫ ∞
−∞
dν
2pi
SK,Λq¯q¯′ (ν) (31)
∂
∂Λ
UΛ = Im
∑
nn′
U2Λ
2
∫ ∞
−∞
dω
2pi
(32)
×
∑
pp′
(−1)p+p′ [SApp′GKp¯p¯′ + SKpp′GAp¯p¯′] (ω)(−ω)
+
[
SA00G
K
11 + S
K
00G
R
11
]
(ω)(ω) + S ↔ G
− [(SR01 + SA01)GK10 + SK01 (GR10 +GA10)] (ω)(ω)


Once more, ΣK = 0. As above, the single-scale propa-
gator is SΛ = GΛ(∂ΣΛH/∂Λ)G
Λ. As before, the frequency
dependence of the two-particle vertex has been neglected
and thus this set of equations corresponds to a sophis-
ticated enhanced (in arbitrary high orders) form of first
order perturbation theory. A static first order scheme
could be obtained by setting UΛ = U instead of evolving
it according to Eq. (32).
IV. FORMULA FOR THE CURRENT AND
PERTURBATION THEORY
Here, we are interested in the current as the observ-
able. Setting the electronic charge equal to −1, one
finds for the current going into reservoir s that Js(t) =
−i〈[H(t), Ns(t)]〉.
A. Current and SCHF for V > 0
Calculating the commutator on the right-hand-side
and identifying Keldysh Green functions in the result-
ing terms, one finds a periodic time-dependence of the
current Js(t) =
∑
ν e
−iνV tJˆs,ν for V > 0. The following
formula can be derived for Jˆs,ν = (jˆs,ν + jˆ
∗
s,−ν)/2:
jˆs,ν = −
∑
nn′
∫ V/2
−V/2
dω
2pi
Tr
(
σz
[
Σres,Ks (ω)n+ν,n′G
A(ω)n′,n
+Σres,Rs (ω)n+ν,n′G
K(ω)n′,n
])
(33)
We will focus on the dc-current Js,0. Of course,
current conservation JL,0 = −JR,0 must hold in ex-
act calculations—note that this conservation cannot be
proven to be fulfilled for the truncated functional RG
scheme proposed above in combination with this current
formula. However, the results we present conserve the
current Iν = JL,ν = −JR,ν .
Some restricted self-consistent Hartree-Fock (SCHF)
results will be shown. They were calculated along the
lines of Ref. 9. The following equation is iterated until
ΣRq′q,m is converged numerically:
ΣRq′q,m = i(−1)q+q
′ U
2
∑
n
∫ V/2
−V/2
dω
2pi
GKq¯q¯′(ω)n,n−m (34)
B. Current for V = 0
For V = 0, the same derivation as for V > 0 yields a
time-independent current:
Js = Re
{
−
∫ ∞
−∞
dω
2pi
Tr
(
σz
[
Σres,Ks (ω)G
A(ω)+ (35)
Σres,Rs (ω)G
K(ω)
])}
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FIG. 1: (Color online) These plots show numerical data
for the dc-component of the current for the two parameter
sets investigated in Sect. V A. Black lines are U = 0 results,
whereas red (or grey) lines are ΣP1O results. The left plot has
U/Γ = 0.25, ∆/Γ = 0.25, Vg/Γ = 0 and Ωlen = 96, mlen = 90.
The right plot has U/Γ = 0.25, ∆/Γ = 1 and Ωlen = 96,
mlen = 64. Vg/Γ = 0.0 is solid, Vg/Γ = 0.2 is dashed and
Vg/Γ = 0.4 is dotted.
The same problem with current conservation as for V > 0
occurs; results shown here do not violate current conser-
vation.
V. NUMERICAL RESULTS
Although our method does not require these limita-
tions, we will restrict the discussion to ΓL = ΓR = Γ/2,
∆L = ∆R = ∆, B = 0 and φL = −φR = φ/2. As in-
dicated above, it is advantageous to exploit the B = 0
symmetries.66
A. Results for V > 0
For numerical V > 0 calculations , the continuous fre-
quency ω ∈ [−V/2, V/2) must be discretized. A numer-
ical parameter Ωlen is introduced (Ω = −Ωlen, ..,Ωlen):
ωΩ = V Ω/(2Ωlen + 1). For each single-particle quan-
tity (treated by diFT) and each ωΩ, two matrices
(R and K) are stored containing the indices q, q′ and
n, n′. Also, a cut-off mlen is introduced for the n, n′ =
−mlen, ..,mlen. This is also the range for the siFT index
m = −mlen, ..,mlen. Of course, convergence with respect
to mlen and Ωlen must be checked—which will turn out
to be a major issue in some cases. Note that every sec-
ond element of the matrices induced by the superindices
M (′) = q(′)(2mlen+1)+(n(′)+mlen) can be shown to van-
ish (in the approximations discussed); this is exploited in
numerical calculations.
We will focus on two sets of parameters (both at rather
small U/Γ and at T = TL/R = 0 as well as φ = 0)—one
of which exhibits a large influence of MAR and one of
which does not.
The first choice of parameters is U/Γ = 0.25, ∆/Γ =
0.25 and Vg/Γ = 0. Some numerical results for the dc-
current I0 are shown in the left part of Fig. 1. The dif-
ference between the interacting and the non-interacting
-0.1
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FIG. 2: (Color online) This plot shows numerical data for
U/Γ = 0.25, ∆/Γ = 0.25 and Vg/Γ = 0 (and Ωlen = 96). The
red (or grey) lines show SCHF data formlen = 24, 90, 150 from
bottom to top. This illustrates that convergence is (only)
reached up to 2∆/V ≈ 5 for mlen = 90. The black solid
line is ΣP1O and the black dashed line is ΣP2O data at this
mlen = 90.
dc-current δI = I0(U > 0) − I0(U = 0) is shown in
Fig. 2. The interaction moderately suppresses the cur-
rent. In the present case of broad dot levels Γ > ∆, MAR
play a subdominant role and the interaction correction to
the dc-current only shows weak MAR features. Reach-
ing convergence with respect to mlen is a problematic
issue for this set of parameters. This problem is illus-
trated by the red (or grey) SCHF data. For 2∆/V < 5,
convergence was achieved (see the mlen = 150 data in
comparison to the mlen = 90 data). For 2∆/V > 5,
the mlen = 150 data is still a little above the mlen = 90
data. From the evolution of the discrepancy between the
curves for increasing mlen, we estimate that convergence
can be expected to have been reached up to 2∆/V ≈ 7
for mlen = 150. This analysis implies that the best func-
tional RG data we can show (at mlen = 90) cannot be
expected to be fully converged for 2∆/V > 5. Never-
theless, the main point can still be made because further
increasing mlen can only be expected to yield even higher
curves: Our investigation yields a moderate suppression
of the current due to the interaction. Note that in our
work the ΣP2O curve is above the ΣP1O curve (which
means that the current is even less suppressed). Com-
paring to the SCHF result of Ref. 9 (which appears to
be close to our mlen = 24 SCHF data) we speculate that
convergence with respect to mlen has not been reached
there. As this SCHF result then enters the calculation
of the second order perturbation theory of Ref. 9 this
second order result becomes questionable as well.
Now, a second set of parameters with larger super-
conducting gap ∆/Γ shall be discussed where MAR are
important and convergence with respect to mlen is not
a problematic issue: U/Γ = 0.25, ∆/Γ = 1, Vg/Γ =
0.0, 0.2, 0.4. Numerically converged ΣP1O and SCHF re-
sults for δI can be seen in Fig. 3—see the right part of
Fig. 1 for the I0 curves. Two points can be made. First,
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FIG. 3: (Color online) This plot shows numerical data for
U/Γ = 0.25, ∆/Γ = 1 and Vg/Γ = 0.0, 0.2, 0.4 (and mlen =
64, Ωlen = 96). Black lines show ΣP1O functional RG data,
whereas the red (or grey) lines show SCHF data. Vg/Γ = 0.0
is solid, Vg/Γ = 0.2 is dashed and Vg/Γ = 0.4 is dotted.
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FIG. 4: (Color online) This plot shows numerical data for
U/Γ = 0.25, ∆/Γ = 1 and Vg/Γ = 0.0 (and mlen = 64,
Ωlen = 96). The dashed line is ΣP1O and the solid one is
ΣP2O. The renormalized two-particle vertex at the end of
the ΣP2O flow U0/U∞ is shown in red (or grey).
ΣP1O and SCHF agree very well quantitatively—as both
can be understood as enhanced first order schemes and
the interaction is small enough such that SCHF does
not show a spurious spin-symmetry breaking, this is
plausible. Second, distinct interaction effects (at least
for Vg > 0) at the odd MAR points are observed—
as explained in Sect. I, this can be understood from a
physical perspective. Thus, it is of particular interest
whether ΣP2O functional RG can contribute to a bet-
ter understanding—we investigate this question for the
case with the least interaction effects at ΣP1O, namely
Vg/Γ = 0. The numerical results are shown in Fig. 4.
ΣP2O shows a break-down of the method at the odd
MAR points—this can be seen in the renormalized inter-
action divided by the bare one: U0/U∞. This quantity
serves as an indicator for the strength of interactions ef-
fects. It should take moderate values as it is the case
for small ∆/Γ (e.g. in Fig. 2). The existence of such
an indicator (and thus an internal consistency check) is
a very important feature of the method which in itself
constitutes an advance compared to earlier methods ap-
plied to the problem. Such drastically increased values
as seen in the vicinity of the odd MAR points in Fig. 4
show that the interaction effects are very strong and can-
not be captured by a low order truncation functional RG
scheme. In particular, the ΣP2O resummation scheme is
not sufficient to prevent the growing of the renormalized
two-particle interaction at the odd MAR points. Note
that the RG flow does not even come to an end right
around 2∆/V ≈ 7, 9. A remaining question is whether a
more sophisticated parametrization and truncation func-
tional RG scheme would be able to avoid this break-down
of the method. The calculations carried out with γP2O
showed that (although convergence with respect to mlen
had not been reached yet) also this procedure is not suf-
ficient to overcome the problems at the odd MAR points.
Reviewing our results (and taking into account the inter-
nal consistency check) for ΣP1O, ΣP2O (and γP2O; not
shown) as well as those obtained by SCHF and second
order perturbation theory and combining them with the
physical picture of a newly opening MAR channel, we
argue that all methods that use an approach of pertur-
bative character in U are prone to problems at the odd
MAR points for Γ . ∆.
B. Results for V = 0
For V = 0 and within the S2O approximation, the fre-
quency integrations on the right-hand-sides of the flow
equations can be carried out by continuous integration
routines, i.e. no a priori discretization of the frequency
axis is necessary. However, η must be kept finite and
numerical convergence for η → 0 must be checked. In
particular, in the vicinity of the broadened ABS (the ze-
ros of the real part of the denominator of the retarded
Green function), the numerical integration must be per-
formed very carefully. All numerical results shown here
have Vg = 0.
For ∆T = 0, the physics that is to be expected for
finite interactions is well-known.25,29,30,36,37 In the case
of T = 0, a first order quantum phase transition leads to
a sharp change of sign and amplitude of the current as a
function of the complex phase difference of the supercon-
ductors φ = φL − φR. The phase of φ smaller than the
position of the phase transition φc is called singlet (or 0)
phase. The other phase at φ greater than φc is called dou-
blet (or pi) phase. Although the clear distinction breaks
down for T > 0 and ∆T 6= 0 we still use the terms singlet
and doublet phase to refer to the respective regions—a
precise definition of the boundary is not required for our
assertions. The T = 0 equilibrium problem was stud-
ied with the Hartree-Fock method1,26,64 which has the
short-coming that the phase transition sets in due to an
unphysical breaking of spin-symmetry. In contrast, Mat-
subara functional RG predicts a phase transition without
breaking of spin-symmetry and was successfully used to
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FIG. 5: (Color online) This plot shows numerical data for
∆/Γ = 0.37, U/Γ = 5.2 and ∆T = 0 (and η = 10−4). NRG
data is red (or grey) and S2O data is black. The solid curves
with the sharp feature are at T = 0, while the others have
increasing temperatures T/∆ = 0.02, 0.03, 0.05, 0.1 up to the
dashed-dotted line.
investigate the ∆T = 0 equilibrium situation.36,45,59,60
The Keldysh functional RG proposed here is not equiva-
lent to that approach (for ∆T = 0) but can be made so
(at least in first order truncation) by replacing the hy-
bridization cut-off with the analogue to the sharp imagi-
nary frequency cut-off employed in the Matsubara func-
tional RG (for details regarding this replacement see Ref.
58).
The S2O Keldysh functional RG method proposed
above yields the ∆T = 0 physics very well qualitatively.
This is illustrated in Fig. 5 where S2O data is compared
to NRG data taken from Ref. 36 which is expected to
be very accurate. Note that in general the parameters
must be fine-tuned for the phase transition to occur for
varying φ. The available NRG curves were calculated at
a rather large U/Γ = 5.2. The rest of the parameters
are ∆/Γ = 0.37 and various T/∆ ∈ [0, 0.1]. For this
particular choice of parameters, S2O does not reproduce
φc at T = 0 very accurately. Typically, φc is strongly
parameter-dependent (which is plausible if a fine-tuning
as mentioned above is necessary). Thus, it is not sur-
prising that the position is not reproduced exactly by
an approximative method, especially at such large U/Γ.
Consequently, we consider the ability to reproduce the
position φc not to be a decisive criterion to judge the ac-
curacy of a given approximate approach. The qualitative
features of the T > 0 curves are reproduced well by S2O.
Also, the S2O T > 0 curves have a common intersection
point (as do the NRG curves). In the doublet phase at
T = 0, the functional RG predicts a different current
amplitude than NRG which can be traced back to an
artefact of the functional RG method: The off-diagonal
(i.e. “superconducting”) self-energy component ΣR01 gets
pinned to the value Γcos(φ/2). This is an effect known
from (equilibrium) Matsubara functional RG.36 It forces
the current on a universal curve dependent only on Γ and
∆, but not on U or Vg. This is in contrast to the NRG
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FIG. 6: (Color online) This plot shows current data for
∆/Γ = 1, U/Γ = 2 and 1000TL/Γ = 10 obtained with S2O.
1000TR/Γ takes values of 10, 5, 4.5, 4, 3.5 going from the solid
to the double-dashed line. Convergence with respect to η is
achieved with η = 10−4 for φ < 0.78pi. For ∆T = 0 this is
also sufficient for φ ≥ 0.78pi, while the other curves have η =
3.33 · 10−6. Convergence is increasingly difficult to achieve;
this is illustrated by the η = 1.00 ·10−5, 3.33 ·10−5, 1.00 ·10−4
curves shown for TR/TL = 3.5/10 in red (or grey).
curves which are (weakly) U and Vg dependent. In spite
of these short-comings, S2O Keldysh functional RG cap-
tures the essential physics quite well in the equilibrium
case. For smaller U/Γ, the method should be trusted
even more.
After this benchmarking of the method, we proceed
to non-equilibrium induced by ∆T 6= 0—the true pur-
pose that Keldysh functional RG has been developed for.
Also, to be on the safe side we consider a different set of
parameters with smaller U/Γ = 2 (and ∆/Γ = 1). A
surprising increase of the current in the doublet phase
can be observed if one starts at the T/Γ = 0.01 equilib-
rium case and tunes TR/TL to a non-equilibrium value
of ≈ 1/2 keeping TL fixed. This can be seen in Fig.
6. For an increasing temperature gradient, the current
in the doublet phase increases. Note that it does not
matter whether TL or TR is kept fixed: it was found
that IJos(φ;TL, TR) = IJos(φ;TR, TL) holds numerically
for the investigated parameters. The larger the effect,
the more difficult it is to reach convergence with respect
to η. This is shown for TR/TL = 3.5/10. The smallest η
that could be reached is 3.33·10−6. For the TR/TL shown
here, U0/U∞ takes moderate values ≤ 1.2. Further re-
ducing TR/TL leads to a significant increase of U0/U∞.
Again, this indicates the emergence of strong correlation
effects and for more extreme temperature gradients the
S2O resummation scheme is not sufficient to avoid the
break-down. This might raise doubts whether the ob-
served effect is an artefact of the method. We emphasize
that the effect occurs significantly at acceptable U0/U∞.
Furthermore, a current increase can even be observed in
the simpler truncation scheme without renormalization
of the two-particle vertex.
Several checks were performed to test whether the ef-
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FIG. 7: This plot shows (Γcos(φ/2) − ΣR01)/Γ for the same
parameters as in Fig. 6.
fect persists. A very important check is whether JL =
−JR as the current formula does not guarantee this sym-
metry in our truncation (as discussed in Sect. IV)—the
equality does indeed hold numerically. It was checked
whether the effect relies on the (symmetric) choices of
the parameters. It was found that it does not vanish (at
least not immediately) if one goes away from the sym-
metric choices of Vg/Γ = 0, ΓL/ΓR = 1 or ∆L/∆R = 1.
Furthermore, the effect was also observed if one starts
from the set of parameters from above (with U/Γ = 5.2)
and tunes TR/TL to ≈ 1/2. Also, we checked whether the
effect is due to numerical inaccuracies. Possible causes
are too high upper error bounds for the numerical inte-
gration routines, too low integration limits (when per-
forming integrals that formally go along the entire real
axis) or an optimization procedure exploiting the knowl-
edge of the numerically determined position of the ABS.
None of these was found to be the reason for the effect.
The effect was traced back to the behavior of ΣR01(φ)
in the doublet phase. Remember that ΣR01(φ) takes the
value Γcos(φ/2) at T = 0. At TL = TR > 0, Σ
R
01(φ) starts
to deviate from Γcos(φ/2). This deviation increases sig-
nificantly for ∆T 6= 0—see Fig. 7. This is the decisive
ingredient in the current formula to produce the current
increase effect. We observed semi-analytically that even
the equilibrium Matsubara current formula reacts corre-
spondingly to a deviation in ΣR01(φ).
VI. CONCLUSION
We investigated the Josephson quantum dot in non-
equilibrium. This non-equilibrium was either induced
by a finite bias voltage or a temperature bias. The two
cases had to be distinguished as a finite bias voltage im-
plies a time-dependent Hamiltonian. In both cases, a
Keldysh functional RG approach was employed; in its
most sophisticated form, a static (i.e. not frequency-
dependent) flow of the two-particle vertex was included.
For the case of finite bias voltages, also the self-consistent
Hartree-Fock method was used. We investigated the (dc-
/Josephson) current as the observable.
Two sets of parameters were investigated for finite bias
voltages. For a set of parameters where multiple Andreev
reflections do not play an important role (small ∆/Γ), we
observe that numerical convergence is increasingly diffi-
cult to reach for increasing ∆/V . However, this is still
feasible within the self-consistent Hartree-Fock method.
From the accuracy achieved overall, we can judge that the
interaction induced supression of the current is much less
significant than suggested by earlier works.9 In the sec-
ond set of parameters (at larger ∆/Γ), multiple Andreev
reflections have a large influence on the current at the
so called odd MAR points. Correlation effects at these
points were found to be very strong. As a consequence,
the flow scheme allowing for a renormalization of the self-
energy as well as the two-particle vertex was found to
become uncontrolled in the vicinity of these points. We
argued that all perturbative methods (in the interaction)
will be prone to problems at larger ∆/Γ due to multiple
Andreev reflections. Consequently, the data they pro-
duce cannot be trusted close to the odd MAR points.
This provides reason to pursue other than weak coupling
approaches.
For vanishing bias voltage, we used an equilibrium set
of parameters for which numerical RG data is available
to benchmark the method. Then, we proceeded to a
set of parameters with a smaller interaction parameter
and induced non-equilibrium by tuning the ratio of right
lead temperature to left lead temperature to about one
half. A current increase effect was observed in the regime
that used to be the doublet phase at vanishing lead tem-
perature. For the investigated parameters, the inherent
consistency check, namely the value of the renormalized
vertex, does not indicate a failure of the method. Fur-
thermore, the effect proved to be numerically stable and
could be traced back to the behavior of the off-diagonal
(in Nambu space) component of the retarded self-energy
as a function of the superconducting phase difference be-
tween the leads. We hope that this result will stimu-
late further theoretical (and ultimately experimental) re-
search in this regime.
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Appendix A: Fourier transformations
The goal of the FTs discussed here is to exploit the
global periodicity t
(′)
i → t(′)i + T with T = 2pi/V . For
single-particle quantities, the diFT is a valid way of doing
11
so (ν ∈ [−V/2, V/2), n, n′ ∈ Z):9,62,63
F (t1, t
′
1) =
∞∑
n,n′=−∞
∫ V/2
−V/2
dν
2pi
e−iνnt1+iνn′ t
′
1F (ν)nn′
(A1)
F (ν)nn′ =
V
2pi
∫ pi/V
−pi/V
dt′1
∫ ∞
−∞
dt1e
iνnt1−iνn′ t′1F (t1, t′1)
(A2)
The advantage is that contracting quantities corresponds
to contracting the discrete indices (i.e. a matrix-matrix-
multiplication) while the continuous frequencies are the
same on both quantities. This implies that inverting a
quantity corresponds to a simple matrix-inversion. The
disadvantage is that the diFT cannot be generalized to
the two-particle case without losing the property of ex-
ploiting the periodicity.
The siFT solves this problem by introducing one cen-
tered time and additional relative times. The periodicity
is always exploited via the centered time which corre-
sponds to one discrete index while the relative times cor-
respond to real frequencies. The following relation holds
in the single-particle case:
t =
t1 + t
′
1
2
τ =
t1 − t′1
2
(A3)
F (t, τ) =
1
2
∞∑
m=−∞
∫ ∞
−∞
dΩ
2pi
e−iΩτe−imV tF (Ω)m (A4)
F (Ω)m = 2
V
2pi
∫ pi/V
−pi/V
dt
∫ ∞
−∞
dτeiΩτeimV tF (t, τ) (A5)
Note that
∫
dt1
∫
dt′1 = 2
∫
dt
∫
dτ . For the two-particle
case a possible choice is:
τΠ = (t
′
1 + t
′
2 − t1 − t2)/4 (A6)
τX = (−t′1 + t′2 + t1 − t2)/4 (A7)
τ∆ = (t
′
1 − t′2 + t1 − t2)/4 (A8)
τP = (t
′
1 + t
′
2 + t1 + t2)/4 (A9)
F (Π, X,∆)m (A10)
= 16
∫
dτΠ
∫
dτX
∫
dτ∆
V
2pi
∫ pi/V
−pi/V
dτP
× ei(ΠτΠ+XτX+∆τ∆)eimV τPF (τΠ, τX , τ∆, τP )
F (τΠ, τX , τ∆, τP ) (A11)
=
1
16
∑
m
∫
dΠ
2pi
∫
dX
2pi
∫
d∆
2pi
× e−i(ΠτΠ+XτX+∆τ∆)e−imV τPF (Π, X,∆)m
The major drawback of the siFT is that contracting
quantities corresponds to rather complicated contraction
rules—this also implies that inverting a quantity in this
picture is not possible. For example, the contraction
f(ω1, ω3) =
∫
dω2
2pi
f1(ω1, ω2)f
2(ω2, ω3) (A12)
in regular Fourier space corresponds to the following one
in siFT:
fsiFT(Ω)m =
∑
m1
f1siFT(Ω + [m−m1]V )m1 (A13)
× f2siFT(Ω−m1V )m−m1
A more complicated example is the following one:
f(ω1, ω3, ω4, ω5) =
∫
dω2
2pi
f1(ω1, ω2)f
2(ω2, ω3, ω4, ω5)
⇒fsiFT (Π, X,∆)m (A14)
=
∑
m1
f1siFT
(
1
2
(Π−X + ∆) +
(m
2
−m1
)
V
)
m1
× f2siFT (Π−m1V,X +m1V,∆−m1V )m−m1
Deriving such contraction rules one by one and combin-
ing them yields the frequency structure of the pp, e-ph
and d-ph channel (see App. B) in the siFT formulation.
Parameterizing γ(Π, X,∆)Λm as γΛ (or as γ
Λ
m), i.e. setting
the external frequencies Π, X,∆ in Eq. B2 to zero, yields
the starting point for the ΣP2O (or the γP2O) approx-
imation (note that indices α and q were omitted in this
section).
As a last remark, there is a relation between siFT and
diFT in the single-particle case:
FdiFT(ω)nn′ = FsiFT(Ω = 2ω + [n+ n
′]V )n−n′ (A15)
FsiFT(Ω)m = FdiFT
(
ω =
Ω− (2n−m)V
2
)
n,n−m
(A16)
In the second line, n ∈ Z must be determined such that
[Ω− (2n−m)V ]/2 ∈ [−V/2, V/2).
Appendix B: Details on general functional RG
The general idea of Keldysh functional renormaliza-
tion group is portrayed in Refs. 55 and 56. Also, a for-
mal derivation of the flow equations using a generating
functional approach can be found there.
In Ref. 57, the general flow equations are given in
a notation that is more compliant with the notation
used here. The two lowest-order flow equations are
(x, y, a, b denote multi-indices consisting of time, state
and Keldysh index; double occurence implies summa-
tion/integration over the respective sub-indices):
∂
∂Λ
ΣΛx′|x = −iγΛx′a′|xaSΛa|a′ (B1)
12
=
=
FIG. 8: This plot shows a diagrammatical representa-
tion of the flow equations truncated at second order (with
γΛ=∞x′y′a′|xya = 0). The dot denotes a derivative with respect to
Λ. The lines are full propagators, the crossed lines are single-
scale propagators. The circles represent one- or two-particle
vertices.
∂
∂Λ
γΛx′y′|xy (B2)
= −iγΛx′y′a′|xyaSΛa|a′ + iγΛx′y′|ab SΛa|a′GΛb|b′γΛa′b′|xy
+ iγΛx′b′|ay
[
SΛa|a′G
Λ
b|b′ + S
Λ
b|b′G
Λ
a|a′
]
γΛa′y′|xb
− iγΛy′b′|ya
[
SΛa|a′G
Λ
b|b′ + S
Λ
b|b′G
Λ
a|a′
]
γΛa′x′|bx
The single-scale propagator S is defined as SΛ =
−GΛ(∂G−1free/∂Λ)GΛ. As to how the Λ-dependency is
introduced, there are many possibilities. Some are dis-
cussed in Ref. 65 (for systems coupled to metallic leads).
The hybridization method (roughly described in section
III) has a clear physical meaning and has been found to
be the most suitable one in the case of metallic leads.57
The terms on the right-hand-side of the second equa-
tion containing the two-particle vertex twice are called
particle-particle (pp), exchange particle-hole (e-ph) and
direct particle-hole (d-ph) respectively. In a second (or
first) order truncation, one sets γΛx′y′a′|xya = γ
Λ=∞
x′y′a′|xya
(or γΛx′a′|xa = γ
Λ=∞
x′a′|xa—making the second equation re-
dundant). As an illustration, a diagrammatical represen-
tation of the flow equations in second order truncation is
given in Fig. 8.
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