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Steady-state manifolds of open quantum systems, such as decoherence-free subspaces and noiseless sub-
systems, are of great practical importance to the end of quantum information processing. Yet, it is a difficult
problem to find steady-state manifolds of open quantum systems, especially of non-Markovian systems. In this
paper, we propose an approach to find the steady-state manifolds, which is generally applicable to both Marko-
vian and non-Markovian systems. Our approach is based on an arbitrarily given steady state, and by following
the standard steps of the approach, the steady-state manifold on the support subspace of the given state can be
obtained. Our work reduces the problem of finding a manifold of steady states to that of finding only one steady
state, which is indeed an interesting progress towards completely solving the difficult problem. Besides, in de-
riving our approach, we introduce the notions of the modified noise algebra and its commutant, and prove two
theorems on the structure of steady-state manifolds of general open systems, which themselves are interesting
findings too.
I. INTRODUCTION
Any real quantum system inevitably interacts with its en-
vironment, and such an interaction generally spoils coher-
ence of quantum states and further weakens the abilities of
quantum states to perform quantum information processing
tasks. A challenge in quantum information processing is to
overcome decoherence of quantum states caused by undesired
interactions. Interestingly, despite such destructive interac-
tions, there are steady states in many open systems, which
remain stable during the evolutions of the systems and are
completely immune to decoherence. Due to their coherence
stabilization virtues, steady states of open systems have been
exploited for various aims of quantum information process-
ing, such as quantum error correction [1–7], quantum state
preparation [8–13], quantum computation [14–21], quantum
simulation [22, 23], entanglement distillation [24], and cool-
ing [25].
The practical importance of steady states for realizing quan-
tum information processing leads to a surge of interest in find-
ing steady states of open systems. Recently, authors have put
forward several methods for finding steady states of open sys-
tems, such as the mean-field method [26–28], the variational
method based on the minimization of trace norm [29], and
the variational method based on the matrix product operator
ansatz [30]. These methods have been successfully applied to
many well-known physical models, e.g., the Dicke model, the
dissipative Ising model, the dissipative Bose-Hubbard model,
and the strongly interacting Rydberg gases.
However, the problem is that all these previous methods
are only applicable to Markovian systems but not applicable
to non-Markovian systems, and there has not been a general
approach to find the steady states of non-Markovian systems.
Besides, the previous methods mainly focus on finding indi-
vidual steady states, but cannot give the structure of steady-
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state manifolds (SSMs). Yet, for open systems with many
or infinitely many steady states, the knowledge about the
structure of SSMs, such as decoherence-free subspaces [1, 2]
and noiseless subsystems [5, 6], plays a key role in perform-
ing many quantum information processing tasks [21, 31, 32].
Therefore, it is an important issue to find SSMs of general
open systems and determine the structure of them.
In the present paper, we address this issue. We first in-
troduce the modified noise algebra and its commutant, with
which we can obtain two theorems on the structure of SSMs,
and based on the theorems, we further propose an approach to
find the SSMs. Our approach, based on a given steady state,
is applicable to both Markovian and non-Markovian systems.
By following our approach, the SSM on the support subspace
of the given steady state can be found. This paper is organized
as follows. In Sec. II, we introduce the modified noise alge-
bra and its commutant, and present a theorem on the relation
between them and the SSM. In Sec. III, we give a theorem
on the structure of the SSMs with the help of the modified
noise algebra. In Sec. IV, based on the the structure theo-
rem, we put forward an approach for finding SSMs. Section
V provides three examples to illustrate the usefulness of our
approach, and Sect. VI presents the summary and remarks.
II. MODIFIED NOISE ALGEBRA, COMMUTANT
ALGEBRA, AND THE RELATION BETWEEN THEM AND
STEADY-STATE MANIFOLD
We first specify some notations and terminologies. Et
is used to denote the dynamics of an open system, i.e., a
completely positive and trace-preserving (CPTP) map, which
transforms the initial state ρ to the state at time t, ρ(t) = Et(ρ).
A CPTP map can be always written as the Kraus representa-
tion, Et(ρ) = ∑k Ek(t)ρE†k (t), with Kraus operators Ek(t) satis-
fying
∑
k E
†
k (t)Ek(t) = I. H (dimH < ∞) is used to represent
the Hilbert space for the system and L(H) the algebra of linear
operators on it.
A steady state is such a state which satisfies Et(ρ) = ρ for
2all the time t, and a strict SSM is a set of steady states. A gen-
eralized definition of an SSM comprises operators that satisfy
Et(X) = X for all the time t. Here, in our paper, we adopt the
generalized definition of SSMs, {X ∈ L(H)|Et(X) = X,∀t},
in which the elements X are not necessarily density opera-
tors. Such a generalized definition is convenient for serving
our purpose.
We introduce the notions of noise algebra and its commu-
tant. The noise algebra, denoted as A, is the algebra gener-
ated by all Kraus operators and their conjugate transposes, of
which the elements are linear combinations of products of the
operators in {Ek(t), E†k (t),∀k, t}. The commutant of a noise al-
gebra, denoted as A′, is the set of the elements that commute
with each element of the noise algebra. It is worth noting that
the noise algebra as well as its commutant is only dependent
on the CPTP map Et but independent of the choices of Kraus
operators of the map.
Our approach is based on a given steady state, i.e., it is
supposed that one steady state, denoted as ρ0, has been known.
The support of ρ0 is denoted as Pρ0 , which is the smallest
orthogonal projection operator that satisfies Tr(ρ0Pρ0) = 1.
Pρ0H represents the subspace defined by the operator Pρ0 , and
there is H = Pρ0H ⊕ (I − Pρ0 )H . Our task is to find all
the steady states (i.e., the SSM) supported on Pρ0H , {X ∈
L(Pρ0H)|Et(X) = X,∀t}.
With the above notations and terminologies, we start our
discussion on the approach of finding SSMs.
To prepare for general open systems, we first consider an
important family of open systems that are with unital CPTP
maps, Et(I) = I. In this case, ρ0 = cI, where c is the nor-
malization constant, is always a steady state. For these open
systems, we have the following lemma.
Lemma 1 The steady-state manifold of the open system under
a unital CPTP map is equal to the commutant of the noise
algebra.
Lemma 1 is easy to be proved. Since Et is unital, i.e.,
Et(I) = ∑k Ek(t)E†k (t) = I, there is Et(X) = ∑k Ek(t)XE†k(t) =
X
∑
k Ek(t)E†k (t) = X for all the operators X ∈ A′, which
means SSM ⊃ A′. Hence, we only need to prove SSM ⊂
A′. To this end, we let X belong to SSM. Then, X†
belongs to SSM, too, since Et is completely positive and
hence Hermitian-preserving, i.e., Et(X†) = Et(X)†. By us-
ing the Schwarz type inequality [33], we have Et(XX†) ≥
Et(X)Et(X†), which further leads to Et(XX†) ≥ XX†, i.e.,
Et(XX†) − XX† is positive semidefinite. Since Et is a trace-
preserving map, we have Tr[Et(XX†) − XX†] = 0. This ex-
pression is valid if and only if Et(XX†) − XX† = 0, i.e.,
XX† ∈ SSM. Using Et(I) = I and X, X†, XX† ∈ SSM, we
have XEt(I)X† − XEt(X†) − Et(X)X† + Et(XX†) = 0. Rewrit-
ing this equation gives
∑
k[X, Ek(t)][X, Ek(t)]† = 0. Since∑
k[X, Ek(t)][X, Ek(t)]† is a sum of nonnegative terms, each of
the terms in it must be zero, which implies [X, Ek(t)] = 0 for
all k and t. Replacing X with X† in the foregoing arguments,
we have [X†, Ek(t)] = 0, and hence [X, E†k(t)] = 0, for all k
and t, too. It follows that X ∈ A′. This completes the proof of
Lemma 1.
This lemma reveals the relation between the SSM and the
noise algebra for open systems under unital CPTP maps. It
shows that a nontrivial SSM of an open system with a unital
CPTP map exists if and only if the commutant of the noise
algebra is nontrivial. With the result about unital CPTP maps,
we may now turn to investigate open systems under general
CPTP maps. We will give a generalized relation between SSM
and the noise algebra for open systems under general CPTP
maps.
We now consider open systems under general CPTP maps
Et. Our discussion is based on the assumption that a steady
state ρ0 has been known and we aim to find the SSM sup-
ported on the subspace Pρ0H . Since Pρ0H is invariant under
the action of Et [34], it is enough to consider the subspace
Pρ0H . From now on, we will assume that the operators ap-
pearing in the following are redefined to act on Pρ0H instead
of H . We define a modified noise algebra and its commutant,
denoted as Aρ0 and A′ρ0 , respectively. Aρ0 is generated by the
modified Kraus operators ˜Ek(t) := ρ−
1
2
0 Ek(t)ρ
1
2
0 and ˜E
†
k (t), in-
stead of Ek(t) and E†k (t) in the noise algebra A. That is, the
elements of Aρ0 are linear combinations of products of the
operators in { ˜Ek(t), ˜E†k(t),∀k, t}. A′ρ0 is the set of the elements
that commute with each element of the modified noise algebra
Aρ0 . Then, we have the following theorem.
Theorem 1 The steady-state manifold supported on the sub-
space Pρ0H is equal to ρ
1
2
0 A′ρ0ρ
1
2
0 .
Theorem 1 can be proved with the aid of Lemma 1. To
this end, we define an ancillary completely positive map, de-
noted as ˜Et, by the Kraus operators ˜Ek(t), namely, ˜Et(X) =∑
k ˜Ek(t)X ˜E†k (t). The dual map of ˜Et is denoted as ˜E∗t , which
is defined by the relation 〈 ˜E∗t (X), Y〉 = 〈X, ˜Et(Y)〉 for X, Y
∈ L(Pρ0H), where 〈X, Y〉 = Tr(X†Y) is the Hilbert-Schmidt
inner product [35]. It is easy to verify that the ancillary
map ˜Et has the following properties: (P1) ˜Et is unital, i.e.,
˜Et(Pρ0) = Pρ0 ; (P2) ρ0 is a steady state of ˜E∗t , i.e., ˜E∗t (ρ0) = ρ0;
(P3) ˜Et(ρ˜) = ρ˜ if and only if Et(ρ) = ρ, where ρ = ρ
1
2
0 ρ˜ρ
1
2
0 .
Property (P3) implies that the steady states supported on the
subspace Pρ0H under Et and those under ˜Et are correspond-
ing to each other, namely, {X ∈ L(Pρ0H)|Et(X) = X,∀t} =
{ρ
1
2
0 Xρ
1
2
0 | ˜Et(X) = X,∀t}.
With the aid of the ancillary map ˜Et and Lemma 1, it is easy
to prove Theorem 1. In fact, by following the same arguments
as those in the proof of Lemma 1 and using the properties (P1)
and (P2), we can prove that the set {X ∈ L(Pρ0H)| ˜Et(X) =
X,∀t} is equal to the commutant of the modified noise algebra
A′ρ0 . To do this, we only need to replace Et, Ek(t), and the
equation Tr[Et(XX†) − XX†] = 0 in the proof of Lemma 1
with ˜Et, ˜Ek(t), and the equation Tr{ρ0[ ˜Et(XX†) − XX†]} = 0,
respectively. Then, we have from (P3) that the SSM supported
on the subspace Pρ0H is equal to ρ
1
2
0 A′ρ0ρ
1
2
0 . This completes
the proof of Theorem 1.
Based on a given steady state ρ0, we have established the
relation between the SSM supported on Pρ0H and the mod-
ified noise algebra. Theorem 1 indicates that a nontrivial
3SSM exists if and only if the commutant of the modified
noise algebra is nontrivial. It presents a unified picture of
the relation between SSMs and noise algebras, which is ap-
plicable to unital CPTP maps as well as non-unital CPTP
maps, and Markovian systems as well as non-Markovian
systems. Particularly, for unital CPTP maps, ρ0 can be
taken as cI, and there are ˜Ek(t) = Ek(t), ˜Et = Et, and
Aρ0 = A. Consequently, Theorem 1 reduces to Lemma
1. In the case of a Markovian system, the dynamics is de-
scribed by the Lindblad equation, ∂tρ(t) = Lρ = −i[H, ρ] +∑
k AkρA
†
k − 12 {A†k Ak, ρ}, with the time-independent Hamilto-
nian H and time-independent Lindblad operators Ak [36]. The
Lindblad equation is equivalent to the Kraus representation
with the Kraus operators E0(dt) := I −
(
iH + 12
∑
k A
†
k Ak
)
dt
and Ek(dt) := Ak
√
dt. Indeed, direct calculations show
that ρ(t + dt) := E0(dt)ρ(t)E†0(dt) +
∑
k Ek(dt)ρ(t)E†k (dt) =
ρ(t) + Lρ(t)dt + O(dt2), from which the equivalence between
the Lindblad equation and this Kraus representation can be
proved. Using the equivalent Kraus representation, we can
obtain, from Theorem 1, that the SSM supported on the sub-
space Pρ0H is equal to ρ
1
2
0 alg{ ˜H, ˜H†, ˜Ak, ˜A†k ,∀k}′ρ
1
2
0 , where
˜H = ρ−
1
2
0 Hρ
1
2
0 ,
˜Ak = ρ
− 12
0 Akρ
1
2
0 , and alg{ ˜H, ˜H†, ˜Ak, ˜A†k ,∀k} rep-
resents the algebra generated by ˜H, ˜Ak, and their conjugate
transposes.
III. STRUCTURE OF STEADY-STATE MANIFOLDS
We now work out the structure of the SSM supported on
the subspace Pρ0H . To this end, we need first to prove the
following lemma.
Lemma 2 A steady state with the same support as ρ0 always
exists in the modified noise algebra Aρ0 .
Lemma 2 means that among all the steady states that have
the same support as ρ0, there is one of them belonging to
the modified noise algebra Aρ0 . To prove this, we let ρ0 :=∫
Uρ0U†dU, where the Haar integral runs over all the uni-
tary operators in A′ρ0 . First, it is obvious that ρ0 has the same
support as ρ0. Second, ρ0 is a steady state. This is because
Et(UρU†) = UEt(ρ)U† for all ρ ∈ L(Pρ0H) and U ∈ A′ρ0 (See
Appendix A), which leads to Et(ρ0) =
∫
Et(Uρ0U†)dU =∫
UEt(ρ0)U†dU =
∫
Uρ0U†dU = ρ0. Third, we can show
that ρ0 ∈ Aρ0 . To do this, letting U ′ ∈ A′ρ0 , we have U ′ρ0 =∫
U ′Uρ0U†dU =
∫
Uρ0U†d(U ′†U)U ′ =
∫
Uρ0U†dUU ′ =
ρ0U ′, where we have used the translation-invariant property
of the Haar measure, i.e., d(U ′†U) = dU. It means that ρ0
commutes with all unitary operators in A′ρ0 . Since every ele-
ment of A′ρ0 can be written as a linear combination of unitary
elements of A′ρ0 , we have that ρ0 commutes with all elements
of A′ρ0 . Hence, ρ0 ∈ Aρ0 . This completes the proof of Lemma
2.
With the aid of Lemma 2, we may now derive the structure
of the SSM supported on Pρ0H . According to the standard
structure theorems for C*-algebras [37], the algebra Aρ0 and
its commutantA′ρ0 have the matrix representations in a proper
basis,
Aρ0 
⊕
α
1 nα ⊗ Matdα(C), (1)
A′ρ0 
⊕
α
Matnα (C) ⊗ 1 dα , (2)
where α labels the α-th irreducible representation of Aρ0 with
dimension dα and multiplicity nα, 1 n (n = nα, dα) denotes the
n× n identity matrix, and Matn(C) (n = nα, dα) denotes the set
of n × n matrices with complex entries. Equations (1) and (2)
indicate that Pρ0H has the decomposition [38, 39],
Pρ0H =
⊕
α
Hα,1 ⊗Hα,2, (3)
and correspondingly Aρ0 and A′ρ0 have the structures,
Aρ0 =
⊕
α
Iα,1 ⊗ L(Hα,2), (4)
A′ρ0 =
⊕
α
L(Hα,1) ⊗ Iα,2, (5)
where Hα,1 and Hα,2 are the subspaces with dimensions nα
and dα, respectively, and Iα,1 and Iα,2 are the identity operators
on Hα,1 and Hα,2, respectively.
Note that the steady state that can induce the same SSM
ρ
1
2
0 A′ρ0ρ
1
2
0 is not unique. All the steady states that have the
same support as ρ0 lead to the same SSM, i.e., ρ
1
2
10A′ρ10ρ
1
2
10 =
ρ
1
2
20A′ρ20ρ
1
2
20 as long as ρ10 and ρ20 have the same support. On
the other hand, as we have proved in Lemma 2, among the
steady states with the same support, there is one steady state,
ρ0, belonging to the modified noise algebra Aρ0 . We can de-
termine the structure of the SSM supported on Pρ0H by the
aid of ρ0, as ρ0 and ρ0 correspond to the same SSM. Since
ρ0 belongs to the modified noise algebra, it follows from Eq.
(4) that there exist density operators ρα,2 on Hα,2 such that
ρ0 =
∑
α cαIα,1⊗ρα,2 (cα is the normalization constant). Using
Eq. (5) and Theorem 1, we deduce that the SSM supported on
Pρ0H is equal to
⊕
α
L(Hα,1) ⊗ ρα,2. Hence, we arrive at the
following structure theorem.
Theorem 2 The steady-state manifold supported on Pρ0H
has the structure
⊕
α
L(Hα,1) ⊗ ρα,2, where L(Hα,1) is the set
of linear operators on Hα,1, ρα,2 is a fixed density operator on
Hα,2, and Hα,1 and Hα,2 are defined in Eq. (3).
Theorem 2, describing the structure of SSMs, is applicable
to both Markovian and non-Markovian systems. As a special
case, when it is applied to Markovian systems, it gives the
same result on the structure of steady states as presented in
Ref. [40].
4IV. APPROACH TO FIND STEADY-STATE MANIFOLDS
Equation (4) implies that any Hermitian operator in Aρ0 can
be generally expressed as ∑α j µα jIα,1 ⊗ | j〉α,2〈 j|, where µα j
are real numbers and | j〉α,2 are pure states on Hα,2. We use
P to represent one of the Hermitian operators that are with
nondegenerate spectra µα j, i.e., P =
∑
α j µα jIα,1 ⊗ | j〉α,2〈 j|
(µα j , µα′ j′ for α, j , α′, j′), of which the spectral pro-
jections are Iα,1 ⊗ | j〉α,2〈 j|. Similarly, Eq. (5) implies that
any Hermitian operator in A′ρ0 can be generally expressed
as
∑
αi ναi|i〉α,1〈i| ⊗ Iα,2 with real numbers ναi and pure states
|i〉α,1 on Hα,1. We use Q to represent one of the Hermi-
tian operators that are with nondegenerate spectra να j, i.e.,
Q = ∑αi ναi|i〉α,1〈i| ⊗ Iα,2 (ναi , να′i′ for α, i , α′, i′), of
which the spectral projections are |i〉α,1〈i| ⊗ Iα,2. Certainly,
P ∈ Aρ0 and Q ∈ A′ρ0 . Hereafter, we refer to such Hermitian
operators that are with nondegenerate spectra as spectrum-
nondegenerate Hermitian operators for convenience.
To find the SSM on Pρ0H , it is essential to identify the de-
composition expressed by Eq. (3), i.e., to determine the basis
in which Pρ0H can be decomposed as
⊕
α
Hα,1 ⊗ Hα,2. We
find that the basis can be obtained by choosing a pair of oper-
ators P ∈ Aρ0 and Q ∈ A′ρ0 , defined as above. By resorting
to the spectral projections of P and Q, i.e., Iα,1 ⊗ | j〉α,2〈 j| and
|i〉α,1〈i| ⊗ Iα,2, respectively, we can easily obtain the basis that
corresponds to the decomposition (3). In fact, the product of
Iα,1 ⊗ | j〉α,2〈 j| and |i〉α,1〈i| ⊗ Iα,2 gives |i〉α,1〈i| ⊗ | j〉α,2〈 j|, from
which the states |i〉α,1 ⊗ | j〉α,2 can be derived. |i〉α,1 ⊗ | j〉α,2 can
be taken as the basis of the decomposition in Eq. (3). There-
fore, to find a SSM based on a given steady state ρ0, one may
first construct the modified noise algebra Aρ0 and its commu-
tant A′ρ0 , which can be realized by giving the generators of
the algebras; then pick out two spectrum-nondegenerate Her-
mitian operators P and Q from Aρ0 and A′ρ0 , respectively; and
finally identify the basis |i〉α,1 ⊗ | j〉α,2 by resorting to the spec-
tral projections of P and Q.
With the above analysis, we may now specify the approach
to find SSM of an open system based on a given steady state
ρ0.
The first step is to construct the generating set of Aρ0 and
that of A′ρ0 . Here, a generating set of an algebra means a
subset of elements from which every element of the algebra
can be expressed by a linear combination of products of the
generators. Obviously, the generating set of Aρ0 , denoted by
{A1, . . . , Am}, can be simply taken as { ˜Ek(t), ˜E†k (t)} up to mul-
tiplicative scalars, which is just the definition of the modi-
fied noise algebra. Then, the generating set of A′ρ0 can be
obtained with the aid of the Aρ0 ’s generating set. By defini-
tion, an operator B belongs to A′ρ0 if and only if [Ai, B] = 0
for all i, where Ai ∈ { ˜Ek(t), ˜E†k (t)}. Note that any m × n
matrix B can be converted into a column vector vec(B) =
[B11, . . . , Bm1, B12, . . . , Bm2, . . . , B1n, . . . , Bmn]T with the ele-
ments of the vector being a rearrangement of the elements of
the matrix. By vectorizing the equation [Ai, B] = 0 and using
the relations vec(AiBI) = (I⊗Ai)vec(B) and vec(IBAi) = (ATi ⊗
I)vec(B), we have (I⊗Ai−ATi ⊗I)vec(B) = 0. In this way, solv-
ing the equations [Ai, B] = 0 is converted into solving the lin-
ear equations (I⊗Ai−ATi ⊗ I)vec(B) = 0, for which there have
been many standard methods. By solving these linear equa-
tions, we may obtain a complete set of linearly independent
solutions of vec(B), denoted as {vec(B1), . . . , vec(Bn)}. Then,
{B1, . . . , Bn}, obtained by converting each vector vec(Bi) back
into matrix Bi, gives the generating set of A′ρ0 .
The second step is to pick out two spectrum-nondegenerate
Hermitian operators P ∈ Aρ0 and Q ∈ A′ρ0 . This can be real-
ized by directly examining some pairs of Hermitian operators
in Aρ0 and A′ρ0 . Let P ∈ Aρ0 and Q ∈ A′ρ0 be Hermitian
operators, and P j and Qi be their spectral projections, i.e.,
P =
∑
j µ jP j and Q =
∑
i νiQi, where µ j and νi are the spectra
corresponding to P j and Qi, respectively. Whether P and Q
are with nondegenerate spectra can be examined by resorting
to the generating sets of Aρ0 and A′ρ0 . In fact, Hermitian op-
erators P and Q are with nondegenerate spectra if and only if
all their spectral projections P j and Qi satisfy respectively
P jA1P j ∝ P j, P jA2P j ∝ P j, . . . , P jAmP j ∝ P j, (6)
and
QiB1Qi ∝ Qi, QiB2Qi ∝ Qi, . . . , QiBnQi ∝ Qi, (7)
where X ∝ Y means that X = λY with λ being a complex num-
ber [41]. Therefore, to find a pair of spectrum-nondegenerate
Hermitian operators, one can first choose two Hermitian op-
erators P ∈ Aρ0 and Q ∈ A′ρ0 , work out their spectral pro-jections, and then check whether they match the criterion ex-
pressed by Eqs. (6) and (7). If not, one can repeat this proce-
dure until the criterion is matched. Since the family of Her-
mitian operators with degenerate spectra is only a subset of
measure zero and hence most of Hermitian operators in Aρ0
and A′ρ0 are with nondegenerate spectra, it is easy to pick out
two desired operators P and Q.
The third step is to identify the basis of the decomposi-
tion (3) by using the spectral projections of P and Q, and to
further obtain the SSM, i.e., the density operators with the
structure
⊕
α
L(Hα,1) ⊗ ρα,2. To this end, we subdivide the
set of spectral projections {P j, Qi, j = 1, 2, · · · ,∑α dα, i =
1, 2, · · · ,∑α nα} into subsets. P j and Qi belong to the same
subset if and only if QiP j , 0. It is easy to check whether
some projections belong to a same set by straightforwardly
multiplying each other. We renumber the spectral projections
belonging to the α-th subset and denote them by P(α)j and
Q(α)i . It is interesting to note that each subset, {P(α)j , Q(α)i , j =
1, · · · , dα, i = 1, · · · , nα}, just corresponds to an irreducible
representation subspace in Eq. (3), where dα and nα are re-
spectively the total numbers of P j and Qi in the α-th sub-
set. To obtain the basis of the α-th subspace, we only need
to calculate the eigenvectors of the products Q(α)i P(α)j with
eigenvalue 1, denoted as |i, j〉α. Then, {|i, j〉α, i = i(α) =
1, · · · , nα, j = j(α) = 1, · · · , dα} forms the basis of the α-th
subspace, and all the eigenvectors {|i, j〉α} (for all α) form the
basis of the decomposition expressed by Eq. (3). With this
basis, we can easily find the SSM. Indeed, by expressing ρ0 in
the basis |i, j〉α, we can work out ρα,2 appearing in Theorem 2,
with which we can immediately write out all the steady states
supported on Pρ0H , i.e., the density operators belonging to⊕
α
L(Hα,1) ⊗ ρα,2.
5V. EXAMPLES
So far, we have put forward an approach to find the SSM
based on a given steady state ρ0. When ρ0 is the steady state
with the maximum support, the SSM obtained by our ap-
proach will be the whole SSM of the system. When ρ0 is a
steady state but not the one with the maximum support, the
SSM obtained by our approach is a subset of the whole SSM,
i.e., the SSM supported on Pρ0H . It is interesting to note that
ρ0 = cI is a steady state with the maximum support for the sys-
tems under unital CPTP maps, and the SSM obtained by our
approach contains all the steady states for these systems. Our
approach is applicable to both Markovian and non-Markovian
systems. We now give three simple examples to illustrate the
usefulness of our approach.
Example 1. We first apply our approach to a Markovian
system. Consider the well-known model, the open system of
multiple qubits experiencing collective decoherence [1]. For
ease of notation, we take the 3-qubit case as an example. The
dynamics of the 3-qubit system experiencing collective deco-
herence, in the Markovian approximation, is governed by the
Lindblad equation with the following Liouvillian [21],
L(ρ) =
∑
k=x,y,z
γk
(
S kρS †k −
1
2
{S †kS k, ρ}
)
, (8)
where S k =
∑3
i=1 σ
i
k are collective spin operators with σ
i
k be-
ing the Pauli operator for the i-th qubit.
For this model, it is easy to check that the identity operator
is a steady state, and therefore we can take ρ0 = cI, which
is with the maximum support. By directly following our ap-
proach, we can obtain the SSM of this system.
First, we construct the generating sets of Aρ0 and A′ρ0 .
The modified noise algebra Aρ0 and its commutant A′ρ0 arejust equal to the noise algebra A and the commutant A′,
respectively, due to ρ0 = cI. The generating set of A
can be taken as {S 1, S 2, S 3}. By resolving linear equations
(I⊗S k−S Tk ⊗ I)vec(B) = 0, k = x, y, z, we have the generating
set of A′, {B1, B2, B3} = {σ1 · σ2, σ2 · σ3, σ1 · σ3}, where
σi = (σix, σiy, σiz).
Second, we pick out two spectrum-nondegenerate Hermi-
tian operators P ∈ Aρ0 and Q ∈ A′ρ0 . We choose P =
S 2x + S 2y + S 2z + S z and Q = σ1 · σ3 + σ2 · σ3. The spec-
tral projections of P read P(1)1 = |ψ0〉〈ψ0| + |ψ2〉〈ψ2|, P(1)2 =
|ψ1〉〈ψ1| + |ψ3〉〈ψ3|, P(2)1 = |ψ4〉〈ψ4|, P(2)2 = |ψ5〉〈ψ5|, P(2)3 =
|ψ6〉〈ψ6|, P(2)4 = |ψ7〉〈ψ7|, and the spectral projections of Q
read Q(1)1 = |ψ0〉〈ψ0| + |ψ1〉〈ψ1|, Q(1)2 = |ψ2〉〈ψ2| + |ψ3〉〈ψ3|,
Q(2)1 = |ψ4〉〈ψ4| + |ψ5〉〈ψ5| + |ψ6〉〈ψ6| + |ψ7〉〈ψ7|, where |ψ0〉 =
(|010〉 − |100〉)/√2, |ψ1〉 = (|011〉 − |101〉)/
√
2, |ψ2〉 =
(2|001〉 − |010〉 − |100〉)/√6, |ψ3〉 = (−2|110〉 + |011〉 +
|101〉)/√6, |ψ4〉 = |000〉, |ψ5〉 = (|001〉 + |010〉 + |100〉)/
√
3,
|ψ6〉 = (|110〉 + |011〉 + |101〉)/
√
3, and |ψ7〉 = |111〉. By sub-
stituting these spectral projections into Eqs. (6) and (7), it is
easy to verify that they satisfy the criterion in Eqs. (6) and
(7), and therefore P and Q are two spectrum-nondegenerate
Hermitian operators.
Third, we identify the basis of the decomposition expressed
as Eq. (3) by using the spectral projections of P and Q, and
further obtain the SSM. By multiplying the spectral projec-
tions by each other and checking whether their products are
nonzero, the set of spectral projections are subdivided into two
subsets, {P(1)1 , P(1)2 , Q(1)1 , Q(1)2 } and {P(2)1 , P(2)2 , P(2)3 , P(2)4 , Q(2)1 }.
Note that the α-th subset corresponds to the α-th irreducible
representation, the number of P(α)j is equal to the dimension
dα, and the number of Q(α)i is equal to the multiplicity nα. It
follows that there are two irreducible representations in Eq.
(3), i.e., α = 1, 2, the first irreducible representation is with
dimension 2 and multiplicity 2, and the second irreducible
representation is with dimension 4 and multiplicity 1. Then,
by computing the eigenvectors corresponding to the eigen-
value 1, we obtain that the eigenvectors of Q(1)1 P(1)1 , Q(1)1 P(1)2 ,
Q(1)2 P(1)1 , Q(1)2 P(1)2 , Q(2)1 P(2)1 , Q(2)1 P(2)2 , Q(2)1 P(2)3 , and Q(2)1 P(2)4 are|ψ0〉, |ψ1〉, |ψ2〉, |ψ3〉, |ψ4〉, |ψ5〉, |ψ6〉, and |ψ7〉, respectively.
These eigenvectors form a basis for the decomposition in Eq.
(3). With this basis, we can deduce from Theorem 2 that the
SSM is with the structure (Mat2(C) ⊗ 1 2) ⊕ 1 4, implying that
the steady states are the density operators with the matrix rep-
resentatives belonging to (Mat2(C) ⊗ 1 2) ⊕ 1 4 in this basis.
Example 2. We now apply our approach to a non-
Markovian system. Consider a simple error model, a 2-qubit
system under the dynamical map,
Et(ρ) =
(
1 −
∫ t
0
f (µ)dµ
)
ρ +
∫ t
0
f (µ)dµ P(ρ), (9)
where P(ρ) := ∑3k=0 EkρE†k is a CPTP map with Kraus op-
erators E0 = 12 I ⊗ I, E1 = 12σx ⊗ I, E2 = 12σy ⊗ σz,
and E3 = 12σz ⊗ σz, and f (t) is a real function satisfying
0 ≤
∫ t
0 f (µ)dµ ≤ 1 for any t > 0 and f (t) < 0 for some
time interval [42]. Equation (9) represents non-Markovian
dynamics. This can be seen by converting Eq. (9) into a
non-Markovian master equation, ∂tρ = α(t)L(ρ), with α(t) =
f (t)/(1 −
∫ t
0 f (µ)dµ) and L = P − I, where I is the identity
map [42].
By taking ρ0 = cI and following our approach, the SSM of
the non-Markovian system can be obtained.
First, we construct the generating sets of Aρ0 and A′ρ0 . For
ρ0 = cI, there is Aρ0 = A and A′ρ0 = A′. The generating set
of A can be taken as {Ei, i = 1, 2, 3}, and by resolving linear
equations (I ⊗ Ei − ETi ⊗ I)vec(B) = 0, i = 1, 2, 3, we have the
generating set of A′, {B1, B2, B3} = {I ⊗σz, σx ⊗σy, σx ⊗σx}.
Second, we pick out two spectrum-nondegenerate Hermi-
tian operators P ∈ Aρ0 and Q ∈ A′ρ0 . We choose P = E3
and Q = σx ⊗ σx. The spectral projections of P read P1 =
|00〉〈00| + |11〉〈11|, P2 = |01〉〈01| + |10〉〈10|, and the spectral
projections of Q read Q1 = | + +〉〈+ + | + | − −〉〈− − |, and
Q2 = | + −〉〈+ − | + | − +〉〈− + |, where |±〉 := (|0〉 ± |1〉)/
√
2.
By substituting these spectral projections into Eqs. (6) and
(7), it is easy to verify that they satisfy the criterion expressed
by these equations, and therefore P and Q are two spectrum-
nondegenerate Hermitian operators.
Third, we identify the basis of the decomposition expressed
by Eq. (3) by using the spectral projections of P and Q, and
6obtain the SSM. By multiplying the spectral projections by
each other and checking whether their products are nonzero,
we find that QiP j , 0 for all i, j = 1, 2. It means that all the
spectral projections belong to one set, {P1, P2, Q1, Q2}. Note
that the α-th subset corresponds to the α-th irreducible rep-
resentation, the number of P(α)j is equal to the dimension dα,
and the number of Q(α)i is equal to the multiplicity nα. It fol-
lows that there is only one irreducible representation in Eq.
(3) with dimension 2 and multiplicity 2. Then, by comput-
ing the eigenvectors corresponding to the eigenvalue 1, we
obtain that the eigenvectors of Q1P1, Q1P2, Q2P1, and Q2P2
are (|00〉 + |11〉)/√2, (|10〉 + |10〉)/√2, (|00〉 − |11〉)/√2, and
(|10〉 − |01〉)/√2, respectively. These eigenvectors form a ba-
sis for the induced decomposition in Eq. (3). With this ba-
sis, we can deduce from Theorem 2 that the SSM is with the
structure Mat2(C)⊗ 1 2, implying that the steady states are the
density operators with the matrix representatives belonging to
Mat2(C) ⊗ 1 2 in this basis.
Example 3. We then apply our approach to an open system
under a non-unital CPTP map. Consider the error model, a
3-qubit system under the CPTP map,
Et(ρ) =
3∑
k=0
EkρE†k , (10)
where E0 =
√
1 − 2pI ⊗ I ⊗ I, E1 = √p|0〉〈0| ⊗ σx ⊗ σx,
E2 =
√p|0〉〈0| ⊗ σz ⊗ I, and E3 =
√
2p|0〉〈1| ⊗ I ⊗ I, with
0 ≤ p ≤ 1/2 being a parameter dependent on time t.
For this model, it is easy to check that ρ0 = 14 |0〉〈0| ⊗ I ⊗ I
is a steady state. By directly following our approach, we can
obtain the SSM supported on Pρ0H , where Pρ0 = |0〉〈0|⊗ I⊗ I.
First, we construct the generating sets of Aρ0 and A′ρ0 . Di-
rect calculations show that there are three modified Kraus op-
erators, namely, ˜E0 =
√
1 − 2p|0〉〈0| ⊗ I ⊗ I, ˜E1 = √p|0〉〈0| ⊗
σx ⊗ σx, and ˜E2 = √p|0〉〈0| ⊗ σz ⊗ I. Hence, the generating
set of Aρ0 can be taken as { ˜Ei, i = 0, 1, 2}. By resolving linear
equations (I ⊗ ˜Ei − ˜ETi ⊗ I)vec(B) = 0, i = 0, 1, 2, we have the
generating set of A′ρ0 , {B1, B2, B3} = {|0〉〈0| ⊗ I ⊗ σx, |0〉〈0| ⊗
σz ⊗ σy, |0〉〈0| ⊗ σz ⊗ σz}.
Second, we pick out two spectrum-nondegenerate Hermi-
tian operators P ∈ Aρ0 and Q ∈ A′ρ0 . We choose P = ˜E2
and Q = |0〉〈0| ⊗ I ⊗ σx. The spectral projections of P read
P1 = |0〉〈0| ⊗ |0〉〈0| ⊗ I, P2 = |0〉〈0| ⊗ |1〉〈1| ⊗ I, and the
spectral projections of Q read Q1 = |0〉〈0| ⊗ I ⊗ |+〉〈+|, and
Q2 = |0〉〈0| ⊗ I ⊗ |−〉〈−|. By substituting these spectral projec-
tions into Eqs. (6) and (7), it is easy to verify that they satisfy
the criterion in Eqs. (6) and (7), and therefore P and Q are
two spectrum-nondegenerate Hermitian operators.
Third, we identify the basis of the decomposition expressed
by Eq. (3) by using the spectral projections of P and Q,
and obtain the SSM supported on Pρ0H . By multiplying
the spectral projections by each other and checking whether
their products are nonzero, we find that QiP j , 0 for all
i, j = 1, 2. It means that all the spectral projections belong
to one set, {P1, P2, Q1, Q2}. Hence, there is only one irre-
ducible representation in Eq. (3) with dimension 2 and multi-
plicity 2. Then, by computing the eigenvectors correspond-
ing to the eigenvalue 1, we obtain that the eigenvectors of
Q1P1, Q1P2, Q2P1, and Q2P2 are |00+〉, |01+〉, |00−〉, and
|01−〉, respectively. These eigenvectors form a basis for the
decomposition in Eq. (3). With this basis, we can deduce
from Theorem 2 that the SSM supported on Pρ0H is with the
structure Mat2(C)⊗ 1 2, implying that the steady states are the
density operators with the matrix representatives belonging to
Mat2(C) ⊗ 1 2 in this basis.
VI. SUMMARY AND REMARKS
In summary, we have proposed an approach for finding
steady-state manifolds of open quantum systems. The pro-
posed approach can be briefly summarized as the three steps:
i) Construct the generating sets of the modified noise alge-
bra and its commutant. ii) Pick out a pair of spectrum-
nondegenerate Hermitian operators from the modified noise
algebra and its commutant, respectively, by resorting to the
generating sets. iii) Identify the basis of the decomposition
in Eq. (3) to obtain the steady-state manifold, by using the
spectral projections of the pair of operators. Compared with
the previous works [26–30], which are for Markovian sys-
tems, our approach is applicable to general open systems, both
Markovian and non-Markovian systems, and can help to deter-
mine the structure of steady-state manifolds. Three examples
are presented to illustrate the applications of our approach.
It is worth noting that our approach is based on an arbitrar-
ily given steady state ρ0. With the aid of one given state ρ0,
the steady-state manifold on the support subspace of the given
state can be obtained by simply following the standard steps
of the approach. In particular, when ρ0 is a steady state with
the maximum support, the steady-state manifold obtained by
our approach will contain all the steady states of the system.
Our work reduces the problem of finding a manifold of steady
states to that of finding only one steady state, which is indeed
an interesting progress towards completely solving the diffi-
cult problem. For finding a steady state ρ0, there have been
some known results. For instance, ρ0 = cI is always a steady
state for open systems under unital dynamical maps, and for
open systems in which the external time-dependent fields are
absent, ρ0 may be taken as the Gibbs state. In general, one
may find a steady state ρ0 by using various methods, such as
those in the previous papers [26–30].
Besides, we have introduced the notions of the modified
noise algebra and its commutant, and proved two theorems on
the structure of steady-state manifolds of general open sys-
tems, which themselves are interesting findings too.
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Appendix A
Here, we prove that for all ρ ∈ L(Pρ0H) and U ∈ A′ρ0 ,
Et(UρU†) = UEt(ρ)U†, (A1)
which has been used in the proof of Theorem 2.
We denote by M the SSM supported on the subspace Pρ0H ,
and by F(Et) and F(E∗t ) the set of fixed points of Et and
that of E∗t , respectively, M := {X ∈ L(Pρ0H)|Et(X) =
X,∀t}, F(Et) := {X ∈ L(Pρ0H)|Et(X) = X}, and F(E∗t ) :=
{X ∈ L(Pρ0H)|E∗t (X) = X}. We need to prove that
Aρ0 = alg{Ek(t)|Pρ0H , Ek(t)|
†
Pρ0H
,∀k, t}, where Ek(t)|Pρ0H =
Pρ0 Ek(t)Pρ0 . This is done as follows.
First, we introduce an auxiliary map defined as Pt :=
limN→∞ 1N
∑N
n=1 Ent . In Ref. [32], it has been shown that Pt
is a projection onto F(Et), i.e., Pt[L(Pρ0H)] = F(Et). Fol-
lowing the same arguments as in Ref. [32], we can further
show that the dual map P∗t is a projection onto F(E∗t ), i.e.,
P∗t [L(Pρ0H)] = F(E∗t ).
Second, with the aid of the auxiliary map, we establish the
relation between F(Et) and F(E∗t ). In Ref. [32], it has been
shown that an explicit expression of the auxiliary map reads
Pt(X) = ∑α Trα,1(PαXPα) ⊗ ρα,2. Here, this expression corre-
sponds to a decomposition of Pρ0H , Pρ0H =
⊕
α
Hα,1⊗Hα,2,
in which Pα denotes the orthogonal projector onto the sub-
spaceHα,1⊗Hα,2, and ρα,2 is a fixed density operator on Hα,2.
From the expression of Pt, we have that the explicit expres-
sion ofP∗t readsP∗t (X) =
∑
α Trα,1(ρα,2X)⊗ Iα,2. It follows that
F(Et) =
⊕
α
L(Hα,1) ⊗ ρα,2 and F(E∗t ) =
⊕
α
L(Hα,1) ⊗ Iα,2.
Besides, ρ0 ∈ F(Et) and hence ρ0 = ∑α Xα,1 ⊗ ρα,2 for some
positive operators Xα,1. Therefore, we have
F(Et) = ρ
1
2
0 F(E∗t )ρ
1
2
0 . (A2)
Third, we establish the relation between F(E∗t ) and
the Kraus operators and further show that Aρ0 =
alg{Ek(t)|Pρ0H , Ek(t)|
†
Pρ0H
,∀k, t}. Note that E∗t is a unital CP
map and its dual map Et has a full-rank fixed point ρ0. Fol-
lowing the same arguments as those in the proof of Lemma 1,
we have that
F(E∗t ) = alg{Ek(t)|Pρ0H , Ek(t)|
†
Pρ0H
,∀k}′. (A3)
With the aid of Eqs. (A2) and (A3) and noting that M =⋂
t F(Et), we have
M =
⋂
t
F(Et) =
⋂
t
ρ
1
2
0 F(E∗t )ρ
1
2
0
=
⋂
t
ρ
1
2
0 alg{Ek(t)|Pρ0H , Ek(t)|
†
Pρ0H
,∀k}′ρ
1
2
0
= ρ
1
2
0

⋂
t
alg{Ek(t)|Pρ0H , Ek(t)|
†
Pρ0H
,∀k}′
 ρ 120
= ρ
1
2
0 alg{Ek(t)|Pρ0H , Ek(t)|
†
Pρ0H
,∀k, t}′ρ
1
2
0 . (A4)
Comparing Eq. (A4) with the expression of the SSM in The-
orem 1, we have
Aρ0 = alg{Ek(t)|Pρ0H , Ek(t)|
†
Pρ0H
,∀k, t}. (A5)
Equation (A5) indicates that [U, Ek(t)|Pρ0H ] = 0 for U ∈A′ρ0 . We then obtain
Et(UρU†) =
∑
k
Ek(t)|Pρ0HUρU†Ek(t)|
†
Pρ0H
=
∑
k
UEk(t)|Pρ0HρEk(t)|
†
Pρ0H
U†
= UEt(ρ)U†. (A6)
This completes the proof of Eq. (A1).
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