Abstract-Although the normalized Lagrange multiplier (NLM) method has been shown to be very effective for network parameter error identification, errors in parameters corresponding to insensitive NLMs still remain difficult to detect and correct. This paper proposes an enhanced method for detecting and correcting network parameter errors based on multiple measurement scans. The method is developed by first deriving the relationship between parameter errors and the associated Langrage multipliers in state estimation. This is then used to clarify the reason behind the sensitivity issue of NLMs and the improvements made by performing multiple scans. An approach for estimating the necessary number of scans for satisfying various detection requirements is also proposed. Moreover, a local parameter error correction procedure based on multiple scans is presented, with detailed discussion of the local network selection and the number of required measurement scans. Simulation results in a very large utility system in North America illustrate the effectiveness of the analysis and methods proposed in this paper.
have been proposed [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . In [1] [2] [3] [4] [5] [6] [7] the residual sensitivity is used to identify parameter errors, yet it is incapable of differentiating between measurement errors and parameter errors. In [8] [9] [10] [11] [12] [13] [14] [15] parameters are estimated by augmenting the state vector to find and correct errors. While this works well in correcting parameters for a given suspect set, it is not very effective for parameter error identification, since it is too cumbersome to process every parameter iteratively.
A more recently proposed parameter error identification method [16] , which uses Normalized Lagrange Multipliers (NLM) in the state estimation problem, does not bear the drawbacks of earlier methods. When applied jointly with the well-known normalized residual approach [17] , parameter and measurement errors can be differentiated and processed simultaneously. The computational burden is also very modest when the matrix sparsity is exploited as recently shown in [18] . After the wrong parameters are identified, the state augmentation method [8] [9] [10] [11] [12] [13] [14] [15] can be easily applied to estimate the true values.
While the NLM method works effectively for most cases, some parameter errors are observed to remain undetectable. These parameters appear to have NLMs that are insensitive to parameter errors. Sensitivities of NLMs vary widely among different parameters. A non-negligible percentage of NLMs are relatively insensitive. They change very modest amounts to be detected even in the presence of substantial errors in the corresponding parameters. Furthermore, even if the errors are detected, in the subsequent parameter estimation process the estimated parameters will be very sensitive to measurement noise and thus will be unreliable. It is found that the values of such parameters do not have significant impact on the measurement residuals, but can significantly affect estimated states. Furthermore, their values may be critical for many other applications such as relay settings. Therefore, effective detection and accurate estimation of this type of parameter errors are of great significance.
This paper resorts to multiple measurement scans to address the aforementioned detection and correction problems. Multiple-scans were also used in [19] , but only for differentiating between certain types of detectable measurement/parameter errors. For that purpose, two scans were shown to be sufficient. The more challenging task of making undetectable errors detectable requires further increases in the number of scans. On the other hand, the trade-off between the capability to detect errors, the computational burden as well as the availability of data should be carefully considered. Therefore, the number of scans must be selected according to specific requirements of the 0885-8950 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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application. The use of multiple scans for parameter error correction was presented in [14] and [15] . The procedure was suggested to be performed locally since electrically remote measurements would have very little impact on the parameter estimation results. However, the way to select a local network and to determine the number of scans was not discussed. Also, a large number of scans are needed to accurately estimate those parameters associated with insensitive NLMs. Hence, it is very important to select the proper subnetwork and determine the necessary number of scans in order to apply the local estimation scheme and reduce computational costs. The main contributions of this paper are: 1) The relationship between Lagrange multipliers and parameter errors in the multiple-scan scheme of the NLM approach is derived.
2) The null and alternative hypothesis of the NLM test is formulated, and the effect of incorporating multiple scans for parameter error detection is clarified. 3) An approach for estimating the necessary number of scans for different types of detection requirements is proposed. 4) An approach for selecting the local network for parameter error correction is proposed. 5) The accuracy of parameter estimation is evaluated, and an approach for estimating the number of scans to control accuracy is proposed. A very large scale utility system in North America is used to verify the proposed parameter error detection and correction methods.
The rest of the paper is organized as follows. Section II briefly reviews the procedure of computing NLMs in multiple scans presented in [19] . In Section III, the relationship between Lagrange multipliers and parameter errors when using multiple measurement scans is derived. In Section IV, the effect of incorporating multiple scans for network parameter error detection is illustrated. A detailed procedure for estimating the required number of scans is also presented. In Section V, a local parameter error correction approach is presented. Specifically, the determination of the subnetwork and the number of required scans are explained. Section VI provides several simulation results and finally Section VII concludes the paper.
II. NORMALIZED LAGRANGE MULTIPLIER APPROACH USING MULTIPLE MEASUREMENT SCANS
Assuming that there are s measurement scans for a power network, consider the measurement equation with network parameter errors explicitly expressed as:
where x (q ) , z (q ) , and e (q ) are the state vector, measurement vector, and measurement error vector of the qth scan, respectively, p e is the parameter error vector for all scans, and h(x (q ) , p e ) is the nonlinear measurement function. Now, consider the Weighted Least Square (WLS) SE problem:
where R is the covariance matrix of the measurement errors for each scan, which is assumed to be diagonal. p e is set equal to zero since initially there is no reason to suspect any parameters. The Lagrangian of (2) can be written as:
where
is the residual vector of the qth scan. Applying the first-order necessary condition at the optimum point (SE solution) yields:
p is the Jacobian matrix with respect to the parameters. The Lagrange multipliers associated with the parameter errors can then be recovered as follows:
where λ (q ) is the Lagrange multiplier vector if (2) and (5) are considered for the qth scan only (reduced to the single-scan scheme).
Assuming white Gaussian measurement noise, λ will have a Gaussian distribution, whose covariance matrix Λ will be given by:
where S (q ) is the sensitivity matrix linking measurement errors to residuals, Λ (q ) is the covariance matrix of Lagrange multipliers if (1) and (5) are considered for the qth scan only.
Dividing the Lagrange multipliers by their standard deviations yields the NLMs as:
which will have a standard normal distribution in the absence of parameter errors. Comparing their absolute values with the critical value t (typically set as 3.0), parameter errors can be identified.
III. RELATIONSHIP BETWEEN LAGRANGE MULTIPLIERS AND PARAMETER ERRORS
The procedure for computing NLMs for multiple scans reviewed in Section II was presented in [19] . Nevertheless the relationship between NLMs and the parameter errors was not investigated. This section focuses on this issue and lays the foundation for the next section.
Linearizing (1) yields:
where H is the Jacobian matrix with respect to the state variables, the WLS estimate will be given by
is the gain matrix. The primed notation used for Δx and its estimated value in (8) and (9) indicates the fact that they are not the true values, but represent the values that are consistent with the erroneous measurement model including parameter errors. The erroneous estimated measurement is then given by:
. Hence, the residuals of the qth scan can be expressed as
where the fourth step uses the true measurement model below:
and the last step is due to the fact that the product of S (q ) and H (q ) is a zero (null) matrix, which can be easily verified.
Combining (5) and (11), Lagrange multipliers associated with the parameter errors can be expressed in terms of the parameter and measurement errors as below:
It is interesting to note that Λ is not only the covariance matrix of λ, but also the sensitivity matrix linking p e to λ.
Clearly, in the absence of parameter errors and gross measurement errors, λ will follow a Gaussian distribution with zero mean. This is the reason why the statistical test described in Section II can be applied to identify parameter errors. Also note that when using multiple scans, constant parameter errors accumulate while white Gaussian noise cancels out. Exploiting this property, those parameter errors that are masked by measurement noise in a single scan can be detected by using a series of scans.
IV. ENHANCING PARAMETER ERROR DETECTION USING MULTIPLE MEASUREMENT SCANS
In order to investigate the sensitivity issue of the NLM method and the effect of incorporating multiple measurement scans, the null and alternative hypothesis of the statistical test need to be formulated. In the absence of parameter errors, it is clear that NLMs will have a standard normal distribution:
This is the null hypothesis of the test. In the presence of a single parameter error, p e,i = 0, substituting (13) into (7) yields
where A i is the ith row of A. Noting that H (q ) p and S (q ) do not change significantly with respect to the operating point of the system, the formulation can be simplified by assuming Λ (q ) and A (q ) to remain fixed between different scans. Denoting (15) can thus be approximated by:
where the first term is deterministic, and second term follows a standard normal distribution. Therefore, the alternative hypothesis of the NLM test will be given by:
Expression (17) reveals important properties of NLMs. While the variance is a constant, the mean value is determined by three factors: the magnitude of the error, the corresponding diagonal entry of Λ s , and the number of measurement scans. When the mean value of H 1 is small, it is difficult to differentiate between H 0 and H 1 , and because the critical value t is fixed at 3.0, a high probability of missing parameter errors results. Here the diagonal entry of Λ s plays an important role in the sensitivity of NLMs: in the original single-scan scheme where s = 1, for a specific magnitude of error the mean value of the NLM is exclusively determined by the corresponding diagonal entry of Λ s . As will be seen in the case studies, the diagonal entry of Λ s varies drastically from parameter to parameter and those with small values account for the NLMs that are insensitive to parameter errors.
Fortunately, by increasing the number of measurement scans the sensitivity of NLMs can be greatly improved. Under the white Gaussian noise assumption, the probability of missing a parameter error is given by:
where Φ is the probability function of standard normal distribution. For a user-defined threshold for the probability of missing parameter errors, β, and a minimum parameter error amount desired to be detected p e,min , the required number of scans can be evaluated by the following expression:
In order to keep both the probability of false alarm α and the probability of missing parameter errors β at a low level, the detection threshold is typically chosen as t = −Φ −1 (α/2) = 3.0, and Φ −1 (β) = −3.0. Then the suggested number of scans will be given by:
However, when Λ s ii is very low and a large number of measurement scans is not available, t and Φ −1 (β) need to be customized using (19) .
In practice the above procedure can be carried out either to meet the detection requirements of individual parameters or all of the parameters in the overall system.
A. Requirements for Individual Parameters
The detection requirements for individual parameters can vary due to different reasons. For a desired list of parameters p i , corresponding sets of minimum errors desired to be detected p e,min,i and threshold for probability of missing parameter errors β i can be assigned. Subsequently (19) can be used to customize s for each parameter in the list:
which yields the set of necessary number of scans for each parameter s i . The final number to be chosen for the entire system can be determined by
B. Overall Requirements for Power Systems
Overall detection requirements for a given system can now be specified. Assume that for a power network the design should ensure that errors greater than p e , m in should be detected with a higher probability than β for more than ρ% of parameters in the entire parameter set. First, all the diagonal entries in Λ s , Λ 
Except for certain particularly critical parameters, designing the number of scans according to (23) is preferred to (21) and (22). The reason is that due to the linear approximation of the relationship between Lagrange multipliers and parameter errors (19) is not very accurate for each parameter. Thus, performing (19) for each parameter and taking the largest among them is not very meaningful when the number of parameters is large. On the other hand, for the entire set of parameters in a network, (23) becomes more accurate since the errors tend to cancel out statistically.
V. LOCAL PARAMETER ERROR CORRECTION USING MULTIPLE MEASUREMENT SCANS
Once an error is identified, the corresponding parameter (denoted as p i here) can be estimated by augmenting the state vector:
Nevertheless, the parameter errors corresponding to insensitive NLMs are not only difficult to detect in a single scan, but also difficult to be corrected in a single scan. The reason is that the corresponding estimated parameter values are relatively more sensitive to measurement noise than the other parameters. Multiple measurement scans can again be used in order to increase the accuracy of parameter estimation. A brief outline was presented earlier in [15] which will be reviewed below. A local version is proposed in this paper with elaborated procedures of selecting the local network and the necessary number of measurement scans.
A. Parameter Estimation via Multiple Measurement Scans
Assuming that s measurement scans are used for estimating a suspicious parameter p i , the measurement and the state vectors are given by:
respectively. The Jacobian matrix will then take the following form:
p . The gain matrix can be formed as:
Then the augmented state vector can be estimated by iteratively solving the normal equation:
where R v is the covariance matrix of all the measurements with s number of R matrices forming its diagonal blocks. A detailed computation procedure can be found in [15] and hence is not repeated in this paper.
B. Selecting the Local Network
In large scale power systems there is no need to involve the entire system for correcting a single error since the procedure of parameter estimation relies mainly on the local measurements. In order to save computational resources and avoid the impact of changes in the entire system in different measurement scans, a small sub-network around the parameter is used in this paper. This sub-network is selected by investigating the impact of measurements on the parameter to be estimated. Assuming that H (q ) remains fixed at different operating points, it is sufficient to study the normal equations with a single measurement scan. Replacing the superscript (q) by s, the state update at each step is given by:
Denoting the right-hand side coefficient matrix by:
Matrix T represents the sensitivity of the augmented state to the measurements. For instance, if T j k is close to 0 it will imply that z s k has very low impact on x s j . The last row of T represents the sensitivity of the estimated parameter to the measurement.
Generally T is not computed explicitly because it involves the dense inverse of the gain matrix. Note that only the last row of T needs to be computed to determine the impact of measurements on the estimated parameter. This involves the last row (or equivalently the last column) of G −1 v only. Denoting it by f, it can be conveniently obtained by solving
where s n +1 is a (n + 1) × 1 vector with all entries being 0 except for the last one set equal to 1. Typically, the estimated parameter is influenced significantly only by neighboring measurements. The set of measurements can be chosen as
where γ is a tuning parameter controlling the scale of the local network. Thus, the subnetwork incident to Z local can be chosen as the local network for estimating p i .
C. Selecting the Number of Measurement Scans
In [14] and [15] the identification procedure is based on residual analysis which only creates a suspect set of parameters. Thus, the whole suspect set of parameters needs to be estimated simultaneously. However, the NLM approach used in this paper is capable of pinpointing the error. Thus, only the identified bad parameter needs to be estimated. Even if there are multiple errors, they will still be processed one at a time [16] . In this case G pp in (28) becomes a scalar. It is known that the corresponding entry in the inverse of G v is the variance of the estimated parameter. Hence, it can be used to determine the required number of scans to satisfy a desired accuracy level. In order to obtain the variance, consider the following equation:
(37) After performing the Gaussian elimination for the last row, the variance of the estimated parameter can be obtained:
Similarly, the Jacobian matrices can be assumed constant with respect to the operating points. Therefore, evaluating them in one measurement scan is sufficient, and (38) can be approximated by:
For a user-defined accuracy level ε est , the estimation error should be smaller than ε est . Since the estimation error follows a normal distribution with zero mean, the following will hold true:
Substituting (39) into (40), the required number of scans can be determined as:
This expression contains the inverse of the gain matrix, G s . However, since it is only performed in the local network selected in the last subsection, the computational burden will be modest.
It should be pointed out that the upper bound on the estimation error ε est should be set no larger than the minimum parameter error to be detected p e,min :
otherwise the accuracy of the estimated value of the parameter may be even lower than that of the original erroneous value.
VI. CASE STUDIES
In this section, a very large utility system in North America will be used to verify the methods proposed in this paper. This system contains 14143 buses and 17976 branches with a measurement redundancy of 2.13. In Section VI-A, the enhanced parameter error detection (and identification) method presented in Section II through Section IV is verified. In Section VI-B the local parameter error correction method proposed in Section V is verified with the same example used in Section VI-A. Note that due to the limited space only branch series resistance and reactance results are presented in this paper since they are impacted the most by the missing errors issue. The proposed methods can be directly applied for other types of network parameters, such as transformer taps and shunt capacitors, and the effectiveness can be verified similarly.
A. Parameter Error Detection 1) Individual Parameters:
First, an example of insensitive NLM is considered to illustrate the procedure of enhancing error detection for an individual parameter: the series reactance of branch 1951-1948, x (1951−1948) . This branch is a transformer with the true reactance x t(1951−1948) = 0.4292. It is found to be associated with an insensitive NLM according to its low corresponding diagonal entry of Λ s . Assume that the detection requirement for x (1951−1948) is that any errors greater than 0.05 p.u. should be detected. If the original single-scan scheme in [16] is used, the mean value of the corresponding NLM will be given by:
ii p e, i = 1 × 1.496 × 10 3 × 0.05 = 1.934 (43) It is even lower than the critical value t = 3.0, which results in a very high probability of missing parameter errors. To improve the performance, the multiple-scan scheme can be used. The required number of measurement scans in order to drive the probability of missing parameter errors close to zero can be computed by using (20):
Monte Carlo simulations are conducted to verify this prediction. Measurement scans are generated based on random power flow profiles and intentionally corrupted with white Gaussian noise (standard deviation being 0.005 p.u.). A 0.05 p.u. error is introduced into parameter x (1951−1948) . Subsequently the NLM test is run with different number of scans 50 times. The mean value of NLM and the frequency of successful detection (|λ N i | > t) with respect to the number of incorporated scans are shown in Fig. 1 . When s = 1, the frequency of successful detection is very low (26%) due to the low mean value of the NLM (2.005). With increased number of scans the frequency of successful detection increases rapidly. When s = 10 the mean value of the NLM reaches the set threshold of 6.0 (actually reaching 6.242) which is shown by the horizontal dotted line in Fig. 1 and the frequency of successful detection reaches 100%. It meets the theoretical expectation very well: 1) at the designed number of scans s = 10 the mean value of the NLM is greater than 6.0; 2) since the NLMs follow normal distributions with standard deviation 1.0 when the mean value is greater than 6.0, they can be entirely differentiated from the standard normal distribution (null hypothesis). In order to make it realistic the Λ s ii used in (43) and (44) (43) and (44) are not affected significantly.
2) System-Wide Study: A system-wide study is also conducted for the 14,000-bus utility system. The diagonal entries of Λ s for all resistance/reactance-type parameters are computed. Then the estimated mean values of NLMs in the presence of 0.05 p.u. errors using the single-scan scheme are computed via (17) with the cumulative curves plotted in Fig. 2 . A point on a curve in (17) , (x, y) shows that there are x × 100% of parameters of this type with lower NLMs values than y. The horizontal dotted line shows the desired value of NLMs i.e. 6.0. It can be observed that for both the resistance and the reactance the sensitivity of NLMs vary drastically from parameter to parameter. For example, for reactance-type parameters, the NLMs with 85% below and 15% below are 1.094 and 1.218 × 10 4 , respectively, which differs 1.218 × 10 4 /1.094 = 1.113 × 10 4 times. For both the resistance and the reactance, there are significant proportions of parameters with mean values of NLMs lower than 6.0, for which there is a substantial probability of missing errors. Specifically, there are 6958 (38.7%) resistance-type parameters and 4314 (24.0%) reactance-type parameters corresponding to relatively insensitive NLMs. Multiple measurement scans need to be incorporated to enhance error detection in these parameters. For example, assuming the detection requirements is that for 75% of resistance-type parameters and 85% of reactance-type parameters, the probability of missing errors (β) should be driven close to zero. The necessary number of scans for these requirements can be estimated by:
respectively. Monte Carlo simulations are performed 200 times for both the resistances and reactances in order to study the improvement brought by multiple measurement scans. In each simulation a single error of 0.05 p.u. is introduced into a randomly selected parameter and the corresponding NLMs with different number of scans are computed. Finally, the frequency of successful detection with different number of scans is computed and illustrated in Fig. 3 .
The design given by (45) and (46) cannot be directly verified in Fig. 3 , because the errors in parameters whose β values, are not reduced to zero also have a non-zero probability of detection. However, the significant benefit of incorporating multiple measurement scans can be seen very clearly in Fig. 3 . For example, for the resistance-type parameters, the successful detection rate is increased from 71% to 90% when s is increased from 1 to 30. However, the incremental improvement decreases when the number of scans increases, mainly due to the fact that the sensitivity of NLMs are proportional to the square root of the number of scans as revealed by (17) . A small proportion of parameters associated with extremely low NLM sensitivity may need a prohibitively large number of scans to improve the detection performance. Therefore, it is not realistic to require a high detection rate for arbitrarily large proportions of parameters or arbitrarily small error magnitudes. To further improve the performance, investment is needed for improving the measurement redundancy or the measurement accuracy.
B. Parameter Error Correction
Once the parameter errors are detected and identified by the NLM test, the correction method presented in Section V can be carried out. This is illustrated using the results of the same example branch reactance error in x (1951−1948) as follows.
First the local network for estimating x (1951−1948) is selected according to the procedure of Section V-B. Setting γ = 0.01 in (36), 20 buses and 68 measurements are selected as the local network for estimating x (1951−1948) . It is observed that the estimated values of x (1951−1948) in the local network and the entire network are very close to each other with a difference smaller than 0.01%. Therefore, the local network contains sufficient information for estimating x (1951−1948) .
In the local network, the number of scans needed for satisfying the accuracy requirement can be estimated by (41). Following Section IV-A where p e,min = 0.05 p.u., set ε est = 0.05 p.u. Also the confidence level is set as 1 − α est = 0.954 such that |Φ − (α est /2)| = 2.0. This yields the following required number of scans:
Surprisingly, the number of scans needed for reducing the estimation error down to a certain level is much larger than the number of scans needed for detecting errors at the same level. It is also different from the conclusion drawn in [17] that only a few scans are needed to bring the accuracy of the estimation results to a rather satisfying level. The reason is that the parameter studied here is a parameter associated with an insensitive NLM. It is found that the estimation results of the parameters associated with insensitive NLMs are also very sensitive to the measurement errors. This suggests that even regular measurement noise can easily impact the solution if very few measurement scans are used. In such cases, a large number of scans should be incorporated to mitigate the impact of the random noise. The required number of scans is much lower for parameters associated with sensitive NLMs.
Using Gaussian white noise (standard deviation being 0.005 p.u.) Monte Carlo simulations are run 50 times to study the estimation errors with respect to the number of scans. These are plotted in Fig. 4 . The errors are unacceptably high when the number of scans is low. For example even when s = 100, the mean estimation error is 0.088 p.u. (20.5% of the true value). Note that the minimum error to be detected is 0.05 p.u. and thus the accuracy of the estimated value may be even worse than that of the original erroneous value. The estimation error reduces when the number of measurement scans increases. When s = 350 the mean value is reduced below 0.05 p.u. implying that the estimated value is generally better than the original erroneous value. When s = 460, the mean value of estimation error is reduced to 0.038, and the frequency of the error is lower than ε est = 0.82. It still does not satisfy the designed confidence level 1 − α est = 0.954, which means that the actual required number of scans is even more than evaluated by (41). However, (39) and (41) are still a simple and effective way to estimate the error and the required number of scans.
Regarding the computational issue, the burden of incorporating a large number of measurement scans is manageable due to the great reduction of the network: out of the 14143 buses in the original system, there will be only 20 buses in the local area. The computational performance is tested on a personal computer with a 4-core 2.5 GHz CPU and a 16 GB RAM. The CPU time with respect to the number of scans is shown in Fig. 5 . The relationship is almost linear because the estimation of each scan is almost decoupled from the others. In addition, since only the local network is involved, the time for processing each scan is very modest. Even if 800 scans are involved, the CPU time is still less than 1 minute. Consider the fact that the error correction process is performed off-line the scale of minutes is entirely acceptable.
Finally, the availability of large number of scans also needs clarification. Assuming that the selected interval between two scans is 10 seconds, 800 scans requires data series of 2.2 hours, which is a large but not infeasible amount. Meanwhile, normalized residual test can still be used to identify and correct bad data to eliminate their impact on the parameter estimation result. The proposed method can also be conveniently extended to synchrophasor measurements, where the higher accuracy will reduce the required number of scans, and the higher sampling rate will facilitate the availability of large number of scans. 
VII. CONCLUSION
In this paper, an enhanced NLM-based method is proposed to facilitate the detection of parameter errors associated with insensitive NLMs. The relationship between Lagrange multipliers and parameter errors is derived, the null and alternative hypothesis of the NLM test are formulated, and an approach for estimating the necessary number of measurement scans for specific detection requirements is presented. In addition, a customized parameter error correction method is also proposed, with the procedure of selecting local network and estimating the necessary number of scans for achieving specific accuracy levels presented in detail. Simulation results show that the detection and correction methods both work effectively. It is also found that for insensitive NLM cases, the correction procedure requires much more data than required by the detection procedure.
