Feature selection has been proven to be effective and efficient in preparing high-dimensional data for many mining and learning tasks. Features of real-world high-dimensional data such as words of documents, pixels of images and genes of microarray data, usually present inherent hierarchical structures. In a hierarchical structure, features could share certain properties. Such information has been exploited to help supervised feature selection but it is rarely investigated for unsupervised feature selection, which is challenging due to the lack of labels. Since real world data is often unlabeled, it is of practical importance to study the problem of feature selection with hierarchical structures in an unsupervised setting. In particular, we provide a principled method to exploit hierarchical structures of features and propose a novel framework HUFS, which utilizes the given hierarchical structures to help select features without labels. Experimental study on real-world datasets is conducted to assess the effectiveness of the proposed framework.
Introduction
High-dimensional data is ubiquitous in many data mining and machine learning applications [1, 2] . Data with high dimensionality not only significantly increases the time and memory requirements of many algorithms, but also degenerates algorithms' performance due to the curse of dimensionality and the existence of irrelevant, redundant and noisy dimensions [3] . Feature selection, which aims at reducing the dimensionality by selecting a subset of most relevant features, has been proven to be an effective and efficient way to handle high-dimensional data [4, 3] .
In terms of the label availability, feature selection methods can be generally categorized into supervised and unsupervised methods [5, 6] . With class labels, supervised feature selection [7, 8, 9 ] is able to effectively select discriminative features to distinguish samples from different classes. As most data is unlabeled in many applications and it is very expensive to label data, unsupervised feature selection has attracted increasing attention in recent years [10, 11, 12, 13, 14, 15] Features of real-world high-dimensional data, such as words of documents [16] , pixels of images [17] and genes of microarray data [18] , usually exhibit certain hierarchical structures. For example, Figure 1 gives two examples of hierarchical structures of features. Figure  1 (a) illustrates the hierarchical structure of genes from a cancer tumour dataset in [18] , where each row is a cell (data instance) and each column is a gene (feature). The genes are hierarchically clustered using their gene expressions and genes in the same subgroup, such as yellow group in Figure 1 (a), share similar gene expressions. Figure 1 (b) gives an example of the word hierarchical structure constructed by word senses, where words with the same (or close) meanings are grouped together and fine-grained meaning groups are nested under coarsegrained ones. As shown in the Figure 1(b) , all the words are in the same coarse group since they are kinds of asset. Furthermore, coin and cash, are further grouped together with money as they are kinds of money. Obviously, features in the same group share certain properties, functionalities or semantic meanings. These hierarchical structures of features could give important guidance to feature selection. Therefore, recently, there are supervised feature selection algorithms exploiting hierarchical structures to improve performance [17, 19] . However, little work exists for unsupervised feature selection given hierarchical structures of features.
As data is often unlabeled and hierarchical structures can be important, we study the novel problem of utilizing given hierarchical structures for unsupervised feature selection in this paper. Without label information, we need to investigate the following two challenges: (1) how to mathematically model given hierarchical structures? and (2) how to incorporate the hierarchical structures for unsupervised feature selection?
In an attempt to address these two challenges, we propose a novel unsupervised feature selection framework HUFS. It integrates given hierarchical structures of features for feature selection. The major contributions of the paper are :
• A principled approach to exploit hierarchical structures for unsupervised feature selection;
• A novel framework HUFS, which utilizes given hierarchical structures to select features in an unsupervised scenario by modeling HUFS as a non-smooth optimization problem; and
• Extensive experiments on various datasets with demonstration on the effectiveness of HUFS.
Related Work
Feature selection is a process of choosing a subset of original features so that the feature space is optimally reduced according to a certain evaluation criterion. It is frequently used as a preprocessing step to machine learning and data mining and has been proven to be an effective and efficient way in reducing dimensionality, removing irrelevant features, increasing learning accuracy, and improving comprehensibility [20] . As unlabeled data is pervasive in many applications and it is very expensive to label data, unsupervised feature selection has attracted increasing attention in recent years [10, 11, 12, 13, 14, 15, 21] . Without label information to define feature relevance, a number of alternative criteria have been proposed for unsupervised feature selection. Similar to supervised feature selection, one commonly used criterion is to select features that can preserve the data similarity or manifold structure. Since no label information are given, data similarity are usually constructed from the whole feature space without label information such as Laplacian Score [11] and Unsupervised SPEC [22] . As the success of sparse learning in supervised feature selection, in recent years, applying sparse learning in unsupervised feature selection has attracted increasing attention. The general idea is to generate pseudo cluster labels via clustering algorithms and then transform unsupervised feature selection into sparse learning based supervised feature selection with these generated cluster labels such as Multi-cluster feature selection (MCFS) [23] , Nonnegative Discriminative Feature Selection (NDFS) [13] , Robust Unsupervised Feature Selection [14] and EUFS [21] .
In real-world, features are usually not independent. For example, in the multi-factor analysis-of-variance (ANOVA) problem, each factor may have several levels and can be denoted as a group of dummy features. Auxiliary information of such feature relations have proven to be effective in improving supervised feature selection performance [24, 17, 19] . For example, Yuan et al [24] studied the non-overlap group lassos to exploit group structures of features. Liu et al [19] proposed weakly hierarchical lasso to study feature interaction. However, little work exists for unsupervised feature selection with hierarchical structures. There is a similar effort to impose overlapping group structures on data instances under unsupervised scenario [25] , but it is not about hierarchical structures of features; in addition, its purpose is of clustering, while our study is of unsupervised feature selection. To the best of our knowledge, we are the first one to study unsupervised feature selection with given hierarchical structures. We propose a novel framework HUFS and an efficient algorithm to solve the non-smooth optimization problem of HUFS. A, B equals to T r(A T B), which is the standard inner product between two matrices. I is the identity matrix. The 2,1 -norm is defined as M 2,1 = m i=1 m i 2 . Capital letters in the calligraphic font such as G are used to denote sets.
A Basic Model for Unsupervised Feature
Selection Sparse learning has been proven to be a very powerful tool for feature selection [23, 26, 14, 27] . One effective approach of applying sparse learning for unsupervised feature selection is to embed feature selection into a clustering algorithm by performing feature selection on the latent features with sparse learning techniques [21] . Following the idea, the basic model for our proposed framework directly embeds feature selection into a low-rank matrix approximation algorithm and performs 2,1 norm on the latent feature matrix to achieve feature selection. Let X ∈ R N ×m be the data matrix where N is the number of data samples and m is the number of features. The basic model decomposes X into two low-rank matrices U ∈ R N ×K and V ∈ R m×K , and applies 2,1 norm on V as follows:
In Eq.(3.1), U is the cluster affiliation matrix. Nonnegative orthogonal constraints are applied on U to enforce that each row of U has one non-zero element as the cluster affiliation. V is the latent feature matrix. Each feature x i , i.e., i-th column of X, is reconstructed [21] . 2,1 -norm on X−UV T is adopted to avoid reconstructing errors that dominate the objective function. Finally, the importance of the i-th feature is indicated by v i 2 -the larger v i 2 is, the more important the i-th feature is. This serves as a good basic model for exploiting hierarchical structures because: (1) v i and x i has one to one correspondence and the quality of v i reflects quality of x i , which allows us to model hierarchical structures on v i ; and (2) the learning of v i doesn't need label information.
Modeling Feature Hierarchical Structures
Features in many real-world applications often present certain inherent hierarchical structures; and features in the same group of the hierarchical structure usually share similar functionalities, properties or semantic meanings, which can provide helpful information for feature selection and have been widely captured under supervised settings [17, 28, 29] . In this subsection, we discuss how to capture hierarchical structures based on the unsupervised basic model shown in Eq.(3.1).
In the basic model, v i is used to reconstruct x i and they have one-to-one correspondence. Meanwhile, with extra constraints on features, unsupervised feature selection is likely to achieve better performance [30] .
Hence, we can model hierarchical structures as constraints on the latent feature matrix V to guide feature selection. Next we will use the example in Figure 1 (b) to demonstrate how to model hierarchical structures. Index tree is a natural way to represent the hierarchical structure of Figure 1 (b) [17] . The definition of index tree is given as:
. . , n s , denotes the t-th node in the level s, where n s is the number of nodes in the s-th level. G Figure 2 is an index tree to denote the hierarchical structure in Figure 1 (b). In Figure 2 , f 1 , . . . , f 6 are six features corresponding to the words coin, . . . , treasure in Figure 1 (b), respectively. The tree is composed of 5 nodes, i.e., G
Therefore, the hierarchical structure in Figure 1 be viewed as a tree guided groups where features in same group share similar properties. The reasons why the index tree captures information from hierarchical structure are two-fold. First, each node in the index tree represents a group in the hierarchical structure. For example, G 2 1 represents the group {coin, cash, money} and G 3 1 denotes the group {coin, cash} . Second, in the index tree, the child node is a subset of its parent node because in the hierarchical structure, a small group can nest under a large group.
We note that features in a node of an index tree share similar semantic meanings; while semantic meanings of features in a child node are similar to that of its parent node but is more fine-grained. For example, in G 2 1 , the features are {coin, cash, money}, which share the same semantic meaning money and the features in its child node G 3 1 are specific types of money. Thus, each node could guide unsupervised feature selection by providing different semantic meanings. For example, if topics of documents we want to cluster are irrelevant to money, we should discard these features in G 2 1 simultaneously , as they are not discriminative; while if one of the topics of the documents is about money, all these features in node G 2 1 could be helpful in identifying a cluster of documents about money. Note that in the basic model in Eq.(3.1), we cluster the data X into K clusters. Therefore, we can add constraints to features in each node of the index tree to ensure that all features in the same group (a node of the index tree) are either relevant or irrelevant to one of the K clusters. To achieve this, for a node G 
] to be close to zero or exactly zero. In this way, when we select features based the value of v p 2 , p = 1, . . . , m, any feature f j ∈ G s t with v j 2 ≈ 0 will be eliminated, which achieves the goal of feature selection with hierarchical structures. To force elements of some V G s t to be close to zero, we add the constraint as follows:
The effect of the constraint will be close to 0. Thus, given an index tree T we propose to minimize the following term to capture the hierarchical structure:
The Proposed Framework -HUFS With the model component to exploit hierarchical structures, the proposed framework HUFS is to solve the following optimization problem:
In Eq. (3.4), the first and second terms with constraints are from the basic unsupervised feature selection framework in Eq. (3.1); and the third term is to capture hierarchical structures, which is controlled by a parameter α. And Ω(v i ) is defined as:
An Optimization Method for HUFS
The objective function in Eq.(3.4) is not convex in both U and V, which makes it difficult to optimize. In addition, the index tree regularizer on V contains overlapping group structures and is non-smooth, which makes the optimization problem more difficult. Following [31, 32] , we use alternating direction method of multiplier (ADMM) [33] to optimize the objective function. ADMM is a popular method for solving non-convex and non-smooth optimization problem. ADMM can break the complicated problem into small sub-problems, each of which is then easier to solve. We next give details of using ADMM. We first introduce three auxiliary variables E = X − UV T , Z = U and P = MV, where M ∈ {0, 1} d s=1 ns t=1 |G s t |×m is a sparse matrix whose definition will be given next. With these auxiliary variables, the objective function becomes arg min
We will give the definition of Ω 1 (p i ) shortly. The goal of introducing M is to ensure that the constraint Ω 1 (p i ) has the same regularization effects as Ω(v i ) but is easier to optimize, i.e., there are no overlapping groups on p i . To achieve this goal, we allow each row of M to contain exactly one nonzero element.
With M and Ω 1 (p i ) defined as above, we have (4.8) 
where Y 1 , Y 2 and Y 3 are Lagrangian multipliers and µ is to control the penalty for the violation of equality constraints E = X − UV T , Z = U and P = V.
Update E
To update E, we fix the other variables except E and remove terms that are irrelevant to E. Then Eq.(4.9) becomes (4.10) min
The equation has a closed form solution by the following Lemma [34] Lemma 4.1. Let q be a given vector and λ a positive scalar. If the optimal solution of (4.11) min
Apparently, if we let Q = X − UV T + 1 µ Y 2 and decompose Eq.(4.10) row-wise, then using Lemma 4.1, E can be updated as (4.13)
4.2 Update V To update V, we remove terms that are irrelevant to V and use the fact that U T U = I, Eq.(4.9) becomes (4.14) min
where 
With the above trick, Eq.(4.14) can be decomposed into row-wise sub-problem as (4.16)
Similarly, using Lemma 4.1, V can be updated as (4.17) 
Obviously, the above equation can be solved through addressing the following sub-problems:
Again, we can apply Lemma 4.1 to solve the above problem and P is updated as (4.22) Z ij = max(T ij , 0)
4.6 Update Y 1 , Y 2 , Y 3 and µ After updating the variables, we now need to update the ADMM parameters. According to [33] , they are updated as follows:
(4.25)
Here, ρ > 1 is a parameter to control the convergence speed and µ max is a larger number to prevent µ from becoming too large. With these updating rules, the optimization method for HUFS is summarized in Algorithm 1.
Algorithm 1 The Algorithm for HUFS.
Input: X ∈ R N ×m , α, β, n, latent dimension K, T Output: n selected features 1: Initialize µ = 10 −3 , ρ = 1.1, µ max = 10 10 , U = 0, V = 0 (or use K-means) and M from T 2: repeat 3:
Update E by Eq.(4.13)
5:
Update V by Eq.(4.17)
6:
Update U by Lemma 4.2
8:
Update P by Eq.(4.22)
9:
Update Z using Eq.(4.24)
11:
Update Y 1 , Y 2 , Y 3 and µ 12: until convergence 13: Sort each feature of X according to ||v i || 2 in descending order and select the top-n ranked ones 4.7 Parameter Initialization One way to initialize U and V is to set them to be 0. As the algorithm runs, the objective function will gradually converge to the optimal value. To accelerate the convergence speed, following the common way of initializing NMF, we use k-means to initialize U and V. To be specific, we first apply k-means to cluster X, then get the soft cluster indicator to initialize U and set V as X T U. Y 1 , Y 2 and Y 3 are initialized to be 0. µ is typically set in the range of 10 −6 to 10 −3 initially depending on the datasets and is updated in each iteration. µ max is often set to be a large value such as 10 10 to give µ freedom to increase but prevent it from being too large. ρ is empirically set to 1.1 in our algorithm. The larger ρ is , the faster µ becomes larger and the more we penalize the deviation of the equality constraint, which makes it converge faster. However, we may sacrifice some precision of final objective function with very large ρ.
Convergence Analysis
Since our algorithm uses ADMM to optimize the objective function, the convergence of our algorithm adapts from the convergence of ADMM. The detailed convergence proof of ADMM can be found in [37, 33] . Empirically, we find that our algorithm converges within 100 iterations for all the datasets used in evaluation. 
Experiments
In this section, we conduct experiments to evaluate the effectiveness of the proposed framework HUFS.
After introducing experimental settings, we compare HUFS with the state-of-the-art unsupervised feature selection methods. We conduct experiments on three different categories of datasets, i.e., text, image and biology datasets so as to see how HUFS performs on datasets from different domain. Further experiments are conducted to investigate the effects of important parameters on HUFS.
Experimental Settings
The experiments are conducted on 11 publicly available and widely used benchmark datasets, which can be divided into three different categories as follows: (i) 5 text datasets: BBCSport 1 , CNNStory 2 , Webkb4 3 , Guardian 4 and 20News-groups 5 ; (ii) 3 image datasets: COIL20, Yale and warp-PIE 6 ; and (iii) 3 biology datasets: Carcinoma [38] , B Cell Chronic Lymphocytic Leukemia (CLL) 7 and Global Cancer Map (GCM) 8 . In practice, datasets that demand feature selection most are those short and fat datasets, i.e., small number of data samples and large number of features. Therefore, our experiments focus on such kind of datasets. The statistics of the aforementioned datasets are summarized in Table 1 . In the table, C denotes number of classes. Note that we have label information for these datasets, however, label information is only used as the ground truth for the evaluation purpose; in other words, it is not used by HUFS as well as baseline methods.
Since HUFS require hierarchical structure as input, we briefly describe how we get the hierarchical structures. For text datasets, we use WordNet to get the hierarchical structures based on the semantic meaning of words. For Image datasets, since pixels in images have spatial locality relations. For example, nearby pixels have a high probability to share similar values. We construct the hierarchical structure based on spatial locality. For biology datasets, we use hierarchical clustering on features to get the structure. Note that constructing hierarchical structures is not part of HUFS. HUFS doesn't produce hierarchical structures but utilize these hierarchical structures for feature selection.
Following the common way to evaluate unsupervised feature selection, we assess HUFS in terms of clustering performance [22, 13] . Two widely used evaluation metrics, accuracy (ACC) and normalized mutual information (NMI), are employed to evaluate the quality of clusters. The larger the ACC and NMI are, the better the performance is. In the evaluation, we choose K-means to cluster samples based on the selected features. Since K-means depends on initialization, following previous work [26] , we repeat the experiments 20 times and the average results with standard deviation are reported.
Quality of Selected Features
With the hierarchical structures constructed in the above way, we compare HUFS with the following representative stateof-the-art unsupervised feature selection algorithms:
• LS: Laplacian Score [11] which evaluates the importance of a feature through its power of locality preservation;
• MCFS: Multi-Cluster Feature Selection [23] which selects features using spectral regression with 1 -norm regularization;
• NDFS: Nonnegative Discriminative Feature Selection [26] which selects features by a joint framework of nonnegative spectral analysis and 2,1 regularized regression;
• RUFS: Robust Unsupervised Feature Selection [14] which jointly performs robust label learning via local learning regularized robust orthogonal nonnegative matrix factorization and robust feature learning via joint 2,1 -norms minimization; and
• EUFS: Embedded Unsupervised Feature Selection [21] which embeds feature selection into the nonnegative matrix factorization based clustering algorithm. Note that EUFS is a special case of HUFS by setting α = 0 in HUFS and removing the graph regularizer of EUFS.
There are some parameters to be set. First, all baseline methods need to construct the affinity matrix. Following [14] , for the baseline methods, we fix the neighborhood size to be 5 for all the datasets to construct the affinity matrix. Second, to fairly compare different unsupervised feature selection methods, we tune the parameters for all methods by a "grid-search" strategy from {10 −6 , 10 −4 , . . . , 10 4 , 10 6 }. More details about parameter analysis on HUFS will be discussed in the following subsection. How to determine the optimal number of selected features is still an open problem [39] , we vary the number of selected features as {50, 100, 150, . . . , 300} for all datasets. Due to the page limitation, we only report the best performance for each algorithm with the above settings. The comparison results are summarized in Table 2 and Table 3 in terms of ACC and NMI, respectively. Note that numbers in parentheses are the numbers of selected features achieving the best performance. From the two tables, we make the following observations:
• The proposed framework HUFS outperforms EUFS. Compared to EUFS, HUFS also utilizes given hierarchical structures. These results support the importance of hierarchical structures for unsupervised feature selection.
• Most of the time, HUFS achieves the best performance with smaller numbers of selected features, which supports that HUFS is more likely to select discriminative features given the auxiliary information from the hierarchical structure.
• On all 11 datasets, HUFS often obtains better performance than baseline methods. There are two major reasons. First, HUFS directly embeds feature selection into a clustering algorithm and selects features in a batch mode. Second, HUFS exploits hierarchical structures, which provides auxiliary information to guide feature selection.
Parameter Sensitivity Analysis
There are two important parameters for HUFS -(1) α controlling the contribution from hierarchical structures of features and (2) β controlling the row sparsity of V. In this subsection, we perform parameter analysis on these two parameters.
To evaluate the sensitivity of α, we fix β = 0.01 and vary the value of α as {10 −5 , 10 −4 , . . . , 10}. The performance variation w.r.t. α and the number of selected fea- Figure 3 . Note that due to the page limitation, we only show the results on CNNStory; however, we make similar observations on other datasets. In general, with the increase of α, the performance first increases and then decreases. In particular, when α increases from 10 −5 to 10 −4 , the performance increases a lot, which further supports the importance of hierarchical structures. When α is between 10 −3 and 0.1, the performance is relatively stable, which eases the process to determine the optimal value of α in practice. Similarly, to evaluate the sensitivity of β, we fix α = 0.01 and vary the value of β as {10 −5 , 10 −4 , . . . , 10}. The performance variation w.r.t. β and the number of selected features is demonstrated in Figure 4 . We have similar observations about β compared to α.
Conclusion
In this paper, we propose a new unsupervised feature selection approach, HUFS, which embeds feature selection into a clustering algorithm and captures hierarchical structures of features. In particular, we use the index tree to represent hierarchical structures and each node of the index tree works as constraints to guide feature selection. We propose an efficient optimization framework based on ADMM to solve the proposed framework. Experimental results on 11 different real-world datasets demonstrate the effectiveness of the proposed framework and the importance of hierarchical structures for unsupervised feature selection. We also give guidances on how to construct hierarchical structures of features in different domains.
There are several directions needing further investigation. Currently, we only explore three different ways of constructing the hierarchical structures, and one future work is to explore more methods of constructing hierarchical structures for HUFS. Another direction is to extend the unsupervised feature selection with hierarchical structures with semi-supervised or multitask learning [40] setting.
