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Abstract
This thesis describes the development of a novel comprehensive Monte Carlo simulation
code, ARTEMIS, for the investigation of electron-hole pair transport mechanisms in a-Se
x-ray imaging detectors. ARTEMIS allows for modeling of spatiotemporal carrier trans-
port in a-Se, combining an existing Monte Carlo simulation package, PENELOPE, for
simulation of x-ray and secondary electron interactions and new routines for electron-hole
pair transport with three-dimensional spatiotemporal signal output considering the effects
of applied electric field. The detector Swank factor, an important imaging performance
metric is calculated from simulated pulse-height spectra and shown to depend on incident
x-ray energy and applied electric field. Simulation results are compared to experimental
measurements and are found to agree within 2%. Clinical x-ray spectra are also used to
study detector performance in terms of energy weighting and electronic noise. Simulation
results show energy-weighting effects are taken into account in the ARTEMIS model, where
the Swank factor and DQE have a higher dependence on the high-energy incident x rays
due to increased carrier yield. Electronic noise is found to widen the pulse-height spectra
and degrade the Swank factor. The effect of recombination algorithms and burst models
are studied. A comparison of a first-hit algorithm and a nearest-neighbor approach shows
no significant difference in the simulation output while achieving reduced simulation time.
The examination of the initial generation of carriers in the burst shows that the recombi-
nation efficiency of carriers is dependent on the carrier density and electric field. Finally,
the spatial resolution characteristics of a flat-panel a-Se detector are studied by using the
ARTEMIS model for spatial output and image generation. The modulation transfer func-
tions are calculated from simulated detector point response functions for monoenergetic
and clinical radiation qualities.
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1.1 Overview and aim
X-ray detectors are important components of medical imaging, security screening, spec-
troscopy, dosimetry and industrial imaging systems. Semiconductor detectors are advan-
tageous for these applications because of their good energy resolution, high efficiency, and
high carrier yield[12]. Semiconductor detectors employ photoconductive materials such as
silicon, germanium, and amorphous selenium to convert x rays directly into electric sig-
nal. In medical imaging applications, semiconductor detectors are used in a wide range
of modalities including general radiography, full-field digital mammography (FFDM) and
computed tomography (CT)[13, 14]. Semiconductor materials such as stabilized a-Se and
other high-Z materials have recently emerged as candidates for new imaging technologies
including breast tomosynthesis and photon-counting mammography[15, 16].
Monte Carlo methods can be used for the study of charge generation and transport in
semiconductors materials, for design validation and optimization of imaging systems. An
open-source MC package (MANTIS) already exists for modeling indirect detectors[17], and
some simulation models have been previously proposed and developed for direct detectors
[18, 19, 20, 21, 22]. However, no comprehensive, open-source simulation tool exists for
imaging applications with direct detectors.
The purpose of this work is to evaluate the assumptions and limitations of previous
models, and develop a simulation code for performing fully detailed Monte Carlo simulation
of carrier transport and recombination processes in photoconductor x-ray detectors. This
work describes a novel method for complete Monte Carlo tracking of x rays, energetic
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electrons and electron-hole pairs to characterize the signal statistics and image quality
metrics in a-Se direct x-ray detectors. The objectives of this research are:
1. Investigate the use of Monte Carlo methods to model transport of charged carriers in
semiconductor x-ray imaging detectors, and develop a simulation code for modeling
the complete signal formation process.
2. Validation of the simulation models with experimental comparisons, such as Swank
factor as a function of incident energy and applied electric field, and the modulation
transfer function.
3. Perform simulation studies of a-Se x-ray detector using the simulation code and
material specific parameters to investigate different effects and models on the detect
performance.
1.2 Thesis layout
The focus in this thesis is primarily on Monte Carlo modeling of semiconductor x-ray detec-
tors for medical imaging applications. First, background on x-ray radiation, x-ray imaging
detectors and photoconductive materials used for x-ray detection are presented in Chapter
2. Methods of x-ray generation are compared taking into account the physics of atomic
x-ray interactions and possible impacts on experimental measurements. Possible photo-
conductor candidates for x-ray detection are compared in terms of absorption efficiency,
sensitivity, transport properties and dark current.
Previous work in the area of modeling of x-ray detectors is reviewed in Chapter 3,
including a brief overview of existing Monte Carlo simulation models used for both direct
and indirect detectors. Some simulation codes focus only on the primary x-ray and high-
energy electron interactions, while other focus on the transport of secondary carriers such
as optical photons for indirect detectors, and electron-hole pairs for direct detection. This
chapter also provides a brief overview of the methodology of pulse-height spectroscopy and
experimental challenges.
Chapter 4 describes the proposed Monte Carlo simulation model, using a combined ap-
proach for modeling x-ray radiation transport in direct detectors. The x-ray and secondary
electron interactions are modeled with PENELOPE, and a transport simulator is developed
for charge generation and transport of electron-hole pairs. The theory and implementation
of these models are also covered in detail. Pulse-height spectra (PHS) simulations can be
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used to study the spectral response of the detector to different x-ray inputs, and useful for
calculation of performance metrics such as the Swank factor. Monoenergetic x-ray inputs
are preferred because it shows the detector spectral response at each x-ray energy and
gives more details to the detector performance at each energy. This chapter als contain
PHS simulations and the comparison to experimental measurements with monoenergetic
x-rays.
Chapter 5 includes simulation studies with clinical x-ray spectra used in mammography.
The effect energy weighting and electronic noise on the detector Swank factor and the DQE
at zero spatial frequency are studied. This chapter also contain an optimization study of
clinical spectra for a-Se detectors.
The effects of different recombination algorithms and burst models on detector perfor-
mance are explored using the simulation code in Chapter 6. This chapter contains the
theoretical and MC comparison of recombination fractions for single electron-hole pairs.
The MC model for single electron-hole pair is extended for multiple electron-hole pairs
via the burst model, and the effect of applied electric field and x-ray energy is studied for
clinical x-ray spectra.
Chapter 7 describes the spatial resolution study of flat-panel a-Se detector. Image
quality measurements are made following International Electrotechnical Commission (IEC)
guidelines using a prototype a-Se detector provided by FUJIFILM Corporation. The mod-
ulation transfer function (MTF), normalized noise power spectra (NNPS) and detective
quantum efficiency (DQE) are measured as a function of spatial frequency, applied elec-
tric field, and detector thickness. The point responses are simulated to determine the
pre-sampled MTF and are compared with experimental measurements. Lastly, Chapter 8






X rays were discovered by Professor Wilhelm C. Roentgen of Wuerzburg University, Ger-
many in 1895, and the first x-ray image was captured later that year. Professor Roentgen
was awarded the first Nobel Prize in physics for his contributions in the field of science[23].
X rays are a part of the electromagnetic spectrum and are located between ultraviolet
and gamma rays. High-energy electron interactions produce x rays, and emissions from
nuclear reactions are called gamma rays. An x-ray photon can have a wavelength of 0.01
nm to 10 nm. X-ray energy is proportional to frequency and inversely proportional to the
wavelength[24]:




where h is the Planck’s constant, c is the speed of light, f is the frequency, and λ is the
wavelength.
2.1.1 X-ray generation
X rays can be generated from an x-ray tube. An x-ray tube is made up of a cathode
and anode assembly sealed in high vacuum. The cathode assembly encloses a filament
circuit containing a thin thoriated Tungsten wire (filament). When a current is passed
through the filament, the electrical resistance causes the filament to heat up and discharge
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Figure 2.1: Schematic of an x-ray tube. The rotating tungsten anode in the center of the
tube is enclosed in vacuum. On the left side is the rotor with an armature connected to
the anode. On the right is the cathode assembly consisting of the filament wire and circuit
used to produce beam of electrons[1].
electrons in a process called thermionic emission. The anode consists of a target often
made of tungsten or molybdenum. When a high voltage (kVp) is applied, the electrons
from the cathode accelerate toward the anode, striking the target both by collisional and
radiative transfer. The schematic diagram of an x-ray tube is shown in Figure 2.1[1].
The generation of x rays with an x-ray tube is an inefficient process, and only about
1 percent of the energy deposited lead to x rays and the remaining 99 percent turns into
heat. Rotating anodes are used to prevent the target from melting, and can rotate up
to 10,00 revolutions per minute (rpm). In addition, anode cooling curves and convection
cooling in the tube housing are used to prevent overheating. An x-ray spectrum with a
Tungsten anode for 32 kVp (peak kilovoltage) is shown in Figure 2.2.
The majority of the x rays produced are due to Bremsstralung (radiative transfer) and
also some characteristic x rays are produced (collisional transfer). The Bremsstralung x
rays range from 0 to the maximum kVp applied to be x-ray tube. While the characteristic
x-ray fluorescent energies are dependent on the material properties. For medical imaging
applications, a filter is used to absorb low-energy x-ray photons that have low penetrability
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Figure 2.2: Calculated x-ray spectrum for a tungsten anode with peak tube voltage of 32
kVp. The y-axis is a linear scale counting the number of x rays, the x-axis is the energy
of the x rays produced.
to reduce patient exposure. The most common material used to filter x rays is aluminum
(1-2 mm thick), which is considered the standard x-ray filter material. Filters can be used
to significantly “harden” the x-ray beam.
A radioisotope is an atom with an unstable nucleus, and undergoes radioactive decay
that can emit alpha particles, beta particles, gamma rays and x rays or some combination.
An element and its isotope have the same number of protons, and the same chemical
behavior. However, the number of neutrons is different, which causes the nucleus to be
unstable. Some radioisotopes occur naturally and some can be synthesized in nuclear
reactions. Radioisotopes are very useful as a source of radiation, because they have clearly
defined energies for the emitted gamma rays.
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2.1.2 X-ray attenuation
Attenuation is the gradual loss in intensity, and the amount of incident x rays attenuated by
the photoconductor is directly proportional to the number of generated charge carriers with
a significant impact on the performance of the direct x-ray system. When a beam of x-ray
photons impinge onto a photoconductor, some photons are absorbed in the material leading
to a decrease in the intensity of the transmitted beam. Increasing the thickness of the
photoconductor, Ldetector, leads to an increase in absorption. The absorption capability of a
photoconductor is directly proportional to its thickness and is modeled by the performance
parameter, quantum efficiency (QE)[25]:
η = 1− e−αLdetector . (2.2)
The quantum efficiency, η, is dependent on the linear attenuation coefficient, α, and
thickness of the material, Ldetector. As the thickness increases, the exponential term ap-
proaches zero, and theoretically, the quantum efficiency of the detector becomes effectively
100%. Figure 2.3 shows the x-ray interaction quantum efficiency for selenium as a func-
tion of detector thickness and x-ray energy. As the detector become thicker, more x-ray
photons are attenuated, leading to a higher quantum efficiency. Quantum efficiency is also
dependent on the x-ray photon energy.
The linear attenuation coefficient is the fraction of photons removed from a monoen-
ergetic beam of x rays per unit thickness of the given material. For a given thickness,
the probability of interaction is dependent on the number of atoms per volume. This
dependence can be overcome by normalizing the linear attenuation coefficient for the den-
sity of the material. The mass attenuation coefficient is the linear attenuation coefficient
normalized to unit density. The mass energy transfer coefficient is the mass attenuation
coefficient multiplied by the fraction of the energy of the interacting photon that is trans-
ferred to charged particles as kinetic energy (due to scattering). Mass energy absorption
coefficient is the fraction of the mass attenuation coefficient that gives rise to the initial
kinetic energy of electrons in a small volume of absorber[26].
2.1.3 X-ray interactions
In the diagnostic x-ray range, the absorbed photon can interact within the photoconductor
via three main mechanisms: photoelectric absorption (or photoelectric effect), Compton
scattering and Rayleigh scattering. Figure 2.4 and 2.5 show the atomic models of these
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Figure 2.3: X-ray interaction quantum efficiency as a function of thickness and incident
photon energy. The red curve is the quantum efficiency for a-Se with 20 keV x rays. The
QE increases as a function of detector thickness, and saturates at 1 with thicknesses greater
than 300 µm. For 40 keV x-ray photons (the blue curve in the plot), QE increases more
gradually with thicker detectors, almost reaching 1 at 1000 µm.
interactions. During photoelectric absorption, the incident x ray ionizes an atom by trans-
ferring all of its energy to an inner shell electron that is ejected from the atom shown in
Figure 2.4. The kinetic energy of this ejected photoelectron can be calculated from the
difference between the incident photon energy, Ephoton and the binding energy of the orbital
electron, EbindingEnergy[27]:
Ephotoelectron = Ephoton − EbindingEnergy . (2.3)
A more outer-shell electron may fill the vacancy in the inner-shell and generate a char-
acteristic x ray or Auger electron. The photoelectric absorption is the dominant interaction
mechanism in the diagnostic x-ray energy range for a-Se, and leads to generation of many
electron-hole pairs in direct x-ray photoconductors.
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Figure 2.4: Photoelectric absorption process in a selenium atom. The incident x ray
photon interacts directly and ionize a inner K-shell electron, transferring majority of its
energy and creating a photoelectron. To reach the lowest energy state, fluorescent x rays
may be produced and atomic relaxation may occur for an outer shell electron to fill the
space left by the photoelectron.
Rayleigh (coherent) scattering is the interaction between an incident photon and the
whole atom, where the energy of the atom and the scattered x ray remain unaltered.
Compton (incoherent) scattering is the interaction between an incident photon and an
outer-shell electron. The Rayleigh and Comptom scattering interactions are shown in
Figure 2.5. Compton scattering yield a high-energy Compton electron and the incident
photon is scattered. Generally, Compton scattering leads to a noisier images and is not
desired in diagnostic imaging.
2.2 X-ray imaging
From its initial discovery, the medical application of x rays was evident. X rays are observed
to be able to identify skeletal structures, and x-ray imaging (radiology) quickly developed
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Figure 2.5: (a) Rayleigh scattering process in a selenium atom. The incident photon
interacts with the entire atom as oppose to an individual electron as in photoelectric
absorption or Compton scattering. During Rayleigh scattering, the photon retain all of its
energy and is only scattered to a different direction. (b) Compton scattering process in a
selenium atom. Compton scattering results in the ionization of an electron in the outer
shell of the atom creating a Compton electron. The incident photon loses some energy and
is scattered.
as a branch in medicine. For the x-ray spectrum, energy ranges from several hundred
electron volts (eV) to hundreds of kilo electron volts (keV). X rays with low energy are
considered soft x rays, and high-energy x rays are considered to be hard x rays. For the
purpose of medical imaging, x rays with energies at the keV range are used, because they
are considered hard x rays with penetrability of the tissue. Furthermore, for different
imaging modalities, the x-ray detector is designed for different energies and pixel sizes.
Table 2.1 summarizes typical x-ray imaging parameters for the purpose of mammography,
fluoroscopy and chest x-ray modalities[28].
Table 2.1: Modalities of medical x rays and typical parameters.
Application Mammography Fluoroscopy Chest x-ray
Mean x-ray energy 20 keV 40 keV 70 keV
Tube peak voltage 30 kVp 70 kVp 120 kVp
Detector size 18 x 24 cm2 25 x 25 cm2 35 x 43 cm2
Pixel size 50 x 50 µm2 250 x 250 µm2 200 x 200 µm2
Number of pixels 3600 x 4800 1000 x 1000 1750 x 2150
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Mammography and chest x ray are projection radiography techniques used to image
the breast and chest surrounding areas; fluoroscopy is a real-time imaging technique used
to take moving images of internal structures of a patient. From Table 2.1, mammography,
compared to all other applications, employs the least amount of energy, with a mean energy
of 20 keV and maximum peak energy of 30 kVp. This is because mammography is imaging
the soft tissues of the breast and does not require penetrability with high energies to see
bone tissues. In comparison, chest x ray uses the highest energy at a mean energy of
70 keV and maximum peak energy of 120 kVp, because the incident chest x-ray photons
require high energies to penetrate the skeletal structures. Mammography detectors have the
smallest detector size but also the smallest pixel size, this allows for the highest resolution
to identify small tumors and calcifications. For chest x ray, even though the detector is
large, the pixels are relatively large too, which reduces patient exposure and therefore helps
to avoid damage to vital organs. The many advantages of digital x-ray detector technology
(described in the following sections), such the fast readout times and ability to save the
images electronically, have also supported the development of emerging imaging modalities
such as breat tomosynthesis[15].
Digital x-ray detection is an active area of research because traditional x-ray detectors
are film-based and have many disadvantages: the readings are analog and cannot be stored
electronically; the film cassettes are often bulky, expensive and easy to damage; addition-
ally, the development time of the x-ray film often lead to patient waiting time and delayed
diagnosis. Figure 2.6 depicts the traditional film-based x-ray system[2].
Figure 2.6: Illustration of a traditional film-based x-ray system consisting of an x-ray
source[2], image receptor or detector and the object to be imaged. Depending on the
object composition, the incident x rays are attenuated. The difference in the amount of x
rays that reaches the detector lead to an image.
Digital x-ray detectors are film-less and converts the x-ray radiation directly into elec-
11
tric signals to form a digital image shown in Figure 2.7[2]. This x-ray image is stored
electronically in real time, saving the patient and physician precious time making real time
diagnosis possible.
Figure 2.7: Illustration of a digital x-ray system[2]. In comparison to film-based systems,
an analog to digital (A/D) converter is used to translate incident x rays into a digtial
signals. Digital images can be conveniently stored, shared and displayed.
Another advantage of digital x-ray systems is the ability to electronically transfer x-
ray images with its original quality and clarity. With digital x-ray images, physicians
can consult with other doctors for a second opinion to improve the accuracy of diagnosis.
There are two methods of digital x-ray detection: the indirect method with scintillator
based detectors, and direct method with semiconductor based detectors.
2.2.1 Scintillator-based detectors
In scintillator-based detectors, a phosphor scintillator converts x-ray photons into multiple
optical light photons detected as electric signals in a photodiode or photomultiplier tube,
hence an indirect conversion process[29]. Figure 2.8 shows the structure of a scintillator
detector.
One of the advantages of indirect detection method is the high absorption efficiency
of the scintillator material (e.g. CsI) capable of absorbing a high percentage of incident
x-ray photons. However, one disadvantage of the indirect method is the loss of resolution
due to isotropic generation of optical photons[30], shown in Figure 2.8. Thinner scintillator
material can be used to limit the effect of spreading, however at a cost of reduced absorption
efficiency of incident x rays. Scintillators with columnar phosphor structures are also used
to confine and reduce the spreading of optical photons[31].
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Figure 2.8: Indirect conversion process in scintillator based digital x-ray imaging detectors.
The layered detector structure consists of a scintillator and photodiode sandwiched between
a substrate and capsulation. The scintillator material is used to absorb and convert high-
energy x ray photons into optical photons in an isotropic process. The emitted optical
photons are detected by a photodiode and read out to form a digital image. Due to the
isotropic nature of optical photon generation in the scintillator, indirect detectors have an
inherent limit on image resolution.
2.2.2 Semiconductor-based detectors
In semiconductor-based detectors, x-ray photons are absorbed in the photoconductor and
converted directly into charge carriers called electron-hole pairs (EHPs). Figure 2.9 is an
illustration of the direct conversion method. As x-ray photons are absorbed in the photo-
conductive material, many electron-hole pairs are generated near the region of interaction,
and are eventually collected at the electrodes[32].
Due to the direct conversion process, resolution of semiconductor x-ray detectors de-
pends only on the spreading of the incident x-ray photons, secondary high-energy electrons
and electron-hole pairs. In general, photoconductive materials used in semiconductor de-
tectors have lower atomic numbers compared to scintillators, and require a thicker detector
to absorb the same amount of incident x rays[26]. Often a biasing voltage is used to collect
the electron-hole pairs and blocking or (electron/hole) transport layers are used to prevent
leakage. Figure 2.10 shows a commercially available amorphous selenium (a-Se) direct x-
ray detector developed by ANRAD Corporation (http://www.anrad.com/products-direct-
xray-detectors.htm).
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Figure 2.9: Direct conversion process in semiconductor based x-ray detectors. The layered
detector structure consist of a photoconductor sandwiched between blocking layers and
electrodes sitting on a glass substrate. The photoconductor is a semiconductor material
capable of absorbing and converting incident x-ray photons directly into electric signal.
Due to the large number of charge carriers generated, an applied bias is used to facilitate
in the charge collection and transport. Upon carrier generation, charge carriers under the
influence of the electric field flow to opposing electrodes to be detected. Blocking layers
are used to prevent leakage and reduce dark current in the detection process.
2.3 Photoconductors
X-ray detectors contain photoconductive materials that will absorb the energy of the inci-
dent x ray and convert it to electrical signals to generate the digital x-ray image. For good
performance, an x-ray photoconductor needs to have the following[33]:
1. Good absorption of incident x-ray photons with a practical thickness.
2. Good signal response with many secondary carriers generated from x-ray exposure.
3. Good carrier transport and collection, minimal loss of carriers.
4. Good material stability and uniformity for large areas.
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Figure 2.10: Commercial a-Se semiconductor direct x-ray detector for full-field digital
mammography (FFDM).
Table 2.2 summarizes the properties of several photoconductor materials that have been
investigated for direct x-ray detection. X-ray absorption is dependent on the photocon-





f1(Z1)2.94 + f2(Z2)2.94 + f3(Z3 + ...)2.94 , (2.4)
where fn is the fraction of the total number of electrons associated with each element, and
Zn is the atomic number of each element. The computed effective atomic numbers for
CdZnTe, HgI2, PbO and Se are 50, 67, 74 and 34 respectively. As the Zeff increases, the
attenuation coefficient of the material increases as well, leading to higher absorption.
Sensitivity is dependent on the number of EHPs generated, and is a function of maxi-













Table 2.2: Comparison of photoconductors: CdZnTe, HgI2, PbO, and Se.
CdZnTe HgI2 PbO a-Se
X-RAY ABSORPTION
Zeff 50 67 74 34
ELECTRIC SIGNAL
Band gap (eV) 1.7 2.1 1.9 2.3
Sensitivity (µC/R/cm2) 24 10 - 0.2
CHARGE COLLECTION
Hole mobility-lifetime (cm2/V) 1.0x10−4 1.0x10−7 5.0x10−7 0.6-6.0x10−5
Electron mobility-lifetime (cm2/V) 5.0x10−4 1.5x10−5 5.0x10−7 0.3-3.0x10−6
DARK CURRENT
Dark current (nA/cm2) 7 0.2-1.8 5 0.01
the maximum collectable charge is a function of x-ray exposure, X, detector area, A,
elementary charge, e, and absorption coefficient ratio of photoconductor material and air,
αphotoconductor/αair. High sensitivity is desired because more collectable charges lead to an
increase in the output electric signal. Charge collection is dependent on the carrier mobility-
lifetime product and the applied bias. Even though high mobility-lifetime is desired, the
detector can be externally biased with high applied electric field to significantly decrease
the carrier transit time and increase the number of charges collected. However, the material
stability is a big concern due to two reasons: change in morphology over time and change
in performance due to temperature. Due to exposure and time, the morphology of the
material may change, causing degradation in sensitivity and material transport properties.
For example, a-Se based detectors are amorphous, and crystallize over time. Polycrystalline
grain boundaries act as traps, greatly reducing the carrier mobility product and the detector
sensitivity. Uniformity and material properties for large area coating is highly dependent
on the fabrication technique and will be discussed in detail in the following subsections.
For performance change due to temperature, the dark current of HgI2 can be used as an
example to demonstrate this point discussed in Section 2.3.3.
2.3.1 Amorphous selenium
Selenium has an atomic number (Z) of 34, and the outer shell contains six valence electrons
with a density of 4.79 g/cm2. For a-Se, a lower density ranging from 3.5 to 4.5 g/cm2 have
been reported by Yun et al., and Lachaine et al. due to different outer shell cross-section
compared to atomic Se[20, 35]. Inherently, a-Se is not stable and crystallizes over time,
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which is not a desirable property in a detector material. To minimize this problem, arsenic
(As), approximately 0.2 to 0.5% of the bulk material, is mixed with a-Se to stabilize the
structure. Although arsenic prevents crystallization, it also causes more traps to be formed
in the bulk a-Se, thereby reducing the charge collection. In order to improve the charge
transport properties, Chlorine (Cl) is doped, nominally at 20 ppm to reduce traps[36].
Figure 2.11 shows the stabilized selenium pellets used in vacuum evaporation technique for
fabrication[3].
Figure 2.11: Stabilized selenium tablets with Arsenic doping and Chlorine used for fabri-
cation of uniform a-Se films via vacuum evaporation technique[3].
For fabrication of flat-panel imagers, selenium is deposited onto a large area via vac-
uum evaporation, a physical vapour deposition technique[3]. Vacuum evaporation tech-
niques mainly uses physical processes to produce reactant species into gas phase for film
deposition[28], and are used for deposition of x-ray photoconductors where high uniformity
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is required[37]. Vacuum evaporation requires a thermal evaporation chamber, where elec-
tric resistance heaters melt source material. In a typical vacuum evaporation chamber, the
source material is positioned in the bottom, and wafers directly above. Figure 2.12 shows
the vacuum evaporation technical used for fabrication of Se detectors.
Figure 2.12: Vacuum evaporation process of uniform a-Se films[3]. The vacuum deposition
chamber consist of a stainless steel boat and a substrate holder. The stabilized selenium
tablets are heated in the stainless steel boat, and evaporated particles are deposited onto
the substrate surface.
Pellets of stabilized selenium with arsenic and chlorine doping are placed in a steel
boat heated to between 280 and 300 degrees Celsius by resistance heaters. Vacuum con-
ditions (10−5 torr) allow the particles to evaporate and reach the target substrate without
scattering (large man free path) and form thin layers on the wafer. The substrate wafer
temperature is kept at 65 degrees to ensure constant growth rate and uniform films[36].
Stable a-Se is a good candidate for semiconductor-based, direct x-ray detection because
18
it has very low reported dark current at 0.01 nA/cm2, and can be coated onto a large area,
for example 40x40 cm2 with uniform properties. Crystallization is avoided with arsenic
and chlorine doping allows for improvement material stability and charge collection. The
mobility-lifetime product of Se is in the order of 10−5 cm2/V for holes, and 10−6 cm2/V
for electrons. Even though the mobility-lifetime product is relatively low compared to
CdZnTe, but still much higher than that of PbO and HgI2.
The x-ray sensitivity in a-Se is dependent on the detector thickness, applied electric
field, and material properties such as carrier mobility and lifetime. As the electric field
increases, the ionization energy required to generate a detectable electron-hole pair de-
creases thus increasing in the sensitivity. Increases in the carrier mobility or lifetime can
also increase the sensitivity because the carriers are traveling faster towards the electrodes
and have less probability of getting trapped. From the same spectral x-ray input, thicker
detectors would have a higher attenuation coefficient, and thus more x-ray absorption and
detected signal.
2.3.2 Cadmium Zinc Telluride
Cadmium Zinc Telluride (CdZnTe) has been used in gamma ray detectors[38]. The advan-
tages of CdZnTe detectors include high atomic number, low band gap, excellent sensitivity
and high electron/hole mobility-lifetimes. With a high Zeff of 50, CdZnTe is not only
used for x-ray detection, but also been reported for the use of higher energy gamma ray
detectors[38]. Out of the materials reviewed, CdZnTe has the lowest band gap energy of
1.7 eV, and since carrier yield is an inverse function of Egap, excellent sensitivity and maxi-
mum collectable charge are observed. The highest sensitivity of 24 µC/(cm2R) is reported,
more than two orders of magnitude higher than the sensitivity of a-Se[32].
Cadmium Zinc Telluride films can be grown via the Close-Space Sublimation (CSS)
technique[5, 4, 6]. Figure 2.13 shows a CSS quartz chamber. The CdZn and CdTe powders
are placed in the hollow carbon plate, and the substrate is supported on top of the source
with a carbon spacer between 3 to 20 millimeters. Vacuum is maintained with a rotary
pump.
The source and substrate temperatures can be controlled separately with halogen lamps.
From Figure 2.14, the source and substrate temperatures are 650 and 500 ◦C respectively
during the growth. The growth rate of the CSS technique is very high, between 5-10
µm/min, and film thickness of 50 to 300 µm can be easily deposited. Figure 2.15 plots the
growth rate as a function of source and substrate temperatures.
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Figure 2.13: Close-Space Sublimation chamber[4].
From Figure 2.15(a), when substrate temperature is constant, and only varying the
temperature of the source, the growth is observed to increase as the source temperature is
raised. From Figure 2.15(b), with constant source temperature, the growth rate increases
initially but a sharp decrease is observed. The sharp decrease occurs when the temperature
difference between the source and substrate is below 100 degrees Celsius. Optimal growth
rate is observed when this temperature difference is 150 degrees. Figure 2.16 shows SEM
images of the deposited CdZnTe film with a range of different grain sizes and porosity.
The CdZnTe photoconductor are polycrystalline with average grain size of approxi-
mately 10 µm. For charge collection, minimum charge trapping and recombination is
observed due to high electron and hole mobility-lifetimes. However, there two main dis-
advantages that plague CdZnTe for x-ray detection: high dark current and high substrate
temperature during fabrication. From Table 2.2, even though the sensitivity of CdZnTe is
high, two orders higher than that of a-Se, the dark current are also high, almost three orders
higher. Thus the improvement in the final output signal detected is significantly reduced.
The advantages are diminished due to high dark current. Lastly, for large area coating,
high substrate temperature limits the detector size, and only relatively small CdZnTe x-ray
detectors have bee reported in the literature.
2.3.3 Mercuric Iodide
Mercury Iodide (HgI2) photoconductors have a very high atomic number and reported
sensitivity. From Table 2.2, the effective atomic number for HgI2 is 67, higher than that of
CdZnTe, and HgI2 detectors can absorb high percentage of the incident photons with rel-
atively thinner photoconductor thicknesses. Excellent sensitivity have also been reported
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Figure 2.14: Source and substrate temperatures during Close-Space Sublimation[4].
at 10 µC/(cm2R). However, the material stability and dark current dependence on tem-
perature are major disadvantages for HgI2[39, 40]. The HgI2 dark current have a high
dependence on temperature, and with a 15 degrees difference the dark current have al-
most a two order of magnitude difference from 0.02 to 18 nA/cm2. Thus, good material
stability with constant performance is desired. The following equations demonstrate the
preparation of HgI2:
[h]2Hg + I2 → Hg2I2 ,Hg2I2 → Hg +HgI2 . (2.6)
Mercuric iodide can be prepared with the basic reaction between metal mercury and
iodine, where the product of this reaction is photosensitive and decomposes to mercury and
HgI2. HgI2 powders can be used to fabricate x-ray detectors using wet Particle-In-Binder
(PIB) and physical vapour deposition techniques. Figure 2.17 show examples of HgI2 grown
on various substrates[41] courtesy of DxRay Inc (http : //www.dxray.com/?pageid = 115).
The HgI2, similarly to PbO molecules can be mixed with acid precursor to be cured and
form a uniform film via the wet PIB technique. For vacuum evaporation, the same powder
can be heated to evaporate and deposit films on the large area TFT. Figure 2.18 shows
the final direct x-ray detector produced by vacuum evaporation courtesy of DxRay Inc[42]
(http : //www.interon.no/?pageid = 18). This particular detector is the size of 10x10 cm
2,
however the maximum detector of 20x25 cm2 have been reported in the literature[43, 44].
The wet Particle-In-Binder (PIB) technique can be used to fabricate lower quality
HgI2 and PbO photoconductor films[45, 46, 39, 40], and is based on organic chemistry. A
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Figure 2.15: (a) Growth rate dependence on source temperature. As the source tempera-
ture increases, keeping the substrate temperature constant, the growth rate increases. (b)
Growth rate dependence on substrate temperature. For a constant source temperature,
there is an optimal substrate temperature to maximize the growth rate[5].
polyimide polymer chain contains an imide group and is used to bind photoactive molecules
together into a film. Figure 2.19 shows an imide functional group consisting of two carbonyl
groups bounded to oxygen and three free bonds for the photoactive molecules to attach to.
The General Electric (GE) Company holds a patent on the wet PIB technique, and
Figure 2.20 illustrates the final detector structure[45]. From the bottom, the detector glass
substrate has three metal pixel electrodes, each electrode containing a small capacitor for
charge collection. Then a polyamic acid solution containing the photoactive materials can
be coated on the thin-film-transistors (TFTs) using screen printing method. With heat,
the precursor coating is cured and imidized, where the x-ray sensitive particles are bounded
in the polyimide matrix. After the photoconductor film is printed, a passivation layer such
as parylene can be deposited on top, followed by the top metal electrode.
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Figure 2.16: SEM images of CCS films with a range of grain sizes and porosity[6].
2.3.4 Lead Iodide
Lead Oxide (PbO) photoconductors are actively investigated by Simon et al. at a research
group from Phillips in collaboration with Thunder Bay Research Center in Canada[7, 8].
The main advantage of PbO detectors is the high atomic number; it has the highest Zeff
from Table 2.2 at 74 and has much higher attenuation for high-energy x-ray photons such
as for chest x-ray application. PbO detectors are relatively new and still under research,
where the sensitivity data is not yet available. However, there are several limitations in-
cluding high dark current and low mobility-lifetime product. The dark current is in the
same order of magnitude as CdZnTe detectors, and reported to be as high as 5 nA/cm2[7].
This high dark current effectively diminished the performance of the detector. The elec-
tron/hole mobility-lifetime product for PbO is the lowest, at 10−7 cm2/V, almost three
orders of magnitude lower than that of CdZnTe. Where significant charge trapping and
recombination can be observed in the photoconductor film[8]. For possible improvements,
the morphology and compatible blocking layers can be explored. Red lead (lead tetroxide)
is prepared by heating yellow lead (lead monoxide) to above 500 degrees Celsius. The red
lead particles can be mixed in the precursor acid used in the wet Particle-In-Binder, and
printed on the TFT surface to form relatively thick and uniform films. Figure 2.21 shows
the cross sectional view of PbO film fabricated by the wet PIB technique.
From Figure 2.21(a), small pores are observed in the cross-sectional view of the printed
photoconductor film. Figure 2.21(b) zooms into one of the pores, and large voids are
observed. For PbO, pores and voids up to 20% of the density have been reported[8]. The
wet PIB method is a simple process with low cost, and sensitivity improvements are also
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Figure 2.17: Example of polycrystalline mercuric iodide x-ray detector films grown on
various substrates and sizes (courtesy of DxRay Inc.).
Figure 2.18: Direct conversion polycrystalline Mercuric Iodide detector coated onto a 10M
pixel CMOS imaging array device (courtesy of DxRay Inc.).
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Figure 2.19: Imide organic functional group used in PIB technique for fabrication of
photoconductor films.
Figure 2.20: Wet Particle-In-Binder (PIB) method for fabrication of x-ray films.
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Figure 2.21: (a) SEM image of porosity in the PbO PIB photoconductor[7, 8]. (b) SEM
image (zoomed-in) cross-sectional view.
reported due to the surface state passivation by the polyimide. However, some challenges





The complete signal formation process in semiconductor x-ray detectors from incident x
rays to electric signal can be divided into four sub-processes: incident x-ray interactions,
secondary electron interactions, electron-hole pair generation and charge transport illus-
trated in Figure 3.1[47].
Incident x-ray photons can interact in the semiconductor material through Rayleigh
scattering, Compton scattering, photoelectric absorption, and characteristic x rays may be
created during atomic relaxation. Photoelectric absorption and Compton scattering, can
generate high energy electrons where the kinetic energy is deposited in the semiconduc-
tor via elastic and inelastic scattering events. In some cases, Bremsstrahlung or braking
radiation can be produced during particle deceleration. Generation of electron-hole pairs
require sampling algorithms for the number of carriers generated, and spatial distribution
of electron-hole pairs through calculation of burst and thermalization distances. The charge
transport model should include recombination and trapping effects. Photon-electron and
electron-hole pair interactions can be simulated separately or coupled together in Monte
Carlo models, and this section briefly describes some existing methods available for mod-
eling direct x-ray imaging detectors.
3.1.1 Photon and secondary electron interactions
A number of available MC simulators exist for modeling radiation transport: ETRAN,
ITS3, PENELOPE, and EGSnrc can be used for simulation of photon, electron, and
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Figure 3.1: Block diagram of the signal formation process in semiconductor x-ray detectors
including: incident x-ray interaction, secondary electron interaction, electron-hole pair
generation and charge transport.
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positrons[48, 49, 50, 51]. MCNP, GEANT4, and FLUKA can be used for additional simu-
lation of heavy charged particles and neutrons[52, 53, 54]. The probability distributions for
the different atomic interaction mechanisms are characterized by a corresponding differen-
tial cross-section (DCS), which can be used to determine various relevant quantities such
as energy transfer and angular deflection. These interaction cross-section models imple-
mented in the aforementioned MC codes have been already benchmarked with established
databases and offer an accurate model for simulation of various mechanisms. Figure 3.2
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Figure 3.2: PENELOPE photon interaction cross-sections in selenium from 100 eV to 10
MeV.
The interactions are a function of particle energy and material properties. For the
x-ray energy range of medical applications in a-Se, the main interaction mechanisms are:
Rayleigh scattering, Compton scattering, and photoelectric absorption. Pair production
may occur at higher photon energies, where positron emission decays create a pair of
annihilation photons moving in approximately opposite directions. Pair production due






































Figure 3.3: PENELOPE electron interaction cross-sections in selenium from 100 eV to 10
MeV.
positron emission tomography (PET). For electrons the main mechanisms are elastic scat-
tering, inelastic scattering and Bremsstrahlung. The total interaction cross-section can
be computed as the sum of the cross-sections for all possible interaction mechanisms, and
is used to compute the mean free path required for sampling the location of the random
scattering events in the material.
Existing MC models offer advanced geometric packages that allow for simulation of
complex detector geometries and experimental setups. The interaction models and cross-
Fsections have already been benchmarked and validated with established databases and
offer an accurate model for simulation of various interactions. MC models require simula-
tion of many histories in order to reach high accuracy and low variance. Some MC codes
allow for different modes of simulation such as: condensed, detailed and mixed in PENE-
LOPE. In the condensed mode, many soft interactions that do not change significantly the
direction and energy of the particle are reproduced into a single interaction using multiple
scattering theories to single condensed interaction to greatly reduce simulation time. In
the case that details of locations and small energy changes are needed, a detailed simula-
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tion mode can be used to track all interactions by the particle. Often, a mixed simulation
mode can be used that optimize between simulation time and detail. Another advantage
is that the energy and dose distribution profiles can be readily calculated using existing
MC models[55, 56, 57]. One limitation of using most available MC simulators for modeling
of semiconductor detectors is the lack of simulation library and models for generation and
transport of electron-hole pairs.
3.1.2 Electron-hole pair transport
Several customized MC simulators have been developed that focus on modeling of electron-
hole pair interactions[19, 58]. The effect of trapping and recombination of electron-hole
pairs on sensitivity reduction and ghosting[19], leading to temporal artifacts in the x-ray
image, and time-of-flight simulations of electron-hole pair to determine the density of state
in a-Se[58] have been previously studied. Figure 3.4 shows the setup for time-of-flight
simulations in an a-Se detector. A low-energy x-ray photon or high-energy laser is used
as the source for excitation in the photoconductor. Many electron-hole pairs are created
near the surface and carriers have to travel the detector length in order to be detected. A
simplified one dimensional model is used for photon absorption and creation of electron-
hole pairs, however significant flexibility is attained for implementation of carrier transport
in the detector material without having to consider the interaction high-energy electrons.
Customized electron-hole pair simulators allow for focused studies of carrier transport
in semiconductor x-ray detectors, and offer significant flexibility for the implementation
of complex recombination and trapping models. Compared to detailed photon-electron
simulations, exponential attenuation models for x-ray photons are used assuming com-
pleted absorption of incident energy for carrier generation and an one-dimensional model
for electron-hole pair transport. This ignores the charge spreading due to high energy pho-
toelectric and Compton electrons, the lateral spreading due to diffusion of electron-hole
pairs, and noise in the detector response from Compton scattering and fluorescent x rays.
3.1.3 Coupled simulations
The coupled simulation method combines the simulation x-ray radiation with electron-hole
pair transport, and utilize the advantages of the two previous methods. For example, en-
ergy deposition events in the semiconductor or scintillator material can be simulated with
an available MC simulator, combined with a customized simulator for electron-hole pairs.
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Figure 3.4: Setup for Time-of-flight simulation for a-Se detector.
Combined simulation can be used to simulate the complete signal formation process in x-
ray detectors, by taking advantage of existing validated MC simulators for photon-electron
interactions, and this framework can allow for significant customization of the EHP trans-
port models. However, modifications are often required to efficiently interface the existing
simulator with the transport code. A large number of simulation histories is required to
achieve low variance for studies such as the point response function needed for the cal-
culation of modulation transfer function and detective quantum efficiency (DQE). These
limitations drive the need to further improve simulation efficiency, including paralleliza-
tion implementations with computer clusters and utilization of graphic units for further
speed-ups.
Moisan et al. at TRIUMF[59, 60] developed a Monte Carlo simulator for PET imaging
utilizing a Gamma-Ray Interaction Tracking (GRIT) for high energy photons and DE-
TECT routines for optical photon simulations. The GRIT program uses a simple gamma-
ray model taking into account only photon interactions. The locations of interaction are
saved as the input to the DETECT routine, and allow for only simple detector geometries.
The DETECT routines are used for optical photon transport simulation allowing for real-
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istic transport of optical photons in scintillator detectors. More sophisticated gamma and
x-ray simulation can be achieved by replacing GRIT with more complex programs such as
Geant4, EGSnrc or PENELOPE.
Blakesley et al. has done work in the area of modeling organic x-ray imagers utilizing
EGSnrc[61]. The DOSxyznrc code was used to generate the photon absorption probability
distribution function and the optical photon transport is modeled by DETECTII[62, 63, 64]
routines. For simplicity, this model assumes the incident photons only interact and deposit
energy in a single location of the detector.
Extensive work has been published by Badano et al. on MANTIS for modeling indirect
x-ray detectors by interfacing PENELOPE with DETECTII routines[65]. The detector
model includes a CsI:TI columnar screen and takes into account not only x-ray photon
interactions but also high energy secondary electron interactions and spreading that may
degrade detector performance. The generation of optical photons inside the scintillator
material is coupled from energy deposition events caused by the incident x-ray photons.
In addition, the optical model takes into account the gain variance due to conversion
with a Poisson random variable, and supports a realistic columnar model for anisotropic
blur of optical photons. Previous work has been published for accelerating Monte Carlo
simulations using GPUs[66, 67, 68] and the disadvantage of long simulation time has been
addressed with the development of hybridMANTIS for parallelization simulations utilizing
GPU[69, 70], where PENELOPE simulations are ran in the CPU and the slow optical
DETECTII transport is parallelized to achieve faster simulation speeds.
3.1.4 Analytical approximations
Analytical models can be used alone or in combination with MC methods for simulation
of imaging detectors. For example, a semiconductor gamma ray detector was modeled
analytically to show the effect of electrode size on performance with significant charge
trapping[9]. With large electrodes, charge induced by both electrons and holes are of equal
importance. But when the bottom electrode is segmented into an array of small elements,
the contribution of one type carrier is reduced. For the case that the hole and electron
mobilities are different, small pixel design can allow for unipolar detection that significantly
reduce the contribution of slow carriers due to charge trapping. This is demonstrated in the
pulse-height spectra shown in Figure 3.5, where a much sharper peak is observed along with
reduction in the noisy tail in the measurement and simulated pulse-height distributions.
In this work, the electron-hole pairs generated are assumed to be only from photoelec-
tric absorption. The classic electrostatic Green’s function is used to calculate the output on
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Figure 3.5: Theoretical and experimental pulse-height spectra for two different pixel sizes:
1.25 and 0.375 mm for top and bottom, respectively[9].
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individual pixels based on carrier drift neglecting diffusion and recombination. Compared
to MC methods, analytical methods do not require long simulation times and are efficient
at solving problems with simple radiation fields that can be mathematically represented.
However, analytical methods have limitations for modeling three-dimensional carrier trans-
port, and have difficulties taking into account the stochastic events that affect radiation
transport, such as trapping and recombination.
3.2 Pulse-height spectroscopy
Pulse-height spectroscopy is an experimental technique used in the quantitative study of a
detector’s response such as energy spectra to radiation sources. The pulse-height spectrum
(PHS) is closely related to the Swank factor, an important performance metric of a x-ray
detector.
3.2.1 Theory
The Swank factor[71, 72, 73], also known as the information factor, has been derived from
the following expression relating the Detective Quantum Efficiency (DQE) at zero spatial
frequency:
DQE(E) = η(E)I(E) , (3.1)
where η is the quantum efficiency (or interaction efficiency) of the detector as a function
of thickness and energy. The Swank factor, I, is a statistical factor that arises from the
fluctuations in the number of electron-hole pairs detected per absorbed x-ray. The Swank
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and the fluctuations in x (number of detected electron-hole pairs) are given by the prob-
ability distribution, p(x). Alternatively, the definition of mean and standard deviation of
















When the detector response is a single photo-peak, the Swank factor depends only on







However, this method for calculation of the Swank factor is accurate only for estimating
a single-peak spectrum in the PHS, and cannot be used to model multiple spectral peaks
in the PHS. Multiple spectral peaks are often observed in the PHS due to fluorescent x-
rays escaping from the detector material and Compton scattering. Due to low spectral
resolution and noise, the single Guassian fitting method is used in Blevis’ experimental
measurements[74, 75, 76]. For the simulation results presented in this work, Swank factors
have been calculated considering the full PHS distribution and with a single Gaussian
fitting method to provide a comparison with experimental results.
The Swank noise in semiconductor x-ray detectors arises from fluctuations in the num-
ber of electron-hole pairs detected per absorbed x ray and Figure 3.6 illustrate two sample
PHS for two different incident photon energies, E1 and E2 in a-Se semiconductor-based
x-ray detectors. Monoenergetic incident x-ray photons with energy, E1 and E2 (E1 < E2),
are absorbed in the a-Se photoconductor creating many electron-hole pairs eventually de-
tected at the opposing electrodes. For E1, the detected PHS is a distribution with mean of
mE1 and variance of σE1. Since E2 has more energy than E1, more energy deposition lead
to an increase in the mean number of detected electron-hole pairs, mE2 with a variance
of σE2 in the detected PHS. The detected PHS shown here are of single peak, but multi-
ple spectral peaks can be observed for cases of fluorescent ecape and Compton scattering
illustrated in Figures 4.14 and 4.15. Swank noise is important because it can be used to
study the lowest theoretical noise level achievable in the photoconductor material with an
ideal x-ray source and signal readout system. Details of the signal formation process in
semiconductor-based x-ray detectors are covered in detail in Section 4.1.1.
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Figure 3.6: Illustration of two sample PHS for two incident photon energies (E1 and E2)
in a-Se semiconductor-based x-ray detectors.
3.2.2 Experimental setup
When operating a radiation a detector in pulse mode, each individual pulse amplitude
carry important information regarding the charge generated by that particular radiation
interaction in the detector. Due to fluctuations in the inherent response of the detector,
the pulse amplitudes are not all the same. If a large number of pulses are examined, a
distribution can be measured and fitted to give the response of a detector. Figure 3.7
illustrate a setup for PHS measurements, which consist of a detector connected to a multi-
channel analyzer (MCA) through pre-amplifier and amplifier circuitry. A high voltage
source is used to bias the a-Se detector and improve sensitivity. Either an x-ray tube or
radioisotope can be used as a source of photons.
Figure 3.8 shows the setup for pulse height spectroscopy measurements[74, 75, 76].
Figure 3.8(a) shows a pulse height spectroscopy setup at the Division of Imaging and
Applied Mathematics (DIAM) laboratory. An x-ray tube and a Germanium (Canberra)
detector[77] are mounted on an optical bench. The Germanium detector is purchased off-
the-shelf, which includes the detector and pre-amplifier that are cooled with liquid nitrogen
to reduce noise. Figure 3.8(b) shows the experimental setup, where an a-Se detector sample
is interfaced with the system.
37
Figure 3.7: Experimental pulse height spectroscopy setup consisting of an a-Se detector
biased with a HV source, connected to a MCA through pre-amplifier and amplifier circuits.
3.2.3 Isotope characterization
The emission spectrum of two radioisotopes is measured with the Germanium detector.
Cobalt 57 (Co57) and Cadmium 109 (Cd109) are chosen for this experiment. Table 3.1
below shows the emission and half life data[78, 79, 80, 81, 82].
Table 3.1: Radioisotope emission data.
Isotope Name Halflife (days) Energy (keV)
Co57 271.8 14.4, 122.1, 136.5
Cd109 462.6 22.0, 22.2, 88.0
Figure 3.9 show the emission spectrum of Co57 and Cd109. Distinct peaks at the emis-
sions energies of Co57 at low energy range of 14.4 keV and high energy range of 122.1
and 136.5 keV are observed from the experimental measurement corresponding to the data
shown in Table 3.1. Similarly, distinct peaks at emissions energies of approximately 22 and
88 keV for Cd109 are observed from the experimental measurement. These two radioiso-
topes are excellent gamma ray sources, but both have very high energies, much greater




Figure 3.8: (a) X-ray tube with Germanium detector. (b) Detector holder interfaced with
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Figure 3.9: (a) Measured emission spectrum of Co57. (b) Measured emission spectrum of
Cd109.
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3.2.4 X-ray spectra optimization
The use of an x-ray tube with filters is examined to achieve a relatively mono-energetic
x-ray beam at the mammography range. An x-ray tube with filters can be used to achieve
a narrow spectrum beam, and used in pulse height measurements. A typical x-ray tube
spectrum is very wide and is produced due to Bremsstralung radiation and characteristic
x-rays. Figure 2.2 in Section 2.1.1 shows a calculated x-ray spectrum with a tungsten anode
at 32 kVp. This wide spectrum beam can be filtered with materials with various thicknesses
and characteristic x-ray energies, to produce a much narrow beam. Two palladium filters
with thicknesses of 0.25 and 0.50 mm were made for the following measurements. Palladium
K-edge energies are at 24.3 keV. Figure 3.10 shows the comparison of calculated[83] and
measured tungsten x-ray spectrum, with the following conditions: 0.25 mm Pd filter,
at 32.0 kVp tube voltage, 0.8 mA current, for 357.16 seconds, at 900 micron aperture
size. The normalized calculated and measured x-ray spectrum shows very good agreement,
except a secondary peak in the measured spectrum due to the characteristic x-ray escape.
Characteristic x-ray escape occur when the incident x-ray energy is above the material K-
edge, with enough energy to create fluorescent characteristic x rays which can be reabsorbed
or escape the material. The secondary peak in measurements are from the escape of these
characteristic x rays. In the calculated model, the detector is ideal and all characteristic x
rays are reabsorbed.
The spectrum can be further narrowed with a thicker filter. Figure 3.11 shows the
comparison of calculated and measured tungsten x-ray spectrum with a 0.5 mm Pd filter
and 2 mm aperture. The measurement time was 358.46 seconds, and a narrower spectrum
is observed. There is an eventual trade-off between narrow spectrum and count rate (pho-
ton fluence), where the number of incident photons becomes so small that experimental
measurements are impossible.
3.2.5 Experimental challenges
Experimental pulse-height spectroscopy measurements are challenging due to several rea-
sons. Compared to signal measurements over a long period of exposure usually in seconds
for x-ray imaging, pulse-height spectroscopy is in essence capturing the response of each
individual x rays through photon-counting in micro-seconds. The difficulties arise from the
signal level for each individual photon being much lower compared to the case of integrat-
ing the signal over a long period of exposure, and the arrival of x rays impinging on the
detector being a stochastic process. These problems can be solved in terms of carefully
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Figure 3.10: Comparison of calculated and measured x-ray spectrum of tungsten anode
with 32.0 kVp, 0.25 mm of Pd filter.
selecting the x-ray input used, appropriate detector design to prevent leakage and noise
reduction in the experiment.
Mono-energetic x-ray inputs are preferred for PH spectroscopy because the detector
performance such as the Swank factor at the individual x-ray energy can be isolated and
analyzed. Radioisotopes with distinct gamma-ray emission energies can be used. However,
the photon flux levels for radioisotopes are often low compared to conventional x-ray tubes
leading to prolonged measurement time, and most radioisotopes have several emission
energies introducing additional sources of noise in the measurement. Alternatively, an x-
ray tube with relatively much higher x-ray output can be combined with filter materials
with specific characteristic x-ray energies for the generation of a quasi-mono-energetic
spectrum. This method is limited by the x-ray anode material, maximum kVp of the
x-ray tube and range of filter materials available. In addition, depending on availability,






















Figure 3.11: Comparison of calculated and measured x-ray spectrum of tungsten anode
with 32.0 kVp, 0.50 mm of Pd filter.
The detector sensitivity to x-rays plays a major role in PH spectroscopy. In Table 2.2,
the reported sensitivity for a-Se is two orders of magnitude lower than that of the CdZnTe.
This means that the signal levels for a single incident photon is more than 100 times lower
and pose a challenge for the detection. For a commercial off-the-shelf, charge-sensitive
amplifier (Amptek 250CF), the output level for a 150 keV x-ray photon at 10 V/µm is in
the range of approximately 1 mV, the same level as the noise floor and very difficult to
detect. Since the sensitivity is a function of the applied electric field, an increase in the
applied bias can improve the signal level at a cost of noise injection from the high-voltage
source and the risk of possible breakdown of the photoconductor. Design improvements
of a charge sensitive amplifier for detection of low signal output of a-Se detector can be a
potential solution to this problem.
When using a radionuclide with relatively high gamma-ray energies above 100 keV, the
detector thickness plays a significant role. For a Co57 source, and a 60 µm detector, the
absorption probability or quantum efficiency of an incident photon is less than one percent.
The quantum efficiency is a function of thickness, and with a thicker detector, more x-ray
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photons are absorbed, leading to shorter measurement time and lower noise. In addition,
a Faraday enclosure can be used to block out electromagnetic noise, and detector cooling







The complete signal formation process in direct x-ray imaging detectors from incident x rays
to electrical signals can be modeled by four sub-processes: incident photon interactions,
secondary electron interactions, electron-hole pair generation, and charge transport. Figure
4.1 shows the block diagram for the signal formation process.
4.1.1 Charge generation for optical photons
For optical photon detection, only one pair of an electron-hole pair is generated and loses
their initial kinetic energy in a thermalization process, after which the pair is separated by
a finite distance r0. This distance can be estimated using the Knight-Davis equation[84]
given hv is the energy of the incident photon, Egap is the material band gap, Eapp is the





(hv − Egap) + e24piεr0 + eEappr0
hv2p
. (4.1)
Figure 4.2 shows the thermalization distance as a function of ionization energy, in this
case calculated from the difference of the incident photon energy and band gap. Since
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Figure 4.1: The signal formation model in direct x-ray detectors. The model consists of
four sub-processes: incident x-ray interaction, secondary electron interaction, electron-hole
pair generation and charge transport. The four sub-processes are illustrated graphically
side by side in the layered detector structure. The detector is deposited on a glass substrate
enclosed by blocking layers to reduce leakage and dark current. With an applied bias, the
electron-hole pairs are collected at the opposing electrodes.
the band gap for a material is constant, when the incident photon energy increases, the
ionization energy will also increase. This extra energy contributes to the separation of the
electron-hole pair due to diffusion and electric field.
4.1.2 Charge generation for x-ray photons
Compared to optical detectors, the charge generation model in radiation detectors is more
complicated due to creation of many electron-hole pairs. The dominant photon interaction
mechanism in the energy range of interest is photoelectric absorption, which creates a
secondary photoelectron with most of the energy of the initial x ray and capable of ionizing
the material and producing many electron-hole pairs in the detector. It is important to
note that a small fraction of photons that are Compton scattered can also produce energetic
electrons capable of depositing energy, however the amount of kinetic energy is much lower
compared to the photoelectron. As the high-energy electron travels through the detector
material, it gradually loses energy through inelastic scattering and the energy lost, Ed, is
deposited in the semiconductor material leading to creation of many electron-hole pairs in



























Figure 4.2: Thermalization (separation) distance as a function of ionization energy for each
electron-hole pair. As the initial energy given to each EHP increases, the thermalization
distance also increases.
a Poisson random variable from the energy deposited and the material ionization energy,
W0:
NEHP = Ed/W0 , (4.2)
where the concept of W0 for semiconductors was originally developed by Klein[85]:
W0 ≈ K ∗ Egap + rhvp , (4.3)
where hvp is the material phonon energy, and r is a uniform random number between 0 and
1, representing the ionization and photon emission components. The constant K is found
to be 2.8 for crystalline materials in the semi-empirical formula and to be 2.2 for amorphous
materials[86]. Figure 4.3 shows the correlation between the ionization energy and band
gap, the solid and dashed lines represent K as 2.8 and 2.2, respectively. According to Que
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Figure 4.3: Ionization energy versus band gap energy for various materials.
and Rowlands[86, 87], the reduction in K is due to the inherent disordered structure in
polycrystalline and amorphous materials[88].
4.1.3 Burst
Several models have been developed to simulate carrier generation in silicon, where all the
electron-hole pairs generated in a sphere following either Gaussian or uniform distribution[89,
90, 91]. The use of Monte Carlo simulations of large number of electron track sizes have
been also proposed to estimate the center of gravity and distributing a proportion of the
photon energy into a bubble and a line portion uniformly[92]. In silicon, W0 is not field
dependent and the dominant effect of charge sharing is diffusion of carriers. However in
a-Se, carrier drift also plays a major role due to the field dependence of carrier generation
and transport. Hence for modeling carrier generation in a-Se, we introduce the concept of
electron-hole pair bursts. A burst is defined as the cloud (spatiotemporal distribution) of
electrons and holes generated after a local deposition of energy[10]. Energy transferred by
inelastic electron collisions with outer-shell electrons can lead to excitation of plasma waves
and create multiple electron-hole pairs[21]. These pairs constitute a burst, and the burst
size is dependent on the energy of the incident particle and the material plasma frequency.
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According to the Bohr adiabatic criterion[93], the burst size, rburst, can be approximated




where v is the velocity of the incident particle, and ωpe is a material parameter known as
the plasma frequency. The plasma frequency is dependent on the electron density in the






where ne is the electron density in cm
−3, and me is the electron mass. Figure 4.4 shows the
dependence of burst size on the electron kinetic energy. The concept of a burst is introduced
in conjunction to the thermalization of carriers, in order to provide a three-dimensional
distribution model for electron-hole pair creation.
4.1.4 Recombination
According to Rowlands and Kasap, there are two processes that exist for recombination of
carriers in a-Se: geminate and columnar recombination[86, 88]. Geminate recombination
based on the Onsager models assumes carriers can only recombine with their original
geminate pair. While the columnar model argues that the high energy electron produces
electron-hole pairs continuously in a column surrounding its track, and carriers recombine
in this columnar fashion. Our model takes into account both arguments, by considering
both geminate and columnar recombination in bursts. Where recombination can occur
between any electron and hole traveling towards each other, and trapping can occur when
an electron or hole reaches a lower energy state due to material impurities. The drift
component takes into account both the applied electric field, Eapp, and the Coulomb field
due to other charge carriers. For the ith charge carrier, the resulting electric field acting
on it is given by:








where rij is the separation distance between charge carrier i and j, and rˆij is the field
direction vector. In turn, the displacements in the three-dimensional x, y and z directions






















Figure 4.4: Burst size as a function of electron kinetic energy. Burst size decreases as the
electron kinetic energy and velocity decreases.
∆xdr = µiEx,i∆t , (4.7)
where µ is the carrier mobility, Ex is the x component of the electric field, and ∆t is the
simulation time step. The components of the y and z directions can be found similarly. To
find the diffusion components, the polar and azimuth angles are sampled from a uniform
distribution, where the diffusion distance is given by
√
6D∆t [94]. The total displacement
in each direction is a sum of the drift and diffusion components:
∆x = ∆xdr + ∆xdif . (4.8)
During transport, both drift and diffusion of carriers are calculated at each time step,
where the drift component depends on the carrier mobility, electric field acting on the
carrier and the simulation time step, and the diffusion component depends on the diffusion
coefficient and the time step. As the carrier mobility increase/decrease, a carrier would
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travel faster/slower in the semiconductor material (with increase and decrease in the drift
and diffusion components).
4.1.5 Trapping
Many trapping effects have been modeled previously in one-dimension (z-direction) for a-
Se detectors[19]. These include deep trapping, shallow trapping, trap releasing, trap filling
and trap center generation due to incident x rays. Deep and shallow trapping differs in the
trapping time of carriers. Deep traps have long trapping times on the order of seconds to
minutes, while shallow traps may release carriers in fractions of a microsecond or less. For
simulation purposes, when a carrier is trapped in a deep trap, it is considered lost. However,
when a carrier is trapped in a shallow trap, the release of this trapped carrier (perhaps in
subsequent exposures) can contribute to the detected signal as well. As electron-hole pairs
start to move in the material and get trapped, the number of available traps decreases as a
function of time, x-ray exposure and carrier concentration. At the same time, a competing
process of trap center creation is occurring due to x-ray bombardment of the semiconductor
material.
The current implementation of trapping uses a simple model that only considers deep
trapping. The probability of trapping, Pt, can be calculated as [19]:
Pt = 1− e−
∆t
τt , (4.9)
where τt is the trapping time. Constant trapping times are used for electrons and holes, to
give an estimate of the average carrier lifetime and the effect of the applied electric field
on carrier trapping probabilities in the semiconductor material. Figure 4.5 is the percent
collected carriers for two trapping conditions. At low trapping conditions, more than 95%
of electron-hole pairs are collected. At high trapping conditions, 80% of the electron-hole
pairs are collected.
Constant trapping times are used for electrons and holes, to give an estimate of the
average carrier lifetime and the effect of applied electric field on carrier trapping proba-
bilities in the semiconductor material. The probability of trapping is a function of time,
and the applied electric field affects the total carrier transit time from the interaction site
to the appropriate electrode. The same trapping model implementation could be used to

























Figure 4.5: Collection efficiency for electron-hole pairs in 150 µm detector with deep
trapping. The carrier lifetimes for holes th and electrons te are 10 µs and 100 µs, respectively
for the high trapping case, and 50 µs and 500 µs for the low trapping case.
4.2 Implementations
4.2.1 Simulation model
A Monte Carlo transport code, ARTEMIS (pArticle transport, Recombination, and Trap-
ping in sEMiconductor Imaging Simulation) was developed for the purpose of simulation
of the signal formation process in direct x-ray detectors[95]. Various functions are imple-
mented to model the physics outlined in the subsequent sections. The flow diagram for
the implemented simulation framework is shown in Figure 4.6.
ARTEMIS consists of PENELOPE for x-ray and high-energy electron simulations, and
a modular code for electron-hole pair creation and transport. For generation of electron-
hole pairs, the locations of energy deposition by the high-energy electron are used as the site
of initialization. The number of electron-hole pairs generated is calculated as a Poisson
random variable using Equation 4.2 as a function of energy deposition and ionization
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Figure 4.6: Flow chart for the simulation of the signal formation process in semiconductor
x-ray detectors. Simulation of photon and secondary electron with PENELOPE is coupled
with novel transport code for detailed spatiotemporal simulation of electron-hole pairs.
53
energy (Equation 4.3). In this work, the energy deposited is divided equally among the
electron-hole pairs generated, and the thermalization separation distance between the pair
is obtained using Equation 4.1. The burst radius is calculated as a function of the high-
energy electron velocity, and in conjunction with the thermalization distance, generating
a distribution of electron-hole pair locations with Equation 4.4 and 4.5.
For the electron-hole pair transport, a temporal model is implemented considering the
three-dimensional distribution of carriers. The applied bias and coulomb field between
neighbouring carriers are taken into account using Equation 4.6 and material parameters
such as the electron and hole carrier mobilities and used for the calculation of drift and
diffusion components of carrier movement using Equation 4.7 and 4.8. At each time in-
crement, carrier recombination and trapping (Equation 4.9) are checked, and carriers that
recombine or trapped are removed from simulations.
4.2.2 Radiation transport
X-ray photon and secondary electron interactions in the presence of an external electric field
are modeled by PENELOPE[50], and the locations of inelastic electron interactions with
energy deposition are coupled with the transport routines for electron-hole pair simulations.
The photon and electron particle tracks of 100 keV monoenergetic x rays are simulated.
Figure 4.7 depicts the absorption of a pencil beam of x-ray photons perpendicularly incident
on the a-Se detector (in green). Most photons are absorbed in the center of the detectors,
and the off-center photons are due to Compton scattering, and fluorescence.
Since fluorescent photons emission is isotropic in the detector material, there is a high
probability of escape when the photon is created at the surface of the detector, and not
reabsorbed. In the case of reabsorption, the interaction site of fluorescent photon can
be far from the initial interaction site depending on the photon energy. Figure 4.7(b) is
the close-up of (a) and shows the secondary electrons moving in a random walk fashion
and deposit energy at random locations in the photoconductor (in red). The range of
electrons are dependent on the carrier energy and the amount of spreading increases when
the carriers have more initial energy. The off-center oblique x rays in Figure 4.7(b) are
due to generation and reabsorption of fluorescent photons above the a-Se material K-edge.
The combined effect of Compton scattering, fluorescent reabsoprtion and spreading due
to high-energy electrons are major causes of loss of spatial resolution in direct detectors.
Figure 7.14(d) is the pixelated intensity profile in terms of number of electron-hole pairs
detected for 100 keV monoenergetic x rays. Additionally, cone beams are more commonly





































Figure 4.7: (a) Particle track of 100 keV incident photons (100 histories) in selenium. (b)
Close-up of (a).
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x rays that are not directly perpendicular to the detector surface. These oblique x rays
can lead to additional blurring in the detector response.
4.2.3 Secondary electron interactions
To further show the energy deposition events as high energy electron loses kinetic energy
in the semiconductor material, Figure 4.8 depicts the single high-energy electron track
produced by a 40 keV and 140 keV x-ray photons. The bubble size is largest at the
beginning of the track where the high-energy electron is created and gradually decreases
as energy is deposited in the semiconductor material. The size of each bubble correspond
to the burst size, rburst, calculated using Equation 4.4.
Each electron track corresponds to one photon history, and the tracks are random be-
cause of the stochastic nature of the electron random walk in the detector. The bubble
size corresponds to the electron kinetic energy depicted previously in Figure 4.8 and is
proportional to the burst size. The amount of spreading due to electron energy is demon-
strated for 40 and 140 keV incident photons. According to Equation 4.4, the high-energy
secondary electron created from photoelectric absorption of a 40 keV photon is much lower
compared to that of a 140 keV photon. Thus, the charge spreading due to the electron
random walk is also much more significant for the 140 keV case. Each bubble in the plot
corresponds to a site of energy deposition which will lead to generation of electron-hole
pairs.
4.2.4 Generation of electron-hole pairs
The electron-hole pairs in bursts are generated from the deposition of energy are trans-
ported to the electrodes and may get trapped or recombine using Equation 4.2. All of these
processes take place under an applied electric field. Figure 4.9 through 4.11 illustrate the
creation of two burstst of electron-hole pairs from sites of energy deposition with a random
distribution inside the burst radius calculated using Equation 4.4. Once the electron-hole
pairs are initialized, many recombine due to the concentration of carriers in close prox-
imity shown in Figure 4.10, and the remaining carriers are pulled by applied electric field
toward opposing electrodes where recombination and trapping occurs shown in Figure 4.11




Figure 4.8: (a) 3D bubble plot of energy deposition events by secondary electrons from
one simulation history of a 40 keV photon. (b) 3D bubble plot of energy deposition events
by secondary electrons created from one simulation history of a 140 keV photon.
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Figure 4.9: Generation of electron-hole pairs from inelastic electron interactions, with
varying burst size and thermalization distance.
Figure 4.10: Recombination of many electron-hole pairs upon creation.
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Figure 4.11: Transport of electron-hole pairs, charged carriers can be lost due to bimolec-
ular recombination and deep trapping.
4.2.5 Carrier transport
The recombination of carriers is checked at each simulation step, ∆t, in Equation 4.8.
Recombination occurs when an electron and a hole are sufficiently close together, making
the Coulomb attraction so strong that they cannot escape each other. As carriers ap-
proach each other due to Coulomb attraction, their drift component from the Coulomb
field increases as an inverse function of separation distance squared shown in Equation
4.6. Thus, as the separation distance is reduced, the simulation time step also should be
reduced in order to accurately capture the movement of the carriers as they come close to
each other. However, this comes at the expense of simulation time. To solve this problem,
a recombination distance was used by Bartczak et al.[96, 97, 98, 99] in their study of ion
recombination in irradiated nonpolar liquids. In Bartczak’s work, the recombination radius
is a threshold used in the recombination model to stop simulations when a hole and an
electron are found sufficiently close to each other. This parameter is needed because as op-
positely charged carriers approach each other, their Coulomb attraction increases, and the
distance between the electron and hole invariably decreases but never reachs zero, coupled
with an increase in the probability of recombination. Therefore, each carrier’s trajectory is
tracked until they reach a critical recombination radius with an oppositely charged carrier.
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At that point, recombination occurs. For electron-hole pair transport, typical electron-
hole pair separation distances are in the range of 4 to 7 nm depending on the amount of
energy deposited per pair described in Equation 4.1. Since the carrier attraction due to
Coulomb field is governed by Coulomb’s law with inverse separation distance squared, at
1 nm separation, the magnitude of the attraction has been increased by at least one order
of magnitude from the initial separation, thus much less likely to escape recombination.
For simulation purposes, recombination radii of 0.5 and 1 nm have been tested, and the 1
nm case in comparison to the 0.5 nm case has been found to not hinder accuracy of the
recombination statistics while improving simulation time. This assumption is consistent
with previous works by Bartczak et al.[96, 97, 98, 99].
Figure 4.12 show the sample transport tracks of three electron-hole pairs in electric
field taken into account drift alone using Equation 4.7, with both drift and diffusion using
Equation 4.8. In Figure 4.12(a), holes are clearly attracted to electrons, and drift towards
them leading to recombination.
Electron tracks are much smaller compared to holes because the hole mobility is approx-
imately thirty times greater than the electron mobility in a-Se [100]. In Figure 4.12(b), the
random Brownian motion is taking into account as carrier diffusion and the carrier tracks
are altered.
4.3 Pulse-height simulations
Figure. 4.13, 4.14 and 4.15 show the simulated pulse height spectra using detailed spa-
tiotemporal MC simulation, for electron-hole pair creation, transport with recombination
only, and transport with recombination and trapping cases and a range of monoenergetic
incident energies.
The electron-hole pair creation case samples the number of electron-hole pairs generated
from energy deposition events without transport using Equations 4.1 through 4.3. This
case represents the maximum (sensitivity or) number of electron-hole pairs generated,
and could be potentially collected with perfect transport, i.e., without recombination and
trapping. For the transport with recombination only case, many bursts of electron-hole
pairs are generated, initialized and transported. The transport takes into account carrier
diffusion due to Brownian motion and drift due to the external applied electric field and
Coulomb attraction/repulsion due to neighbouring carriers. The probability of trapping is
assumed to be zero for the recombination only case. For the transport with recombination




Figure 4.12: (a) Sample transport simulation track of three electron-hole pairs in electric
field taking into account drift. (Electron and hole tracks in red and blue, respectively.) (b)
Sample transport simulation track of three electron-hole pairs in electric field taking into
account drift and diffusion.
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Figure 4.13: Results of the detailed spatiotemporal Monte Carlo simulation. Plots of
the pulse height spectra, for no electron-hole pair transport, and transport with 4 and 30
V/µm applied electric field with recombination only and with recombination and trapping
for 12.5 keV monoenergetic incident-photon energies.
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Figure 4.14: Results of the detailed spatiotemporal Monte Carlo simulation. Plots of
the pulse height spectra, for no electron-hole pair transport, and transport with 4 and 30
V/µm applied electric field with recombination only and with recombination and trapping
for 40 keV monoenergetic incident-photon energies.
account for carriers moving in the detector. The x axis shows the number of electron-hole
pairs per keV, i.e., normalized by the incident photon energy. This allows for a simpler
comparison between the PHS at different photon energies. For accuracy, the bin size used
is 10 electron-hole pairs per keV.
In Fig. 4.13, the incident photon energy is 12.5 keV. There are five distinct spectral
peaks corresponding to five different simulation cases: electron-hole pair creation, transport
with recombination only at 30 V/µm and 4 V/µm, and transport with recombination and
trapping at 30 V/µm and 4 V/µm. The highest spectral peak in the far right corresponds
to the electron-hole pair creation case. The PHS consists of a single spectral peak because
the incident photon energy is below the K-edge of a-Se. In Fig. 4.14, the incident photon
energy is 40 keV, above the K-edge, and an additional lower spectral peak is observed due
to generation and escape of fluorescent photons. In Fig. 4.15, the incident photon energy
is 140 keV, well above the K-edge, and significant lower energy counts are observed due to
Compton scattering.
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Figure 4.15: Results of the detailed spatiotemporal Monte Carlo simulation. Plots of
the pulse height spectra, for no electron-hole pair transport, and transport with 4 and 30
V/µm applied electric field with recombination only and with recombination and trapping
for 140 keV monoenergetic incident-photon energies.
When the transport of electron-hole pairs is taken into account considering recombina-
tion using Equations 4.6 and 4.8, we observe that the spectral peak is significantly shifted
to the left because the number of electron-hole pairs detected is reduced due to recombi-
nation. The detection statistics also vary as a function of the applied electric field. For
example, the PHS at 30 V/µm versus 4 V/µm transport have different spectral peaks.
At high-bias conditions, the carriers travel faster and thus more electron-hole pairs are
detected.
When trapping is taken into consideration using Equation 4.9 in conjunction with
recombination, the effect of electric field becomes more apparent. For example, at low-
bias conditions, for instance 4 V/µm, the simulated PHS shows a significant shift to the
left. However, at high-bias conditions, for instance 30 V/µm, the effect of trapping on the
number of electron-hole pairs detected is small.
Fig. 4.16 depicts the number of detected electron-hole pairs as a function of electric





















Figure 4.16: Detected EHP as a function of incident photon energy and applied electric
field.
electric field increases from 4 to 30 V/µm, the number of detected electron-hole pairs
increases. The number of detected electron-hole pairs also increases if the incident photon
energy is increased, leading to more energy depositions. Using Equation 4.2, this increase
in energy deposition leads to the generation of a larger number of carriers.
Figure 4.17(a) shows the Swank factor calculated from the simulated PHS as a function
of incident photon energy. For the electron-hole pair creation case, the Swank factor is
close to 1 at energies below the K-edge, and drops sharply at energies slightly higher
than the K-edge. The Swank factor slowly recovers as the photon energy increases, up to
approximately 40 keV, where it starts to fall again due to an increase in Compton scattering
events. The transport with recombination only, and with recombination and trapping cases
shows slightly reduced Swank factors due to transport, with similar trends. Significant
degradation in the Swank factor is observed for the transport with recombination and
trapping case at low field conditions (4 V/µm) due to low carrier mobility and trapping
effects.
Figure 4.17(b) shows the DQE at zero spatial frequency calculated from the simu-
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lated Swank factor and quantum efficiencies calculated from attenuation coefficient data
(as a function of x-ray energy) taken from the Lawrence Berkeley National Laboratory
databases[101]. The simulation results in Figure 4.17 use the full distribution of output
signal consistent with Equation 3.6 The simulated DQE at zero frequency results take into
account the detailed transport of electron-hole pairs, which results in a lower Swank factor
and DQE compared to the single photo-peak model.
4.4 Experimental comparison
4.4.1 Gaussian parameters
Fig. 4.18 shows the Gaussian fit parameters used in Equation 3.7 for simulated and
experimental[74] PHS at 40, 60 and 140 keV as a function of electric field. The PHS
is analytically fitted considering only the highest spectral peak in the distribution, and
the Gaussian mean and variance are calculated. This method ignores all other peaks at
lower energies (due to K-fluorescence, Compton and noise) and provides a very poor es-
timate of the PHS distribution. Fig. 4.18(a) show a comparison of the simulated and
experimental mean of the PHS distribution as a function of the applied field. As the field
increases, the mean number of detected electron-hole pairs and its variance increases. The
number of electron-hole pairs also increases as the incident photon energy increases. The
experimental data shows higher variance compared to the simulated data. This difference
could be attributed to the perfect monoenergetic sources used in simulations in compari-
son to radioisotpes and multiple filter combinations used to generate near monoenergetic
x-ray input spectra in the experiments. In addition, electronic noise and read-out circuits
introduce additional variance in the measurements.
4.4.2 Swank factor
The differences in the simulated and experimental Swank noise are depicted in Fig. 4.19(a),
the simulated Swank factors are obtained using Equation 3.7. The simulated and experi-
mental Swank factors have approximately 2% difference. Simulated Swank factors are in
all cases higher than their experimental counterparts because of lower variance compared
to the experimental data. In the experimental setup, longer amplifier shaping times of up
to 64 µs are used to accommodate for the low electron mobility in a-Se and additional
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Figure 4.17: (a) Simulated Swank factor as a function of incident photon energy. (b)






























































Figure 4.18: (a) Comparison of simulated and experimental PHS - Gaussian fitted mean
of the highest spectral peak as a function of the applied field. (b) Comparison of simulated
and experimental PHS - Gaussian fitted variance of the highest spectral peak as a function
of applied field.
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account. Similar trends are observed between simulated and experimental Swank factors
as the x-ray energy increases. Though not shown in the graph, this increasing trend of the
Swank factor as a function of electric field (Equation 4.7) has been verified with simulations
at 4 V/µm.
Fig. 4.19(b) shows a comparion of measured and simulated Swank factor as a function
of incident x-ray energy. The plot shows an interesting comparison between Swank factors
calculated from Gaussian fitting (using Equation 3.7) of the highest spectral peak versus
taking into account the full PHS distribution using Equation 3.6. Significant differences
in the Swank factor results are observed between the two methods. For instance, at 140
keV, the Gaussian fitted Swank is almost 1, while the Swank factor taking into account
the entire distribution is less than 0.7. Again, the Gaussian fitting method does not take
into account Compton electrons, and K-fluorescent photon generation and escape.
4.4.3 Discussion
The model we utilize in this work consists of a physics-based, Monte Carlo model to
simulate the PHS as a function of incident photon energy, and applied electric field. It
incorporates the effects of recombination and trapping in electron-hole pair transport.
For the simulation of electron-hole pairs, the current implementation samples the num-
ber of carriers generated with the corresponding burst size and thermalization distances.
Equation 4.2 is used to sample the number of electron-hole pairs generated, and the burst
size and thermalization distance are calculated using Equations 4.4 and 4.1. The subse-
quent transport takes into account the electron-hole pairs generated, one burst at a time.
When the secondary electron energy is high, the mean free path is larger in comparison to
the burst and thermalization distances. However, when the secondary electron slows down,
its range is reduced, and energy deposition events could happen closer together, potentially
causing bursts to overlap with each other. From Equation 4.4, the burst size is also a func-
tion of the secondary electron energy and thus a reduction in the kinetic energy also cause
a higher concentration of the generated carriers. Ideally, all bursts should be simulated at
the same time to include overlapping effects in burst creation process and transport. How-
ever, since the run time increases with the number of carriers simulated simultaneously, a
simpler implementation may be to simulate multiple bursts taking into consideration the
distances between energy deposition events, where bursts generated in close proximity can
be simulated together to improve the physical accuracy of the model. Additional adjust-










































Figure 4.19: (a) Comparison of measured and simulated Swank factor as a function of
the applied field. (b) Comparison of measured and simulated Swank factor as a function
of incident-photon energy at 20 V/µm.
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Recombination of electron-hole pairs leads to significantly fewer detected carriers, espe-
cially with a low external electric field. In our work, recombination is considered to occur
when a hole and an electron are within 1 nm of each other, where Coulombic attraction is
assumed to be so strong that they cannot escape. However, since there are many electron-
hole pairs moving in the burst, several carriers can be found within the recombination
radius at one time. In the current implementation, a first-hit search method was used.
For each free carrier, the first carrier found to be in the recombination radius is chosen to
be the carrier to be recombined. However, an exhaustive method can be used to search
for the nearest neighbor for recombination. In principle, this nearest neighbor method is
physically more accurate. In previous work[10], we have reported that the mean recom-
bination probability for the first-hit and the nearest neighbor techniques are the same in
point bursts, but differs in variance. The nearest neighbor method is also much more time
consuming compared to the first-hit model and may require parallelization and additional
speed up in order to be feasible in full x-ray signal formation simulations. The recombi-
nation probabilities using the nearest neighbor and first-hit methods need to be studied in
more detail.
Trapping has a significant effect on electron-hole pair transport, especially in low applied
electric field conditions where the carrier mobility is low. The current implementation using
Equation 4.9 considers only deep trapping of carriers with a constant carrier lifetime. When
carriers are trapped, they are considered lost. More complex trapping models can be added
in the future considering shallow traps, carrier releasing from traps, and trap filling effects.
Detector thickness is an important parameter to be considered for detailed transport
simulation of electron-hole pairs and for DQE calculations. We show results for a detector
thickness of 150 µm. For transport simulations, carrier transit time in the semiconductor
material is directly proportional to its thickness. Using equation 4.7, with a constant carrier
mobility and an increase in the transit time due to a thicker photoconductor, the probability
of the carrier getting trapped increases as well, thus affecting the PHS. Additionaly, since
the attenuation of the primary x-ray beam is a function of thickness, the DQE calculations
are also affected. Therefore, the PHS and Swank factors for detectors with a range of
thickness should be further studied.
As the detector thickness increases, a higher applied voltage is required and the material
properties of the the blocking layers between a-Se and charge collecting electrodes play a
significant role in reducing the dark current. Dark current can be due to charge injection
from the biasing electrodes, and thermal emissions from the bulk material. In the current
implementation, only the a-Se material is taken into account for photocurrent simulations,
and non-idealities such as dark current models can be explored to improve the model
accuracy in the future.
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Chapter 5
Simulation studies using clinical
spectra
For medical imaging applications, clinical x-ray spectra are used instead of monoenergetic
x rays. This section extends the work in Chapter 4 to study the performance of a-Se
detectors using different clinical mammography spectra.
5.1 Clinical mammography spectra
The MC code can simulate PHS not only for monoenergetic x-ray photons, but for x-ray
spectra as well. The PHS for two known test mammography beam qualities has been
simulated taking into account trapping and recombination effects. Figure 5.1 shows the
energy spectrum of the two beam qualities used, generated with methods described by
Boone et al.[83, 102] Both beam qualities are taken from the Standard Radiation Quality
(IEC 61267), including tungsten and molybdenum anodes and a tube voltage of 28 kVp.
The molybdenum spectrum (RQA-M 2) includes a molybdenum filter of 32 µm and an
additional 2 mm aluminum filter. The tungsten spectrum includes an aluminum filter of
0.5 mm and the same 2 mm aluminum filter.
The simulated PHS for both radiation qualities are shown in Figure 5.2. The x-axis is
in number of electron-hole pairs detected, and the two curves represent transport with 4
and 30 V/µm. Even though the molybdenum spectrum is more monoenergetic-like due to
the two characteristic peaks, the corresponding Swank factor is worse. This is because the















Mo anode, 28kVp, 32µm Mo, 2mm Al
W anode, 28kVp, 0.5mm Al, 2mm Al
Figure 5.1: Mammography beam qualities used in the Swank factor simulations: Mo/Mo
(RQA-M 2) and W/Al from standard radiation quality (IEC 61267). Mo/Mo (RQA-M 2)
is a molybdenum anode with 28 kVp tube voltage, 32 µm molybdenum filter and 2 mm
Al filter. W/Al is a tungsten anode with 28 kVp tube voltage, 0.5 mm Al filter and 2 mm
Al filter.
significantly due to fluorescent x rays, need to also be taken into consideration. For a-Se,
the K-edge energy is 12.6 keV and monoenergetic x-ray simulations in Fig 5.2(b) show that
the Swank factor degrades significantly just above this energy, and recovers slowly as the
energy increases. From the normalized input spectrum in Figure 5.1, the two characteristic
peaks in the molybdenum spectrum are 17.5 and 19.5 keV, respectively, while the tungsten
spectrum is centered around 23.5 keV. Even though the molybdenum spectrum may be
more monoenergetic due to the two characteristic x-ray peaks, the PHS and the Swank
factor are degraded. This is because when the spectra is detected by the a-Se detector, the
incident photons are lower in energy and more near the K-edge.
Inherently, Swank noise is caused by the variance on the detector signal output due to
a number of physical interactions in the semiconductr material. For example, the Poisson
sampling of the number of electron-hole pairs generated using Equation 4.2, and the ran-



































Figure 5.2: (a) Simulated PHS with molybdenum mammography spectra as a function of
electron-hole pair transport for 4 and 30V/µm applied electric field. (b) Simulated PHS
with tungsten mammography spectra as a function of electron-hole pair transport for 4
and 30V/µm applied electric field.
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Table 5.1: Simulated Swank factor for Mo/Mo (RQA-M2) and W/Al standard radiation
qualities with varying transport conditions.
Radiation Quality (IEC 61267) 4V/µm 30V/µm No EHP Transport
Mo/Mo (RQA-M 2) 0.878 0.922 0.929
W/Al 0.903 0.937 0.945
distances calculated from Equations 4.4 and 4.1 can all lead to variations in the recombina-
tion fraction and the signal levels detected. Additionally, carrier trapping in the material
modeled by Equation 4.9 introduces another source of variability beside recombination
effects. After the carriers reach the collecting electrodes, electronic noise in the readout
system can introduce more variations in the signal detected. The affect of electronic noise
on the Swank factor and DQE is studied in this section using two methods for calculation
of DQE at zero spatial frequency [103]. Figure 5.3(a) shows the quantum efficiency (or
absorption efficiency of the incident x rays) of a-Se detectors for three values of thickness as
a function of incident photon energy calculated using attenuation coefficient from PENE-
LOPE database[50]. An increase in the quantum efficiency is observed due to the K-shell
absorption. The PHS are simulated using ARTEMIS[95] for 6 to 28 keV, and the Swank
factor for each energy is calculated and plotted in Figure 5.3(b).
The PHS for both radiation qualities are shown in Figure 5.4 (a) and (b) for molybde-
num and tungsten anodes respectively. The simulated PHS inherently includes the energy
weighting effects, and the Swank factor can be used directly to calculate the DQE listed in
Table 5.1. The x-axis is in number of electron-hole pairs detected, and the curves represent
transport with 4 and 30 V/µm bias, in the presence and absence of 50 electrons electronic
noise. Electronic noise can be introduced during readout of the electronic signal. The
introduction of electronic noise degrades the PHS and the Swank factor. As the electronic
noise increases, the simulated PHS is further degraded with a widening of the distribution
caused by the stochastic nature of noise.
5.2 Results
The monoenergetic Swank factor and the quantum efficiency shown in Figure 5.3(a) are
used to calculate the DQE(0) using Equation 3.1 and the results are tabulated in Table
5.2 with the row heading ”DQE(0) no weighting.” In this case, the Swank factor at each
energy is considered to have no spectral dependence, and the incident x-ray energies are


































Figure 5.3: (a) Calculated quantum efficiency for three values of thickness of a-Se detector
as a function of incident photon energy. (b) Simulated Swank factor as a function of incident






















Mo Spectra: 30V/µm w/ noise
Mo Spectra: 4V/µm






















W Spectra: 30V/µm w/ noise
W Spectra: 4V/µm
W Spectra: 4V/µm w/ noise
(b)
Figure 5.4: (a) PHS with molybdenum mammography spectra as a function of electron-
hole pair transport for 4 and 30 V/µm applied electric field. (b) PHS with tungsten
mammography spectra as a function of electron-hole pair transport for 4 and 30 V/µm
applied electric field.
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products of quantum efficiency (average over the entire spectrum) and the monoenergetic
Swank factor are integrated over the entire input spectrum with no weighting applied to
yield the DQE results. For noise considerations, a simple model of electronic noise is used
for Swank factor and DQE calculations using a Gaussian distribution with a variance of
50 electrons as an initial study.
Table 5.2: Swank factor and DQE(0) for Mo/Mo (RQA-M 2) and W/Al standard radiation
qualities with varying transport conditions.
Radiation Quality Description 4V/µm 30V/µm No EHP
(IEC 61267) Transport
Mo/Mo (RQA-M 2) I(E) w/ weighting 0.878 0.922 0.929
I(E) w/ weighting & noise 0.772 0.917 0.929
DQE(0) no weighting 0.860 0.902 0.908
DQE(0) w/ weighting 0.843 0.885 0.892
DQE(0) w/ weighting 0.741 0.770 0.892
W/Al I(E) w/ weighting 0.903 0.937 0.945
I(E) w/ weighting & noise 0.816 0.934 0.945
DQE(0) no weighting 0.834 0.865 0.871
DQE(0) w/ weighting 0.818 0.849 0.856
DQE(0) w/ weighting 0.737 0.846 0.856
The Swank factor results with and without energy weighting for the molybdenum and
tungsten spectrum are listed in Table 5.2. The simulation results with energy weighting
are lower in comparison to the non-weighted results, and show a spectral dependence on
the incident x-ray energies in the Swank factor and the DQE. This is because the higher
energy x-ray photons create more electron-hole pairs compared to lower energy photons,
hence they have a higher weighting in the Swank calculations, and the Swank factor is
lower for energies above the k-edge as shown in Figure 4.13, 4.14 and 4.15. A simple noise
model is included in the Swank factor and DQE simulations to give an initial estimation
of the effect of electronic noise on the results. A noise level of fifty electrons was used as
the variance using a Gaussian random variable where the individual pulse height counts
are the mean. The PHS with electronic noise exhibits a wider peak in comparison to the
no noise results, and this leads to a degradation in the Swank factor and DQE.
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5.3 Optimization study
This section contain the details of an optimization study of mammography input spectra
for a-Se detectors. In terms of the geometry, the x-ray source is directly above the a-Se
detector and outputs a pencil beam perpendicular to the detector surface. The thickness
of the a-Se material simulated is 150 µm. Two biasing conditions are simulated, with 4
and 30 V/µm, or 600 and 4500 V over the across detector thickness.
Table 5.3 lists the different mammography incident x-ray spectra used for the optimza-
tion study. Eight mammography spectra are simulated in total. The first half is based on
the RQA-M radiation quality, and the other half is based on anode/filter combinations with
a constant tube voltage. The plots of these input spectra are included in the Appendix
section for reference purposes.
Table 5.3: Radiation quality for optimization study.
Radiation quality Approx. x-ray tube Filer thickness Half-value layer
voltage (kV) mm Al (HVL) mm Al
Mo/Mo (RQA-M1) 25 0.032 0.56
Mo/Mo (RQA-M2) 28 0.032 0.60
Mo/Mo (RQA-M3) 30 0.032 0.62
Mo/Mo (RQA-M4) 35 0.032 0.68
Mo/Rh 28 0.025 0.65
Rh/Rh 28 0.025 0.74
W/Mo 28 0.050 0.75
W/Al 28 0.500 0.83
For the RQA-M radiation qualites, the anode and filter material are all made out of
molybdenum. A constant filter thickness is used, but different x-ray tube voltages allow
for the production the different x-ray spectra. The half-value layer (HVL) results are
used to validate the attenuation of the x-ray beam from a layer of aluminum based on
half of the initial beam intensity. For the remaining half of the mammography spectra, a
constant tube voltage of 28 kVp is used in conjunction with different anode/filter material
combinations to produce the output x-rays. Materials used for the anode and filter include
a combination from molybdenum, rhodium, tungsten, and aluminum.
The simulated Swank factor results are listed in Table 5.4 below. These results are
calculated from the simulated PHS based on the experimental setup described above. The
actual simulation results are included in the Appendix section for reference. In general, the
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anode/filter combination exhibited higher Swank factor compared to the RQA-M radiation
qualities. This is because molybdenum have two characteristic x-ray enegies near the K-
edge of a-Se, the degradation in Swank is apparent as shown in previous discussions in
Section 4.3. Since the anode is molybdenum, the characteristic x-ray energies are the same
for the molybdenum/rhodium case and thus lower Swank factor. For the rhodium and
tungsten anode cases, the incident x-ray energy is shifted higher and the incident x-rays
have a higher energy than the K-edge of a-Se. Thus, an improvement in Swank factor is
observed. The highest Swank factor is for the rhodium/rhodium case, where not only is the
incident energy relative far away from the a-Se K-edge, but the spectrum itself is the most
monoenergetic, thus the least statistical variation in terms of the output spectrum and
Swank factor. The ionized energy required to excite an single electron-hole pair described
in Equation 4.3 is used in Equation 4.2 for the Poisson sampling of number of electron-hole
pairs. Charge carrier transport in this section include both drift and diffusion components
(Equation 4.8) for recombination and deep trapping using Equation 4.9.
Table 5.4: Swank factor results for optimization study.
Radiation Quality 4V/µm 30V/µm
Mo/Mo (RQA-M1) 0.886 0.931
Mo/Mo (RQA-M2) 0.878 0.922
Mo/Mo (RQA-M3) 0.870 0.913





In this optimization study, we assume all the incident x-ray beam reachs the a-Se
detector surface. However, in reality a portion of the incident x-ray photons are absorbed
by the breast tissue during mammography. Since x-ray attenuation is a function of energy,
the absorption of photons is not uniform across the incident x-ray spectrum. A higher
portion of the low energy x rays are absorbed, and the x-ray beam is ”hardened”. Since
the characteristic x rays produced by the molybdenum anode is of lower energy, they have
a higher probability of being absorbed by the breast tissue, thus modifying the actual
spectrum that is detected. This study can be improved by simulation of breast phantoms
with different thicknesses and compositions to provide a more realistic model of this effect.
In addition, only a single detector thickness with two electric field conditions are con-
sidered in this study, to provde an initial range of the Swank factor achievable. Additional
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detector thicknesses and more biasing conditions can be simulated to provide more details
to the detector performance.
Lastly, Swank factor is used as the performance metric for the purpose of this study.
However, other image quality metrics such as detective quantum efficiency may be consid-
ered. Also, a phantom study may yield optimal performance parameters for the lowest dose




Recombination algorithms and burst
models
The problem to determine the probability of recombination for two opposite charge car-
rier in applied electric field taking into account diffusion has been solved analytically by
Onsager[104]. The resulting recombination fraction is a function of the thermalization
distance, applied electric field and temperature. In this work, the probability of recom-
bination for electron-hole pairs (or the recombination fraction) is calculated as the ratio
between the number of recombined and generated electron-hole pairs.
The recombination fraction for a single electron-hole pair traveling in electric field tak-
ing into account drift and diffusion is shown in Fig. 6.1 for the Monte Carlo simulation and
analytical Onsager model[104]. The recombination fraction is a function of the thermal-
ization distance, applied electric field, and temperature. As the thermalization distance
and electric field increases, the probability of recombination decreases because the effect
of the Coulomb attraction is reduced with larger thermalization distance or electric field.
Temperature increases can also affect the recombination fraction, because the diffusion
process is dependent on temperature. Increased temperature lead to an increase in the
diffusion and random motion of individual carriers, thus a lower recombination fraction.
The escape efficiency (ηescape = 1 − ηrecomb) for a single electron-hole pair is described by










































Figure 6.1: Monte Carlo and analytical recombination fraction results as a function
of applied electric field for single electron-hole pair transport with initial thermalization
distance r0 of 2, 4 and 6 nm and temperature of 200, 300 and 400 K. The individual points
are from Monte Carlo simulations, and the curves are analytical result.
When x rays interact with the semiconductor they deposit energy producing energetic
secondary electrons through a variety of mechanisms with energy dependent cross-sections.
These energetic electrons lose their energy through a large number of low-energy-transfer
events. In turn, the local deposition of energy produces a random distribution of electron-
hole pairs called burst. Each burst can have multiple realizations, called clouds, with a
random distribution of initial electron-hole pair energies and positions. From Section 3.1,
these electron-hole pairs lose their initial kinetic energy in a thermalization process and
separated by a finite distance, r0, defined in Equation 4.1. For the purpose of this analysis,
we consider a point burst, i.e., charge carriers initially lying on the surface of a sphere
with an effect size (sphere diameter) given by rburst, defined by Equation 4.4. The work in
this subsection [10] is centered on the initial processes immediately after burst generation
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with regards to the transport and recombination of carriers. Deep trapping is taken into
account in the model defined by Equation 4.9, but later processes such charge induction is
not considered.
In the simulation code, recombination events are determined at each time step using
a recombination algorithm and, for simplicity, ignoring local variations in the field due to
the material crystalline structure, i.e., the probability of recombination is modeled as pro-
portional to the distance between recombining carriers. These recombination models are
the focus of this subsection. After recombination events are tallied, carrier transport re-
sumes. The mean recombination fraction over many clouds is denoted as the recombination
fraction or efficiency (ηrecomb).
We assume that recombination occurs if carriers are within a recombination distance
(d0) assumed in this work to 1 nm as described in Section 4.2.5. Our first model determines
recombined pairs based on minimum distance between the carriers, considering one carrier
at a time. We call this the nearest-neighbour model (NN). For a carrier, the distances are
calculated for all possible candidates (oppositely charged carriers) and the nearest is marked
for recombination leaving the rest of the candidates available for future recombination. A
schematic of the model is shown in Figure 6.2(a). Using this model, we investigated the
effect of the number electron-hole pairs, applied electric field, and thermalization distance
on the recombination efficiency as a function of the surface density (ρ0) or a cloud is given
by N/[4pi(d0/2)
2] shown in Figure 6.2(b). The recombination efficiency increases with
the large density due to greater availability of carriers for recombination and decreases
with increasing electric field which forces holes and electrons to separate toward respective
electrodes.
Because the NN model is computationally intensive, we developed an alternative model,
the first-hit model (FH). The algorithm consists of looking at the recombination candidate
table and selecting the first candidate at a distance less than the recombination distance
from the carrier. Once the algorithm finds such a recombining candidate, it identifies
the pair as recombined and move on to the next carrier in the list. Figure 6.3 depicts a
comparison between the recombination fractions and efficiencies of the two models. Most
carriers recombine for the case the thermalization distance and the applied field are low,
and the recombination efficiencies for NN and FH are very similar. While for larger ther-
malization distance and electric field, the recombination efficiencies are uncorrelated, but




















V = 2 V/um
V = 6 V/um
V = 10 V/um
V = 14 V/um
V = 18 V/um
V = 22 V/um
V = 26 V/um
V = 30 V/um
(b)
Figure 6.2: (a) Two-dimensional schematics of recombination models[10]. The dashed
line denotes recombination region for hole number one (h1). Electron table order is shown
for the FH model. For NN, h1 recombines with the nearest electron e2 while for FH, it
recombines with e1, the first one in the table. (b) Recombination efficiency of the NN
model as a function of the burst carrier surface density under different bias conditions (2
to 30 V/µm) for 1000 cloud realizations.
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d0 = 2 nm
E = 2 V/µm
(a)











d0 = 8 nm
E = 2 V/µm
(b)











d0 = 8 nm
E = 30 V/µm
(c)
Figure 6.3: (a) Comparison of recombination results for 1000 cloud realizations[10]. The
size of the bubble represents the distribution of fFH and fNN for the 1000 clouds simulated.
The recombination efficiency for the two models are shown by the intersection of the black
lines with the error bars depicting the standard deviation. For these figures, number
of electron-hole pairs, N = 2 (a) d0 = 2nm and Eapp = 2V/µm, (b) d0 = 8nm and
Eapp = 2V/µm, (c) d0 = 8nm and Eapp = 30V/µm.
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6.1 Clinical spectral input
Two algorithms are studied in this work for finding suitable candidates to recombine[106].
When carriers locations and characteristics are stored in an array, the FH algorithm recom-
bines the first pair of electron-hole pairs found to be within the recombination distance,
while the NN algorithm searches through the entire array and recombine the pair closest
to each other. The NN algorithm is more computationally intensive and provides a more
realistic model that gives a chance to allow for electrons and holes within the recombination
sphere yet near the edge a chance to escape recombination.
The simulated PHS for both radiation qualities are shown in the Figure 6.4 and 6.5.
Figure 6.4 shows the PHS for transport at 4 and 30 V/µm applied electric field with the
FH and NN models for Mo spectra, and Figure 6.5 for the W spectra.
Table 6.1 lists the Swank factors and recombination fractions with the two recombina-
tion algorithms for the molybdenum and tungsten spectra. The total simulation time is
reported for ten million incident x-ray photons. Both the Swank noise and recombination
results agree well between the FH and NN algorithm, while the simulation time increases
for lower applied bias because electron-hole pairs take more time to separate and there-
fore, recombination is more likely to occur. Simulation times change by about 25% for FH
compared to NN model.
Table 6.1: Simulated Swank factor and recombination fraction for Mo/Mo (RQA-M 2) and
W/Al standard radiation qualities with varying transport conditions.
Radiation Quality 4V/µm 30V/µm
(IEC 61267) FH NN FH NN
Mo/Mo (RQA-M 2) I(E) 0.878 0.878 0.922 0.922
fR 96.5% 96.5% 80.0% 80.1%
Time (s) 1.18× 107 1.51× 107 7.75× 106 8.66× 106
W/Al I(E) 0.903 0.904 0.937 0.937
fR 96.5% 96.4% 79.6% 80.1%
Time (s) 1.38× 107 1.80× 107 9.29× 106 1.03× 107
The simulation model consists of a 150 µm thick a-Se detector with a pencil beam
source. Both burst models (surface versus volume) and two recombination algorithms (FH
versus NN) are considered in this study. The probability of recombination for electron-
hole pairs, recombination efficiency, fR, is calculated as the ratio between the number of
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Mo Anode 30V/µm FH model
Mo Anode 30V/µm NN model
(b)
Figure 6.4: (a) Simulated PHS with molybdenum mammography spectrum as a function
of electron-hole pair transport for 4 V/µm applied electric field using FH and NN recom-
bination algorithms. (b) Simulated PHS with molybdenum mammography spectrum as a














W Anode 4V/µm FH model 













W Anode 30V/µm FH model
W Anode 30V/µm NN model
(b)
Figure 6.5: (a) Simulated PHS with tungsten mammography spectrum as a function of
electron-hole pair transport for 4 V/µm applied electric field using FH and NN recombi-
nation algorithms. (b) Simulated PHS with molybdenum mammography spectrum as a




The concept of a burst defined by Equation 4.4 is introduced in conjunction with the ther-
malization of carriers, as an extension to our previous work on recombination models based
only on r0 [84], in order to provide a three-dimensional distribution model for electron-hole
pair generation. Two burst models using these parameters are examined for the gener-
ation of electron-hole pairs [107]. For the spherical surface area (SSA) model, the sites
of initialization for an individual electron-hole pair is sampled isotropically on the burst
surface, then the electron-hole pair is separated by the thermalization distance, r0, defined
by Equation 4.1. For the spherical uniform volume (SUV) model, the sites of initialization
for individual electron-hole pairs are sampled uniformly in 3D within the spherical burst
volume as shown in Figure 6.6.
The pulse-height spectra for 10, 13, 40 and 140 keV with carrier transport at 4 and 30
V/µm applied electric field for the calculation of Swank noise and recombination fraction
are shown in Fig. 6.7. For 13 keV monoenergetic x rays, a sharp drop in Swank noise is
observed due to the escape of fluorescent x-ray photons generated at energies above the K-
edge energy (12.6keV) of a-Se. From Fig. 6.7(b), the Swank noise increases as the incident
photon energy increases from the Se K-edge (12.6 keV) to approximately 40 keV. Above
this energy, for example 140 keV, the Compton effect dominates and low energy deposition
events degrades the detector performance. From 6.7(a), the carrier recombination fraction
in general decrease with incident x-ray energy, due to higher number and concentration
of eletron-hole pairs created from the larger energy deposition in the detector. A slight
increase in recombination fraction is observed for the 13 keV case, due to reabsorption of
fluorescent x-ray photons generating small bursts of charges relatively far away from the
initial site of interaction.
From Fig. 6.7, the choice of FH or NN recombination model does not affect the Swank
and recombination simulation for realistic diagnostic x-ray energy range. The SSA model
exhibits a larger difference in Swank noise between the 4 and 30 V/µm biasing conditions,
largely due to closely packed carriers within the burst surface increasing the probability
of recombination. The SSA model distributes carriers much closely packed compared to
the SUV model, where an increase in the applied electric field can greatly decrease the
recombination efficiency while increasing the Swank noise.
This work improves on the previous charge generation model[10]. Realistic incident
x-ray energies in the diagnostic range are used to include the stochastic nature of x-ray
particle transport. For simulation of x rays with a point burst model, where the rburst




Figure 6.6: (a) Illustration of the surface burst model with electron-hole pairs initialized
spherically on the surface area (SSA). (b) Illustration of the volume burst model with

























































Figure 6.7: (a) Simulated recombination fraction as a function of incident photon energy
for the SSA and SUV models. (b) Simulated Swank noise as a function of incident photon
energy for the SSA and SUV models.
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to recombination due to higher concentration of carriers not realistic for the a-Se detector.
For example the recombination fraction without considering the burst model, for 10 keV
photons is in the range of 0.95 to 0.99 for 30 and 4 V/µm applied bias, respectively.
The recombination fraction is greatly affected by carrier mobility as shown in Equa-
tion 4.7. In semiconductor materials, the mobility of individual carriers may vary greatly
depending on the fabrication process, material properties and imperfections. In addition,
different carrier types in the same material can exhibit varying mobilities and the distance
traveled by each carrier, caculated from Equation 4.8 can be different. For example, in a-
Se, the speed of holes is found to be up to 40 times faster than electrons[28]. This difference
in carrier mobility, with trapping and detrapping of carriers, can lead to artifacts including
lag and ghosting. Since an x-ray photon can create many electrons and holes, two effective
mobilities are used to model the two types of carriers in a-Se. Experimentally, the effective
mobility of a carrier can be determined using time-of-flight measurements, where a short
pulse of strongly absorbed radiation[58] or a high-power laser is used to create carriers
on the semiconductor top surface and the signal detection and transit times are averaged.
Several electron and hole mobilities have been used previously for a-Se[86, 76, 84, 19], and
a range of carrier mobility parameters can be used to explore the consistency of simulation
results. In our model, the variability in carrier mobility can also be taken into account by
sampling from a range of carrier mobilities.
A voltage source is often used with semiconductor x-ray detectors to provide the applied
bias required for carrier separation. In a-Se, the typical biasing condition is 10 V/µm, so for
a mammography detector with a thickness of 200 µm, a voltage source of 2 kV is needed.
For thicker detectors, even higher voltages are used, thus cooling and temperature variation
effects become important. Since the carrier mobility is a function of temperature, the effect
of temperature on the Swank noise, burst and recombination models can be studied. In our
model, a constant temperature of 300 K is used. The temperature variance for different




Detectability of microcalcifications and small lesions in mammography has driven the de-
velopment of high spatial resolution imagers with small pixel pitch[108, 109]. However,
effects such as charge sharing and readout noise lead to the fundamental detector resolu-
tion limits[110, 111, 110, 112]. In this work, we study the detector spatial resolution of
prototype a-Se flat-panel imagers through experimental measurements and Monte Carlo
simulations[113].
The detective quantum efficiency (DQE) is an important detector performance metric,
and a measure of the combined effects of signal and noise performance of an imaging system,
expressed as a function of x-ray energy and spatial frequency. DQE can be expressed in
terms of the signal-to-noise ratios (SNR) at input and output shown in the following
equations[110, 114]:






















where q is the mean number of incident x-ray quanta per unit area, G is the mean detector
gain relating q to the average zero-mean pixel value. MTF(k) is the modulation transfer
function , and NPS is the image noise power spectrum, and the NNPS is normalized noise
power spectra. The initial application of DQE in medical imaging was for x-ray film-screen
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systems[115, 116], and image quality (in terms of the signal-to-noise ratio) can be expressed
in terms of the noise-equivalent quanta (NEQ). The NEQ describes the minimum number
of x-ray quanta required to produce a specific SNR.
Figure 7.1 shows the cross-sectional view of the prototype a-Se flat-panel detector
(FPD) used. The FPD is positively biased, with a polymer layer inserted between the
a-Se photoconductive layer and the electron-transporting layer. The polymer is coated
uniformly from a solution mixture of the insulating polymer and C60 and an aromatic
solvent. A hole-transporting layer, the a-Se layer, the electron-transporting layer, and the
top gold electrode were formed by vacuum vapor deposition. Only the C60-doped polymer
layer was formed by wet process[117].
Figure 7.1: Cross-sectional view of layered structure for an a-Se-based x-ray detector
with C60-doped polymer layer. This detector consists of the following components: a top
electrode with a positive voltage bias, an inorganic electron-transporting layer, a C60-doped
polymer layer, a thick a-Se layer for photoelectric conversion of x-ray photons, an inorganic
hole-transporting layer, an a-Si TFT substrate for readout.
Table 7.1: Characteristics of the prototype flat-panel detector.
Detector material a-Se, 240 and 1000 µm
Pixel pitch 150 µm
Array size 2880x2880
Imaging area 43x43cm2
Table 7.1 outlines the characteristic of the prototype FPDs. Two a-Se detectors with
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different thicknesses, 240 and 1000 µm are studied. Beside the difference in thickness, the
detectors have the identical imaging area and pixel size. The active imaging area is 43x43
cm2, and the pixel pitch is 150 µm. This detector configuration lead to an array size of
2880 by 2880 pixels. The thinner 240 µm detector is intended for mammography appli-
cations and the thicker 1000 µm for general radiography. Both prototype detectors also
shared the layered structure shown in Figure 7.1 with the C60 polymer. This polymer layer
is intended to act as capsulation for a-Se to prevent crystallization and improve detector
performance. In conventional a-Se detectors, crystallization in the amorphous layer can
occur from non-uniformities and arcing due the high applied bias leading to loss in resolu-
tion and performance. The crystallization process is further accelerated from an increase
in temperature. The C60 polymer layer have been shown to prevent crystallization in a-Se
films, and thus used in the prototype detectors for this study. Additional information on
the C60 polymer layer are included in the Appendix section.
7.1 Experimental measurement
Experimental procedures outlined in the International Electrotechnical Commission stan-
dards documents, IEC-61267[102] and IEC-62220-1[11] were followed for the experimental
measurements. The IEC-61267[102] describes the RQA beam qualities used in the study.
The radiation qualities have a range of parameters depending on the x-ray tube voltage,
and additional aluminum filtration listed in Table 7.2. The RQA radiation qualities are
used to standardize the x-ray input used for measurement of modulation transfer function
and noise power spectrum. Different x-ray tube energies can be used to represent a range
of applications, while the half-value layer (HVL) data can be used to verify changes in the
x-ray beam intensity at specific filter thicknesses.
Table 7.2: Radiation quality for the determination of detective quantum efficiency and
corresponding parameters.
Radiation quality Approx. x-ray tube Half-value layer Additional
voltage (kV) (HVL) mm Al filtration mm Al
RQA3 50 4.0 10.0
RQA5 70 7.1 21.0
RQA7 90 9.1 30.0
RQA9 120 11.5 40.0
Figure 7.2 shows the generated RQA radiation beam qualities based on parameters
from Table 7.2. The maximum x-ray energy correspond to the x-ray tube voltage for all
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RQA qualities. RQA3 has the lowest tube voltage with a maximum x-ray energy is 50
keV, and RQA9 has the highest voltage and x-rays with maximum energy of 120 keV.
For tube voltage greater than 60 keV, additional characteristic peaks are observed in the
input x-ray spectrum near 59 and 68 keV, corresponding to the fluorescent energies of the
tungsten anode.
Figure 7.2: RQA beam qualities used in the image quality measurements.
The IEC-62220-1[11] outlines the experimental setup and procedures for measurement
of MTF and NPS. Figure 7.3, shows the experimental setup used for MTF measurements.
X rays are shot from the tube anode passing through collimation (B1) and impinges onto
the detector surface. Added filters are used in combination with different tube voltages to
achieve the different RQA beam qualities. Two additional diaphragms (B2 and B3) can be
used to further collimate the beam. The test device used in this study is an edge phantom
made from tungsten placed above the prototype a-Se detector for MTF measurements.
The image produced by the edge phantom can be used to generate an edge spread function
(ESF). The MTF can be calculated by taking the Fourier transform of the derivative of
the ESF[11].
97
Figure 7.3: Geometry of exposing the digital x-ray imaging device in order to determine
the modulation transfer function. The tube anode must be at least 1.5 meters away from
the detector surface. B1, B2 and B3 represent the materials used to collimate the x-ray
beam. The test device (edge phantom) is placed above the detector surface[11].
7.1.1 Modulation transfer function
Figure 7.4 and 7.5 show the measured MTF for the 1000 µm detector plotted as a function of
spatial frequency. In general, the MTF is a function of applied bias and spatial frequency.
As the spatial frequency increases, MTF decreases because the task to resolve smaller
objects becomes more and more difficult. In general, the MTF is also a function of the
detector applied bias. An increase in applied electric field improve the carrier transport
statistics and results in a higher measured MTF.
From Figure 7.4 and 7.5, the MTF is highest for the 10 V/µm case. Compared to the




Figure 7.4: (a) Measured MTF for 1000 µm a-Se detector as a function of applied electric





Figure 7.5: (a) Measured MTF for 1000 µm a-Se detector as a function of applied electric
field and spatial frequency with RQA7. The applied electric field is 0.1, 1, 3 and 10 V/µm.
(b) For RQA9.
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cially when the electric field is reduced to 0.1 V/µm. This degradation in performance is
most prominent for the RQA3 beam quality as shown Figure 7.4(a). The reason for this
decrease in MTF can be due to the high absorption efficiency and low energy of the inci-
dent photons. Figure 7.2 shows that RQA3 has the lowest energy distribution of incident
photons compared to other radiation qualities. Since the detector thickness is constant,
lower photon energy result in a highest absorption probability. When the applied electric
field is reduced, the number of electron-hole pairs that recombine or get trapped increases,
causing a reduction in the detector sensitivity. Since RQA3 with the lowest energy dis-
tribution should have relatively the highest performance and absorption probability, this
loss in sensitivity is most prominent. As the x-ray energy distribution increases for RQA5,
RQA7 and RQA9, shown in Figure 7.4(b) and Figure 7.5, a small difference in MTF is
observed. Additionally, spatial degradation can be caused by generation and re-absorption
of characteristic x rays, spreading due to Compton scattering and high-energy secondary
electron transport. As the x-ray energy increases, these effects increase as well, reducing
the effect of drift and diffusion of electron-hole pairs under the applied external electric
field.
Figure 7.6: Comparison of the MTF for 240 and 1000 µm thick a-Se detectors at 10
V/µm.
Figure 7.6 shows the inter-comparison of MTF performance for a 240 and 1000 µm
a-Se detector at 10 V/µm applied bias. In general, the MTF performance for the 240 µm
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detector is better than the 1000 µm detector. This is because for the thinner 240 µm thick
detector, the distance of each carrier must travel is reduced, compared to the thicker 1000
µm case. Thus the spatial degradation due the electron-hole pair transport is reduced,
resulting in a higher MTF. The MTF also depend on the x-ray photon energy. When the
x-ray energy increase, the spatial resolution decreases resulting in a decrease in the MTF.
7.1.2 Normalized noise power spectra
The noise power spectrum (NPS) is measured for the same radiation qualities without
the test object. The normalized NPS is calculated by dividing the output image of the
detector exposed area into square areas called regions-of-interest (ROIs). According to the
IEC guidelines[11], each ROI consist of 256 by 256 pixels in size, and can overlap by 128
pixels in both, the horizontal and vertical direction shown in Figure 7.7. From the figure,
the value of n is 256.
Figure 7.7: Geometric arrangement of the region-of-interest (ROI) used in NPS
measurements[11].
The NNPS is a dimensionless quantity calculated from normalizing NPS with Equation




Figure 7.8: (a) Measured NNPS for 1000 µm a-Se detector as a function of applied electric





Figure 7.9: (a) Measured NNPS for 1000 µm a-Se detector as a function of applied electric
field and spatial frequency with RQA7. The applied electric field is 0.1, 1, 3 and 10 V/µm.
(b) For RQA9.
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From these plots, NNPS is a function of electric field and spatial frequency. The NNPS is
especially high for a low applied bias compared to higher applied electric field conditions.
When the electric field increases, the signal transport in a-Se is improved and more carrier
are detected. This improvement in sensitivity may be one of the reasons for the reduction
in NNPS as the electric field increases. The NNPS is fairly consistent for spatial frequency
between 0.5 to 3 lp/mm.
Figure 7.10 shows the inter-comparison of MTF performance for a 240 and 1000 µm
a-Se detector at 10 V/µm. When the applied field is constant, the NNPS is shown to
depend on the detector thickness and incident x-ray energy. In general, the thicker 1000
µm detector have lower NNPS compared to the thinner 240 µm detector. Also, as the x-
ray energy increased, the NNPS levels increased. This increase in the NNPS as a function
of x-ray energy can be due to the degradation in the spatial resolution due to Compton
scattering, especially for RQA9.
Figure 7.10: Comparison of NNPS for 240 and 1000 µm thick a-Se detectors.
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7.1.3 Detective quantum efficiency
The DQE results are calculated from measured MTF and NNPS using the mean number
of incident x-ray quanta per unit area, given in Table 7.3. This value is calculated both
for per roentgen (R) and SI unit in gray (Gy).
Table 7.3: Parameters used for calculation of DQE.







Figure 7.11 and 7.12 show the DQE results for the 1000 µm detector for a range of
applied electric field. The measured DQE is a function of spatial frequency and applied
electric field. For a low applied bias of 0.1 V/µm, the DQE is the lowest compared to
the 10 V/µm case. A detector with low applied bias would have a comparatively low
sensitivty in the detected signal levels. In turn, the low sensitivity would cause a reduction
in MTF at high spatial frequency, and higher noise values. Thus, a higher electric would
both yield a higher MTF and a lower NNPS, from Equation 7.2 resulting in a higher DQE
measurement.
Figure 7.13 shows the inter-comparison of the DQE performance for a 240 and 1000 µm
a-Se detector at 10 V/µm, where the DQE is shown to depend both on the incident x-ray
energy and the detector thickness. When the detector thickness is reduced, the absorption
probability of incident x-rays decreases, causing a reducing in the DQE. This is why the
thicker 1000 µm detector has higher DQE than the thinner 240 µm detector. When the
incident x-ray energy is increased, charge clouds created by the incident x-rays increase
as well, leading to a decrease in the spatial resolution. Thus, the DQE decreases as the
energy of the incident x-ray spectrum increases.
In summary, the MTF, NNPS and DQE are measured for two prototype a-Se detectors
with thickness of 240 and 1000 µm. These measurements show that the spatial resolution





Figure 7.11: (a) Measured DQE for 1000 µm a-Se detector as a function of applied electric





Figure 7.12: (a) Measured DQE for 1000 µm a-Se detector as a function of applied electric
field and spatial frequency with RQA7. The applied electric field is 0.1, 1, 3 and 10 V/µm.
(b) For RQA9.
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Figure 7.13: Comparison of DQE for 240 and 1000 µm thick a-Se detectors.
7.2 Modeling spatial resolution
7.2.1 Point response function and monoenergetic input
The spatial domain simply refers to the two spatial dimensions of an image, for example
the x and y directions. When the detector is stimulated with a single point input, the
image produced by the detector is called a point spread function (PSF) or a point response
function (PRF). The main focus in Chapter 4 was the amount of charge signal output
of a-Se detectors. The ARTEMIS code was extended to allow for spatial output that
generates images to x-ray inputs. These extensions still utilize the basic physics models for
the transport of electron-hole pairs. Where the number of electron-hole pairs are sampled
with a Poisson random variable using Equation 4.2, and the three-dimension distribution of
carriers are initialized from burst and thermalization distances calculated from Equations
4.4 and 4.1. The transport of electron-hole pairs takes into account drift and diffusion
via Equation 4.8, and trapping is modeled with Equation 4.9. The extension allows for
binning of the locations where the electron-hole pairs are collected in the electrodes for a
two-dimensional mapping of the detector response. Figure 7.14 shows the point response
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function of a 1000 µm thick a-Se detector at 10 V/µm applied electric field, with 10, 13, 30
and 100 keV monoenergetic x-rays, respectively. Over a million histories of incident photons
(pencil beam) are simulated. For the 10 keV case in Figure 7.14(a), the point response
is the smallest due to the incident energy being the lowest. A significantly distributed
point response is observed for the 13 keV case in Figure 7.14(b) due to the generation and
reabsorption of fluorescent x-ray photons. The largest point response is observed for 100
keV case in Figure 7.14(d) due to Compton scattering of the incident photons.
7.2.2 Point response function and spectral input
The simulated point response functions using the RQA beam qualities are shown in Figure
7.15 and 7.16. Figure 7.15(a) through (d) show the point response for RQA3, 5, 7 and 9,
respectively. Upon initial inspection, the point responses exhibit similar spreading due to
the wide range of x-ray spectra used in all the beam qualities. This is not consistent with
the PRF results from the monoenergetic x-ray input. In Figure 7.14, the PRF is shown
to depend on the incident x-ray energy. For energies above the K-edge of selenium, the
PRF is widened due to reabsorption of fluorescent x-rays, and for energies with a high
probability of Compton scattering, the PRF is further widened. However, differences in
the point response are observed when zooming in on only a smaller range of center pixels
are considered shown in Figure 7.16. The spreading in the PRF is the smallest for RQA3
and largest for RQA9. The loss of spatial resolution for higher energies photons can be
attributed to the larger range of high-energy electrons in the semiconductor material due to
the increase of kinetic energy. As the kinetic energy of the electron increases, the spreading
due to the random walk and the burst size calculated from Equation 4.4 are also increased.
This combined effect lead to the generation of many electron-hole pairs, and the diffusion
of these carriers described in Equation 4.8 in turn cause further spreading in the detected
signal.
7.2.3 Detector MTF
The detector MTF can be calculated by taking the Fourier transform of the PRFs. Figure
7.17(a) shows the MTF for 1000 µm thick a-Se detector with incident photon energy of 10,
13, 30 and 100 keV. The MTF is highest for the 10 keV case, because of the low incident
energy leading to minimal lateral energy spreading and the energy is below the a-Se K-
edge of 12.6 keV. For energies above the K-edge, for example 13 keV, a sharp drop in the




Figure 7.14: (a) Simulated point response function for 10 keV monoenergetic photons.
(The scale is normalized with log10 of number of detected electron-hole pairs). (b) Sim-
ulated point response function for 13 keV monoenergetic photons. (c) Simulated point
response function for 30 keV monoenergetic photons. (d) Simulated point response func-




Figure 7.15: (a) Simulated point response function for RQA3. (b) For RQA5. (c) For




Figure 7.16: (a) Close up of the simulated point response function for RQA3. (b) For
RQA5. (c) For RQA7. (d) For RQA9.
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the 12.6 keV K-edge. As incident energy increases, more energy is deposited locally by
electrons and the MTF is considerably improved. However, the MTF degrades eventually
at energies above 100 kev due to Compton scattering.
Figure 7.17(b) shows the MTF for RQA beam qualities, where the MTF for clinical
spectra is also shown to depend on the spatial frequency and incident x-ray energy. At
low spatial frequencies, the MTF for different RQAs are very similar and not affected
significantly by the x-ray energy. However, as the spatial frequency increases, in order to
resolve much smaller objects, the energy differences in the RQA radiation qualities become
more significant. At 40 lp/mm, MTF is the highest for RQA3 with the lowest energy
spectrum and lowest for RQA9 with the highest energy spectrum.
7.2.4 Experimental comparison
The pre-sampled MTF can be calculated from the detector MTF taking into account the
aperture effects. Figure 7.18(a) shows the detector MTF for a 1000 µm thick detector, with
a range of pixel pitchs from 50 to 200 µm and a comparison of experimental and simulated
MTF results. At 150 µm, the Monte Carlo simulations and experimental measurements
as a function of spatial frequency can be compared directly. In Figure 7.18(b), some
differences in the simulations and measurements are observed and can be due to several
reasons. First, some differences in the setup exist for simulation and measurement. Since
ideal pencil beams can be implemented in the model, the Monte Carlo point response
are simulated, and the resulting MTF is calculated from taking the Fourier transform of
the PRF. For experimental measurements, pin holes can be used to collimate the incident
x-ray beams in order to get a near-ideal pencil beam. However, the finite pin hole size,
and scattering of the pin hole material makes this setup non-perfect. The IEC document
recommend the edge test phantom to be used for MTF measurements. The test phantom
can be made from an edge material, in this case tungsten to obtain the line spread function
(LSF). The scattering of x-rays in the physical tungsten edge phantom can lead to a
reduction in the MTF measurement compared to ideal values. Compared to the PSF case,
in order to simulate the LSF of a tungsten edge via Monte Carlo simulations require a
much higher amount of incident x-rays. The x-ray number also depend on the size of the
region-of-interest considered for the LSF calculations and may vary. One physical effect
the model is missing is the carbon plating from the detector enclosure. Incident x-rays





Figure 7.17: (a) Simulated detector MTF for monoenergetic x-rays. (b) Simulated detec-


























RQA5: 50 µm pitch
RQA5: 100 µm pitch
RQA5: 150 µm pitch
RQA5: 200 µm pitch
(a)
(b)
Figure 7.18: (a) Pre-sampled simulated MTF taking into account the effect of aperture





This thesis describes the development of ARTEMIS, a novel transport code for complete
Monte Carlo tracking of x rays, energetic electrons and electron-hole pairs to characterize
the signal statistics and image quality in a-Se direct x-ray detectors. The use of Monte Carlo
methods to model transport of charged carriers in semiconductor x-ray imaging detectors is
investigated in Chapter 3, in order to develop a simulation code for modeling the complete
signal formation process. This include examining previous work and design a simulation
code that leverage on existing Monte Carlo packages for simulation of fundamental x-ray
interactions, and maximize the testability and portability of the charge transport model
with a modular implementation. The theoretical and implementation details are covered in
Chapter 4, along with PHS simulation results and comparison to measurements. Simulation
studies impossible with experimental methods are explored in Chapter 5, including the
energy weighting, and electronic noise effects on Swank factor and DQE. Chapter 6 contains
the study of the effect of different recombination and burst models on simulation results.
The performance of a prototype a-Se FPD is evaluated in Chapter 7, in terms of image
quality metrics of MTF and DQE. ARTEMIS is used to generate point response images
for simulation of pre-sampled MTF and compared with experimental results.
The a-Se detector PHS have been simulated with different transport conditions for a
range of mono-energetic incident x-ray energies and mammography radiation beam quali-
ties. Two methods for calculating Swank factors from simulated PHS are shown, one using
the entire PHS distribution, and the other using the photo-peak. The latter ignores contri-
butions from Compton scattering and K-fluorescence. Comparisons differ by approximately
2% between experimental measurements and simulations. The a-Se x-ray detector PHS
responses simulated in this work include three-dimensional spatial and temporal transport
of electron-hole pairs. These PHS were used to calculate the Swank factor and compared to
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experimental measurements. The Swank factor was shown to be a function of x-ray energy
and applied electric field. Trapping and recombination models are all shown to affect the
Swank factor.
Simulated recombination fractions for a single electron-hole pair show good agreement
with Onsager model for a wide range of electric field, thermalization distance and tem-
perature. The recombination fraction and Swank noise exhibit a dependence on the burst
model for generation of many electron-hole pairs from a single x ray. The Swank noise
decreased for the SSA compared to the SUV model at 4 V/µm, while the recombination
fraction decreased for SSA compared to the SUV model at 30 V/µm. The NN and FH
recombination results were comparable. Results obtained with the ARTEMIS Monte Carlo
transport model incorporating drift and diffusion are validated with the Onsager model
for a single electron-hole pair as a function of electric field, thermalization distance and
temperature. For x-ray interactions, we demonstrated that the choice of burst model can
affect the simulation results for the generation of many electron-hole pairs. The SSA model
is more sensitive to the effect of electric field compared to the SUV model and that the
NN and FH recombination algorithms did not significantly affect simulation results.
Experimental MTF and DQE were measured for a-Se detectors using RQA radiation
qualities as a function of thickness and electric field. The ARTEMIS code was used to sim-
ulated the MTFs for monoenergetic photons and RQA radiation qualities. Experimental
MTF were measured with an edge phantom and calculated from the ESF. Simulated MTF
are calculated from the PSF, and Fourier transform from the LSF. The experimental and
simulated MTF for RQA5 were compared to validate the MC model.
The ARTEMIS model developed in this work can be improved in several areas to take
into account more realistic effects. The recombination fraction was shown to be greatly
affected by carrier mobility, and the variability in carrier mobility can also be taken into
account by sampling from a range of carrier mobilities. The transport model include a
variety of effects such as electric field, thermalization distance and temperature for a single
electron-hole pair. The effect of temperature for multiple electron-hole pair transport can
be explored in the future. In this work, only detectors with thickness 150 and 1000 µm
were simulated, and the effect of detector performance on thickness can be studied as
a function of complex trapping models. Finally, experimental PHS measurements with
specific monoenergetic x rays energies can be used to further improve the validity of the
model.
The original contributions of the research presented in this thesis to the area of medical
imaging are summarized below:
1. The developed Monte Carlo simulation code, ARTEMIS, is a comprehensive model
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that takes into account the complete image formation process in semiconductor x-ray
imaging detectors. No other comprehensive model exists today.
2. This work furthers the understanding in the area of the physics of the x-ray detection
process. ARTEMIS will be made open-source and available to the public. This simu-
lation code can be used by engineers for design verification, device optimization, and
provides insight into the fundamental limitations of imaging systems for mammog-
raphy, fluoroscopy, and generally for broad applications of large area digital imaging
essential to advanced medical imaging; and allow medical physicists and radiologists
to gain a better understanding of the detector technologies and its potential for new
imaging modalities.
3. Direct comparison to experimental results and validation of the Monte Carlo simula-
tion models, as pulse height spectra simulation take into account all of the electron-
hole pairs created in the signal formation process, which include the total energy
deposited per primary x-ray photon.
4. Evaluation of a prototype a-Se x-ray flat-panel detector in terms of image quality
measurements of the MTF, NNPS, and DQE, allowing for the study of the detector
spatial resolution characteristics.
5. Extension of the ARTEMIS model to allow for image outputs, and simulation of
point response functions for MTF calculations and comparison to experimental mea-
surements.
6. Simulation studies with clinical x-ray spectra for a-Se detectors for modeling Swank
factor and DQE taking into account the effect of energy weighting and electronic
noise characteristics.
7. Simulation studies of the effect of various recombination and burst models on simu-
lation results of detector performance.
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This section contains the results of the detailed spatiotemporal Monte Carlo simulations.
Plots of the mono-energetic PHS simulation results, for no electron-hole pair transport,
and transport with 4 and 30 V/µm applied electric field with recombination only and with
recombination and trapping from 10 to 120 keV. Chapter 4 contains the PHS for 12.5, 40
and 140 keV photon energies to demonstrate the effect of K-edge and Compton scattering
on the simulation results. However, in the following plots, more details can be captured.
Such as the shift in the fluorescent escape peak as a function of energy, and the gradual












































Figure A.1: (a) Results of the detailed spatiotemporal Monte Carlo simulation. Plots of
the pulse-height spectra, for no electron-hole pair transport, and transport with 4 and 30
V/µm applied electric field with recombination only and with recombination and trapping













































Figure A.2: (a) Simulated PHS for 20 keV mono-energetic photons. (b) Simulated PHS













































Figure A.3: (a) Simulated PHS for 80 keV mono-energetic photons. (b) Simulated PHS

























This section include the optimization study plots including the input x-ray spectra used,
and the PHS simulation results. The input x-ray spectra are shown in Figure B.1. The
plot contain the RQA-M radiation qualities based on the anode and filter combination of
molybdenum with additiona aluminum filters, with a range of tube voltages from 25 to
35 kVp shown in Figure B.1(a). As the tube voltage increases, the maximum energy of x
rays produced increases. Two characteristic x-ray lines are observed for all cases inherent
to the material properties of molybdenum. Figure B.1(b) include the input spectra with
constant tube voltage of 28 kVp, and different anode and filter combinations: molybde-
num/rhodium, rhodium/rhodium, tungsten/molybdenum and tungsten/aluminum. Since
the anode and filter materials are different, the resultant spectra have a much different
shape compared to Figure B.1(a).
The remaining figures in this section are the simulated PHS used to calculated the















































Figure B.1: (a) The simulated input x-ray spectra based on RQA radiation qualities. (b)


































Figure B.2: (a) Simulated PHS with RQA-M1 molybdenum mammography spectra as a
function of electron-hole pair transport for 4 and 30V/µm applied electric field. (b) Simu-
lated PHS with RQA-M3 molybdenum mammography spectra as a function of electron-hole



































Figure B.3: (a) Simulated PHS with 4 molybdenum mammography spectra as a function
of electron-hole pair transport for 4 and 30V/µm applied electric field. (b) Simulated
PHS with molybdenum anode and rhodium filter mammography spectra as a function of
































Figure B.4: (a) Simulated PHS with rhodium anode and filter mammography spectra
as a function of electron-hole pair transport for 4 and 30V/µm applied electric field. (b)
Simulated PHS with tungsten anode and molybdenum filter mammography spectra as a
function of electron-hole pair transport for 4 and 30V/µm applied electric field.
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Appendix C
Flat-panel a-Se detector structure
Figure C.1 below contain the layered structure of the a-Se FPD[117] used for the image
quality measurements in Chapter 7. The detector has a layered structure, with electrodes,
transport layers and the a-Se photoconductor in the middle. A transparent layer of indium
tin oxide (ITO) is used for the bottom electrode and gold is used for the top contacting
electrode. Hole and electron transport layers are used to prevent carrier injection and
leakage. A special C60 doped insulating layer is between the a-Se and electron transport
layer that provide additional protection to the photoconductor.
The insulating polymer layer is shown to significantly improve the stability of the
detector layer to temperature and high voltage effects. Where the C60 act as a capsulation
layer and also prevent crystallization of the a-Se from heating[117]:
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Figure C.1: The energy level diagram of the a-Se detector with C60.
Figure C.2: (a) Crystallized dots on the selenium surface sample due to heating. (b)
Selenium sample with C60 exhibit no crystallization after heating.
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Appendix D
ARTEMIS on Google code
ARTEMIS (pArticle transport, Recombination, and Trapping in sEMiconductor Imaging
Simulation) is a Monte Carlo package for modeling direct x-ray detectors for the tracking of
x rays, energetic electrons and electron-hole pairs with presence of applied electric field[95].
ARTEMIS uses PENELOPE for the x-ray/electron transport and a custom code for
transport of electron-hole pairs. PENELOPE is written in FORTRAN, while the electron-
hole pair transport code is written in C. The electron-hole pair transport source code is
called as subroutines from the PENELOPE ionizing radiation transport code.
ARTEMIS is being developed at the U.S. Food and Drug Administration, Center for
Devices and Radiological Health, Office of Science and Engineering Laboratories, Division
of Imaging and Applied Mathematics. The source code, documentation and example files
are available at www.google.com/p/artemis .
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