Abstract. We investigate the regularity in L p (p > 2) of the gradient of any weak solution of a Cauchy problem with mixed Neumann-power type boundary conditions. Under suitable assumptions we prove the existence of weak solutions that satisfy explicit estimates. Some considerations on the steady-state regularity are discussed.
Introduction
In the mathematical literature, the dependence on the data is commonly hidden on the universal constants. These constants that are involved in the estimates are systematically assumed abstract, i.e. they may change their numerical value from line to line throughout the whole study in concern. Our objective is to find explicit estimates (also known as quantitative estimates [7] ) such that allow its real and true application to other fields of science.
In the study of the regularity on the initial-boundary value problem for the second order differential equation in divergence form, at least three shortcomings appear from the real world applications. They are namely discontinuous leading coefficient, nonlinear monotone boundary conditions, and nonsmooth Lipschitz domain. One of the approaches in the investigation of regularity is based on the difference quotient technique. We refer to [14, 15, 27] where there are no boundary terms. The elliptic regularity in the halfspace can be found in [25] . For Neumann-type boundary conditions, an arbitrary bounded domain is not globally invariant with respect to translations. The difference quotient technique is only allowed by a suitable localization procedure [32] . Even the interior regularity requires the differentiability of coefficient, which is not fulfilled by our coefficient. The realization of the Laplace operator with generalized nonlinear Robin boundary conditions can be found in [6] .
Also by the localization method, the higher regularity of the gradient is obtained via the reverse Hölder inequality with increasing supports (known as Gehring-GiaquintaModica theory, cf. [3, 4, 22, 28, 30] and the references therein). Here, we adopt this approach to determine explicit estimates for the Cauchy problem inspired in the nonlinear heat equation with the Neumann condition on one part of the boundary of the domain, and the power law condition on the remaining part of the boundary that includes the radiative effects [9, 13] . Also the constants involved in L p,∞ -estimate are determined.
Some considerations on the steady-state case are discussed in Section 7.
2. Maximal parabolic regularity on X Let [0, T ] ⊂ R be the time interval with T > 0, and Ω ⊂ R n (n ≥ 2) be a (bounded) domain of class C 1 . The boundary ∂Ω is decomposed into two disjoint open subsets, namely Γ and ∂Ω \Γ. Moreover we set Q T = Ω×]0, T [, and Σ T = Γ×]0, T [.
In the presence of Lebesgue, Sobolev, and Bochner spaces, the functional framework is
for p, ℓ > 1. For ℓ ≤ p * , with p * = p(n − 1)/(n − p) if n > p, and any p * > p if n = p, observe that V p,ℓ (Q T ) = L p (0, T ; W 1,p (Ω)) due to the trace embedding
Let us introduce the definition of a closed operator that admits maximal parabolic regularity on a Banach space X [2, 24] . Definition 2.1. We say that B admits maximal parabolic regularity on X if B is a closed (not necessarily linear) operator in X with dense domain D(B), and for any F ∈ L p (0, T ; X) (1 < p < ∞) there exists a unique function u ∈ L p (0, T ; D(B)), such that ∂ t u ∈ L p (0, T ; X), solving the abstract Cauchy problem Recall that a densely defined closed operator B, such that there exists a unique solution of (ACP) for all initial values in D(B), may be not a generator [1] . For every u 0 ∈ D(B), if B is linear then this abstract Cauchy problem (ACP) has the mild solution u ∈ C([0, T [; H) that verifies the variation of constants formula
Moreover, the fractional powers B 1/2 and B −1/2 exist and global strong solutions can be obtained [31] .
Here we consider the nonlinear operator B :
with the assumptions on the coefficients A and b being
,··· ,n is a bounded measurable (n × n) matrix-valued function such that
under the summation convention over repeated indices:
• b : Γ × R → R is a Carathéodory function, that is, it is measurable in Γ and continuous in R. Moreover, b is monotone with respect with the second variable, and it verifies for some ℓ ≥ 2
for all s, t ∈ R, and a.e. in Γ.
Under the assumptions (1)- (3), B is monotone, hemicontinuous, bounded, and coercive. The existence and uniqueness of u of (ACP) is consequence of [33, Theorem 4.1, p. 120] if provided by u 0 ∈ L 2 (Ω). In particular, B admits maximal parabolic regularity on [V 2,ℓ (Ω)] ′ , and its negative −B generates a
We seek for the L p -integrability of the gradient of u that verifies the variational formulation
for every v ∈ V 2,ℓ (Q T ). The symbol ·, · stands for the duality pairing in which is meaningful. Let p, ℓ ≥ 2. We denote by W p,ℓ the set of functionals
′ that are the form defined by
′ is due to the Phillips Theorem if provided that V p,ℓ (Ω) is reflexive and 1 < p < ∞ [33, p. 104]. We simply write M p = M p,2 , and
We state our main result in the following theorem.
Theorem 2.1. Let Ω be a C 1 domain, T > 0, and the assumptions (1)-(3) be fulfilled. There exists δ > 0 such that for any p
which is solution of (5) such that ess sup
with
Here, ν 0 = ν 0 (f ) is a positive constant if f = 0, and ν 0 (0) = 0 otherwise; C(n) is according to (48), and K 2n/(n+1) stands for the continuity constant of the trace embedding
,Ω , but is not coercive on H 1 (Ω). However, it is possible to reformulate the above theorem such that similar estimates may be obtained by the Gehring-Giaquinta-Modica theory if ℓ ≤ 2 * is provided, i.e.
Local L p,∞ (Q T )-estimates can be obtained under the Gehring-Giaquinta-Modica technique as can be found in [3] . Under the Moser technique as already developed in [11] 
estimates, respectively. Here we provide the explicit estimates under the direct "apriori" technique in the following proposition.
Proposition 3.1. Any function u solving (5) satisfies, for all p ≥ 2, (6) and
with E(a # , b # , p) being given by (9 (1) and (2), we obtain
Rearranging the terms, we have
By Gronwall inequality, we find (6), and consequently (11) holds.
, Proposition 3.1 remains valid with alternative estimates by considering
where
is the continuity constant from the embedding
Remark 3.2. The estimates (6) and (8) under b # = 0 read, respectively, ess sup
To this aim, it is sufficient to consider in the proof of Proposition 3.1
Auxiliary results
First, let us state a Caccioppoli-type inequality, under letting U ∈ L 2 (R) be defined either by U ≡ 0, or by
, and ν 2 = ν 2 (h) are positive constants if f = 0, f = 0, h = 0, respectively, and ν 0 (0) = ν 1 (0) = ν 2 (0) = 0 otherwise; and u (analogously for each function f , f, h, and U) should be understood as
Proof. Fix −T < t # < t 1 < t 2 < t # < 2T , and
# > T , since u (analogously f , f, h, and U) is only defined on ]0, T [, then the extension (13) should be taken into account. For the sake of simplicity, we write briefly u instead of u (analogously for each function f , f, h, and U). (5), making use of (1)- (2) and (4), standard computations yield
Making use of the trace constant K 2n/(n+1) correspondent to the function η(u−U) ∈ W 1,2n/(n+1) (Ω) with 2n/(n + 1) < 2 ≤ n, and after applying the Young inequality, the last boundary integral in (14) , denoted by I, can be computed as
Applying the Young inequality in (14), and inserting the above inequality, we deduce
Then, we conclude (12), by taking
Let us recall a result on the Stieltjes integral in the form that we are going to use (for the general form see [4] ).
and that
Throughout this section, z = (x, t) stands for spatiotemporal points. Under the parabolic metric in R n+1 being given by
we use the following standard notation for the parabolic parallelepiped
where the spatial cubic interval Q (n)
R (x) stands for the cube with edges parallel to coordinate planes centered at the point x with the radius R > 0. When no confusion arises, we shall omit the space dimension and write briefly Q R (x). Furthermore, we set
Next, we determine an explicit constant involved in the reverse Hölder inequality with increasing supports and an additional surface integral, where the data exponents improve the ones in [4] . Observe that in [4] the assumed restriction (n − 1)/l 1 + 2/l 2 ≥ (n + 2)/s is not true for l 1 = l 2 = s. The elliptic version of the below result is stated in [10] . 
for all z ∈ Q R 0 (z 0 ), and all R > 0 such that
where E 1 and E 2 are given by (30)- (31), respectively, and
Proof. We prolong Φ (analogously F ) and Ψ as even functions with respect to Σ R 0 (z 0 ):
Transforming Q R 0 (z 0 ) into Q = Q 3/2 (0)×] − 9/4, 9/4[ by the passage to new coordinates system (y, τ ) = (3(x − x 0 )/(2R 0 ), 9(t − t 0 )/(4R 2 0 )), and setting
Let us define Φ 0 (y, τ ) = Φ(y, τ )[dist((y, τ ), ∂Q)] (n+2)/p . In order to apply Lemma 4.1, our objective is to prove that
for any ι ∈ [1, ∞[, with υ being as in (24) , and
ϕdy.
and for each k ≥ 1,
are disjoint cubic intervals of size 1/2 k+2 such that finitely (I ∈ N) decompose each set
the parabolic version of the Calderon-Zygmund subdivision argument implies that (for details see [4, 10] ) if there exists λ > 2 3(n+2) then there exists a disjoint sequence of cubic intervals Q
, and
Next, in order to estimate the right hand side in (26), let us prove, for all k ≥ 0, and j ≥ 1, there exists R = R kj ∈]r
with the notation Q R = Q R (y (k,j) , τ (k,j) ), for the points (y (k,j) , τ (k,j) ) such that Q R ∩ Σ has positive (n − 1)-Lebesgue measure, and
, and C (k+1) . We denote by T that family {Q R (y (k,j) , τ (k,j) )} k≥0, j≥1 . Rewriting (19) in terms of the new coordinates system, taking z = (
, and dividing the resultant inequality by M, we deduce Inserting the above inequality into (27) , we obtain
Each term of the above right hand side is computed as follows
we gather the above inequalities with (29) obtaining (28) . According to the Vitali covering lemma, there exist σ ∈]3, 4[ and a sequence of disjoint cubic intervals {Q R i (y (i) , τ (i) )} i≥1 from the collection T such that
Hence,
Combining the above with (26) , and (28), we find
which implies (25) , by taking υ ≥ λ(σ n + 1). We have the relations (for details see [4] , if r ≥ m 2 , s ≥ l 2 , and d ≥ 1)
, with δ 1 = r(γ − p + 1)/p, δ 2 = s(γ − p + 1)/p, and δ 3 = d(γ − p + 1)/p. Therefore, Lemma 4.1 can be applied, concluding that, for γ = p + ε − 1 such that
(1) .
On the other hand, since Φ p+ε 0
.
Keeping the same designation to the transformed set ω ⊂⊂ Q R 0 (z 0 ), we deduce
Therefore, by applying (20)- (22) we conclude (23) which completes the proof.
In a similar manner that we have Proposition 4.2 the following Proposition can be obtained.
Proposition 4.3. Under the conditions of Proposition 4.2, if instead of (19),
and r = (1 − β)R 0 with β ∈]0, 1[. In particular, it verifies
where E 1 and E 2 are given by (30)- (31), respectively.
Remark 4.1. If ϕ = 0, then (24)- (33) read
Finally, we recall a local Poincaré inequality, which proof can be found in [10] .
Proof of Theorem 2.1
. Proposition 4.1 can be applied. We split the proof by beginning to show the local interior and lateral higher integrability of the gradient of u.
5.1.
Local interior higher integrability of the gradient. If x 0 ∈ Ω, we may take R < dist(x 0 , ∂Ω)/ √ n. Considering R < √ T , r = R/2 ≤ 1, ν 1 = 1/2, and ν 2 = 0, (12) reads ess sup
In the presence of Lemma 4.2 it is sufficient to take U = 0, and we restrict to R < (4S 2n/(n+2) ) −1 . Denoting by Y = 2S 2n/(n+2) the constant in the inequality (37), we integrate over time to obtain
Inserting the above inequality into (38), and after applying the Young inequality, we deduce
Employing Proposition 4.3 with Φ = |∇u| 2n/(n+2) , p = (n + 2)/n, m 1 = m 2 = r = 2, and
the interior estimate
holds, for any R < min{ √ T , dist(x 0 , ∂Ω)/ √ n, (4S 2n/(n+2) ) −1 }, and for all ε ∈ [0, δ] ∩ [0, 4/[(n + 2)(υ I − 1)][ with υ I being defined by (36), i.e.
Remark 5.1. The constant B I defined in (40) may be differently given. For instance, it may depend on the Poincaré constant, denoted by C Ω,p , if we use in (39) the Minkowski, Sobolev, and Poincaré inequalities to successively compute
) with 2n/(n + 2) < 2 ≤ n. With this approach, the restriction of R < (4S 2n/(n+2) ) −1 can be removed.
5.2.
Local higher integrability up to the spatial boundary of the gradient. For reader's convenience, we recall the definition of C 1 domain. We use the notation y ′ = (y 1 , . . . , y n−1 ) ∈ R n−1 .
Definition 5.1. We say that Ω is a domain of class C 1 (or simply C 1 domain), if Ω is an open, bounded, connected, nonempty set of R n and it verifies the following:
and for each m = 1, · · · , M, O m : R n → R n denotes a local coordinate system:
and
By Definition 5.1, there exist M ∈ N and ̺, ν > 0 such that for any x 0 ∈ ∂Ω there is m ∈ {1, · · · , M} such that a local coordinate system y (m) = O m (x) and a local C 1 -mapping ̟ m verify
where φ m :
For each m ∈ {1, · · · , M}, we consider the change of variables
Since the Jacobian of the transformation O (y 0 ) ), different cases occur, namely Γ 0 ∩ Γ = ∅ and Γ 0 ∩ (∂Ω \ Γ) = ∅; Γ 0 ⊂ Γ, and Γ 0 ⊂ ∂Ω \ Γ. Throughout the sequel, we refer to · 2,Σ R (y 0 ) including cases where the set is empty.
Reorganizing the terms in (12) with ν 2 = 1/4 as in Section 5.1, we have
Here B is defined by (compare to (40))
Proposition 4.2 with Φ = |∇u| 2n/(n+2) , p = (n + 2)/n, l 1 = l 2 = s = 2, and F being defined by, instead of (41),
and the application of the passage to the initial coordinates system upon choosing the neighborhood
) of the subset Γ 0 of the boundary ∂Ω, imply that 
5.3. Global higher integrability. On the one hand, Section 5.1 ensures that for each point z ∈ Ω × [0, T ] it is associated a sequence of cubic intervals Q r(z)/2 (z), with side lengths r(z) > 0 tending to zero, such that (42) is verified. On the other hand, Section 5.2 ensures that for each point z ∈ ∂Ω × [0, T ] it is associated a sequence of cubic intervals Q r(z)/2 (z), with side lengths r(z) > 0 tending to zero, such that (46) is verified.
From the mathematical point of view, it is indifferent to continue the proof by considering thoses cubic intervals. With in mind the view point of real and numerical applications we prefer to proceed by analysing separately the spatial domain.
According to the Besicovitch covering theorem [21, Theorem 1.2], there exists a sequence of spatial cubic intervals {Q rm/2 (x (m) )} m≥1 from the above collection of cubic intervals such that: Ω ⊂ ∪ m≥1 Q rm/2 (x (m) ); and every point of R n belongs to at most
Since Ω is bounded, this cover is finite, i.e. its cardinal is an integer number M. Let us define r # = min{r m : m = 1, · · · , M}.
Indeed, there exists N (depending on the dimension of the space) families of pairwise disjoint cubes such that (for details see [10, 21] ) 
Hence, combining (42) and (46) with
we find the no optimal, but simplified, estimate
Here, c(n) stands for a positive polynomial function of degree 1 on the space dimension n. Therefore, from (11) we conclude (8).
6. W 1,p regularity (ℓ = 2 and isotropic case)
In this section, we reformulate the explicit L p -estimate of the gradient of a weak solution. The leading coefficient is assumed to be A = aI.
Let us state the following results whose extends to the problem under study the result obtained in [5, 29] for the Dirichlet problem. To this end, we introduce the RobinLaplacian operator ∆ R ∈ L(V p (Q T ); W p ) and the perturbation P :
, and the growthness of b implies that b(u) ∈ L ∞ (Σ T ). The following first result is established.
, where L op stands for the operator norm of L.
Proof. This property is a consequence of definition of P , and the assumptions (1)- (3) with a # , b # < 1 and ℓ = 2.
The existence and uniqueness of weak solutions to the linearized variational problem (5), i.e. A = I and
where M(1, 1) and E(1, 1, p) are according to (10) and (9), respectively.
(NPP) Find u such that verifies, in the sense of distributions,
where n is the unit outward normal to the boundary ∂Ω. Even more, instead of (50) we set
We endow the Sobolev space W 1,p (Ω) with the norm
Although its existence and uniqueness of solutions to (NPP) are classical in appropriate subspace of H 1 (Ω), namely V 2,ℓ (Ω), the W 1,p -regularity (p > 2) of the weak solution is a hardship. Even if the leading coefficient is assumed either to be in VMO [34] or to verify a minimal condition [8] or if provided by the Laplacian operator, i.e. A = I [12, 35] , the use of H 2 -regularity is not allowed since our right hand side does not belong to a Lebesgue space.
For reader convenience, we exhibit the explicit constant involved in the W 1,p (Ω) estimate established in [10] .
Theorem 7.1. Let Ω be a C 1 domain, the assumptions (1)-(3) be fulfilled, and with r # > 0 and N ∈ N being dependent on the space dimension.
Let us extend the existence result for the mixed Dirichlet-Neumann problem [20, Theorem 1] to the following one for the mixed Neumann-power type problem (NPP).
Proposition 7.1. Suppose ℓ = 2. If A is symmetric, f ∈ L p (Ω), f ∈ L pn/(p+n) (Ω), and h ∈ L 2 (Γ), with p > 2 such that
then the weak solution u ∈ V 2,ℓ (Ω) of (53) satisfies
where S p ′ is according to Remark 3.1. For all y ∈ L p (Ω), we have the relation [20] (I − a # (a # ) 2 A)y p,Ω ≤ 1 − (a # /a # ) 2 y p,Ω .
Letting t = a # (a # ) −2 , gathering the two above inequalities we obtain
By (55), Q is a strict contraction, and then there exists w ∈ W 1,p (Ω) such that w = (−∆ R Ω ) −1 (L t w). By uniqueness of solution in V 2,ℓ (Ω), then w ≡ u verifies
,Ω + h 2,Γ ) , since p ′ < 2, which implies (56).
Remark 7.1. The choice of the involved constant in (55), which comes from (58), is not optimal. In the work [29] the author shows that if there exists θ ∈ [0, 1[ such that A verifies n i,j=1
where c > 1 is dependent on p (p ≥ 2) and the space dimension n as follows
In particular, c = 2 1/2−1/p if n = 2. For a symmetric A, we emphasize that θ = 0, and
Moreover, if instead (55) we suppose
then (56) reads ∇u p,Ω + u 2,Γ ≤ 2M p a # ( f p,Ω + S p ′ f pn/(p+n),Ω + h 2,Γ ).
Remark 7.2. We emphasize that Proposition 7.1 does not contradicts the counterexample of the existence of a function u ∈ H 1 (R 2 ) solving the elliptic equation ∇ · (A∇u) = 0 in R 2 such that does not belong to W 1,p (Ω) for some p > 2.
