Natural Language Generation: Revision of the State of the Art by Vicente, Marta et al.
Computación y Sistemas, Vol. 19, No. 4, 2015, pp. 721–756
doi: 10.13053/CyS-19-4-2196
ISSN 2007-9737
La generacio´n de lenguaje natural: ana´lisis del estado actual
Marta Vicente, Cristina Barros, Fernando S. Peregrino, Francisco Agullo´, Elena Lloret
Universidad de Alicante, Departamento de Lenguajes y Sistemas Informa´ticos, Alicante,
Espan˜a
{mvicente, cbarros, fsperegrino, fagullo, elloret}@dlsi.ua.es
Resumen. El ser humano se comunica y expresa a
trave´s del lenguaje. Para conseguirlo, ha de desarrollar
una serie de habilidades de alto nivel cognitivo cuya
complejidad se pone de manifiesto en la tarea de au-
tomatizar el proceso, tanto cuando se trata de producir
lenguaje como de interpretarlo. Cuando la accio´n co-
municativa ocurre entre una persona y un ordenador y
e´ste u´ltimo es el destinatario de la accio´n, se emplean
lenguajes computacionales que, como norma general,
esta´n sujetos a un conjunto de reglas fuertemente tipa-
das, acotadas y sin ambigu¨edad. Sin embargo, cuan-
do el sentido de la comunicacio´n es el contrario y la
ma´quina ha de transmitir informacio´n a la persona, si el
mensaje se quiere transmitir en lenguaje natural, el pro-
cedimiento para generarlo debe lidiar con la flexibilidad y
la ambigu¨edad que lo caracterizan, dando lugar a una ta-
rea de alto nivel de complejidad. Para que las ma´quinas
sean capaces de manejar el lenguaje humano se hacen
necesarias te´cnicas de Lingu¨ı´stica Computacional. Den-
tro de esta disciplina, el campo que se encarga de crear
textos en lenguaje natural se denomina Generacio´n de
Lenguaje Natural (GLN). En este artı´culo se va a hacer
un recorrido exhaustivo de este campo. Se describen las
fases en las que se suelen descomponer los sistemas de
GLN junto a las te´cnicas que se aplican y se analiza con
detalle la situacio´n actual de esta a´rea de investigacio´n
y su problema´tica, ası´ como los recursos ma´s relevantes
y las te´cnicas que se esta´n empleando para evaluar la
calidad de los sistemas.
Palabras clave. Lingu¨ı´stica computacional, generacio´n
de lenguaje natural, GLN, fases, te´cnicas, evaluacio´n.
Natural Language Generation:
Revision of the State of the Art
Abstract. Language is one of the highest cognitive skills
developed by human beings and, therefore, one of the
most complex tasks to be faced from the computational
perspective. Human-computer communication proces-
ses imply two different degrees of difficulty depending on
the nature of that communication. If the language used
is oriented towards the domain of the machine, there
is no place for ambiguity since it is restricted by rules.
However, when the communication is in terms of natural
language, its flexibility and ambiguity becomes unavoida-
ble. Computational Linguistic techniques are mandatory
for machines when it comes to process human language.
Among them, the area of Natural Language Generation
aims to automatical development of techniques to pro-
duce human utterances, text and speech. This paper
presents a deep survey of this research area taking
into account different points of view about the theories,
methodologies, architectures, techniques and evaluation
approaches, thus providing a review of the current situa-
tion and possible future research in the field.
Keywords. Computational linguistics, natural language
generation, NLG, stages, techniques, evaluation.
1. Introduccio´n
La Lingu¨ı´stica Computacional (LC) es un cam-
po en el que convergen diversas disciplinas: la
lingu¨ı´stica aplicada, la informa´tica y la inteligencia
artificial. Se ocupa de las interacciones entre los
ordenadores y los lenguajes humanos, por lo que
en ocasiones se refiere tambie´n como Procesa-
miento del Lenguaje Natural (PLN), abarcando la
comprensio´n del lenguaje y su generacio´n.
Siendo un a´rea de investigacio´n en continuo
desarrollo, la LC se ocupa en la actualidad de un
conjunto de tareas cuyo propo´sito es comprender
y/o producir lenguaje natural. Lo que busca, en-
tonces, es conseguir sistemas, capaces tanto de
entender el significado del lenguaje humano (len-
guaje natural) como de generarlo. Entre las citadas
tareas cabe destacar la traduccio´n automa´tica [44],
los sistemas de recuperacio´n de informacio´n [90],
la elaboracio´n automa´tica de resu´menes [63], o la
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generacio´n de lenguaje natural [66]. El presente
artı´culo se va a centrar en esta u´ltima, la gene-
racio´n del lenguaje natural.
La Generacio´n de Lenguaje Natural (GLN) es
una tarea multidisciplinar. Su investigacio´n y desa-
rrollo incorpora conocimiento procedente de a´reas
diversas como la lingu¨ı´stica, la psicologı´a, la in-
genierı´a y la informa´tica. El objetivo principal de
la disciplina es investigar co´mo se pueden crear
aplicaciones informa´ticas capaces de producir por
sı´ mismas textos de alta calidad en lenguaje na-
tural. Para ello parte o bien de representaciones
de datos estructurados y procesables (ficheros bi-
narios, datos nume´ricos, bases de datos, etc.) o
bien de textos escritos en lenguaje natural. La
transformacio´n de estos datos no puede ser rea-
lizada de manera directa, se han de tomar muchas
decisiones relativas a diferentes aspectos como la
determinacio´n del contenido del mensaje y su es-
tructura, las relaciones reto´ricas en varios niveles
(texto, pa´rrafo, frase), la eleccio´n de las palabras
adecuadas, la disposicio´n final del texto (tı´tulo,
cabeceras, pies de pa´gina, etc.) o los patrones
acu´sticos en el caso de que la salida final del
mensaje sea oral. Uno de los mayores desafı´os
de la GLN es la construccio´n de arquitecturas en
las que se puedan tomar todas estas decisiones
de manera que sea temporalmente abordable la
produccio´n de textos, ya sea en formato de texto
o audio [4].
Respecto a las aplicaciones de la GLN, e´stas
son muy amplias y variadas. Existen en el mer-
cado sistemas que se encargan, por ejemplo, de
la generacio´n de partes meteorolo´gicos. Tambie´n
los hay que generan manuales de instrucciones,
informes de evaluaciones acade´micas o que crean
resu´menes. E´stas son solo algunas aplicaciones.
Se revisara´n con ma´s detalle en la seccio´n 2.2.
El objetivo de este artı´culo es realizar un ana´lisis
amplio y completo sobre el estado actual de la
GLN. Para ello se describira´n las distintas fases
que los sistemas de GLN han de superar para
llevar a cabo dicha tarea, analizando y detallando
las te´cnicas y sistemas de GLN ma´s destacados.
Tambie´n se comentara´n los recursos disponibles
ma´s importantes para la creacio´n de un sistema
GLN ası´ como los aspectos relevantes en cuan-
do a su evaluacio´n. Finalmente, se aportara´ una
visio´n general tanto de las tendencias en investi-
gacio´n como de los retos que quedan todavı´a por
abordar.
Para ello, este artı´culo esta´ estructurado de la
siguiente forma: en la seccio´n 2 se presenta una
clasificacio´n de los distintos sistemas de GLN obe-
deciendo tanto al tipo de entrada del sistema como
a los objetivos del mismo. A continuacio´n, en la
seccio´n 3, se detallan los distintos enfoques bajo
los que se llevan a cabo las tareas que integran un
sistema de GLN. Posteriormente, en la seccio´n 4,
se describen las fases habituales cuando se crea
un sistema de GLN, y en la seccio´n 5 se hace
una exposicio´n de las te´cnicas ma´s destacadas,
asocia´ndolas a aquellas fases. Seguidamente, en
la seccio´n 6, se describen algunas herramientas
y los corpus que se utilizan ma´s frecuentemente
en generacio´n, ası´ como los recursos disponibles y
do´nde se pueden encontrar. Tanto la problema´tica
inherente a la evaluacio´n de los sistemas de GLN
como los me´todos para llevarla a cabo se cuentan
en la seccio´n 7. Para finalizar, en la u´ltima seccio´n
se exponen las conclusiones de este artı´culo junto
a un ana´lisis del futuro inmediato de la investiga-
cio´n en en el campo de la GLN.
2. Clasificacio´n de los sistemas de
GLN
Un sistema de GLN se puede clasificar consi-
derando diferentes criterios. El estudio realizado
en el presente artı´culo pone de manifiesto dos
factores imprescindibles que se han de tener en
cuenta para abordar la tarea de generacio´n. Dada
su importancia en el contexto, tales factores se han
seleccionado como criterios de clasificacio´n: por
un lado se considerara´ la entrada al sistema y por
otro los objetivos que persiga (ve´ase la tabla 1).
2.1. Segu´n la entrada del sistema
Segu´n el tipo de entrada que se introduce en
el sistema se consideran dos posibles enfoques
en la GLN: datos-a-texto (D2T : data-to-text) y
texto-a-texto (T2T : text-to-text). Mientras que en
la perspectiva D2T la entrada al sistema es un
conjunto de datos que no conforman un texto (p.
ej., datos nume´ricos representando informacio´n
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T2T Reciben como entrada texto u oraciones
D2T Reciben como entrada datos generalmente nume´ricos, bases de





Textos informativos Generan informes a partir de un conjunto de datos
Resu´menes Generan texto que incluye las ideas fundamentales de uno o
varios documentos
Borradores Generan versiones preliminares de textos te´cnicos
Textos simplificados Simplifican el pasaje de entrada para facilitar su comprensio´n
Textos persuasivos Generan relatos con el objetivo de convencer o motivar a los
usuarios sobre un tema
Sistemas de dia´logos Generan producciones interactivas manteniendo una comunica-
cio´n entre el usuario y el sistema
Explicaciones de razona-
miento
Exponen en un texto los pasos seguidos en la resolucio´n de un
problema
Recomendaciones Generan sugerencias y valoraciones relativas a lugares, produc-
tos, servicios, etc
meteorolo´gica), en el enfoque T2T el sistema sı´
parte de un texto del que se extrae la informacio´n
relevante para construir la salida.
2.1.1. Datos-a-texto
El formato de la entrada de un sistema D2T
puede ser muy variado. Tomar como punto de
partida datos nume´ricos es habitual pero no deja
de ser una posibilidad entre muchas otras para
este enfoque. Es muy comu´n, por tanto, encontrar
sistemas que parten de ese tipo de informacio´n
(de tal naturaleza es la informacio´n que proveen
los sensores, estaciones meteorolo´gicas, equipos
me´dicos,...). Pero tambie´n lo es considerar otros
orı´genes de datos estructurados como corpus eti-
quetados, bases de datos, bases de conocimiento,
archivos de logs, etc. Algunos autores emplean el
te´rmino concepto para referirse a este tipo de da-
tos no lingu¨ı´sticos, por lo que tambie´n se menciona
este enfoque como concepto-a-texto [3, 52].
Un ejemplo de sistema de este tipo es Proteus
[23] que generaba un resumen de una partida del
juego tres en raya a partir de una lista de movi-
mientos. Lo que sigue es la lista de movimientos
que constituyen una partida entre Proteus y el
autor, Davey:
P:1 D:3 P:4 D:7 P:5 D:6 P:9
Le corresponde esta salida, construida desde el
punto de vista del sistema:
The game started with my taking a corner, and
you took an adjacent one. I threatened you by
taking the middle of the edge opposite that and
adjacent to the one which I had just taken but
you blocked it and threatened me. I blocked your
diagonal and forked you. If you had blocked mine,
you would hace forked me, but you took the middle
of the edge opposite of the corner which I took first
and the one which you had just taken and so I won
by completing my diagonal.
2.1.2. Texto-a-Texto
Este tipo de enfoque puede tomar como datos
de entrada tanto textos como oraciones aisladas.
Existen muchas aplicaciones en la tarea de GLN
que utilizan los sistemas T2T como la generacio´n
de resu´menes, la fusio´n de salidas en sistemas
de bu´squeda de respuestas o la simplificacio´n de
texto.
Un ejemplo de este tipo de sistemas se en-
cuentra en [88] donde, tomando como entrada un
conjunto de documentos procedentes de internet,
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se generan artı´culos de Wikipedia cuya estructura
es determinada por el dominio al que pertenece la
produccio´n (p. ej. los artı´culos sobre enfermeda-
des incluyen cuatro apartados: diagno´stico, cau-
sas, sı´ntomas y tratamiento).
2.2. Segu´n los objetivos del sistema
Tal y como se dijo anteriormente, los sistemas
de GLN tambie´n pueden ser clasificados atendien-
do al propo´sito para el que han sido creados, y tal
propo´sito se revela en el tipo de produccio´n que
genera el sistema. Se han recogido en este estudio
los ma´s relevantes:
Generacio´n de textos informativos. La finali-
dad del sistema en este caso es generar infor-
mes a partir de datos factuales (informacio´n
objetiva). FoG [36] y SumTime [83], por ejem-
plo, son dos sistemas de este tipo. Toman co-
mo entrada informacio´n nume´rica procedente
de sistemas de simulacio´n que representan
magnitudes como la temperatura, el nivel de
las precipitaciones o la velocidad del viento
en diferentes lugares y tiempos. Existen apli-
caciones en otros contextos, como SkillSum
[102], herramienta que genera informes sobre
evaluaciones acade´micas, cuyo objetivo inicial
era ayudar a personas con escasos conoci-
mientos de aritme´tica y lengua.
Generacio´n de resu´menes. Este tipo de gene-
racio´n tiene como objetivo producir una ver-
sio´n abreviada de una o ma´s fuentes de infor-
macio´n. Estos resu´menes pueden estar aso-
ciados a diversos campos: resu´menes me´di-
cos [77], de ingenierı´a [103], financieros [55],
deportivos [86] o de patentes [71], entre otros.
Generacio´n de textos simplificados. Estos sis-
temas se han disen˜ado como herramientas de
ayuda a personas con alguna discapacidad
o con problemas de comprensio´n lectora, ya
provengan de su desconocimiento del idioma
o de alguna dificultad cognoscitiva. Existen
sistemas de este tipo que producen texto diri-
gido a personas afa´sicas [84] o texto que per-
mite a personas invidentes examinar gra´ficos
[29]. LexSiS es otro ejemplo de sistema sim-
plificador, e´ste en espan˜ol y ma´s centrado en
el le´xico. Y SkillSum, que se ha mencionado
anteriormente como ejemplo de generacio´n
de informes, incorpora te´cnicas para producir
textos que personas cuasi analfabetas puedan
leer.
Generacio´n de textos persuasivos. En [24] se
emplea el te´rmino afectivo para caracterizar
a aquellos sistemas de GLN que pretenden
influenciar o toman en cuenta el estado emo-
cional del oyente. Al margen de la funcio´n
comunicacional de lenguaje, y en ese senti-
do, e´ste se puede emplear para lograr mu´lti-
ples propo´sitos (motivar, persuadir, reducir el
estre´s,...). Entre los sistemas disen˜ados bajo
estas premisas, como ejemplo, encontramos
un generador de cartas que pretenden disua-
dir a los usuarios de fumar (STOP [82]), un
sistema que busca disminuir la ansiedad de
pacientes con ca´ncer proporciona´ndoles infor-
macio´n [16] o algunos sistemas que procu-
ran entretenimiento, ya sea mediante acertijos
[10] o cuentos [56].
Generacio´n de sistemas de dia´logo. Los siste-
mas de dia´logo esta´n orientados a la comuni-
cacio´n entre las personas y las ma´quinas. Se
caracterizan porque el usuario interactu´a con
el sistema, que va generando oraciones en
lenguaje natural condicionadas por el contex-
to inmediatamente anterior. Se han disen˜ado
sistemas de este tipo para mu´ltiples propo´si-
tos, como aquellos que ayudan a mejorar ha-
bilidades (G-Asks [62], escritura de ensayos)
o que tutorizan para incrementar el conoci-
miento de ciertas materias a trave´s del dia´lo-
go (Beetle II [26], electricidad y electro´nica),
pero tambie´n esta´n los que permiten elaborar
itinerarios de viaje (CMU Comunicator [87]) o
los que se utilizan en entornos virtuales de
juegos, por ejemplo (GIVE software [49]).
Generacio´n de explicaciones de razonamien-
to. La salida de este tipo de sistemas es la
explicacio´n de una secuencia de pasos que el
sistema ha seguido en la ejecucio´n de un al-
goritmo, el procesamiento de una transaccio´n,
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la resolucio´n de un problema matema´tico, etc.
Un ejemplo: P.Rex [30], que es una herra-
mienta de explicacio´n de demostraciones de
teoremas.
Generacio´n de recomendaciones. Parece
consecuencia inevitable de la posibilidad de
disponer de informacio´n relativa a los gustos
y opiniones de los usuarios, que se desa-
rrollen herramientas para procesar y traducir
esos datos a recomendaciones y tendencias.
En ese contexto tiene sentido la aparicio´n de
sistemas que, en referencia a cualquier campo
o materia, ya se trate de restaurantes, cines,
destinos turı´sticos o productos tecnolo´gicos,
proporcionen los resultados del procesamien-
to en lenguaje natural. Un sistema que realiza
esta tarea, por ejemplo, es Shed [60], que
en base al perfil proporcionado por el usuario
y obteniendo la informacio´n de la Web 2.0
(resen˜as, tweets, etc.), recomienda dietas nu-
tricionales personalizadas.
3. Enfoques gene´ricos para abordar
la GLN
En esta seccio´n se realizara´ un ana´lisis de los
enfoques ma´s relevantes empleados para abordar
la tarea de la GLN, que en este caso son los
enfoques basados en conocimiento y los enfoques
estadı´sticos.
Por un lado, hablamos de sistemas basados
en conocimiento cuando las te´cnicas que lo im-
plementan se nutren de fuentes con un marcado
cara´cter lingu¨ı´stico, como diccionarios, tesauros,
bases de conocimiento le´xicas, reglas o plantillas.
De esos recursos se extrae informacio´n morfolo´gi-
ca, le´xica, sinta´ctica, sema´ntica, etc. Por otro lado,
cuando un sistema se desarrolla bajo un enfoque
estadı´stico, la informacio´n que necesita para trans-
formar la entrada a un texto en lenguaje natural
procede principalmente de un corpus y de las pro-
babilidades extraı´das de los textos que lo compo-
nen, pudiendo estos estar etiquetados o no. Estos
sistemas esta´n menos restringidos a un dominio
o a un idioma que los basados en conocimiento,
dado que, si el corpus empleado es adecuado
tanto en taman˜o como en tipo de contenido, no
tiene tantas restricciones como las que resultan
de generar unas reglas que han de cen˜irse a las
caracterı´sticas del contexto para el que se desarro-
llan o a las peculiaridades de una lengua concreta,
como suele ser el caso en los sistemas basado en
conocimiento.
Se ha de considerar que estos enfoques no son
excluyentes y que, aunque en muchas ocasiones
todas las te´cnicas que se aplican en un sistema se
asocian a una perspectiva concreta, existen apro-
ximaciones hı´bridas que combinan los enfoques
estadı´sticos con te´cnicas basadas en conocimien-
to. Tanto las te´cnicas como las tareas para las que
se desarrollan se vera´n en secciones posteriores,
baste decir aquı´ que, siendo que en un sistema de
GLN se suceden diferentes etapas de tratamiento
de los datos, es posible que cada una de ellas se
aborde desde distintos planteamientos.
Se presenta a continuacio´n una descripcio´n ge-
neral de ambas perspectivas. Ya ma´s adelante,
en la seccio´n 5, se profundizara´ en las te´cnicas
asociadas a cada enfoque.
3.1. Enfoques basados en conocimiento
El factor comu´n de los sistemas basados en
conocimiento es su capacidad para representar
explı´citamente el conocimiento. Con tal propo´sito,
estos sistemas hacen uso de herramientas como
ontologı´as, conjuntos de reglas o tesauros.
Se considera que tales sistemas esta´n constitui-
dos a su vez por dos subsistemas: una base de
conocimiento y un motor de inferencia. La base de
conocimiento es un tipo de base de datos para la
gestio´n del conocimiento que proporciona los me-
dios necesarios para la recoleccio´n, organizacio´n y
recuperacio´n del mismo. El motor de inferencias es
la parte del sistema que razona utilizando el conte-
nido de la base de conocimiento en una secuencia
determinada. Este motor examina las reglas de la
base de conocimiento una por una, y cuando se
cumple la condicio´n de una de las reglas, se realiza
la accio´n especificada para la misma.
Esta sistematizacio´n del conocimiento se sus-
tenta sobre teorı´as lingu¨ı´sticas que fundamentan
el disen˜o y aplicacio´n de las te´cnicas adecuadas.
A continuacio´n se presentan las teorı´as ma´s rele-
vantes, en tanto que son las ma´s empleadas en el
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desarrollo de sistemas basados en conocimiento o
hı´bridos.
La teorı´a de la estructuracio´n reto´rica (RST:
Rhetorical Structure Theory ) [65].
Es una de las principales teorı´as empleadas
en la GLN y esta´ relacionada tanto con la
cohesio´n del discurso como con la estructura
de los mensajes y los pa´rrafos. La idea que
subyace a la RST es la posibilidad de des-
componer recursivamente cualquier texto en
un conjunto de elementos entre los que se
establecen una serie de relaciones reto´ricas
o discursivas, denominadas esquemas. Ejem-
plos de tales relaciones se pueden observar
en la figura 1. El ana´lisis de las relaciones
reto´ricas considera, adema´s, las intenciones
de quien origina la comunicacio´n ası´ como los
efectos buscados en el que la recibe. Algunos
elementos del conjunto son ma´s relevantes y
se constituyen como nu´cleos, mientras que los
elementos que dependen de ellos se refieren
como sate´lites. Dos oraciones pueden estar
tambie´n relacionadas, y bajo el mismo esque-
ma lo estarı´an sus nu´cleos. En la figura 1 ob-
tenida de [64] se puede ver la estructuracio´n
de una oracio´n basada en esta teorı´a.
La grama´tica siste´mico funcional (SFG) [39].
Para la lingu¨ı´stica siste´mico-funcional el len-
guaje es un recurso que permite construir
significado, y se estratifica en tres niveles de
abstraccio´n: sema´ntico, lexicograma´tico y fo-
nolo´gico/grafolo´gico. La SFG describe co´mo
se pueden expresar las funciones comunica-
tivas e incide en la dimensio´n social del len-
guaje. Esta teorı´a considera tres dimensiones
del significado: la proposicional, la interper-
sonal (relaciones entre emisor y receptor y
co´mo influyen en el uso de la lengua) y la
textual (co´mo se estructura y empaqueta la
informacio´n en un texto). Generalmente estas
dos u´ltimas metafunciones de la lengua no se
tratan en otras teorı´as lingu¨ı´sticas [7].
Grama´tica de adjuncio´n de a´rboles (Tree-
adjoining grammars - TAG) [47].
Una TAG es una grama´tica lexicalizada com-
puesta por un conjunto finito de a´rboles ba´si-
cos que incorporan contenido sema´ntico. Par-
tiendo de tales a´rboles, mediante operaciones
de sustitucio´n o unio´n (adjoining), es posible
construir un nuevo a´rbol etiquetado que re-
presente la derivacio´n correspondiente a una
oracio´n. Una de las ventajas que proporciona
el uso de una TAG es que resuelve en una
misma accio´n la planificacio´n de los mensajes
y su realizacio´n como oracio´n [50], aunque
esto comporte cierta pe´rdida de flexibilidad.
En la figura 2 vemos un ejemplo de uso.
Teorı´a sentido-texto de Mel’cˇuk (Meaning-Text
Theory (MTT)) [73].
Esta teorı´a utiliza un modelo de represen-
tacio´n que diferencia los niveles sema´ntico,
sinta´ctico, morfolo´gico y fone´tico. Estos tres
u´ltimos se desdoblan en representaciones
profundas y superficiales. Segu´n este modelo,
el proceso de GLN consistirı´a en la transfor-
macio´n progresiva de las representaciones a
trave´s de los niveles mencionados. Se utilizan
reglas de equivalencia para realizar la conver-
sio´n de un nivel a otro.
Teorı´a del centrado [37, 38].
La coherencia del discurso y el modo en que
se relacionan las entidades que lo compo-
nen se tratan en los llamados modelos de
cohesio´n discursiva. Entre ellos, la teorı´a del
centrado ha sido muy utilizada en LC en re-
lacio´n al problema de la ana´fora, feno´meno
lingu¨ı´stico que se da cuando elementos de
la oracio´n hacen referencia a entidades que
ya han aparecido en el discurso. Segu´n esta
teorı´a, un elemento de una parte del discurso
a nivel local se constituye como el foco de
atencio´n o centro de ese contexto, como la
entidad ma´s relevante a la que se refiere el
resto de proferencias. En lo que al proceso de
generacio´n respecta, afecta, por ejemplo, a la
seleccio´n y uso de pronombres y descripcio-
nes.
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Fig. 1. A´rbol RST
Fig. 2. Ejemplo de derivacio´n en un TAG. En la parte superior de la imagen aparecen los a´rboles elementales. Aplicando
sustitucio´n y adjuncio´n se genera el a´rbol de derivacio´n para la oracio´n “Mary likes the white rabbit”
3.2. Enfoques estadı´sticos
Como se indico´ anteriormente, los enfoques es-
tadı´sticos se basan en las probabilidades extraı´das
desde un volumen de texto base, ya sea un corpus,
anotado o no, texto procedente de la Web, etc.
Una de las herramientas primordiales para este
tipo de enfoques son los modelos de lenguaje (LM:
Language Models).
Un LM estadı´stico es un mecanismo que define
la estructura del lenguaje, es decir, restringe ade-
cuadamente las secuencias de unidades lingu¨ı´sti-
cas basa´ndose en una distribucio´n de probabilidad
que expresa la frecuencia de aparicio´n de una se-
cuencia de n palabras P (w1,w2, ...,wn) en un con-
junto de textos. Ası´, un buen LM puede determinar,
a partir de la probabilidad asociada a una frase,
si esta´ construida correctamente. Se dice en este
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caso que el LM acepta la frase. La rechaza cuando
la probabilidad asociada es baja, indicando que
tal secuencia no pertenece al lenguaje sobre el
que se ha realizado la distribucio´n de probabilidad.
Lo interesante para la tarea de generar lenguaje
natural, es que un buen LM puede predecir co´mo
se va a transformar una entrada (o parte de esa
entrada) dentro del sistema o en una de sus fases.
Uno de los factores que determina la calidad del
LM es el taman˜o del corpus o fuente de datos a
partir del cual se entrena, dado que la cantidad
de contextos de uso de una palabra o amplitud del
dominio al que se pueda aplicar el LM sera´ propor-
cional a la dimensio´n del cuerpo de entrenamiento.
A continuacio´n se describen tres de los LM ma´s
utilizados en GLN.
Modelo de n-gramas
Un n-grama es una subsecuencia de n ele-
mentos de una secuencia dada. El modelo de
n-gramas es un tipo de modelo probabilı´stico
que permite hacer una prediccio´n estadı´stica
del pro´ximo elemento que aparecera´ en una
secuencia de elementos sucedida hasta el
momento. Estos modelos pueden ser defini-
dos por una cadena de Ma´rkov1 de orden n-1.
La implementacio´n de estos modelos es sen-
cilla y resultan muy u´tiles en la construccio´n
de algoritmos de reconocimiento y de apren-
dizaje automa´tico. Sin embargo, los modelos
n-gramas son muy generales, por lo que es
necesario adaptarlo a cada aplicacio´n. Otra
de sus limitaciones es que solo son capaces
de capturar relaciones a corta distancia.
Modelos basados en grama´ticas estoca´sticas
Las grama´ticas estoca´sticas son aquellas en
las cada regla de la grama´tica tiene asocia-
da una probabilidad, de modo que el resul-
tado de la aplicacio´n de las reglas propor-
ciona una probabilidad que ha sido derivada
de ellas. Los modelos basados en grama´ticas
estoca´sticas representan las restricciones del
lenguaje de una manera natural. Adema´s, per-
miten modelar dependencias tan largas como
1Se conoce como cadena de Ma´rkov a un tipo especial de
proceso estoca´stico discreto en el que la probabilidad de que
ocurra un evento depende solamente del evento inmediatamen-
te anterior.
se deseen, aunque la definicio´n de estos mo-
delos y sus para´metros entran˜a gran dificultad
para tareas complejas.
Modelos del lenguaje factorizados
Los modelos del lenguaje factorizados (FLM:
Factored Language Model), presentados por
[9], son una extensio´n de los LM. En los
FLM, una palabra se ve como un vector de
k caracterı´sticas o factores(Factors), de mo-
do que wt ≡ {f1t , f2t , . . . , fKt }. Estos facto-
res pueden ser cualquier cosa, incluyendo
clases morfolo´gicas, raı´ces, o cualquier otra
caracterı´stica le´xica, sinta´ctica o sema´ntica.
Un FLM proporciona un modelo probabilı´stico
P (f |f1, . . . , fN ) donde la prediccio´n de una
caracterı´stica f esta´ basada en N padres
{f1, . . . , fN}. Por ejemplo, si w representa un
token de palabra y t representa una categorı´a
gramatical (POS: Part-Of-Speech), la expre-
sio´n P (wi|wi−2,wi−1, ti−1) ofrece un mode-
lo para predecir el actual token de palabra
basa´ndose en el modelo tradicional n-grama
ası´ como en la POS de la palabra anterior.
3.3. Enfoques hı´bridos
Los enfoques hı´bridos son aquellos que combi-
nan las te´cnicas basadas en conocimiento y las
estadı´sticas para realizar las distintas tareas que
competen a la GLN. La aplicacio´n FLIGHTS [101]
es un ejemplo de este tipo de sistemas hı´bridos.
En e´l se presenta informacio´n de vuelos de forma
personalizada para cada usuario (p.ej., conside-
rando si el usuario es un estudiante o un viajero
frecuente). En su desarrollo se consideran distin-
tas bases de conocimiento (modelos de usuario,
modelos de dominio e historial de dia´logos) para
realizar la seleccio´n del contenido que debe apa-
recer en la salida. Posteriormente dicho contenido
se estructura a partir de plantillas y se genera
el texto final utilizando el framework OpenCCG2.
Esta herramienta emplea internamente modelos
de n-gramas y FLM. Tanto la seleccio´n como la
estructuracio´n o generacio´n del texto son diferen-
tes fases de la GLN, se ven con ma´s detalle a
continuacio´n.
2http://openccg.sourceforge.net/
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4. Fases de un sistema de GLN
En la seccio´n anterior se ha presentado un con-
junto de enfoques y teorı´as que se pueden utilizar
en un proceso de GLN. Desde una perspectiva ge-
neral, este proceso podrı´a describirse como la rea-
lizacio´n de un conjunto de tareas cuya finalidad es
transmitir, en lenguaje natural, cierta informacio´n a
una audiencia para conseguir un objetivo. Por tan-
to, tan importante para el sistema es caracterizar
la entrada y la salida como considerar el contexto
y el objetivo comunicativo. Especificar las tareas
o fases para que el sistema cumpla su propo´sito
implica que cada una de ellas debe contemplar
y concretar tales aspectos. Sin embargo, es e´ste
un campo para el que no existe un consenso claro
debido a la multiplicidad de opciones que posibilita,
ya sea en cuanto a los objetivos comunicativos, a
los dominios de aplicacio´n o a los tipos de texto
generado.
Conside´rese, por ejemplo, la entrada al sistema.
Tal y como se comenta en [12], para caracterizar
la entrada se tendrı´a en cuenta en primer lugar el
tipo de dato, esto es, por un lado su formato (grafo
sema´ntico, base de datos, plantilla,...) y por otro
el lenguaje en que se presenta (lo´gica de primer
orden, ontologı´as,...). Tambie´n se deberı´a conside-
rar su taman˜o (un grafo de dimensiones reducidas,
miles de webs,...) y su grado de (in)dependencia
tanto respecto al dominio como respecto a la tarea
para la que se emplee. Son muchas variables a
tener en cuenta tanto a nivel general a la hora de
disen˜ar el sistema como a nivel particular en el
momento de especificar cada una de sus fases.
Sin embargo, esto no ha impedido que se hayan
llevado a cabo esfuerzos para definir arquitecturas
gene´ricas en el a´mbito de la GLN, como RAGS
[69], o que se acostumbre a referir las tareas y
mo´dulos de este a´mbito haciendo alusio´n al mo-
delo planteado en [81]. Se describen estos plan-
teamientos a continuacio´n.
Se ha mencionado RAGS (Reference Architec-
ture for Generation Systems). Este sistema se
desarrollo´ a finales del siglo pasado a partir del
ana´lisis de las arquitecturas empleadas por diver-
sos sistemas de GLN existentes en el mercado3.
El proyecto no buscaba definir un esta´ndar, si no
ma´s bien establecer un punto de referencia. Su
propo´sito principal era favorecer la reusabilidad
y la comparacio´n de las tecnologı´as empleadas
en GLN, ası´ como favorecer la evaluacio´n de las
mismas. Del ana´lisis realizado, se extrae una cla-
sificacio´n de las tareas similar a la de [81], pero
divergente en algunos matices. Ası´, en [13], se
describen las siete fases que determina RAGS,
que suelen aparecer agrupadas en tres conjuntos:
Lexicalizacio´n y generacio´n de expresiones de
referencia, encarga´ndose de la eleccio´n de
las palabras finales y de la planificacio´n de la
descripcio´n de los objetos.
Agregacio´n y segmentacio´n, responsables de
la combinacio´n de varias estructuras en una
ma´s compleja o de la divisio´n de la informa-
cio´n en oraciones y pa´rrafos.
Estructuracio´n reto´rica, ordenamiento y cen-
trado/prominencia/tema, a cargo de la deter-
minacio´n de las relaciones reto´ricas entre los
mensajes, de la eleccio´n del orden de los
elementos del texto y de la relacio´n tanto de
las oraciones entre sı´ como de e´stas con el
tema del discurso. La teorı´a del centrado se
explico´ con ma´s detalle en la seccio´n 3.1, y
hacı´a alusio´n a la determinacio´n del foco o
centro local al que se referı´an otros elementos
cercanos. En cuanto a la prominencia, e´sta
indica, en relacio´n a una entidad o hecho, su
relevancia respecto al tema del discurso. En
la tarea de generacio´n constituye un criterio
para determinar la incorporacio´n de ciertos
elementos al texto final.
Sin embargo, no se presenta este conjunto como
un grupo esta´tico de componentes, si no como
el conjunto de tareas ma´s identificadas en los
sistemas de GLN que analizaron. Lo que conclu-
yen los autores de RAGS es que en los sistemas
reales una tarea puede implementarse en diferen-
tes mo´dulos, no esta´ exclusivamente asociada a
3No es el propo´sito de este artı´culo describir las fuentes del
proyecto RAGS, puede consultarse el estudio completo en el
informe te´cnico [74].
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un mo´dulo concreto, e incluso puede ser imple-
mentada en varios mo´dulos del mismo sistema,
poniendo de manifiesto la dificultad asociada a una
especificacio´n concreta de las interfaces corres-
pondientes.
Si bien la idea que prevalece hasta ahora es
que ni las fronteras entre mo´dulos ni tan siquiera
los mo´dulos mismos esta´n claramente definidos, sı´
es posible tomar un punto de partida que ayude a
determinar la forma que corresponda a un sistema
de GLN en lo ma´s general. En este artı´culo ese
punto de partida se encuentra planteado en un
texto escrito en el an˜o 2000 por Ehud Reiter y
Robert Dale [81] que se ha convertido en texto de
referencia en el campo de la GLN. De acuerdo con
el mismo, las funcionalidades que corresponden
a un sistema de GLN, que se desarrollara´n ma´s
abajo, se distribuyen en siete tareas y la relacio´n
que se establece entre ellas se puede representar
mediante una arquitectura ba´sica de tres mo´dulos:
Macro planificacio´n. El primer mo´dulo del sis-
tema debe determinar que´ decir y organizarlo
en una estructura coherente, dando lugar a
un plan del documento. Lo hace mediante dos
tareas:
• Seleccio´n de contenido
• Estructuracio´n del documento
Micro planificacio´n. Partiendo del plan del do-
cumento que llega como entrada desde el
mo´dulo anterior, se generara´ una planificacio´n
del discurso. Se seleccionan las palabras y las
referencias adecuadas, se dota a los mensa-
jes de una estructura lingu¨ı´stica y se agrupa
la informacio´n en oraciones. Las tareas que
intervienen son las siguientes:
• Agregacio´n de sentencias
• Lexicalizacio´n de estructuras sinta´cticas
• Generacio´n de expresiones referenciales
Realizacio´n. A estas alturas del proceso, se
dispone de una representacio´n de las oracio-
nes que van a conformar la salida del sistema.
El mo´dulo de realizacio´n genera la salida final,
sea e´sta texto o habla, las oraciones concre-
tas que la conforman ası´ como la estructura
que hayan de presentar. Dos tareas se suce-
den finalmente:
• Realizacio´n lingu¨ı´stica
• Realizacio´n de la estructura
En la figura 3 se muestra esta distribucio´n de
funcionalidades en tres bloques principales. En
ocasiones se an˜ade un bloque de preprocesado
de datos, pero esto se comentara´ con ma´s detalle
en la siguiente seccio´n. Antes de detenernos en la
descripcio´n de cada una de las tareas, un apunte
ma´s respecto a la arquitectura de un sistema GLN.
Las diferentes tareas aludidas se relacionan en
el planteamiento de [81] de forma secuencial. Los
procesos de transformacio´n sobre la informacio´n
se suceden unidireccionalmente, lo que impide
que se produzcan revisiones o que se pueda mo-
dificar lo establecido en fases superadas. Se trata
en este caso de una arquitectura secuencial. Pe-
ro existen otras arquitecturas posibles, tal y co-
mo vemos en [31]. Una arquitectura integrada o
monolı´tica apenas establece separacio´n entre los
mo´dulos. Las partes del sistema no se pueden re-
utilizar pero, a cambio, el sistema es eficiente [48].
En [43] se contempla un ejemplo de arquitectura
interactiva, en la que la informacio´n ya no fluye
en una direccio´n u´nica y decisiones posteriores
pueden modificar la salida de los mo´dulos. En
arquitecturas de pizarra los mo´dulos modifican la
informacio´n, que esta´ ubicada en una zona comu´n,
hasta que el resultado es aceptable [14]. Por u´lti-
mo, se empleara´ la caracterizacio´n de arquitectura
basada en revisio´n cuando se de´ el caso de que
la informacio´n circule cı´clicamente por los diferen-
tes mo´dulos del sistema hasta que se obtenga el
resultado.
Hasta ahora se ha hablado de la posible clasifi-
cacio´n de los sistemas de GLN segu´n su entrada
(datos o texto) o segu´n su propo´sito (seccio´n 2).
Tambie´n se han introducido los posibles enfoques
desde los que se afronta la tarea de la GLN (sec-
cio´n 3) y se ha planteado una arquitectura de refe-
rencia. El marco definido conduce al ana´lisis de las
te´cnicas en que se concretan todos los aspectos
mencionados. Sin embargo, esto no se vera´ hasta
la seccio´n 5 dado que se hace imprescindible para
comprender el desarrollo de tales te´cnicas y, ma´s
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Fig. 3. Arquitectura de referencia para un sistema general de GLN
au´n, para seleccionar las ma´s adecuadas en el
disen˜o de un sistema de GLN, un conocimiento de
las tareas especı´ficas que pretenden resolver. Tal
es el cometido de las pro´ximas secciones.
4.1. Macro planificacio´n
La fase de macro planificacio´n es tambie´n co-
nocida como fase de planificacio´n del documento.
Comprende la toma de decisiones respecto a que´
informacio´n incluir en la salida del sistema y la
determinacio´n de la estructura que adoptara´ (la
forma de organizar dicha informacio´n).
En la seccio´n 2.1 se han clasificado los sistemas
de GLN segu´n el tipo de entrada. En este sentido,
se establecı´a una diferencia entre aquellos siste-
mas en los que la entrada era un texto y aquellos
cuya entrada estaba conformaba por un conjunto
de datos estructurados. Profundizando en esta dis-
tincio´n inicial, lo que se constituya como entrada
puede adoptar muchas formas. La manera ma´s
sencilla de verlo es a trave´s de algunos ejemplos.
Si el sistema va a transmitir conclusiones extraı´das
de una encuesta, la entrada la conformara´n las
respuestas de los usuarios a las preguntas (sis-
tema STOP [82]). Si se trata de un sistema de
recomendaciones, la entrada la constituye tanto
un conjunto de descripciones de los elementos
a recomendar como las anteriores consultas del
usuario, sus preferencias o la pregunta concreta
que realiza al sistema, por ejemplo, la solicitud
“Compara restaurantes en el centro de Manhattan”
que se le hace al sistema MATCH [46]. Un ejemplo
ma´s: el de un sistema que proporciona el resumen
meteorolo´gico de un mes y que cuenta con una ba-
se de datos con abundante informacio´n acumulada
(sistema SUMGEN-W [81]). En este sistema se
decide que la informacio´n entre como un conjunto
de registros diarios (ve´ase figura 4).
Lo que se observa a trave´s de estos ejemplos es
que la tarea de formalizar la entrada al sistema, y
a la fase de macro planificacio´n por ser la primera
del proceso, debe llevarse a cabo desde una pers-
pectiva amplia. De esta forma, tal y como aparece
reflejado en la figura 3, se ha de considerar junto
a la fuente de conocimiento de la que se nutre el
sistema (ya sea corpus, ontologı´a, base de datos
o texto) tanto el objetivo comunicativo como el
contexto del discurso (la historia del discurso, lo
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Fig. 4. Entrada para el sistema SUMGEN-W de resu´me-
nes meteorolo´gicos. Registro diario
generado anteriormente). Y tambie´n el modelo de
usuario: a quie´n va dirigido el texto. Pues todo ello
condiciona tanto el resultado final como el de las
etapas intermedias.
Por otro lado, como se indico´ ma´s arriba, algu-
nos autores an˜aden una fase de preprocesamiento
previa a la fase de macro planificacio´n [78]. Esta
fase serı´a necesaria cuando los datos han de ser
analizados e interpretados. El ana´lisis se ocupa de
extraer patrones de los datos mientras que la etapa
de interpretacio´n se realiza para inferir mensajes
u´tiles en el dominio de la aplicacio´n. El registro
que se ha mostrado para el sistema SUMGEN-W
(figura 4) se obtendrı´a, por ejemplo, tras el proce-
samiento de un conjunto de datos como el de la
figura 5.
Respecto a la salida de este mo´dulo, suele
adoptar la forma de a´rbol con mensajes en sus
nodos terminales, es el llamado plan del documen-
to. Los mensajes son unidades elementales del
discurso procedentes del dominio susceptibles de
ser expresadas a trave´s de oraciones. Y junto a los
mensajes se incorpora informacio´n relativa al mo-
do en que se relacionan. La figura 6 es el plan del
documento asociado a la tabla 2. Pertenece a un
sistema que procesa informacio´n meteorolo´gica,
SumTime, que se ha mencionado anteriormente
en la seccio´n 2.2.
Tabla 2. Entrada para SumTime. Previsio´n de viento
para 19 de septiembre, 2000








Fig. 6. Plan del documento de SumTime
Como se puede observar en la figura 6, el nodo
raı´z indica que la informacio´n debera´ estar con-
tenida en un pa´rrafo. Tambie´n facilita informacio´n
respecto al orden que se establece entre los nodos
y al valor de los para´metros que comparten.
4.1.1. Seleccio´n de contenido
La seleccio´n de contenido es la tarea que per-
mite al sistema elegir y obtener la informacio´n que
deberı´a ser comunicada en el texto final: la ma´s
relevante para el usuario acorde con el objetivo
comunicativo y la situacio´n, que incluye aspectos
tan diversos como el taman˜o que corresponde a
la salida del sistema, el nivel de conocimiento del
usuario o la historia del discurso hasta el momento.
Dado que esta fase es la que menos relacio´n
guarda con el procesamiento lingu¨ı´stico, algunos
autores la han situado fuera del sistema de GLN.
Es el caso de [28], donde los autores proponen
una nueva frontera que deja fuera de la disciplina
aquellas acciones cuya naturaleza no sea estric-
tamente lingu¨ı´stica, considerando que las estrate-
gias de seleccio´n no lo son. Un planteamiento ma´s
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Fig. 5. Datos iniciales que preprocesa SUMGEN-W
flexible se propone en [66], el autor establece una
divisio´n entre dos aplicaciones: un generador, que
se harı´a cargo del procesamiento lingu¨ı´stico y otra,
a la que llama de el speaker, cuya funcio´n serı´a la
de determinar que´ decir pasando esta informacio´n
al generador. Aun con tal separacio´n, se considera
que formarı´an parte de un mismo sistema que las
necesita a ambas.
4.1.2. Estructuracio´n del documento
Para conseguir un texto coherente es preciso
que los elementos que lo configuran este´n debida-
mente estructurados. Cohesio´n y coherencia son
los principios que permiten que un conjunto de ora-
ciones constituyan un discurso. Hacen referencia
al modo en que las unidades textuales se relacio-
nan entre sı´ y permiten que se puedan realizar in-
ferencias a partir de la informacio´n proporcionada
o que se puedan identificar de forma no ambigua
los elementos correferentes. Esa coherencia com-
pete tanto a las oraciones como a los mensajes
que las componen.
Por todo ello, se hace necesaria una tarea que,
ya sea durante el proceso de seleccionar los men-
sajes o despue´s de haberlo hecho, determine la
estructura que vaya a tener en el texto final, la
relacio´n que guardan unos elementos con otros,
dado que tal ordenacio´n supone el primer paso
hacia el discurso correcto.
De nuevo, tal y como ocurre con el resto de
etapas en GLN, tanto para seleccionar las te´cnicas
con que afrontar esta fase como para determinar
el tipo de estructura que se necesita, se han de
considerar aspectos extralingu¨ı´sticos. No tendra´ la
misma estructura un texto que explique un proceso
que uno que compare dos propuestas, esto aten-
diendo al objetivo comunicativo. Si se considera
el contexto, se debe mostrar una continuidad con
las estructuras precedentes para no desorientar al
usuario.
4.2. Micro planificacio´n
En el mo´dulo de micro planificacio´n se toma
como entrada el plan del documento, que es el
producto de la macro planificacio´n en el que se
indican los mensajes que deben formar parte del
texto final ası´ como la relacio´n que se establece
entre ellos, su estructura. Las operaciones que se
llevan a cabo a partir de ese plan en las diferen-
tes etapas que competen a este mo´dulo de micro
planificacio´n son eminentemente lingu¨ı´sticas. Para
conseguir su cometido pueden tomar como fuente
bases de conocimiento u ontologı´as y consideran,
para realizar adecuadamente sus elecciones, tanto
el objetivo comunicativo como el modelo de usua-
rio, esto es, la caracterizacio´n del receptor.
La salida de este mo´dulo es la especificacio´n
del texto o plan del discurso. El texto que se ha
de generar debera´ estar completamente caracte-
rizado en tal especificacio´n. La forma de la salida
de nuevo adopta la forma de a´rbol en el que se
presentara´n los lı´mites de las oraciones, sus rela-
ciones sinta´cticas, las palabras que contienen o las
relaciones de correferencia.
Son las decisiones que se han de tomar en este
mo´dulo las que determinan las etapas a seguir:
Agregacio´n, o co´mo agrupar las estructu-
ras procedentes del plan de documento para
constituir conjuntos coherentes de mensajes.
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Eleccio´n le´xica o lexicalizacio´n, pues se de-
ben determinar las palabras que se utilizaran
para expresar los conceptos y los hechos con-
tenidos en el plan del documento.
Generacio´n de Expresiones Referenciales
(GER), dado que un mismo concepto o enti-
dad puede aparecer en diferentes ocasiones a
lo largo del texto y se debe elegir de que modo
referenciarlo o describirlo en cada aparicio´n.
4.2.1. Agregacio´n
En la etapa de agregacio´n se han de determi-
nar las combinaciones que se realizara´n sobre los
elementos informativos que incorpora el plan del
documento. Tambie´n es competencia de esta fase
establecer un orden entre el resultado de tales
combinaciones. Para algunos autores, el objetivo
serı´a eliminar la redundancia [22], mientras que
para otros lo que se persigue es la combinacio´n
de los mensajes [18]. En cualquier caso, sea cual
sea la perspectiva adoptada, el resultado hara´ pre-
valecer la concisio´n y la simplicidad sinta´ctica para
producir un texto coherente [8].
Se puede llevar a cabo la agregacio´n de dos ora-
ciones siguiendo distintos mecanismos. Se mues-
tran a continuacio´n algunos ejemplos sencillos:
Conjuncio´n simple: no cambia el contenido
le´xico ni sinta´ctico de los componentes.
“Ana es de Murcia. Luis es de Albacete.”
“Ana es de Murcia y Luis es de Albacete.”
Conjuncio´n mediante componentes comparti-
dos: si se producen modificaciones, se busca
que un elemento repetido aparezca una u´nica
vez:
“Ana compro´ cebollas. Luis compro´ cebollas.”
“Ana y Luis compraron cebollas.”
Inclusio´n: desde la perspectiva lingu¨ı´stica, la
forma ma´s compleja de agregacio´n, intervi-
niendo oraciones subordinadas. En [18] apa-
rece el siguiente ejemplo:
“La casa esta cerca del puente. La casa es
bonita.”
“La casa que esta´ cerca del puente es bonita.”
Agregacio´n le´xica: cuyo objetivo es expresar
con un solo te´rmino el significado de un con-
junto de te´rminos. Se relaciona a su vez con
la lexicalizacio´n, pues se debe elegir el com-
ponente le´xico que sustituira´:
“Reacciona con el flu´or, el cloro, el bromo y el
yodo.”
“Reacciona con los halo´genos.”
En un sistema de GLN se seleccionara´n los
mecanismos adecuados para realizar estas tareas.
Como en otras etapas del sistema, no se puede
dejar de considerar aspectos como el perfil del
usuario (puede requerir textos ma´s o menos com-
plejos), los requisitos del sistema (disponer de un
espacio limitado favorece la concisio´n del texto),
etc.
4.2.2. Lexicalizacio´n
La lexicalizacio´n es la etapa de la GLN que se
encarga de seleccionar las palabras especı´ficas
o estructuras sinta´cticas concretas con las que
referirse al contenido seleccionado en fases ante-
riores.
Cuando se dispone de varias opciones deben
considerarse aspectos como el conocimiento y
preferencias de los usuarios, la consistencia tanto
con el le´xico ya empleado como con la historia del
discurso o la relacio´n con las tareas de agregacio´n
y Generacio´n de Expresiones Referenciales (GER)
(ve´ase seccio´n 4.2.3) propias de esta fase.
La variedad de opciones que se puede plantear
para un mismo mensaje puede ser tanto sinta´ctica
como sema´ntica [81]. Si el mensaje que se quiere
transmitir es la escasez de lluvia durante un mes,
se dispone de mu´ltiples posibilidades:
Variaciones en la categorı´a sinta´ctica:
Sujeto: “la lluvia fue muy pobre”
Sintagma adjetival: “mucho ma´s seco que la
media”
Variaciones sema´nticas:
Valores absolutos: “muy seco, una lluvia muy
pobre”
Valores comparativos: “unas medidas muy por
debajo de la media, mucho ma´s seco que la
media”
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Cuando esto ocurre y se dispone de varias op-
ciones, deben considerarse aspectos como el co-
nocimiento y preferencias de los usuarios, el nivel
de formalidad (p.ej. “padre” frente a “papa´”), la
consistencia tanto con el le´xico ya empleado como
con la historia del discurso (p.ej. se ha de expresar
contraste, si ya aparece “sin embargo”, se utili-
za “no obstante”) o la relacio´n con las tareas de
agregacio´n y GER propias de esta fase de micro
planificacio´n.
4.2.3. Generacio´n de expresiones
referenciales
En determinados contextos lingu¨ı´sticos, la selec-
cio´n de una representacio´n u otra para un concep-
to puede generar ambigu¨edad. Dentro del discurso
se debe poder diferenciar las entidades y encontrar
las caracterı´sticas particulares que contribuyan a
satisfacer los objetivos comunicativos. Determinar
el modo en que se hace referencia a las entidades
y conceptos que forman parte del plan del docu-
mento para evitar que se produzca ambigu¨edad
es la funcio´n de la GER. Ası´, siguiendo a [81], se
asumira´ que las expresiones referenciales deben
incluir la informacio´n que nos permita una iden-
tificacio´n unı´voca de un referente en el contexto
del discurso, evitando redundancias o exceso de
informacio´n.
La definicio´n del problema que ocupa a la GER
es una de las ma´s consensuadas en el a´mbito de
la GLN.
La arquitectura que se esta´ tomando como refe-
rencia en este artı´culo es secuencial. Esto implica
que la GER debe llevarse a cabo a partir de los
contenidos seleccionados en la primera fase del
sistema. Por tanto, cuando se produzca la selec-
cio´n, e´sta debe adelantar lo que vaya a necesitar
la GER, considerando que la forma que adopta la
descripcio´n de una entidad depende del lugar que
ocupa en el contexto del discurso. En este sentido,
es habitual la distincio´n que se lleva a cabo entre
la primera alusio´n a una entidad en el discurso
(referencia inicial) y cualquier otra referencia en el
resto del discurso, que habra´ de tomar en cuenta lo
dicho hasta ese momento. Existe la posibilidad de
que sea la GER la que solicite al selector del con-
tenido lo que necesite para construir una descrip-
cio´n adecuada. Esto implicarı´a una comunicacio´n
bidireccional que no es posible en la arquitectura
secuencial aquı´ propuesta, sin embargo, sı´ lo es
desde otras perspectivas, tal y como se presenta
en trabajos como [42], en el que se plantea la
generacio´n de descripciones guiada por la GER
frente a la guiada por la seleccio´n del contenido.
4.3. Realizacio´n
Las tareas asociadas al mo´dulo de realizacio´n
van a tener como objetivo final generar las ora-
ciones reales que formara´n parte de la salida del
sistema, ası´ como su estructura y formato depen-
diendo de los requisitos de la aplicacio´n que con-
tenga el mo´dulo. La sintaxis, la morfologı´a y la or-
tografı´a son aspectos que se trabajan en las fases
de este mo´dulo, que emitira´ finalmente un texto
gramaticalmente correcto y susceptible de recibir
el postprocesamiento que le otorgue el formato
precisado.
La entrada sobre la que trabaja esta fase es
la especificacio´n del texto o plan del discurso,
producida por el mo´dulo de micro planificacio´n,
que es un conjunto de especificaciones relativas
a las oraciones y a su estructura en el discurso
final. Se puede pensar en el mo´dulo de realizacio´n
como el conjunto de tareas que van a traducir esas
especificaciones en la salida que un usuario va a
recibir.
Con el objetivo de diferenciar la etapa que con-
vierte las especificaciones en oraciones y la que
les da un formato, se distinguen dos subtareas
dentro de esta fase final: la realizacio´n lingu¨ı´stica y
la realizacio´n de la estructura.
4.3.1. Realizacio´n lingu¨ı´stica
La realizacio´n lingu¨ı´stica va a determinar el mo-
do en que las representaciones abstractas de las
oraciones se convierten en texto real.
En la figura 7 aparece la entrada para una he-
rramienta llamada RealPro4 [59]. El resultado en
4RealPRO es una herramienta empleada en GLN centrada
en el a´mbito de la realizacio´n. Se analizara´ ma´s ampliamente
en la seccio´n 6.1.
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este caso serı´a la oracio´n “Marzo tuvo algunos
dı´as lluviosos”.
Fig. 7. Representacio´n sinta´ctica para RealPRO
4.3.2. Realizacio´n de la estructura
El u´ltimo paso del proceso de GLN esta´ to-
talmente condicionado por la aplicacio´n. En este
punto el resultado de los pasos anteriores recibira´
un formato para aparecer en un medio determi-
nado. Puede ocurrir que se vaya a mostrar en
una pa´gina web y precise de etiquetas HTML o
que deba convertirse en voz en un dia´logo con
un usuario. Son solo dos ejemplos pero hay mu´lti-
ples posibilidades. Por tanto, son propias de esta
etapa acciones como la inclusio´n de marcas en
el documento (HTML, LATEX, RTF, SABLE
5) o la
creacio´n de un a´rbol que incluya atributos propios
del recipiente final (puntuacio´n, vin˜etas, etc...). Un
ejemplo de este tipo de a´rbol se muestra en la
figura 8.
Respecto a la realizacio´n de la presentacio´n me-
diante marcas, en la figura 9 se puede contrastar
co´mo se definirı´a para HTML y co´mo para LATEX:
Un ejemplo de sistema con salida multimodo en
el que se pone de manifiesto la necesidad de una
etapa como e´sta es MATCH [46], una aplicacio´n
que hace recomendaciones y proporciona infor-
macio´n sobre restaurantes en la ciudad de Nueva
York. En este sistema, la realizacio´n de la estruc-
tura facilita el geoposicionamiento de los locales
en un mapa y determina el formato de texto y la
voz. Frente a una peticio´n como “Show me Italian
restaurants in the West Village”, en primer lugar
mostrara´ el mapa con las ubicaciones. El objeti-
vo del usuario es decidir entre las opciones que
le proporciona, de modo que solicita al sistema:
“Compare these restaurants” trazando un cı´rculo
5SABLE es un lenguaje de marcado XML empleado para
anotar texto cuyo objetivo es la sı´ntesis de voz.
Fig. 8. Indicaciones para generar la salida [69]
Fig. 9. Estructuras lo´gicas para web(HTML) y para LATEX
alrededor de los restaurantes sugeridos, tal y como
aparece en la figura 10. De nuevo MATCH genera
una salida, pero esta vez con forma de texto/voz:
“Compare-A: Among the selected restaurants, the
following offer exceptional overall value. Uguale’s
price is 33 dollars. It has excellent food quality
and good decor. Da Andrea’s price is 28 dollars. It
has very good food quality and good decor. John’s
Pizzeria’s price is 20 dollars. It has very good food
quality and mediocre decor ”.
4.4. Ejemplos del proceso de generacio´n
De acuerdo con la arquitectura presentada en
esta seccio´n, consistente en las fases de macro
planificacio´n, micro planificacio´n y realizacio´n, se
exponen a continuacio´n dos ejemplos del proceso
de generacio´n implementados por sendos siste-
mas de GLN que plantean la secuenciacio´n de
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Fig. 10. Resultado del sistema MATCH para localizar
restaurantes en West Village y solicitud de comparacio´n
tareas desde puntos de vista diferentes. Por una
parte, en BabyTALK [34] se emplea para el proce-
so de GLN la arquitectura de fases tal y como se
ha descrito previamente. Por otra parte, en PES-
CaDO [100] el proceso se reduce a dos etapas,
una similar a la macro planificacio´n y otra que
realiza el resto de generacio´n lingu¨ı´stica.
En la seccio´n 6.1 se revisara´n otras herramien-
tas empleadas en GLN ası´ como sistemas que
acometen subtareas de las fases.
4.4.1. BabyTALK
BabyTALK es un sistema que genera informes
sobre el estado de pacientes neonatales depen-
diendo del tipo de usuario al que van dirigidos
(me´dicos, enfermeros, padres, etc.). Este sistema
esta´ basado en la arquitectura de tres mo´dulos
explicada anteriormente con el an˜adido de dos
fases de preprocesamiento de datos. Esto es ası´
debido a que la entrada al sistema, como puede
verse en la figura 11, procede de un conjunto de
canales que hacen llegar informacio´n fisiolo´gica
del paciente neonatal, como el ritmo cardiaco, la
presio´n de la sangre o la temperatura.
En la primera fase de preprocesamiento de da-
tos, se realiza un ana´lisis de la sen˜al de entrada
que dara´ lugar a la identificacio´n de eventos me´di-
camente significativos y a patrones o tendencias a
corto y largo plazo.
En la fase de interpretacio´n de datos, partiendo
de la identificacio´n obtenida en la fase anterior
(figura 11), se agrupan un conjunto de eventos
comunes a uno de ma´s alto nivel y se interpretan.
Como resultado de esta fase, se obtiene el conjun-
to de eventos interpretados.
Estos eventos son tomados por la fase de macro
planificacio´n y son posteriormente ordenados for-
mando un a´rbol de eventos, siendo e´ste la salida
de la fase.
Finalmente, en este sistema, se realiza conjun-
tamente las fases de micro planificacio´n y reali-
zacio´n, donde, primero se convierte el a´rbol de
eventos de la fase anterior en una estructura de
evento a la que se le ira´n an˜adiendo diversos con-
ceptos como la vinculacio´n de los eventos entre
sı´, y finalmente, partiendo de esta estructura se
genera el texto final. La salida final para el ejemplo
visto en la figura 11 es:
You saw the baby between 16:40 and 17:25.
Heart Rate (HR) = 155. Core Temperature (T1) =
36.9. Peripheral Temperature (T2) = 36.6. Trans-
cutaneous Oxygen (TcPO2) = 9.0. Transcutaneous
CO2 (TcPCO2) = 7.4. Oxygen Saturation (SaO2) =
94. Over the next 24 minutes there were a number
of successive desaturations down to 0. Fraction
of Inspired Oxygen (FIO2) was raised to 100 %.
There were 3 successive bradycardias down to 69.
Neopuff ventilation was given to the baby a number
of times. The baby was re-intubated successfully.
The baby was resuscitated. The baby had bruised
skin. Blood gas results received at 16:45 showed
that PH = 7.3, PO2 = 5, PCO2 = 6.9 and BE = -0.7.
At 17:15 FIO2 was lowered to 33 %. TcPO2 had
rapidly decreased to 8.8. Previously T1 had rapidly
increased to 35.0.
4.4.2. PESCaDO
PESCaDO (Personalised environmental servi-
ce configuration and delivery orchestration) es
un proyecto desarrollado para ofrecer informacio´n
medioambiental personalizada segu´n el perfil de
usuario, sus preferencias y su ubicacio´n. Genera
un informe partiendo de una base de conocimien-
to medioambiental ba´sico que combina con datos
procedentes de servicios web ası´ como informa-
cio´n relativa a otros perfiles de usuario. Esto le per-
mite realizar las tareas de seleccio´n de contenido y
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Fig. 11. Salidas y entradas de las fases en BabyTALK
Fig. 12. Diferentes estratos de transformacio´n en un sistema que se fundamenta en la MTT
de evaluacio´n de calidad de los datos apoya´ndose
en informacio´n relevante y actualizada.
Respecto a la fase de macro planificacio´n, la
seleccio´n de contenido se lleva a cabo a partir de la
solicitud del usuario que da lugar a la poblacio´n de
una ontologı´a multinivel. Los nodos que la consti-
tuyan sera´n agrupados por temas, de modo que se
puedan extraer mensajes como unidades elemen-
tales del discurso susceptibles de ser asociados
a un conjunto de esquemas que determinara´n la
estructura del mismo.
El resto del procesamiento no se cin˜e exac-
tamente a la arquitectura enunciada por Reiter,
aunque sı´ lleva a cabo un proceso de generacio´n
lingu¨ı´stica a partir del plan del documento obte-
nido. Se introduce este sistema para contrastar
su implementacio´n con la de otros sistemas ma´s
cercanos al modelo cla´sico. En el presente ca-
so, el mo´dulo encargado de transformar aquella
estructura abstracta en una salida adecuada to-
ma como base teo´rica la MTT (ve´ase la seccio´n
3.1). El proceso consiste en mapear las diferentes
estructuras lingu¨ı´sticas adyacentes empleando un
conjunto de reglas de transicio´n para cada nivel de
transformacio´n, mediante una herramienta llama-
da MATE [99].
La diferencia ma´s evidente respecto a sistemas
que implementan los tres mo´dulos es que segu´n
este planteamiento, el proceso de generacio´n se
lleva a cabo en dos fases, la que genera el plan
del documento y la que lo realiza empleando he-
rramientas lingu¨ı´sticas o te´cnicas estoca´sticas.
En la figura 12 se puede observar un ejemplo
de las diferentes estructuras formando parte de un
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proceso de transformacio´n que lleva desde el plan
del contenido, que aparece como una representa-
cio´n de mensajes sema´nticos, hasta la lineariza-
cio´n y morfologizacio´n que produce finalmente una
oracio´n del informe.
En cuanto a la entrada y a la salida del siste-
ma, las primera se lleva a cabo a trave´s de una
interfaz interactiva, introduciendo datos como la
fecha sobre la que se requiere el informe, el lugar
o algu´n tipo de dato medioambiental especı´fico.
Un ejemplo de salida producido por el sistema en
ingle´s se muestra en la figura 13.
5. Te´cnicas aplicadas a las fases
En esta seccio´n se describira´n algunas de las
te´cnicas empleadas en GLN considerando las fa-
ses en las que se utilizan comu´nmente. En oca-
siones se pondra´ de manifiesto que esa relacio´n
no esta´ estrictamente definida y que a la hora de
disen˜ar el sistema, en ese sentido, la aplicacio´n
de las te´cnicas es bastante flexible. Se ofrecera´
una descripcio´n general de las te´cnicas ası´ como
ejemplos concretos de sistemas que las emplean,
sen˜alando su relacio´n con los enfoques estadı´sti-
cos y basados en conocimiento que se plantearon
en la seccio´n 3.
5.1. Te´cnicas de macro planificacio´n
La macro planificacio´n es la fase inicial de un
sistema de GLN. Como se indico´ anteriormente,
en esta fase se lleva a cabo tanto la seleccio´n del
contenido como la estructuracio´n del documento.
Se ha aludido a una posible clasificacio´n general
de las te´cnicas asociadas a esta fase atendiendo
a si la seleccio´n de contenido antecede o sucede
a la creacio´n de la estructura. Como resultado, se
habla de un enfoque de arriba a abajo cuando se
dispone de la estructura y se selecciona el conteni-
do para completarla. En sentido contrario, se habla
de enfoques de abajo a arriba cuando se dispone
de los mensajes, de las unidades informativas, y
es su composicio´n la que da lugar a la estructura
del documento [8]. Concretando un poco ma´s los
mecanismos empleados, McDonald en [66] propo-
ne una triple divisio´n de las te´cnicas.
El primer mecanismo que plantea McDonald
es la planificacio´n por refinamiento progresivo del
mensaje. La esencia del refinamiento progresivo
es que un mo´dulo encargado de planificar el docu-
mento an˜ade informacio´n adicional a un esqueleto
ba´sico. En este mecanismo, tambie´n llamado “re-
emplazamiento directo”, se empieza con una es-
tructura de datos que gradualmente se transforma
en un texto. La coherencia sema´ntica del texto final
procede de la coherencia sema´ntica presente en la
estructura original. El problema principal de este
mecanismo es su carencia de flexibilidad, dado
que una vez se ha generado la estructura, no es
posible modificarla si en el proceso posterior se
requieren variaciones.
El segundo mecanismo que plantea McDonald
es la planificacio´n usando operadores reto´ricos.
Los operadores o predicados reto´ricos son los
precedentes de la RST (ve´ase seccio´n 3.1), y
tambie´n establecen relaciones reto´ricas entre los
elementos sobre los que se ha de generar el texto.
El procedimiento parte de un ana´lisis de los ob-
jetivos comunicativos y consiste en la expansio´n
del objetivo principal para alcanzar una estructura
de a´rbol jera´rquica en la que los nodos terminales
sean las proposiciones y los operadores las reglas
de derivacio´n del mismo.
Por u´ltimo, se presenta la te´cnica de los es-
quemas de texto. El origen de este mecanismo
se remonta al trabajo de [67] quien lo propuso y
empleo´ en un sistema llamado TEXT. La autora
detecto´ regularidades en la forma de construir tex-
tos, tras haber analizado un gran nu´mero de ellos.
Lo que observo´ es que, dado un objetivo comuni-
cativo, se tendı´a a transmitir la misma informacio´n
y en el mismo orden. Para reflejar tal peculiaridad,
acun˜o´ el concepto de “schemata” y lo combino´ con
el uso de predicados reto´ricos. Los schemata o
esquemas determinan las posibles combinaciones
de predicados, formando patrones o plantillas. Por
tanto, a partir de un objetivo como describir o
comparar, el sistema era capaz de seleccionar un
esquema que proporcionaba un plan, indica´ndole
cua´ndo y que´ cabı´a decir.
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Fig. 13. Un ejemplo de la salida de PESCaDO [45]
5.2. Te´cnicas de micro planificacio´n
La fase de micro planificacio´n lleva a cabo las
tareas de agregacio´n de mensajes, lexicalizacio´n
y generacio´n de expresiones referenciales.
La agregacio´n consistirı´a, segu´n lo visto ante-
riormente, en la combinacio´n de mensajes con el
propo´sito de reducir la redundancia y aportar cohe-
rencia y fluidez al texto. Esta tarea generalmente
requiere de una serie de reglas de composicio´n
mediante las que genera un conjunto de salidas
posibles, por lo que necesita, cuando e´se es el
caso, de una funcio´n de seleccio´n. Se exponen a
continuacio´n diversos modos de afrontar el proce-
so.
Como se ha indicado anteriormente, algunos
sistemas generan varias alternativas pero tambie´n
los hay que aportan una salida u´nica a partir del
conjunto de reglas y las unidades de informa-
cio´n. Es lo que ocurre, por ejemplo, en el sistema
ASTROGEN6 [22], escrito en PROLOG en 1996.
Frente a e´ste, SPOT [97] es un sistema capaz de
seleccionar la opcio´n ma´s adecuada despue´s de
6http://people.dsv.su.se/~hercules/ASTROGEN/
ASTROGEN.html
generar varias posibilidades. El sistema incorpora
te´cnicas de aprendizaje, de modo que las dife-
rentes agregaciones son puntuadas mediante una
funcio´n aprendida a partir de un corpus anotado.
Tambie´n hay sistemas en los que se emplean algo-
ritmos evolutivos7 [17], [41]. Se pueden encontrar
trabajos que se basan en el recorrido de a´rboles de
dependencias y en la RST [92] y, entre los plantea-
mientos ma´s actuales, aquellos que interpretan la
agregacio´n como un problema de particionado de
hipergrafos [5].
La siguiente tarea que se suele incluir en la mi-
cro planificacio´n es la lexicalizacio´n. Simplificando
mucho, esta etapa consistı´a en asociar palabras
(verbos, nombres, adjetivos) a los conceptos que
producen las fases anteriores. De nuevo las te´cni-
cas son muy variadas. La lexicalizacio´n basada
en plantillas asocia directamente una produccio´n
a un mensaje. SUMGEN-W, por ejemplo, selec-
ciona el texto “very much warmer than average”
7Los algoritmos evolutivos son un conjunto de te´cnicas ins-
piradas en los procesos evolutivos biolo´gicos. Se aplican sobre
una poblacio´n de individuos que sufren una serie de transfor-
maciones, como mutaciones o cruces, cuyos resultados son
evaluados mediante una funcio´n de aptitud que proporciona
finalmente el ejemplar adecuado.
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Fig. 14. Grafo representando una escena de un perro que se encuentra cerca de una caseta. Algoritmo basado en
grafos para resolucio´n de la fase GER
cuando la temperatura media se encuentra en el
intervalo [2.0 .. 2.9]. Otro tipo de sistemas em-
plean diccionarios o tesauros de los que toman
sino´nimos para elegir los te´rminos adecuados [27]
u otras bases de conocimiento como WordNet
[72] o FrameNet [11] para realizar inferencias ma´s
complejas. Se pueden crear reglas explı´citas o,
en esa lı´nea, a´rboles de decisio´n. Por ejemplo, si
se ha de expresar un periodo entre dos fechas,
se determina por su comparacio´n si el mensaje
de salida sera´ “entre el i y el j” o “el i y el j”, si
i es el dı´a inmediatamente anterior a j (tambie´n
en SUMGEN-W ). Pero este tipo de planteamiento
restringe mucho las posibilidades expresivas. Los
me´todos estoca´sticos, por otro lado, basados en
co´rpora, mejoran en ese aspecto pero, por otro
lado, hacen depender sus resultados tanto del tipo
como de la cantidad de textos que componen el
corpus que se emplee. Un ejemplo de este tipo
de sistemas se encuentra en [2], donde se desa-
rrollo´ un generador estadı´stico que, como parte
del procesamiento general, es capaz de realizar
la seleccio´n de los te´rminos correspondientes a
un conjunto de representaciones sema´nticas me-
diante clasificadores (Support Vector Machines),
tomando como base el AnCora-UPF treebank [70].
Debido a la aparicio´n de cierto tipo de compe-
ticiones o desafı´os (que se vera´n ma´s detenida-
mente en la seccio´n 7.4), la tercera etapa de la
micro planificacio´n, la GER, ha sido una de las
ma´s desarrolladas estos u´ltimos an˜os. En esta
etapa el objetivo es producir las descripciones o
expresiones referenciales que permitan identificar
una entidad del discurso. En principio, tal identi-
ficacio´n debe ser unı´voca, pero se han desarro-
llado algunas te´cnicas que relajan este requisito,
dado que tales niveles de exigencia no siempre
son necesarios [32]. Se dice, en ese caso, que
se generan expresiones referenciales simples. Sin
embargo, no es la norma comu´n, de modo que
aquı´ se vera´n los algoritmos o me´todos que sı´
buscan esa univocidad de la expresio´n.
Uno de los mecanismos ma´s utilizados es el al-
goritmo incremental [20] o alguna de sus variantes,
como el algoritmo sensible al contexto de Krahmer
y Theune [53]. La entrada de este algoritmo la con-
forma tanto la entidad que ha de ser referenciada
como un conjunto de entidades denotado como
conjunto de contraste. Todas las entidades tienen
atributos asociados. Se itera sobre una lista de atri-
butos, entre los que se seleccionan para formar la
expresio´n final aquellos que descarten entidades
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del conjunto de contraste. Sus autores crearon es-
te algoritmo con la intencio´n de que los resultados
fueran similares a los que producirı´a un humano en
el mismo contexto, habiendo considerado para su
generacio´n anteriores resultados relacionados con
evidencias psicolingu¨ı´sticas y ana´lisis de dia´logos.
Tambie´n es muy conocido y empleado el algo-
ritmo basado en grafos [54]. El algoritmo trabaja
sobre un grafo dirigido mediante el que se repre-
senta una escena. A partir del grafo genera las ex-
presiones referenciales. Tal y como se observa en
la figura 14, las aristas del grafo esta´n etiquetadas
con propiedades y atributos. La idea ba´sica sobre
la que se disen˜o´ el algoritmo es que es posible
generar sistema´ticamente todos los subgrafos de
un grafo dirigido. Empezando por el subgrafo que
solo contiene el ve´rtice representando al objeto a
referenciar, se lleva a cabo la expansio´n recursi-
va del mismo, an˜adiendo las aristas adyacentes
al subgrafo que este´ activo en el momento. Este
procedimiento permite garantizar que el resultado
sera´ un subgrafo conexo. Finalmente, el algorit-
mo proporciona, si existe, el subgrafo distintivo de
menor coste computacional que hace referencia al
ve´rtice del objeto a referenciar.
Por u´ltimo, destacar que se han llevando a cabo
una serie de trabajos que realizan la tarea des-
de enfoques estadı´sticos, motivados por aquellos
desafı´os mencionados anteriormente, y para ello
emplean corpus de entrenamiento. En [94] encon-
tramos una revisio´n del algoritmo basado en grafos
incorporando en el proceso un modelo generado a
partir de un corpus de descripciones, mientras que
mCRISP es un sistema que realiza la generacio´n
de las expresiones empleando clasificadores, que
se han obtenido tambie´n a partir de corpus [33].
5.3. Te´cnicas de realizacio´n
Uno de los primeros trabajos que presentaron
te´cnicas estadı´sticas basadas en corpus para lle-
var a cabo la fase de realizacio´n fue el elaborado
por Langkilde y Knight en 1998 [57]. El sistema
utilizaba este enfoque tambie´n en las fases ante-
riores. Empleaba un modelo de n-gramas (ve´ase
seccio´n 3.2) que, en lo relativo a la etapa de rea-
lizacio´n, determinaba las transformaciones de pa-
labras (usar el plural o no, el ge´nero,...). Se selec-
cionaban aquellas producciones cuya probabilidad
fuera mayor.
Otro de los planteamientos dirigidos a resolver la
fase de realizacio´n consiste en la aplicacio´n de un
algoritmo de Spanning tree8 [98]. El procedimiento
parte de un conjunto de palabras que constituyen
un grafo. Esta te´cnica consigue convertirlo en un
grafo acı´clico que se recorre con un algoritmo
voraz con el fin de ordenar los nodos hermanos
usando un LM de n-gramas. De este modo se
obtienen las distintas estructuras de a´rbol posibles.
Para completar el proceso, se emplea un modelo
de satisfaccio´n argumental mediante el que se se-
leccionara´ la estructura que mejor ordene grama-
ticalmente las palabras, permitiendo la generacio´n
del texto final.
Considerando otra perspectiva, la fase de reali-
zacio´n ha sido interpretada desde la MTT (ve´ase
la seccio´n 3.1) como un paso final en una secuen-
cia de transformaciones realizadas sobre repre-
sentaciones lingu¨ı´sticas. Tal transformacio´n puede
ser abordada tanto mediante grama´ticas o reglas
que permiten la traduccio´n de grafos [99], como
mediante el empleo de me´todos estadı´sticos. Tal
es el caso de un sistema nombrado ma´s arriba,
el planteado en [2], que mantiene esta filosofı´a en
cada una de las transformaciones.
6. Herramientas y corpus existentes
En la seccio´n 4 se han descrito las diferentes
fases que constituyen un sistema de GLN gene´rico
y en la seccio´n 5 se han revisado las te´cnicas
ma´s frecuentes que se utilizan para abordar cada
fase. A continuacio´n, se van a analizar una serie
de herramientas que se emplean en esas fases.
Existen muchas herramientas y aplicaciones
gratuitas en la Web, aunque sobre todo se en-
cuentran orientadas a la fase de realizacio´n. Nu-
merosos sistemas y recursos esta´n disponibles en
la web de Bateman y Zock9, y documentacio´n
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evaluacio´n y nuevos retos se puede encontrar en
las actas tanto del International NLG Conference
como del European NLG workshop. Ambas con-
ferencias son de cara´cter internacional, la primera
a nivel mundial y la segunda a nivel europeo. La
INLG celebro´ en 2014 su octava edicio´n y publico´
28 de los 36 artı´culos que recibio´ (tres de ellos
como demos). La conferencia europea, el ENLG,
se celebra desde 1987 y su u´ltima edicio´n fue la
nu´mero 15, en septiembre de 2015.
6.1. Herramientas de GLN
Se exponen a continuacio´n una serie de he-
rramientas que han sido seleccionadas ya por su
relevancia (SimpleNLG), ya por su actualidad (Na-
turalOWL) o por estar asociadas a cada una de
las fases tal y como han sido abordadas en el pre-
sente trabajo. E´stas sera´n las primeras entonces:
SPUR en el contexto de la macro planificacio´n,
SPARKY en micro planificacio´n y RealPRO como
la herramienta empleada en la fase de realizacio´n.
Se puede ver un resumen de las mismas en la
tabla 3.
SPUR [96] se encarga de la fase de macro
planificacio´n. La salida que proporciona es un
plan de contenido. La herramienta se emplea
en un sistema que recomienda o compara
objetos, y esto determina la estructura que
produce. Los atributos que se incluyen en la
salida son los ma´s relevantes para el usuario,
partiendo de sus preferencias y la solicitud
que realiza. Dependiendo del entrenamiento,
SPUR puede producir diferentes planificacio-
nes.
SPARKY [96] se encarga de la fase de planifi-
cacio´n de oraciones basa´ndose en un sistema
de plantillas. El proceso que realiza esta´ divi-
dido en dos fases o mo´dulos:
• Sentence Plan Generator (SPG). En una
primera fase, se genera un conjunto de
a´rboles de planificacio´n que contienen
las relaciones (nodos internos) y las
aserciones (nodos hoja) que aparecen
en el texto final. En la segunda fase,
asigna esas aserciones a oraciones y las
organiza.
• Sentence Plan Ranker (SPR). Evalu´a los
distintos planes generados por el SPG
basa´ndose en un modelo basado en las
valoraciones del usuario en la fase de
entrenamiento.
RealPRO [59] es una herramienta que ejecuta
la fase de realizacio´n (ve´ase seccio´n 4.3). La
entrada de la herramienta tiene que estar en
formato ASCII, HTML o RTF por lo que se
considera un sistema del tipo D2T. El proce-
samiento se realiza sobre una base de co-
nocimiento lingu¨ı´stico, inicialmente so´lo para
la lengua inglesa, pero ampliable a otras len-
guas. Los datos de entrada se estructuran en
un diagrama en forma de a´rbol de dependen-
cias. Este diagrama tiene dos componentes:
• Relaciones sinta´cticas, que se represen-
tan con etiquetas en los arcos que rela-
cionan los nodos.
• Lexemas, que se representan con una
etiqueta en cada uno de los nodos.
Adema´s so´lo se almacenan los lexemas
que aportan significado. La herramien-
ta no es capaz de realizar un ana´lisis
sinta´ctico, por lo que todos los lexemas
que aportan significado tienen que esta´r
especificados.
Una vez tenemos el a´rbol, la herramienta se
encarga de an˜adir la palabras funcionales,
generando ası´ un segundo a´rbol. Con este
segundo a´rbol, basa´ndose en las etiquetas
de los arcos, se crean reglas de precedencia
linear que son utilizadas, posteriormente, para
la conjugacio´n de los elementos de la oracio´n.
Finalmente, se an˜aden los signos de puntua-
cio´n y se generan las instrucciones necesarias
para adaptar la salida al formato seleccionado.
SimpleNLG [35], es una herramienta centrada
en la fase de realizacio´n desarrollada exclu-
sivamente para la lengua inglesa. Se puede
encontrar en forma de biblioteca escrita en
lenguaje java y su funcio´n es ayudar a escribir
frases gramaticalmente correctas.
La herramienta se ha construido bajo tres prin-
cipios ba´sicos:
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Tabla 3. Herramientas de GLN. *Los sistemas marcados se han explicado en la seccio´n 4.4, para ilustrar las diferentes
fases del proceso de generacio´n completo
Herramienta Fases Entrada Salida
SPUR [96] Macro planificacio´n Atributos que tiene el objeto que
se va a comparar.
Plan de documento con los atri-
butos ma´s importantes.
SPARKY [96] Micro planificacio´n Plan de documento (generado
por SPUR).
Plan de discurso con las aser-
ciones que se van a representar
en la salida.
RealPRO [59] Realizacio´n Plan del discurso (nodos como
lexemas y las aristas como rela-
ciones sinta´cticas) (D2T)
Texto en forma de oracio´n
sinta´ctica y sema´ticamente
correcta.
SimpleNLG [35] Realizacio´n Estructura sinta´ctica de la ora-
cio´n (D2T)
Oracio´n sinta´ctica y sema´tica-
mente correcta.
NaturalOWL [1] Macro planificacio´n Mi-
cro planificacio´n Reali-
zacio´n
Ontologı´a OWL (D2T) Oracio´n sinta´ctica y sema´tica-
mente correcta.
BabyTALK* Macro planificacio´n Mi-
cro planificacio´n Reali-
zacio´n
Sen˜ales procedentes de dispo-
sitivos me´dicos
Texto completo formado por ora-






Ontologı´a multinivel y solicitud
del usuario
Informe como discurso bien
formado.
• Flexibilidad. SimpleNLG es una combina-
cio´n de sistema enlatado (basado en es-
quemas) y sistema avanzado. Mediante
la combinacio´n de ambos, se consigue
una mayor cobertura sinta´ctica.
• Robustez. Cuando una entrada esta´ in-
completa o es erro´nea la herramienta ge-
nerara´ una salida, a pesar de que lo ma´s
probable es que no sea la esperada.
• Independencia. Las operaciones mor-
folo´gicas y sinta´cticas esta´n claramente
diferenciadas y separadas.
La biblioteca proporciona una interfaz con la
que interactuar desde el co´digo java. A partir
de un elemento base, que equivale al verbo
principal de la oracio´n, se van concatenando
otros elementos que van a tomar parte en la
accio´n principal. Una vez esta´n los elementos
agrupados, se indicara´ el tiempo verbal de
la oracio´n y la forma en la que se construye
(interrogativo, infinitivo...). Finalmente, la he-
rramienta genera una oracio´n basa´ndose en
los para´metros que se le han indicado. Un
ejemplo de entrada y salida se encuentra en
la tabla 4.
NaturalOWL [1] es una herramienta D2T que
a partir de una ontologı´a (OWL) genera un
texto con la informacio´n contenida en e´sta.
OWL es un esta´ndar para especificar Onto-
logı´as en la Web Sema´ntica. Para generar el
texto, realiza las tres fases comentadas en la
seccio´n 4.
Para la fase de macro planificacio´n, la herra-
mienta recoge todas las declaraciones de la
ontologı´a que se consideran relevantes y las
convierte a un formato ma´s simple de expre-
sar (tripletas). Posteriormente, selecciona que´
tripletas van a ser mostradas en el texto. Cada
una de las tripletas se intentan mostrar como
una frase simple. Para ello se ordenan estas
tripletas en lugar de las oraciones correspon-
dientes. Esto es debido a que NaturalOWL no
tiene en cuenta la coherencia global ya que la
mayorı´a de las oraciones so´lo aportan infor-
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Tabla 4. Ejemplo de funcionamiento de SimpleNLG
Verbo Para´metros Modo, “Salida”
“Leave”
tiempo = pasado Interrogativa (where, object): “Where did the boys leave?”
objeto = “the house” Interrogativa (sı´, no): “Did the boys leave the home?”
sujeto = “the boys”
macio´n adicional al nu´cleo o como mucho a
los nu´cleos de segundo nivel. Por esto u´ltimo,
no se utiliza la representacio´n en forma de
a´rbol que se suele usar en esta fase.
En la fase de micro planificacio´n, NaturalOWL
permite que el usuario configure el nu´mero
ma´ximo de frases a agregar. Generalmen-
te los sistemas de GLN agregan el ma´ximo
de frases posibles para mejorar la legibilidad,
pero esta herramienta permite configurar el
nu´mero ma´ximo de frases que se desean con-
catenar.
Por u´ltimo, en la fase de realizacio´n, Natura-
lOWL toma la salida de la micro planificacio´n y
la representa an˜adiendo los sı´mbolos de pun-
tuacio´n y las letras mayu´sculas necesarias.
La entrada de esta u´ltima fase, como en la
mayorı´a de los sistemas basados en esque-
mas, contiene el formato y el orden final en
el que van a aparecer cada una de las pala-
bras en el texto final, por lo que no hace falta
an˜adir nueva informacio´n, es ma´s un proceso
de transformacio´n de los datos obtenidos al
formato de salida. Un ejemplo de una entrada
y salida en NaturalOWL queda ilustrado en la
figura 15.
6.2. Corpus y conjuntos de datos
Para determinadas estrategias de desarrollo de
sistemas de GLN es habitual el uso de corpus, ya
sea intrı´nsecamente en el proceso de generacio´n








Fig. 15. Ejemplo de funcionamiento de NaturalOWL
evaluacio´n (seccio´n 7.3). Los corpus empleados
pueden estar etiquetados con informacio´n de di-
versa ı´ndole y sera´n seleccionados dependiendo
de la tarea que se deba resolver, siendo distin-
to el tipo de informacio´n incluida en un corpus
necesario en la etapa de seleccio´n de contenido
del requerido para la etapa de GER. Es posible
encontrar sistemas que utilizan corpus generales
y sistemas que emplean corpus especialmente
disen˜ados para GLN. Ma´s concretamente, estos
u´ltimos, suelen ser creados ad hoc para una etapa
de una aplicacio´n concreta o en el seno de una
competicio´n que plantea resolver una tarea muy
delimitada (ve´ase seccio´n 7.4).
En la Tabla 5 se expone un conjunto de cor-
pus creados especı´ficamente para la GLN. Se han
clasificado atendiendo a las tareas descritas en
la seccio´n 4. Todos ellos esta´n en ingle´s y la in-
formacio´n que presentan es dispar. Por un lado,
Computación y Sistemas, Vol. 19, No. 4, 2015, pp. 721–756
doi: 10.13053/CyS-19-4-2196
Marta Vicente, Cristina Barros, et al.746
ISSN 2007-9737
Tabla 5. Corpus GLN
Corpus Informacio´n Tipo de info. Tareas
SumTime 10
Predicciones de para´metros
meteorolo´gicos Datos (D2T )
Seleccio´n de contenido y
agregacio´n
WOZ11
Seleccio´n de atributos de un restaurante
de Edimburgo Texto (T2T )
Seleccio´n de contenido y
agregacio´n
GRE3D712
Expresiones referenciales sobre objetos




Referencias a objetos en dominios
visuales Datos (D2T )
Generacio´n de expresiones
referenciales
COCONUT14 Dia´logos automatizados Datos (D2T )
Generacio´n de expresiones
referenciales
PIL15 Informacio´n de pacientes Datos (D2T ) Realizacio´n
los corpus orientados a seleccio´n de contenido
y agregacio´n contienen conjuntos de datos, tanto
nume´ricos como textuales, de los que seleccionar
la informacio´n para posteriormente procesarla. Los
corpus orientados a generar expresiones referen-
ciales contienen informacio´n sobre objetos reales
o expresiones referenciales en sı´. Por u´ltimo, se
incluye un corpus que se emplea en la fase de
realizacio´n, siendo lo caracterı´stico de este tipo de
corpus que contiene datos estructurados.
7. Evaluacio´n de la GLN
Si en algo esta´n de acuerdo los autores que
han trabajado el tema de la evaluacio´n en GLN es
en la dificultad que entran˜a tal tarea debido a sus
peculiaridades [93]. Frente a otros sistemas desa-
rrollados en la LC, en este a´mbito la evaluacio´n
del sistema se llevara´ a cabo considerando que,
para empezar, lo que deba ser la entrada, ya al
sistema ya a los mo´dulos, no esta´ adecuadamente
especificado, que la salida correcta no es u´nica y
que no hay un criterio definido que permita evaluar
la bondad/calidad de la misma.
7.1. Tipos de evaluacio´n
Cuando se evalu´a un sistema de GLN se puede
optar por diferentes estrategias [85]. Por un lado es
posible evaluar el impacto que el sistema produce
en los usuarios o en otras tareas. Se trata en este
caso de una evaluacio´n extrı´nseca, centrada en
los efectos externos del sistema. Por otro lado,
se puede evaluar el rendimiento y eficacia del
sistema en sı´ mismo, caso en el que se estarı´a
realizando una evaluacio´n intrı´nseca. Tambie´n se
distingue la evaluacio´n manual de la automa´tica.
Generalmente la primera es ma´s costosa y ma´s
difı´cil de organizar, e incluso puede tomar mucho
tiempo completarla. Es usual que en la evaluacio´n
de los sistemas de GLN la evaluacio´n extrı´nseca
se realice manualmente y la intrı´nseca automa´tica-
mente [85]. Un ejemplo de evaluacio´n extrı´nseca y
manual fue la llevada a cabo para el sistema STOP
(ve´ase seccio´n 2.2). Se utilizaron encuestas para
supervisar la eficacia de la tarea: cua´ntos usuarios
habı´an dejado de fumar, el tiempo que les llevo´,
... La evaluacio´n de STOP necesito´ 20 meses y
tuvo un coste de 75.000 libras [82]. Respecto a la
evaluacio´n intrı´nseca, la cual valora las propieda-
des del sistema sin considerar los efectos externos
del mismo, suele llevarse a cabo comparando las
salidas del sistema o de alguna de sus partes
con textos de referencia o con corpus, empleando
me´tricas o escalas de puntuacio´n.
7.2. Aspectos relevantes en la evaluacio´n de
sistemas de GLN
En la tarea de evaluacio´n de un sistema de GLN
caben muchos aspectos que es preciso delimitar y
definir. Se pueden consideran aspectos relaciona-
dos con el funcionamiento del sistema completo,
por un lado, y con el funcionamiento de los mo´du-
los del sistema, por otro [79].
Computación y Sistemas, Vol. 19, No. 4, 2015, pp. 721–756
doi: 10.13053/CyS-19-4-2196
La generación de lenguaje natural: análisis del estado actual 747
ISSN 2007-9737
En cuanto a la evaluacio´n del sistema, se tiene
en cuenta la adecuacio´n de la salida al objetivo
comunicativo, a la historia del discurso o a la pe-
ticio´n del usuario. Tambie´n la cobertura sinta´ctica
y la correccio´n del estilo, ası´ como la coherencia,
la ambigu¨edad y la calidad del vocabulario [7].
En ocasiones se mide el esfuerzo necesario para
post-editar la salida o se realizan experimentos
con los usuarios que tienen que completar pruebas
de lectura y comprensio´n o puntuar las salidas, por
ejemplo.
Respecto al funcionamiento de cada uno de los
mo´dulos o tareas desempen˜adas por el sistema de
GLN, cada etapa debe ser evaluada considerando
sus responsabilidades propias [7]:
Seleccio´n del contenido: calidad de la infor-
macio´n mostrada
Estructuracio´n del documento: cohesio´n
Agregacio´n de sentencias: cohesio´n y redun-
dancia
Lexicalizacio´n: calidad y cobertura del voca-
bulario
Generacio´n de expresiones referenciales: ca-
lidad de la informacio´n, ambigu¨edad, redun-
dancia
Realizacio´n lingu¨ı´stica: cobertura sinta´ctica,
fluidez, claridad
Realizacio´n de la estructura: esfuerzo para
post-editar la salida, legibilidad, claridad
7.3. Me´tricas para evaluar sistemas de GLN
Se ha comentado anteriormente la posibilidad
de evaluar la salida de un sistema de GLN com-
para´ndola con un texto ideal creado por un experto
o con un corpus de referencia, sea e´ste generado
por humanos o por otros sistemas de GLN. La
evaluacio´n puede hacerse en este caso en te´rmi-
nos cuantitativos empleando me´tricas realizadas
sobre tales comparaciones. Las me´tricas que se
suelen emplear proceden de otros a´mbitos de la
LC y se han adoptado porque tuvieron buenos
resultados en sus campos respectivos. Este tipo
de evaluacio´n automa´tica basada en corpus es
atractiva en GLN, del mismo modo que en otras
ramas de la LC, por su velocidad, reproductibilidad
y bajo precio [80].
Algunas de las me´tricas que se han utilizado en
generacio´n proceden del a´mbito de la traduccio´n,
como BLEU o NIST. Otras, como ROUGE16, de
la generacio´n de resu´menes. BLEU [75] es una
me´trica de precisio´n empleada en traduccio´n que
evalu´a la proporcio´n de n-gramas que comparte la
salida del sistema con varias traducciones. NIST
[25] es una adaptacio´n de BLEU que an˜ade un
peso a los n-gramas ma´s informativos. Tambie´n
se utiliza en traduccio´n la herramienta METEOR17
[58], que ma´s alla´ de cotejar los n-gramas, compa-
ra significados a partir de fuentes como WordNet18
[72]. En el a´mbito de los resu´menes, se usa la
me´trica ROUGE, con un funcionamiento parale-
lo a BLEU y diversas me´tricas como ROUGE-1,
ROUGE-2 o ROUGE-SU4 [61].
Estas estrategias son discutidas en la comuni-
dad por diversos factores: en sistemas de GLN
no existe una u´nica salida buena (gold-standard),
que sı´ tiene sentido en otros campos de la LC.
Tampoco existen muchos corpus especı´ficos pa-
ra la tarea, las me´tricas que se esta´n emplean-
do proceden de otras ramas de la LC [89] o se
apunta a la dificultad de interpretar los resultados
proporcionados por las me´tricas (que´ implica una
variacio´n de los resultados, co´mo comparar los
resultados con la evaluacio´n humana) [76]. E´stas
son algunas de las razones que se aluden para
desconfiar de este tipo de evaluacio´n. Sin embar-
go, el tema se mantiene abierto y en constante
revisio´n y encontramos estudios, como el llevado
a cabo en [6], en el que tras emplear las me´tricas
citadas sobre la salida de SumTime y cotejar los
resultados con evaluaciones humanas, se conclu-
ye que es apropiado hacer uso de las me´tricas en
GLN, pero bajo ciertas condiciones si se espera
obtener buenos resultados: por un lado se precisa
de corpus amplios y de alta calidad y, por otro,
de me´tricas que permitan evaluar ciertos aspectos
lingu¨ı´sticos del texto que van ma´s alla´ de la mera
16http://www.berouge.com
17http://www.cs.cmu.edu/~alavie/METEOR/index.html
18WordNet es una base de datos le´xica del idioma Ingle´s
http://wordnet.princeton.edu/
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comparacio´n de n-gramas, como la estructura de
la informacio´n.
7.4. Evaluacio´n colaborativa y competiciones
Determinar el modo en que se evalu´an los sis-
temas, adscritos a una determinada disciplina, se
considera un aspecto de crucial importancia para
que la investigacio´n avance y la disciplina progre-
se. El debate al respecto en GLN se remonta a la
u´ltima de´cada del siglo XX, cuando comenzaba a
diferenciarse del resto de a´reas de la LC [68]. Sin
embargo, ha sido en los u´ltimos an˜os cuando se
ha realizado un mayor esfuerzo dirigido a definir
la metodologı´a adecuada en evaluacio´n y cuando
se han impulsado iniciativas para determinar mar-
cos de referencia comunes y disponer espacios
adecuados para discutir sobre la cuestio´n de la
evaluacio´n. Como respuesta al creciente intere´s
en el tema, en 2006 se llevo´ a cabo una primera
sesio´n especial en la Conferencia Internacional en
Generacio´n de Lenguaje Natural (INLG’06 Special
Session on Sharing Data and Comparative Eva-
luation). Allı´ se sentaron las bases para nuevos
proyectos centrados en la evaluacio´n en GLN, an-
ticipando la celebracio´n de las siguientes reunio-
nes19. Pero lo que marco´ la diferencia con respecto
al modo de orientar la evaluacio´n de los sistemas
fue la creacio´n de una organizacio´n cuyo cometido
serı´a fomentar competiciones relacionadas con di-
ferentes tareas de los sistemas de GLN. El grupo
en cuestio´n se denomino´ Generation Challenges y
su labor ha dado lugar a lo que se conoce como
STECs (Shared task evaluation challenges) en el
entorno de la LC , es decir, trabajos de evaluacio´n
colaborativa a partir del planteamiento de un pro-
blema concreto, referido a una tarea de la GLN,
cuya resolucio´n han de afrontar varios equipos
de trabajo, comparando finalmente los resultados
obtenidos [93]. Los llamados desafı´os.
Aunque la puesta en marcha de tales competi-
ciones se remonte en la actualidad a unos pocos
an˜os, la variedad de los retos propuestos ha dado
lugar a muy diversas convenciones. Se muestra en
la tabla 6 una relacio´n de algunos de ellos.
19Workshop on Shared Tasks and Comparative Evaluation in
Natural Language Generation 2007, Workshop: Using Corpora
for Natural Language Generation + Evaluation 2011
Sin embargo, no se debe perder de vista que
el empleo de STECs en el a´mbito de la GLN no
ha dejado de discutirse desde el momento en que
aparecieron en escena [21]. Debido a la naturaleza
compleja de la disciplina, que se ha puesto de
manifiesto a lo largo del artı´culo, se deben con-
siderar cuestiones respecto al tipo de tareas que
se hayan de evaluar mediante estos me´todos, el
tipo de me´tricas a utilizar, las bases metodolo´gicas
necesarias (tanto en cuanto al planteamiento de
la competicio´n como a la comparacio´n de los re-
sultados), etc. Y tambie´n se plantean alternativas.
Segu´n Walker [95], “Casi cualquier recurso com-
partido sera´ bueno para el avance cientı´fico de la
GLN”. No obstante, el autor defiende con mayor
vehemencia que lo que propiciarı´a un verdadero
avance en el campo serı´a la generacio´n de recur-
sos de calidad para cada mo´dulo concreto, con
sus interfaces claramente identificadas. En este
sentido, realiza la siguiente propuesta: que sean
los propios investigadores los que pongan a dispo-
sicio´n de la comunidad los recursos utilizados en
su trabajo con una especificacio´n adecuada (aun-
que al mismo tiempo asume la dificultad de esta
tarea por el coste asociado a publicar y mantener
ese tipo de producto en el contexto de la actividad
investigadora).
8. Conclusiones y prospectiva de la
GLN
En este artı´culo se ha realizado una revisio´n
exhaustiva de la tarea de GLN, abarcando desde
las etapas que componen el proceso de genera-
cio´n, pasando por las te´cnicas utilizadas, corpus y
herramientas existentes ma´s relevantes, hasta las
competiciones que se han organizado a lo largo
de los an˜os para poner en comu´n los resultados
obtenidos por la comunidad investigadora en este
campo. De todo lo expuesto, en esta seccio´n se
van a extraer las conclusiones ma´s importantes,
ası´ como las lı´neas futuras que la investigacio´n en
este campo seguira´ con mayor probabilidad.
Entre los distintos sistemas de GLN existentes
en el mercado se puede realizar una clasificacio´n
atendiendo bien al tipo de entrada o bien al tipo de
objetivo que persigan. El primer grupo se puede
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Tabla 6. Competiciones en el a´mbito de la GLN. Estas tareas se desarrollan o bien enfocadas a resolver una fase/etapa
concreta o bien a generar un sistema completo. Se indican las fases involucradas: macro planificacio´n (Ma), micro
planificacio´n (Mi) y/o realizacio´n (Re)
An˜o Competicio´n Objetivo Tareas/Fases GLN
2013 GIVE Construccio´n de un sistema que genere ins-
trucciones de orientacio´n y manipulacio´n para
que un usuario se mueva en un edificio virtual





de orientacio´n en entornos
virtuales inciertos.
Construccio´n de un mo´dulo que ayude a la
navegacio´n en Google Streetview.
Proceso completo
[Mi ]
2012 Primer desafı´o en seleccio´n
de contenido desde la web
sema´ntica abierta
Construccio´n de un sistema que recupere, de
un conjunto de triples RDF referidos a una
celebridad, aquellos que aparecen implı´citos






El propo´sito de esta tarea es mejorar la calidad





Generacio´n desde bases de
conocimiento
Generacio´n de una descripcio´n coherente de







Generacio´n de preguntas desde oraciones y
desde pa´rrafos tomando como fuentes la Wi-




Realizacio´n de la estructura
Generacio´n de oraciones a partir de represen-










Seleccio´n de atributos para
GER
Generacio´n de un conjunto de atributos que
identifiquen un referente dado, ya sea el con-
junto mı´nimo de atributos que permitan distin-




dividir a su vez en dos, obedeciendo al tipo de en-
trada que tenga el sistema, un texto (T2T : Text-to-
Text) o un conjunto de datos (D2T : Data-to-Text),
ya sean estos datos nu´mericos, representaciones
sema´nticas, grafos, etc.
En cuanto al segundo tipo de clasificacio´n,
segu´n el objetivo del sistema, no existe un nu´me-
ro acotado de clases debido a la gran cantidad
de aplicaciones para las que se puede utilizar un
sistema de GLN: generacio´n de textos informa-
tivos, generacio´n de resu´menes, generacio´n de
textos simplificados, generacio´n de dia´logos, etc.
Ası´ pues, parece que en un futuro los sistemas de
GLN van a seguir dependiendo en gran medida del
tipo de datos que contenga la entrada al mismo y
del objetivo final para el que se este´ construyendo.
Por otro lado, a la hora de afrontar la construc-
cio´n de un sistema GLN se puede hacer desde
dos enfoques distintos, el basado en conocimiento
o el basado en me´todos estadı´sticos, incluso se
podrı´a realizar una aproximacio´n hı´brida. Dada la
envergadura de los sistemas de GLN y la dificultad
que atan˜e a cada una de las tareas involucradas,
cada vez es ma´s comu´n afrontar dichas tareas
utilizando las te´cnicas que mejores resultados dan
en cada una de ellas, o subtareas, por separado.
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De esta manera, es cada vez ma´s habitual ver
sistemas hı´bridos que utilizan una te´cnica para una
tarea y otra muy distinta para otra. De todas for-
mas, existe au´n un amplio margen de mejora para
estos sistemas, por lo que se antoja que debera´n
de emplearse nuevas te´cnicas para afrontar las
distintas problema´ticas que plantean los sistemas
de GLN actuales.
Tal y como pone de manifiesto este artı´culo,
ni los distintos sistemas de GLN existentes en el
mercado ni las herramientas utilizadas para llevar
a cabo las diversas tareas dentro de cada uno de
estos sistemas siguen una estructura especı´fica,
ma´s bien afrontan tareas concretas que han sido
especificadas por sus disen˜adores. Pese a ello,
desde un punto de vista ma´s arquitecto´nico, en
este artı´culo se han agrupado las distintas tareas
realizadas en estos sistemas y herramientas de
GLN en tres fases secuenciales basa´ndose en el
trabajo realizado en [81]. Estas tres fases son: la
macro planificacio´n, encargada de disen˜ar la es-
tructura del texto creando un plan de documento, la
micro planificacio´n, encargada de la planificacio´n
del discurso seleccionando las palabras y las refe-
rencias adecuadas y, por u´ltimo, la realizacio´n, que
se encarga de generar la salida final del sistema
con las oraciones que la conforman ası´ como las
flexiones, concordancia y disposicio´n oportunas.
Pero, como ya se ha comentado, no existe un
consenso sobre las distintas fases que deben par-
ticipar en la creacio´n de un sistema de GLN ni se
acota el cometido de cada una de estas. Incluso
el propio Reiter, cuya obra ha determinado que
en el presente artı´culo se plantee una arquitectura
de tres fases, en [79], an˜ade una nueva fase de
preprocesado de la entrada al sistema que se ha
de implementar bajo ciertas circunstancias. Esto
indica que la estructura de los sistemas de GLN
esta´ en continua reconstruccio´n.
La consecucio´n de los objetivos propios de cada
fase requiere de la aplicacio´n de ciertas te´cnicas.
Siguiendo esa distribucio´n de funciones, se expu-
sieron las te´cnicas ma´s habituales:
Macro planificacio´n. Siguiendo a McDonald
[66], se plantearon tres enfoques distintos pa-
ra abordar las tareas: refinamiento progresivo,
operadores reto´ricos y esquemas de texto.
Micro planificacio´n. Una de las problema´ticas
que ma´s frecuentemente se pretende solven-
tar en esta fase es la de la generacio´n de
expresiones referenciales. Por otro lado, para
la generacio´n del texto en esta fase se sue-
len emplear auto´matas finitos ponderados [91]
y grama´ticas probabilı´sticas libre de contex-
to [51].
Realizacio´n. La te´cnica ma´s recurrida, debido
a su sencillez y la economizacio´n de los re-
cursos, para la creacio´n del texto final son los
LM, aunque tambie´n es comu´n la utilizacio´n
de reglas y ontologı´as.
La incorporacio´n de nuevas te´cnicas para resolver
la problema´tica asociada a cada fase es constante.
El trabajo en otras a´reas de la LC y de la inteligen-
cia artificial contribuye a la mejora de los recursos
existentes, y los amplı´a, dado que en esos campos
se emplean te´cnicas basadas en conocimiento y
estadı´sticas similares a las utilizadas en la GLN.
Por otro lado, a la hora de disen˜ar e implementar
un sistema de GLN, los mejores lugares para en-
contrar recursos de GLN son los portales Web de
los dos grandes congresos en la materia: Interna-
tional NLG Conference y el European NLG works-
hop. A trave´s de las publicaciones que generan es
posible estar al tanto de las te´cnicas, los avances,
las dificultades que enfrentar en el transcurso de la
creacio´n y prueba del nuevo sistema, etc. Tambie´n
es posible incluir en su generacio´n herramientas
disponibles en la web (la mayor parte de las que
se ofrecen gratuitamente esta´n asociadas a la fase
de realizacio´n).
Al mencionar los enfoques estadı´sticos, se in-
trodujo la idea de que tales te´cnicas empleaban
modelos para realizar previsiones. Un modelo de
lenguaje se obtiene, generalmente, de un corpus.
Por otro lado, en la seccio´n de evaluacio´n tambie´n
se menciono´ la importancia de los mismos a la
hora de medir la calidad de un sistema. En ese
contexto, se puede considerar que tanto el disen˜o
como el uso de corpus en la GLN, dependen de la
tarea a la que se asocien. Los corpus orientados a
la seleccio´n de contenido y agregacio´n contienen
conjuntos de datos, tanto nume´ricos como textua-
les, de los que seleccionar la informacio´n para
posteriormente procesarla. Los corpus orientados
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a generar expresiones referenciales contienen in-
formacio´n sobre objetos reales o expresiones re-
ferenciales en sı´. Por u´ltimo, los corpus emplea-
dos en la fase de realizacio´n se caracterizan por
contener datos estructurados. El nu´mero de copus
existentes y el tipo de estos ira´ creciendo en un
futuro debido principalmente a las distintas compe-
ticiones existentes en la materia, en las que suelen
ser los propios participantes los que ayudan a la
creacio´n de estos corpus.
Por u´ltimo, en lo referente a la evaluacio´n de los
sistemas de GLN hay que destacar la dificultad
de dicha tarea ya que ni la especificacio´n de las
entradas es definitiva ni existen salidas correctas
de forma absoluta con las que comparar los re-
sultados. La evaluacio´n, por otro lado, puede ser
intrı´nseca, considerando el funcionamiento interno
del sistema o tarea, o extrı´nseca, atendiendo a
los efectos externos que e´ste provoque, y debe
considerar aspectos muy variados como la ade-
cuacio´n de la salida al objetivo comunicativo, a la
historia del discurso o a la peticio´n del usuario, la
cobertura sinta´ctica y la correccio´n del estilo, etc.
En cuanto a las distintas me´tricas que se suelen
utilizar para evaluar un sistema de GLN, muchas
de estas proceden del a´mbito de la traduccio´n u
otros campos de la LC, entre las ma´s comunes se
pueden encontrar BLEU, NIST o ROUGE. Pare-
ce, sin embargo, que la tendencia en este a´mbito
se dirige hacia la evaluacio´n colaborativa que se
suele llevar a cabo a partir de competiciones o
workshops y que se plantean bien para solventar
un problema concreto, bien para evaluar un siste-
ma completo. Para ello se insta a los participantes
a generar recursos de calidad para cada mo´dulo o
tarea concreta.
A pesar de la dificultad que entran˜a la GLN
y de la falta de consenso que en ocasiones se
manifiesta en la comunidad investigadora, tanto la
aplicabilidad como el potencial que comporta su
investigacio´n lo situ´an en un punto de desarrollo
muy fructı´fero en el momento actual. Ma´s aun, si
bien es cierta la disparidad de enfoques, tambie´n
lo es el constante intercambio de puntos de vista
para tratar de estandarizar o acercar las diferentes
perspectivas. Un indicador de esta tendencia es la
proliferacio´n de congresos y talleres en los que los
investigadores y las empresas ponen en comu´n la
evolucio´n de sus trabajos y proyectos. Por ejemplo,
los recientes 1st International Worshop on Data-to-
Text Generation20 y 1st International Workshop on
Natural Language Generation from the Semantic
Web21, celebrados a lo largo de 2015 en Edimbur-
go y en Nancy, respectivamente.
Lo que revela esta exposicio´n es que, aunque
los inicios de la disciplina como tal se remonten a
mediados del siglo XX, queda mucho trabajo por
realizar para conseguir que se normalice su apli-
cacio´n a todos los a´mbitos de la actividad humana
(dado que en ese sentido se estarı´a cumpliendo su
potencial, en tanto interfaz humano-ma´quina).
De modo que, por un lado, se hace manifiesta
la necesidad de profundizar en la investigacio´n de
te´cnicas hı´bridas que permitan abordar las dis-
tintas fases de manera eficaz y eficiente desde
un punto de vista computacional, haciendo espe-
cial hincapie´ en investigar y proponer arquitecturas
gene´ricas que puedan llegar a ser independientes
del dominio y de la aplicacio´n. Las te´cnicas hı´bri-
das son aquellas que se basan tanto en estadı´stica
como en bases de conocimiento lingu¨ı´stico. En ese
sentido, y en cuanto a los recursos empleados
en el procesamiento, ya sea asociados a una u
otra vertiente (corpus anotados, grama´ticas, dic-
cionarios,...), hay una fuerte tendencia a incorporar
consideraciones pragma´ticas y sema´nticas bajo el
supuesto de que tanto el significado del discurso
que conforma la salida de un sistema de GLN,
como el lenguaje en tanto instrumento de comu-
nicacio´n, u´nicamente adquiere su correcto signifi-
cado cuando se sustenta sobre tal entramado de
conocimiento [15].
Por otro lado, es patente la necesidad de esta-
blecer esta´ndares que permitan una mayor comu-
nicacio´n y participacio´n entre sistemas, o que favo-
rezcan la evaluacio´n de las diferentes propuestas
de modo que la investigacio´n pueda avanzar a otro
ritmo. Hay varios proyectos que desarrollan esta
lı´nea de accio´n y que facilitan estructuras suscep-
tibles de ser compartidas. Es el caso de NIF [40]
o de OLiA [19], ambas vinculadas a la integracio´n
de datos a trave´s de ontologı´as.
A medida que la comunidad investigadora vaya
avanzando en el desarrollo de nuevos enfoques,
20http://www.macs.hw.ac.uk/InteractionLab/d2t/
21http://www.loria.fr/~gardent/WebNLG2015/Home.html
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estos sera´n integrados cada vez ma´s en aplica-
ciones reales orientadas a mejorar la interaccio´n
humano-ma´quina y viceversa. El resultado permi-
tira´ una comunicacio´n ma´s fluida entre estos ac-
tores, contribuyendo al desarrollo de herramientas
que faciliten la gestio´n y manejo del inmenso volu-
men de datos y conocimiento que se produce hoy
en dı´a. Ya sea en sistemas de dia´logo, en la ge-
neracio´n de textos de diversa ı´ndole o como apoyo
a otros sistemas automa´ticos que requieran una
comunicacio´n final en lenguaje natural, se hace
patente la importancia y necesidad de desarrollar
sistemas de GLN que implementen soluciones de
calidad y resuelvan adecuadamente las dificulta-
des asociadas a tales procesos.
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