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Abstract
We consider the response of a multicomponent body to n fields, such as electric fields,
magnetic fields, temperature gradients, concentration gradients, etc., where each compo-
nent, which is possibly anisotropic, may cross couple the various fields with different fluxes,
such as electrical currents, electrical displacement currents, magnetic induction fields, en-
ergy fluxes, particle fluxes, etc. We obtain the form of the perturbation expansions of the
fields and response tensor in powers of matrices which measure the difference between each
component tensor and a homogeneous reference tensor L0. For the case of a statistically
homogeneous or periodic composite the expansion coefficients can be expressed in terms of
positive semidefinite normalization matrices alternating with positive semidefinite weight
matrices, which at each given level sum to the identity matrix. In an appropriate basis
the projection operators onto the relevant subspaces can be expressed in block tridiagonal
form, where the blocks are functions of these weight and normalization matrices. This leads
to continued fraction expansions for the effective tensor, and by truncating the continued
fraction at successive levels one obtains a nested sequence of bounds on the effective tensor
incorporating successively more weight and normalization matrices. The weight matrices
and normalization matrices can be calculated from the series expansions of the fields which
solve the conductivity problem alone, without any couplings to other fields, and then they
can be used to obtain the solution for the fields and effective tensor in coupled field problems
in composites.
1 Introduction
This Chapter 9 of the book ”Extending the Theory of Composites to other Areas of Science”,
edited by Graeme W. Milton, is concerned with the response of coupled fields and fluxes in
a three-dimensional body Ω to potentials prescribed at the boundary of the body and with
how this response depends on the material constants of the body. The effective tensor of a
statistically homogeneous or periodic composite, with coupling between the fields, is a special
case which we will study in more depth. The set of fields ~E = ( ~E1, ~E2, ..., ~En) which are each
curl-free, may include electric fields, magnetic fields, temperature gradients, or concentration
gradients and the associated fluxes ~J = ( ~J1, ~J2, ..., ~Jn) may include electrical currents, electrical
displacement currents, magnetic induction fields, energy fluxes and particle fluxes. We assume
there are no sources inside the body, so each of these fluxes is divergence free. Assuming a simply
connected topology of the body, each of the curl-free fields derive from a potential ~Ej = −~∇φ
j .
At each point within the body or medium we assume a linear constitutive relation ~J =
↔
L ~E
between the fluxes and fields through a position dependent symmetric positive-definite tensor
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↔L(~r) of material constants. The tensor may have off-diagonal couplings which cause a single
driving field, such as a temperature gradient, to induce fluxes of all types.
The body is assumed to be an aggregate of grains (possibly infinite in number) comprised of
a finite number M of components (phases) that have at least orthorhombic symmetry with the
crystal orientation varying from grain to grain, thus
↔
L(~r) is assumed to be piecewise constant.
Let Ll,α, l = 1, 2, . . . M , α = 1, 2, 3 be the n × n principal response matrices of the l-th
component, defined more precisely in the next Section.
We investigate the response of the set of fluxes, ~J(~r), measured at a given position ~r within
the body, to the potentials φ(~r) = [φ1(~r), ..., φn(~r)] prescribed at the boundary of the body.
Without loss of generality (see Milgrom (1990) for a discussion of this point) it is assumed that
the prescribed potentials are all in proportion to a fixed scalar function f(~r) defined at points
~r on the surface of the body, i.e. φj(~r) = φj0f(~r) for all ~r ∈ ∂Ω, and we consider how the set of
fluxes ~J(~r) at ~r vary with the choice of the vector φ0 = (φ
1
0, ..., φ
n
0 ) of proportionality constants:
since this relation is linear it is governed by a response tensor ~L(~r) giving ~J(~r) = ~L(~r)φ0. This
tensor ~L(~r) is the object of our analysis. Specifically we examine the dependence of ~L(~r) on the
set of crystal moduli Ll,α (l = 1, 2, ...,M,α = 1, 2, 3) when each is close to a constant tensor L0,
i.e. when the material constants of the body are close to being homogeneous and isotropic. To
simplify notations these crystal moduli are relabeled as La (a = 1, 2, ..., p), avoiding repetitions
in the original set of crystal moduli due to crystal symmetries of isotropy or uniaxiality: thus,
when there are no symmetries (other than orthorhombic symmetry) a represents the pair (l, α)
and p = 3M , but p could be less than 3M if some of the phases are isotropic or uniaxial.
A formal expression is obtained for the coefficients appearing in the series expansion of
~L(~r) in powers of the differences ǫa = La − L0 (a = 1, 2, .., p). We say formal because these
coefficients are difficult to evaluate and because their (nonlinear and nonlocal) dependence on
the overall shape of the body, on the division of the body into grains and on the orientation
of the crystals in each grain is complicated. What is interesting is the explicit form of the
expansion. This is a non trivial issue since the set of matrices La (a = 1, 2, ..., p) do not
necessarily commute. The issue has been addressed in part by Milgrom (1990) from general
analytic considerations. Milgrom noted that the functional dependence of ~L(~r) on the La must
satisfy two constraints:
(i)Covariance, the property that for any real, nonsingular, n by n matrixW with transpose
W T acting only on the field indices, the response tensor ~L(~r) transforms to W ~L(~r)W T when
all of the crystal moduli La are replaced by the moduliWLaW
T . Covariance follows from the
observation that we are free to define a new set of (curl-free) fields ~E ′ = (W T )−1 ~E and a new
set of (divergence-free) fluxes ~J ′ =W ~J by taking linear combinations of the old set of fields and
fluxes while preserving at the same time the self-adjointness of the tensor
↔
L(~r)′ =W
↔
L(~r)W T
in the constitutive relation ~J ′ =
↔
L
′
~E ′. Clearly W ~L(~r)W ′ is simply the old response tensor
~L(~r) expressed in terms of the new fields.
(ii)Disjunction, the property that when the matrices La are block diagonal of the same form
then so must ~L(~r) have a similar block diagonal form in the field indices, and furthermore the
elements of ~L(~r) within each block only depend on the elements of the La’s in the corresponding
blocks. Disjunction follows from the observation that if a subset of fields is decoupled from
another subset of fields then the effective response tensor must reflect this decoupling.
These analytic considerations alone eliminate from consideration many candidates for the
terms in the series expansion, such as for example L−10 ǫa1ǫa2, and leave terms such as ǫa1L
−1
0 ǫa2L
−1
0 ǫa3
(that in fact do occur in the series expansion) as natural candidates.
The technique we employ in the present Chapter is a simple generalization of an approach
used in the theory of composite materials to derive series expansions for the effective conductiv-
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ity or elasticity tensor of a nearly homogeneous multiphase material. A lot of the progress that
has been made on series expansions and associated bounds on effective tensors is summarized in
the books of Cherkaev (2000), Milton (2002), Allaire (2002), Torquato (2002), Tartar (2009).
Brown (1955), in a pioneering paper, obtained the series expansion of the effective conductivity
σ∗ of an isotropic composite of two isotropic components with nearly equal conductivities σ1 and
σ2, and found that the coefficient of (σ1− σ2)
n in this expansion depends on the n-point corre-
lation function giving the probability that a fixed configuration of n-points lands with all points
in component 1 when placed randomly in the composite. Subsequently many other series ex-
pansions were derived for the effective conductivity tensor or elasticity tensor of nearly homoge-
neous composites: see for example, Herring (1960), Prager (1960), Beran and Molyneux (1963),
Beran (1968),Beran and McCoy (1970)), Fokin and Shermergor (1969), Dederichs and Zeller (1973),
Hori (1973), Zeller and Dederichs (1973), Gubernatis and Krumhansl (1975), Kro¨ner (1977),
Willis (1981), Milton and Phan-Thien (1982), Phan-Thien and Milton (1982), Sen and Torquato (1989),
Torquato (1997), Tartar (1989, 1990), and Bruno (1991). Our analysis closely follows that of
Willis (1981) and Phan-Thien and Milton (1982, 1983).
Our analysis gives, as a simple corollary, a series expansion for the effective tensor
↔
L∗ that
governs the constitutive relation between the local average of ~J and the local average of ~E in
a statistically homogeneous or periodic composite material. (These averages are taken over a
length scale much larger than the microstructure, yet smaller than any macroscopic lengths
associated with variations in the applied fields.) This expansion is derived in Section 4 where
the body is assumed to be filled with such a composite material, with microstructure much
smaller than the dimensions of the body. From the response tensor ~L(~r) associated with linear
potentials specified on the boundary, i.e. with f(~r) = −~r ·~v0 on ∂Ω, where ~v0 gives the direction
of the applied field, we directly obtain the effective tensor
↔
L∗ of the composite.
The coefficients in the series expansion of
↔
L∗ in powers of the ǫa (a = 1, 2, .., p) are useful for
obtaining bounds on
↔
L∗. In particular they likely contain sufficient information to determine the
weight and normalization matrices that were introduced by Milton (1987a, 1987b), following the
introduction of scalar valued weights and normalization factors by Milton and Golden (1985).
Thus these parameters are seen to have a natural significance in the context of coupled field
problems. In any case the weight matrices and normalization matrices can be calculated from
the series expansions of the fields. It is noteworthy that they can be calculated from the series
expansions of the fields which solve the conductivity problem alone, without any couplings to
other fields, and then they can be used to obtain the solution for the fields and effective tensor
↔
L∗ in coupled field problems.
With these geometric parameters we show how one can compute, for coupled field prob-
lems, the Wiener-Beran and Hashin-Shtrikman type bounds of any order: these bounds, de-
rived for the effective conductivity by Milton (1981) and Milton and McPhedran (1982) (see
also McPhedran and Milton 1981) and extended here to bounds on
↔
L∗, generalize the bounds of
Wiener (1912), Hashin and Shtrikman (1962), Beran (1965), Willis (1977), Phan-Thien and Milton (1982),
and Sen and Torquato (1989). They do not, however, encompass the optimal two-dimensional,
two-phase bounds of Cherkaev and Gibiansky (1992) and Clark and Milton (1995) which cou-
ple effective tensors using additional information about the differential constraints on the fields,
or duality relations satisfied by the effective tensor as a function of the component moduli. Again
many of the existing bounds are summarized in the books of Cherkaev (2000), Milton (2002),
Allaire (2002), Torquato (2002), Tartar (2009).
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2 Setting of the problem and equations for the fields
We consider the problem of linear response to n coupled fields derivable from potentials φk, k =
1, ..., n. The problem is described, in detail, by Milgrom (1990), and we give a succinct descrip-
tion here. The body consists of a space domain Ω within which the position-dependent response
tensor is Lαiβk(~r), where i, k are field indices and α, β are space indices. The αth component
of the ith flux is given by the constitutive relation
J iα(~r) = −
n∑
k=1
3∑
β=1
Lαiβk(~r)∂βφ
k(~r), (2.1)
or, suppressing the indices:
~J = −
↔
L ~∇φ. (2.2)
We shall be using boldface letters for quantities that are vectors or tensors in the field indices.
Also, a → above a character indicates a vector in the space indices and a ↔ above a character
indicates a matrix in the space indices. So, for example, ~J , ~E, and ~e are vectors in both space
and field indices;
↔
L, and
↔
ǫ are second rank tensors in both types of indices; L is a matrix in
the field indices; φ and φ0 are vectors in the field indices; ~r is a vector in the space indices; and
↔
Γ1 is a matrix in the space indices.
The equation
~∇ · ~J = 0, (2.3)
determines the fields φ within Ω, given the boundary conditions.
The response we consider is the field vector of n fluxes, ~J(~r), measured at a given position
~r within Ω, and is taken to respond to the boundary conditions dictated on the surface, ∂Ω,
of Ω. As explained in Milgrom (1990), we may, without loss of generality, restrict ourselves to
boundary conditions of the form
φ(~r) = φ0f(~r), ~r ∈ ∂Ω. (2.4)
We then define the response matrix ~L(~r) such that
~J(~r) = ~L(~r)φ0. (2.5)
We shall be interested in a piecewise-homogeneous system, so Ω is divided into a (possibly
infinite) number of domains, as in Fig. 1, each of which is filled with one of M (possibly
anisotropic) components, with an arbitrary orientation of its axes. We restrict ourselves to
components that have, at least, an orthorhombic symmetry. The response matrix, ~L(~r), de-
pends, then, on the shape of Ω, on the choice of f(~r), on the division of Ω into sub-domains, on
the orientations of the different components within these homogeneous sub-domains, and on the
response properties of the individual components. In the principal axes of the lth component
we can write
Llαkβm = L
l,α
kmδαβ , (2.6)
where there is no summation over α and the Ll,α (α = 1, 2, 3) are the principal response
matrices of component l, l = 1, 2, . . . ,M . Let p be the total number of such principal matrices
characterizing all the components. So, there is only one such matrix for an isotropic component,
two for a component with uniaxial symmetry, and three for a component with orthorhombic
symmetry. We shall use a single index notation with La, a = 1, ..., p instead of the doubly
indexed Ll,α. (Depending on the symmetry, α here takes one, two, or three values.)
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In the isotropic and homogeneous case we have
La = L0, (2.7)
for all a. When there are departures from isotropy and homogeneity we write
La = L0 + ǫa, (2.8)
and seek to expand ~L(~r) in the elements ǫaik of the ǫa’s.
To this end we first derive a formal expression for the driving field, ~E = −~∇φ produced
within Ω by the boundary conditions φ0. Let ~E0 be the driving field that is produced by these
same boundary conditions in the homogeneous, isotropic case. We can write
~E0(~r) = φ0~v0(~r), (2.9)
where ~v0 = −~∇ψ0, and ψ0 is the single-field solution of the Laplace equation, in Ω, with
boundary condition ψ(~r) = f(~r) on ∂Ω; thus ~∇ · ~E0 = 0. The difference field
~e ≡ ~E − ~E0 = −~∇ψ, (2.10)
is derivable from a potential ψ, that vanishes on ∂Ω. Now introduce
↔
ǫ (~r) =
↔
L(~r)−L0
↔
I , (2.11)
where we use
↔
I for the unit matrix in space indices;
↔
I for the identity in both space and field
indices; and I for the identity operator which when acting on a function leaves it invariant.
Then the flux field,
~J(~r) =
↔
L(~r)~E(~r), (2.12)
can thus be written as
~J(~r) = [L0
↔
I +
↔
ǫ (~r)](~E0 + ~e)(~r). (2.13)
Taking the divergence of (2.13), and remembering that ~J and L0 ~E0 are divergence-free, we
obtain
L0~∇ · ~e+ ~∇ · (
↔
ǫ ~E) = 0, (2.14)
or equivalently,
∆ψ = ~∇ · (L−10
↔
ǫ ~E). (2.15)
Define, now, the inverse-Laplacian, ∆−1, as the nonlocal operator which, acting on a density
function ρ(~r), defined in Ω, gives the potential ϕ that solves the Poisson’s equation ∆ϕ = −ρ,
and vanishes on the surface, ∂Ω. Then, from (2.15) and (2.10) we can write
~e = −
↔
Γ1L
−1
0
↔
ǫ ~E, (2.16)
where
↔
Γ1 ≡ ~∇∆
−1~∇·, (2.17)
is nonlocal, with kernel
↔
Γ1(~r,~r
′), and acts on a vector field ~u(~r ′) to give the vector field
~v(~r) =
∫
Ω
d~r ′
↔
Γ1(~r ,~r
′)~u(~r ′), (2.18)
that has the same divergence as ~u, and is derivable from a potential that vanishes on ∂Ω.
Clearly,
↔
Γ1 is a projection operator:
↔
Γ1
↔
Γ1 =
↔
Γ1, (2.19)
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implying its kernel satisfies
↔
Γ1(~r,~r
′) =
∫
Ω
d~r ′′
↔
Γ1(~r,~r
′′)
↔
Γ1(~r′′, ~r
′). (2.20)
In addition, because
↔
Γ1 gives zero when it acts on a uniform vector field and always produces
a vector field with zero integral over Ω, we have∫
Ω
d~r ′
↔
Γ1(~r,~r
′) = 0,
∫
Ω
d~r
↔
Γ1(~r,~r
′) = 0. (2.21)
The operator
↔
Γ1 is also self-adjoint, i.e.
↔
Γ1(~r,~r
′) = [
↔
Γ1(~r
′, ~r)]T , (2.22)
where T denotes the transpose. To see this, suppose one is given vector fields ~u(~r) and ~v(~r).
Let ϕ(~r) and ψ(~r) be potentials that vanish on the boundary ∂Ω such that
~u = ~∇ϕ+ ~∇×A, ~v = ~∇ψ + ~∇×B, (2.23)
for some vector potentials A(~r) and B(~r). Then the definition of
↔
Γ1 implies
↔
Γ1~u = ~∇ϕ and
↔
Γ1~v = ~∇ψ. So we have ∫
Ω
~v · (
↔
Γ1~u) =
∫
Ω
~∇ψ · ~∇ϕ+
∫
Ω
(~∇×B) · ~∇ϕ. (2.24)
Using the divergence theorem, the last integral vanishes,∫
Ω
(~∇×B) · ~∇ϕ =
∫
Ω
~∇ · [ϕ(~∇×B)] =
∫
∂Ω
ϕn · (~∇×B) = 0, (2.25)
where n is the outwards normal to ∂Ω, and we have used the fact that ϕ = 0 on ∂Ω. Switching
the roles of ~v and ~u in (2.24) gives the same result, and so we obtain∫
Ω
~v · (
↔
Γ1~u) =
∫
Ω
~u · (
↔
Γ1~v), (2.26)
which means
↔
Γ1 is self-adjoint.
Adding ~E0 to both sides of (2.16), we can write
(I +
↔
Γ1L
−1
0
↔
ǫ )~E = ~E0, (2.27)
or
~E = (I +
↔
Γ1L
−1
0
↔
ǫ )−1 ~E0. (2.28)
Thus, from the definition of the response matrix ~L(~r), equation (2.5), from relation (2.9)
between ~E0 and φ0, and from relation (2.12) between ~J and ~E, we get
~L(~r) =
∫
d~r ′
↔
S (~r,~r
′)~v0(~r
′), (2.29)
where
↔
S (~r,~r ′) is the kernel of a nonlocal operator
↔
S [acting on the field ~v0], given by
↔
S = (L0
↔
I +
↔
ǫ )(I +
↔
Γ1L
−1
0
↔
ǫ )−1. (2.30)
The vector field ~v0 only carries the information on the exact form of the boundary conditions
[f(~r0)]; it is
↔
S (~r,~r ′) that plays the role of the response tensor of the system.
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3 The expansion of the response tensor
We now use (2.30) to develop a series expansion for the response tensor
↔
S (~r,~r ′). Specializing
to the piecewise homogeneous case, we express
↔
ǫ (~r) in terms of the ǫa’s defined in equation
(2.8). Defining the indicator function, χl(~r), such that χl(~r) = 1 in a subregion occupied by
component l, l = 1, 2, . . . ,M and χl(~r) = 0 otherwise, we can write for the αβ element of
↔
ǫ
ǫαβ(~r) =
M∑
l=1
3∑
η=1
χl(~r)Rαη(~r)ǫ
l,ηRTηβ(~r), (3.1)
where
ǫl,η = Ll,η −L0, (3.2)
and Ll,η are the principal response matrices of component l, R(~r) is the rotation matrix from
the principal axes to the orientation the component has at position ~r, and RT (~r) is its transpose
(inverse).
Equation (3.1) can be cast in the form
ǫαβ(~r) =
p∑
a=1
Λaαβ(~r)ǫa, (3.3)
where the elements, Λaαβ(~r), of
↔
Λa are defined as follows: For an orthorhombic component,
there are three
↔
Λa ’s, where a replaces the double index l, η, and
Λl,ηαβ(~r) = χl(~r)Rαη(~r)R
T
ηβ(~r) (3.4)
(with no summation over η). When the component l is isotropic, it contributes only one
↔
Λa ,
with
Λaαβ(~r) = χl(~r)
3∑
η=1
Rαη(~r)R
T
ηβ(~r) = χl(~r)δαβ . (3.5)
Similarly, for a uniaxial component there are two matrices
↔
Λa(~r). It is easy to ascertain that
↔
Λa(~r)
↔
Λb(~r) = δab
↔
Λa(~r), (3.6)
and we also have
p∑
a=1
↔
Λa(~r) =
↔
I . (3.7)
Now, substituting (3.3) in expression (2.30) for
↔
S , and expanding, we get
↔
S = L0
↔
I +
∞∑
s=1
p∑
a1,...,as=1
(−1)s+1
↔
Ka1...as ǫa1L
−1
0 ǫa2L
−1
0 ...L
−1
0 ǫas , (3.8)
where the reduced operator
↔
Ka1...as is given by
↔
Ka1...as= (I −
↔
Γ1)
↔
Λa1
↔
Γ1
↔
Λa2
↔
Γ1...
↔
Γ1
↔
Λas . (3.9)
Note that each operator
↔
Γ1 in the above relation acts on the whole expression to its right
including the field on which
↔
Ka1...as acts: it does not just act on the adjacent
↔
Λa(~r) factor.
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The reduced operators, which are matrices in the space indices, are purely geometrical. They
depend on the geometry of the region Ω, on its division into homogeneous sub-regions, and on
the orientation of the components within these sub-regions. They do not depend on the form of
the boundary condition f(~r0), which enter through ~v0(~r) (on which the
↔
K ’s act); they also do
not depend on the response coefficients of the components, which enter through the field-matrix
terms in (3.8).
Using (2.29), the corresponding reduced, expansion coefficients of the response ~L(~r) are
~κa1...as(~r) = [
↔
Ka1...as ~v0](~r) =
∫
Ω
d~r ′
↔
Ka1...as (~r,~r
′)~v0(~r
′), (3.10)
where
↔
Ka1...as (~r,~r
′) is the kernel of the operator
↔
Ka1...as . Note that the reduced coefficients
are not independent: Summing over the last index gives
p∑
as=1
~κa1...as = 0, (3.11)
from (3.7), and the fact that
↔
Γ1 acting on a divergence-free vector field (such as ~v0) gives 0.
Summing over the first index we also have
p∑
a1=1
~κa1...as = 0, (3.12)
because (I −
↔
Γ1)
↔
Γ1 = 0. Summing over any, but the last, or first, index gives a reduced
coefficient with one less index:
p∑
ai=1
~κa1...as = ~κa1...ai−1ai+1...as. (3.13)
These follow directly from (3.9), and stem from the fact that we could arbitrarily redefine L0
by adding to it a constant matrix, and subtract that matrix from the ǫa’s, without affecting
↔
S (~r,~r ′). So there are really only (p− 1)s independent s-th order coefficients, not ps.
4 The expansion of the effective tensor of a composite
We now focus attention on an important subclass of inhomogeneous bodies: those filled with
a statistically homogeneous or periodic composite material with microstructure much smaller
than the dimensions of the body. It is well-known and can be rigorously proved (see for example
Golden and Papanicolaou (1983)) that if there exists an intermediate length scale λ much larger
than the homogeneities yet much smaller than the length scales associated with the dimensions
of Ω and with variations in the applied potentials, then
↔
L(~r) can be replaced by a constant
effective tensor L∗ without disturbing the macroscopic response of the body. At distances from
the boundary ∂Ω, inside the body, sufficiently greater than λ this effective tensor
↔
L∗ governs
the relation between the fields
< ~J >Θ(~r)=
1
|Θ(~r)|
∫
Θ(~r)
d~r ′ ~J(~r ′), < ~E >Θ(~r)=
1
|Θ(~r)|
∫
Θ(~r)
d~r ′ ~E(~r ′), (4.1)
obtained by averaging ~J(~r ′) and ~E(~r ′) over a sphere Θ(~r) of volume |Θ(~r)|, centered at ~r,
with radius λ, through the constitutive relation
< ~J >Θ(~r)=
↔
L∗< ~E >Θ(~r) . (4.2)
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Another tensor of interest is the microscopic response tensor
↔
L (~r ′, ~r) which governs the linear
relation between ~J(~r ′), for points ~r ′ in Θ(~r), and < ~E >Θ(~r):
~J(~r) =
↔
L (~r ′, ~r) < ~E >Θ(~r) . (4.3)
This tensor
↔
L (~r ′, ~r) is only well-defined if there is a sufficient separation of length scales so
that homogenization theory (see the many references in the introduction in Chapter 1 of this
book, ”Extending the Theory of Composites to Other Areas of Science” edited by Graeme W.
Milton, and in particular Bensoussan, Lions, and Papanicolaou 1978 and Kozlov 1978) applies.
Then
↔
L (~r ′, ~r) is independent of the choice of f(~r0) (subject to it being smooth and only
varying on the macroscopic scale), on the choice of φ0, and (assuming statistical homogeneity)
on the value of ~r. Then we may vary f(~r0) and φ0 to change < ~E >Θ(~r) and thus determine
↔
L (~r ′, ~r) =
↔
L (~r ′) through (4.3). For materials that are periodic inside Ω, with periodic
cell much smaller than the size of Ω,
↔
L (~r ′) can be obtained from the fields that solve the
homogenization cell problem. i.e. with ~J(~r) and ~E(~r) having the same periodicity as the
material, and the cell average of ~E(~r) having any value we desire.
By assumption < ~E >Θ(~r) has a smooth dependence on ~r and so by taking the average of
(4.3) over points ~r ′ in the sphere Θ(~r) we can identify
↔
L∗ with the average of
↔
L (~r ′),
↔
L∗= <
↔
L>Θ(~r)=
1
|Θ(~r)|
∫
Θ(~r)
d~r ′
↔
L (~r ′). (4.4)
To determine
↔
L (~r) and hence
↔
L∗ it suffices to prescribe linear potentials on the boundary ∂Ω
of Ω, i.e. to suppose f(~r0) takes the form
f(~r0) = −~r0 · ~v0, (4.5)
where ~v0 is a constant vector. Then the fields ~E0 and < ~E >Θ(~r) which solve the constitutive
equations in a homogeneous body are uniform,
~E0 =< ~E >Θ(~r)= ~v0φ0. (4.6)
Consequently for the purpose of determining both
↔
L (~r ′) and
↔
L∗ the averages < >Θ(~r) over
each sphere Θ(~r) can be replaced by averages < >Ω over the entire body Ω. Also to simplify
subsequent formula let us select our dimensions of length so that the body has unit volume,
|Ω| = 1. (4.7)
Then, averages over Ω can be equated with integrals over Ω. From (4.6) and the relations (2.5)
and (4.3) of ~L(~r ′) and
↔
L (~r ′) we have
~L(~r) =
↔
L (~r)~v0. (4.8)
where we have relabelled ~r ′ as ~r to avoid confusion in the subsequent formulae. This, in
conjunction with (2.29) and (4.4), leads directly to the expressions
↔
L (~r) =
∫
Ω
d~r ′
↔
S (~r,~r
′), (4.9)
↔
L∗=
∫
Ω
d~r
∫
Ω
d~r ′
↔
S (~r,~r ′), (4.10)
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for the microscopic response tensor
↔
L (~r) and the effective tensor
↔
L∗. Substitution of the series
expansion for
↔
S (~r,~r ′) into these expressions gives the desired series expansions
↔
L (~r) = L0
↔
I +
∞∑
s=1
p∑
a1,...,as=1
(−1)s+1
↔
Aa1...as ǫa1L
−1
0 ǫa2L
−1
0 ...L
−1
0 ǫas , (4.11)
↔
L∗= L0
↔
I +
∞∑
s=1
p∑
a1,...,as=1
(−1)s+1
↔
αa1...as ǫa1L
−1
0 ǫa2L
−1
0 ...L
−1
0 ǫas , (4.12)
for
↔
L (~r) and
↔
L∗ in powers of the ǫa’s with coefficients
↔
Aa1...as (~r) =
∫
Ω
d~r ′
↔
Ka1...as (~r,~r
′)
=
∫
Ω
d~r ′ [(I −
↔
Γ1)
↔
Λa1
↔
Γ1
↔
Λa2
↔
Γ1...
↔
Γ1
↔
Λas ](~r,~r
′), (4.13)
↔
αa1...as=
∫
Ω
d~r
↔
Aa1...as (~r)
=
∫
Ω
d~r
∫
Ω
d~r ′ [
↔
Λa1
↔
Γ1
↔
Λa2
↔
Γ1...
↔
Γ1
↔
Λas ](~r,~r
′), (4.14)
where the prefactor of (I −
↔
Γ1) has been dropped from the last equation because
↔
Γ1 acting
upon any field produces a field with zero integral over Ω: see (2.21).
As a consequence of (2.19), (2.21) and (3.7) the coefficients
↔
αa1...as when s > 1 satisfy
p∑
a1=1
↔
αa1...as = 0, (4.15)
p∑
as=1
↔
αa1...as = 0, (4.16)
p∑
ai=1
↔
αa1...as =
↔
αa1...ai−1ai+1...as . (4.17)
In the special case s = 1 (3.7) implies
p∑
a=1
↔
αa=
↔
I . (4.18)
Due to these identities it suffices, for any choice of reference index q ∈ {1, 2, ...p}, to consider
the subset of coefficients
↔
αa1...as , s = 1, 2, .... generated as the indices ai range over the reduced
set {1, 2, ..q − 1, q + 1, ...p} skipping the reference index q. The remaining coefficients
↔
αa1...as
where at least one index ai = q can then be recovered using (4.15)-(4.18). In addition, recall
from (2.26) that the operator
↔
Γ1 is self-adjoint (this is also evident from (4.22) below). Also
↔
Λa is obviously self-adjoint. So (4.14) implies that the matrix
↔
αa1...as is transformed to its
transpose under reversal of the ordering of its subscripts:
↔
αasas−1...a2a1= (
↔
αa1a2...as−1as)
T . (4.19)
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There are further identities satisfied by the coefficients
↔
αa1...as . In particular, the first order
coefficients satisfy
Tr(
↔
αa) = Tr(
↔
α
lβ
) =
∫
Ω
d~r Tr(
↔
Λlβ) = mlfl, (4.20)
where fl denotes the volume fraction occupied by component l and ml takes values 1,2 or
3 according to whether the component l has orthorhombic symmetry, uniaxial symmetry, or
isotropic symmetry. The last identity in (4.20) follows immediately for orthorhombic compo-
nents by taking the trace in (3.4) (i.e. Tr[
↔
Λlβ(~r)] = χl(~r)), and for isotropic components by
taking the trace in (3.5) (i.e. Tr[
↔
Λlβ(~r)] = 3χl(~r)).
The trace of the second order coefficient
↔
αab can also be easily evaluated when the com-
ponents are isotropic. To see this let us, for simplicity, suppose that the composite material is
periodic with periodicity h much smaller than the dimensions of Ω. The action of
↔
Γ1 on any
h-periodic vector field ~u(~r ′) is local in Fourier space and produces a vector field ~v(~r) given by
(2.18) with Fourier components
~v(~k) =
↔
Γ1(~k)~u(~k), (4.21)
in which ~u(~k) denotes the Fourier component of ~u(~r) and where the matrix
↔
Γ1(~k) has elements
{Γ1}ij(~k) = kikj/|~k|
2 ~k 6= 0,
= 0 ~k = 0. (4.22)
Clearly (4.22) implies
Tr(
↔
Γ1(~k)) = 1 ~k 6= 0,
= 0 ~k = 0, (4.23)
and it follows that the operator
Γ(~r,~r ′) ≡ Tr(
↔
Γ1(~r,~r
′)) (4.24)
acts on any h-periodic scalar field u(~r) to produce the scalar field
v(~r) =
∫
Ω
d~r ′ Γ(~r,~r ′ )u(~r) = u(~r) −
∫
Ω
d~r ′ u(~r ′). (4.25)
When the components are isotropic
↔
Λa(~r) = Λa(~r)
↔
I and we have
Tr(
↔
αab) =
∫
Ω
d~r
∫
d~r ′ [ΛaΓΛb](~r,~r
′ )
=
∫
Ω
d~rΛa(~r)Λb(~r)−
∫
Ω
d~rΛa(~r)
∫
Ω
d~r ′Λb(~r
′)
= δabfa − fafb, (4.26)
where again fa and fb are the volume fractions of the components a and b.
In two-dimensional composites (4.26) is a simple corollary of one of an infinite set of identities
satisfied by the coefficients
↔
αa1...as . These follow from the simple duality observation (see, for
example, Keller (1964), Dykhne (1970) and Mendelson (1975)) that a 90◦ rotation,
↔
R⊥ acting
on a curl-free field produces a divergence-free field and vice versa. Equivalently, from (4.22) we
see immediately that
↔
R⊥
↔
Γ1(
↔
R⊥)
T = I −
↔
Γ1 −
↔
Γ0, (4.27)
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or alternatively,
↔
R⊥
↔
Γ1 = (I −
↔
Γ1 −
↔
Γ0)
↔
R⊥, (4.28)
where
↔
Γ0(~r,~r
′) is the operator which simply acts to average the field:
↔
Γ0(~r,~r
′) acting on a
field ~u(~r ′) produces the uniform field
~v(~r) =
∫
Ω
d~r ′
↔
Γ0(~r,~r
′)~u(~r ′) =
∫
Ω
d~r ′ ~u(~r ′), (4.29)
and
↔
R⊥ is the operator which acts locally upon a field ~u(~r) rotating it by 90
◦ to produce the
field ~v(~r) with elements
vα =
2∑
β=1
R⊥αβuβ , (4.30)
where R⊥αβ are in turn the elements of the matrix
R⊥ =
[
0 1
−1 0
]
, (4.31)
for a 90◦ rotation. Accordingly we can use (4.27) to express
↔
R⊥
↔
αa1...as(
↔
R⊥)
T as a linear
combination of the coefficients
↔
αa1...am with m ≤ s. For example, if the components are
isotropic
↔
R⊥ commutes with
↔
Λa and we have
↔
R⊥
↔
αa1a2 (
↔
R⊥)
T =
∫
Ω
d~r
∫
Ω
d~r ′ [
↔
Λa1(I −
↔
Γ1 −
↔
Γ0)
↔
Λa2 ](~r,~r
′)
= −
↔
αa1a2 +δa1a2fa1
↔
I −fa1fa2
↔
I , (4.32)
↔
R⊥
↔
αa1a2a3 (
↔
R⊥)
T =
∫
Ω
d~r
∫
Ω
d~r ′ [
↔
Λa1(I −
↔
Γ1 −
↔
Γ0)
↔
Λa2(I −
↔
Γ1 −
↔
Γ0)
↔
Λa3 ](~r,~r
′)
=
↔
αa1a2a3 −δa1a2
↔
αa2a3 −
↔
αa1a2 δa2a3 + fa1
↔
αa2a3 +
↔
αa1a2 fa3
+δa1a2δa2a3fa1
↔
I −δa1a2fa2fa3
↔
I −fa1fa2δa2a3
↔
I +fa1fa2fa3
↔
I .
(4.33)
The identity (4.26) is easily seen to follow from (4.32) by taking the trace of that equation. We
now return to considering three dimensional composite materials.
When only one field is present, i.e. n = 1, then the knowledge of the series expansion of
↔
L∗ in powers of the ǫa up to a given order s is insufficient to determine the coefficients
↔
αa1...as
when p ≥ 3 and s ≥ 3. For example, consider the problem of electrical conductivity,
~∇ · J(~r) = 0, ~∇× E(~r) = 0, J(~r) = σ(~r)E(~r), σ(~r) =
p∑
a=1
σa
↔
Λa , (4.34)
in a nearly homogeneous, nearly isotropic material with small values of the conductivity differ-
ences
εa = σa − σo. (4.35)
Since the scalar quantities σo and εa commute, (4.12) reduces to the well-known series expansion
for the effective conductivity
↔
σ ∗ = σo
↔
I +
∞∑
s=1
p∑
a1,...,as=1
(−1)s+1
↔
β a1...as εa1εa2 ...εas/(σo)
s−1, (4.36)
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with coefficients
↔
β a1...as = [
↔
αa1...as ]sym ≡
1
s!
∑
permutations
↔
αp(a1...as), (4.37)
where the brackets [ ]sym denote a symmetrization over all s! permutations p(a1...as) of the
field indices a1...as, excluding the space indices. In view of (4.19) we have, for example,
↔
β a1=
↔
αa1 ,
↔
β a1a2=
1
2
[
↔
αa1a2 +(
↔
αa1a2)
T ],
↔
β a1a2a3=
1
6
[
↔
αa1a2a3 +
↔
αa2a3a1 +
↔
αa3a1a2 +(
↔
αa1a2a3 +
↔
αa2a3a1 +
↔
αa3a1a2)
T ].
(4.38)
If the coefficients
↔
β a1...aj are known for all j ≤ m then it is clearly impossible to recover all the
coefficients
↔
αa1...as for s ≤ m: one can only recover the linear combinations given by (4.37).
However this does not eliminate the possibility that the coefficients
↔
αa1...as could be recovered
from knowledge of the entire infinite set of coefficients
↔
β a1...aj . As we will see in the Section
7 the value
↔
αa1...as can take is nonlinearly correlated with the coefficients
↔
β a1...aj with j ≤ m
through a set of matrix inequalities and it is conceivable that these matrix inequalities are
sufficiently stringent to uniquely determine a given coefficient
↔
αa1...as as m tends to infinity.
5 The weights and normalization matrices and a stratification
of the Hilbert space
Suppose the coefficients
↔
Aa1...as (~r) of the microscopic response tensor
↔
L (~r) are known as
functions of ~r, for all s up to a given order m, and for all combinations of indices ai taken
from the set {1, 2, ..., p}. In light of (4.14) one might think that this information would only
be sufficient to determine the coefficients
↔
αa1...as for s ≤ m. However this does not take into
account the relations∫
Ω
d~r [
↔
Aaiai−1...a1 (~r)]
T ↔Aai+1ai+2...as (~r)
=
∫
Ω
d~r
∫
Ω
d~r ′ [
↔
Λa1
↔
Γ1...
↔
Λai(I −
↔
Γ1)
↔
Λai+1
↔
Γ1...
↔
Λas ](~r,~r
′)
= δaiai+1
↔
αa1a2...ai−1ai+1...as −
↔
αa1...as , (5.1)
implied by (4.13), (2.19) and (3.6). These relations, which hold for all i ∈ {1, 2, ..., s− 1}, allow
the coefficients
↔
αa1...as to be determined for s ≤ 2m from knowledge of the functions
↔
Aa1...as(~r)
for all s ≤ m.
Now note that (4.14) and (5.1) imply inequalities such as the positive semidefiniteness of
the tensors
↔
αaa and
↔
αa −
↔
αaa , a = 1, 2...p. The question of what other inequalities apply
to the coefficients
↔
αa1...as has been analyzed in depth by Milton (1987a, 1987b). Briefly, and
as proved later section 7, the set of coefficients
↔
αa1...as for s ≤ 2m derive from, and in turn
uniquely determine, a set of normalization matrices
↔
N j , j = 1, 2, ...m, and weight matrices
↔
W ja,
a = 1, 2, ...p, j = 0, 1, 2, ...m − 1 that are real and symmetric and satisfy
↔
N j ≥ 0,
↔
W ja ≥ 0,
p∑
a=1
↔
W ja =
↔
I j, (5.2)
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where
↔
I j denotes the k-dimensional identity matrix, where in a space of 3 dimensions, k =
3(p − 1)j . These matrices have elements N jτ,µ, W
j
a,τ,µ and
Ijτ,µ = δτµ, (5.3)
labeled by strings τ = a1a2...ajα and µ = b1b2...bjβ of integers ai or bi, i = 1, 2, ..j chosen from
the set {1, 2, ...q − 1, q + 1...p} (skipping the reference index q) terminated by a single space
index α or β chosen from the set {1, 2, 3}. Thus each matrix has dimension 3(p−1)j dependent
on j, for p > 2.
Conversely, if a set of
↔
αa1...as derive from any sequence of 3(p− 1)
j -dimensional symmetric
real matrices
↔
N j , j = 1, 2, .. and
↔
W ja, a = 1, 2, ...p, j = 0, 1, 2, ... satisfying (5.2) then there
always exists a set of commuting projection operators,
↔
Λa , a = 1, 2, ..p, satisfying (3.6) and
(3.7), and another noncommuting projection operator
↔
Γ1, satisfying (2.19) such that
↔
αa1...as
is given by (4.14): we will see in Section 7 that, with a suitable choice of basis, the operators
↔
Λa only depend on the weight matrices, while
↔
Γ1 in this representation only depends on the
normalization matrices. However not every sequence of normalization and weight matrices
corresponds to a composite: there are additional subtle restrictions on the operators
↔
Λa and
↔
Γ1 in a composite which lead to nontrivial restrictions on the coefficients
↔
αa1...as . In particular,
as noticed by Zhikov, Kozlov, and Oleinik (1994), when all the components are isotropic a
theorem of Meyers (1963) implies that, in the limit as the volume fraction fa of component a
tends to zero,
↔
L∗ cannot depend on La unless of course La has infinite or zero eigenvalues. In
other words there exist inequalities which force any coefficient
↔
αa1...as , with ai = a for some
i ∈ {1, 2, ...s}, to approach zero as fa = Tr(
↔
αa) tends to zero.
It remains to link the expansion coefficients with the weight and normalization matrices
and to derive suitable representations for the operators
↔
Λa and
↔
Γ1. In the rest of the Chapter,
lower-case greek letters, other than α or β will always be used to denote strings of indices, where
each index except the last is an element of the set {1, 2, ...q − 1, q + 1...p} and where the final
space index takes values from the set {1, 2, 3}. The length j of a string will refer to the number
of indices in the string excluding the final space index. Also we use commas to separate strings
of indices that label the elements of a matrix. Finally, a ↔ above a character accompanied by
a superscript j will indicate a 3(p− 1)j dimensional matrix in the string indices,with strings of
length j.
First consider the sequence of fields obtained in the following fashion. We begin with a set
of three or two uniform fields ~xα, (α = 1, 2, 3) each aligned with its corresponding coordinate
axis. [The notation is somewhat bad as ~xα should not be confused with a variable or spatial
coordinate, but it follows the notation given in appendix 1 of Milton (1987a).] Then we set
~pa1a2...akα(~r) =
↔
Λa1
↔
Γ1
↔
Λa2
↔
Γ1...
↔
Γ1
↔
Λak~xα, (5.4)
~ea1a2...akα(~r) =
↔
Γ1
↔
Λa1
↔
Γ1
↔
Λa2
↔
Γ1...
↔
Γ1
↔
Λak~xα. (5.5)
Note that the response coefficients
↔
Aa1...as (~r) derive from these fields: from (4.13) we have
↔
Aa1...as (~r)~xα = ~pa1...asα(~r)− ~ea1...asα(~r). (5.6)
Introducing the standard inner product,
(~u,~v) =
∫
Ω
d~r ~u(~r) · ~v(~r), (5.7)
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between any two real fields ~u(~r) and ~v(~r), where the overline denotes complex conjugation, it is
clear (see also (5.1)) that the inner product between any pair of the above fields can be written
in terms of the elements of the coefficient matrix
↔
αa1...as : we have
(~eτ , ~eη) = ατ¯ η, (5.8)
(~eτ , ~pη) = (~pτ , ~eη) = ατ¯ η, (5.9)
(~paτ , ~pbη) = δabατ¯aη, (5.10)
where τ and η represent strings of indices of lengths j and k respectively, and τ¯ is obtained
from τ by reversing the sequence of indices in the string.
The space spanned by these fields has a natural stratification into a sequence of orthogonal
subspaces X 0,Y1,X 1,Y2,X 2, ... The subspace X 0 is defined as the subspace spanned by the
uniform fields ~xα, α = 1, 2, 3. Let F
j denote the subspace spanned by the fields ~xα, ~pη(~r) and
~eη(~r) as η ranges over all strings of length j. Also let G
j denote the closure of F j−1 under the
action of the set of operators
↔
Λa a = 1, 2, ..p: this is the space spanned by F
j−1 and fields ~pτ
as τ ranges over strings of length j. Note that F j in turn is the closure of Gj under the action
of
↔
Γ1. These subspaces satisfy the inclusion relations
X 0 = F0 ⊂ G1 ⊂ F1 ⊂ G2 ⊂ F2 ⊂ G3 · · · . (5.11)
Accordingly we define Yj, j = 1, 2, ... as the subspace of Gj which is the orthogonal complement
of F j−1, and X j , j = 1, 2, ... as the subspace of F j which is the orthogonal complement of Gj .
The weights and normalization matricesare obtained through the introduction of an or-
thonormal basis set of fields, comprised of fields ~xη(~r), denoted as type x, and fields ~yη(~r),
denoted as type y, generated by a special version of Gram-Schmidt orthogonalization applied
to the sequence of fields ~pτ (~r) and ~eτ (~r). These basis fields ~xη(~r) and ~yη(~r) will be called fields
of order j if the string η has length j. Any linear combination of type x (or type y) basis fields
of order j will also be called a type x (or type y) field of order j and we will establish that these
type x (or type y) fields of order j are precisely the fields in the subspace X j (or Yj).
6 Construction of the basis fields and weights and normaliza-
tion factors
Those readers not interested in the details of the construction of the basis fields and weight and
normalization matrices can skip to Section 9. We follow the construction procedure outlined
in Appendix 1 of Milton (1987a). Recall that the uniform fields ~xα are already defined. Let
us therefore suppose, for some j ≥ 1, that all type x basis fields of order j − 1 have been
introduced. The weight matrices
↔
W j−1a are then defined via
W j−1a,ω,ρ ≡ (~xω,
↔
Λa~xρ), (6.1)
where ω and ρ are strings of length j − 1. Next we introduce the first set of auxiliary fields
~aaω(~r) ≡
↔
Λa(~r)~xω(~r)−
∑
ζ
W j−1a,ω,ζ~xζ(~r), (6.2)
which are defined in this way to ensure orthogonality to the previous set of type x fields of
order j − 1. Also from (3.7) it is evident that
p∑
a=1
~aaω(~r) = 0, (6.3)
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and consequently it suffices to consider the subset of fields ~aaω(~r) as the index a ranges over
the reduced set {1, 2, .., q − 1, q + 1, ...p}. The inner products between the fields in this subset
are given by
(~aaω,~abρ) = Y
j
aω,bρ, (6.4)
where
Y jaω,bρ ≡ δabW
j−1
a,ω,ρ −
∑
ζ
W j−1a,ω,ζW
j−1
b,ζ,ρ, (6.5)
and the indices a and b belong to the reduced set (as does any other index in the strings ω and
ρ apart from the terminating index). We normalize these fields to obtain the desired family of
type y basis fields of order j,
~ybρ ≡
∑
a6=q
∑
ω
Cjbρ,aω~aaω
=
∑
a6=q
∑
ω
Cjbρ,aω(
↔
Λa~xω −
∑
ζ
W j−1a,ω,ζ~xζ), (6.6)
where
↔
Cj ≡ (
↔
Y j)−1/2. (6.7)
Similarly, starting from these fields, let us introduce the commuting pair of matrices
U jτ,φ ≡ (~yτ ,
↔
Γ1~yφ), (6.8)
V jτ,φ ≡ (~yτ , (I −
↔
Γ1)~yφ) = δτφ − U
j
τ,φ, (6.9)
where the string indices τ and φ are now of length j. In terms of these matrices the normalization
matrix is defined via
↔
N
j ≡ (
↔
U
j)−1 −
↔
I
j , (6.10)
implying
↔
U
j = (
↔
I
j +
↔
N
j)−1,
↔
V
j = {(
↔
I
j + (
↔
N
j)−1}−1. (6.11)
Next we generate the second set of auxiliary fields
~bτ (~r) ≡
∫
Ω
d~r ′
↔
Γ1(~r,~r
′)~yτ (~r
′) −
∑
ν
U jτ,ν~yν(~r), (6.12)
which are orthogonal to the fields ~yφ, and have inner products
(~bτ ,~bφ) =
∑
ν
U jτ,νV
j
ν,φ. (6.13)
Normalizing these fields then produces the next orthonormal set of type x basis fields of order
j:
~xφ ≡
∑
τ
Djφ,τ
~bτ =
∑
τ
Djφ,τ (
↔
Γ1~yτ −
∑
ν
U jτ,ν~yν), (6.14)
where
↔
D
j ≡ (
↔
U
j↔
V
j)−1/2 = (
↔
N
j)1/2 + (
↔
N
j)−1/2. (6.15)
By induction this completes the definition of the basis fields, and weight and normalization
matrices.
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From the definitions (6.1),(6.5), (6.8) and (6.9) it is clear that the matrices
↔
W j−1a ,
↔
Y j,
↔
U j
and
↔
V j are positive semidefinite. Furthermore from (6.11) and from the orthonormality of the
sets of fields, ~xω and ~yτ it follows that the weights and normalization matrices satisfy (5.2). We
avoid considering the rather special limiting case where the matrices
↔
W j−1a ,
↔
U j and
↔
V j have zero
eigenvalues. In this event the matrices
↔
Y j and
↔
U j
↔
V j become singular and technical difficulties
arise in the above construction procedure because the inverses needed in (6.7) and (6.15) do
not exist.
The set of normalization and weight matrices obtained in this way clearly depend on the
choice of reference component q. However the subspace spanned by type x (or type y) fields
of order j remains invariant: it is only the basis within each subspace that changes when the
choice of reference component is changed. Consequently the eigenvalues of the weight and
normalization matrices do not depend on the choice of reference media.
Observe from (6.6) and (6.14) that for a 6= q
↔
Λa~xω =
∑
ζ
W j−1a,ω,ζ~xζ +
∑
b6=q
∑
ρ
M jaω,bρ~ybρ, (6.16)
↔
Γ1~yτ =
∑
ν
U jτ,ν~yν +
∑
φ
Xjτ,φ~xφ, (6.17)
where
↔
X
j ≡ (
↔
U
j↔
V
j)1/2 = {(
↔
N
j)1/2 + (
↔
N
j)−1/2}−1. (6.18)
↔
M
j ≡ (
↔
Y
j)1/2 = (
↔
C
j)−1, (6.19)
and
↔
Y j in turn is given by (6.5).
Applying
↔
Λc, with c 6= q to both sides of this first equation and
↔
Γ1 to both sides of the
second equation gives
∑
b6=q
∑
ρ
M jaω,bρ
↔
Λc~ybρ =
∑
ζ
(δacδωζ −W
j−1
a,ω,ζ)
↔
Λc~xζ , (6.20)
∑
φ
Xjτ,φ
↔
Γ1~xφ =
∑
ν
V jτ,ν
↔
Γ1~yν . (6.21)
Substituting (6.16) and (6.17) back into these expressions produces after some algebraic ma-
nipulation,
↔
Λc~ybρ =
∑
a6=q
∑
ζ
Qjc,bρ,aζ~yaζ +
∑
ζ
M jbρ,cζ~xζ , (6.22)
↔
Γ1~xν =
∑
φ
V jν,φ~xφ +
∑
φ
Xjν,φ~yφ, (6.23)
where
↔
Qjc is the matrix,
↔
Qjc ≡
↔
M
j
c(
↔
W
j−1
c )
−1(
↔
M
j
c)
T , (6.24)
and
↔
M ja, with transpose (
↔
M ja)
T , is the rectangular submatrix of the square matrix
↔
M j defined
in (6.19) with elements M jaτ,λ labeled by the strings τ and λ.
So
↔
Λc acting upon any basis field produces a linear combination of two fields: one field of
the same order and type as the basis field and the other field of adjacent order and opposite
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type. By contrast
↔
Γ1 acting on any basis field produces a field of the same order but mixed
type.
By construction the basis fields of a given order form an orthonormal set. To establish the
orthonormality of the entire basis set we still need to show that the basis fields of order j are
orthogonal to the subspace spanned by the fields of order at most j−1. Note that this subspace
can also be identified with the subspace F j−1 spanned by the fields xα, ~pη(~r), and ~eη(~r) as η
ranges over strings of length k ≤ j − 1. We argue by induction and begin by assuming that
the collection of fields ~xη, and ~yη of order at most j − 1 forms an orthonormal basis of F
j−1:
this is clearly true when j = 1 because then F0 is the three dimensional space spanned by the
fields ~xα. In particular the assumption implies that within F
j−1 basis fields of different types
or different orders are orthogonal. Since
↔
Λa is self-adjoint (6.2) implies that
(~aaω , ~xη) = (~xω,
↔
Λa~xη), (~aaω, ~yη) = (~xω,
↔
Λa~yη), (6.25)
where the string ω has length j − 1. The choice of auxiliary fields guarantees that the first
inner product is zero when the length k of the string η equals j − 1. It is also zero when
k < j − 1 because then (6.16) implies
↔
Λa~xη ∈ G
j−1 where Gj−1 can now be identified with the
space spanned by fields in F j−2 and type y fields of order j − 1. Similarly the second inner
product is zero because (6.22) implies
↔
Λa~yη ∈ G
j−1. Since these inner products are zero we
conclude that the auxiliary fields ~aaω are orthogonal to F
j−1. The type y fields of order j are
linear combinations of these auxiliary fields and so must also be orthogonal to the space F j−1.
Analogous considerations show that the inner products
(~bτ , ~xη) = (~yτ ,
↔
Γ1~xη), (~bτ , ~yη) = (~yτ ,
↔
Γ1~yη), (6.26)
implied by (6.12) are zero when the string τ has length j. We deduce that the type x fields of
order j are also orthogonal to the space F j−1. This completes the proof of orthonormality of
the basis. As a corollary, it follows that X j and Yj represent respectively the type x fields and
type y fields of order j.
7 Representation of the projection operators and recovery of
weight and normalization matrices from series expansion co-
efficients
Clearly (6.16) and (6.22) determine the action of
↔
Λa on the basis fields while (6.17) and (6.23)
determine the action of
↔
Γ1. It immediately follows that the projection operators
↔
Γ1 and
↔
Λa
for a 6= q are represented in this basis by the block tridiagonal infinite matrices
↔
Λa =


↔
W 0a
↔
M1a
(
↔
M1a)
T
↔
Q1a
0
0
↔
W 1a
↔
M2a
(
↔
M2a)
T
↔
Q2a
. . .


,
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↔Γ1 =


0 0 0
0
↔
U1
↔
X1
↔
X1
↔
V 1
0
0 0
↔
U2
↔
X2
↔
X2
↔
V 2
. . .


.
(7.1)
The blocks in these matrices act upon fields of the order indicated by the block superscript,
with the exception of the rectangular blocks (
↔
M ja)
T which act on fields of order j − 1. The
blocks going across a given row act on fields alternating between type x and type y, beginning
with type x. The tridiagonal form of the matrices representing
↔
Γ1 and
↔
Λa reflects the fact that
the procedure for constructing the basis fields is similar to the procedure used in the Lanczos
algorithm for tridiagonalization of symmetric matrices (see, for example, Strang 1986). The
operator
↔
Λq = I −
∑
a6=q
↔
Λa (7.2)
also can be represented by the matrix in (7.1) with a = q provided we define
↔
M jq via
↔
M
j
q ≡ −
∑
a6=q
↔
M
j
a, (7.3)
and
↔
Qjq via (6.24).
The matrix representing
↔
Λa1
↔
Γ1
↔
Λa2
↔
Γ1...
↔
Γ1
↔
Λas is generated by taking products of the ma-
trices in (7.1). Also for any operator
↔
B(~r,~r ′) with elements Bαβ(~r,~r
′) we have
∫
Ω
d~r
∫
Ω
d~r ′ Bαβ(~r,~r
′) = (~xα,
↔
B ~xβ). (7.4)
In particular then
↔
αa1...as is the first block which appears in the matrix representing
↔
Λa1
↔
Γ1
↔
Λa2
↔
Γ1...
↔
Γ1
↔
Λas .
In this way we obtain expressions, such as
↔
αa1=
↔
W
0
a1 , (7.5)
↔
αa1a2=
↔
M
1
a1
↔
U
1(
↔
M
1
a2)
T , (7.6)
↔
αa1a2a3=
↔
M
1
a1
↔
U
1
↔
Q1a2
↔
U
1(
↔
M
1
a3)
T +
↔
M
1
a1
↔
X
1 ↔
W
1
a2
↔
X
1(
↔
M
1
a3)
T , (7.7)
↔
αa1a2a3a4=
↔
M
1
a1
↔
U
1
↔
Q1a2
↔
U
1
↔
Q1a3
↔
U
1(
↔
M
1
a4)
T +
↔
M
1
a1
↔
U
1
↔
Q1a2
↔
X
1 ↔
W
1
a3
↔
X
1(
↔
M
1
a4)
T
+
↔
M1a1
↔
X1
↔
W 1a2
↔
X1
↔
Q1a3
↔
U1(
↔
M1a4)
T +
↔
M1a1
↔
X1
↔
W 1a2
↔
V 1
↔
W 1a3
↔
X1(
↔
M1a4)
T
+
↔
M
1
a1
↔
X
1 ↔
M
2
a2
↔
U
2(
↔
M
2
a3)
T ↔
X
1(
↔
M
1
a4)
T , (7.8)
for the
↔
αa1...as in terms of the normalization and weight matrices. Conversely, if the coefficients
↔
αa1...as are known then (7.5) gives
↔
W 0a1 , and (7.6),(7.7), and (7.8) can be solved successively
for
↔
U1,
↔
W 1a2 , and
↔
U2. These enter the equations linearly. Prior to solving each one of these
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equations it is necessary to determine the remaining matrices,
↔
M1a1 ,
↔
Q1a1 ,
↔
X1,
↔
V 1 or
↔
M2a2 that
also enter the equation in question: these are obtained from their definitions (6.19), (6.24),
(6.18), and (6.9), which give them in terms of the matrices
↔
W 0a1 ,
↔
U1, or
↔
W 1a2 , found from
solving the previous equations.
In general the linear equation for the remaining unknown matrix
↔
U j or
↔
W ja, encountered
at respectively the 2jth stage or (2j + 1)th stage, will be sandwiched between products of the
matrices
↔
M i and
↔
X i. These linear equations have a solution if we assume, as before, that the
positive semidefinite matrices
↔
M i and
↔
Xi are nonsingular for all i ≤ j.
It can be checked through matrix multiplication that the set of matrices
↔
Γ1 and
↔
Λa defined
via (7.1) are projection operators satisfying (2.19), (3.6), and (3.7) for any choice of normaliza-
tion and weight matrices satisfying (5.2). Consequently any further restrictions on the set of
possible normalization and weight matrices must come from additional information about the
operators
↔
Γ1 and
↔
Λa , such as the identity (4.27) which holds for two-dimensional composites.
Note that we have only shown that the weights and normalization matrices can be recovered
from the coefficients
↔
αa1...as. A separate question, which we do not address, is whether these
coefficients can be recovered from the series expansion (4.12) in powers of the elements of
the matrices ǫa, a = 1, 2, . . . , p. Since the matrix ǫaL
−1
0 does not generally commute with
ǫbL
−1
0 , when b 6= a it seems likely that one should be able to recover the coefficients
↔
αa1...as
if p was sufficiently large. But without a proof the most we can say is what we said in the
introduction: that the series probably contains sufficient information to determine the weight
and normalization matrices.
8 Simplification for two-dimensional, isotropic composites
It can be checked through matrix multiplication that the set of matrices
↔
Γ1 and
↔
Λa defined via
(7.1) are projection operators satisfying (2.19), (3.6), and (3.7) for any choice of normalization
and weight matrices satisfying (5.2). Consequently any further restrictions on the set of possible
normalization and weight matrices must come from additional information about the operators
↔
Γ1 and
↔
Λa, such as the identity (4.27) which holds for two-dimensional composites.
In particular, if the composite is two-dimensional, statistically isotropic and has isotropic
components then (4.27) implies that each normalization matrix is simply the identity matrix.
Indeed, the isotropy of the composite implies
↔
L∗=
↔
I L∗ for all choices of moduli La and
consequently all the coefficients
↔
αa1...as are also proportional to
↔
I . It follows that the weights
and normalization matrices are also proportional to
↔
I in their space indices:
W jc,a1...asα,b1...bsβ = w
j
c,a1...as,b1...bs
δαβ ,
N ja1...asα,b1...bsβ = n
j
a1...as,b1...bs
δαβ , (8.1)
and hence commute with
↔
R⊥. The isotropy of the components implies
↔
R⊥ also commutes with
the operators
↔
Λa. We next need to establish that
↔
R⊥~xa1...asα = (−1)
s
2∑
β=1
R⊥αβ~xa1...asβ, (8.2)
↔
R⊥~ya1...asα = (−1)
s+1
2∑
β=1
R⊥αβ~ya1...asβ. (8.3)
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To see this first observe that (4.28) implies that F j and Gj are each closed under the action of
↔
R⊥, and as a consequence so are the spaces X
j and Yj . Now we proceed by supposing there
exists an j such that (8.2) holds true for all s ≤ j − 1 and for all permutations of indices: this
is clearly true when j = 0. Now for any strings ρ and φ of length j − 1 ≥ 0, (6.6) and (6.14)
imply
~ybρ −
∑
a6=q
∑
ω
Cjbρ,aω(
↔
Λa~xω) ∈ F
j−1, (8.4)
~xφ −
∑
τ
Djφ,τ (
↔
Γ1~yτ ) ∈ G
j , (8.5)
where ω has length j − 1. By our supposition we can use to (8.2) to compute the action of
↔
R⊥
on ~xω. Applying
↔
R⊥ to (8.4) and using (8.1) and (4.28) brings one to the conclusion that
↔
R⊥~ya1...ajα + (−1)
j
2∑
β=1
R⊥αβ~ya1...ajβ ∈ F
j−1, (8.6)
for all combinations of indices. But Yj is closed under the action of
↔
R⊥ and since Y
j is
orthogonal to F j−1 we infer that the field in (8.6) is zero, i.e. that (8.3) holds for s = m.
Applying
↔
R⊥ to (8.5) and using a similar argument establishes that (8.2) holds when s = m+1.
By induction this completes the proof of (8.2) and (8.3). In turn these imply via (4.27) that
U jτ,φ = (~yτ ,
↔
Γ1~yφ) = (~yτ , (
↔
R⊥)
T↔
Γ1
↔
R⊥~yφ) = (~yτ , (I −
↔
Γ1)~yφ) = δτφ − U
j
τ,φ.
(8.7)
From the definition (6.10) it follows that
↔
N j =
↔
I j , (8.8)
and consequently the operator
↔
Γ1 is represented by the matrix
↔
Γ1 =
1
2


0 0 0
0
↔
I 1
↔
I 1
↔
I 1
↔
I 1
0
0 0
↔
I 2
↔
I 2
↔
I 2
↔
I 2
. . .


. (8.9)
Note also from (8.2) and (8.3) that
↔
R⊥ has the representation,
↔
R⊥ =


↔
R0⊥
−
↔
R1⊥
0
0
↔
R1⊥
−
↔
R2⊥
. . .


, (8.10)
where
↔
R
j
⊥ is the rotation matrix with elements
Rj⊥a1...asα,b1...bsβ = R
⊥
αβ
s∏
i=1
δaibi . (8.11)
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When p = 2 and the composite is two-dimensional but possibly anisotropic, the set of
all possible sequences of weight and normalization matrices has been completely character-
ized, and furthermore microgeometries have been identified which correspond to every such
sequence. This was accomplished by Milton (1986b) for composites of two isotropic phases and
by Clark and Milton (1994) for a polycrystal built from a single anisotropic crystal. In both
cases the microgeometries that can simulate any sequence were found to be sequentially layered
laminates. These two-dimensional microstructures can mimic the entire behavior of
↔
L∗ as a
function of the component moduli while keeping the microstructure fixed.
9 Bounds and methods for bounding the effective tensor
Bounds on the effective tensor
↔
L∗ follow directly from the variational principles,
~E0·
↔
L∗ ~E0 = min
~e(~r)
∫
Ω
d~r (~E0 + ~e(~r)) ·
↔
L(~r)(~E0 + ~e(~r)), (9.1)
~J0 · (
↔
L∗)−1 ~J0 = min
~j(~r)
∫
Ω
d~r ( ~J0 +~j(~r)) · (
↔
L(~r))
−1( ~J0 +~j(~r)), (9.2)
where ~E0 and ~J0 are uniform fields, and the minimization extends over statistically homoge-
neous or periodic fields ~e(~r) and ~j(~r) satisfying
~∇× ~e(~r) = 0,
∫
Ω
d~r ~e(~r) = 0, (9.3)
~∇ ·~j(~r) = 0,
∫
Ω
d~r ~j(~r) = 0. (9.4)
Substitution of the trial fields ~e(~r) = 0 and ~j(~r) = 0 gives the arithmetic and harmonic mean
bounds,
[
p∑
a=1
↔
αa (La)
−1]−1 ≤
↔
L∗j−1 ≤
p∑
a=1
↔
αa La. (9.5)
Better bounds result from a more judicious choice of trial fields. For example, to derive
improved upper bounds one can follow the approach of Beran (1965, 1966) and choose a trial
field of the form
~e(~r) =
j∑
s=1
p∑
a1,..,as=1
3∑
α=1
ca1a2...asα~ea1a2...asα(~r), (9.6)
where the fields ~ea1a2...asα(~r) are given by (5.5), and then minimize (9.1) to find the best choice
of the coefficients ca1a2...asα, which are vectors in the field indices. The bound generated by
this procedure when expanded in a power series agrees with the terms in the series (4.12) for
all s up to and including s = 2j + 1, and for this reason is called the Wiener-Beran type
upper bound of order 2j + 1: a bound is said to be of order m if the series expansion of
the bound and the series expansion of
↔
L∗ agree for all s up to and including s = m. An
analogous choice of trial field ~j(~r) generates the Wiener-Beran type lower bound of order 2j+1
through the variational principle (9.2). Bounds of even order are generated by substituting an
appropriate choice of trial polarization field into the Hashin-Shtrikman variational principles
(Hashin and Shtrikman 1962). yielding Hashin-Shtrikman type bounds.
These bounds on
↔
L∗ are naturally expressed in terms of the normalization and weight
matrices. For this purpose it is useful to expand
↔
L∗ as a continued fraction rather than as
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a power series. A direct extension of the analysis of Milton (1987a,1987b) gives a continued
fraction expansion for the effective tensor
↔
L∗≡
↔
L∗0, (9.7)
generated by setting
L0 = Lq, (9.8)
and eliminating the tensors
↔
L∗j for j ≥ 1 from the recursion relations
↔
L∗j−1 =
p∑
a=1
↔
W j−1a La
−
∑
a,b6=q
ǫa
↔
M ja{
↔
I jL0 +
∑
c 6=q
↔
Qjcǫc + (
↔
N j)1/2
↔
L∗j(
↔
N j)1/2}−1(
↔
M
j
b)
T ǫb,
(9.9)
where, in accordance with our previous definitions,
↔
Qjc =
↔
M
j
c(
↔
W
j−1
c )
−1(
↔
M
j
c)
T ,
↔
M
j = (
↔
Y
j)1/2, Y jaω,bρ = δabW
j−1
a,ω,ρ −
∑
ζ
W j−1a,ω,ζW
j−1
b,ζ,ρ,
(9.10)
and
↔
M ja, with transpose (
↔
M ja)
T , is the rectangular submatrix of the square matrix
↔
M j with
elements M jaτ,λ labeled by the strings τ and λ. Note that
↔
L∗j has elements L∗jτkηm labeled
by field indices k,m ∈ {1, 2..p} and string indices τ = a1a2..ajα, µ = b1b2..bjβ with ai and
bi ∈ {1, 2, ..q − 1, q + 1, ..p}, and α and β ∈ {1, 2, 3}. Also note that
↔
W ja,
↔
M ja and
↔
N j act on
the string indices, not on the field indices.
There are other equivalent ways of expressing
↔
L∗j−1 in terms of
↔
L∗j (Milton 1987a). For
example (9.9) can be replaced by its dual form
(
↔
L∗j−1)−1 =
p∑
a=1
↔
W
j−1
a (La)
−1
−
∑
a,b6=q
ηa
↔
M ja{
↔
I jL
−1
0 +
∑
c 6=q
↔
Qjcηc + (
↔
N j)−1/2(
↔
L∗j)−1(
↔
N j)−1/2}−1(
↔
M
j
b)
Tηb,
(9.11)
where
ηa ≡ (La)
−1 −L−10 . (9.12)
Eliminating the matrices
↔
L∗j from this recursion relation generates an alternative continued
fraction expansion of
↔
L∗.
The tensors
↔
L∗j, j = 0, 1, 2, ... have an interpretation in the context of the solution ~J(~r) for
any given field ~E0 ∈ X
j (the space X j now plays the role that was played by the uniform fields)
to the equations
↔
Γ
j
1
~J = 0, ~J(~r) =
↔
L(~r)(~E0(~r) + ~e(~r)),
↔
Γ
j
1~e = ~e, (9.13)
where
↔
Γ
j
1 is the nonlocal operator,
↔
Γ
j
1 =
↔
Γ1 −
↔
Υj , (9.14)
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and
↔
Υj (which commutes with
↔
Γ1) is the projection onto the space
Ej ≡ {~u(~r) ∈ X j ⊕ Yj |
↔
Γ1~u = ~u} (9.15)
of order j fields which are curl-free and have zero average value. In the representation (7.1)
↔
Γ
j
1
is obtained from
↔
Γ1 by setting the blocks
↔
U j ,
↔
V j and
↔
Xj to zero. Note that
↔
Γ
j
1 is a projection
and acts upon any field to produce a curl-free field with zero average value. So in particular
~e(~r) (but not ~E0(~r)) is the gradient of a potential.
A simple application of the Lax-Milgram lemma (see, for example, Section 5.8 of Gilbarg and Trudinger 1983)
shows that these equations always have a unique solution for ~J(~r), for any choice of field
~E0 ∈ X
j, provided that the set of tensors
↔
Λa are positive definite and bounded. Let us define
↔
Γ
j
0 as the projection onto the subspace X
j and ~J0 as the component
~J0 =
↔
Γ
j
0J , (9.16)
of the field ~J(~r) which lies in the subspace X j. Since the relation between ~J0 and ~E0 is linear
we can write
~J0 =
↔
L∗j ~E0. (9.17)
This linear relation serves to define
↔
L∗j: it is a linear map from the space X j to itself. When
j = 0 these equations reduce to the previous set (2.3), (2.10), and (2.12) and so we can make
the identification (9.7) between
↔
L∗ and
↔
L∗0.
From the matrix representation (7.1) of the operators
↔
Λa and
↔
Γ1 it is clear that
↔
Λa and
↔
Γ
j
1
do not couple ~E0 with fields in the space G
j . Thus the fields in Gj play no role in the solutions of
the equations (9.13). Consequently we can now eliminate from our basis those fields ~xτ , ~yτ ∈ G
j .
In the remaining reduced basis the operators
↔
Λa and
↔
Γ
j
1 have the representation
↔
Λa =


↔
W ja
↔
M j+1a
(
↔
M j+1a )
T
↔
Qj+1a
0
0
↔
W j+1a
↔
M j+2a
(
↔
M j+2a )
T
↔
Qj+2a
. . .


,
↔
Γ
j
1 =


0 0 0
0
↔
U j+1
↔
Xj+1
↔
Xj+1
↔
V j+1
0
0 0
↔
U j+2
↔
Xj+2
↔
Xj+2
↔
V j+2
. . .


.
(9.18)
The similarity with (7.1) makes it evident that whatever role the sequence
↔
W 0a,
↔
N1,
↔
W 1a,
↔
N2,
↔
W 2a, ...
of weight and normalization matrices plays in determining
↔
L∗ is played in an identical way by
the sequence
↔
W ja,
↔
N j+1,
↔
W j+1a ,
↔
N j+2,
↔
W j+2a , ... in determining
↔
L∗j . This self-similarity is also
evident from the continued fraction expansions for
↔
L∗ and
↔
L∗j implied by (9.9).
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If the entire set of normalization and weight matrices is known then these continued fractions
expansions allow the effective tensor
↔
L∗ to be computed to an arbitrarily high degree of accuracy.
For example we could truncate the continued fraction at some stage m by setting
↔
L∗m =
↔
I mLq, (9.19)
which is a natural choice, corresponding to replacing the set of weights
↔
Wma by the weights
↔
W
m
q =
↔
I
m,
↔
W
m
a = 0, ∀a 6= q, (9.20)
consistent with the constraints (5.2). Then the tensor
↔
L∗0 obtained from the recursion relations
(9.9) is an m-th order rational approximate to
↔
L∗, and it can be proved that this approximate
converges to
↔
L∗ as m tends to infinity, for any positive definite bounded set of moduli La, a =
1, .., p (Milton 1987b). The approximates also converge when the moduli are complex, provided
the tensors La are symmetric and bounded and such that there exists a phase angle θ for which
Re(eiθLa) > 0, ∀a, (9.21)
where Re(A) denotes the real part of the quantity A. Such complex moduli have a physical
interpretation. When the fields ~J and ~E oscillate sinusoidally in time t with frequency ω then
they can be expressed as the real part of complex fields ~Jc(~r) and ~Ec(~r),
~J(~r, ω) = Re(eiwt ~Jc(~r)), ~E(~r, ω) = Re(e
iwt ~Ec(~r)). (9.22)
Provided the wavelength of this oscillation is sufficiently large compared with the microstructure
these complex fields satisfy the quasistatic equations,
~∇ · ~Jc(~r) = 0, ~∇× ~Ec(~r) = 0, ~Jc(~r) =
↔
L(~r)~Ec(~r), (9.23)
with a complex tensor
↔
L(~r) given by
↔
L(~r) =
p∑
a=1
↔
ΛaLa, (9.24)
where the moduli La are complex and frequency dependent. The thermodynamic requirement
that dissipation of power into entropy be positive ensures that (9.21) holds when θ = 0. Each
rational approximate satisfies the properties of covariance and disjunction, discussed in the
introduction, and has the additional required analytic property that
Re(eiθ
↔
L∗) > 0, (9.25)
for any set of tensors La satisfying (9.21).
Bounds on
↔
L∗ follow from elementary bounds on
↔
L∗j . In particular, the inequalities
0 ≤
↔
L∗j ≤ ∞
↔
I
j , (9.26)
or equivalently the inequalities
[
p∑
a=1
↔
W j−1a (La)
−1]−1 ≤
↔
L∗j−1 ≤
p∑
a=1
↔
W j−1a La, (9.27)
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when substituted in the recursion relations (9.9) or (9.12) produce the Weiner-Beran type
bounds on
↔
L∗ of order 2j − 1, while the inequalities
L−
↔
I j ≤
↔
L∗j ≤ L+
↔
I j , (9.28)
which hold for all tensors L− and L+ such that
L− ≤ La ≤ L
+, 1 ≤ a ≤ p, (9.29)
when substituted in (9.9) or (9.12) produce the Hashin-Shtrikman type bounds on
↔
L∗ of order
2j. By substitution we mean precisely that an upper bound on
↔
L∗ is obtained by setting
↔
L∗j = ∞
↔
I j or
↔
L∗j = L+ and solving the recursion relations for
↔
L∗0 and that a lower bound
on
↔
L∗ is obtained by setting
↔
L∗j = 0 or
↔
L∗j = L− and solving for
↔
L∗0.
10 Bounds using the field-equation recursion method
The inequalities (9.27) and (9.28) can be easily derived without reference to variational prin-
ciples using the field recursion method for bounding effective tensors. This approach utilizes
the recursive structure of the equations (9.9) and the inequalities (5.2) on the normalization
and weight matrices. The first step in the method is to conjecture a set of restrictions that
might apply to
↔
L∗j irrespective of what values the weights and normalization matrices take,
subject only to the constraints (5.2)-or perhaps additional constraints if these are known. This
conjecture need not be very restrictive, and could be guided by the form of the recursion rela-
tions (9.9). For example let us conjecture that
↔
L∗j is positive semidefinite. The next step is
to first check that the tensor
↔
L∗m given by (9.19) satisfies the conjecture, and indeed it does.
Then the remaining task is to assume the conjecture is true for some j and show this implies
↔
L∗j−1 also satisfies the conjecture, for any choice of the weight matrices
↔
W j−1a and normaliza-
tion matrices
↔
N j satisfying (5.2): it obviously does since from the recursion relations (9.9) and
(9.11) it follows that (9.26) implies (9.27) which in turn implies
↔
L∗j−1 is positive semidefinite.
By induction any rational approximate for
↔
L∗j generated by choosing m > j and making the
substitution (9.19) satisfies the conjecture, and since these approximates converge to
↔
L∗j as m
tends to infinity, we conclude that
↔
L∗j itself must be positive semidefinite. The conjecture is
proved and it clearly implies both (9.27) and (9.28). The recursion method has the advantage
that it also works when the moduli La are complex (Milton, 1987a; 1987b)
In the special case of a composite with p = 2 the strings of indices merely consist of a
repeated string of either 2′s or 1′s (according to whether q = 1 or q = 2) terminated by a
space index. Let us drop this redundant information and allow the elements of the weight and
normalization matrices to be addressed only by the space indices. Also when p = 2 the matrices
↔
W
j
1 and
↔
W
j
2 =
↔
I j −
↔
W
j
1 commute and so we have
↔
Y
j =
↔
W
j
1
↔
W
j
2,
↔
M
j = (
↔
W
j
1
↔
W
j
2)
1/2,
↔
Qj1 =
↔
W
j
2,
↔
Qj2 =
↔
W
j
1. (10.1)
Without loss of generality we take q = 2, and correspondingly L0 = L2. Then the recursion
relation (9.9) simplifies to
↔
L∗j−1 =
↔
W
j−1
1 L1 +
↔
W
j−1
2 L2
− (L1 −L2)
↔
M j{
↔
W
j−1
1 L2 +
↔
W
j−1
2 L1 + (
↔
N j)1/2
↔
L∗j(
↔
N j)1/2}−1
↔
M j(L1 −L2),
(10.2)
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which for L1 6= L2 can be inverted to give
↔
L∗j in terms of
↔
L∗j−1:
↔
L∗j = (
↔
N
j)−1/2{−
↔
W
j−1
1 L2 −
↔
W
j−1
2 L1
+ (L1 −L2)
↔
M j(
↔
W
j−1
1 L1 +
↔
W
j−1
2 L2 −
↔
L∗j−1)−1
↔
M j(L1 −L2)}(
↔
N j)−1/2.
(10.3)
Supposing that the components are isotropic phases occupying volume fractions f1 and f2,
(4.20) implies
W 01,α,β = f1δαβ , W
0
2,α,β = f2δαβ , (10.4)
and consequently when j = 1 (10.3) takes the form
↔
L∗1 = (
↔
N1)−1/2
↔
Y ∗(
↔
N1)−1/2, (10.5)
where
↔
Y ∗, not to be confused with the matrix
↔
Y j, is given by
↔
Y ∗ = −f1
↔
I L2 − f2
↔
I L1 + f1f2(L1 −L2)(f1
↔
I L1 + f2
↔
I L2−
↔
L∗)−1(L1 −L2).
(10.6)
11 Bounds using the translation method
It turns out that bounds on
↔
L∗ derived via the translation method follow from elementary
bounds on this tensor
↔
Y ∗. This method was discovered independently by Murat and Tartar
(1979;1985;1985) and by Lurie and Cherkaev (1982;1984) and applied to generate bounds that
characterize for n = 1 the region in tensor space filled by the range of values
↔
L∗ takes as
the microstructure varies over all configurations while keeping the moduli L1 and L2 and the
volume fraction f1 fixed. Subsequently it was noted that the corresponding region filled by
the possible values of
↔
Y ∗ did not depend on the choice of volume fraction f1 (Milton 1986a).
Cherkaev and Gibiansky (1992) extended the characterization to n = 2, assuming a two-dimensional
geometry. Subsequently Clark and Milton (1995) obtained the characterization for arbitrary n,
using fractional linear transformations which preserve the analytic properties as functions of
the component moduli.
To explain the translation method let us focus on bounding
↔
L∗ from below. Then one needs
to find a suitable translation tensor Tαiβk, where i, k are field indices and α, β are space indices,
satisfying
↔
I La ≥
↔
T , a = 1, 2, (11.1)
and with the additional property that∫
Ω
d~r ~∇ψ·
↔
T ~∇ψ ≥ 0, (11.2)
for all periodic potentials ψ with elements ψk(~r), k = 1, 2, ..n. Any positive semidefinite tensor
satisfies this last constraint. However the converse is not true, and in fact the interesting
applications to bounds come from translations
↔
T which are not positive semidefinite. The key
idea in the method is to consider a comparison composite with its moduli translated from
↔
L(~r)
to the moduli
↔
L′(~r) ≡
↔
L(~r)−
↔
T , (11.3)
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which are positive semidefinite as a consequence of (11.1). From (11.2) and from the variational
definition (9.1) applied to the effective tensor
↔
L′
∗ of the comparison composite we have, for all
uniform fields ~E0,
~E0·
↔
L′
∗ ~E0 = min
ψ(~r)
{
∫
Ω
d~r (~E0 − ~∇ψ(~r)) · (
↔
L′(~r))(~E0 − ~∇ψ(~r))}
= min
ψ(~r)
{
∫
Ω
d~r (~E0 − ~∇ψ(~r)) · (
↔
L(~r))(~E0 − ~∇ψ(~r))
−
∫
Ω
d~r (~∇ψ(~r)) · (
↔
T )(~∇ψ(~r)) − ~E0·
↔
T ~E0}
≤ min
ψ(~r)
{
∫
Ω
d~r (~E0 − ~∇ψ(~r)) · (
↔
L(~r))(~E0 − ~∇ψ(~r))} − ~E0·
↔
T ~E0
= ~E0 · (
↔
L∗ −
↔
T )~E0, (11.4)
which is equivalent to the tensor inequality
↔
L′
∗ ≤
↔
L∗ −
↔
T . (11.5)
Substituting this in the harmonic mean bounds on
↔
L∗,
(
↔
L′
∗)−1 ≤
∫
Ω
d~r (
↔
L′(~r))−1, (11.6)
yields the translation bounds,
(
↔
L∗ −
↔
T )−1 ≤
∫
Ω
d~r (
↔
L(~r)−
↔
T )−1, (11.7)
which for composites of two isotropic materials reduces to
(
↔
L∗ −
↔
T )−1 ≤ f1(
↔
I L1−
↔
T )−1 + f2(
↔
I L2−
↔
T )−1. (11.8)
Cherkaev and Gibiansky (1992) noticed through algebraic manipulation, that these bounds
when expressed in terms of
↔
Y ∗ simplify to
↔
Y ∗+
↔
T ≥ 0. (11.9)
In their proof they assumed that L1 and L2 commute. Later this assumption was found
unnecessary and moreover a direct and simple proof of (11.9) was found from a variational
expression for
↔
Y ∗ (Milton 1991). An interesting feature of the translation method is that the
sharpest bounds are usually obtained from translations
↔
T with couplings between the fields,
even when L1 and L2, and hence
↔
L∗, have no such couplings.
When p > 2 the transformation (9.9) cannot simply be inverted because the matrices
↔
M ja
are rectangular and have no unique inverse. Also it is clear that the tensor
↔
L∗j is larger than
the tensor
↔
L∗j−1 and so contains more information. However if more than one field was present,
i.e. if n ≥ 2, and if
↔
L∗ was known as a function of the La, then in principle one could expand
↔
L∗ in a power series, possibly extract the coefficients
↔
αa1...as and subsequently find the weights
and normalization matrices. By this means one could recover both
↔
L∗j and
↔
Y ∗j ≡ (
↔
N j)−1/2
↔
L∗j(
↔
N j)−1/2 (11.10)
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as a function of the La through the continued fraction formula for
↔
L∗j implied by (9.9). Natu-
rally we expect that there exists a more direct way of recovering the function
↔
Y ∗j(L1,L2, ..,Lp)
from the function
↔
L∗j−1(L1,L2, ..,Lp). One intriguing question is whether this direct recovery
process, whatever it is, works when n = 1. If it does then the sequence of matrices
↔
N j and
↔
W ja could be recovered by expanding each function
↔
Y ∗j−1(L1,L2, ..,Lp) to first order, and
consequently
↔
L∗ could be calculated even when more than one field is present. In other words,
knowledge of the conductivity function
↔
σ ∗(σ1, σ2, ...σp) without couplings would be sufficient
to uniquely determine the effective tensor
↔
L∗ with couplings present.
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