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Introduction
The framework for this thesis are the hyperbolic invariant objects (whiskered tori, limit
cycles, NHIM, . . .), which are the essential objects to study different problems ranging
from Arnold diffusion to biological clocks. We deal with three different related topics
and the approach is both theoretical and numeric with special attention to applications,
specially in neurobiology:
• Existence of Arnold diffusion for a priori unstable Hamiltonian systems.
• Fast numerical algorithms to compute invariant tori and the associated whiskers in
Hamiltonian systems using a parameterization method.
• Computation of Isochrons and Phase Resetting Curves (PRC) in neurobiological
systems using a parameterization method.
The problems presented here cover a wide spectrum in the field of dynamical systems
and they are all relevant problems in the corresponding area. Indeed, the problem of
Arnold diffusion has been studied in the last ten years by important groups of researchers
and mathematicians all over the world (Cheng, Gidea, Kaloshin, de la Llave, Mather,
Neishtadt, Treschev, . . . ) as well as by several researchers in the UB-UPC dynamical
systems group (Delshams, Fontich, Mart´ın, Seara, Simo´,. . .) and a large variety of meth-
ods leading to important results have been developed [DLS06a, Tre04, GL06b, GL06a,
CY04a, CY04b, FM01, Sim94, SV01]. The numerical computation of the hyperbolic in-
variant objects present in the system, as well as their possible connections, constitutes one
of the most important areas of research in the field of dynamical systems because these
organize the dynamics around them. It is worth mentioning in this sense the contribu-
tions of the group of dynamical systems in Barcelona (de la Llave, Go´mez, Haro, Jorba,
Masdemont, Mondelo, Olle´, Simo´, . . .), specially in the applications to celestial mechanics
and atrodynamics [HL07, Sim99, GJSM01b, GJSM01a]. Finally, the applications of dy-
namical systems to biology constitute a very leading area in the current research, as well
a new and very interesting field to explore. The computation of PRC and its relation with
the dynamical system behind the model has been explored in the recent years, specially
in neuroscience (Ermentrout, Kopell, Josic, Shea-Brown, Holmes, Govaerts, Izhikevich,
Mohelis, . . ., see [Erm96, EK91, Izh07, Jos00]).
Interestingly enough, the problems studied in this thesis have in common the fact
that they are tackled with a large set of non trivial and important tools as well as a
bunch of consolidated methods in dynamical systems: hyperbolic invariant objects and
their connections (limit cycles, isochrons, whiskered tori, NHIM, homoclinic orbits, . . .),
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normal forms, averaging methods, KAM theorem, Lie symmetries, . . . It is important
to remark that these techniques constitute a fundamental and wide background to solve
relevant problems in a future research.
Moreover, it is worth mentioning that this thesis presents also a wide-ranging method-
ology since it contains both theory and numerics, just as a willingness of an interdisci-
plinary approach, with clear contributions to biology and, more precisely, to neuroscience.
Hence, while the first part of the thesis is basically theoretical and uses analytical tools,
the other two parts are essentially numeric even if they also contain analytical studies.
The last part of the thesis arises from the purpose of relating biological clocks with some
known tools in dynamical systems.
Indeed, a deep knowledge in dynamical systems both in theory and numerics, as well
as a good preparation in neuroscience constitute a good platform to tackle some problems
in neuroscience with tools that have never been applied to this area, leading to a more
general and deep insight.
Next, we will discuss in more detail the problems studied in this thesis with the main
contributions to each one.
Arnold diffusion for a priori unstable Hamiltonian sys-
tems
Hamiltonian systems appear naturally as models of many systems with negligible friction.
We could mention, for instance, the models in celestial mechanics or the models for motion
of charged particles in magnetic fields. One of the problems that appears naturally in
the applications and has attracted the attention for a long time is whether the effect of
periodic small perturbations on these models accumulate over time and lead to large effect
(instability) or whether these effects average out (stability).
It is often the case that Hamiltonian systems exhibit both stable and unstable regimes.
For instance, there exist rigorous results that prove that for the mentioned systems most
of the trajectories are stable for all the time, it is the so well known KAM Theorem
(Kolmogorov-Arnol’d-Moser) or they are stable for very long times (Nekhoroshev).
The orbits that do not lie on KAM invariant objects and evolve over time scales
where Nekhoroschev theory breaks up may possibly drift arbitrarily far. Indeed, it was
conjectured in [Arn63b] that this is a phenomenon that happens in rather general systems.
In the celebrated paper [Arn64], Arnold constructed an example of a nearly integrable
Hamiltonian system for which he proved the existence of trajectories that avoided the
KAM tori and that performed long excursions. The mechanism is based on the existence
of chains of whiskered tori such that the unstable manifold of one intersects the stable
manifold of the next one (transition chains).
The example proposed turns out to be rather artificial because the perturbation has
been chosen carefully so that it does not affect the foliation of invariant tori present in the
unperturbed system, but it causes the stable and unstable manifolds to intersect transver-
sally. In general, the perturbation destroys the foliation of persisting primary KAM tori
creating gaps of size bigger than the splitting of the stable and unstable manifolds. In
this case one can not form transition chains as in the Arnold mechanism. This is known
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in the literature as the large gap problem.
Overcoming the large gap problem and identifying new mechanisms for diffusion has
become an important direction of study itself. This problem has attracted the attention
of both mathematicians and physicists due to its practical importance and mathematical
depth. Recently, there has been a lot of progress in the mathematical theory of these
problems and a wide variety of methods have been suggested.
One special case of the problem is the a priori unstable case, in which the unperturbed
system presents hyperbolicity (it cannot be written in global action-angle variables). This
is described by a Hamiltonian of the form
Hε(p, q, I, ϕ, t) =
1
2
I2 +
1
2
p2 + (cos q − 1) + εh(p, q, I, ϕ, t; ε), (1)
where (p, q, I, ϕ, t) ∈ (R× T)2 × T.
The large gap problem for this type of Hamiltonian systems was solved (under cer-
tain conditions) through geometrical methods in [DLS00, DLS06a, DLS06b] (scattering
map), as well as in [Tre04] (separatrix map); topological methods in [GL06b, GL06a] and
variational methods in [CY04a, CY04b].
Furthermore, numerical experiments suggest that in the resonance zones the diffusion
is more intense, see [Chi79]. Hence, a deep study of these zones turns out to be very
important to understand the diffusion mechanism. Moreover, it is well known that the
resonances play an important role not only in the problem of diffusion but also in other
problems of physics and chemistry
In [DLS06a], the authors proved the existence of diffusing orbits for (1.4), when h is
assumed to be a trigonometric polynomial in the angular variables (ϕ, t). The geometrical
mechanism proposed is based on the incorporation in the transition chain of new invariant
objects created by the perturbation. Indeed, one first identifies the normally hyperbolic
invariant manifold (NHIM), which is an invariant object with an inner dynamics and
associated stable and unstable manifolds. When one restricts to the dynamics on it, one
can observe that new invariant objects, like secondary tori and invariant manifolds of
lower dimensional tori, are created in the gaps between primary KAM tori and they are
topologically different from the tori present in the unperturbed system. The scattering
map of a NHIM, introduced by the same authors, is the essential tool for the heteroclinic
connections of invariant objects of different topology.
This assumption on h is clearly non generic. In the first part of the thesis we generalize
the result in [DLS06a] for the case of differentiable enough perturbations, whose Fourier
series in the angular variables are not assumed to have a finite number of harmonics.
In order to prove this result we focused on the study of the resonant zones and the
invariant objects generated therein. The method used for this study consists of a com-
bination of a resonant averaging procedure in the NHIM and a KAM Theorem. Indeed,
we define different domains in the NHIM and we show that, near the resonances, one can
approximate the system by a system which is pendulum like, whereas for the rest of the
phase space the system is close to a rotor. Finally, it is shown that one can consider the
real system in the NHIM approximated by either a pendulum or a rotor and, therefore,
using a KAM Theorem, that some of the tori present in the pendulum or the rotor are
also present in the real system.
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The main difficulty arises from the fact that a generic perturbation creates an infinite
number of resonances and this makes impossible to isolate the resonant domains. Our
solution to this problem was to consider a truncation of the Fourier series and to keep a
good control of the error estimates. We also performed a detailed analysis of the motion
in each resonance with error terms.
This allows us to give a complete description of the geography of the resonances gen-
erated by a generic perturbation. It is remarkable that we observe that our perturbation
generates a Cantor-like set of gaps of different sizes among the primary tori.
Finally, in section 1.5 we present an example for which we can check the concrete
conditions that guarantee the existence of diffusing orbits.
As future work, we plan to extend these results to the multiresonant case, that is when
the Hamiltonian (1.1) contains several rotors and penduli, and also to study the speed of
diffusion in terms of the invariant objects used in the transition chain.
Fast algorithms to compute invariant KAM tori and
the associated whiskers
This part of the thesis has been done in collaboration with Rafael de la Llave and Yannick
Sire.
The methods for diffusion discussed in chapter 1 require a careful study of the hyper-
bolic invariant objects present in the system as well as their possible connections, because
they organize the solutions around them. The existence, description of their properties
and approximation using computational tools of numerical analysis, constitutes one of the
most important research areas in dynamical systems, not only because of their theoretical
interest but also because of their applicability.
Among the most relevant invariant objects for the description of this mechanism one
can find the so called whiskered tori, that is, quasi-periodic solutions with associated stable
and unstable manifolds. Usually they are studied using KAM methods that require to
have the system written down in action-angle variables, see [Lla01b] for a comparison
of different KAM methods. In [LGJV05] de la Llave et al. introduce KAM techniques,
based on the parametrization method, that allow to compute KAM tori both primary
and secondary in a unified way and skipping the canonical transformation formalism. In
[FLS07] Fontich, de la Llave and Sire generalize this result for whiskered tori. The method
proposed in both papers is based on a quasi-Newton method and it lends itself to a very
efficient numerical implementation.
In chapter 2 we develop numerical algorithms that use small requirements of stor-
age and operations for the computation of invariant tori and the associated whiskers in
Hamiltonian systems (symplectic maps and Hamiltonian vector fields). The algorithms
are based on the parameterization method (developed by Cabre´, Fontich and de la Llave
in [CFL03a, CFL03b, CFL05]) and follow closely the proof of the KAM theorem given in
[LGJV05] and [FLS07]. They essentially consist of solving a functional equation satisfied
by the invariant tori by means of a Newton method.
In sections 2.5 and 2.7, we show how to compute efficiently both maximal invariant
tori and whiskered tori. It is important to remark that the numerical algorithms presented
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allow to compute in a unified way primary and secondary invariant KAM tori. Moreover,
in section 2.6 we present fast algorithms for the iteration of the cocycles and the compu-
tation of the invariant bundles, which constitutes a previous step for the computation of
invariant whiskered tori and the associated whiskers.
In section 2.10 we include examples of the numerical implementation to compute
invariant tori, with precise information about the time running and efficiency. More
precisely, in section 2.10.1 we compute primary and secondary tori for the standard map
and in section 2.10.2 we apply the algorithms to compute primary maximal and hyperbolic
KAM tori of the Froeschle´ map.
Concerning the whiskers, the fast algorithms presented are designed to compute in-
variant manifolds of any rank, but we have restricted ourselves to rank-1 manifolds for
this memory. Actually, we think that considering this simplification makes easier the
comprehension of the main idea behind. Again, as in the case of invariant tori, the key
point is that taking advantage of the geometry of the problem we can devise algorithms
which implement a Newton step without having to store and much less invert a large
matrix.
We include a discussion of the algorithms for the large matrix method, because they
have been used in the next chapter for the computation of the Isochrons (see section 3.4).
Algorithms with similar features have been developed in [HL06b, HL06a] for the case of
quasi-periodic systems.
As we already mentioned, the method allows to compute KAM tori in a very efficient
way. Bostered by this success, we plan to study the breakdown of maximal tori for
symplectic 4-dimensional maps, like the Froeschle´ map. Many researchers have worked
on this problem (see for instance [HS95, CFL04]), but there are still few results in this
area.
Moreover, the method proposed has the advantage that it is not required to have the
system written in action-angle variables. This is very convenient when we are working
in situations such that the action-angle variables are singular. This is the case in the
problem of Arnol’d diffusion discussed in chapter 1, in which it is necessary to get the
invariant tori (primary and secondary) close to the resonances. As we mentioned in the
previous section, near the resonances one can approximate the system by a system which
is a pendulum like, and the action-angle variables close to the separatrix become singular.
Avoiding this step using the methods in papers [LGJV05] and [FLS07] could allow us to
reduce the regularity r of the Hamiltonian (1.1) assumed in Theorem 1.2.1 and get better
results in terms of differentiability.
Finally, this method can be also applied to compute quasi-periodic breathers of coupled
map lattices. This is a kind of systems that appear frequently in physics and biology
models when identical particles interact with each other.
Computation of Isochrons and PRC in Neuroscience
models
The behavior of coupled neural oscillators in neuroscience has been the subject of a great
deal of recent interest and there is a wide literature on this topic (see [Izh07] for a survey).
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Many oscillators can be described by the their phase variable. Moreover, under certain
conditions, the phase of the oscillation can be also defined outside the hyperbolic limit
cycle via asymptotic phase. Thus, the stable manifold of a point x0 on a limit cycle,
represents solutions having equal phases, and it is often referred as the isochron of x0.
One easily measurable property of a neural oscillator is its phase resetting curve (PRC).
The PRC is found by perturbing the oscillation with a brief stimulus at different times
in its cycle and measuring the resulting phase-shift from the unperturbed system. It is
a very useful tool to explain how the coupling between neurons can affect the phase and
lead them to a synchronized or desynchronized activity.
In section 3.3 we study how are the phase resetting curves around a limit cycle γ
of a planar vector field X related to the fact that X is the infinitesimal generator of a
Lie symmetry (that is, there exists a vector field Y and a scalar function µ such that
[Y,X] = µ Y ). We show how the time variables involved in the Lie symmetry provide
a natural way (a kind of normal form) to express the vector field around γ, similar to
action-angle variables for integrable systems. In addition, the knowledge of the orbits of
Y give a trivial way to compute the phase resetting curve, not only on γ as it is usual in
the literature, but also in a neighborhood of it, thus obtaining what we call phase resetting
surfaces.
Apart from the theoretical aim of unveiling relationships among different concepts, in
this chapter we also perform the effective computation of these symmetries. The numerical
scheme is based on the theoretical ground of the parameterization method (developed by
Cabre´, Fontich and de la Llave, [CFL05]) to compute invariant manifolds (the orbits of
Y ) in a neighborhood of γ. The algorithms implemented have the same features as the
ones described in the previous chapter. However, we leave for the a future work the
implementation of the fast algorithms.
Limit cycles in biological (more specifically, neuroscience) models encompass numerical
problems that are often neglected or avoided; we present a discussion about them and
give general solutions whenever it is possible.
Finally, we use all theoretical and numerical results to compute both the phase re-
setting curves and surfaces and the isochronous sections of limit cycles for well-known
biological models. In this part of the chapter, we also explore how the phase resetting
curves evolve (in the parameter space) between different bifurcation values.
In the future, we plan to extend this results to Rn. We also plan to study the effect on
the synchronization when these neurons are stimulated with an external stimuli of short
period. Another case of high frequency stimulation is when the surrounding neurons of
the neuron which is the object of study are in a bursting state. This is like and intrinsic
stimuli of high frequency.
Main Contributions and Future work
In this section we summarize the main achievements in this thesis for easy reference as
well as some open problems for the future work.
INTRODUCTION 7
Arnold diffusion for a priori unstable Hamiltonian systems
• We prove the existence of diffusing orbits for a priori unstable Hamiltonian systems
of the form (1.1) with a generic perturbation h which is regular enough.
• We give explicitly the generic conditions required to prove the existence of diffusion
and we check them for a particular example.
• In the future, we plan to compute estimates of the diffusion time using topological
methods.
Fast algorithms to compute invariant KAM tori and the associ-
ated whiskers
• We developed fast numerical algorithms to compute invariant to tori and the whiskers.
They include maximal and hyperbolic invariant tori. The algorithms can deal in a
unified way with primary and secondary KAM tori.
• We implemented the fast algorithms for the invariant tori and we applied them to
compute primary and secondary maximal tori of the standard map and primary
maximal and whiskered tori of the Froeshcle´ map.
• In the future, we plan to develop algorithms to compute the whiskers of rank greater
than 1 in a very general case and implement them.
• We plan also to study the breakdown of maximal invariant tori for the case of
symplectic 4D-maps.
Computation of Isochrons and PRC in Neuroscience models
• We give a relation between the Phase Resetting Curves and the Isochrons with the
Lie symmetries.
• We extend the Phase Resetting Curves to a neighborhood of the limit cycle, obtain-
ing what we call the Phase Resetting Surface.
• We compute numerically the Phase Resetting Curves and Surfaces for different
models using a parameterization method.
• In the future, we plan to implement the faster algorithms described in chapter 2 for
the computation of Isochrons and extend the results to Rn.
• We plan to exploit the differences between PRS and PRC to show up the effect of
stimulations far from the limit cycle as opposed to near the limit cycle.
8 INTRODUCTION
Chapter 1
Arnold diffusion for a priori unstable
Hamiltonian systems
1.1 Introduction
The goal of this chapter is to present a generalization of the geometric mechanism for
global instability (popularly known as Arnold diffusion) in a priori unstable Hamiltonian
systems introduced in [DLS06a]. That paper developed an argument to prove the exis-
tence of global instability in a-priori unstable nearly integrable Hamiltonian systems (the
unperturbed Hamiltonian presents hyperbolicity, so that it can not be expressed globally
in action-angle variables) and applied it to a model that presented the so called large
gap problem. However, in that case, the perturbation was assumed to be a trigonometric
polynomial in the angular variables. In this memoir we perform an accurate process of
truncation of the Fourier series of the perturbation and we present a deeper study of
the resonant zone. Using this, we are able to extend and simplify some of the results
in [DLS06a] and apply them to an a priori unstable Hamiltonian system with a generic
perturbation.
The phenomenon of global instability in Hamiltonian systems has attracted the at-
tention of both mathematicians and physicists in the last years due to its remarkable
importance for the applications. It deals, essentially, with the question of what is the
effect on the dynamics when an autonomous mechanical system is submitted to a small
periodic perturbation. More precisely, whether these perturbations accumulate over time
giving rise to a long term effect or whether these effects average out.
The instability problem was formulated first by Arnold in 1964. In his celebrated paper
[Arn64], Arnold constructed an example for which he proved the existence of trajectories
that avoided the obstacles of KAM tori and performed long excursions. The mechanism
is based on the existence of transition chains of whiskered tori, that is, sequences of tori
such that the unstable manifold (whisker) of one of these tori intersects transversally the
stable manifold (whisker) of the next one. By an obstruction argument, there is an orbit
that follows this transition chain, giving rise to an unstable orbit.
The example proposed in [Arn64] turns out to be rather artificial because the per-
turbation was chosen in such a way that it preserved exactly the complete foliation of
invariant tori existing in the unperturbed system. However, a generic perturbation of size
9
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ε creates gaps at most of size
√
ε in the foliation of persisting primary KAM tori, whereas
it moves the whiskers only by an amount ε. These gaps are centered around resonances,
that is resonant tori that are destroyed by the perturbation. This is what is known in the
literature as the large gap problem (see, for instance, [Moe96] for a discussion about the
large gap problem and, indeed, of the problem of diffusion).
In the last ten years there has been a notable progress in the comprehension of the
mechanisms that give rise to the phenomenon of instability and a variety of methods
have been suggested. As an example of this, we will mention that the large gap problem
has been solved simultaneously by a variety of techniques: different geometrical meth-
ods [DLS00, DLS06a, DLS06b] (scattering map) and [Tre04, PT07] (separatrix map);
topological methods [GL06b, GL06a] and variational methods [CY04a, CY04b].
Of particular interest for the present memoir are [DLS00, DLS06a, DLS06b]. The
strategy in the mentioned papers is based on the incorporation of new invariant objects,
created by the resonances, like secondary KAM tori and the stable and unstable manifolds
of lower dimensional tori in the transition chain, together with the primary KAM tori.
The scattering map, introduced by the same authors (see [DLS08] for a geometric study)
is the essential tool for the heteroclinic connections between invariant objects of different
topology.
In this thesis we extend the geometric mechanism introduced in the mentioned papers
to a class of model systems for which the perturbation does not need to have a finite
number of harmonics in the angular variables. In particular, the Hamiltonian studied has
the following form
Hε(p, q, I, ϕ, t) = ±
(
1
2
p2 + V (q)
)
+
1
2
I2 + εh(p, q, I, ϕ, t; ε), (1.1)
where p ∈ (−p0, p0) ⊂ R, I ∈ (I−, I+) ⊂ R and (q, ϕ, t) ∈ T3.
The main result of this part of the thesis is Theorem 1.2.1, stated in Section 1.2.2
with the concrete hypotheses for the Hamiltonian (1.1), from which we can deduce the
following short version:
Theorem 1.1.1. Consider the Hamiltonian (1.1) and assume that V and h are Cr+2
generic, with r > r0, large enough. Then there is ε
∗ > 0 such that for 0 < |ε| < ε∗ and
for any interval [I∗−, I
∗
+] ∈ (I−, I+), there exists a trajectory x˜(t) of the system (1.1) such
that for some T > 0
I(x˜(0)) ≤ I∗−; I(x˜(T )) ≥ I∗+.
Remark 1.1.2. A value of r0 which follows from our argument is r0 = 242 (see Remark
1.2.2).
Our strategy for the proof follows the geometric mechanism proposed in [DLS06a].
Indeed, in order to organize the different invariant objects that we will use to construct a
transition chain, we will first identify the normally hyperbolic invariant manifold (NHIM)
present in the system. This NHIM will have associated stable and unstable invariant
manifolds that, generically, intersect transversally. Therefore, we can associate to this
object two types of dynamics: the inner and the outer. The outer dynamics takes into
account the asymptotic motions to the NHIM and is described by the scattering map.
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The inner dynamics is the one restricted to the NHIM and contains Cantor families of
primary and secondary KAM tori. The combination of these two types of dynamics will
allow us to construct a transition chain.
The results in [DLS06a] can be applied straightforward for the persistence of the NHIM
and the transversality of the associated stable and unstable manifolds. The arguments
presented in this memoir focus on the inner dynamics and the study of the invariant
objects present in the NHIM.
As we already mentioned for the Arnold example, at resonances, which correspond to
the places where the frequency I = −l/k for (k, l) ∈ Z2 is rational and the associated
Fourier coefficient hk,l of the perturbation h is nonzero, the foliation of KAM tori in the
NHIM is destroyed and gaps between the Cantor family of invariant tori in the NHIM of
size O(ε1/2|hk0,l0|1/2) are created, for (k0, l0) such that l/k = l0/k0 and gcd(k0, l0) = 1 (see
equation (1.86)). For a generic Cr+2 perturbation h, when we restrict it to the NHIM and
we write it in adequate coordinates we are left with a Cr perturbation (see the subsection
“restriction to NHIM” in Section 1.2.3.3), so that |hk,l| ∼ |(k, l)|−r, and therefore the above
gaps are of size O(ε1/2|(k0, l0)|−r/2). Moreover, other invariant objects, like secondary tori
and lower dimensional tori, are created inside the gap. They correspond to invariant
objects of different topology that were not present in the unperturbed system but are
generated by the resonances.
In order to study their existence and give an approximate expression for them we will
use a combination of m steps of averaging and a KAM Theorem. Notice that in our case,
since the perturbation is generic, we will have an infinite number of resonances. Our
approach for this study will be to consider an adequate truncation up to some order M ,
depending on ε of the Fourier series of the perturbation h in such a way that we deal only
with a finite number of harmonics |(k, l)| ≤M and therefore of resonances.
Another remarkable difference with respect to the results obtained in [DLS06a] is that
in that case the size of the gaps created in the foliation of invariant tori was uniform,
whereas in our case, since the size is O(ε1/2|(k0, l0)|−r/2), we have a heterogeneous sea
of gaps of different sizes. Among them, we will distinguish between small gaps and big
gaps, which are strongly related to the mentioned large gap problem. Indeed, big gaps
are generated by resonances −l0/k0 of order one, such that |(k0, l0)| < MBG, equivalently
|(k0, l0)|−r/2 ≥ ε1/2, where MBG ∼ ε−1/r (see Section 1.3.3.3 for precise results).
From a more technical point of view (see Section 1.3.2 for details), we would like to
remark that the main difficulties arise from the fact that in order to perform a resonant
averaging procedure, we need to isolate resonances corresponding to |(k, l)| ≤ M , for M
depending on ε. Consequently, the width L of the resonant domain can not be chosen
independently of ε, as it was the case in [DLS06a]. Moreover, along the averaging pro-
cedure we need to keep track of the Cℓ norms of the averaged terms and the remainders,
and these blow up as a negative power of L. Hence, we will see that a good choice for
L around a resonance I = −l/k will be L = Lk ∼ ε1/n/|k| (see hypotheses of Theorem
1.3.11), where n is the required regularity to apply KAM Theorem after the averaging
procedure. Notice that L is not uniform along the resonances but depends on the size of
the Fourier coefficients hk,l.
Finally, after m steps of averaging, we will show that the remainder tail, that is the
Fourier coefficients hk,l such that |(k, l)| > M can be neglected. This will be ensured by
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a fast enough decreasing rate of the coefficients and therefore a large enough regularity r
of the perturbation. Thus, the required regularity r will be determined according to the
number m of steps of averaging performed, as well as the needed regularity n to apply
KAM Theorem after the averaging procedure.
We are using a version of the KAM Theorem that requires to have the Hamiltonian
system written in action-angle variables. Since near the resonances we approximate the
system by one which is close to a pendulum, the action variable becomes singular close
to the separatrix. This fact, together with the requirement to have the invariant objects
close enough (at a distance smaller than ε) implies that the perturbation of the averaged
Hamiltonian has to be extremely small in the resonant regions. The immediate conse-
quence of this fact is that, in the case we are studying, one has to perform at least m = 10
steps of averaging (see Theorem 1.3.28). The needed regularity n to apply KAM Theorem
after m averaging steps is n = 2m + 6 (see Proposition 1.3.24). Since the regularity r
required to ensure that the remainder tail is smaller than the averaging remainder turns
out to be r > (n− 2)m+ 2, see Remark 1.3.20, one has to impose r > 242.
We do not claim that this is an optimal result. Actually, another version of the KAM
Theorem that allowed us to avoid the change into action-angle variables could improve
the results in terms of the needed regularity. However, it is worth mentioning that we
managed to decrease the required steps of averaging in the resonant domains with respect
to the results in [DLS06a]. Since in the resonances the behavior of KAM tori is different
depending on how close they are to the separatrix (tori are flatter as they are further
from the separatrix), we consider different regions where we perform different scalings.
This strategy, which was already introduced in [DLS06a], has been improved in this thesis
introducing a new sequence of domains in Theorem 1.3.30. When applied to the case with
a finite number of resonances as in [DLS06a], m = 9 steps of averaging and r ≥ 26 are
enough. This clearly improves the needed regularity r which was r ≥ 60 in [DLS06a]
because m was chosen m = 26.
Sections 1.3.3.3, 1.3.3.4 and 1.3.3.5 contain a quantitative description of the geography
of the resonances and a detailed study of the invariant objects generated by the resonances.
The effect of the resonances in a system constitutes a fundamental problem not only for
diffusion but also for many other physical applications and it has been an important
object of study in the physical literature, see for instance [Chi79, Ten82]. The study
performed in this part of the thesis contributes to understand better the different types
of resonances and the geometric objects that one can find therein and can be very helpful
in many physical problems.
Moreover, we think that this study can be extended to a class of models that present
multiple resonances, see [DLS07].
We would like to emphasize that in our case, and this is different from the results in
[DLS06a], only the resonances of order 1, that is, the ones that appear at the first step of
averaging, create big gaps; whereas in [DLS06a], both resonances of order 1 and 2 could
generate big gaps. This is because we are dealing with a perturbation that generically will
have all the harmonics different from zero. This means that the effect of the resonances
associated to the biggest Fourier coefficients (low frequencies) will be detected at the first
step of averaging. Since the size of the gap depends on both the order of the resonance
and the size of the Fourier coefficient associated to that resonance, the ones that appear
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at the second step of averaging already correspond to small Fourier coefficients and the
size of their gap will be smaller than ε. The immediate consequence of this fact it that
in the forthcoming Theorem 1.2.1, we can give conditions H3 explicitly in terms of the
original perturbation h.
This chapter is organized in the following way. In Section 1.2 we state Theorem
1.2.1, which establishes the existence of diffusing orbits for the model considered under
precise conditions. Since the required hypotheses are checked to be generic, Theorem
1.1.1 follows straightforwardly. The proof of Theorem 1.2.1 is given in Section 1.2, except
for two technical results, Theorem 1.3.1 and Proposition 1.4.1, which are postponed to
the following sections.
Thus, in Section 1.3 we prove Theorem 1.3.1, which provides a quantitative existence
of invariant objects for the inner dynamics in the NHIM following the steps indicated in
Section 1.2. In Section 1.4 we use the scattering map to prove Proposition 1.4.1 about
the existence of heteroclinic connections between the invariant objects obtained in the
previous section.
We would like to remark that, in contrast to [DLS06a], and thanks to the new results
about the scattering map obtained in [DLS08], we use the Hamiltonian function generating
the deformation of the scattering map instead of the scattering map itself, in order to
compute the images of the leaves of a certain foliation under the scattering map.
Finally, in Section 1.5 we have included for illustration a concrete example, for which
we check the hypotheses of Theorem 1.2.1. In the Appendix, we have brought some
technical results used in this part of the thesis.
1.2 Statement of results
Before stating the main result we need to introduce some notation.
1.2.1 Notation and preliminaries
Let r be a positive integer and D ⊂ Rn a compact set. We will denote the set of Cr
functions from D to Rm by Cr(D,Rm). By a Cr function f in D we mean a continuous
function in D and all the derivatives continuous in D¯. When m = 1, we simply write
Cr(D). Given f ∈ Cr(D,Rm), we consider the standard Cr norm,
|f |Cr(D) =
m∑
i=1
r∑
ℓ=0
∑
|α|=ℓ
sup
x∈D
|Dαfi(x)|
α!
, (1.2)
where fi denotes the i-th component of the function f , for i = 1, . . . , m. We omit the
domain in the notation when it does not lead to confusion.
We use the standard multi-index notation: if α = (α1, . . . , αn) ∈ Nn and x =
(x1, . . . , xn) ∈ Rn one sets
|α| = α1 + · · ·+ αn
α! = α1!α2! · · ·αn!
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Dα =
∂|α|
∂xα11 . . . ∂x
αn
n
In the case that the function f depends only on a few of the variables, we will denote
it in the same way, that is |f |Cr = |f |Cr(D), and consider it as a function of more variables
defined in the appropriate domain.
Note that we denote |f |C0 = supx∈D |f(x)|, which is the standard supremum norm, so
the | · |Cr(D) norm can be expressed, equivalently, as
|f |Cr(D) :=
m∑
i=1
r∑
ℓ=0
∑
|α|=ℓ
|Dαfi|C0(D)
α!
.
The space of Cr functions on D endowed with the Cr norm is a Banach algebra (see
[Con90]), that is, it is a Banach space with the property that given any two functions f, g
in Cr(D), they satisfy
|fg|Cℓ ≤ |f |Cℓ |g|Cℓ .
Since we will deal with Cr functions defined on a compact domain D ⊂ Rn×Tn, we can
also considerate the following seminorm, that takes into account the different regularities
and the estimates for the derivatives in each type of variable:
|f |ℓ1,ℓ2 :=
ℓ1∑
m1=0
ℓ2∑
m2=0
∑
α1,α2∈(N∪{0})n
|α1|=m1,|α2|=m2
1
α1!α2!
sup
(I,ϕ)∈Rn×Tn
∣∣∣∣ ∂m1+m2f∂Iα1∂ϕα2
∣∣∣∣ , (1.3)
for 0 ≤ ℓ1 + ℓ2 ≤ r.
Note that |f |Cℓ =
∑ℓ
m=0 |f |m,ℓ−m, for 0 ≤ ℓ ≤ r.
We will use the following notation, which is rather usual. We will write α  β and
also α = O(β) if there exists a constant C such that α ≤ Cβ. When we have α  β and
β  α we will write α ∼ β. However, in some informal discussions we will abuse notation
and we will say that a quantity is of order εp, where ε > 0 and p ∈ R, if it is between
C0ε
p and C1ε
p, for some 0 < C0 < C1 independent of ε.
We will say that a function f = OCr(D)(η) when
|f |Cr(D)  η.
In general, we will deal with scalar functions, that is f ∈ Cr(D,R) = Cr(D).
1.2.2 Set up and main result
We consider a 2π-periodic in time perturbation of a pendulum and a rotor described by
the non-autonomous Hamiltonian,
Hε(p, q, I, ϕ, t) = H0(p, q, I) + εh(p, q, I, ϕ, t; ε)
= P±(p, q) +
1
2
I2 + εh(p, q, I, ϕ, t; ε),
(1.4)
where
P±(p, q) = ±
(
1
2
p2 + V (q)
)
(1.5)
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and V (q) is a 2π-periodic function. We will refer to P±(p, q) as the pendulum.
The term 1
2
I2 describes a rotor and the final term h is the perturbation term and
depends periodically on time, so it can be expressed via its Fourier series in the variables
(ϕ, t)
h(p, q, I, ϕ, t; ε) =
∑
(k,l)∈Z2
hk,l(p, q, I; ε)e
i(kϕ+lt). (1.6)
It will be convenient to consider the autonomous system by introducing the extra
variables (A, s):
H˜ε(p, q, I, ϕ, A, s) = A+H0(p, q, I) + εh(p, q, I, ϕ, s; ε)
= A+ P±(p, q) +
1
2
I2 + εh(p, q, I, ϕ, s; ε)
(1.7)
where the pairs (p, q) ∈ R × T, (I, ϕ) ∈ R × T and (A, s) ∈ R × T are symplectically
conjugate.
The extra variable s makes the system autonomous and A is symplectically conjugate
to the variable s and does not play any dynamical role. So, we are only interested in
studying the dynamics of variables (p, q, I, ϕ, s), given by the system of equations:
p˙ = ∓V ′(p) −ε∂h
∂q
(p, q, I, ϕ, s; ε)
q˙ = ±p +ε∂h
∂p
(p, q, I, ϕ, s; ε)
I˙ = −ε ∂h
∂ϕ
(p, q, I, ϕ, s; ε)
ϕ˙ = I +ε∂h
∂I
(p, q, I, ϕ, s; ε)
s˙ = 1
(1.8)
The domain of definition we consider is a compact set of type
D := S × [I−, I+]× T2 × [−ε0, ε0],
where S ⊂ R× T is a neighborhood of the separatrix of the pendulum.
Then, the main Theorem of this part of the thesis is:
Theorem 1.2.1. Consider a Hamiltonian of the form (1.4) where V and h are Cr+2 in
D, with r > r0, sufficiently large. Assume also that,
H1 The potential V : T → R has a unique global maximum, say at q = 0, which is non-
degenerate (i.e. V ′′(0) < 0). We denote by (p0(t), q0(t)) an orbit of the pendulum
P±(p, q) in (1.4), homoclinic to (0, 0).
H2 Consider the Poincare´ function, also called Melnikov potential, associated to h (and
to the homoclinic orbit (p0, q0)):
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L(I, ϕ, s) = −
∫ +∞
−∞
(h(p0(σ), q0(σ), I, ϕ+ Iσ, s+ σ; 0)
−h(0, 0, I, ϕ+ Iσ, s+ σ; 0))dσ
(1.9)
H2’ Given real numbers I− < I+, assume that, for any value of I ∈ (I−, I+), there
exists an open set JI ∈ T2, with the property that when (I, ϕ, s) ∈ H−, where
H− =
⋃
I∈(I−,I+)
{I} × JI ⊂ (I−, I+)× T2, (1.10)
the map
τ ∈ R 7→ L(I, ϕ− Iτ, s− τ)
has a non-degenerate critical point τ which is locally given by the implicit func-
tion Theorem in the form τ = τ ∗(I, ϕ, s), with τ ∗ a smooth function.
H2” Introduce the reduced Poincare´ function L∗ defined by
L(I, ϕ− Iτ ∗(I, ϕ, 0),−τ ∗(I, ϕ, 0)) := L∗(I, ϕ), (1.11)
on
H∗− = {(I, θ˜) : θ˜ = ϕ− Is, (I, ϕ, s) ∈ H−} =
⋃
I∈(I−,I+)
{I} × J ∗I , (1.12)
and assume that
θ˜ 7→ ∂L
∗
∂θ˜
(I, θ˜)
for θ˜ = ϕ− Is ∈ J ∗I is non-constant and positive (respectively negative).
H3 Fix 0 < ν ≤ 1/16, for any 0 < ε < 1 and for any (k0, l0) ∈ Z2 with gcd(k0, l0) = 1
and |(k0, l0)| < MBG, where |(k0, l0)| = max(|k0|, |l0|) and MBG = ε−(1+ν)/r, intro-
duce the 2π-periodic function
Uk0,l0(θ) =
∑
t∈Z−{0},
|t||(k0,l0)|<MBG
htk0,tl0(0, 0,−l0/k0; 0)eitθ,
where θ = k0ϕ+ l0s, for which we assume:
H3’ The function Uk0,l0 has a non-degenerate global maximum.
H3” For |(k0, l0)| ≺ ε−1/r (i.e. |(k0, l0)| = o(ε−1/r), we assume that the 2πk0-periodic
function f given by
f(θ) =
k0U
′k0,l0(θ)∂L
∗
∂θ˜
(
−l0
k0
, θ
k0
)
+ 2Uk0,l0(θ)∂
2L∗
∂θ˜2
(
−l0
k0
, θ
k0
)
2∂
2L∗
∂θ˜2
(
−l0
k0
, θ
k0
) (1.13)
is non-constant.
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H3”’ For |(k0, l0)| ∼ ε−1/r (i.e. |(k0, l0)| = O(ε−1/r) and ε−1/r = O(|(k0, l0)|)), we
assume the non-degeneracy condition stated explicitly in equation (1.150).
Then, there exists ε∗ > 0 such that for 0 < |ε| < ε∗ and for any interval [I∗−, I∗+] ∈
(I−, I+), there exists a trajectory x˜(t) of the system (1.4) such that for some T > 0
I(x˜(0)) ≤ I∗−; I(x˜(T )) ≥ I∗+.
(respectively:
I(x˜(0)) ≥ I∗+; I(x˜(T )) ≤ I∗−).
Remark 1.2.2. r0 depends on the number m of some averaging steps performed in the
proof: r0 = 2(m+1)
2 and m ≥ 10 (see hypothesis of Theorem 1.3.1 in Section 1.3). If we
take, for instance, m = 10 then r0 = 242 is enough.
Remark 1.2.3. Notice that for every fixed ε we have one condition H3 for every (k0, l0)
such that |(k0, l0)| < MBG, that depends explicitly on (k0, l0). Hence, the number of
non-degeneracy conditions H3 is finite but grows with ε.
Remark 1.2.4. Notice that by the definition of τ ∗(I, ϕ, s), the function
L(I, ϕ− Iτ ∗(I, ϕ, s), s− τ ∗(I, ϕ, s))
is a solution of the equation
I∂ϕf(I, ϕ, s) + ∂sf(I, ϕ, s) = 0,
hence we can define the reduced Poincare´ function in the following way
L∗(I, ϕ− Is) = L(I, ϕ− Iτ ∗(I, ϕ, s), s− τ ∗(I, ϕ, s)).
Remark 1.2.5. The main feature of Theorem 1.2.1, as already said in the introduction, is
that h is not required to be a trigonometric polynomial in the variables (ϕ, s), which is a
non-generic assumption, as it was the case in [DLS06a].
For every fixed ε, conditions H1 and H2 are open and dense, that is they hold for an
open and dense set of Hamiltonians in the Cr+2 topology.
For every fixed ε the number of non-degeneracy conditions H3 is finite but grows
with ε (the number of conditions depends on (k0, l0) ∈ Z2 such that gcd(k0, l0) = 1 and
|(k0, l0)|  ε−1/r). When ε tends to 0 we have a countable number of conditions, hence
the set of Hamiltonians satisfying them is a residual set in the Cr+2 topology, that is, a
countable intersection of open and dense sets in the Cr+2 topology.
Therefore the hypotheses of the theorem are Cr+2 generic. So, the short version of
Theorem 1.2.1 stated in Theorem 1.1.1 in the Introduction follows straightforwardly.
1.2.3 Proof of Theorem 1.2.1
The proof of this theorem follows the geometric mechanism stated in [DLS06a] and it is
organized in four parts that we first sketch now:
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1. The first part deals with the existence of a NHIM, which jointly with its associated
stable and unstable manifolds, organizes all the dynamics, and is a consequence of
hypothesis H1. By hypothesis H2’, its associated stable and unstable manifolds
will intersect transversally, so we can associate to this object two types of dynamics:
the inner and the outer.
2. The outer dynamics, which is the one that takes into account the asymptotic motions
to the NHIM, is studied in the second part. We will see that we can associate a
scattering map to the NHIM and give formulas for the Hamiltonian function which
determines the deformation of this scattering map.
3. The third part of the proof consists of studying the inner dynamics, that is the one
restricted to the NHIM. The goal is to show that, by hypotheses H3’, there exists
a discrete foliation of invariant tori of different topology, which are close enough.
Among these tori, some of them are primary, so they are just a continuation of
the ones that existed for the integrable system (ε = 0), and some of them are
secondary, these ones are contractible to a periodic orbit, so they correspond to
motions with topologies that were not present in the unperturbed system but they
are created by the resonances. The method of proof will be a combination of an
averaging procedure and a quantitative version of KAM Theorem, which requires
the Hamiltonian to be differentiable enough.
4. The last part of the proof consists of showing that the combination of both types
of dynamics gives rise to a construction of a transition chain, that is, a sequence
of whiskered tori in which the stable manifold of one torus intersects transversally
the unstable manifold of the next one. To this end, one needs to show that the
discrete foliation of whiskered tori which are invariant under the (inner) flow is not
invariant under the scattering map or outer map. This is ensured by hypotheses
H2”, H3” and H3”’ in Theorem 1.2.1, which indeed provide the transversality of
this discrete foliation to the scattering map. Finally we prove, using a standard
obstruction property, that there is an orbit that follows this transition chain.
Next we give a proof of Theorem 1.2.1 organized in the four parts that we have
mentioned. The first two parts follow readily from [DLS06a] and Theorems stated in
[DLS06a] apply straightforwardly because hypotheses H1 and H2’ required for the proof
of the mentioned results are the same as in our case. Moreover, for the second part we
use the symplectic properties developed in [DLS08] to generalize the computation of the
scattering map using its Hamiltonian function. So, for these parts, we only refer in Section
1.2.3.1 and 1.2.3.2, to the results in [DLS06a] and [DLS08] that we are using.
However, for the third part, the results obtained in [DLS06a] do not apply directly
because in our case we are not assuming that the perturbation has a finite number of
harmonics. Therefore, it has been necessary to develop a new methodology in order to
prove that when we have a Cr+2 perturbation h, with r large enough, and hypotheses H3’
are fulfilled, for every ε we can truncate adequately its Fourier series and deal only with
a finite number of harmonics and therefore a finite number of resonances to get a discrete
foliation of tori close enough. Moreover, explicit approximate expressions for these tori
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are obtained as the level sets of a certain function. The mentioned results are stated and
proved rigorously in Section 1.3, giving rise to Theorem 1.3.1 and they constitute the
essential result of this part of the thesis. In Section 1.2.3.3 we just refer to the results in
Section 1.3 needed to prove part 3 of Theorem 1.2.1.
Once we have fixed in part 3, for every ε, the number of resonances, part 4 follows
readily from the finite hypotheses H2”, H3” and H3”’ as in [DLS06a]. The main differ-
ence is that, in contrast to [DLS06a] and thanks to the new results about the symplectic
properties of the scattering map obtained in [DLS08], we can use the Hamiltonian func-
tion generating the deformation of the scattering map instead of the scattering map itself,
in order to compute the images of the leaves of a certain foliation under the scattering
map. The results with their proof are stated in Section 1.4. In Section 1.2.3.4 we just
refer to the results in Section 1.4 needed to prove part 4 of Theorem 1.2.1.
1.2.3.1 First Part: Existence of a NHIM and its associated stable and un-
stable manifolds
The method of proof is based on the existence of an invariant object, a NHIM (see,
for instance, [HPS77, Fen74, Fen77, Fen79, Lla00, Wig90] for the standard theory of
NHIMs used in this thesis), which jointly with its associated stable and unstable manifolds,
organizes all the dynamics.
We start discussing the geometric features of the unperturbed case which will survive
under the perturbation. For the case ε = 0, the Hamiltonian (1.4) is integrable and
consists of two uncoupled systems: a rotor and a pendulum. So, the cartesian product
of invariant objects of each of these subsystems will give an invariant object of the full
system. Then, by hypothesis H1, if we consider the product of the hyperbolic fixed point
(p, q) = (0, 0) of the pendulum P±(p, q) in (1.5) with all the other variables, we have that
for the values I−, I+ given in Theorem 1.2.1, the set
Λ˜ = {x˜ = (p, q, I, ϕ, s) ∈ (R× T)2 × T : p = q = 0, I ∈ [I−, I+]} (1.14)
is a 3-dimensional invariant manifold and normally hyperbolic for the flow of the Hamil-
tonian system (1.8) for ε = 0. The associated stable and unstable invariant manifolds
of Λ˜ are the ones inherited from the separatrices of the pendulum (stable and unstable
manifolds of the hyperbolic fixed point) and they agree:
W sΛ˜ =W uΛ˜ = {(p0(τ), q0(τ), I, ϕ, s) : τ ∈ R, I ∈ [I−, I+], (ϕ, s) ∈ T2} (1.15)
where (p0(τ), q0(τ)) is the orbit of the pendulum P±, provided by hypothesis H1, which
is homoclinic to the hyperbolic fixed point (0, 0).
The Hamiltonian system (1.8) for ε = 0 restricted to the manifold Λ˜ is given simply
by
I˙ = 0, ϕ˙ = I, s˙ = 1.
The dynamics on this manifold is very simple: all the solutions lie on an 2-dimensional
invariant torus I = cte. Therefore, the normally hyperbolic invariant manifold is foliated
by a one-parameter family of 2-dimensional invariant tori indexed by I, with associated
frequency (I, 1).
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For 0 < |ε| ≪ 1, by the theory of NHIM (see the references above), the manifold
Λ˜ persists, giving rise to another manifold Λ˜ε with associated local stable and unstable
manifoldsW s,locΛ˜ε andW
u,locΛ˜ε, which can be prolonged toW
sΛ˜ε andW
uΛ˜ε, respectively.
Both Λ˜ε and its local stable and unstable manifolds, W
s,locΛ˜ε and W
u,locΛ˜ε, are ε-close in
the Cr sense to the unperturbed ones:
Λ˜ε = Λ˜ +OCr(ε); W s,locΛ˜ε =W s,locΛ˜ +OCr(ε); W u,locΛ˜ε =W u,locΛ˜ +OCr(ε). (1.16)
The result of the persistence of the NHIM Λ˜ε and its stable and unstable manifolds is
formulated in Theorem 7.1 of [DLS06a], where the perturbation h in (1.4) was assumed
to be a trigonometric polynomial. However, the only assumption required for the proof
was the fact that the perturbation h and the potential V were Cr+2, so Theorem 7.1 can
be applied straightforwardly in our case.
1.2.3.2 Second Part: Outer Dynamics
The outer dynamics, which is the one that takes into account the asymptotic motion to
the NHIM Λ˜ε, is described by the scattering map. It is possible to construct a scattering
map associated to the NHIM Λ˜ε, as long as its stable and unstable manifolds intersect
transversally.
In Proposition 9.2 in [DLS06a] it is proved that if hypothesis H2’ in Theorem 1.2.1 is
satisfied, then the stable and unstable manifolds W sΛ˜ε and W
uΛ˜ε of the NHIM intersect
transversally along a homoclinic manifold Γε, which is also called a homoclinic channel
(see [DLS08] for more details). So, we will be able to locally define the scattering map
associated to Γε and compute it in first order perturbation theory using the results in
[DLS08]. Again, hypothesis H2’ required for Proposition 9.2 in [DLS08] does not depend
on the number of harmonics of the perturbation h, so the results stated also hold for the
case we are considering in this memoir.
Therefore, the manifold Λ˜ε defined in (1.16) from (1.14) has a scattering map associ-
ated to a homoclinic manifold Γε, defined in the following way
Sε : H− ⊂ Λ˜ε → Λ˜ε
x− 7→ x+ (1.17)
such that x+ = S(x−) ⇔ ∃ z ∈ Γε such that
dist(Φt,ε(z),Φt,ε(x±))→ 0 for t→ ±∞,
where Φt,ε is the flux of the Hamiltonian (1.4). Indeed,
|Φt,ε(z)− Φt,ε(x±)| ≤ cte e−µ|t|/2 for t→ ±∞,
where µ =
√−V ′′(0) > 0 is the characteristic exponent of the saddle point (0, 0) of the
pendulum P±(p, q) in (1.5).
Heuristically, the scattering map maps points of the manifold Λ˜ε to points of the
manifold Λ˜ε, such that the motion of z synchronizes with that of x− (and x+) in the past
(and in the future).
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Moreover, in Proposition 9.2 in [DLS06a] it is given a perturbative formula for the
difference of the actions I of the points x+ = Sε(x−) and x−. Concretely, expressing the
points x± in terms of the parametrization of Λ˜ε, given in Theorem 7.1 in [DLS06a] we
have that
I(x±) = I +OC1(ε), ϕ(x±) = ϕ+OC1(ε), s(x±) = s,
and
I(x+)− I(x−) = ε∂L
∗
∂θ˜
(I, θ˜) +OC1(ε2), (1.18)
for θ˜ = ϕ− Is, where L∗ is the reduced Poincare´ function defined in hypothesis H2”.
The method used in [DLS06a], based on the fact that I is a slow variable, allowed only
to compute the leading term of the action component of the scattering map, but not the
ϕ component since it is not a slow variable.
Remark 1.2.6. Notice that there is a wrong sign in formula (9.9) in [DLS06a].
However, in a recent paper [DLS08] the authors showed that the scattering map is exact
symplectic and introduced geometric methods that allow to compute perturbatively an
expression for both fast and slow variables.
Thus, using the method proposed in Section 5 in [DLS08], we can give perturbative
formulas for the Hamiltonian Sε generating the deformation of the scattering map Sε.
It follows straightforwardly from Theorem 31 in [DLS08] that the reduced Poincare´
function L∗ introduced in (1.11) corresponds to the Hamiltonian −S0, so that we obtain
Sε(I, ϕ, A, s) = −L∗(I, θ˜) +O(ε). (1.19)
with θ˜ = ϕ− Is.
Hence, the first order perturbative term of the scattering map is given by
Sε(I, ϕ, A, s) = (I, ϕ, A, s) + εJ∇S0(I, ϕ, A, s) +O(ε2), (1.20)
where J is the canonical matrix of the symplectic form ω = dI ∧ dϕ + dA ∧ ds and
∇ = (∂I , ∂ϕ, ∂A, ∂s). The extra variable A, conjugated to the angle s, was introduced to
make apparent the symplectic character of the scattering map.
Notice that equation (1.18) is just the I component of equation (1.20).
We would like to remark that Sε = Id + O(ε). In particular, one iteration of Sε can
only jump distances of order ε in the action direction I.
Remark 1.2.7. For the mechanism of diffusion we are interested in comparing the inner
dynamics in Λ˜ε with the outer dynamics provided by the scattering map Sε. Although
the computation up to first order of the scattering map for the I component is enough
for our purposes, it is more natural to study the action of the scattering map in terms of
the Hamiltonian Sε.
1.2.3.3 Third Part: Inner Dynamics
In this section we study the inner dynamics, that is, the dynamics of the flow of the
Hamiltonian (1.4) restricted to the NHIM Λ˜ε. The main result is Theorem 1.3.1, which
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states that there exists a discrete sequence of invariant tori Ti in the NHIM Λ˜ε, which
are distributed along the actions in the interval (I−, I+) introduced in Theorem 1.2.1 and
which are O(ε1+η)-closely spaced in terms of the action variable, for some 0 < η ≤ 1/32.
Moreover, Theorem 1.3.1 provides explicit approximate expressions for the invariant tori,
which are of two types depending on the region of the phase of space where invariant tori
lie: the big gaps region and the flat tori region.
The big gaps region is defined as
DBG = {(I, ϕ, s) ∈ (I−, I+)× T2; |I + l/k| ≤ L/|k|; |(k, l)| < MBG} (1.21)
where L and MBG are defined in (1.55) and (1.87), respectively. For the purposes of this
exposition it will be enough to use L ≈ ε1/n and MBG ≈ ε−1/r, where n is the regularity
of the Hamiltonian required for the application of KAM Theorem (n = 26 will be enough,
see hypotheses of Theorem 1.3.1) and r (r > n) is the regularity of the Hamiltonian
required for Theorem 1.2.1. The flat tori region is the complementary region.
In the flat tori region, there exists a Cantorian foliation of primary KAM tori, which are
just a continuation of invariant tori I = cte present in Λ˜0 for the unperturbed Hamiltonian
(1.4) for ε = 0.
The big gaps region is formed by gaps of size bigger or equal than ε in the Cantorian
foliation of primary KAM tori. These gaps are bigger than the size ε of the heteroclinic
jumps provided by the scattering map (1.20). This is what is known in the literature
as the large gap problem. Inside these regions, apart from primary KAM tori which are
bent, there appear other invariant objects, which were not present in the unperturbed
case, like secondary KAM tori and lower-dimensional tori, which are not detected by a
direct application of KAM Theorem, but require a more careful analysis based on an
averaging procedure.
In order to prove Theorem 1.3.1 we will restrict the Hamiltonian (1.4) to the NHIM
Λ˜ε and perform an averaging procedure before applying a quantitative version of KAM
Theorem. The fundamental difference with respect to [DLS06a] is that for every fixed
ε it will be necessary to truncate adequately the perturbation in order to deal with a
finite number of harmonics depending on ε. The truncated Hamiltonian possesses an
heterogeneous sea of finite gaps of different sizes, depending on the size of the harmonics
of the perturbation.
Restriction to the NHIM Λ˜ε.
Following the same arguments given in sections 8.1 and 8.2 in [DLS06a], we have that
the flow restricted to Λ˜ε is Hamiltonian. More precisely, by proposition 8.2 of [DLS06a],
we can construct a Cr system of coordinates (J, ϕ, s) on Λ˜ε, where
J = J (I, ϕ, s; ε) = I +OCr−1(ε), (1.22)
such that the symplectic form on any Λsε = {(J ′, ϕ′, s′) ∈ Λ˜ε : s′ = s} has the standard
expression ω|Λsε = dJ ∧ dϕ. Since Λ˜ε = Λ˜ for ε = 0 according to equation (1.16), by
proposition 8.4 in [DLS06a], the restriction of the Hamiltonian Hε in (1.4) to Λ˜ε expressed
in this action-angle coordinates (J, ϕ, s) has the form
k(J, ϕ, s; ε) = Z(J) + εR(J, ϕ, s; ε) (1.23)
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with
Z(J) = J2/2 and R(J, ϕ, s; 0) = h(0, 0, J, ϕ, s; 0), (1.24)
where h is the perturbation in Hε given in (1.6) and R is OCr(1).
Remark 1.2.8. Notice that, by (1.24), Rk,l(J ; 0) = hk,l(0, 0, J ; 0), where hk,l and Rk,l are
the Fourier coefficients in the angle variables (ϕ, s) of the perturbation h and its restriction
R to Λ˜ε, respectively.
Averaging procedure.
We start performing an averaging procedure to the restricted Hamiltonian (1.23), as
it was done in [DLS06a], which follows the argument used in the proof of KAM Theorem
in [Arn63a], but paying attention to resonant regions. In [DLS06a] the perturbation was
assumed to be a trigonometric polynomial, so there was only a finite number of resonances.
However, in Hamiltonian (1.4) the perturbation h has an infinite number of harmonics,
in the same way as R in (1.23), which give rise to an infinite number of resonances, so
the results in [DLS06a] do not apply directly.
The main result for the implementation of an averaging procedure for a generic pertur-
bation will be Theorem 1.3.11 in Section 1.3.2. This theorem makes precise the hypotheses
required to truncate the Fourier series of the perturbation R in (1.23) with respect to the
angle variables and develop a global averaging procedure that casts the Hamiltonian (1.23)
into a global normal form that has different expressions in the non-resonant and resonant
regions. The main property of the normal form is that it is almost ready to apply on it a
quantitative version of KAM Theorem.
The precise statement and rigorous proof of Theorem 1.3.11 are postponed to Section
1.3.2. In the following we only describe its main features and the results needed to apply
KAM Theorem.
There are three parameters that play an important role in the averaging procedure
of Theorem 1.3.11. One is the number of steps of averaging m to be performed, which
imposes a restriction on the differentiability r of the perturbation: r > 2(m + 1)2. This
number of averaging steps is chosen later in the application of KAM Theorem. The other
two are M , which is the order of truncation of the Fourier series and L, which determines
the size of the resonant regions. Both of them are chosen to depend on ε in the following
way: M ∼ ε−ρ and L ∼ εα with ρ, α > 0, which will be chosen conveniently during this
averaging procedure.
For every fixed ε, we truncate the Fourier series of the perturbation R in (1.23) with
respect to the angle variables (ϕ, s) up to order M in the following way
R = R[≤M ] +R[>M ],
where
R[≤M ](J, ϕ, s; ε) =
∑
(k,l)∈Z2,
|k|+|l|≤M
Rk,l(J ; ε)e
i(kϕ+ls), (1.25)
and
R[>M ](J, ϕ, s; ε) =
∑
(k,l)∈Z2,
|k|+|l|>M
Rk,l(J ; ε)e
i(kϕ+ls), (1.26)
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and we deal only with R[≤M ], which is the trigonometric polynomial of degree M , as a
perturbation. The error introduced in Hamiltonian (1.23) coming from the neglected tail
of the Fourier series will have to be estimated later on.
Since the truncated Hamiltonian R[≤M ] has a finite number of harmonics, an averaging
procedure of m steps has to take into account a finite number of resonances, which are
the set of rational numbers J = −l/k with |l|+ |k| ≤ mM (see definitions 1.3.6 and 1.3.4
for more precision).
This averaging procedure divides the phase space (J, ϕ, s) in two types of domains.
On the one hand, the non-resonant regions up to order m Dmnr, which are the set of
points (J, ϕ, s) such that its action variable J is at a distance greater than 2Lk of any
resonance J = −l/k, where Lk = L/|k|. On the other hand, the resonant regions up
to order m Dmr , which are the set of points (J, ϕ, s) such that its action variable J is at
a distance smaller than Lk of any resonance J = −l/k (see definitions 1.3.7 and 1.3.9 for
more precision).
To avoid overlapping between all the resonant domains, the distance between a reso-
nance −l0/k0 and any other −l/k must be greater than 2(Lk0 +Lk). Since the resonances
considered satisfy |k| ≤ mM we need to impose 4L < 1/mM , which requires ρ ≤ α in
terms of exponents of ε and this corresponds to the left hand side inequality of hypothesis
(1.56) in Theorem 1.3.11.
Along the averaging procedure, one needs to control the Cℓ norms of the averaged
terms and the remainders, for 0 ≤ ℓ ≤ n and 2m < n < r, where n is the regularity which
will be needed for the KAM Theorem and r is the regularity of the perturbation R in
(1.23). It turns out that the estimates for the Cℓ norm blow up as a negative power of
L ∼ εα. Since the averaged terms and the remainder contain a power of ε in front of them,
bounds for them can be kept small provided that α is small enough, that is for α < 1/n.
This corresponds to the right hand side inequality of hypothesis (1.56) in Theorem 1.3.11
and also implies ρ < 1/n, which is formula (1.52) in the hypotheses of Theorem 1.3.11.
In all this averaging procedure, there was an initial error coming from the neglected
tail of the truncation of order M of the perturbation R in Hamiltonian (1.23), whose Cℓ
norm can be bounded by ε/M r−ℓ−2, where r is the regularity of the perturbation R. To
keep it smaller than the Cℓ norm of the remainder after m steps of averaging, one has to
impose a lower bound on ρ, which implies r ≥ (1/ρ−2)m+2 in order to make compatible
lower and upper bounds for ρ, and this is hypothesis (1.53) in Theorem 1.3.11.
These conditions onm, ρ, α and r are stated in the hypotheses of Theorem 1.3.11. In it,
it is proved that one can develop a global averaging procedure that casts the Hamiltonian
into a global normal form (1.57), that has different expressions in the non-resonant and
resonant regions (these correspond to expressions (1.58) and (1.59) in theses of Theorem
1.3.11). In the non-resonant regions one can perform non resonant averaging transforma-
tions in such a way that the averaged Hamiltonian is very close to a rotor. On the other
hand, near the resonances, the resonant averaging transformations cast the system to a
one degree of freedom (d.o.f.) Hamiltonian, which is close to an integrable pendulum,
provided that the perturbation satisfies some non-degeneracy conditions like H3’.
Summing up, we end up with a Hamiltonian that consists of an integrable part Z¯m
(the averaged Hamiltonian) plus a perturbation εm+1R¯m which is OCℓ(εm+1−α(ℓ+2m)), for
ℓ = 0, . . . , n − 2m, where m is the number of steps of averaging performed. Recall that
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the integrable Hamiltonian has different expressions in resonant regions and non-resonant
regions.
The integrable part of the Hamiltonian gives us an approximate equation Z¯m = cte
for the invariant tori. The next step is to show which tori survive and what is the distance
between them when we add the perturbation term.
Quantitative version of KAM Theorem.
The main tool for this section will be KAM Theorem 1.3.22, which is a result about
the existence of invariant tori of a periodic perturbation of a Hamiltonian expressed in
action-angle variables. It is a direct adaptation of Theorem 8.12 in [DLS06a]. We will use
Theorem 1.3.22 to show that there exists a discrete foliation of invariant tori which are
O(ε1+η)-closely spaced, for some 0 < η ≤ 1/32, and give approximate explicit expressions
for them.
Since the integrable Hamiltonian (1.57) afterm steps of averaging has different expres-
sions in resonant and non-resonant regions (up to orderm) introduced along the averaging
procedure, we perform this study separately. In the end, we will show that all these re-
gions can be grouped in two according to the expressions for the invariant tori obtained in
each one, which are the big gaps region (1.21) and its complementary the flat tori region,
already mentioned at the beginning of this subsection. Notice that the big gaps region
(1.21) is formed by the resonances J = −l/k of order 1, such that |(k, l)| ≤MBG, whereas
flat tori region is composed by the non resonant regions up to order m and the resonant
regions up to order m such that J = −l/k and |(k, l)| > MBG, where MBG = ε−(1+ν)/r,
for 0 < ν ≤ 1/16.
Non-resonant regions are studied in Section 1.3.3.2. In Proposition 1.3.24, we apply
Theorem 1.3.22 directly to Hamiltonian (1.57), which is already written in action-angle
variables, and we conclude that for these regions there exist flat primary KAM tori given
in (1.79) as the level sets of a flat function F = I + O(ε1+η), which are O(ε1+η)-closely
spaced, for some η > 0, provided that m ≥ 2 and n ≥ 2m+ 6.
Resonant regions are studied in Section 1.3.3.3. As we already said, for these regions
Hamiltonian (1.57) is not written in action-angle variables but it is close to an integrable
pendulum provided that hypotheses H3’ are satisfied. The integrable pendulum has
rotational and librational orbits as well as separatrices, which separate these two types of
motion. Rotational orbits have the same topology as the primary tori in the integrable
system and librational orbits are contractible to a periodic orbit, so they correspond to
motions with topologies that were not present in the unperturbed system and they are
called secondary tori. Librational orbits cover all the region inside the separatrix loop,
giving rise to a gap between primary tori, and the size of this gap depends on the order
of the corresponding resonance and the size of the Fourier coefficient associated to it.
When gaps are of size smaller than ε, which is the size of the heteroclinic jumps
provided by the scattering map (1.17), they are called small gaps. In Section 1.3.3.4, we
study the resonant regions with small gaps DSG and in Proposition 1.3.26 we show that
we can apply the same argument as in the case of non resonant regions to conclude that
for these regions there exist flat primary KAM tori given in (1.88) as the level sets of a
flat function F = I +O(ε1+η), which is the same as in the non-resonant case, and which
are O(ε1+η)-closely spaced, for some η > 0, provided that m ≥ 2 and n ≥ 2m+ 6.
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Notice that tori in the non resonant regions and resonant regions with small gaps are
given by the level sets of the same function F = I + O(ε1+η) and they are flat up to
O(ε1+η), for some η > 0. Both regions form the flat tori region.
Resonant regions with big gaps DBG are studied in Section 1.3.3.5. They correspond
to resonances J = −l/k such that |(k, l)| < MBG, where MBG = ε−(1+ν)/r, for 0 < ν ≤
1/16. The size of the gap for these resonances is Cε1/2|(k, l)|−r/2, where C is a constant
independent of ε and (k, l). Note that there is no uniform size of the gaps since it runs
from order ε1/2 for resonances with low |(k, l)| to ε1+ν/2 for resonances with |(k, l)| ∼MBG.
Our criterium for the choice of the big gaps has been motivated by the size of the
heteroclinic jumps provided by the scattering map (1.20): small gaps are of size smaller
than ε, so they can always be traversed just connecting two primary tori by the scattering
map, whereas this is not the case for big gaps. For these big gaps, we will show that we
can find other invariant objects, like secondary tori, which fill the region inside the gaps
and they get rather close to the frontier of the gaps among the primary KAM tori.
Remark 1.2.9. We would like to remark that our result about resonances that create big
gaps is remarkably different of the one obtained in [DLS06a], where it was considered
the case of a perturbation h with a finite number of harmonics. In that case there was a
uniform size for the gaps created by the resonances of order 1 which was Cε1/2. Moreover,
for resonances of order 2 the uniform size of the associated gap was Cε. Hence, both
resonances of order 1 and 2 were considered as big gaps.
In the case of resonances with big gaps, we will need to write the integrable Hamil-
tonian Z¯m in action-angle variables before applying KAM Theorem 1.3.22. Since this
change of coordinates becomes singular close to the separatrix of the pendulum, we will
need to define different action-angle variables inside and outside the separatrix, and we
will exclude a thin neighborhood of the separatrix.
Moreover, since the behavior of the tori outside is different depending on their distance
to the separatrix (tori are flatter as they are further from the separatrix) we consider dif-
ferent regions in the outside part of the separatrix, where we perform different scalings.
This strategy, which was already introduced in [DLS06a], has been improved introducing
a new sequence of domains in Theorem 1.3.30, which reduce the differentiability require-
ments.
The main result for the implementation of the above strategy for resonances with big
gaps is Theorem 1.3.30 jointly with Corollary 1.3.31 which make explicit the relationship
between the minimum distance between the surviving tori and the number m of steps of
averaging performed.
In Theorem 1.3.28 we use both Theorem 1.3.30 and Corollary 1.3.31 to show that many
of the invariant tori (both primary and secondary) of the integrable averaged Hamiltonian
persist under the perturbation forming a sequence of tori given in (1.95) as the level sets
of a function F , close to the averaged Hamiltonian with a distance between consecutive
tori of order ε1+η, for some η > 0, in terms of the action variable, provided that m ≥ 10
and n ≥ 2m+ 6.
Propositions 1.3.24 and 1.3.26 and Theorem 1.3.28 can be joined in a unique result
about the existence of nearby invariant tori for the inner dynamics, which is Theorem
1.3.1. This Theorem also gives explicit approximate expressions for the invariant tori,
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which are of two types depending on the region of the phase of space where invariant tori
lie: the big gaps region and the flat tori region.
We refer to sections 1.3.2 and 1.3.3 for the referenced theorems where one can find the
complete and rigorous proof.
1.2.3.4 Fourth Part: Construction of a transition chain and obstruction prop-
erty
In order to finish the proof, it remains to check that the finite sequence of invariant tori
provided by Theorem 1.3.1 form a transition chain along the NHIM Λ˜ε, traversing both
big gaps and flat tori regions, and to show that there are orbits that follow it closely.
These are the orbits claimed in Theorem 1.2.1.
The scattering map Sε associated to the homoclinic channel Γε, defined in (1.17), is
the main tool to detect that there exist transverse heteroclinic connections between these
tori, which are objects of different topology. Indeed, by Lemma 10.4 in [DLS06a], we
know that two submanifolds, like the invariant tori Ti, of a NHIM Λ˜ε, have a transverse
heteroclinic intersection if they are transversal under the scattering map as submanifolds
of Λ˜ε.
The main result of this section is Proposition 1.4.1 where it is proved the existence
of transition chains, that is chains of invariant tori Ti, both primary and secondary, such
that their image under the scattering map Sε in (1.20) intersects transversally Ti+1 on Λ˜ε,
that is
Sε(Ti) ⋔Λ˜ε Ti+1. (1.27)
In Section 1.2.3.2 we have obtained an explicit expression (1.20) up to first order for
the scattering map Sε using the first order calculation of the Hamiltonian function Sε. In
Section 1.2.3.3 we have shown that on the NHIM Λ˜ε there exists a discrete foliation of
KAM tori Ti (primary and secondary) which are O(ε1+η)-closely spaced, for some η > 0.
Moreover, we have obtained explicit expressions for tori Ti, both primary and secondary,
and we have seen that these invariant objects are given approximately by the level sets
of the averaged Hamiltonian.
In Lemma 1.4.2 in Section 1.4.1, we will give an expression for the action of the scatter-
ing map Sε on a foliation given by the level sets of a certain function, using the expression
for the Hamiltonian function Sε generating the deformation of the scattering map, in-
troduced in Section 1.2.3.2. Moreover, we will give conditions to assure transversality
between the foliation in Λ˜ε and its image under the scattering map Sε.
As we have seen in the previous section, the different types of tori that appear in our
problem have different quantitative properties and therefore the dominant terms in the
expression of these invariant objects as the level sets of a certain function will be different
whether they lie in a flat tori region or a big gaps region. Lemma 1.4.2 is applied in
Lemma 1.4.5 for the case of the flat tori region, and in Lemma 1.4.7 for the case of the
big gaps region. We will show that the sufficient conditions on the perturbation (1.4) for
the transversality are hypotheses H2”, H3” and H3”’ in Theorem 1.2.1.
Putting all these results together in Proposition 1.4.1, we have that, by hypothesisH2”
and the non-degeneracy conditions H3” and H3”’, the scattering map Sε maps pieces of
these tori transversally in Λε to other tori at a distance O(ε), that is Sε(Ti) ⋔ Ti+1, where
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Ti and Ti+1 are invariant tori at a distance smaller than ε. Therefore, by Lemma 10.4 in
[DLS06a] we have that W uTi ⋔W
s
Ti+1
and we have constructed a transition chain.
Finally, we use the well known result that given a transition chain {Ti}Ni=0, we can find
an orbit visiting all the elements of the chain. In our case, as it was the case in [DLS06a]
we have incorporated in the chain objects with different topologies, so applying Lemma
11.1 in [DLS06a] to the transition chain obtained, we get that there is ε∗ > 0 such that
for 0 < |ε| < ε∗, and for any interval [I∗−, I∗+] ∈ (I−, I+), x˜(t) satisfies that, for some T > 0
I(x˜(0)) ≤ I∗−; I(x˜(T )) ≥ I∗+
(respectively:
I(x˜(0)) ≥ I∗+; I(x˜(T )) ≤ I∗−)
as we wanted to prove.
1.3 Inner Dynamics
The main goal of this section is to prove Theorem 1.3.1 about the existence of a sequence
of invariant tori Ti in the NHIM Λ˜ε, which are distributed along all the actions in the
interval (I−, I+) and are O(ε1+η)-closely spaced, for some η > 0. The method of proof
will consist of the combination of two parts: averaging methods and KAM Theorem.
In Section 1.3.2 we will consider the restricted Hamiltonian (1.23) and perform, in
Theorem 1.3.11, a global averaging procedure that casts the Hamiltonian into a global
normal form, which has different expressions in the non-resonant and resonant regions.
In the non-resonant regions, averaging transformations cast the system close to strongly
integrable and, in general, in the non-resonant regions close to an integrable pendulum.
In Section 1.3.3 we will use KAM Theorem 1.3.22 to show that many of the invariant
tori of the averaged Hamiltonian persist when we add the error terms of the normal
form and they are close enough in terms of the action variables. For the flat tori region,
which consists of non-resonant regions and resonant regions with small gaps, we can apply
KAM Theorem 1.3.22 almost straightforwardly and this is done in Propositions 1.3.24 and
1.3.26, respectively. For the big gaps region, we will show in Theorem 1.3.28 that we can
apply KAM Theorem after we have written the Hamiltonian in action-angle coordinates.
1.3.1 Main result
The main result about the existence of invariant tori in the NHIM Λ˜ε is stated in the
following Theorem:
Theorem 1.3.1. Consider a Hamiltonian of the form (1.4) and assume that r > 2(m+
1)2, with m ≥ 10, as well as hypothesis H3’ on (k0, l0). Choose η = min((1−αn)/2, ν/2),
where α < 1/n and 0 < ν ≤ 1/16. Then, for ε small enough, there exists a finite sequence
of invariant tori {Ti}Ni=0 in Λ˜ε which are distributed along all the actions in the interval
(I−, I+), such that
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1. They are defined by equation F (I, ϕ, s; ε) ≡ Ei, where F is a C4−̺ function, for
any ̺ > 0, which has the form (1.88) and (1.95) depending on the region where
the invariant tori lie: the flat tori region or a connected component of the big gaps
region defined in (1.82), respectively. In the flat tori region, the invariant tori are
primary whereas in the big gaps region invariant tori can be primary and secondary.
In the big gaps region, for values of Ei > 0 equation (1.95) provides two primary
tori T ±Ei , whereas for Ei < 0 it gives a secondary tori TEi.
2. They can be also written as a graph of the variable I over the angle variables (ϕ, s):
I = λE(ϕ, s; ε) with λE given in (1.89) for the flat tori region. In the case of the big
gaps region, the equations for them are given for two different invariant tori T ±i (two
different components in the case of secondary KAM tori) in the form I = λ±E(ϕ, s; ε),
with λ±E given in (1.96).
3. These tori are O(ε1+η)-closely spaced in terms of the action variable I, for some
0 < η ≤ 1/32. In the connected component (1.82) of the big gaps region they are
O(ε3/2+1+η|(k0, l0)|−r/2+1)-closely spaced in terms of energies, where −l0/k0 is the
associated resonance.
4. T0 and TN are OC2(ε1+η)-close to I− and I+, respectively.
The proof of the Theorem 1.3.1 is a combination of an averaging procedure (Section
1.3.2) and a KAM Theorem (Section 1.3.3). In Section 1.3.4 we put the results obtained
in the previous sections together to give a proof of Theorem 1.3.1.
1.3.2 Averaging procedure
In this section we proceed to obtain a suitable global normal form of the restricted Hamil-
tonian (1.23), according to the procedure described in Section 1.2.3.3. We use the standard
formalism of Lie Series, so we are considering canonical transformations obtained as the
time-one map of a Hamiltonian. A very pedagogical treatment of this method can be
found in [LM88]. As we have already mentioned, we consider a truncation of the Fourier
Series of the perturbation and we deal with trigonometric polynomials of a finite order.
We first introduce a Banach space with a suitable norm, which allows an efficient study
of the estimates for the different terms that appear in the averaging procedure.
1.3.2.1 Preliminaries. Functional Spaces
We consider the space of functions defined on I×T2, I ⊂ R compact set, which consists of
trigonometric polynomials of order M on (ϕ, s) ∈ T2, and Cr with respect to J ∈ I ⊂ R.
We denote this space TM (I × T2). A function u ∈ TM(I × T2) is of the form
u(J, ϕ, s) =
∑
(k,l)∈Z2,
|k|+|l|≤M
uk,l(J)e
i(kϕ+ls). (1.28)
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Remark 1.3.2. Note that the product of two elements u ∈ TM(I×T2) and v ∈ TN(I×T2)
is another trigonometric polynomial in the variables (ϕ, s) ∈ T2 but of degree M + N ,
that is, uv ∈ TM+N (I × T2).
Clearly, the space TM(I ×T2) is a closed subset of Cr(I ×T2). Therefore, TM(I ×T2)
is a Banach space with the Cr norm introduced in (1.2).
Moreover, since the functions u are trigonometric polynomials in (ϕ, s), we can consider
the expression (1.28) and deal with the Fourier norm:
‖u‖[≤M ]
Cℓ(I×T2)
:=
ℓ∑
m=0
m∑
n=0
2ℓ
∑
(k,l)∈Z2,
|k|+|l|≤M
|uk,l|Cn(I)|(k, l)|m−n (1.29)
where |uk,l|Cn(I) is defined in (1.2) and |(k, l)| = max(|k|, |l|), and | · | denotes the standard
modulo. When there is no possibility of confusion we will abreviate it as ‖·‖Cℓ .
On the other hand, to understand better the behavior of the function u with respect
to the variable J when it gets closer to the resonances, we will use the Fourier norm with
a weight L ≤ 1:
‖u‖[≤M ]
Cℓ(I×T2),L
:=
ℓ∑
m=0
m∑
n=0
2ℓ
∑
(k,l)∈Z2,
|k|+|l|≤M
|uk,l|Cn(I),L|(k, l)|m−n (1.30)
where |(k, l)| is as before and
|uk,l|Cn(I),L :=
n∑
i=0
Li
|Diuk,l|C0(I)
i!
.
As before, when there is no confusion we will abbreviate these norms as | · |Cn,L and ‖·‖Cℓ,L,
respectively.
Note that when L = 1, we recover the Fourier norm (1.29).
The basic properties of these norms are collected in Appendix 1.6.2. In particular they
are related by
Lℓ|u|Cℓ ≤ ‖u‖Cℓ,L ≤ CM2|u|Cℓ, (1.31)
where C is a constant that depends on ℓ and 0 < L ≤ 1.
For the seminorm |·|j,ℓ−j defined in (1.3) one has that for all 0 ≤ j ≤ ℓ,
Lj |u|j,ℓ−j ≤ ‖u‖Cℓ,L . (1.32)
Note that in the case that the function u ∈ TM (I ×T2) does not depend on the action
variable J , we have that
|u|Cℓ = |u|0,ℓ,
therefore by equation (1.32),
|u|Cℓ ≤ ‖u‖Cℓ,L . (1.33)
Moreover, given u ∈ TM(I×T2) and v ∈ TN(I×T2), we have that uv ∈ TM+N(I×T2)
and for 0 < L ≤ 1 and 0 ≤ ℓ ≤ r,
‖uv‖[≤M+N ]
Cℓ,L
≤ ‖u‖[≤M ]
Cℓ,L
‖v‖[≤N ]
Cℓ,L
. (1.34)
We will say that a function f is OCr ,L(η) when ‖f‖Cr,L  η.
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1.3.2.2 The homological equation
In this section, we will use the standard formalism of Lie series to perform a resonant
averaging procedure. We first start discussing the infinitesimal equations for averaging,
which will serve as a motivation for the phenomenon of resonances and therefore for the
resonant averaging.
We begin with a Hamiltonian K(J,A, ϕ, s) = K0(J,A) + εK1(J,A, ϕ, s), where
(J,A, ϕ, s) ∈ R2 × T2 and K0(J,A) = A + J2/2. We start looking for a canonical trans-
formation g, given by the time-one map flow of a Hamiltonian εG (generating function),
that eliminates, when it is possible, the dependence on the angle variables (ϕ, s) up to
order ε. Therefore,
K ◦ g = K + {K, εG}+ 1
2
{{K, εG}, εG}+ . . .
= K0 + ε(K1 + {K0, G}) +O(ε2)
where {, } denotes the Poisson bracket in the canonical coordinates (J,A, ϕ, s):
{f, g} = ∂f
∂ϕ
∂g
∂J
+
∂f
∂s
∂g
∂A
− ∂f
∂J
∂g
∂ϕ
− ∂f
∂A
∂g
∂s
.
So, we need to solve for G the infinitesimal equation
K1 + {K0, G} = K¯,
where K¯ is chosen to be as simple as possible. In Fourier coefficients this equation has
the form
Kk,l(J)− i(ω(J) · (k, l))Gk,l(J) = K¯k,l(J) (1.35)
where Kk,l(J), Gk,l(J) and K¯k,l(J) are the Fourier coefficients of K1, G and K¯, respec-
tively, for (k, l) ∈ Z2, and ω(J) ∈ R2 is of the form
ω(J) =
(
∂K0
∂J
,
∂K0
∂A
)
= (J, 1).
This vector ω(J) is called resonant when (J, 1) · (k, l) = Jk + l = 0, for (k, l) 6= (0, 0);
and the values J = −l/k, with k 6= 0, for which this equation vanishes and Kk,l(−l/k) 6= 0
are called resonances. Looking at equation (1.35) it is clear that these are the places where
we can not choose Gk,l(J) in order to have K¯k,l(J) ≡ 0. So, for these values of J and,
in order to keep smoothness, the ones in a neighborhood around them, we will choose
K¯k,l(J) to be the Fourier term Kk,l(−l/k). Note that we cannot have K¯0,0(J) ≡ 0 for any
J either, so we will also keep the Fourier coefficient K0,0(J).
The precise result with the estimates for the functions is formulated in the following
Lemma:
Lemma 1.3.3. Given M > 0, let K(J, ϕ, s) be a Hamiltonian, which is a Cr+1 function
with respect to J and a trigonometric polynomial in (ϕ, s) of degree M , so it can be
expressed in the following way
K(J, ϕ, s) =
∑
(k,l)∈N
Kk,l(J)e
i(kϕ+ls),
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with N = {(k, l) ∈ Z2, |k|+ |l| ≤M}. We refer to resonances as the elements of the finite
set of rational numbers
R = {−l/k ∈ Q : (k, l) ∈ N , k 6= 0, Kk,l(−l/k) 6= 0}. (1.36)
For any (k, l) ∈ N , we consider (k˜, l˜) ∈ Z2 such that −l/k = −l˜/k˜ and gcd(k˜, l˜) = 1
and we define Lk = Lk˜ = L/|k˜|, being L some constant small enough such that for all
−l/k ∈ R, the real intervals [−l/k − 2Lk,−l/k + 2Lk] are all disjoint.
Then, there exist a function G = G[≤M ] of class Cr with respect to J and K¯ = K¯ [≤M ]
of class Cr+1, which are both trigonometric polynomials in (ϕ, s), such that they solve the
homological equation
K + {K0, G} = K¯, (1.37)
and verify:
1. If |J + l/k| ≥ 2Lk for any (k, l) ∈ N , then
K¯(J, ϕ, s) = K0,0(J). (1.38)
2. If |J + l0/k0| ≤ Lk0 for some (k0, l0) ∈ N , then
K¯(J, ϕ, s) = K0,0(J) +
∑
t∈Z−{0}
|t|(|k0|+|l0|)≤M
Ktk0,tl0(−l0/k0)eit(k0ϕ+l0s)
=: K0,0(J) + Uk0,l0(k0ϕ+ l0s).
(1.39)
3. The function K¯ verifies ∥∥K¯∥∥
Cℓ,L
≤ Cℓ ‖K‖Cℓ,L , (1.40)
for ℓ = 0, . . . , r + 1, where Cℓ is a constant independent of L.
4. The function G verifies
‖G‖Cℓ,L ≤
Cℓ
L
‖K‖Cℓ+1,L (1.41)
for ℓ = 0, . . . , r, where Cℓ is a constant independent of L.
Proof. We want to solve for each (k, l) ∈ N the equation
Kk,l(J)− i(Jk + l)Gk,l(J) = K¯k,l(J), (1.42)
where the unknowns are the Fourier coefficients of the generating function G and the
averaged Hamiltonian K¯.
So, we first choose:
1. K¯0,0(J) = K0,0(J),
2. for (0, l) ∈ N , l 6= 0, K¯0,l(J) = 0,
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3. if (k, l) 6= (0, 0) ∈ N , k 6= 0, we choose K¯k,l(J) as
K¯k,l(J) = Kk,l(−l/k)ψ
(
1
Lk
(J + l/k)
)
, (1.43)
where ψ(x) is a fixed C∞ function such that: ψ(x) = 1, if x ∈ [−1, 1], and ψ(x) = 0,
if x /∈ [−2, 2]. With this choice we have that K¯k,l verifies:
(a) If |J + l/k| ≤ Lk then K¯k,l(J) = Kk,l(−l/k),
(b) if |J + l/k| ≥ 2Lk then K¯k,l(J) = 0.
Once we have defined K¯ as above, it is clear that it is a Cr+1 function, and its Fourier
coefficients satisfy:
∣∣K¯k,l∣∣Cn,L = n∑
i=0
Li
∣∣DiK¯k,l∣∣C0
i!
≤
n∑
i=0
Li
i!
|Kk,l(−l/k)| |Diψ|C0
Lik
≤ |Kk,l|C0 |k|n
n∑
i=0
|Diψ|C0
i!
(1.44)
= |Kk,l|C0 |k|n |ψ|Cn
Using this inequality for the Fourier coefficients it is easy to see that K¯ verifies the desired
bound (1.40). More precisely,
∥∥K¯∥∥
Cℓ,L
=
ℓ∑
m=0
m∑
n=0
2ℓ
∑
(k,l)∈Z2,
|k|+|l|≤M
∣∣K¯k,l∣∣Cn,L |(k, l)|m−n
≤
ℓ∑
m=0
m∑
n=0
2ℓ
∑
(k,l)∈Z2,
|k|+|l|≤M
|ψ|Cn |Kk,l|C0,L |k|n|(k, l)|m−n
≤ |ψ|Cℓ
ℓ∑
m=0
m∑
n=0
2ℓ
∑
(k,l)∈Z2,
|k|+|l|≤M
|Kk,l|C0,L |(k, l)|m
≤ (ℓ+ 1) |ψ|Cℓ ‖K‖Cℓ,L
for ℓ = 0, . . . , r + 1, so choosing Cℓ = (ℓ+ 1) |ψ|Cℓ , which is independent of L, we get the
desired bound.
Now, we choose G to verify equation (1.42) and we get:
1. G0,0 = 0 and Gk,l(J) = 0 if (k, l) /∈ N ,
2. G0,l(J) = K0,l(J)/il,
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3. if (k, l) ∈ N , k 6= 0, we choose Gk,l(J) as:
(a) If J 6= −l/k then Gk,l(J) = iK¯k,l(J)−Kk,l(J)
Jk + l
,
(b) Gk,l(−l/k) = lim
J→−l/k
Kk,l(J)− K¯k,l(J)
i(Jk + l)
=
K ′k,l(−l/k)
ik
.
Then G(J, ϕ, s) is a trigonometric polynomial in (ϕ, s) of degree M , and of class Cr
with respect to J . To bound the function G, we first need to bound its Fourier coefficients
in terms of |·|Cℓ,L norm for 0 ≤ ℓ ≤ r. Given a fixed (k0, l0) ∈ N , by the definition of K¯
and G, we have:
1. ∀J , |G0,l|Cn,L ≤ |K0,l|Cn,L /|l|, for ℓ = 0, . . . , r.
2. If |J + l0/k0| ≤ Lk0 , then |Gk0,l0|Cn,L ≤ (n+ 1)
|Kk0,l0|Cn+1,L
L|k0| , for n = 0, . . . , r.
This estimate comes from
|Gk0,l0|Cn,L =
n∑
i=0
Li
|DiGk0,l0 |C0
i!
≤
n∑
i=0
Li
i!
|Di+1Kk0,l0 |C0
|k0|
≤ (n + 1)
L|k0|
n∑
i=0
Li+1
(i+ 1)!
∣∣Di+1Kk0,l0∣∣C0
≤ (n + 1) |Kk0,l0 |Cn+1,L
L|k0| .
3. If |J+l0/k0| ≥ 2Lk0 then |Gk0,l0 |Cn ≤
n+ 1
2L
ℓ∑
i=0
|Kk0,l0|Ci,L |k0|n−i, for n = 0, . . . , r+1.
This estimate is obtained using Leibniz rule for derivatives in the following way:
|Gk0,l0 |Cn,L =
n∑
i=0
Li
|DiGk0,l0|C0
i!
≤
n∑
i=0
Li
i!
i∑
j=0
(
i
j
) |DjKk0,l0|C0
(2Lk0)
i−j+1|k0|
≤
n∑
i=0
1
L
i∑
j=0
Lj
|DjKk0,l0 |C0
j!
|k0|i−j
≤ n+ 1
L
n∑
i=0
Li
|DiKk0,l0|C0
i!
|k0|n−i
≤ n+ 1
L
n∑
i=0
|Kk0,l0 |Ci,L |k0|n−i.
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4. If Lk0 ≤ |J + l0/k0| ≤ 2Lk0 , then
|Gk0,l0|Cn,L ≤
n+ 1
L
n∑
i=0
|Kk0,l0|Ci,L |k0|n−i + (n+ 1) |Kk,l|C0 |k|n |ψ|Cn ,
for n = 0, . . . , r and C is a constant independent of L.
This estimate can be obtained in the same way as the previous one using the estimate
obtained for K¯k,l in (1.44), in the following way
|Gk0,l0|Cn,L =
n∑
i=0
Li
|DiGk0,l0 |C0
i!
≤
n∑
i=0
Li
i!
∣∣∣∣Di(i K¯k0,l0Jk0 + l0
)∣∣∣∣
C0
+
n∑
i=0
Li
i!
∣∣∣∣Di(i Kk0,l0Jk0 + l0
)∣∣∣∣
C0
≤ (n+ 1)
2
L
|Kk,l|C0 |k|n |ψ|Cn +
n + 1
L
n∑
i=0
|Kk0,l0|Ci,L |k0|n−i.
In order to finish the proof, we will use these estimates for the Fourier coefficients of
G to bound the function G.
If |J + l0/k0| ≤ Lk0 for some −l0/k0 ∈ R, then for any other (k, l) ∈ N , (k, l) 6=
(tk0, tl0), t ∈ Z, J satisfies that |J + l/k| ≥ 2Lk. Therefore, we will distinguish three
types of Fourier coefficients Gk,l of G, which are the ones described in points 1,2 and 3 in
this proof. Using their corresponding bounds we have
‖G‖Cℓ,L =
ℓ∑
m=0
m∑
n=0
2ℓ
 M∑
l=−M
|G0,l|Cn,L |l|m−n +
∑
(k,l)∈N
(k,l)6=t(k0,l0)
|Gk,l|Cn,L |(k, l)|m−n
+
∑
t∈Z−{0}cr|t|(|k0|+|l0|)≤M
|Gtk0,tl0 |Cn,L |t(k0, l0)|m−n

≤
ℓ∑
m=0
m∑
n=0
2ℓ
(
M∑
l=−M
|K0,l|Cn,L
|l| |l|
m−n
+
∑
(k,l)∈N
(k,l)6=t(k0,l0)
(
(n + 1)
L
n∑
i=0
|Kk,l|Ci,L |k|n−i
)
|(k, l)|m−n
+
∑
t∈Z−{0}
|t|(|k0|+|l0|)≤M
(n + 1)
L|k0| |Ktk0,tl0|Cn+1,L |t(k0, l0)|
m−n

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≤
ℓ∑
m=0
m∑
n=0
2ℓ
(
M∑
l=−M
|K0,l|Cn,L |l|m−n
+
∑
(k,l)∈N
(k,l)6=t(k0,l0)
(n+ 1)
L
n∑
i=0
|Kk,l|Ci,L |(k, l)|m−i
+
∑
t∈Z−{0}
|t|(|k0|+|l0|)≤M
(n+ 1)
L
|Ktk0,tl0 |Cn+1,L |t(k0, l0)|m−n−1

≤
ℓ∑
m=0
m∑
n=0
2ℓ
(
M∑
l=−M
|K0,l|Cn,L |l|m−n
+
(n + 1)(m+ 1)
L
∑
(k,l)∈N
(k,l)6=t(k0,l0)
|Kk,l|Cn,L |(k, l)|m−n
+
n + 1
L
∑
t∈Z−{0}
|t|(|k0|+|l0|)≤M
|Ktk0,tl0|Cn+1,L |t(k0, l0)|m−n−1

≤ ‖K‖Cℓ,L +
(ℓ+ 1)
L
(
(ℓ+ 1) ‖K‖Cℓ,L + ‖K‖Cℓ+1,L
)
≤ Cℓ
L
‖K‖Cℓ+1,L
for ℓ = 0, . . . , r, where Cℓ = 3(ℓ+ 1)
2 is a constant independent of L.
Analogously, if Lk0 ≤ |J + l0/k0| ≤ 2Lk0 for some −l0/k0 ∈ R, then for any other
(k, l) ∈ N , (k, l) 6= (tk0, tl0), t ∈ Z, J satisfies that |J + l/k| ≥ 2Lk. In this case, we will
distinguish three types of Fourier coefficients Gk,l of G, which are the ones described in
points 1,3 and 4 in this proof. Using the same argument as in the previous case, jointly
with the bounds for the Fourier coefficients, we have that
‖G‖Cℓ,L ≤ ‖K‖Cℓ,L +
(ℓ+ 1)2
L
‖K‖Cℓ,L +
(ℓ+ 1)2
L
|ψ|Cℓ ‖K‖Cℓ,L +
(ℓ+ 1)2
L
‖K‖Cℓ,L
≤ Cℓ
L
‖K‖Cℓ,L
for ℓ = 0, . . . , r, where Cℓ = 4(ℓ+ 1)
2 is a constant independent of L.
And finally, if |J + l/k| ≥ 2Lk for any (k, l) ∈ N , the Fourier coefficients Gk,l of G are
just the ones described in points 1 and 3. Arguing as before we have
‖G‖Cℓ,L ≤ ‖K‖Cℓ,L +
(ℓ+ 1)2
L
‖K‖Cℓ,L ≤
Cℓ
L
‖K‖Cℓ,L ,
for ℓ = 0, . . . , r, where Cℓ = 2(ℓ+ 1)
2 is a constant independent of L.
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So putting all these estimates together we get the desired bound (1.41) for the whole
domain. 
1.3.2.3 The main averaging result
In this section we apply repeatedly the procedure stated in the previous section to the
truncated Fourier series of the perturbation R[≤M ] in (1.25), to get a suitable normal form.
We start the averaging procedure with the Hamiltonian
k0(J, ϕ, s; ε) = Z
0(J, ϕ, s; ε) + εR0(J, ϕ, s; ε),
where Z0(J, ϕ, s; ε) = J2/2 and R0(J, ϕ, s; ε) = R[≤M ](J, ϕ, s; ε), which is a trigonometric
polynomial of degree M in the angle variables (ϕ, s).
We will search for a canonical transformation g0, given by the time-1 map flow of
Hamiltonian εG0 provided by Lemma 1.3.3 that eliminates, when it is possible, the de-
pendence on the angle variables (ϕ, s) at order ε.
According to expression (1.36), we will refer to resonances of order 1 as the elements
of
R1 = {−l/k ∈ Q ∩ (I−, I+), |k|+ |l| ≤M, k 6= 0, R0k,l(−l/k; 0) 6= 0},
where R0k,l are the Fourier coefficients of R
0. For each resonance −l/k in R1 we will define
a strip of size 2L/|k|, for L ∼ εα and α > 0, centered on the resonance. We will call
resonant region of order 1 the union of these strips, where the averaging transformation
g0 can not eliminate the dependence on the angle variables, and non resonant region up
to order 1 the complementary region in Λ˜ε, where k0 ◦ g0 reduces to contain only the
harmonic R00,0(J ; 0) at order ε.
Hence, the Hamiltonian k1 = k0 ◦ g0 is now of the form
k1(J, ϕ, s; ε) = Z
1(J, ϕ, s; ε) + ε2R1(J, ϕ, s; ε), (1.45)
where the normal form Z1 is a Cr function, which has different expressions in the resonant
and non resonant regions, and the remainder ε2R1 is a Cr−2 function.
Proceeding by induction, we obtain a sequence of Hamiltonians kq−1, for q ≥ 1, which
are normalized up to order εq−1, that is, in adequate symplectic coordinates Hamiltonian
kq−1 takes the form
kq−1(J, ϕ, s; ε) = Z
q−1(J, ϕ, s; ε) + εqRq−1(J, ϕ, s; ε), (1.46)
where, as before, the normal form Zq−1 is a Cr−2(q−2) function, which has different ex-
pressions in the resonant and non resonant regions up to order q − 1, and the remainder
εqRq−1 is a Cr−2(q−1) function.
The set of resonances of order q and its associated resonant and non resonant regions
up to order q, are defined recursively in the following way:
1.3.2.4 Resonances. Resonant and non resonant regions
Definition 1.3.4. The set of resonances of order q ≥ 1 is the set of rational numbers
r ∈ Rq\(R1 ∪ · · · ∪Rq−1), where Rq is the set of rational numbers r ∈ Q∩ (I−, I+) which
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admit a representation r = −l/k for some integers k, l satisfying |l|+ |k| ≤ qM , such that
Rq−1k,l (−l/k; 0) 6= 0; in symbols,
Rq = Rq(M) =
{
− l
k
∈ Q ∩ (I−, I+) : |k|+ |l| ≤ qM, k 6= 0, Rq−1k,l (−l/k; 0) 6= 0
}
, (1.47)
where Rq−1k,l are the Fourier coefficients of the remainder R
q−1 in (1.46).
Roughly speaking, we call resonances of order q the places in J where it is impossible
to apply q-th order averaging to kq−1 = Z
q−1 + εqRq−1.
Remark 1.3.5. Notice that, by hypotheses H3’ in Theorem 1.2.1, for all
−l0/k0 ∈ Q ∩ (I−, I+) such that |(k0, l0)| < MBG there exists t∗ ∈ Z2 such that
ht∗k0,t∗l0(0, 0,−l0/k0; 0) 6= 0 and therefore, by equation (1.24), Rt∗k0,t∗l0(−l0/k0; 0) 6= 0.
Hence, by definition 1.3.4 for resonances of order 1, as long as MBG ≤M , all the rational
numbers −l/k with |(k, l)| < MBG are resonant of order 1.
Definition 1.3.6. The set R[≤q](M) of resonances up to order q is the union of sets of
resonances of order i, for i = 1, . . . , q; in symbols,
R[≤q] = R[≤q](M) =
⋃
i=1,...,q
Ri(M) ⊂ Q. (1.48)
For this set of resonances we define different strips in Λ˜ε of a width depending on a
parameter L, which is L ∼ εα, with α > 0. This divides the phase space in two types of
regions:
Definition 1.3.7. The non-resonant region up to order q Dqnr is the set of points (J, ϕ, s) ∈
Λ˜ε which are at a distance greater than 2Lk in terms of the J variable of any resonance
−l/k ∈ R[≤q], where Lk = L/|k|; in symbols,
Dqnr = Dqnr(M,L) =
{
(J, ϕ, s) ∈ (I−, I+)× T2 :
∣∣∣∣J + lk
∣∣∣∣ ≥ 2Lk, for − lk ∈ R[≤q]
}
.
(1.49)
Definition 1.3.8. The resonant region of order q Dr,q is the set of points (J, ϕ, s) ∈ Λ˜ε
which are at a distance smaller than Lk = L/|k| in terms of the J variable from any
resonance −l/k ∈ Rq\(R1 ∪ . . . ∪Rq−1); in symbols,
Dr,q = Dr,q(M,L) =
{
(J, ϕ, s) ∈ (I−, I+)× T2 :
∣∣J + l
k
∣∣ ≤ Lk,
for some − l
k
∈ Rq\(R1 ∪ . . . ∪Rq−1)
}
.
(1.50)
The union of resonant regions of order i, for i = 1, . . . , q gives us the resonant region
up to order q, which can be defined in the following way:
Definition 1.3.9. The resonant region up to order q Dqr is the set of points (J, ϕ, s) ∈ Λ˜ε
which are at a distance smaller than Lk = L/|k| in terms of the J variable from any
resonance −l/k ∈ R[≤q]; in symbols,
Dqr = Dqr (M,L) =
{
(J, ϕ, s) ∈ (I−, I+)× T2 :
∣∣∣∣J + lk
∣∣∣∣ ≤ Lk, for some − lk ∈ R[≤q]
}
.
(1.51)
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The dependence of these domains on M and L: Dqnr = Dqnr(M,L), Dr,q = Dr,q(M,L)
and Dqr = Dqr (M,L), will be suppressed to simplify notation.
Remark 1.3.10. Note that, by remark 1.3.5, the big gaps region DBG introduced in (1.21)
is contained in the resonant region of order 1 Dr,1.
The precise result to obtain a global normal form for the reduced Hamiltonian by
applying repeatedly the averaging procedure, jointly with the estimates for the bounds of
the normal form terms and the expression of the order of truncation M and the constant
L as functions of ε are stated in the following Theorem 1.3.11:
Theorem 1.3.11. Let n,m be any given integers satisfying 1 ≤ 2m ≤ n. Given ρ a real
number satisfying
ρ <
1
n
, (1.52)
and r an integer verifying
r ≥ (1/ρ− 2)m+ 2, (1.53)
consider a Cr Hamiltonian of the form
k(J, ϕ, s; ε) =
J2
2
+ εR(J, ϕ, s; ε), (1.54)
satisfying εR(J, ϕ, s; ε) = OCr(ε).
Introduce M ∼ ε−ρ, for any −l/k ∈ R[≤m](M), introduced in (1.48), consider Lk =
L/|k|, where
L = Cεα (1.55)
with
ρ ≤ α < 1/n (1.56)
and C a constant independent of ε, such that for −l/k ∈ R[≤m], the real intervals I−l/k ≡
[−l/k − 2Lk, l/k + 2Lk] are disjoint. Then, there exists a symplectic change of variables,
depending on time, (B, φ, s) 7→ (J, ϕ, s), periodic in ϕ and s, and of class Cr−2m, which is
ε-close to the identity in the Cn−2m−1 sense, such that transforms the Hamiltonian system
associated to k(J, ϕ, s; ε) into a Hamiltonian system of Hamiltonian
k¯m(B, φ, s; ε) = Z¯m(B, φ, s; ε) + εm+1R¯m(B, φ, s; ε), (1.57)
where the function Z¯m is of class Cr−2m+2 and R¯m is of class Cr−2m and they verify:
1. If B /∈ ⋃−l/k∈R[≤m] I−l/k, then
Z¯m(B, φ, s; ε) = 1
2
B2 + εZ˜m(B; ε), (1.58)
for any (B, φ, s) ∈ Dmnr (Dmnr was introduced in (1.49)).
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2. If B ∈ I−l0/k0 for some −l0/k0 ∈ Ri \ (R1 ∪ . . .Ri−1), for some 1 ≤ i ≤ m, then
Z¯m(B, φ, s; ε) = 1
2
B2 + εZ˜m(B; ε) + εiUk0,l0m (k0φ+ l0s; ε), (1.59)
for any (B, φ, s) ∈ Dr,i, (Dr,i was introduced in (1.50)).
In a particular case of a resonance −l0/k0 of order 1, Uk0,l0m (k0φ + l0s; 0) does not
depend on m and is given by
Uk0,l0m (θ; 0) =
∑
t∈Z−{0}
|t|(|k0|+|l0|)≤M
Rtk0,tl0(−l0/k0; 0)eitθ (1.60)
where θ = k0φ + l0s and Rk,l(J ; ε) are the Fourier coefficients of the perturbation
R(J, ϕ, s; 0) with respect to (ϕ, s).
3. The function εZ˜m(B; ε) in (1.58) and (1.59) is a polynomial of degree m in ε,
whose term of order q + 1 is of class Cr−2q and of size OCℓ(εq+1−α(ℓ+2q)), for ℓ =
0, . . . , n− 2q and q = 0, . . . , m− 1. The function εiUk0,l0m (k0φ+ l0s; ε) in (1.59) is a
polynomial of degree m in ε and a trigonometric polynomial in θ = k0φ+ l0s, which
is OCℓ,θ(εi−2α(i−1)|(k0, l0)|−r+2(i−1)), for ℓ = 0, . . . , n− 2(i− 1). Finally, the function
εm+1R¯(B, φ, s; ε) in (1.57) is OCℓ(εm+1−α(ℓ+2m)), for ℓ = 0, . . . , n− 2m.
Remark 1.3.12. Notice that, by equation (1.24) and remark 1.2.8, the function Uk0,l0m given
in (1.60) for a resonance −l0/k0 ∈ R1 corresponds to the function Uk0,l0 in hypothesis H3
when M = MBG.
Remark 1.3.13. Note that the bound on the trigonometric polynomial εiUk0,l0m (θ; ε), where
θ = k0φ + l0s, is more precise because it incorporates the size of its Fourier coefficients.
We use the notation OCℓ,θ to emphasize that we are bounding the derivatives with respect
to the variable θ.
Remark 1.3.14. Notice that although the remainder term εm+1R¯m is Cr−2q, it is bounded
in the supremum norm |·|Cℓ for ℓ only up to n − 2q, for n < r, which is enough for the
future application of KAM Theorem.
1.3.2.5 Proof of Theorem 1.3.11
The proof of this theorem will follow by the repeated application of the inductive Lemma
1.3.18 m times. Before stating it, we need two previous Lemmas that we will use to prove
Lemma 1.3.18 and finally Theorem 1.3.11.
Lemma 1.3.15. Let G(J, ϕ, s) a Hamiltonian and assume that G is Cr trigonometric
polynomial of order M defined in a compact domain I × T2, with I ⊂ R, such that
sup{x ∈ I × T2} ≤ D. Consider the Cr−1 change of variables defined on I × T2,
(J, ϕ, s) = gt(B, φ, s),
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given by the time t flow of the Hamiltonian εpG(J, ϕ, s), for some p ∈ N. Assume that G
is OCℓ(εηℓ), ηℓ being some positive number. Then,
max
0≤t≤1
|gt|Cℓ ≤ Dℓ
for ℓ = 0, . . . , r− 1, Dℓ being some constant, which depends on the domain and ℓ, but not
on ε.
Proof. By the fundamental Theorem of calculus we can write
gt(x) = x+
∫ t
0
∂gτ
∂τ
(x)dτ = x+
∫ t
0
J∇G ◦ gτ (x)dτ,
where x = (B, φ, s) ∈ I × T2 and J is the canonical matrix of the symplectic form
ω = dJ ∧ dϕ+ dA∧ ds. The extra variable A, conjugated to the angle s, was introduced
to make apparent the symplectic character of the change of variables.
Using formula (1.175) in Appendix 1.6.3 we obtain
|gt|Cℓ ≤ |Id|Cℓ +
∫ 1
0
|J∇G ◦ gτ |Cℓ dτ
≤ |Id|Cℓ + Cℓ
∫ 1
0
(
|J∇G|C1 |gτ |Cℓ + |J∇G|Cℓ |gτ |ℓCℓ−1
)
dτ
(1.61)
for ℓ = 2, . . . , r − 1, where Cℓ is a constant depending on ℓ; and
|gt|C1 ≤ |Id|C1 +
∫ 1
0
|J∇G|C1 |gτ |C1 dτ.
Let us define aℓ = max
0≤t≤1
|gt|Cℓ . Then,
a1 ≤ D + δ1a1,
and
aℓ ≤ D + δ1aℓ + Cℓδℓaℓℓ−1, for ℓ ≥ 2,
with δℓ = |G|Cℓ+1. Hence,
aℓ ≤
D + δℓa
ℓ
ℓ−1
1− δ1 for ℓ ≥ 2.
Since δ1 ∼ εη2 ≪ 1 and δℓ ∼ εηℓ+1 ≪ 1, it is easy to check by induction that aℓ ≤ Dℓ,
for ℓ ≥ 1, Dℓ being some constant independent of ε. 
Since the averaging procedure is based on the method of Lie transforms, the trans-
formed Hamiltonian will be expressed in terms of Poisson brackets. In the following
Lemma 1.3.16 we give an estimate for the bound of the Poisson bracket of two functions,
where the second one is a generating function, in terms of the bounds of each one.
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Lemma 1.3.16. Let ρ, α be two positive real numbers, such that ρ ≤ α and M ∼ ε−ρ.
Given F p(J, ϕ, s) and Gq(J, ϕ, s), two trigonometric polynomials in (ϕ, s), assume that
F p(J, ϕ, s) is a Cn, n > 0 function in J and a trigonometric polynomial of degree Mp =
(p + 1)M and Gq(J, ϕ, s) is a Cm, m > 0 function in J and a trigonometric polynomial
of degree Mq = (q + 1)M , that satisfy ‖εp+1F p‖Cℓ,L  εp+1−α(2p) and ‖εq+1Gq‖Cℓ,L 
εq+1−α(2q+1), for ℓ = 0, . . . , n, with ε > 0. Then {F p, Gq} is a Cr function in J , for
r = min(n,m) − 1 and a trigonometric polynomial of degree Mp˜ = (p˜ + 1)M in (ϕ, s),
where p˜ = p+ q + 1, and εp˜+1F p˜ = {εp+1F p, εq+1Gq} satisfies
∥∥εp˜+1F p˜∥∥
Cℓ,L
 εp˜+1−α(2p˜),
for ℓ = 0, . . . , r.
Proof. From
{F p, Gq} = ∂F
p
∂ϕ
∂Gq
∂J
− ∂F
p
∂J
∂Gq
∂ϕ
,
we have
{F p, Gq} =
∑
(k,l)∈Z2,
|k|+|l|≤Mp
ikF pk,l(J)e
i(kϕ+ls)
∑
(k,l)∈Z2,
|k|+|l|≤Mq
∂Gqk,l(J)
∂J
ei(kϕ+ls)
−
∑
(k,l)∈Z2,
|k|+|l|≤Mp
∂F pk,l(J)
∂J
ei(kϕ+ls)
∑
(k,l)∈Z2,
|k|+|l|≤Mq
ikGpk,l(J)e
i(kϕ+ls)
It is clear from this expression that {F p, Gq} is a trigonometric polynomial of degree
Mp +Mq = (p+ q + 2)M .
On the other hand, using equation (1.34), it follows that
∥∥{εp+1F p, εq+1Gq}∥∥
Cℓ,L
≤∥∥∥∥∥∥∥∥ε
p+1
∑
(k,l)∈Z2,
|k|+|l|≤Mp
ikF pk,l(J)e
i(kϕ+ls)
∥∥∥∥∥∥∥∥
Cℓ,L
∥∥∥∥∥∥∥∥ε
q+1
∑
(k,l)∈Z2,
|k|+|l|≤Mq
∂Gqk,l(J)
∂J
ei(kϕ+ls)
∥∥∥∥∥∥∥∥
Cℓ,L
+
∥∥∥∥∥∥∥∥ε
p+1
∑
(k,l)∈Z2,
|k|+|l|≤Mp
∂F pk,l(J)
∂J
ei(kϕ+ls)
∥∥∥∥∥∥∥∥
Cℓ,L
∥∥∥∥∥∥∥∥ε
q+1
∑
(k,l)∈Z2,
|k|+|l|≤Mq
ikGpk,l(J)e
i(kϕ+ls)
∥∥∥∥∥∥∥∥
Cℓ,L
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≤
∥∥∥∥∥∥∥∥ε
p+1
∑
(k,l)∈Z2,
|k|+|l|≤Mp
F pk,l(J)e
i(kϕ+ls)
∥∥∥∥∥∥∥∥
Cℓ+1,L
1
L
∥∥∥∥∥∥∥∥ε
q+1
∑
(k,l)∈Z2,
|k|+|l|≤Mq
Gqk,l(J)e
i(kϕ+ls)
∥∥∥∥∥∥∥∥
Cℓ+1,L
+
1
L
∥∥∥∥∥∥∥∥ε
p+1
∑
(k,l)∈Z2,
|k|+|l|≤Mp
F pk,l(J)e
i(kϕ+ls)
∥∥∥∥∥∥∥∥
Cℓ+1,L
∥∥∥∥∥∥∥∥ε
q+1
∑
(k,l)∈Z2,
|k|+|l|≤Mq
Gqk,l(J)e
i(kϕ+ls)
∥∥∥∥∥∥∥∥
Cℓ+1,L
≤ 2
L
∥∥εp+1F p∥∥
Cℓ+1,L
∥∥εq+1Gq∥∥
Cℓ+1,L
.
And using the hypotheses on εq+1F p and εp+1Gp in this Lemma and the fact that
L = Cεα, where C is a constant independent of ε, we have∥∥εp+1F, εq+1G}∥∥
Cℓ,L
 ε−αεp+1−α(2p)εq+1−α(2q+1)
= εp+q+2−α(2(p+q+1))
= εp˜+1−α(2p˜).

Remark 1.3.17. This Lemma will be applied a certain number of times and expresses
the fact that given two functions εp+1F p and εq+1Gq, which are trigonometric polynomi-
als in (ϕ, s) of degree Mp = (p + 1)M and Mq = (q + 1)M , respectively, with bounds
‖εp+1F p‖Cℓ,L  εp+1−α(2p) and ‖εq+1Gq‖Cℓ,L  εq+1−α(2q+1), its Poisson bracket is a func-
tion εp˜+1F p˜, with p˜ = p + q + 1, that is, εp˜+1F p˜ = {εp+1F p, εq+1Gq} is a trigonometric
polynomial in (ϕ, s) of degree Mp˜ = (p˜+ 1)M with a bound
∥∥εp˜+1F p˜∥∥
Cℓ,L
 εp˜+1−α(2p˜).
Notice that this process of “εq+1Gq Poisson-bracketing” can be iterated: εp̂+1F p̂ =
{εp˜+1F p˜, εq+1Gq}, with p̂ = p˜ + q + 1, is a trigonometric polynomial in (ϕ, s) of degree
Mp̂ = (p̂+ 1)M with a bound
∥∥εp̂+1F p̂∥∥
Cℓ,L
 εp̂+1−α(2p̂).
We state and prove now the iterative Lemma for averaging, which is Lemma 1.3.18.
It basically tells us that given a Hamiltonian already in normal form up to some order εq,
we can produce another Hamiltonian which is normalized up to order εq+1. The averaged
Hamiltonian is given rather explicitly both in the resonant regions and in the non-resonant
ones, which are redefined at every step according to the new resonances that will come
up.
Lemma 1.3.18. Let r > n > 1 and 0 ≤ 2q < n be any given integers. Consider a
Hamiltonian of the form
kq(J, ϕ, s; ε) = Z
q(J, ϕ, s; ε) + εq+1Rq(J, ϕ, s; ε),
satisfying the following hypotheses:
1. Z0(J, ϕ, s; ε) = J
2
2
and, for q ≥ 1, Zq(J, ϕ, s; ε) is a Cr−2q+2 function that verifies:
There exist finite sets Ri ⊂ Q, i = 1, . . . , q, depending on M ∼ ε−ρ, where ρ is a
positive number satisfying ρ < 1
n
, and a number L = Cεα > 0, with ρ ≤ α < 1
n
and
C a constant independent of ε, such that:
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1a For −l/k ∈ R[≤q] ≡
⋃
i=1...qRi, the intervals I−l/k ≡ [−l/k−2Lk,−l/k+2Lk],
with Lk = L/|k|, are disjoint.
1b If J /∈ ⋃−l/k∈R[≤q] I−l/k, then
Zq(J, ϕ, s; ε) =
J2
2
+ εZ˜q(J ; ε),
for any (J, ϕ, s) ∈ Dqnr (Dqnr was introduced in (1.49)), where εZ˜q(J ; ε) is a
polynomial of degree q in ε whose term of order p + 1 is OCℓ,L(εp+1−α(2p)), for
ℓ = 0, . . . , r − 2p and p = 0, . . . , q − 1.
1c If J ∈ I−l0/k0, for some −l0/k0 ∈ Ri \R1∪ · · ·∪Ri−1 for some 1 ≤ i ≤ q, then
Zq(J, ϕ, s; ε) =
J2
2
+ εZ˜q(J ; ε) + εiUk0,l0q (k0ϕ+ l0s; ε)
for any (J, ϕ, s) ∈ Dr,i (Dr,i was introduced in (1.50)), where εZ˜q(J ; ε) is a
polynomial of degree q in ε and Uk0,l0q (θ; ε) is a polynomial of degree q − i in ε
and a trigonometric polynomial in θ = k0ϕ + l0s. The term of order p + 1 in
ε of Zq is OCℓ,L(εp+1−α(2p)), for ℓ = 0, . . . , r − 2p and p = 0, . . . , q − 1.
2. εq+1Rq(J, ϕ, s; ε) is a Cr−2q function and is OCℓ(εq+1−α(ℓ+2q)), for ℓ = 0, . . . , n− 2q.
The term of order i+1 of the Taylor expansion with respect to ε of εq+1Rq(J, ϕ, s; ε) is
a trigonometric polynomial in (ϕ, s) of degreeMi = (i+1)M and is OCℓ,L(εi+1−α(2i)),
for ℓ = 0, . . . , r − q − i and for i = q, . . . , r − q.
Denote K = Rq(J, ϕ, s; 0), which is the term of the perturbation of order exactly q+ 1
in ε. Following definition 1.3.4, introduce the set
Rq+1 = {−l/k ∈ Q ∩ (I−, I+), |k|+ |l| ≤Mq, k 6= 0, Rqk,l(−l/k; 0) 6= 0}, (1.62)
where Mq = (q + 1)M and R
q
k,l are the Fourier coefficients of R
q.
Choose a new value of C, independent of ε, in L = Cεα, such that the intervals
I−l/k ≡ [−l/k − 2Lk,−l/k + 2Lk], with Lk = L/|k|, are disjoint for −l/k ∈ R[≤q+1].
Let G(J, ϕ, s) = Gq(J, ϕ, s) be the Cr−2q−1 trigonometric polynomial of order Mq given
by Lemma 1.3.3, verifying (1.37) with K = Rq(J, ϕ, s; 0).
Then, the Cr−2q−2 change of variables
(J, ϕ, s) = gq(B, φ, s),
given by the time one flow of the Hamiltonian εq+1Gq(B, φ, s), transforms the Hamiltonian
kq(J, ϕ, s; ε) into a Hamiltonian kq+1 = kq ◦ gq of the form
kq+1(B, φ, s; ε) = Zq+1(B, φ, s; ε) + εq+2Rq+1(B, φ, s; ε),
with
Zq+1(B, φ, s; ε) = Zq(B, φ, s; ε) + εq+1R¯q(B, φ, s; 0)
where R¯q(B, φ, s; 0) = K¯(B, φ, s) given in Lemma 1.3.3, is a Cr−2q function, such that
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i. If B /∈ ⋃−l/k∈R[≤q+1] I−l/k, then
R¯q(B, φ, s; 0) = Rq0,0(B; 0),
for any (B, φ, s) ∈ Dq+1nr and εq+1R¯q is OCℓ,L(εq+1−α(2q)), for ℓ = 0, . . . , r − 2q.
ii. If B ∈ I−l0/k0, for some −l0/k0 ∈ Ri \R1 ∪ · · · ∪Ri−1 for some 1 ≤ i ≤ q + 1, then
R¯q(B, φ, s) = Rq0,0(B; 0) +
∑
t∈Z−{0},
|t|(|k0|+|l0|)≤Mq
Rqtk0,tl0(−l0/k0; 0)eitθ, (1.63)
for any (B, φ, s) ∈ Dr,i, where Rqk,l(J ; ε) are the Fourier coefficients of the function
Rq(J, ϕ, s; ε) with respect to (ϕ, s). Moreover, εq+1R¯q is OCℓ,L(εq+1−α(2q)), for ℓ =
0, . . . , r − 2q.
Moreover, the Hamiltonian Zq+1(B, φ, s; ε) verifies properties [1b] and [1c] up to order
q + 1, and Rq+1(B, φ, s; ε) verifies property 2 replacing q by q + 1.
Remark 1.3.19. Note that all the terms of order p+ 1, for p ≥ 0, in the Taylor expansion
in ε that appear in Lemma 1.3.18 are Cr−2p functions in J and trigonometric polynomials
in the variables (ϕ, s) and they are bounded independently of ε in the Fourier weighted
norm ‖·‖Cℓ,L defined in (1.30) for ℓ up to r − 2p. However, the whole remainder term
εq+2Rq+1 is not a trigonometric polynomial in the variables (ϕ, s), so we can not use the
Fourier weighted norm. In this case we estimate their supremum norm |·|Cℓ defined in
(1.2), but only for ℓ up to n− 2q, as in Theorem 1.3.11 (see Remark 1.3.14).
Proof. We will apply Lemma 1.3.3 with K = Rq(J, ϕ, s; 0), which is a Cr−2q function,
as well as a trigonometric polynomial in (ϕ, s) of degree Mq = (q + 1)M . Accordingly,
by definition 1.3.4 resonances of order q + 1 correspond to the set of rational numbers
r ∈ Rq+1 \ (R1 ∪ . . . ∪Rq).
Taking L = Cεα, with α satisfying α < 1/n and C = Cq chosen adequately, the real
intervals I−l/k = [−l/k − 2Lk,−l/k + 2Lk], with Lk = L/|k|, for −l/k ∈ R[≤q+1] are
disjoint. More precisely, the distance dk,k0 between any two resonances −l0/k0,−l/k ∈
R[≤q+1] is greater or equal than 1/(|k0||k|). In order to avoid overlapping between all these
intervals, the distance dk,k0 must be greater than 2Lk0 + 2Lk. Taking into account that
we only consider resonances with denominators |k|, |k0| ≤ (q + 1)M , the condition that
ensures that these intervals are separated is 1/((q + 1)M) > 4L, which requires ρ ≤ α in
terms of exponents of ε. This is guaranteed by the hypothesis on α and ρ in this Lemma.
Hence, we can apply Lemma 1.3.3, obtaining a Cr−2q−1 function Gq(J, ϕ, s) and a Cr−2q
function K¯ = Rq(J, ϕ, s), which are also trigonometric polynomials in (ϕ, s) of degreeMq.
Under the canonical change of variables (J, ϕ, s) = gq(B, φ, s), where gq is the time-one
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flow of εq+1Gq, the extended autonomous Hamiltonian A+ kq becomes
A+ kq+1 = (A+ kq) ◦ gq
= (A+ Zq + εq+1Rq) ◦ gq
= A+ Zq + εq+1({A+ Z0, Gq}+Rq(·, 0))
+(Zq − Z0) ◦ gq − (Zq − Z0)
+(A+ Z0) ◦ gq − (A+ Z0)− {A+ Z0, εq+1Gq}
+εq+1(Rq ◦ gq −Rq) + εq+1(Rq −Rq(·, 0))
:= A+ Zq + εq+1R¯q + εq+2Rq+1,
where
R¯q = {A+ Z0, Gq}+Rq(·, 0), (1.64)
and
εq+2Rq+1 = (Zq − Z0) ◦ gq − (Zq − Z0)
+(A+ Z0) ◦ gq − (A+ Z0)− {A+ Z0, εq+1Gq}
+εq+1(Rq ◦ gq −Rq) + εq+1(Rq − Rq(·, 0)). (1.65)
We first see that the the normal form term εq+1R¯q is bounded in the ‖·‖Cℓ,L norm by
εq+1−α(2q), for ℓ = 0, . . . , n− 2q.
Indeed, using (1.38) and (1.39) from Lemma 1.3.3 we have:
i. If B /∈ ⋃−l/k∈R[≤q+1] I−l/k, then
R¯q(B, φ, s) = Rq0,0(B; 0) (1.66)
for any (B, φ, s) ∈ Dq+1nr and, by formula (1.40) and the second part of hypothesis 2
for i = q of Lemma 1.3.18, we have∥∥εq+1R¯q∥∥
Cℓ,L
≤ ∥∥εq+1Rq(·; 0)∥∥
Cℓ,L
 εq+1−α(2q), (1.67)
for ℓ = 0, . . . , r − 2q.
ii. If B ∈ I−l0/k0 , for some −l0/k0 ∈ Ri \ R1 ∪ · · · ∪ Ri−1 for some 1 ≤ i ≤ q + 1, then,
by equation (1.39) in Lemma 1.3.3,
R¯q(B, φ, s) = Rq0,0(B; 0) +
∑
t∈Z2−{0},
|t|(|k0|+|l0|)≤Mq
Rqtk0,tl0(−l0/k0; 0)eitθ (1.68)
for any (B, φ, s) ∈ Dr,i, where Rqk,l(J ; 0) are the Fourier coefficients of the function
Rq(J, ϕ, s; 0) with respect to (ϕ, s).
As before, by formula (1.40) from Lemma 1.3.3 and the second part of hypothesis
2 of this Lemma for i = q, we have∥∥εq+1R¯q∥∥
Cℓ,L
 ∥∥εq+1Rq(·; 0)∥∥
Cℓ,L
 εq+1−α(2q) (1.69)
for ℓ = 0, . . . , r − 2q.
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Note that, since α < 1/n, for the bounds obtained in (1.67) and (1.69) the power of ε
is a positive number greater than q.
To finish the proof, we only need to estimate the remainder term εq+2Rq+1 in (1.65)
and its Taylor expansion coefficients with respect to ε.
We will first estimate the the remainder term εq+2Rq+1 in (1.65). Since it is not a
trigonometric polynomial we will estimate it in terms of the supremum norm |·|Cℓ . Using
the integral bound for the Taylor remainder and definitions (1.64) and (1.65) of R¯q and
εq+2Rq+1, respectively, we have
∣∣εq+2Rq+1∣∣
Cℓ
≤
∫ 1
0
∣∣{Zq − Z0, εq+1Gq} ◦ gt∣∣Cℓ dt
+
∫ 1
0
∣∣(1− t)({{A+ Z0, εq+1Gq}, εq+1Gq} ◦ gt)∣∣Cℓ dt
+
∫ 1
0
∣∣{εq+1Rq, εq+1Gq} ◦ gt∣∣Cℓ dt
+
∣∣εq+1(Rq − Rq(·; 0))∣∣
Cℓ
=
∫ 1
0
∣∣{Zq − Z0, εq+1Gq} ◦ gt∣∣Cℓ dt
+
∫ 1
0
∣∣(1− t){εq+1(R¯q −Rq(·; 0)), εq+1Gq} ◦ gt∣∣Cℓ dt
+
∫ 1
0
∣∣{εq+1Rq, εq+1Gq} ◦ gt∣∣Cℓ dt
+
∣∣εq+1(Rq − Rq(·; 0))∣∣
Cℓ
,
for ℓ = 0, . . . , n− 2(q + 1).
Using Faa-di Bruno formulae (1.174) we obtain∣∣εq+2Rq+1∣∣
Cℓ
 ∣∣{Zq − Z0, εq+1Gq}∣∣Cℓ ∫ 1
0
|gt|ℓCℓ dt
+
∣∣{εq+1(R¯q − Rq(·; 0)), εq+1Gq}∣∣Cℓ ∫ 1
0
(1− t) |gt|ℓCℓ dt
+
∣∣{εq+1Rq, εq+1Gq}∣∣Cℓ ∫ 1
0
|gt|ℓCℓ dt (1.70)
+
∣∣εq+1(Rq − Rq(·; 0))∣∣
Cℓ
,
for ℓ = 0, . . . , n− 2(q + 1).
By formula (1.41) from Lemma 1.3.3 and the second part of hypothesis 2 for i = q of
this Lemma, and using that L ∼ εα, we get that∥∥εq+1Gq∥∥Cℓ,L ≤ CL ∥∥εq+1Rq(·; 0)∥∥Cℓ+1,L  εq+1−α(2q+1),
for ℓ = 0, . . . , r − 2q − 1. Hence, using the equivalence relation between ‖·‖Cℓ,L and |·|Cℓ
norms in (1.31), εq+1Gq satisfies∣∣εq+1Gq∣∣Cℓ  εq+1−α(ℓ+2q+1), (1.71)
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for ℓ = 0, . . . , n − 2q − 1. So, we can apply Lemma 1.3.15 with G = εq+1Gq and ηℓ =
q + 1− α(ℓ+ 2q + 1) > 0 in D = (I−, I+)× T2, and we have that max
0≤t≤1
|gt|Cℓ is bounded
for ℓ = 0, . . . , n − 2(q + 1), independently of ε by some constant Dℓ, where Dℓ depends
on ℓ and the size of the domain D.
In the expression (1.70), the terms Zq − Z0, Gq, R¯q and Rq(·; 0) are trigonometric
polynomials in the variables (ϕ, s). In order to bound their corresponding Poisson brackets
in the |·|Cℓ norm, we will first estimate their ‖·‖Cℓ,L norm and apply Lemma 1.3.16. Finally,
using the equivalence relation (1.31) between |·|Cℓ and ‖·‖Cℓ,L norms, we will bound their
corresponding Poisson bracket in the |·|Cℓ norm. On the other hand, the terms Rq and
therefore Rq − Rq(·; 0) are not trigonometric polynomials, so we can not use the ‖·‖Cℓ,L
norm. For this reason we will bound the |·|Cℓ norm for the Poisson brackets directly.
The terms εq+1Rq(·; 0) and εq+1R¯q in (1.70) are both bounded in the ‖·‖Cℓ,L norm by
εq+1−α(2q), for ℓ = 0, . . . , r − 2q, because of the second part of hypothesis 2 for i = q and
points (i) and (ii) already proved, respectively. Note that both terms are of type εq+1F q,
according to remark 1.3.17.
The term Zq − Z0 = εR¯0 + ε2R¯1 + . . ., is a polynomial with respect to ε, so it can be
bounded by its main term εR¯0. Hence, using the bound for the term of order p = 1 of Zq
given in hypotheses 1b and 1c, we have∥∥Zq − Z0∥∥
Cℓ,L
 ∥∥εR¯0∥∥
Cℓ,L
 ε, (1.72)
for ℓ = 0, . . . , r − 2(q − 1). Note that εR¯0 is of type εF 0, according to Remark 1.3.17.
The estimate for the |·|Cℓ norm of the term (Rq − Rq(·; 0)) can be obtained from the
bound for the Taylor remainder and the first part of hypothesis 2. More precisely,∣∣εq+1(Rq − Rq(·; 0))∣∣
Cℓ
≤ εq+2 |Rq|Cℓ+1  εq+2−α(ℓ+1−2q), (1.73)
for ℓ = 0, . . . , n− 2q − 1.
Moreover using the bounds for εq+1Rq and εq+1Gq in the |·|Cℓ norm, and Leibniz rule
for derivatives we have∣∣{εq+1Rq, εq+1Gq}∣∣Cℓ

ℓ∑
i=0
(
ℓ
i
)(∣∣∣∣εq+1∂Rq∂ϕ
∣∣∣∣
Ci
∣∣∣∣εq+1∂Gq∂J
∣∣∣∣
Cℓ−i
+
∣∣∣∣εq+1∂Rq∂J
∣∣∣∣
Ci
∣∣∣∣εq+1∂Gq∂ϕ
∣∣∣∣
Cℓ−i
)

ℓ∑
i=0
(
ℓ
i
) ∣∣εq+1Rq∣∣
Ci+1
∣∣εq+1Gq∣∣Cℓ−i+1 .
Hence, if q = 0, we have∣∣{εR0, εG0}∣∣Cℓ  εε1−α(ℓ+2)  ε2−α(ℓ+2),
otherwise,
∣∣{εq+1Rq, εq+1Gq}∣∣Cℓ  ℓ∑
i=0
(
ℓ
i
)
εq+1−α(i+1+2q)εq+1−α(ℓ−i+1+2q+1)
 ε2(q+1)−α(ℓ+2(2q+1)+1),
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for ℓ = 0, . . . , n− 2(q − 1).
Putting together in (1.70) the estimates in (1.71), (1.72) and (1.73), as well as the
estimate for {εq+1Rq, εq+1Gq} and εq+1R¯q (these last two not relevant for q 6= 0), and
using Lemma 1.3.16 and the equivalence relation (1.31) one gets the following bound for
(1.65): ∣∣εq+2Rq+1∣∣
Cℓ
 εq+2−α(ℓ+2(q+1)),
for ℓ = 0, . . . , n− 2(q + 1).
Finally, all the terms in the Taylor expansion of εq+2Rq+1(B, φ, s, ε) with respect to
ε, are obtained from a finite number of algebraic operations and a process of “εq+1Gq
Poisson bracketing”, as stated in Remark 1.3.17, to the Taylor coefficients in ε of Zq and
of εq+1Rq, which are all of them of the form εp+1F p. Applying Lemma 1.3.16 iteratively,
we conclude that the Taylor expansion coefficient of order i + 1 of εq+1Rq+2(B, φ, s, ε)
with respect to ε is of the type εi+1F i according to Remark 1.3.17, that is a trigonometric
polynomial of order Mi = (i+ 1)M in the angle variables, satisfying OCℓ,L(εi+1−α(2i)) for
ℓ = 0, . . . , r− q − i and for i = q, . . . , r− q. Again, by condition α < 1/n, the power of ε
is a positive number greater than i. 
Proof of Theorem 1.3.11.
The proof is by induction in q. To begin induction process, we consider R[≤M ], which
is the truncated Fourier series of the perturbation R up to some order M0 = M as in
(1.25). The order of truncation M is M ∼ ε−ρ, with ρ satisfying hypothesis (1.52). We
want to apply Lemma 1.3.18 for q = 0 to the Hamiltonian
k0(J, ϕ, s; ε) = Z
0(J, ϕ, s; ε) + εR0(J, ϕ, s; ε),
where Z0(J, ϕ, s; ε) = J2/2 and R0(J, ϕ, s; ε) = R[≤M ](J, ϕ, s; ε).
We introduce the finite set
R1 = {−l/k ∈ Q ∩ (I−, I+), |k|+ |l| ≤M, k 6= 0, R0k,l(−l/k; 0)},
where R0k,l are the Fourier coefficients of R
0. According to definition 1.3.4 we will refer to
resonances of order 1 the elements of the set R1.
By hypothesis (1.56), we can apply Lemma 1.3.18 for q = 0, which provides a sym-
plectic change of variables (B, φ, s) 7→ (J, ϕ, s) = g0(B, φ, s) of class Cr−2 and we get a
Hamiltonian of the form
k1(J, ϕ, s; ε) = Z
1(J, ϕ, s; ε) + ε2R1(J, ϕ, s; ε), (1.74)
where Z1 is a Cr function and ε2R1 is a Cr−2 function, verifying properties [1b],[1c] and
[2] of Lemma 1.3.18 with q = 1.
Moreover, formula (1.60) follows easily from expression (1.63) in Lemma 1.3.18.
Proceeding by induction, we assume that we have applied Lemma 1.3.18 up to order q,
for 0 < q < m, so in adequate symplectic coordinates, the Hamiltonian kq of this Theorem
takes the form
kq(J, ϕ, s; ε) = Z
q(J, ϕ, s; ε) + εq+1Rq(J, ϕ, s; ε),
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and satisfies hypotheses 1 and 2 of Lemma 1.3.18. Again, by hypothesis (1.56), Lemma
1.3.18 can be applied again to the Hamiltonian kq, providing a Hamiltonian
kq+1(J, ϕ, s; ε) = Z
q+1(J, ϕ, s; ε) + εq+2Rq(J, ϕ, s; ε)
satisfying properties 1 and 2 of Lemma 1.3.18 replacing q by q+ 1 and a new constant C
in L = Cεα to accommodate new resonances.
Applying the inductive Lemma m times, we get a Hamiltonian km
km(J, ϕ, s; ε) = Z
m(J, ϕ, s; ε) + εm+1Rm(J, ϕ, s; ε),
that consists of an integrable Hamiltonian Zm, which satisfies thesis 1 and 2 of Theorem
1.2.1 for Z¯m = Zm and a perturbation εm+1Rm of order OCℓ(εm+1−α(ℓ+2m)), 0 ≤ ℓ ≤
n− 2m.
Moreover Lemma 1.3.18 gives us estimates for the terms of the integrable part Zm
of the Hamiltonian km in the Fourier weighted norm ‖·‖Cℓ,L defined in (1.30). More
precisely, we know that Zm is a polynomial of degree m in ε, whose term of order q + 1
is OCℓ,L(εq+1−α(2q)), for ℓ = 0, . . . , r − 2q and q = 0, . . . , m− 1.
So, for the complete proof of Theorem 1.3.11 it will be necessary to express these
estimates in the supremum norm |·|Cℓ defined in (1.2). Note that for the case of non
resonant regions the integrable part Z¯m, given in expression (1.58), consists of a term
B2/2 plus the term εZ˜m(B; ε), which is a polynomial of degree m in ε whose coefficients
depend only on the action variable B. In the case of resonant regions of order i, 1 ≤ i ≤ m,
the integrable part Zm given in expression (1.59) consists of two different types of terms.
On the one hand there is the term B2/2 plus εZ˜m, which is the same as in the non resonant
case, and on the other hand there is the term εiUk0,l0m (θ; ε), which is a polynomial of degree
m in ε and a trigonometric polynomial in the variable θ = k0φ + l0s. We will estimate
these terms separately.
We will start estimating the term Z˜m in expressions (1.58) and (1.59) in the supremum
norm. By the definition of the Fourier weighted norm in (1.30) and the estimate for the
term of order q + 1 of εZm in the Fourier weighted norm obtained in Lemma 1.3.18,
jointly with the equivalence relation between ‖·‖Cℓ,L and |·|Cℓ norms (1.31), one obtains
that the term of order q + 1 of Z˜m in expressions (1.58) and (1.59) is OCℓ(εq+1−α(ℓ+2q)),
for ℓ = 0, . . . , n− 2q and q = 0, . . . , m− 1.
The function Uk0,l0m (θ; ε) in expression (1.59) is a polynomial of degree m− i in ε and
a trigonometric polynomial in θ = k0φ + l0s. So, ε
iUk0,l0m (θ; ε) can be bounded by its
main term εiUk0,l0m (θ; 0), which is a trigonometric polynomial in the variables (φ, s) and
independent of the action variable B. Hence, by definition of the Fourier weighted norm in
(1.30) and the estimate for the term of order i of Zm in the ‖·‖Cℓ,L norm for ℓ = r−2(i−1)
obtained in Lemma 1.3.18, we have∥∥εiUk0,l0m (·; 0)∥∥Cr−2(i−1),L = εi ∑
t∈Z−{0}
|t|(|k0|+|l0|)≤Mq
|Utk0,tl0 |C0|t(k0, l0)|r−2(i−1)  εi−α(2(i−1)),
where Uk,l are the Fourier coefficients of the function U
k0,l0
m (θ; 0), Mq = (q + 1)M and
|(k, l)| = max(|k|, |l|). From this expression it is clear that
|Utk0,tl0 |C0 ≤ Cεi−α(2(i−1))/|t(k0, l0)|r−2(i−1),
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for some constant C independent of ε. Hence, bounding derivatives with respect to the
variable θ we have
|Uk0,l0m (·; ε)|Cℓ,θ ≤ C
∑
t∈Z−{0}
|t|(|k0|+|l0|)≤Mq
|Utk0,tl0 |C0 |t|ℓ
≤ C
∑
t∈Z−{0}
|t|(|k0|+|l0|)≤Mq
εi−α(2(i−1))
|t(k0, l0)|r−2(i−1) |t|
ℓ
≤ C ε
i−α(2(i−1))
|(k0, l0)|r−2(i−1)
∑
t∈Z−{0}
|t|(|k0|+|l0|)≤Mq
1
|t|r−2(i−1)−ℓ
≤ C ε
i−α(2(i−1))
|(k0, l0)|r−2(i−1) ,
for ℓ = 0, . . . , n− 2(i− 1), as claimed in point 3 of Theorem 1.3.11.
Finally, it remains to prove that the tail εR[>M ] of the Fourier series of the pertur-
bation εR that we have truncated at order M ∼ ε−ρ at the beginning of this proof is
OCℓ(εm+1−α(ℓ+2m)), for 0 ≤ ℓ ≤ n − 2m. Since the perturbation R in Hamiltonian (1.54)
of Theorem 1.3.11 is a OCr(1) function, the Fourier coefficients Rk,l(J, ε) of R(J, ϕ, s, ε) de-
crease at a rate of order 1/|(k, l)|r, for (k, l) −→∞. So, by equation (1.167) in Proposition
1.6.2 we have the following bound for εR[>M ],
|εR[>M ]|Cℓ 
ε
M r−ℓ−2
 ε1+ρ(r−ℓ−2), (1.75)
for ℓ = 0, . . . , n− 2m.
From Lemma 1.3.18, we know that the changes of coordinates gq, for q = 0, . . . , m− 1
are bounded as Cℓ functions by some constant Dℓ, independent of ε. Then, using this fact
and formula (1.75), by Faadi-Bruno formula (1.174) we have
|R[>M ] ◦ g|Cℓ  ε1+ρ(r−ℓ−2),
where g = gm−1 ◦ · · · ◦ g0.
To get |εR[>M ] ◦ g|Cℓ  εm+1−α(ℓ+2m), we need ε1+ρ(r−ℓ−2) ≤ εm+1−α(ℓ+2m), that is
ρ ≥ m− α(ℓ+ 2m)
(r − ℓ− 2) , (1.76)
for ℓ = 0, . . . , n − 2m. In order that bounds (1.56) and (1.76) were compatible, we need
to choose r ≥
(
1
ρ
− 2
)
m+2, which is condition (1.53) in the hypotheses of this Theorem.
Finally the choice Z¯ = Zm and R¯ = Rm +R[>M ] ◦ g, with g = gm ◦ · · · ◦ g0, gives the
desired averaged Hamiltonian (1.57) which satisfies theses 1,2 and 3. 
Remark 1.3.20. Choosing ρ = 1/(n + δ), with 0 < δ < 1/m, so that condition (1.56) is
fulfilled for any α between ρ and 1/n, we have that r must satisfy
r ≥ (n− 2 + δ)m+ 2,
52 CHAPTER 1. ARNOLD DIFFUSION
where m is the number of steps of averaging performed. So, as long as the regularity r of
the Hamiltonian satisfies
r > rmin := (n− 2)m+ 2, (1.77)
there exist ρ, α satisfying condition (1.56) and therefore (1.52) of Theorem 1.3.11 and
henceforth, m steps of averaging can be performed to provide estimates of class Cn−2m,
contained in the theses of Theorem 1.3.11.
Remark 1.3.21. It is important to note that the averaging procedure is valid in the full
domain (I−, I+) × T2 ⊂ Λ˜ε. Indeed, we have performed an averaging procedure to the
Hamiltonian k(J, ϕ, s; ε) in all (I−, I+)× T2, except at the subsets Dt(L), where
Dt(L) = {(J, ϕ, s) ∈ (I−, I+)× T2;Lk ≤ |J + l/k| ≤ 2Lk, for − l/k ∈ R[≤m]}.
To provide an averaging procedure in the full domain (I−, I+) × T2, we apply again
Theorem 1.3.11 with L˜k = L˜/|k|, where L˜ = L/2. The region Dt(L) is now contained in
the non resonant region corresponding to L˜k, Dmnr(M, L˜) defined in definition 1.3.7. So
the averaged Hamiltonian in Dt is also given by Theorem 1.3.11, with slightly different
constants.
1.3.3 KAM Theorem
Up to this point, once we choose m, by Theorem 1.3.11 we can perform m steps of
averaging and we obtain a Hamiltonian (1.57) which consists of an integrable Hamiltonian
Z¯m plus a perturbation εm+1R¯m which is OCℓ(εm+1−α(ℓ+2m)), for ℓ = 0, . . . , n−2m. Notice
that n ≥ 2m is required as well as a large r and that the integrable Hamiltonian has
different expressions in resonant regions and non-resonant regions as specified in Theorem
1.3.11.
The integrable part of the Hamiltonian gives us an approximate equation Z¯m = cte
for the invariant tori in Λ˜ε. To finish the proof of Theorem 1.3.1 it remains to determine
which tori survive and what is the distance between them when we add the perturbation
term εm+1R¯m. By choosing an adequate m large enough the goal is to show that we can
cover the whole region (I−, I+) × T2 ⊂ Λ˜ε with invariant tori which are O(ε1+η)-closely
spaced, for some η > 0, and obtain an approximate expression for them.
To that end, we will use KAM Theorem 1.3.22 stated in Section 1.3.3.1, which is a
result about the existence of invariant tori for a periodic perturbation of a Hamiltonian
expressed in action-angle variables. It is a direct adaptation of Theorem 8.12 in [DLS06a].
Since the integrable Hamiltonian (1.57) has different expressions in the resonant and
non-resonant regions, we perform this study separately.
Non-resonant regions are studied in Section 1.3.3.2. In Proposition 1.3.24, we apply
Theorem 1.3.22 directly to Hamiltonian (1.57) for m ≥ 2 and we conclude that for these
regions there exist primary KAM tori which are O(ε1+η)-closely spaced, for some η > 0.
Resonant regions are studied in Section 1.3.3.3. As it has been described in Section
1.2.3.3, we will see that for these regions gaps of different sizes are created in the foliation
of primary KAM tori. According to the size of the gaps, we will distinguish two types
of resonant regions: the resonant regions with big gaps, where gaps are of size bigger or
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equal than ε, which is the size of the heteroclinic jumps provided by the scattering map,
and the resonant region with small gaps, where gaps are of size smaller than ε.
In the referred Section 1.3.3.3, we will see that the resonant regions with big gaps
introduced in (1.21) correspond to the resonances J = −l/k of order 1 such that |(k, l)| <
MBG = ε
−(1+ν)/r, for 0 < ν ≤ 1/16, whereas resonant regions with small gaps correspond
to the rest of the resonances.
The case of resonant regions with small gaps is studied in 1.3.3.4. It will not be
different from the non-resonant case and it will be enough to apply KAM Theorem 1.3.22
to Hamiltonian (1.57) for m ≥ 2 to obtain primary tori O(ε1+η)-closely spaced, for some
η > 0. This is done in Proposition 1.3.26. Resonant regions with small gaps constitute,
jointly with the non resonant regions, what we call the flat tori region introduced in
Section 1.2.3.3.
The case of resonant regions with big gaps is significantly different and it will be done
in Section 1.3.3.5. In this case the integrable Hamiltonian εZ¯m is like a pendulum, and we
will need to write it first in action-angle variables before applying KAM Theorem 1.3.22
to Hamiltonian (1.57) for m ≥ 10. We will see that in these regions we can find other
invariant objects, like secondary tori, which fill the region inside the gaps and they get
rather close to the frontier of the gaps among the primary KAM tori. The precise result,
jointly with the approximate equations for the invariant tori is given in Proposition 1.3.28.
Finally, Theorem 1.3.1 follows directly from Propositions 1.3.24, 1.3.26 and Theorem
1.3.28.
1.3.3.1 The KAM Theorem
The following result is about the existence of invariant tori for a periodic perturbation
of a Hamiltonian system expressed in action-angle variables and it is standard in KAM
theory (see [Lla01b] for a tutorial on this theory). We skip its proof since it is simply an
adaptation of Theorem 8.12 in [DLS06a], which relies on a quantitative KAM Theorem
of Herman [Her83, Theorem 5.4, p. 198] for exact symplectic mappings of the annulus.
Theorem 1.3.22. Let K(I, ϕ, s; ε) be Hamiltonian of the form
K(I, ϕ, s; ε) = K0(I; ε) +K1(I, ϕ, s; ε), (1.78)
for (I, ϕ, s) ∈ I × (R/2πkZ)× T, for some k ∈ N. Assume that
i. K is a Cn0+β function of the variables (I, ϕ, s), with n0 ≥ 5 and 0 < β < 1,
ii. For any s ∈ T, |K1(·, s; ε)|Cn0+β ≤ δ and
∣∣K ′′0 (·; ε)∣∣C0 ≥ M > 0, where δ = δ(ε) and
M = M(ε) depend on ε.
Then, for ε sufficiently small and fixed, there exists a finite set of values Ii ∈ I, such
that the Hamiltonian K(I, ϕ, s; ε) has invariant tori Ti, such that:
a. The torus Ti can be written as a graph of the variable I over the angle variables
(ϕ, s):
Ti = {(I, ϕ, s) ∈ I × T2 : I = Ii +Ψi(ϕ, s; ε)},
where Ψi(ϕ, s; ε) is a Cn0−2+β function and |Ψi(·; ε)|C2 ≤ cteM−1δ1/2.
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b. The motion on the torus is Cn0−4+β conjugate to a rigid translation of frequency
(ω(Ii), 1), where ω(Ii) is a Diophantine number of constant type and Markov con-
stant κ = Kδ1/2, that is
|ω(Ii)k − l|−1 ≤ Cκ−1|(k, l)| ∀(k, l) ∈ Z2.
c. The union of neighborhoods of size CM−1δ1/2 of these tori cover all the region
I × (R/2πkZ)× T.
Remark 1.3.23. The version of KAM Theorem requires to have the system written in
action-angle variables. We would like to mention that recently there have appeared some
nice results on KAM theory without action-angle variables (see [LGJV05] and [FLS07])
for analytic maps, which could be adapted but some extra work is required.
1.3.3.2 Non-resonant region
In this section we apply directly Theorem 1.3.22 to the averaged Hamiltonian (1.57) in
the non-resonant region up to order m Dmnr introduced in (1.49) where we use L/2 instead
of L, according to Remark 1.3.21, so that
Dmnr = Dmnr(M,L/2) = {(J, ϕ, s) ∈ (I−, I+)× T2 : |J + l/k| ≥ Lk, for− l/k ∈ R[≤m]},
where Lk = L/|k|, with L ∼ εα and α < 1/n, as required in Theorem 1.3.11.
Going back to the original variables (I, ϕ, s), using the changes given by Theorem
1.3.11 and equation (1.22), we obtain the following result about the existence of invariant
tori of Hamiltonian (1.4):
Proposition 1.3.24. Assume that m ≥ 2, n ≥ 2m + 6 and r > (n − 2)m + 2. Choose
any 0 < η ≤ (1−αn)/2, where α < 1/n as required in Theorem 1.3.11. Then, for ε small
enough, in any connected component of the non resonant region up to order m Dmnr, there
exists a finite set of values Ei such that:
i. For any Ei there exists a torus Ti invariant by the flow of the Hamiltonian (1.4)
contained in Λ˜ε, which is given in Λ˜ε, by the level set of a Cn−2m−2−̺ function F ,
for any ̺ > 0, of the form
F (I, ϕ, s; ε) = I +OC2(ε1+η), (1.79)
corresponding to F (I, ϕ, s; ε) ≡ Ei.
ii. The torus Ti contained in Λ˜ε can be written as a graph of the variable I over the
angle variables (ϕ, s):
Ti = {(I, ϕ, s) ∈ Dmnr, I = λEi(ϕ, s; ε)},
with
λE(ϕ, s; ε) = E + UE(ϕ, s; ε); (1.80)
where UE(ϕ, s; ε) is a Cn−2m−2−̺ function, for any ̺ > 0, and |UE|C2  ε1+η.
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iii. These tori are O(ε1+η)-closely spaced in terms of the variable I.
Proof: By equation (1.57) and (1.58) in Theorem 1.3.11, in one connected component
of the non-resonant region Dmnr, the Hamiltonian (1.23) expressed in the averaged variables
(B, φ, s) has the following expression
km(B, φ, s; ε) = B
2
2
+ εZ˜m(B, ε) + εm+1R¯m(B, φ, s; ε), (1.81)
where εZ˜m(B; ε) is a polynomial of degree m in ε, whose coefficient in terms of ε of order
q+1, for q = 0 . . .m−1, is a Cr−2q function and is OCℓ(εq+1−α(ℓ+2q)), for ℓ = 0, . . . , n−2q.
Moreover, εm+1R¯m(B, φ, s; ε) is a Cr−2m function, which is OCℓ(εm+1−α(ℓ+2m)) for ℓ =
0 . . . n− 2m.
Our next step is to apply KAM Theorem 1.3.22 to the Hamiltonian (1.81), which
is of the form (1.78), for K0 = B2/2 + εZ˜m(B, ε) and K1 = εm+1R¯m(B, φ, s; ε) and 2π-
periodic in ϕ and s. Assuming that n ≥ 2m + 6, it satisfies properties (i) and (ii) with
n0 = n−2m−1, β = 1−̺, for any ̺ > 0, δ = εm+1−αn andM independent of ε. Therefore
we can apply KAM Theorem 1.3.22 and we conclude that the non-resonant region Dmnr
contains KAM tori given by
B = Bi +Ψi(φ, s; ε),
where Ψi is a Cn−2m−2−̺ function, for any ̺ > 0, and |Ψi|C2  ε(m+1−αn)/2. These tori are
O(ε(m+1−αn)/2)-closely spaced in terms of the averaged variable B.
For a fixed value of ε, we have that since α < 1/n for n ≥ 2m+ 6, then ε(m+1−αn)/2 ≤
ε(m+2η)/2, for any 0 < η ≤ (1 − αn)/2. Hence, using that m ≥ 2, we get the claimed
estimate ε1+η.
After applying KAM Theorem to Hamiltonian (1.81), we can go back to the original
variables (I, ϕ, s). Using that the changes (J, ϕ, s) 7→ (B, φ, s) and (I, ϕ, s) 7→ (J, ϕ, s) are
ε-close to the identity by Theorem 1.3.11 and equation (1.22), respectively, tori obtained
in the region Dmnr are given by
I = Ii + Ui(ϕ, s; ε)
where the function Ui verifies the same properties as Ψi, and they are O(ε1+η)-closely
spaced in terms of the variable I. We get the results claimed for Ei = Ii. 
1.3.3.3 Resonant region
In this section, we analyze Hamiltonian (1.23) in the resonant region up to order m Dmr
defined in (1.51).
We will perform an accurate study in this resonant region Dmr and we will estimate the
size of the gaps created in the foliation of primary KAM tori. We will see that this size
depends on the order j of the resonance, for 0 ≤ j ≤ m, and on the size of the harmonic
associated to the corresponding resonance. According to this, we will define two types of
regions: the small gaps regions DSG where the size of the gap is smaller than ε and the
big gaps regions DBG where the size of the gap is bigger or equal than ε.
We will work in one connected component of the resonant domainDmr which, according
to (1.51), is of the form
{(J, ϕ, s) ∈ [−l0/k0 − Lk0 ,−l0/k0 + Lk0 ]× T2}, (1.82)
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for some −l0/k0 ∈ Rj \ (R1∪· · ·∪Rj−1), for 1 ≤ j ≤ m, where Lk0 = L/|k0|, with L ∼ εα
and α < 1/n, as required in Theorem 1.3.11.
By formulas (1.57) and (1.59) of Theorem 1.3.11, in component (1.82), Hamiltonian
(1.23) expressed in the averaged variables (B, φ, s), which are ε-close to the original vari-
ables (J, ϕ, s), can be written as
km(B, φ, s; ε) = 1
2
B2 + εZ˜m(B; ε) + εjUk0,l0m (k0φ+ l0s; ε) + εm+1R¯m(B, φ, s; ε),
:= Z¯m(B, φ, s; ε) + εm+1R¯m(B, φ, s; ε), (1.83)
where Z˜m(B; ε) and Uk0,l0m (k0φ + l0s; ε) are polynomials of degree m − 1 and m − j in ε,
respectively, and Uk0,l0m (k0φ+ l0s; ε) is a trigonometric polynomial in θ = k0φ+ l0s.
For q = 0, . . . , m−1, the coefficient of order q+1 in ε of εZ˜m is a Cr−2q function which
is OCℓ(εq+1−α(ℓ+2q)) for ℓ = 0, . . . , n − 2q. The function εjUk0,l0m (θ; ε), for θ = k0φ + l0s,
satisfies ∣∣εjUk0,l0m (·; ε)∣∣Cℓ  εj−2α(j−1)|(k0, l0)|−r+2(j−1), (1.84)
for ℓ = 0, . . . , n− 2(j − 1) and |(k0, l0)| = max(|k0|, |l0|).
Moreover, εm+1R¯m is a Cr−2m function which is OCℓ(εm+1−α(ℓ+2m)), for ℓ = 0 . . . n−2m.
From expression (1.83) it is clear that the integrable part Z¯m is like a pendulum. The
integrable pendulum has rotational and librational orbits as well as separatrices, which
separate these two types of motion. It is straightforward to see that the size of the gap,
created by the separatrix loop, associated to the resonance −l0/k0 ∈ Rj \R1∪· · ·∪Rj−1,
in terms of the J variables, can be bounded from above by
√
2εj/2
∣∣Uk0,l0m (·; ε)∣∣1/2C0 .
From expression (1.84) with ℓ = 0, we have that the size of the gap for a resonance
−l0/k0 of order j is
O(ε(j−2α(j−1))/2|(k0, l0)|(−r+2(j−1))/2). (1.85)
In the particular case of a resonance −l0/k0 of order 1 (j = 1), the size of the gap is
O(ε1/2|(k0, l0)|−r/2). (1.86)
For any ν > 0, the resonances of order 1 such that |(k0, l0)| ≥ MBG, where
MBG = ε
−(1+ν)/r, (1.87)
create gaps of size O(ε1+ν/2), that is smaller than ε. Notice that MBG is smaller than the
order of truncation M ∼ ε−ρ, where ρ is chosen to be ρ = 1/(n + δ), with 0 < δ < 1/m
(see Remark 1.3.20) and 0 < ν ≤ 1/16.
On the other hand, we know that resonances −l0/k0 of order greater than 1 satisfy
MBG ≤ |(k0, l0)| ≤ mM (see Remark 1.3.5). Hence, according to (1.85) the size of the
gap created by a resonance −l0/k0 or order j, for j = 2, . . . , m is
O(ε(j+1+ν−(α+(1+ν)/r)2(j−1))/2)).
Using the condition α < 1/n, with r > n ≥ 2m and m ≥ 2, the size of the gap is
O(ε(j+1−4α(j−1))/2)
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For j ≥ 2 the size of the gaps is smaller than ε1+η, for η = (1 − 4α)/2. Notice that
0 < η < 1 thanks to the condition on α.
As we already said, we will distinguish between two types of resonant regions depend-
ing whether the size of the gaps created in the foliation of primary KAM tori are bigger
or smaller than the size ε of the heteroclinic jumps provided by the scattering map (1.17).
• Resonant regions with big gaps DBG. Gaps of size of order equal or greater
than ε are created in the foliation of primary invariant tori. According to (1.86)
they correspond to resonances −l0/k0 of order 1 with gcd(k0, l0) = 1, satisfying
|(k0, l0)| < MBG, where MBG = ε−(1+ν)/r, for 0 < ν ≤ 1/16. See definition (1.21).
• Resonant regions with small gaps DSG. Gaps between primary tori are smaller
than ε. They correspond to the resonant regions of resonances −l0/k0 of order 1
such that |(k0, l0)| ≥MBG and resonances of order greater or equal than 2.
Remark 1.3.25. We would like to emphasize that our result about resonances is remark-
ably different of the one obtained in [DLS06a], where it was considered the case of a
perturbation h with a finite number of harmonics. In that case there was a uniform size
for the gaps created by the resonances. For instance, the gaps created by the resonances
of order 1 and 2 were Cε1/2 and Cε, respectively. In our case we have a heterogeneous
sea of gaps of different sizes. Moreover, in our case the resonances that create big gaps
are just some of the resonances of order 1, whereas in [DLS06a], both resonances of order
1 and 2 created big gaps.
1.3.3.4 Resonant regions with small gaps
In this section, we will study the resonant regions with small gaps DSG, which correspond
to either resonances −l0/k0 of order 1 such that |(k0, l0)| > MBG, where MBG is defined
in (1.87), or resonances of order greater than 1.
We will work in one connected component, and we will see that we can apply almost
directly Theorem 1.3.22 to Hamiltonian (1.83) in order to prove that they are covered by
primary tori which are O(ε1+η)-closely spaced, for some η > 0. In order to get better
estimates, we will first perform a simply change of coordinates, which is not symplectic
but conformally symplectic.
Going back to the original variables (I, ϕ, s) using the changes given by Theorem
1.3.11 and equation (1.22), we obtain the following result about the existence of invariant
primary KAM tori of Hamiltonian (1.4):
Proposition 1.3.26. Assume that m ≥ 2, n ≥ 2m+6 and r > (n−2)m+2. Choose any
0 < η ≤ ν/2, for 0 < ν ≤ 1/16. Then, for ε small enough, in any connected component
of DSG, which is of the form (1.82), for some −l0/k0 ∈ R[≤m] and |(k0, l0)| ≥ MBG,
Lk0 = L/|k0| with L ∼ εα and α < 1/n, as required in Theorem 1.3.11, there exists a
finite set of values Ei such that:
i. For any Ei there exists a torus Ti invariant by the flow of the Hamiltonian (1.4)
contained in Λ˜ε, which is given in Λ˜ε by the equation F (I, ϕ, s; ε) ≡ Ei, where F is
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a Cn−2m−2−̺ function, for any ̺ > 0, of the form
F (I, ϕ, s; ε) = I +OCℓ(ε1+η−ℓ(1+ν)/r), (1.88)
for ℓ = 0, 1, 2.
ii. The torus Ti can be written as a graph of the variable I over the angle variables
(ϕ, s):
Ti = {(I, ϕ, s) ∈ DSG; I = λEi(ϕ, s; ε)},
with
λE(ϕ, s; ε) = E + UE(ϕ, s; ε) (1.89)
where UE is a Cn−2m−2−̺ function, for any ̺ > 0, and UE = OCℓ(ε1+η−ℓ(1+ν)/r), for
ℓ = 0, 1, 2.
iii. These tori are O(ε1+η)-closely spaced in terms of the variable I.
Proof: By Theorem 1.3.11, in any connected component of DSG, Hamiltonian (1.23)
expressed in the averaged variables (B, φ, s) has the expression (1.83).
We will first perform the change of variables depending on the time s and (k0, l0) given
by
b = k0(B + l0/k0), θ = k0φ+ l0s, s = s. (1.90)
The change (1.90) was already performed in [DLS06a], but only for resonances with big
gaps. In this thesis we perform it in the case of resonances with small gaps because in our
case (k0, l0) depend on ε and this will allow us to get better estimates for the functions
defining the searched tori. Note that this change of coordinates is not symplectic but
conformally symplectic, hence the new system of equations verified by (b, θ, s) is also
Hamiltonian of Hamiltonian:
K¯(b, θ, s; ε) = K¯0(b; ε) + εjV¯ (θ; ε) + εm+1K¯1(b, θ, s; ε), (1.91)
with
K¯0(b, ε) = b2/2 + εk20Z˜
m(−l0/k0 + b/k0; ε),
V¯ (θ; ε) = k20U
k0,l0
m (θ; ε),
K¯1(b, θ, s; ε) = k20R¯
m(−l0/k0 + b/k0, θ − l0s
k0
, s; ε).
Note that K¯0 is of class Cr−2m+2 with a bounded Cℓ norm up to ℓ = n− 2m+ 2, V¯ is
analytic because it is a polynomial in ε of degree m− j and a trigonometric polynomial
in θ, and K¯1 is of class Cr−2m with a bounded Cℓ norm up to ℓ = n− 2m.
Hamiltonian (1.91) is of the form (1.78), with K0 = K¯
0(b, ε), which is a Cr−2m+2
function and
K1 = ε
j
(
V¯ (θ; ε) + εm+1−jK¯1(B, φ, s; ε)) ,
which is a Cr−2m function and 2π-periodic in s.
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Recall from Theorem 1.3.11 that Uk0,l0m (k0φ+l0s; ε) is a polynomial in ε of degree m−j
and a trigonometric polynomial in θ = k0φ+ l0s, which has the following bound∣∣εjUk0,l0m (·; ε)∣∣Cℓ  εj−2α(j−1)|(k0, l0)|−r+2(j−1), (1.92)
for ℓ = 0, . . . , n − 2m. Moreover, εm+1R¯m is a Cr−2m function with a bounded Cℓ norm
up to ℓ = n− 2m given by ∣∣εm+1R¯m(·; ε)∣∣
Cℓ
 εm+1−α(ℓ+2m). (1.93)
Hence, from the estimates for the Cn−2m norm of functions εjUk0,l0m in (1.92) and
εm+1R¯m in (1.93) with ℓ = n− 2m, one gets the following estimates for the derivatives of
K1 with respect to (b, θ),
|K1(·, ·, s; ε)|Cn−2m  εj−2α(j−1)|(k0, l0)|−r+2j + εm+1−αn|k0|2−(n−2m),
with α < 1/n and n ≥ 2m + 6. Assuming that m ≥ 2, for any 1 ≤ j ≤ m, the worse
estimate comes from j = 1
|K1(·, ·, s; ε)|Cn−2m  ε|(k0, l0)|−r+2.
Hence, choosing anym ≥ 2 and assuming that n ≥ 2m+6, Hamiltonian (1.83) satisfies
properties (i) and (ii) in Theorem 1.3.22 with n0 = n − 2m − 1 and β = 1 − ̺, for any
̺ > 0, δ = ε|(k0, l0)|−r+2 and |K ′′0 (·; ε)| ≥ M > 0, for M independent of ε. Therefore, we
can apply Theorem 1.3.22 and we conclude that regions DBG contain KAM tori given by
b = bi + βi(θ, s; ε)
where βi is a Cn−2m−2−̺ function, for any ̺ > 0, and
|βi|C2  ε1/2|(k0, l0)|(−r+2)/2.
These tori are O(ε1/2|(k0, l0)|(−r+2)/2)-closely spaced in terms of the variable b.
Going back to the variables (B, φ, s) using the transformation in (1.90), we get that
the tori are given by
B = Bi +Ψi(φ, s; ε)
where Ψi(φ, s; ε) = k
−1
0 βi(k0φ+ l0s, s; ε) is a Cn−2m−2−̺ function, for any ̺ > 0, and
|Ψi|Cℓ  ε1/2|(k0, l0)|(−r+2ℓ)/2,
for ℓ = 0, 1, 2. These tori are O(ε1/2|(k0, l0)|−r/2)-closely spaced in terms of the variable
B.
Taking into account that the resonances with small gaps, which are the ones that we
are considering, are the resonances of order greater or equal than 1 satisfying |(k0, l0)| ≥
MBG = ε
−(1+ν)/r, for 0 < ν ≤ 1/16, we have that
|Ψi|Cℓ  ε1+ν/2−ℓ(1+ν)/r,
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for ℓ = 0, 1, 2. Moreover, tori are O(ε1+ν/2)-closely spaced in terms of the variable B.
As in the non-resonant regions we can go back to the original variables (I, ϕ, s). Using
that the changes (J, ϕ, s) 7→ (B, φ, s) and (I, ϕ, s) 7→ (J, ϕ, s) are ε-close to the identity
by Theorem 1.3.11 and equation (1.22), the tori obtained in the region DSG are given by
I = Ii + Ui(ϕ, s; ε),
where the function Ui verifies the same properties as Ψi, and they are O(ε1+ν/2)-closely
spaced in terms of the averaged variable I. We get the claimed results taking Ei = Ii. 
Remark 1.3.27. Notice that invariant tori in the small gaps region DSG are given by a
certain function F in (1.88) that, as in the case of non-resonant regions (see (1.79)), is of
the form
F (I, ϕ, s; ε) = I +OC0(ε1+η), (1.94)
for some η > 0. The estimates for the first and second order derivatives are different from
the ones obtained in the non-resonant case. However, it will be enough for the future
application of the scattering map to have them bounded by εδ, for some δ > 0.
1.3.3.5 Resonant regions with big gaps
In this section, we will see that the resonant regions with big gaps DBG which correspond
to resonances of order 1 such that |(k0, l0)| < MBG are covered with invariant objects
(either primary tori or secondary tori) which are O(ε1+η)-closely spaced in terms of the
action variable, for some η > 0.
To that end, we will apply Theorem 1.3.22 to Hamiltonian (1.81) as we did in the
previous cases. The main difference is that in this case the integrable Hamiltonian is
not written down into action-angle variables, so we will need to perform a change of
coordinates before applying KAM Theorem. Furthermore, we will perform two useful
changes of coordinates, which are not symplectic but conformally symplectic.
Finally, going back to the original variables (I, ϕ, s) using the changes given by The-
orem 1.3.11 and equation (1.22), we obtain the following result about the existence of
invariant tori of Hamiltonian (1.4):
Theorem 1.3.28. Let m,n, r integers satisfying m ≥ 10, n ≥ 2m+6 and r > (n−2)m+2.
Let us consider the Hamiltonian (1.23) in any connected component of DBG, which is of
the form (1.82), for some −l0/k0 of order 1 such that |(k0, l0)| < MBG, with MBG defined
in (1.87), Lk0 = L/|k0| with L ∼ εα and α < 1/n, as required in Theorem 1.3.11.
Assume that the function Uk0,l0m (k0φ+ l0s; 0) in Hamiltonian (1.83) has a global max-
imum which is non degenerate (this assumption corresponds to the hypothesis H3’ on
(k0, l0) in Theorem 1.2.1). Choose any 0 < η ≤ ν/2, for 0 < ν ≤ 1/16. Then,
for ε small enough, there exists a finite set of values Ei in some range of energies
−ε|(k0, l0)|−r+2 ≤ E ≤ L2 such that:
i. For any Ei there exist invariant objects by the flow of the Hamiltonian (1.4) con-
tained in Λ˜ε, which are given in Λ˜ε by the equation F (I, ϕ, s; ε) ≡ Ei, where F is a
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C4−̺ function, for any ̺ > 0, of the form
F (I, ϕ, s; ε) =
(k0I + l0 +OC2(|k0|ε))2
2
(1 +OC2(ε)) + εk20Uk0,l0m (k0ϕ + l0s; ε)
+OC2(ε3/2+η|(k0, l0)|−r+2). (1.95)
For values of Ei > 0 the invariant objects given by equation F ≡ Ei are two primary
KAM tori T ±Ei , whereas for Ei < 0 is a secondary tori TEi. In this case we denoteT ±Ei each of the components of
TEi ∩ {(I, ϕ, s) ∈ DBG; ρ ≤ k0ϕ+ l0s ≤ 2π − ρ},
for some 0 < ρ < 2π.
ii. There exists ρ ≥ 0, such that the two primary KAM tori (components of the sec-
ondary tori) T ±Ei contained in Λ˜ε can be written as a graph of the variable I over the
angle variables (ϕ, s):
T ±Ei = {(I, ϕ, s) ∈ [−l0/k0 − Lk0 ,−l0/k0 + Lk0 ]× [ρ, 2π − ρ]× T; I = λ±Ei(ϕ, s; ε)},
where
λ±E(ϕ, s; ε) = −l0/k0 +
1
k0
Y±(θ, E) +OC2(ε), (1.96)
for ρ ≤ θ = k0ϕ+ l0s ≤ 2π − ρ, where
Y±(x,E) = ±(1 + εb)ℓ(θ, E) + εY˜±(ℓ(θ, E)), (1.97)
ℓ(θ, E) =
√
2(E − εk20Uk0,l0m (θ; 0)) and Y˜± satisfies (1.119).
iii. These invariant tori are O(ε1+η)-closely spaced in terms of the variable I and
O(ε3/2+η|(k0, l0)|−r/2+1) in terms of energies.
Remark 1.3.29. In Remark 1.3.12 we pointed out that the function Uk0,l0m (k0ϕ+l0s; 0) given
explicitly in (1.60), corresponds to the function Uk0,l0(θ) for θ = k0ϕ + l0s in hypothesis
H3 on (k0, l0) in Theorem 1.2.1 when M = MBG. Hence, it is clear that hypothesis
H3’ on (k0, l0) of Theorem 1.2.1, which assumes that the function U
k0,l0(θ) has a global
maximum which is non-degenerate, implies the same assumption for Uk0,l0m (k0ϕ+ l0s; 0).
1.3.3.6 Proof of Theorem 1.3.28
Beginning of the Proof.
By Theorem 1.3.11, in any connected component of the resonant domain DBG, which
is of the form (1.82), Hamiltonian (1.23) expressed in the averaged variables (B, φ, s) can
be written as
km(B, φ, s; ε) = 1
2
B2 + εZ˜m(B; ε) + εUk0,l0m (k0φ+ l0s; ε) + εm+1R¯m(B, φ, s; ε)
:= Z¯m(B, φ, s; ε) + εm+1R¯m(B, φ, s; ε), (1.98)
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defined on the domain
{(B, φ, s) ∈ R× T2; |B + l0/k0| ≤ L¯k0}, (1.99)
where |Lk0 − L¯k0 | ≤ cte ε.
In this domain, εZ˜m(B; ε) is a Cr−2m+2 function in the variable B and it is a polynomial
of degree m − 1 in ε, whose coefficient of order q + 1, for q ≥ 1 is a Cr−2q function and
OCℓ(εq+1−α(ℓ+2q)), for ℓ = 0, . . . , n− 2q. The coefficient of order 1 is a Cr function with a
bounded Cℓ norm up to ℓ = r, which is OCℓ(ε).
Moreover Uk0,l0m (k0φ+ l0s; ε) is a polynomial of degree m− 1 in ε and a trigonometric
polynomial in θ = k0φ + l0s, satisfying εU
k0,l0
m (θ; ε) = OCℓ(ε|(k0, l0)|−r). Its main term
Uk0,l0m (θ; 0) is given in expression (1.60) of Theorem 1.3.11.
Finally, εm+1R¯m is a Cr−2m function in the variables (B, φ, s) with a bounded Cℓ norm
up to ℓ = n− 2m, which is ∣∣εm+1R¯m(·; ε)∣∣
Cℓ
 εm+1−α(ℓ+2m). (1.100)
By the hypothesis in Theorem 1.3.28, the function Uk0,l0m (θ, 0) (the first order term in ε
of the function Uk0,l0m (θ, ε)) has a global maximum which is non-degenerate and this implies
that the integrable part Z¯m of the Hamiltonian (1.98) is like an integrable pendulum.
As it has been done in Section 8.5.2 in [DLS06a], we perform two useful changes of
coordinates which are not symplectic but conformally symplectic. The first one is the
same as we performed in (1.90) for the resonances with small gaps. It depends on the
time s and the resonance (k0, l0) and we recall it now:
b = k0(B + l0/k0), θ = k0φ+ l0s, s = s, (1.101)
hence the system of equations verified by (b, θ, s) is also Hamiltonian of Hamiltonian:
K¯(b, θ, s; ε) = K¯0(b; ε) + εV¯ (θ; ε) + εm+1K¯1(b, θ, s; ε), (1.102)
with
K¯0(b, ε) = b2/2 + εk20Z˜
m(−l0/k0 + b/k0; ε),
V¯ (θ; ε) = k20U
k0,l0
m (θ; ε), (1.103)
K¯1(b, θ, s; ε) = k20R¯
m(−l0/k0 + b/k0, θ − l0s
k0
, s; ε).
Note that K¯0 is of class Cr−2m+2 with a bounded Cℓ norm up to ℓ = n− 2m+ 2 and V¯ is
analytic because it is a trigonometric polynomial in θ and a polynomial of degree m− 1
in ε. K¯1 is a function of class Cr−2m with a bounded Cℓ norm up to ℓ = n− 2m, which is
2πk0-periodic in θ and 2π-periodic in s.
The integrable part K¯0(b; ε) + εV¯ (θ; ε) of the Hamiltonian (1.102) is a one degree of
freedom Hamiltonian close to a pendulum-like Hamiltonian
b2
2
+ εV¯ (θ; 0).
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By hypothesis H3’ on (k0, l0) this pendulum-like Hamiltonian has a hyperbolic saddle at
(0, θ1) and by the implicit function Theorem the whole integrable Hamiltonian K¯
0(b; ε)+
εV¯ (θ; ε) has also a saddle at (b(ε), θ1(ε)). The function b(ε) is of class Cr−2m+1 in ε and of
the form b(ε) = O(|k0|ε) whereas θ1(ε) is analytic in ε and of the form θ1(ε) = θ1+O(ε).
To make the analysis of this system easier we perform a second change of variables,
which depends on ε and consists of the following translation
y = b− b(ε), x = θ − θ1(ε), s = s, (1.104)
in such a way that the integrable part of the Hamiltonian expressed in these new variables
has a saddle point at (0, 0) and the energy of the saddle and the separatrices is 0. More
precisely, we obtain the Cr−2m Hamiltonian with respect to (y, x, s) with a bounded Cℓ
norm up to ℓ = n− 2m
K(y, x, s; ε) = h0(y; ε) + εUk0,l0(x; ε) + εm+1S(y, x, s; ε) (1.105)
which consists of an integrable part corresponding to the terms up to order εm, which is
the following Cr−2m+2 function with a bounded Cℓ norm up to ℓ = n− 2m+ 2,
K0(y, x; ε) = h
0(y; ε) + εUk0,l0(x; ε), (1.106)
and a perturbation εm+1S(y, x, s; ε), which is a Cr−2m function with a bounded Cℓ norm
up to ℓ = n− 2m.
The function h0(y; ε) in the integrable part K0 is a Cr−2m+2 function in y with a
bounded Cℓ norm up to ℓ = n− 2m+ 2 of the form
h0(y; ε) =
y2
2
ĥ(y; ε) =
y2
2
(1 + εk20h˜(y; ε)), (1.107)
for some Cr−2m function in (y, ε), h˜(y; ε), with a bounded Cℓ norm up to ℓ = n− 2m in y.
The function Uk0,l0 in K0 is given by
Uk0,l0(x; ε) = k20(U
k0,l0
m (x+ θ1(ε); ε)− Uk0,l0m (θ1(ε); ε)), (1.108)
and it satisfies ∣∣εUk0,l0(·; ε)∣∣
Cℓ
 ε|k0|2|(k0, l0)|−r (1.109)
for ℓ = 0, . . . n.
We also notice that the following conditions are satisfied,
h0(0; ε) =
∂h0
∂y
(0; ε) = 0, Uk0,l0(0; ε) =
∂Uk0,l0
∂x
(0; ε) = 0,
∂2Uk0,l0
∂x2
(0; ε) < 0,
as well as that x = 0 is a global maximum of Uk0,l0.
The perturbation term εm+1S(y, x, s; ε) is given by
S(y, x, s; ε) = k20R¯
m
(
− l0
k0
+
y + b(ε)
k0
,
x+ θ1(ε)− l0s
k0
, s; ε
)
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and by equation (1.100) it can be bounded in the variables (y, x) by∣∣εm+1S(·, s; ε)∣∣
Cℓ
 |k0|2−ℓεm+1−α(ℓ+2m) (1.110)
for ℓ = 0, . . . , n− 2m.
Since we will want to apply some of the results in [DLS06a], it will be convenient for
us to have K0 written in another way adapted to the notation in [DLS06a]. Motivated
by the size ε|k0|2|(k0, l0)|−r of εUk0,l0 estimated in formula (1.109), we introduce here the
parameter γ ∈ R, 2 > γ ≥ 1, depending on (k0, l0) and ε, such that
εγ = ε|k0|2|(k0, l0)|−r, (1.111)
in such a way that εUk0,l0(·; ε) = OCℓ(εγ), for ℓ = 0, . . . , n.
Notice that γ = 1 for small values of (k0, l0), that is |(k0, l0)| ∼ 1, and in general
1 < γ < 2 + ν for |(k0, l0)| ∼ ε−̺, for any 0 < ̺ < (1 + ν)/r, where 0 < ν ≤ 1/16.
With this choice of γ, we will denoteK0 the one degree of freedom Cr−2m+2 Hamiltonian
in (y, x)
K0(y, x; ε) = h
0(y; ε) + εγU˜k0,l0(x; ε), (1.112)
where
εγU˜k0,l0(x; ε) = εUk0,l0(x; ε), (1.113)
with 2 + ν > γ ≥ 1 and U˜k0,l0(·; ε) = OCℓ(1), for ℓ = 0, . . . , n.
The energy level K0(y, x; ε) = 0 consists of the saddle (0, 0) and its separatrices.
The Hamiltonian K(y, x, s; ε) introduced in (1.105) is 2πk0-periodic in x and 2π-
periodic in s and is defined in the domain Dk0 given by
Dk0 = {(y, x, s) ∈ R×R/(2πk0Z)× T, |y| ≤ L¯}, (1.114)
where L¯ = k0L¯k0 , whereas the integrable part K0(y, x; ε) in (1.112) is 2π-periodic in x
and independent of s, therefore the region Dk0 can be seen as k0 copies of the region
D = {(y, x, s) ∈ R× T2, |y| ≤ L¯}.
This effect is colloquially described as saying that the resonance −l0/k0 has k0 eyes. As
k0 increases, these eyes form long necklaces.
The region D (and also Dk0) is filled by the energy surfaces of the Hamiltonian K0,
T 0E = {(y, x, s) ∈ [−L¯, L¯]× T2 : K0(y, x; ε) = E}
which are invariant under the flow of the Hamiltonian K0.
As we already said, the energy surface T 00 corresponding to E = 0 consists of the saddle
(0, 0) and its separatrices forming a separatrix loop. Therefore, this separatrix loop T 00
separates two types of topological invariant objects. The energy surfaces corresponding to
the values E > 0 are primary tori and the ones corresponding to the the values E < 0 are
called secondary tori, which are tori of different topology than the primary ones because
they are contractible to points. Secondary tori cover all the region inside the separatrix
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loop T 00 . In the next section we will discuss the persistence of primary and secondary tori
when we add the perturbation term.
Primary and Secondary tori near the resonances with big gaps.
In this section, we will show that many of the invariant tori T 0E of the Hamiltonian
K0(y, x; ε) in (1.112), inside the region Dk0 given in (1.114), both primary and secondary,
survive when we add the perturbation term εm+1S(y, x, s; ε). Moreover, we will estimate
the number of steps of averagingm required to get invariant tori with a distance ofO(ε1+η)
between them, for some η > 0, in terms of the original variables (I, ϕ, s).
To establish this we will write the Hamiltonian (1.112) into action-angle variables and
apply KAM Theorem 1.3.22. Since the unperturbed Hamiltonian K0(y, x; ε) is a pendu-
lum, we can not define global action-angle variables because the change of coordinates
becomes singular on the separatrix. Therefore, we will define different action-angle vari-
ables inside and outside the separatrix and we will exclude a thin neighborhood around
it.
We will find convenient to consider different regions in the domain Dk0 in terms of the
values of the energy E, in which the behavior of the tori is different.
Recall that tori T 0E in Dk0 are given approximately by the energy surfaces of Hamil-
tonian K0, that is
K0(y, x, s; ε) = E,
and we will see that excluding an small interval they can be seen as a graph of the action
variable y over the angle variables (x, s).
Introducing δ = εγ, we consider the foliation given by the level sets
h0(y; ε) + δU˜k0,l0(x; ε) = E, (1.115)
where h0(y; ε) is of the form (1.107) and on x = 0 there is a non-degenerate global
maximum of U˜k0,l0(x; ε), which verifies −c ≤ U˜k0,l0(·; ε) ≤ 0 and U˜k0,l0(·; ε) ≃ −ax2 as
x→ 0, with a > 0.
Since h0(y; ε) + δU˜k0,l0(x; ε) ≃ y2
2
+ δU˜k0,l0(x; ε), the main term in the solution of
(1.115) is
y = ±ℓ(x,E), (1.116)
where
ℓ(x,E) =
√
2(E − δU˜k0,l0(x; ε)). (1.117)
Writing y in (1.115) as a function of (1.116), we can apply the implicit function
Theorem to equation (1.115) and we get a solution y = Y±(x,E) given by
Y±(x,E) = ±(1 + εb)ℓ(x,E) + εY˜±(ℓ(x,E)), (1.118)
where
i. b is independent of δ, and Y˜±(0) = Y˜ ′±(0) = 0.
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ii. εY˜± is a Cr−2m+2 function and∣∣∣εY˜± ◦ ℓ∣∣∣
Cs(IE0)
 ε, s = 0, 1,∣∣∣εY˜± ◦ ℓ∣∣∣
Cs(IE0)
 εE−s+1/20 , 2 ≤ s ≤ n− 2m+ 2, (1.119)
where IE0 := {(x,E), x ∈ T, E ≥ E0 > 0}.
This result is stated explicitly in Lemma 8.34 in [DLS06a]. For more details and a
rigorous proof we refer the reader to it.
From expression (1.117) it is clear that the size of the energy affects which are the
dominant terms in ℓ(x,E). Thus, if E ≫ δ = εγ the tori T 0E are rather flat because
the term εγU˜k0,l0(x; ε) is very small compared with E, whereas if E ≤ εγ, the term√
E − εγU˜k0,l0(x; 0) and therefore the size of y oscillates between E and εγ and it has the
effect of bending the tori up to the point that they are bunched near the critical point
(see Figure 1.1).
Df
DoDin
Figure 1.1: Schematic representation for the bending effect
Hence Dk0 will be divided in three regions in a similar way as in [DLS06a]: Df is the
region far from the separatrix, Do close to the separatrix but outside the region bounded
by the separatrix loop and Din close to the separatrix but inside the separatrix loop, in
the following way:
Df = {(y, x, s) ∈ Dk0 : K0(y, x; ε) = E, εγ ≤ E ≤ L¯2} (1.120)
Do = {(y, x, s) ∈ Dk0 : K0(y, x; ε) = F, εβ ≤ F ≤ εγ} (1.121)
Din = {(y, x, s) ∈ Dk0 : K0(y, x; ε) = G,−εγ ≤ G ≤ −εβ} (1.122)
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where 1 ≤ γ < 2+ν as in (1.111) and β is arbitrary provided that β > γ (see Figure 1.1).
Theorem 1.3.30 establishes the existence of primary tori in Df ∪Do and secondary tori
in Din at a certain distance between them that depends on m and close to the level sets
of the averaged Hamiltonian K0(y, x; ε).
Theorem 1.3.30. Consider the Cr−2m reduced Hamiltonian K(y, x, s; ε) given in (1.105)
inside the region Dk0 defined in (1.114). Consider β > γ, with γ as in (1.111) and assume
that r > (n−2)m+2, n ≥ 2m+6 and m ≥ 14(β−γ)+3γ/2. Then, for |ε| small enough,
one has:
1. Primary tori far from resonance. There exists a set of values E1 < · · · < ElE
verifying εγ ≤ Ei ≤ L¯2, such that
(a) The frequencies ω(Ei) are Diophantine numbers of constant type and Markov
constant KE
−1/4
i ε
m+1−α(6+2m)
2 |k0|−2.
(b) For any value Ei, there exist two primary invariant tori T ±Ei of Hamiltonian
(1.105) contained in Df .
(c) The motion of the tori T ±Ei is C1-conjugated to a rigid translation of frequencies
(ω(Ei), 1).
(d) This tori can be written as
T +Ei = {(y, x, s) ∈ Df , KEi(y, x, s; ε) = Ei, y > 0}
T −Ei = {(y, x, s) ∈ Df , KEi(y, x, s; ε) = Ei, y < 0}
where KEi(y, x, s; ε) is a C4−̺ function, for any ̺ > 0, given by
KEi(y, x, s; ε) = K0(y, x; ε) +OC2
(
ε
m+1−α(6+2m)
2 E
1/4
i |k0|−2
)
(1.123)
(e) Df ⊂
⋃
iB(T ±Ei , ε
m+1−α(6+2m)
2 E
1/4
i |k0|−2), where
B(T ±E , δ) = {(y, x, s) ∈ Dk0 , |K0(y, x; ε)− E| ≤ δ}
2. Primary tori close to resonance. There exists a set of values F1 < · · · < FlF
verifying εβ ≤ Fi ≤ εγ, such that
(a) The frequencies ω(Fi) are Diophantine numbers of constant type and Markov
constant Kε
m+1−α(6+2m)−γ/2+6γ
2 F−3i |k0|−2.
(b) For any value Fi, there exist two primary invariant tori T ±Fi of Hamiltonian
(1.105) contained in Do.
(c) The motion of the tori T ±Fi is C1-conjugated to a rigid translation of frequencies
(ω(Fi), 1).
68 CHAPTER 1. ARNOLD DIFFUSION
(d) This tori can be written as
T +Fi = {(y, x, s) ∈ Do, KFi(y, x, s; ε) = Fi, y > 0}
T −Fi = {(y, x, s) ∈ Do, KFi(y, x, s; ε) = Fi, y < 0}
where KFi(y, x, s; ε) is a C4−̺ function, for any ̺ > 0, given by
KFi(y, x, s; ε) = K0(y, x; ε) +OC2
(
ε
m+1−α(6+2m)+γ/2+14γ
2 F−7i |k0|−2
)
(1.124)
(e) Do ⊂
⋃
iB(T ±Fi , ε
m+1−α(6+2m)+γ/2+10γ
2 F−5i |k0|−2), where
B(T ±E , δ) = {(y, x, s) ∈ Dk0, |K0(y, x; ε)−E| ≤ δ}
3. Secondary tori close to resonance. There exists a set of values G1 < · · · < GlG
verifying −εγ ≤ Gi ≤ −εβ, such that
(a) The frequencies ω(Gi) are Diophantine numbers of constant type and Markov
constant Kε
m+1−α(6+2m)−γ/2+6γ
2 G−3i |k0|−2.
(b) For any value Gi, there exist a secundary invariant torus T ±Gi of Hamiltonian
(1.105) contained in Din, contractible to the set
{(0, a, s), a ∈ R, s ∈ R/(2πk0Z)} ⊂ Din
(c) The motion on the torus TGi is C1-conjugated to a rigid translation of frequen-
cies (ω(Gi), 1).
(d) This torus can be written as
TGi = {(y, x, s) ∈ Din, KGi(y, x, s; ε) = Gi}
where KGi(y, x, s; ε) is a C4−̺ function, for any ̺ > 0, given by
KGi(y, x, s; ε) = K0(y, x; ε) +OC2
(
ε
m+1−α(6+2m)+γ/2+14γ
2 G−7i |k0|−2
)
(1.125)
(e) Din ⊂
⋃
iB(T ±Gi , ε
m+1−α(6+2m)+γ/2+10γ
2 G−5i |k0|−2).
The following Corollary makes more explicit the assertions about the proximity of
these tori as a function of m, and it also gives properties of the KAM tori when expressed
as graphs of the action y in terms of the angle variables (x, s).
Corollary 1.3.31. Consider the reduced Hamiltonian K(y, x, s; ε) given in (1.105) inside
the region Dk0 defined in (1.114). Consider β = γ/2 + 1 + ν/2, with 1 ≤ γ < 2 + ν as
in (1.111) and 0 < ν ≤ 1/16. Assume that r > (n − 2)m + 2, n ≥ 2m + 6 and m ≥ 10.
Then, the tori obtained in Theorem 1.3.30 verify:
1. For any value Ei, the primary tori T ±Ei can be written as graphs of the action y over
the angles (x, s):
T ±Ei = {(y, x, s) ∈ Df , y = f±Ei(x, s; ε)}.
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2. For any value Fi, the primary tori T ±Fi can be written as graphs of the action y over
the angles (x, s):
T ±Fi = {(y, x, s) ∈ Do, y = f±Fi(x, s; ε)}.
3. There exists ρ0 > 0 such that for any 0 < ρ0 ≤ ρ ≤ π, and for any value Gi, each
of the components of
TGi ∩ {(y, x, s) : x ∈ Iρ}, Iρ =
k0−1⋃
l=0
[2πl + ρ, 2π(l + 1)− ρ],
that we will denote by T ±,ρGi , can be written as a graph of the action y over the angles
(x, s):
T ±,ρGi = {(y, x, s) ∈ Di, x ∈ Iρ, y = f±Gi(x, s; ε)}
4. All these functions fv = f
±
v are at least of class C2 with respect to (x, s), and,
denoting by D the derivatives with respect to x and s, for v = Ei, i = 1, . . . , lE,
v = Fi, i = 1, . . . , lF , and v = Gi, i = 1, . . . , lG, they verify:
(a) There exists a function Y(x,E) given explicitly in (1.118) such that:
|fv − Y(x, v)|C1  |k0|−2ε1+ν/2 (1.126)
(b) |Dfv|  εγ/2, |D2fv|  εγ/2.
(c) For any two consecutive values v and v we have:
|v − v¯|  εβ,
and
|fv − fv|C1  |v − v|
εγ/2
 ε1+ν/2.
Proof of Theorem 1.3.30. The proof follows the strategy established in [DLS06a], with
the same scaling in the domains Do and Din. The main difference is that we will perform
a sequence of scalings in the far domain Df , whereas in [DLS06a] there was no scaling in
this region. This sequence of scalings in Df will reduce the number of averaging steps m
needed to get tori close enough in the regionDf , and therefore the required differentiability
r.
We will first give a detailed proof of part 1) of this Theorem. Notice that in Df
defined in (1.120), the energy E ranges from εγ to L¯2 ∼ ε2α. Hence, we consider a value
of E, let us say Ei, in the interval [ε
γ , ε2α] and a small neighborhood around it of the
form [caEi, cbEi] ⊆ [εγ, ε2α], where ca, cb are constants independent of ε and Ei, such that
ca < 1 and cb > 1. Thus, we introduce the following domain contained in Df :
DEi = {(y, x, s) ∈ Df : K0(y, x; ε) = E, caEi ≤ E ≤ cbEi} . (1.127)
By the equation of K0 in (1.112) and the expression of h
0 in (1.107), the main term in y
is given in (1.117). Therefore, in DEi the coordinate y is of size O(
√
Ei) and it is natural
to perform the scaling
y =
√
EiY, (1.128)
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which transforms the Hamiltonian system of Hamiltonian K(y, x, s; ε) given in (1.105),
which is Cr−2m with respect to the variables (y, x, s) with a bounded Cℓ norm up to
ℓ = n − 2m, into a Hamiltonian system of Cr−2m Hamiltonian with respect to (Y, x, s)
with a bounded Cℓ norm up to ℓ = n− 2m,
K(Y, x, s;
√
Ei, ε) =
√
EiK0(Y, x;
√
Ei, ε) +
εm+1√
Ei
S(
√
EiY, x, s; ε), (1.129)
with
K0(Y, x;
√
Ei, ε) =
Y 2
2
ĥ(
√
EiY ; ε) +
εγ
Ei
U˜k0,l0(x; ε), (1.130)
where ĥ(y; ε) = 1 +O(ε) is given in (1.107) and, consequently, K0 is a Cr−2m+2 function
with respect to (Y, x) with a bounded Cℓ norm up to ℓ = n − 2m + 2, because ĥ(y; ε) is
Cr−2m+2 with respect to y with a bounded Cℓ norm up to ℓ = n− 2m+ 2.
The scaling (1.128) transforms the domain DEi in (1.127) into
D˜ = {(Y, x, s) ∈ R× R/2πk0Z× T : K0(Y, x;
√
Ei, ε) = E/Ei, caEi ≤ E ≤ cbEi}
= {(Y, x, s) ∈ R× R/2πk0Z× T : K0(Y, x;
√
Ei, ε) = e, ca ≤ e ≤ cb}. (1.131)
Notice that since ε ≤ Ei ≤ ε2α depends on ε the domain DEi depends on ε, whereas
D˜ is now independent of ε.
Next we will define the action-angle variables (A,ψ) associated to the Hamiltonian
K0(Y, x;
√
Ei, ε) in the domain D˜. Note that the Hamiltonian K(Y, x, s;
√
Ei, ε) is 2πk0-
periodic in x and 2π-periodic in s, whereas K0(Y, x;
√
Ei, ε) is 2π-periodic in x and inde-
pendent of s. Therefore, the domain D˜ is nothing else but k0 copies of the domain D
∗×T,
where
D∗ = {(Y, x) ∈ R× T : K0(Y, x;
√
Ei, ε) = e, ca ≤ e ≤ cb}. (1.132)
Notice that, by expression (1.130) for K0, the equation
K0(Y, x;
√
Ei, ε) = e
has the same form as equation (1.115) with δ = εγ/Ei and it defines two functions
Y = Y±(x, e) on D∗, given in (1.118), which are of the form
Y±(x, e) = ±
√
2
(
e− ε
γ
Ei
U˜k0,l0(x; ε)
)
(1 +OCn−2m+2(ε)).
Since, by construction of U˜k0,l0(x; ε), on x = 0 there is a global maximum such that
−c ≤ U˜k0,l0(x; ε) ≤ 0, in the domain D∗ we have
0 ≤ ca ≤ e ≤ e− ε
γ
Ei
U˜k0,l0(x; ε) ≤ e+ c ε
γ
Ei
≤ cb + cte ,
therefore ca ≤ Y±(x, e) ≤ cb + cte and is OCn−2m+2(1).
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We consider in D∗ the action-angle variables
A =
1
2π
∫ 2π
0
Y±(x, e)dx,
ψ =
2π
T (e)
τ(x, e),
rcl (1.133)
where τ(x, e) is the time along the orbit of the Hamiltonian K0(Y, x;
√
Ei, ε) with energy
e given by
τ(x, e) =
∫ x
0
∂Y±
∂e
(u, e)du. (1.134)
We have chosen the origin of time at x = 0 and with this choice T (e) = τ(2π, e) is the
period of the periodic orbit.
From expression (1.133) it is obvious that the variable A is c˜a ≤ A ≤ c˜b and is
OCn−2m+3(1), for some constants c˜a and c˜b.
The action-angle variables (A,ψ) introduced in (1.133) have already been studied in
Proposition 8.35 of [DLS06a] for the case when they become singular, that is when the
domain D∗ depends on ε. In our case, we can adapt the result in Proposition 8.35 of
[DLS06a] when the domain D∗ does not depend on ε. We obtain that we can express the
integrable Hamiltonian
√
EiK0(Y, x;
√
Ei, ε) in (1.130) into action-angle variables (A,ψ)
in the domain D∗ and the change of coordinates is away from the singularity in this
domain. More precisely, there exists a Cr−2m+2 change of variables in D∗
X : D∗∗ → D∗
(A,ψ) 7→ (Y, x) (1.135)
given in (1.133) with D∗∗ = {(A,ψ) : c˜a ≤ A ≤ c˜b, ψ ∈ T} = [c˜a, c˜b] × T and c˜a, c˜b, are
suitable constants independent of ε and Ei, such that:
i. K0(X (A,ψ);
√
Ei, ε) = G(A;
√
Ei, ε).
ii. |X |Cn0 (D∗∗) ≤ K,
∣∣X−1∣∣
Cn0 (D∗)
≤ K, 0 ≤ n0 ≤ n− 2m+ 2.
iii. |G|C3(D∗∗) ≤ K and
∣∣∣G ′′∣∣∣
C0(D∗∗)
≥ K
where K is a constant independent of ε and Ei.
Now, we consider the Hamiltonian K in (1.129) expressed in action-angle variables,
K˜(A,ψ, s;
√
Ei, ε) =
√
EiG(A;
√
Ei, ε) +
εm+1√
Ei
S˜(A,ψ, s;
√
Ei, ε), (1.136)
where K˜ = K ◦ X and S˜ = S ◦ X .
The Hamiltonian (1.136) is of the form (1.78) with K0 =
√
EiG(A;
√
Ei, ε) and K1 =
εm+1E
−1/2
i S˜(A,ψ, s;
√
Ei, ε) and 2πk0-periodic in ψ.
The functions G and S˜ are Cr−2m+2 and Cr−2m with bounded Cℓ norms up to ℓ =
n− 2m+ 2 and ℓ = n− 2m in the variables (A,ψ), respectively. Since we have assumed
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in the hypotheses of Theorem 1.3.30 that r > n ≥ 2m + 6, G and S˜ have a bounded
C6 norm in the variables (A,ψ). Therefore, using Faa-di Bruno formula (1.173) and the
bound for the C6 norm in the variables (y, x) for εm+1S in expression (1.110) jointly with
the bounds for the change of coordinates X in item ii) we have that, for any s ∈ T,∣∣∣∣εm+1√Ei S˜(·, s;√Ei, ε)
∣∣∣∣
C6(D∗∗k0
)
 |k0|−4E−1/2i εm+1−α(6+2m),
where D∗∗k0 = [c˜a, c˜b]× R/2πk0Z and by item iii) in this proof we have that√
Ei
∣∣∣G′′(·;√Ei, ε)∣∣∣
C0(D∗∗)
≥ K
√
Ei.
Therefore, we can apply KAM Theorem 1.3.22 to Hamiltonian (1.136) with n0 = 5,
β = 1 − ̺, for any ̺ > 0, δ(ε) = |k0|−4E−1/2i εm+1−α(6+2m) and M(ε) = K
√
Ei and we
obtain:
1. There exist a set of values Al, such that the Hamiltonian K ◦ X has invariant tori
given by
Tl = {(A,ψ, s) ∈ D∗∗k0 × T : A = Al +Al(ψ, s;
√
Ei, ε)}
where Al are C4−̺ functions in the variables (ψ, s), for any ̺ > 0 and∣∣∣Al(·;√Ei, ε)∣∣∣
C2(R/2πk0Z×T)
 |k0|−2E−3/4i ε(m+1−α(6+2m))/2.
2. The motion of these tori is C2−̺-conjugate to a rigid translation of frequencies
(ω(Al), 1), where ω(Al) is a Diophantine number of constant type and Markov con-
stant K|k0|−2E−1/4i ε(m+1−α(6+2m))/2.
3. The union of neighborhoods of size |k0|−2E−3/4i ε(m+1−α(6+2m))/2 of these tori cover
all the region D∗∗k0 × T.
In the variables (Y, x, s) = (Xi(A,ψ), s), the torus Tl satisfies K0(Y, x;
√
Ei, ε) = G(Al+
Al(ψ, s;
√
Ei, ε)), so that, introducing G(Al;
√
Ei, ε) = el and using the estimates in items
(ii) and (iii) in this proof, one obtains that the tori are given by
K0(Y, x;
√
Ei, ε) = G(Al;
√
Ei, ε) + |G|C3 |Al|C2
∣∣X−1∣∣
C2
= el +OC2
(
|k0|−2E−3/4i ε(m+1−α(6+2m))/2
)
(1.137)
Multiplying by Ei and performing the scaling y =
√
EiY one obtains that the tori are
given by
K0(y, x; ε) = Eiel +OC2
(
|k0|−2E1/4i ε
m+1−α(6+2m)
2
)
.
Finally El = Eiel, the tori are given by
K0(y, x; ε) = El +OC2
(
|k0|−2E1/4l ε
m+1−α(6+2m)
2
)
.
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By compactness of Df , the covering {int(DEi)}∞i=1 of Df admits a finite subcovering
Df =
⋃N
i=0 int(DEi), and we get the claimed results in part 1 of Theorem 1.3.30.
The proof of parts 2) and 3) of this Theorem follows as in [DLS08]. The only difference
is that we introduce a sequence of domains as we did in this proof in the far region and
we perform adequate scalings which allow us to get better estimates for the functions
describing the searched tori. More precisely, consider the region Do (the case for Din is
analogous) and introduce the domain
DFi = {(y, x, s) ∈ Do : K0(y, x; ε) = F, caFi ≤ F ≤ cbFi},
analogous to (1.127) in part 1). Since the energy Fi ≤ εγ in Do (see (1.121)), from the
expression for the main term of y given by ℓ(x,E) in (1.117), the coordinate y ranges
from
√
Fi to ε
γ/2. Hence we perform the scaling y = εγ/2Y and we proceed as in Lemma
8.36 in [DLS06a]. We obtain that the original system is transformed into a Hamiltonian
system of Cr−2m Hamiltonian with respect to (Y, x, s) of the form
K(Y, x, s;
√
Ei, ε) =
√
EiK0(Y, x;
√
Ei, ε) + ε
m+1−γ/2S(
√
EiY, x, s; ε),
with
K0(Y, x;
√
Ei, ε) =
Y 2
2
ĥ(
√
EiY ; ε) + U˜
k0,l0(x; ε)
where ĥ(y; ε) = 1 + O(ε) is given in (1.107). The Hamiltonian is defined now on the
domain
D˜ = {(Y, x, s) ∈ R×R/2πk0Z× T : K0(Y, x; εγ/2) = F/Fi, caFi ≤ F ≤ cbFi}
= {(Y, x, s) ∈ R×R/2πk0Z× T : K0(Y, x; εγ/2) = e, caFi/εγ ≤ e ≤ cbFi/εγ}
Next, we define the action-angle variables in the domain D˜ by formulas (1.133). The
only change is that we need to take into account that instead of expression (8.77) in
[DLS06a] we have
ca
Fi
εγ
≤ e− U˜k0,l0(x; ε) ≤ cbFi
εγ
+ c ≤ cte ,
and the perturbation εm+1−γ/2S(Y, x, s; εγ/2) can be bounded in the C6 norm in the vari-
ables (Y, x) by εm+1−α(6+2m)|k0|−4.
Therefore we can apply Proposition 8.38 in [DLS06a] and proceed as in the proof of
parts 2) and 3) of Theorem 8.30 in [DLS06a] replacing εj by εγ, εm+1 by εm+1−α(6+2m)|k0|−4
and εβ−γ by Fiε
−γ. Finally, by compactness of Do we get the claimed results. We skip
the proof of these two parts and we refer the reader to Section 8.5.4 in [DLS06a] for it.
Once we have obtained the approximate expression for the invariant tori, taking into
account that Ei  ε2α and Fi, Gi > εβ, the condition m > 14(β − γ) + 3γ/2 guarantees
that invariant tori are OC2(εγ)-close to the level sets of the unperturbed Hamiltonian
K0(y, x; ε) given in (1.112).
We have proved that the invariant tori in the domains Df , Do and Din, given by the
implicit equations (1.123), (1.124) and (1.125), are of the form
K0(y, x, s; ε) = E + νg(y, x, s, E; ε) (1.138)
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with |g|C2 ≤ cte and E = Ei and ν = ε
m+1−α(6+2m)
2 E
1/4
i |k0|−2, E = Fi and
ν = ε
m+1−α(6+2m)+γ/2+14(γ)
2 F−7i |k0|−2 and E = Gi and ν = ε
m+1−α(6+2m)+γ/2+14(γ)
2 G−7i |k0|−2,
respectively. 
Proof of Corollary 1.3.31. It is totally analogous to the proof of corollary 8.31 in
[DLS06a] and it follows from Theorem 1.3.30 just applying the implicit function Theorem.
We apply KAM Theorem, with m ≥ 10 and β = γ/2 + 1 + ν/2, where 1 ≤ γ < 2 + ν
and 0 < ν ≤ 1/16, which satisfy the hypotheses of Theorem 1.3.30 and we obtain an
approximate expression for the invariant KAM tori. In order to write them as graphs
of the action y over the angles (x, s), we apply Lemma 8.39 in [DLS06a] to the implicit
equation (1.138) in the different cases.
We notice that by the choice m ≥ 10 and β = γ/2 + 1 + ν/2, where 0 < ν ≤ 1/16,
and using that |k0| ≥ 1, Ei  ε2α and Fi, Gi > εβ, the condition |ν| ≤ εβ is verified in the
three cases. Thus, we obtain results in items 1), 2), 3) 4b) and
|fv −Y(x, v)|C1  |k0|−2εβ−γ/2 = |k0|−2ε1+ν/2,
as claimed in 4a).
Finally, from results 1e), 2e) and 3e) in Theorem 1.3.30 and definitions of Df , Do and
Din given in (1.120), (1.121) and (1.122) we obtain
|Ei −Ei+1|  ε
m+1−α(6+2m)
2 (E
1/4
i + E
1/4
i+1)|k0|−2
|Fi − Fi+1|  ε
m+1−α(6+2m)+γ/2+10γ
2 (F−5i + F
−5
i+1)|k0|−2
|Gi −Gi+1|  ε
m+1−α(6+2m)+γ/2+10γ
2 (|Gi|−5 + |Gi+1|−5)|k0|−2
and taking into account that E1 ∼ FlF ∼ εγ and F1 ∼ GlG ∼ εβ we get
|E1 − FlF |  ε
m+1−α(6+2m)+γ/2−10(β−γ)
2 |k0|−2
|F1 −GlG |  (εβ + ε
m+1−α(6+2m)+γ/2−10(β−γ)
2 )|k0|−2.
Since β = γ/2 + 1 + ν/2, m ≥ 10 and |k0| ≥ 1, all these exponents are bigger than β as
claimed in item 4c). The last estimate in item 4c) follows from the inequalities above and
the following bounds given by Lemma 8.39 in [DLS06a]∣∣∣∣∂fE∂E
∣∣∣∣  ε−γ/2, ∣∣∣∣∂DfE∂E
∣∣∣∣  ε−γ/2.

Remark 1.3.32. Note that in the case of a finite number of resonances as in [DLS06a]
and α = 0, the continuous scaling performed decreases the number of steps of averaging
m required to have the tori at a distance smaller than ε between them, and therefore it
reduces the needed regularity. In [DLS06a], if we choose β = j/2 + 1 + η for j = 1, 2 and
η small enough, then m = 9 steps of averaging are enough and r ≥ 26. This improves the
needed regularity for r which was r ≥ 52 because m was chosen m = 26.
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Going back to the original variables.
Theorem 1.3.30 gives KAM tori, both primary and secondary, in the variables (y, x, s).
From equations (1.123), (1.124) and (1.125) in Theorem 1.3.30, we know that these tori
are given approximately by the level sets of the Hamiltonian K0(y, x; ε) in (1.112).
We can write them in the original variables (I, ϕ, s) using the change given by Theorem
1.3.11 and changes (1.22), (1.101) and (1.104). More precisely, we have that the relation
with the original variables is given in first order by
y = k0I + l0 +OC2(|k0|ε), x = k0ϕ+ l0s.
Using expression (1.106) and (1.107) these invariant objects are given by the level sets
of a C4−̺ function F , for any ̺ > 0, which has the form
F (I, ϕ, s; ε) =
(k0I + l0 +OC2(|k0|ε))2
2
(1 +OC2(ε)) + εγU˜k0,l0(θ; ε)
+OC2(εγ/2+1+ν/2), (1.139)
where θ = k0ϕ + l0s. By the definition of γ in (1.111) jointly with U˜
k0,l0 and Uk0,l0 in
(1.113) and (1.108), respectively, we get the expression (1.95) given in Theorem 1.3.28.
Moreover, from items (1), (2) and (3), together with the estimates in item (4a) in
Corollary 1.3.31 we have that KAM tori can be written as graphs in the variables (y, x, s)
of functions of the form
y = f±E (x, s; ε) = Y±(x,E) +OC1(|k0|−2ε1+ν/2).
Using the mentioned changes, we obtain that the tori inside the region DBG, are given in
the original variables (I, ϕ, s) by
I = λ±E(ϕ, s; ε) = −l0/k0 +
1
k0
Y±(θ, E) +OC1(|k0|−1ε1+ν/2)
with θ = k0ϕ+ l0s, where Y± is given (1.118).
Finally, from item (4c) in Corollary 1.3.31 and by the definition of γ given in (1.111),
we obtain the claimed results in item (iii) of Theorem 1.3.28. 
1.3.4 Proof of Theorem 1.3.1
The proof of Theorem 1.3.1 follows directly from the results obtained in Propositions
1.3.24, 1.3.26 and Theorem 1.3.28.
Choosing n = 2m+ 6 and assuming m ≥ 10 and r > 2(m+ 1)2, the hypotheses on r,
n and m in the mentioned Propositions and Theorem are satisfied. Moreover, the choice
η = min((1 − αn)/2, ν/2), fits clearly with the assumptions on η in Propositions 1.3.24
and 1.3.26, and also with the one in Theorem 1.3.28 with the condition ν ≤ 1/16.
By Propositions 1.3.24 and 1.3.26, the tori obtained in the non resonant region and
in the resonant region with small gaps are primary and they are given by the level sets
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of the same function F = I + OC0(ε1+η), so they are flat up to OC2(ε1+η−2(1+ν)/r). Both
regions form the flat tori region. The explicit approximate expressions for the invariant
tori are given implicitly by the function (1.88) and as a graph of the action I over the
variables (ϕ, s) by (1.89), both functions in Proposition 1.3.26.
By hypotheses H3’, Theorem 1.3.28 provides a sequence of invariant KAM tori (both
primary and secondary) for the big gaps region. In a connected component of this region
of the form (1.82), these tori are given by the level sets of a function F in (1.95) and as
a graph of the action I over the angle variables (ϕ, s), in (1.96). Moreover, the distance
between consecutive tori is O(ε1+η) in terms of the action variable and O(εγ/2+1+ν/2) in
terms of the energy. By the definition of γ given in (1.111), we get the claimed result. 
1.4 Construction of a transition chain
In the previous section, we have proved that in the NHIM Λ˜ε there exists a discrete
foliation of invariant tori Ti (primary and secondary) with graphs at a distance OC1(ε1+η),
for some η > 0. We have also shown that these tori are close to being the level sets of the
averaged Hamiltonian, and we have given its first order perturbative calculation for the
flat tori region DF and the big gaps region DBG.
The goal of this section is to prove Proposition 1.4.1, which states that, assuming that
the non-degeneracy conditions H2”, H3” and H3”’ in Theorem 1.2.1 hold, there exists
transversality between the foliation of invariant tori in Λ˜ε provided by Theorem 1.3.1 and
its image under the scattering map Sε given in (1.20) and it is possible to construct a
transition chain.
Recall that, as we said in Section 1.2.3.4, by Lemma 10.4 in [DLS06a] two submani-
folds, like the invariant tori Ti of the NHIM Λ˜ε, have a transverse heteroclinic intersection
provided they are transversal under the scattering map as submanifolds of Λ˜ε. Hence,
Proposition 1.4.1 provides a transition chain through applications of the scattering map.
Proposition 1.4.1. Consider a Hamiltonian (1.4) satisfying the hypotheses of Theorem
1.2.1. Pick two KAM tori T± such that |I(x±)− I±| ≤ ε1+η for some x± ∈ T± and η > 0
(these tori exist thanks to Theorem 1.3.1). Then, there exists a transition chain {Ti}N(ε)i=0 ,
where N(ε) = C/ε, in such a way that
1. The transition chain is obtained through applications of the scattering map. That
is,
Sε(Ti) ⋔Λ˜ε Ti+1.
2. T0 = T−, TN(ε) = T+.
Proof. The proof of Proposition 1.4.1 is postponed to Section 1.4.2 and is based on the
results in the following Section 1.4.1.
1.4.1 The scattering map and the transversality of heteroclinic
intersections
The main result of this section is Lemma 1.4.2, stated below, which considers a foliation
FF whose leaves are the level sets of a certain function F and provides an expression for
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the action of the scattering map Sε on this foliation in terms of the Hamiltonian function
Sε given in (1.19), generating its deformation. Moreover, it gives criteria to establish
transversality between the foliation FF and its image under the scattering map Sε.
Lemma 1.4.2. Consider the foliation FF whose leaves LFE are the level sets of a certain
function F :
LFE = {(I, ϕ, s) ∈ (I−, I+)× T2, F (I, ϕ, s; ε) = E}, E ∈ (E1, E2).
Let Sε be the scattering map introduced in (1.17), and Sε = S0 + εS1 +O(ε2) its Hamil-
tonian function given in (1.19). In particular, notice that S0 = −L∗, where L∗ is the
reduced Poincare´ function introduced in (1.11). Then the image sets of the leaves LFE of
FF under the scattering map Sε satisfy the equation
F ◦ Sε = F + ε{F,S0}+ ε
2
2
({{F,S0},S0}+ {F,S1}) +O(ε2+̺), (1.140)
where {F,Si} = ∂ϕF∂ISi− ∂IF∂ϕSi is the Poisson bracket of the functions F and Si and
̺ > 0. Moreover, assuming that
|{F, F ◦ S−1ε }|
|∇F |2 ≥ Cε, (1.141)
where C is a constant independent of ε and E, and F ◦ S−1ε is given by
F ◦ S−1ε = F − ε{F,S0}+
ε2
2
({{F,S0},S0} − {F,S1}) +O(ε2+̺), (1.142)
the angle between the surfaces LFE′ and Sε(L
F
E) at the intersection points is bounded from
below by Cε. Therefore, foliations FF and FF◦S−1ε intersect transversally.
Remark 1.4.3. For the case of a function F which is OC2(1), the scattering map increases
(decreases) the energy E by order ε, provided that the first order term {F,L∗} in (1.140)
satisfies
{F,L∗} 6≡ 0.
Remark 1.4.4. Using expression (1.140) and S0 = −L∗, the condition for the transversality
of the foliations (1.141) reads out
|{F, {F,L∗}}+ ε/2(−{F, {{F,L∗},L∗}}+ {F, {F,S1}}) +O(ε1+̺)|
|∇F |2 ≥ C. (1.143)
Notice that if F is OC2(1) the term ε2 can be neglected and the condition reduces to
|{F, {F,L∗}}|
|∇F |2 ≥ C. (1.144)
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Proof: In Section 1.2.3.2 we have shown that there exists a Hamiltonian function Sε
generating the deformation of the scattering map Sε and we have given its first order
perturbative computation in equation (1.19). Hence, taking into account that Sε = S0 +
εS1 +O(ε2), it is clear that (see [CH82] for instance) F ◦ Sε is given by
F ◦ Sε = F + ε{F,S0}+ ε
2
2
({{F,S0},S0}+ {F,S1}) +O(ε2+̺),
for ̺ > 0, with S0 = −L∗.
In order to show the transversality between the foliations FF and FF◦S−1ε , we need to
obtain lower bounds for the angle of intersection. More precisely, the angle α between the
normal vectors to the tangent planes to the surfaces Sε(L
F
E) and L
F
E′ is given by
sin(α) =
|∇(F ◦ S−1ε )×∇F |
|∇(F ◦ S−1ε )||∇F |
=
|{F, F ◦ S−1ε }|
|∇(F ◦ S−1ε )||∇F |
,
where {F, S−1ε } is given in expression (1.142). From this expression one can see that
sin(α) is O(ε) and condition (1.141) gives the required transversality. 
As we have argued in the previous section the tori in Λ˜ε have different behavior
depending whether they are close or far from the separatrix. Thus, the tori in the flat
tori region and in the big gaps region far from the resonance are rather flat, whereas they
are bent in the big gaps region close to a resonance. The fact that the tori are not flat
has the consequence that the dominant effect of comparing a torus with a torus in the
image of the scattering map will include some extra terms. For this reason, we will divide
the study in three cases: on the one hand, the flat tori region and on the other hand
the resonant region with big gaps, where we will distinguish between far and close to the
resonance.
1.4.1.1 The flat tori region
In Lemma 1.4.5, we apply Lemma 1.4.2 to the flat tori region DF. By Theorem 1.3.1, in
one connected component of this region the invariant tori are given by the leaves LFE of a
foliation FF , where F is of the form (1.88). Moreover they can be written as a graph of
the action I over the angle variables (ϕ, s): I = λE(ϕ, s; ε), where λE is given in (1.89).
Lemma 1.4.5. Let us consider a foliation FF contained in a connected component of
the flat tori region DF, where the function F is of the form (1.88), so that the equation
F (I, ϕ, s; ε) = E defines a smooth surface given as a graph λE(ϕ, s; ε), with λE as in
(1.89).
Assume that hypothesis H2” is fulfilled. More precisely, the reduced Poincare´ function
L∗ defined in (1.11) verifies, for any value of (I, ϕ, s) ∈ H− ∩ DF that the function
θ˜ 7→ ∂L
∗
∂θ˜
(I, θ˜)
for θ˜ = ϕ − Is is positive (resp. negative) and non-constant for θ˜ on some set J ∗E (see
(1.12)). Then the foliations FF and FF◦S−1 intersect transversally.
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More precisely, any surface Sε(L
F
E) intersects at some point the surface L
F
E′ for any
E ′, E ′ − E = O(ε). The angle between the surfaces Sε(LFE) and LFE′ at the intersection
can be bounded from below by Cε, where C is a constant independent of ε and E.
Proof: We will apply Lemma 1.4.2 with F (I, ϕ, s; ε) = I + OC2(ε1+η−2(1+ν)/r) and I =
λE(I, ϕ, s; ε) = E+OC0(ε1+η) for some 0 < η ≤ 1/32. We will see that provided hypothesis
H2” is fulfilled, condition (1.141) of Lemma 1.4.2 is satisfied.
We first apply the scattering map to the implicit surface
LFE = {(I, ϕ, s) ∈ DF, F (I, ϕ, s) = E}.
Using the expression (1.140), we can compute Sε(L
F
E), which is given by
F ◦ Sε = E − ε{F,L∗}+O(ε2). (1.145)
where,
{F,L∗} = ∂F
∂ϕ
∂L∗
∂I
− ∂L
∗
∂ϕ
∂F
∂I
= −(1 +OC1(ε1+η−2(1+ν)/r))∂L
∗
∂θ˜
+OC1(ε1+η−2(1+ν)/r)
= −∂L
∗
∂θ˜
+OC1(ε1+η−2(1+ν)/r)
with θ˜ = ϕ− Is. Evaluating on I = E +OC0(ε1+η), equation (1.145) reads out
F (I, ϕ, s; ε) = E + ε
∂L∗
∂θ˜
(E,ϕ− Es) +O(ε1+̺).
for ̺ > 0.
By hypothesis H2” in Theorem 1.2.1 the scattering map increases (resp. decreases)
the energy by order ε. Hence, the surface Sε(L
F
E) intersects surfaces L
F
E′, for E
′ > E and
E ′ −E = O(ε).
Moreover, in order to see that they intersect transversally we need to check that
condition (1.141) is satisfied. Notice that in this case, by Remark 1.4.4, condition (1.144)
implies (1.141). Thus, we first compute
{F, {F,L∗}} =
(
∂F
∂I
)2
∂2L∗
∂ϕ2
+OC0(ε1+η−2(1+ν)/r)
= (1 +OC0(ε1+η−2(1+ν)/r))∂
2L∗
∂θ˜2
+OC0(ε1+η−2(1+ν)/r)
=
∂2L∗
∂θ˜2
+OC0(ε1+η−2(1+ν)/r).
Since, by assumption, the function ∂L
∗
∂θ˜
(E, θ˜) is non-constant for θ˜ in J ∗E, there exists
an interval J¯E ⊂ J ∗E where ∣∣∣∣∂2L∗
∂θ˜2
∣∣∣∣ ≥ C > 0,
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and using
|∇F | = 1 +OC1(ε1+η−2(1+ν)/r),
we have that condition (1.141) is satisfied and the angle between the surfaces Sε(L
F
E)
and LFE′ at the intersection can be bounded from below by Cε, where C is a constant
independent of ε and E. 
Remark 1.4.6. By Theorem 1.3.1, two consecutive tori are, at most, at distance ofO(ε1+η),
for some η > 0, in terms of the I variable. Moreover, these tori are OC0(ε1+η) close to the
level sets of the action I.
Hence, we conclude that the image under the scattering map of a torus Ti in the flat
tori region, given by I = Ii +O(ε1+η) intersects transversally another torus of this region
given by I = Ii+1 +O(ε1+η) with |Ii+1 − Ii| = O(ε):
Sε(Ti) ⋔ Ti+1.
1.4.1.2 Big gaps region
In Lemma 1.4.7 we apply Lemma 1.4.2 in one connected component of the big gaps region
DBG. By Theorem 1.3.1, the invariant tori are given by the leaves LFE of a foliation FF
for a certain function F of the form (1.95). Moreover, they can be written as a graph of
the action I over the angle variables (ϕ, s): I = λ±E(ϕ, s; ε), with λ
±
E as in (1.96). Recall
that in this foliation, the leaves with E > 0 are primary KAM tori whereas the leaves
with E < 0 are secondary.
The dominant terms in F and in the expressions λ±E of these tori depend on the
resonance −l0/k0 and the distance to the separatrix, which is measured in terms of E.
Thus, on the one hand tori are bent when they approach the separatrix, that is when
E → 0, and on the other hand tori are flatter when the size ε|(k0, l0)|−1/r of the gap
decreases, which is controlled by k0 and therefore by γ (see (1.111) for a definition of γ).
In the following Lemma 1.4.7 we consider the different cases and we prove that condi-
tions H2”, H3” and H3”’ ensure the existence of a transversal intersection between the
foliation FF and its image under the scattering map.
Lemma 1.4.7. Let us consider a connected component of the big gaps region DBG defined
in (1.82). Recall from formula (1.95) that, in this component, the function F is of the
form
F (I, ϕ, s; ε) =
(k0I + l0)
2
2
(1 +OC2,I(ε)) + εγU˜k0,l0(θ; ε) +OC2(εγ/2+1+η), (1.146)
where θ = k0ϕ + l0s, and for some 0 ≤ ρ < π and some range of energies −εγ ≤
E ≤ L2, the equation F (I, ϕ, s; ε) = E defines two smooth surfaces LF±E given as graphs
I = λ±E(ϕ, s; ε), with λ
±
E given in (1.96), of the form
λ±E(ϕ, s; ε) = −
l0
k0
+
1
k0
Y±(x,E) +OC1(ε1+η), (1.147)
where
Y±(x,E) = ±(1 + εb)ℓ(θ, E) + εY˜±(ℓ(θ, E)), (1.148)
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for ρ ≤ θ = k0ϕ + l0s ≤ 2π − ρ and ℓ(θ, E) =
√
2(E − εγU˜k0,l0(θ; 0)) with U˜k0,l0(θ; ε)
defined in (1.113) and Y˜± satisfying (1.119).
Assume that hypothesis H2” is fulfilled, more precisely, that the reduced Poincare´
function L∗ verifies, for any value of (I, ϕ, s) ∈ H− ∩ DBG, that the function
θ˜ 7→ ∂L
∗
∂θ˜
(I, θ˜)
for θ˜ = ϕ− Is is positive (resp. negative) and non-constant for θ˜ ∈ J ∗I .
For |(k0, l0)| ≺ ε−1/r assume hypothesis H3” on (k0, l0) in Theorem 1.2.1, which is
that the function
θ →
k0U˜
′k0,l0(θ; 0)∂L
∗
∂θ˜
(
−l0
k0
, θ
k0
)
+ 2U˜k0,l0(θ; 0)∂
2L∗
∂θ˜2
(
−l0
k0
, θ
k0
)
2∂
2L∗
∂θ˜2
(
−l0
k0
, θ
k0
) (1.149)
is non-constant.
For |(k0, l0)| ∼ ε−1/r we assume the following hypothesis, which is condition H3”’ on
(k0, l0) in Theorem 1.2.1:
There exists a constant C, independent of E and ε, and an interval J ⊂ J ∗−l0/k0 such
that given any E, ε in this region and θ ∈ J ,∣∣∣∣∣ 12(E − εγU˜k0,l0(θ; 0))
(
2E
∂2L∗
∂θ˜2
(− l0
k0
,
θ
k0
)
−εγ
[
k0U˜
′k0,l0(θ; 0)
∂L∗
∂θ˜
(− l0
k0
,
θ
k0
) + 2U˜k0,l0(θ; 0)
∂2L∗
∂θ˜2
(− l0
k0
,
θ
k0
)
]
±εk0
√
2(E − εγU˜k0,l0(θ; 0))∂L
∗
∂θ˜
(− l0
k0
,
θ
k0
)
∂2L∗
∂θ˜2
(− l0
k0
,
θ
k0
)
)∣∣∣∣ ≥ C.
(1.150)
Then, the foliations FF and FF◦S−1 intersect transversally.
More precisely, any surface Sε(L
F,−
E ) intersects at some point the surface L
F,−
E′ for any
E ′ < E and |E ′ − E| ≤ Ck0εmax(|E|1/2, εγ/2). Analogously, any surface Sε(LF,+E ) inter-
sects at some point the surface LF,+E′ for any E
′ > E and |E ′−E| ≤ Ck0εmax(|E|1/2, εγ/2).
In some cases, it is possible that a certain surface Sε(L
F,−
E ) intersects the surface L
F,−
E′
with E ′ > E and |E ′ −E| ≤ Ck0εmax(|E|1/2, εγ/2)
The angle between the surfaces Sε(L
F,±
E ) and L
F,±
E′ at the intersection is bounded from
below by Cε, where C is a constant independent of ε and E.
Remark 1.4.8. Lemma 10.16 in [DLS06a] gives a computable sufficient condition that
guarantees that hypothesis H3”’ on (k0, l0) is verified. Indeed, let
a(θ) =
∂2L∗
∂θ˜2
(− l0
k0
,
θ
k0
),
b(θ) = −1
2
(
k0U˜
′k0,l0(θ; 0)
∂L∗
∂θ˜
(− l0
k0
,
θ
k0
) + 2U˜k0,l0(θ; 0)
∂2L∗
∂θ˜2
(− l0
k0
,
θ
k0
)
)
,
c(θ) = ±
√
2
2
∂L∗
∂θ˜
(− l0
k0
,
θ
k0
)
∂2L∗
∂θ˜2
(− l0
k0
,
θ
k0
),
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if there exist θ1, θ2 and θ3 in some interval J verifying∣∣∣∣∣∣
a˜(θ1) a˜(θ2) a˜(θ3)
b˜(θ1) b˜(θ2) b˜(θ3)
c˜(θ1) c˜(θ2) c˜(θ3)
∣∣∣∣∣∣ 6= 0, (1.151)
where
a˜(θ) = a(θ)2
b˜(θ) = 2a(θ)b(θ)− c(θ)2
c˜(θ) = b(θ)2 − c(θ)2U˜k0,l0(θ; 0),
(1.152)
then there exists a constant C and three intervals θi ∈ Ji ⊂ J , i = 1, 2, 3 such that for
any θ ∈ Ji ∣∣∣∣∣∣a(θ)E + b(θ)ε
γ + c(θ)εk0
√
E − εγU˜k0,l0(θ; 0)
E − εγU˜k0,l0(θ; 0)
∣∣∣∣∣∣ ≥ C,
which is hypothesis H3”’ on (k0, l0).
Proof: We will apply Lemma 1.4.2 to the foliation FF given in (1.146).
We first apply the scattering map to the implicit surface
LFE = {(I, ϕ, s) ∈ DBG, F (I, ϕ, s) = E}.
Using the expression (1.140), we can compute Sε(L
F
E), which is given by
(F ◦ Sε)(I, ϕ, s; ε) = E − ε{F,L∗}+ ε
2
2
({{F,L∗},L∗}+ {F,S1}) +O(ε2+ρ), (1.153)
where
{F,L∗} = −∂F
∂I
∂L∗
∂ϕ
+
∂F
∂ϕ
∂L∗
∂I
= −k0(k0I + l0)(1 +OC2(ε))∂L
∗
∂θ˜
(I, θ˜) + εγk0U˜
′k0,l0(θ, ε)
∂L∗
∂I
(I, θ˜)
+OC1(εγ/2+1+η)
where θ˜ = ϕ− Is and θ = k0ϕ + l0s. Evaluating on I = λ±E(ϕ, s; ε) introduced in (1.96)
we have that
{F, L∗}
= −k0Y±(θ, E)(1 +OC2(ε))∂L
∗
∂θ˜
(
− l0
k0
+
1
k0
Y±(θ, E), ϕ−
(
− l0
k0
+
1
k0
Y±(θ, E)
)
s
)
+εγk0U˜
′k0,l0(θ, ε)
∂L∗
∂I
(
− l0
k0
+
1
k0
Y±(θ, E), ϕ−
(
− l0
k0
+
1
k0
Y±(θ, E)
)
s
)
+OC1(ε1+η)
= ∓k0ℓ(θ, E)∂L
∗
∂θ˜
(
− l0
k0
+
1
k0
ℓ(θ, E), ϕ−
(
− l0
k0
+
1
k0
ℓ(θ, E)
)
s
)
+OC1(k0(εℓ(θ; ε) + ε1+η + εγ)). (1.154)
1.4. CONSTRUCTION OF A TRANSITION CHAIN 83
Note that, in this case, the size of the main term of {F,L∗} depends on ℓ(θ, E), which
ranges from εγ/2 up to L, depending on the energy E. Roughly speaking, when the size
of the energy is big, the term ε{F,L∗} in (1.153) is bigger than ε2, so the terms of this
order can be neglected. However, when the energy is small, the size of the term ε{F,L∗}
can be of order ε2 and in this case we need to take into account the terms of order ε2 that
appear in (1.153).
Hence, we choose µ such that 0 ≤ µ < γ and we distinguish two cases: the case
when tori are close to the resonance, which corresponds to small values of the energy
(−εγ ≤ E ≤ εµ) and the case when they are reasonably far from a resonance, which
corresponds to greater values of the energy (εµ ≤ E ≤ L2).
Far from the resonance: εµ ≤ E ≤ L2.
The case far from a resonance is analogous to the flat tori region, studied in the
previous section, because in this case
ℓ(θ, E) =
√
2(E − εγU˜k0,l0(θ; ε)) =
√
2E
√
1− ε
γ
E
U˜k0,l0(θ; ε)
=
√
2E(1 +O(εγ−µ)),
consequently, since
√
2E ≥ √2εµ/2 and εµ/2 > εγ/2 > k0ε, the function {F,L∗} becomes
{F,L∗} = ∓k0
√
2E
(
∂L∗
∂θ˜
(
− l0
k0
+
√
2E
k0
, ϕ− (− l0
k0
+
√
2E
k0
)s
)
+O(k0εγ−µ)
)
,
and therefore in (1.153) for Sε(L
F,±
E ), the dominant terms become
F = E ± εk0
√
2E
∂L∗
∂θ˜
(
− l0
k0
+
√
2E
k0
, ϕ− (− l0
k0
+
√
2E
k0
)s
)
+O(k0E1/2ε1+γ−µ).
Then, if the function ∂L
∗
∂θ˜
(I, θ˜) is not constant and positive as a function of θ˜, and
using that ∇F = ±k0
√
2E +O(εγ), Lemma 1.4.2 gives us the desired result.
Close to the resonance: −εγ ≤ E ≤ εµ.
The case close to a resonance is more technical because the size of the energy is now
comparable to the term εγU˜k0,l0 and therefore |ℓ(·, E)| = max(εγ/2, |E|1/2).
As we already mentioned, in this case we need to take into account the term of order
ε2 in the expression (1.153) because in some cases it will be comparable to ε{F,L∗}.
Fortunately, among all the terms in ε2/2({{F,L∗},L∗} + {F,S1}) we will see that there
is a dominant one. To that end we notice first that all the terms that appear in the
derivatives up to second order for F with respect to (I, ϕ, s) are O(I, εγ), except
∂2F
∂I2
= k20(1 +OC2(ε)). (1.155)
Hence, in the expression {{F,L∗},L∗} + {F,S1} all the terms are of order ε̺, for some
̺ > 0, except
∂2F
∂I2
(
∂L∗
∂θ˜
(I, θ˜)
)2
.
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Therefore, using this feature and (1.154), the expression (1.153) for Sε(L
F,±
E ) is given by
F (I, ϕ, s; ε) = E ± εk0
√
2(E − εγU˜k0,l0(θ; 0))∂L
∗
∂θ˜
(− l0
k0
,
θ
k0
)
+
ε2
2
k20
(
∂L∗
∂θ˜
(− l0
k0
,
θ
k0
)
)2
+OC1(ε2+̺) (1.156)
= E + εM±(θ; ε) +OC1(ε2+̺),
where
M±(θ; ε) = k0∂L
∗
∂θ˜
(− l0
k0
,
θ
k0
)
(
±
√
2(E − εγU˜k0,l0(θ; 0)) + εk01
2
∂L∗
∂θ˜
(− l0
k0
,
θ
k0
)
)
.
(1.157)
In the above expression (1.157) there appear two quantities that can be comparable or
not depending on k0. On the one hand, there is
√
2(E − εγU˜k0,l0(θ; 0)), which is related
to the size of the gap and the other one there is εk0
1
2
∂L∗
∂θ˜
(− l0
k0
, θ
k0
), which is related to the
size of the heteroclinic jumps provided by the scattering map Sε. Hence we distinguish
three situations depending on k0:
i. If εγ/2 ≺ k0ε, that is |(k0, l0)| ≻ ε−1/r (see definition for γ in (1.111)) we have that
the expression (1.156) reduces to
F (I, ϕ, s; ε) = E +
ε2
2
k20
(
∂L∗
∂θ˜
(
− l0
k0
,
θ
k0
))2
+OC1(k20ε2+̺),
for any ̺ > 0. So, tori are essentially flat and this is equivalent to the flat tori case.
Hence, condition H2” assures that the foliations intersect transversally.
ii. If k0ε ≺ εγ/2, that is |(k0, l0)| ≺ ε−1/r (see definition for γ in (1.111)), we have that
the expression (1.156) for Sε(L
F,±
E ) reduces to
F (I, ϕ, s; ε) = E ± εk0
√
2(E − εγU˜k0,l0(θ; 0))∂L
∗
∂θ˜
(
− l0
k0
,
θ
k0
)
+OC1(k20ε2+̺),
(1.158)
for any ̺ > 0.
This is the case when the size of the gaps in the foliation of primary tori is bigger
than the size of the heteroclinic jumps provided by the scattering map. Hence, if
we consider the surface LF,−E , by hypothesis H2” we have that
−εk0
√
2(E − εγU˜k0,l0(θ; 0))∂L
∗
∂θ˜
(
− l0
k0
,
θ
k0
)
is a negative function, and therefore by equation (1.158) S(LF,−E ) intersects surfaces
LF,−E′ with E
′ < E and |E ′ − E|  k0εmax(εγ/2, |E|1/2). An analogous result is
obtained for LF,+E with E
′ > E.
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iii. If εγ/2 ∼ k0ε, which is the case when |(k0, l0)| ∼ ε−1/r we have that the terms√
2(E − εγU˜k0,l0(θ; 0)) and 1
2
εk0
∂L∗
∂θ˜
(− l0
k0
, θ
k0
) in the expression (1.157) are compa-
rable. This case is the hardest to study because the size of the gap has the same
order than the heteroclinic jumps. This causes that there are different geometries
for Sε(L
F,±
E ) that could happen depending on the numerical values of the leading
coefficients.
If we focus in the case of Sε(L
F,−
E ), by hypothesis H2”, the main term M− in F
given in (1.157) can have different signs depending on the size of ℓ(θ; ε). According
to that, we distinguish the following cases:
(a) The first case is when∣∣∣∣−√2(E − εγU˜k0,l0(θ; 0)) + εk012 ∂L∗∂θ˜ (− l0k0 , θk0 )
∣∣∣∣
C1
≤ ε1+̺.
This case corresponds to points in LF,−E that are OC2(ε2+̺)-close to homoclinic
jumps Sε(L
F,−
E ) ⋔ L
F,−
E . They are not good for diffusion.
(b) The second case is when∣∣∣∣−√2(E − εγU˜k0,l0(θ; 0)) + εk012 ∂L∗∂θ˜ (− l0k0 , θk0 )
∣∣∣∣
C1
> ε1+̺.
This case corresponds to points in heteroclinic jumps Sε(L
F,−
E ) ⋔ L
F,−
E′ and we
can distinguish two situations that can take place.
On the one hand, if
−
√
2(E − εγU˜k0,l0(θ; 0)) > εk01
2
∂L∗
∂θ˜
,
which is the case when the heteroclinic jumps are smaller than the gap, Sε(L
F,−
E )
intersects surfaces LF,−E′ with E
′ < E and
|E ′ − E|  k0εmax(εγ/2, |E|1/2). Thus, for small values of energy E > 0,
the scattering map will connect a surface with energy E > 0 with a surface
E ′ < 0, which corresponds to a heteroclinic connection of a primary tori with
a secondary one.
On the other hand, when
−
√
2(E − εγU˜k0,l0(θ; 0)) < εk01
2
∂L∗
∂θ˜
,
which is the case when the heteroclinic jumps are bigger than the gaps created
between primary tori, we obtain that Sε(L
F,−
E ) will intersect the surfaces L
F,−
E′
with E ′ > E and |E ′ − E|  k0εmax(εγ/2, |E|1/2). In this case the scattering
map will connect two tori with positive energy, that is, two primary tori, and
cross the gap with just one application of the scattering map.
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Once we have a heteroclinic connection that crosses the separatrix loop, we can con-
sider Sε(L
F,+
E ), which corresponds to the upper branch of the level set F (I, ϕ, s; ε) =
E, E > 0. In this case, by hypothesis H2”, in expression (1.156) the main term
M+ in F given in (1.157) is always positive, so Sε(LF,+E ) will intersect surfaces LF,+E′
with E ′ > E and |E ′ − E|  k0εmax(εγ/2, |E|1/2).
Now, we want to check that the intersections for the cases (ii) and (iii) take place
transversally by means of condition (1.141). For the case described in item (ii) in this
proof, condition (1.144) implies condition (1.141). So, we first compute {F, {F,L∗}},
where {F,L∗} is given by equation (1.154). Using again that the derivatives up to second
order for F with respect to (I, ϕ, s) are O(I, εγ), except the one in (1.155), we get
{F, {F,L∗}} =
(
∂F
∂I
)2
∂2L∗
∂ϕ2
− ∂F
∂ϕ
∂2F
∂I2
∂L∗
∂ϕ
+OC0(ε1+η)
= (k0I + l0)
2k20
∂2L∗
∂θ˜2
(θ˜, E)− εγU˜ ′k0,l0(θ, ε)k0k20
∂L∗
∂θ˜
(θ˜, E)
+OC0(k20εℓ(θ; ε) + ε1+η).
Using that
|∇F | = (k0I + l0)k0 +O(k0ε),
and evaluating on I = λ±E(ϕ, s; ε), we have that the condition (1.141) is satisfied provided
that ∣∣∣∣∣ ±12(E − εγU˜k0,l0(θ; 0))
(
2E
∂2L∗
∂θ˜2
(− l0
k0
,
θ
k0
)
−εγ
[
k0U˜
′k0,l0(θ; 0)
∂L∗
∂θ˜
(− l0
k0
,
θ
k0
) + 2U˜k0,l0(θ; 0)
∂2L∗
∂θ˜2
(− l0
k0
,
θ
k0
)
])∣∣∣∣ ≥ C
By Lemma 10.10 in [DLS06a], hypothesis H3” on (k0, l0) implies the previous condi-
tion and therefore the angle between the surfaces Sε(L
F
E) and L
F
E′ at the intersection can
be bounded from below by Cε, for some suitable constant independent of ε.
For the particular case |(k0, l0)| ∼ ε−1/r described in item (iii), we will check condition
(1.143). Using the expression (1.157) for the dominant termM± in F and proceeding as
in the previous case, we have that the dominant term in the numerator of (1.141) is given
by (
∂F
∂I
)2
∂2L∗
∂ϕ2
− ∂F
∂ϕ
∂2F
∂I2
∂L∗
∂ϕ
+ ε
∂F
∂I
∂L∗
∂ϕ
∂2L∗
∂ϕ2
= (k0I + l0)
2k20
∂2L∗
∂θ˜2
(θ˜, E)− εγU˜ ′k0,l0(θ, ε)k0k20
∂L∗
∂θ˜
(θ˜, E)
+ε(k0I + l0)k
2
0
∂L∗
∂ϕ
(θ˜, E)
∂2L∗
∂ϕ2
(θ˜, E)
Using that
|∇F | = (k0I + l0)k0 +O(k0ε),
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and evaluating on I = λ±E(ϕ, s; ε), we have that the condition (1.141) is satisfied provided
that ∣∣∣∣∣ ±12(E − εγU˜k0,l0(θ; 0))
(
2E
∂2L∗
∂θ˜2
(− l0
k0
,
θ
k0
)
−εγ
[
k0U˜
′k0,l0(θ; 0)
∂L∗
∂θ˜
(− l0
k0
,
θ
k0
) + 2U˜k0,l0(θ; 0)
∂2L∗
∂θ˜2
(− l0
k0
,
θ
k0
)
]
±εk0
√
2(E − εγU˜k0,l0(θ; 0))∂L
∗
∂θ˜
(− l0
k0
,
θ
k0
)
∂2L∗
∂θ˜2
(− l0
k0
,
θ
k0
)
)∣∣∣∣ ≥ C,
for some constant C. By hypothesis H3”’ on (k0, l0) in Theorem 1.2.1 we know that the
previous condition is satisfied for θ ∈ J ⊂ J ∗−l0/k0 . Consequently, the angle of intersection
can be bounded again from below by Cε, for some suitable constant independent of ε. 
Remark 1.4.9. By Theorem 1.3.1 we know that the tori in a connected component of the
big gaps region are given by the expression I = λ±E(ϕ, s; ε), for E = Ei and−εγ ≤ Ei ≤ L2,
with λ±E given in (1.96). Moreover, they satisfy
|Ei −Ei+1| ≤ εγ/2+1+η ≤ max(|Ei|1/2, εγ/2)
and they are O(ε1+η)-closely spaced, in terms of the I variable.
Hence, we conclude that the image under the scattering map of a torus Ti, Sε(Ti) in
the big gaps region, given by I = λ±Ei(ϕ, s; ε), intersects transversally another torus Ti+1
of this region given by I¯ = λ±Ei+1(I, ϕ, s; ε), with |Ei+1 − Ei| = O(εγ/2+1+η) (equivalently
|I − I¯| ≤ ε1+η):
Sε(Ti) ⋔ Ti+1.
1.4.2 Proof of Proposition 1.4.1
The proof is just a combination of the results obtained in Section 1.4.1.
We start with a torus T0, which is O(ε1+η)-close to the submanifold I = I−. Assume
that this torus belongs to the flat tori region with averaged energy E0. Then, we apply
Lemma 1.4.5 and Remark 1.4.6 and we get that Sε(T0) intersects transversally all primary
tori with averaged energy in the mentioned interval (E0−Cε,E0+Cε). We pick a primary
KAM torus T1 provided by Theorem 1.3.1 with energy E1 in the interval and we repeat the
argument until we reach a big gaps region. Assuming that we have applied it K times, we
have that the torus T0 has heteroclinic connections with all the tori whose energy lies in
the interval (E0−KCε,E0+KCε), or equivalently, in the interval (I−−K∗Cε, I−+K∗Cε)
in terms of action variables.
When the domain (I−−K∗Cε, I−+K∗Cε)×T2 for which the torus T0 has a heteroclinic
connection overlaps with a big gaps region [−l0/k0−Lk0 ,−l0/k0+Lk0 ]×T2 we use Lemma
1.4.7 and Remark 1.4.9 to show that we can cross the gap created by the resonance
−l0/k0 just connecting either a primary KAM torus with a secondary one and again with
a primary one or two primary KAM tori. Hence, we can construct a piece of chain that
starts in T0 and reaches all the way to Ti, where Ti is a primary KAM torus whose equation
is I = −l0/k0 + Lk0 +O(ε) and is contained again in the flat tori region.
Therefore, we can keep constructing a transition chain just repeating the procedure
stated before for the primary KAM torus Ti until we reach TN(ε).
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The case when T0 belongs to a big gaps region is analogous. 
1.5 Example
Consider the Hamiltonian
Hε(p, q, I, ϕ, t) = ±
(
p2
2
+ cos q − 1
)
+
I2
2
+ ε cos q g(ϕ, t), (1.159)
which is a generalization of the famous example introduce by V.I. Arnol’d in [Arn64]. The
function g is chosen as a periodic function with an infinite number of harmonics in the
angles (ϕ, t), say
g(ϕ, t) =
∑
(k,l)∈N2
ak,l cos(kϕ+ lt), (1.160)
with ak,l = ρ
krl and 0 < ρ, r < 1 real numbers to be chosen small enough.
The Hamiltonian of one degree of freedom P±(p, q) = ± (p2/2 + cos q − 1) is the stan-
dard pendulum when we choose the + sign, and its separatrix for positive p is given
by
q0(t) = 4 arctan e
±t, p0(t) = 2/cosh t.
An important feature of the Hamiltonian (1.159) is that the 3-dimensional NHIM
Λ˜ = {(0, 0, I, ϕ, s) : (I, ϕ, s) ∈ R× T2}
is preserved without any deformation for any ε: p = q = 0 ⇒ p˙ = q˙ = 0. However, in
contrast with the example in [Arn64], the perturbation does not vanish on Λ˜. Indeed,
the Hamiltonian (1.159) restricted to Λ˜ takes the form I2/2 + εg(ϕ, t). Hence, the 2-
dimensional whiskered tori
T 0I = {(0, 0, I, ϕ, s) : (ϕ, s) ∈ T2}
are not preserved for ε 6= 0, and resonances (1.48) take place at I = −l/k for each
(k, l) ∈ N2, gcd(k, l) = 1. Therefore, we have a dense set of gaps of size O(ε1/2√ak,l) and,
among them the ones such that
√
ak,l < ε
1/2 give rise to resonances with big gaps and the
example (1.159) presents the large gap problem for I < 0.
Hence, for any finite range of I, [I−, I+] ⊂ R− we will prove the existence of diffusing
orbits.
The Melnikov potential (1.9) of the Hamiltonian (1.159) is given by
L(I, ϕ, s) =
∑
(k,l)∈N2
Ak,l(I) cos(kϕ+ ls),
with
Ak,l(I) = 2π
(kI + l)
sinh π
2
(kI + l)
ak,l for I 6= −l/k, Ak,l(I)(−l/k) = 4ak,l. (1.161)
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Next, we will see that for 0 < ρ < r ≪ 1 we can find open sets of (I, ϕ, s) ∈ [I−, I+]×T2,
such that the function τ ∈ R 7→ L(I, ϕ− Iτ, s− τ) has non-degenerate critical points at
τ = τ ∗(I, ϕ, s) which verify the hypothesis H2’.
Recall that hypothesis H2’ deals with the existence of transverse intersections of the
stable and unstable manifolds of Λ˜ε. Hence, the non-degenerate critical points of the
function τ 7→ L(I, ϕ− Iτ, s− τ) give rise to transverse intersections.
In order to check hypothesis H2’, we will use the results in the example given in
Chapter 13 of [DLS06a] by means of the following argument. Assuming that ρ, r are small
enough, the function g(ϕ, s) is well approximated by its truncated first order trigonometric
polynomial g[≤1](ϕ, s) = 1 + ρ cosϕ+ r cos s. More precisely,
g(ϕ, s) = 1 + ρ cosϕ+ r cos s+O2(ρ, r)
:= g[≤1](ϕ, s) + g[>1](ϕ, s).
Hence, as long as 0 < ρ, r ≪ 1, if hypothesis H2’ is verified for the trigonometric polyno-
mial g[≤1](ϕ, s), it will be also verified for the perturbation g(ϕ, s).
Notice that the Fourier coefficients Ak,l(I) are nothing else but the Fourier coefficients
ak,l multiplied by a certain function depending on I that decreases exponentially as |I| goes
to infinity. Hence, arguing as we did for the perturbation g, we approximate the function
L(I, ϕ, s) by its first order trigonometric polynomial L[≤1](I, ϕ, s) = A0,0+A1,0(I) cosϕ+
A0,1 cos s, that is
L(I, ϕ, s) = A0,0 + A1,0(I) cosϕ+ A0,1 cos s +O2(ρ, r)
:= L[≤1](I, ϕ, s) + L[>1](I, ϕ, s). (1.162)
Recall that we are looking for non-degenerate critical points of
L(τ) := L(I, ϕ− Iτ, s− τ) =
∑
(k,l)∈N2
Ak,l(I) cos(kϕ+ ls− τ(Ik + l)), (1.163)
with Ak,l(I) as in (1.161).
Using that the Melnikov function L is well approximated by L[≤1], fixed (I, ϕ, s), we
only need to study the evolution of L[≤1] along the straight lines
R : τ ∈ R 7→ (ϕ− Iτ, s− τ) ∈ T2 (1.164)
on the torus.
This study has already been performed in the example in Chapter 13 in [DLS06a],
where the reader can find more details. We just mention that since ρ, r > 0, for any
fixed I, the function (ϕ, s) 7→ L[≤1](I, ϕ, s) possesses exactly four non-degenerate critical
points: a maximum at (0, 0), a minimum at (π, π) and two saddles at (0, π) and (π, 0)
(see Figure 1.2). Around the two extremum points, its level curves are closed (and indeed
convex) curves which fill out a basin ending at the level curve of one of the saddle points.
Therefore, any straight line (1.164) that enters into some extremum basin is tangent
to one of the convex closed level curves, giving rise to a non-degenerate extremum of
τ ∈ R 7→ L[≤1](I, ϕ− Is, s− τ). So, degenerate extrema of τ ∈ R 7→ L[≤1](I, ϕ− Is, s− τ)
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Figure 1.2: Graph and level curves of the Melnikov potential L[≤1](I, ϕ, s) with ρ = 1/16,
r = 1/8 and I = −l/k
can only exist for straight lines that never enter inside such extremum basins. It is clear
that this never happens for irrational values of I because it implies a dense straight line
(and infinite non-degenerate extrema for τ ∈ R 7→ L[≤1](I, ϕ− Is, s− τ)). On the other
hand, straight lines with rational slopes enter inside both extremum basins at least twice,
except for the slopes 0,±1,±∞, which correspond to the rational values I = 0,−1/2,−1.
In the case of slopes 0,±∞, straight lines enter at least once in one of the extremum
basins. In the case of slopes ±1, it might happen that the straight line (1.164) passes
through both saddle points and never enters inside an extremum basin. However, we have
assumed ρ < r so that the values of Melnikov potential are different at the saddle points
and therefore the function τ ∈ R 7→ L[≤1](I, ϕ − Is, s − τ) has non-degenerate extrema
for any I ∈ [I−, I+] ⊂ R−.
When we take into account L[>1] in the Melnikov potential L in (1.162), it is clear
that in the compact subset [I−, I+]× T2, as long as 0 < ρ, r ≪ 1, the function τ ∈ R 7→
L(I, ϕ − Iτ, s − τ) has non-degenerate extrema, and for every I we can find a smooth
function τ = τ ∗(I, ϕ, s) defined in an open set of (ϕ, s) ∈ T2.
Moreover, since L is periodic with respect to (ϕ, s) and non-constant with non-
degenerate extrema along any straight line, ∂ϕL∗, where L∗ is given in (1.11) is also
periodic and non-constant and indeed changes sign. Therefore, for every I, there exists a
nonempty set JI where ∂ϕL∗ > 0 (and a nonempty set J −I where ∂ϕL∗ < 0), so hypothesis
H2” is fulfilled. Indeed the set of points where ∂ϕL∗ vanishes is a discrete set.
Conditions H3’, H3” and H3”’ can also be checked in the example (1.160) at the
resonances I = −l0/k0.
If we consider I = −l0/k0 for any (k0, l0) ∈ N2, k0 6= 0 and gcd(k0, l0) = 1, the function
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Uk0,l0 in hypothesis H3 on (k0, l0) has the following expression
Uk0,l0(θ) =
M∑
t=1
atk0,tl0 cos(tθ) = ak0,l0 cos(θ) +O2(ρk0 , rl0), (1.165)
where θ = k0ϕ + l0s.
Therefore, θ1 = 0 and θ2 = π are the unique critical points for the function U
k0,l0(θ).
Hence hypothesis H3’ on (k0, l0) is clearly verified.
Next, for I = −l0/k0 we want to check hypothesis H3” on (k0, l0). This condition
requires to show that the function f in (3.22) is not constant. To that end, we will consider
two values of θ and we will show that their images for this function are different. For
instance, notice that the function f in (3.22) takes the same values as Uk0,l0 evaluated on
its critical points θ1 and θ2 as long as
∂2L∗
∂ϕ2
(I, θi/k0) 6= 0, for i = 1, 2. Hence, hypothesis
H3” on (k0, l0) is clearly satisfied if the function U
k0,l0 has two extrema θi taking different
values which satisfy ∂
2L∗
∂ϕ2
(I, θi/k0) 6= 0, which is the case.
Similarly, we can check hypothesis H3” on (k0, l0). In this case we need to show that
the determinant (1.151) given in Remark 1.4.9 does not vanish. It is clearly non-zero if
we choose, for the two first columns, the two critical points θ1 and θ2 discussed above,
and for the third column θ3 6= 0, π, such that ∂2L∗∂ϕ2 (−l0/k0, θ3/k0) = 0, but otherwise
U
′k0,l0(θ3) 6= 0 and ∂L∗∂ϕ (−l0/k0, θ3/k0) 6= 0.
Hence, we apply Theorem (1.2.1) and we conclude that
Proposition 1.5.1. Given the Hamiltonian (1.159) with g as in (1.160), 0 < ρ < r ≪ 1
and [I−, I+] ⊂ R−, for |ε| ≤ ε∗(ρ, r) there exist orbits following the mechanism described
in the previous sections and such that I(0) ≤ I−, I(T ) ≥ I+, for any T > 0.
1.6 Appendix
1.6.1 Appendix: Double Fouries Series
Proposition 1.6.1. Let f be a Cr function with respect to (J, ϕ, s, ε), r ≥ 1 and 2π-
periodic with respect to (ϕ, s). Then its Fourier coefficients fk,l(J, ε), (k, l) ∈ Z2, satisfy,
for ℓ = 0, . . . , r
|fk,l|Cℓ ≤ C
|f |Cr
|(k, l)|r−ℓ , (1.166)
where C is a constant that depends only on r and ℓ and |(k, l)| = max(|k|, |l|).
Proof. From the expression for the Fourier coefficients of a function f
fk,l(J ; ε) =
1
(2π)2
∫
T2
f(J, ϕ, s; ε)ei(kϕ+ls)dϕds,
taking into account that f is Cr in the variables (ϕ, s), we can integrate r = n+m times
by parts (n times with respect to ϕ and m times with respect to s) and express the Fourier
coefficient fk,l(J, ε), with (k, l) 6= (0, 0) in the form
fk,l(J ; ε) = (−1)r 1
(2π)2
1
(ik)n(il)m
∫
T2
∂rf(J, ϕ, s; ε)
∂ϕn∂sm
ei(kϕ+ls)dϕds,
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so that,
|fk,l|C0 ≤ 1|k|n|l|m
∣∣∣∣ ∂rf∂ϕn∂sm
∣∣∣∣
C0
≤ n!m!|f |0,r|k|n|l|m ,
for any 0 ≤ n,m ≤ r such that n+m = r, where |·|Cℓ is the standard Cℓ norm defined in
(1.2) and |·|ℓ1,ℓ2 is the seminorm defined in (1.3). Therefore,
|fk,l|C0 ≤ r!|f |0,r|(k, l)|r ≤
r!|f |Cr
|(k, l)|r .
where |(k, l)| = max(|k|, |l|).
Now, taking into account that Dℓfk,l(J ; ε) is the Fourier coefficient of the function
∂ℓf(J,ϕ,s;ε)
∂Jℓ
, which is a Cr−ℓ function, and using the same argument as before we have that
|Dℓfk,l|C0 ≤ ℓ!(r − ℓ)!|f |ℓ,r−ℓ|(k, l)|r−ℓ ≤
ℓ!(r − ℓ)!|f |Cr
|(k, l)|r−ℓ .
From the definition of | · |Cℓ norm in (1.2) we have the estimate
|fk,l|Cℓ =
ℓ∑
i=0
|Difk,l|C0
i!
≤
ℓ∑
i=0
(r − i)!|f |Cr
|(k, l)|r−i ≤ C
|f |Cr
|(k, l)|r−ℓ ,
where C is a constant that only depends on ℓ and r, C = r! + (r− 1)! + . . .+ (r− ℓ)!, as
we wanted to see. 
We consider the truncation of its Fourier series at order M in the following way:
f(J, ϕ, s; ε) = f [≤M ](J, ϕ, s; ε) + f [>M ](J, ϕ, s; ε),
where
f [≤M ](J, ϕ, s; ε) =
∑
(k,l)∈Z2,
|k|+|l|≤M
fk,l(J ; ε)e
i(kϕ+ls),
and
f [>M ](J, ϕ, s; ε) =
∑
(k,l)∈Z2
|k|+|l|>M
fk,l(J ; ε)e
i(kϕ+ls).
Proposition 1.6.2. Let f be of class Cr with respect to (J, ϕ, s, ε), r ≥ 1 and 2π-periodic
with respect to (ϕ, s). The M-th order remainder f [>M ] of the Fourier series of f is
bounded in the standard Cℓ norm, for ℓ = 0, . . . , r − 3 by
∣∣f [>M ]∣∣
Cℓ
≤ C |f |Cr
M r−(ℓ+2)
, (1.167)
where C is a constant that depends only on r and ℓ.
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Proof. The proof is very simple and follows from the estimate (1.166) for the Fourier
coefficients of a Cr function obtained in the previous propositon. More precisely,
∣∣f [>M ]∣∣
Cℓ
≤
∑
(k,l)∈Z2,
|k|+|l|>M
|fk,l|Cℓ
≤ C
∑
(k,l)∈Z2,
|k|+|l|>M
|f |Cr
|(k, l)|r−ℓ
≤ C
∞∑
t=M+1
4t
|f |Cr
tr−ℓ
≤ 4C |f |Cr
∫ ∞
M
tℓ−r+1dt
= 4
C
r − ℓ− 2 |f |Cr M
ℓ−r+2,
where C is a constant that depends only on r and ℓ. 
1.6.2 Appendix: weighted norms
We consider functions u ∈ τM(I × T2), where I ⊂ R, introduced in (1.28), and we can
consider the different types of norms introduced in this memoir: the standard Cr norm
introduced in (1.2), the Fourier norm introduced in (1.29) and the Fourier norm with a
weight introduced in (1.30).
The equivalence relations between all these norms are given in the following Lemmas:
Lemma 1.6.3. The norms |·|Cℓ and ‖·‖Cℓ defined in (1.2) and (1.29), respectively, are
equivalent and satisfy the following equivalence relation for u ∈ τM(I×T2) and 0 < L ≤ 1,
Lℓ|u|Cℓ ≤ ‖u‖Cℓ,L ≤ CM2|u|Cℓ
where C is a constant depending on ℓ.
Proof. The first inequality is obvious using that L ≤ 1. For the second one, using again
that L ≤ 1 we have
|uk,l|Cn,L =
n∑
i=0
Li
|Diuk,l|C0
i!
≤
n∑
i=0
|Diuk,l|C0
i!
= |uk,l|Cn ,
for 0 ≤ n ≤ ℓ. Therefore, the result follows directly from the estimate (1.166) for the Cℓ
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norm of the Fourier coefficients of a Cr function u, for ℓ = 0, . . . , r. More precisely,
‖u‖Cℓ,L =
ℓ∑
m=0
m∑
n=0
2ℓ
∑
(k,l)∈Z2,
|k|+|l|≤M
|uk,l|Cn,L |(k, l)|m−n
≤
ℓ∑
m=0
m∑
n=0
2ℓ
∑
(k,l)∈Z2,
|k|+|l|≤M
|uk,l|Cn |(k, l)|m−n
≤
ℓ∑
m=0
m∑
n=0
2ℓ
∑
(k,l)∈Z2,
|k|+|l|≤M
C˜
|u|Cℓ
|(k, l)|ℓ−n |(k, l)|
m−n
≤
ℓ∑
m=0
m∑
n=0
2ℓ
∑
(k,l)∈Z2,
|k|+|l|≤M
C˜ |u|Cℓ
≤ CM2 |u|Cℓ
as we wanted to prove. 
Lemma 1.6.4. For the seminorm |·|j,ℓ−j defined in (1.2), one has that for all 0 ≤ j ≤ ℓ,
Lj |u|j,ℓ−j ≤ ‖u‖Cℓ,L (1.168)
Proof. Again, It follows directly from the fact that L < 1 and therefore,
Lj|uk,l|Cn ≤
n∑
i=0
Li
|Diuk,l|C0
i!
= |uk,l|Cn,L.
for 0 ≤ n ≤ j. 
Lemma 1.6.5. For 0 < L ≤ 1, and 0 ≤ ℓ ≤ r we have that for any u ∈ τM (I × T2) and
v ∈ τN (I × T2)
‖uv‖Cℓ,L ≤ ‖u‖Cℓ,L ‖v‖Cℓ,L . (1.169)
Proof. Let us define
‖u‖n,m =
∑
(k,l)∈Z2,
|k|+|l|≤M
|uk,l|Cn,L|(k, l)|m−n,
then,
‖u‖Cℓ,L =
ℓ∑
m=0
m∑
n=0
2ℓ‖u‖n,m. (1.170)
The α− th Fourier coefficient of uv, where α ∈ Z2, is
(uv)α =
∑
β∈Z2,|β|≤N
|α−β|≤M
uα−βvβ .
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Using the Leibniz rule for derivatives we have
|(uv)α|Cn,L =
n∑
i=0
1
i!
Li|Di(uv)α|C0
≤
n∑
i=0
1
i!
∑
β∈Z2,|β|≤N
|α−β|≤M
Li|Diuα−βvβ|C0
≤
n∑
i=0
1
i!
∑
β∈Z2,|β|≤N
|α−β|≤M
i∑
j=0
(
i
j
)
Li−j |Di−juα−β|C0Lj |Djvβ|C0
=
n∑
i=0
∑
β∈Z2,|β|≤N
|α−β|≤M
i∑
j=0
Li−j
|Di−juα−β|C0
(i− j)! L
j |Djvβ|C0
j!
=
∑
β∈Z2,|β|≤N
|α−β|≤M
n∑
i=0
i∑
j=0
Li−j
|Di−juα−β|C0
(i− j)! L
j |Djvβ|C0
j!
≤
∑
β∈Z2,|β|≤N
|α−β|≤M
|uα−β|Cn,L |vβ|Cn,L .
On the other hand, we have
|α|m−n ≤ (|α− β|+ |β|)m−n =
m−n∑
i=0
(
m− n
i
)
|α− β|i|β|m−n−i
≤ max
(
|α|m−n,
m−n∑
i=0
(
m− n
i
)
|α− β|m−n|β|m−n
)
= max(|α|m−n, 2m−n|α− β|m−n|β|m−n).
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Hence, using these two inequalities, we have that
‖uv‖n,m =
∑
α∈Z2,
|α|≤M+N
|(uv)α|Cn,L|α|m−n
≤
∑
α∈Z2,
|α|≤M+N
∑
β∈Z2,|β|≤N
|α−β|≤M
|uα−β|Cn,L |vβ|Cn,L |α|m−n
≤
∑
α∈Z2,
|α|≤M+N
|u0|Cn,L |vα|Cn,L |α|m−n + |uα|Cn,L |α|m−n |v0|Cn,L
+
∑
β∈Z2,|β|≤N
|α−β|≤M
|uα−β|Cn,L |vβ |Cn,L 2m−n|α− β|m−n|β|m−n
≤ 2m−n
∑
α∈Z2,
|α|≤M
|uα|Cn,L |α|m−n
∑
β∈Z2
|β|≤M
|vβ|Cn,L |β|m−n
= 2m−n‖u‖n,m‖v‖n,m.
Going back to the definition of ‖uv‖Cℓ,L in (1.170), we have
‖uv‖Cℓ,L =
ℓ∑
m=0
m∑
n=0
2ℓ‖uv‖n,m
≤
ℓ∑
m=0
m∑
n=0
2ℓ2m−n‖u‖n,m‖v‖n,m
≤
ℓ∑
m=0
m∑
n=0
2ℓ2ℓ‖u‖n,m‖v‖n,m
≤ ‖u‖Cℓ,L ‖v‖Cℓ,L ,
as claimed. 
1.6.3 Appendix: Faa-di Bruno formula
Let g be a Cs(U, V ) function, with U ⊂ R and g(U) ⊂ W ⊂ R and f be a Cr(W,R)
function with r, s > 0. Then f ◦ g is a Ct(U,R) function, where t = min(r, s). By a
repeated application of the chain rule, one gets
Dℓ(f ◦ g)(x) =
ℓ∑
k=1
∑
j1+···+jk=ℓ
ck,j1,··· ,jkD
kf(g(x))Dj1g(x) · · ·Djkg(x), (1.171)
for ℓ = 1, . . . , t, where ck,j1,··· ,jk are combinatorial coefficients. The formula (1.171) is
called Faa-di Bruno formula (see [LO99]).
From equation (1.171), it is easy to see that there exists a constant Ct depending on
t such that
|f ◦ g|Ct ≤ Ct |f |Ct |g|tCt . (1.172)
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Since we are interested in multi-valued functions, we introduce now a generalized
bound. Thus, let us consider a function g in Cs(U, V ), with U ⊂ Rn and g(U) ⊂ W ⊂ Rm
and a function f in Cr(W,R) with r, s > 0. As before, f ◦ g is a Ct(U,R) function, where
t = min(r, s). Similarly, we can get an expression for the derivatives of f ◦ g, such that
for ℓ = 1, . . . , t,
|f ◦ g|Cℓ ≤ Cℓ
ℓ∑
k=1
∑
j1+···+jk=ℓ
|f |Ck |g|Cj1 · · · |g|Cjk , (1.173)
for ℓ = 0, . . . , t, where Cℓ is a constant depending on ℓ. As before, we can consider the
following less precise but more compact bound,
|f ◦ g|Cℓ ≤ Cℓ |f |Cℓ |g|ℓCℓ , (1.174)
for ℓ = 1, . . . , t, where Cℓ is a constant depending on ℓ.
For some other results related to this, we refer the reader to [LO99].
In some cases, it will be more convenient to use another estimate for the |·|Cℓ norm
instead of the one obtained in (1.174). In formula (1.173) we can separate the term
corresponding to k = 1 in the following way
|f ◦ g|Cℓ ≤ Cℓ
(
|f |C1 |g|Cℓ +
ℓ∑
k=2
∑
j1+···+jk=ℓ
|f |Ck |g|Cj1 · · · |g|Cjk
)
,
for ℓ = 1, . . . , t and we can bound it in the |·|Cℓ norm
|f ◦ g|Cℓ ≤ Cℓ(|f |C1 |g|Cℓ + |f |Cℓ |g|ℓCℓ−1), (1.175)
for ℓ = 1, . . . , t, where Cℓ is a constant depending on ℓ.
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Chapter 2
Fast numerical algorithms to
compute invariant tori and the
associated whiskers in Hamiltonian
systems
2.1 Introduction
The goal of this chapter is to describe efficient algorithms to compute invariant manifolds
in Hamiltonian systems. The invariant manifolds we are considering are invariant tori and
the associated whiskers, which include the usual stable and unstable invariant manifolds.
For us, an invariant torus will mean a torus with a quasi-periodic dynamics on it
and a dimension equal to the number of independent frequencies, which we will assume
Diophantine. Invariant tori have been an important object of study because they provide
landmarks that organize the long term behavior of the system. There are several variants
of these tori; in this thesis we will consider maximal tori and whiskered tori.
Tori of the maximal dimension are quasi-periodic solutions of n frequencies in systems
with n-degrees of freedom. Since they are barriers in the phase space for n > 2, their
importance lies on the fact that they provide long term stability. In contrast, whiskered
tori are tori with n − ℓ independent frequencies in systems with n-degrees of freedom.
They have associated smooth invariant manifolds and, among them, the most well known
are probably, due to their importance, the stable and unstable manifolds. Stable and
unstable manifolds are tangent to the spaces invariant under the linearization spanned by
ℓ-independent directions which contract exponentially fast in the future and in the past,
respectively. Moreover, the persistence of these manifolds under a perturbation has been
studied classically using the theory of normally hyperbolic invariant manifolds (NHIM)
(see [Fen72, Fen74, Fen77, HPS77]. Nevertheless, the (un)stable invariant manifolds are
not the only ones attached to the invariant tori. One can study, for instance the slow
invariant manifolds associated to the less contractive (expansive) directions or several
combination of spaces satisfying non resonance conditions.
The whiskered tori and their invariant manifolds organize the long term behavior and
provide routes which lead to long scale instability. Indeed, the well known paper [Arn64]
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showed that, in some particular example, one can use the heteroclinic intersections among
these manifolds to produce large scale motions. In [Arn63a] this is conjectured as a generic
mechanism. The transitions between different kinds of whiskered invariant tori have been
the basis of many of the theoretical models of Arnol’d diffusion [DLS06a, DH08] (see also
the first chapter of this memoir).
One of the applied areas where these objects have been studied for a long time is in
astrodynamics. Thus, the monographs [Sim99, GJSM01b, GJSM01a] show that, when
one computes these invariant objects in realistic models of the Solar System, one can
obtain orbits of practical importance for the design of space missions.
The numerical method we use, closely related to the theoretical proof, is based on
the parameterization method [CFL03a, CFL03b], which consists of deriving a functional
equation satisfied by the parameterization of the invariant manifold and then implement
a Newton method for it. The parameterization method is well suited for the numerical
implementation because it uses functions of the same number of variables as the dimension
of the objects that we want to compute.
The main goal of this chapter to design very efficient numerical algorithms to perform
a Newton step. What we mean by efficient is that, if the functional equation is discretized
using N Fourier coefficients, one Newton step requires only storage of O(N) and takes
only O(N lnN) operations. Note that a straightforward implementation of the Newton
method (which is called the large matrix method) requires to store an N ×N matrix and
solve the linear equation, which requires O(N3) operations. We include a comparison
with the standard Newton method in Section 2.4.1.
For the case of quasi-periodic systems, algorithms with the same features were dis-
cussed in [HL06b, HL06a, HL07] and, for some Lagrangian systems (some of which do
not admit a Hamiltonian interpretation) in [CL08].
One key ingredient in this calculation—and indeed in all subsequent calculations—is
the phenomenon of “automatic reducibility.” This phenomenon, which also lies at the
basis of the rigorous proofs [LGJV05, Lla01b, FLS07], shows that the preservation of
the symplectic structure leads to the fact that the Newton equations can be reduced—
by explicit changes of variables—to upper triangular difference equations with diagonal
constant coefficients. These equations can be solved very efficiently in Fourier coefficients.
The changes of variables are algebraic expressions involving derivatives of the param-
eterization. We note that derivatives can be computed fast in a Fourier representation
whereas the algebraic expressions can be computed fast in the real space representation.
Therefore, the algorithm to produce a Newton step consists of a small number of steps,
each of which is diagonal either in real space or in Fourier space. Of course, the FFT al-
gorithm allows us to switch from real space to Fourier space in O(N logN) computations.
We also note that the algorithms mirror very closely the proofs of the KAM theorem.
In [LGJV05] and [FLS07] we can find proofs that the algorithms considered here converge
to a true solution of the problem provided that the initial approximation solves the invari-
ance equation with good enough accuracy and satisfies some appropriate non-degeneracy
conditions. In numerical analysis this is typically known as a posteriori estimates.
It is important to remark that the algorithms that we will present can compute in
unified way both primary and secondary tori. We recall here that secondary tori are
invariant tori which are contractible to a torus of lower dimension, whereas this is not
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the case for primary tori. We note that the tori which appear in integrable systems in
action-angle variables are always primary. In quasi-integrable systems, the tori which
appear through Lindstedt series or other perturbed expansions starting from those of
the integrable system are always primary. Secondary tori, however, are generated by
resonances. They are the very prominent “islands” which have been studied in resonances.
As an example of the importance of secondary tori we will mention that in the recent paper
[DLS06a] they constituted the essential object to overcome the “large gap problem” and
prove the existence of diffusion. In the previous chapter one can find a detailed and deep
analysis of these objects.
In this thesis, we will discuss algorithms basically for diffeomorphisms. For the case
of vector fields, we note that taking time−1 maps, we can reduce the problem of vector
fields to the problem of diffeomorphisms. Nevertheless in some practical applications it
will be convenient to present a direct treatment of case of vector fields. For this reason,
in some cases, we include algorithms that are specially designed for flows.
This chapter is organized as follows. In Section 2.2 we summarize the notions of
mechanics we will use. In Section 2.3 we formulate the invariance equations for the
objects of interest (invariant tori, invariant bundles and invariant manifolds) and we will
present some generalities of the numerical algorithms. In Section 2.5 we specify the fast
algorithm to compute maximal tori –both primary and secondary– and we compare it
with a straightforward Newton method (Section 2.4).
In Section 2.6 we present fast algorithms for the iteration of cocycles over rotations and
for the calculation of their invariant bundles. The main idea is to use a renormalizable
algorithm which allows to pass from a cocycle to a longer cocycle. The calculation of
invariant bundles for cocycles is a preliminary step for the algorithms for the calculation
of whiskered invariant tori. Indeed, these algorithms require the computation of the
projections over the linear subspaces of the linear cocycle. In Section 2.7.1 we present an
alternative procedure to compute the projections based on a Newton method. Algorithms
for whiskered tori are discussed in Section 2.7.
In Section 2.8 we discuss fast algorithms to compute rank-1 (un)stable manifolds of
whiskered tori. Again, the key point is that taking advantage of the geometry of the
problem we can devise algorithms which implement a Newton step without having to
store—and much less invert—a large matrix. We first discuss the order by order method,
which serves as a comparison with the more efficient methods based on the reducibility.
We present algorithms that compute at the same time the torus and the whiskers and
algorithms that given a torus and the linear space compute the invariant manifold tangent
to it.
Of course, Newton methods require a good initial guess. Typically, one uses a contin-
uation method starting from an integrable case, where the solutions are trivial and can be
computed analytically. However, in the case of secondary KAM tori, which do not exist
in the integrable case, one requires other types of methods. In Section 2.9 we include a
discussion of the different possibilities.
Finally, in Section 2.10 we include examples of the numerical implementation we have
carried out. In Section 2.10.1 we computed maximal invariant tori, both primary and
secondary, of the standard maps and in Section 2.10.2 we computed maximal and hyper-
bolic invariant tori of the Froeschle´ map. We also provide details of storage and running
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times.
2.2 Setup and conventions
We will be working on systems defined on an Euclidean phase space endowed with a
symplectic form. Hence, the phase space we will consider is (U ⊂ Rd)×Td. Nevertheless,
we will not assume that the coordinates in the phase space are action-angle variables.
There are several reasons why we do not want to assume that the system is given
in action-angle variables. As we will see, this assumption does not simplify our work
much. We also note that there are several systems (even quasi-integrable ones) which
are very smooth in Cartesian coordinates but less smooth in action-angle variables (e.g.,
neighborhoods of elliptic fixed points, hydrogen atoms in crossed electric and magnetic
fields, several problems in celestial mechanics, . . .).
Therefore, we will assume that the symplectic form Ω is given by an antisymmetric
matrix J
Ω(u, v) = 〈u, Jv〉,
where 〈·, ·〉 denotes the standard Euclidean inner product.
An important particular case is when
J2 = − Id , (2.1)
but most of our calculations do not need this assumption. One important case, where
the identity (2.1) is not satisfied, is in surfaces of section chosen arbitrarily in the energy
surface.
We will also assume that the symplectic form is exact, that is Ω = dα for some 1-form
α.
We will consider that the maps F are not only symplectic, that is F ∗Ω = Ω, where
F ∗Ω is the pull-back of Ω under f , but also exact symplectic, that is
F ∗α = α+ dP,
where P is a 0-form, called the primitive function.
Similarly, we will assume that the flows we consider are globally Hamiltonian, that is
the vector field X is given by
X = J∇H
where H is a globally defined function.
We will also assume that the frequencies ω that we consider are Diophantine, as it is
standard in the KAM theory. We recall here that the notion of Diophantine is different
for flows and for diffeomorphisms. Hence, we define
Daff(ν, τ) = {ω ∈ Rd ∣∣ |ω · k|−1 ≤ ν|k|τ ∀ k ∈ Zd − {0}}
D(ν, τ) = {ω ∈ Rd ∣∣ |ω · k − n|−1 ≤ ν|k|τ ∀ k ∈ Zd − {0}, n ∈ Z} , (2.2)
which correspond to the sets of Diophantine frequencies for flows and maps, respectively.
It is well known that for non-Diophantine frequencies substantially complicated be-
havior can appear [Her92, FKW01]. Observing convincingly these Liouvillian behaviors
seems a very ambitious challenge for numerical exploration.
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2.3 Equations for invariance
In this section we will discuss the functional equations for the objects of interest, that is,
invariant tori and the associated whiskers.
2.3.1 Equations for invariant tori
We recall that quasi-periodic functions of continuous and discrete time are functions that
can be written in Fourier series, respectively, as
x(t) =
∑
k∈Zℓ
xˆke
2πik·ωt
xn =
∑
k∈Zℓ
xˆke
2πik·ωn ,
(2.3)
where ω ∈ Rℓ and the components of ω are independent over the integers.
Note that we allow some components of x to be angles. In that respect, it suffices to
take some of the components of (2.3) modulo 1.
It is natural to describe the quasi-periodic functions using the “hull” function K :
Tℓ → Rd × Td defined as
K(θ) =
∑
k∈Zℓ
xˆke
2πikθ,
so that we can write
x(t) = K(ωt)
xn = K(nω).
The geometric interpretation of the hull function is that it gives an embedding of
Tℓ into the phase space. In our applications, the torus will be invariant, so that the
embedding will actually be an immersion.
It is clear that quasi-periodic functions will be orbits for a vector field X or a map F
if and only if the hull function K satisfies:
ω
∂
∂θ
K −X ◦K = 0
F ◦K −K ◦ Tω = 0,
(2.4)
where Tω denotes a rigid rotation, given by Tω(θ) = θ + ω.
A modification of the invariance equations (2.4) which we will study is
ω
∂
∂θ
K −X ◦K − (J ◦K0)(DX ◦K0)λ = 0
F ◦K −K ◦ Tω − (J(K0)DK0) ◦ Tωλ = 0,
(2.5)
where the unknowns are now K : Tℓ → Rd × Td (as before) and λ ∈ Rℓ. Here, K0 is an
approximate solution of the equation (2.4).
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It has been shown in [FLS07] that, for exact symplectic maps, if (K, λ) satisfy the
equation (2.5) with K0 close to K, then λ = 0 and K is a solution of the invariance
equation (2.4). Of course, for approximate solutions of the invariance equation (2.4), there
is no reason why λ should vanish. The vanishing of λ depends on global considerations
that are discussed in Section 2.3.1.1.
The advantage of equation (2.5) is that it makes easier to implement a Newton method
in the cases that, for the approximate solutions, certain cancelations do not apply. This is
particularly important for the case of secondary tori that we will discuss in Section 2.3.1.2.
The equations (2.4) and (2.5) will be the centerpiece of our treatment. We will dis-
cretize them using Fourier series and study numerical methods to solve the discretized
equations.
It is important to remark that there are “a posteriori” rigorous results for equations
(2.4). That is, there are theorems that ensure that given a function which satisfies (2.4)
rather approximately and which, at the same time, satisfies some non-degeneracy condi-
tions, then there is a true solution nearby. These results, stated in [FLS07], (whose proof
follows closely the algorithms we discuss) give us some extra quantities to monitor so
that we can be confident that the numerical solutions computed are not spurious effects
induced by the truncation.
Remark 2.3.1. Notice that the dimension of the torus ℓ is smaller than the dimension of
the phase space 2d for whiskered tori. In the case of maximal tori ℓ = d. Hence, the
method suggested has the numerical advantage that that it looks for a function K, which
is a function of ℓ variables, to compute objects of dimension ℓ. This is important because
the cost of handling functions grows exponentially fast with the number of variables.
Indeed, to discretize a function of ℓ variables into Rn in a grid of side h one needs to store
(1/h)ℓ · n values.
Remark 2.3.2. Recall that taking time−1 maps one can reduce the problem of vector fields
to the problem of diffeomorphisms. Indeed, since autonomous Hamiltonians systems
preserve energy, we can take a surface of section and deal with the return map. This
reduces by 1 the number of variables needed to compute invariant tori.
Remark 2.3.3. The equations (2.4) do not have unique solutions. Observe that if K is a
solution, for any σ ∈ Rℓ, K ◦ Tσ is also a solution. In [LGJV05] and [FLS07] it is shown
that, in many circumstances, this is the only non uniqueness in a neighborhood. Hence,
it is easy to get rid of it by imposing some normalization.
2.3.1.1 Some global considerations
Since K : Tℓ → Rd × Td and both the domain and the range have some topology, there
will be some topological considerations in the way that the torus Tℓ gets embedded in the
phase space. Indeed, the angle variables of Tℓ can get wrapped around the angle variables
in different ways.
A concise way of characterizing the topology of the embedding is to consider the lift
K̂ : Rℓ → Rd ×Rd,
in such a way that K is obtained from K̂ by identifying variables in the domain and in
the range that differ by an integer.
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It is therefore clear that, ∀ e ∈ Zℓ
K̂p(θ + e) = K̂p(θ)
K̂q(θ + e) = K̂q(θ) + I(e)
(2.6)
where K̂p, K̂q denote the different components. It is easy to see that I(e) is a linear
function of e
I(e) =
( ℓ∑
j=1
Iijej
)
i=1,...,d
with Iij ∈ Z.
We note that if a function K̂q satisfies
K̂q(θ + e) = K̂q(θ) + Ie ,
the function
K˜q(θ) ≡ K̂q(θ)− Iθ (2.7)
is periodic. The numerical methods will always be based on studying the periodic func-
tions K˜q, but we will not emphasize this unless it can lead to confusion.
Of course, the integer valued matrix I remains constant if we modify the embedding
slightly. Hence, it remains constant under continuous deformation. For example, in the
integrable case with ℓ = d, invariant tori satisfy K̂q(θ) = θ, so that we have I = Id and,
therefore, for all the invariant tori which can be continued to tori of the integrable case
we also have I = Id.
2.3.1.2 Secondary tori
Nevertheless, one can produce other ℓ-dimensional tori where the range of I is less then
ℓ. It is easy to see that if rank(I) < ℓ we can contract K(Tℓ) to a diffeomorphic copy
of Trank(I). Even in the case of maximal dimensional tori ℓ = d, one can have tori with
contractible directions. The most famous example are the “islands” generated in twist
maps around resonances. These tori are known as secondary tori and they do not exist
in the integrable case. Indeed, they are created by the perturbation and therefore they
cannot be obtained by continuation of the objects present in the integrable system, as it
is standard in perturbative KAM theory.
Perturbative proofs of existence of secondary tori are done in [LW04] and in [DLS06a].
The properties of these tori are studied in great detail in the first part of this thesis. They
were shown to have an important role in Arnol’d diffusion [DLdlS03, DLS06a, GL06b] to
overcome the large gap problem described in the first part of this thesis.
In [HL00] there are heuristic arguments and numerical simulations arguing that in sys-
tems of coupled oscillators, the tori with contractible directions are much more abundant
than the invariant tori which can be continued to the integrable limit.
In view of these reasons, we will pay special attention to the computation of these
secondary tori in the numerical examples in Section 2.10.
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One of the novelties of the method described is that it can deal in a unified way with
both primary and secondary KAM tori. We want to remark some features of the method
presented here which are crucial for the computation of secondary tori:
• The method does not require neither the system to be close to the integrable nor
to be written in action-angle variables. Recall that secondary tori do not exist in
the integrable case and they are generated by the resonances, and they can appear
very close to the separatrices, where the action variable becomes singular (see the
chapter 1 in this thesis).
• The modification of the invariance equation (2.4) by a term containing λ. This
allows to adjust some global averages required to solve the Newton equations (see
Section 2.5)
• The periodicity of the function K can be adjusted by the matrix I introduced in
(2.6). Hence, the rank of the matrix I has to be chosen according to the number of
contractible directions.
2.3.2 Equations for the invariant whiskers
Invariant tori usually have associated invariant bundles and whiskers. We are interested in
computing the invariant manifolds which contain the torus and are tangent to the invariant
bundles of the linearization around the torus. These include the stable and unstable
manifolds, but also other invariant manifolds associated to other invariant bundles of the
linearization, like the slow manifolds, associated to the less contracting directions.
Even if we can develop algorithms for a general case, which can deal even with the
resonant cases, we postpone it for a future work and we will focus on the algorithms for
the manifolds of rank-1, which will be discussed in Section 2.8. We think that considering
this particular case we can state in a more clear and simpler way the main idea behind
the algorithms. Moreover, they are very important in practice. The implementation of
these algorithms is now being pursued.
Following the parameterization method, we will look for a function W : Tℓ × (U ⊂
Rd−ℓ)→ R2d and a scalar λ satisfying the following invariance equation:
F (W (θ, s)) =W (θ + ω, λs)(
ω
∂
∂θ
+ λs
∂
∂s
)
W (θ, s) = X(W (θ, s)),
(2.8)
for the case of maps and flows, respectively.
Notice that equation (2.8) implies that in the variables (θ, s) the motion on the torus
consist of a rigid rotation of frequency ω whereas the motion on the whiskers consists of a
contraction by a constant λ (eλ in the case of flows). We assume then that |λ| < 1 (λ < 0
for flows). The expanding case |λ| > 1 (λ > 0 for flows) is analogous.
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2.3.3 Fourier-Taylor discretization
2.3.3.1 Fourier series discretization
Since the invariant tori are parameterized by a function which is periodic in the angle
variable θ, it natural to discretize the functions K using Fourier modes and retaining a
finite number of them,
K(θ) =
N∑
k=0
cke
2πkθ. (2.9)
Since we will deal with real functions, then ck = c
∗
−k and one can just consider the cosine
and sine Fourier series,
K(θ) = a0 +
N∑
k=1
ak cos(2πkθ) + bk sin(2πkθ). (2.10)
Therefore, in order to store K, we can either keep the values of the function in a grid
of 2N points or N + 1 Fourier modes of the Fourier series.
The main practical shortcoming of Fourier series discretization is that they are not
adaptive and that for discontinuous functions, they converge very slowly and not uni-
formly. These shortcomings are not very serious for our applications. The fact that the
tori are invariant under smooth maps makes them very homogeneous, so that adaptivity
does not help.
The fact that the Fourier series converge slowly for functions with discontinuities is
a slight problem. It is known rigorously that, when KAM tori have a certain regularity,
they are analytic [LGJV05, FLS07]. Nevertheless, for certain values of the parameters
the equation (2.4) admits solutions—corresponding to Aubry-Mather sets—which are
discontinuous (the theory is much more developed for twist maps). Therefore, as we
increase the parameters, the problem switches from having analytic solutions to having
discontinuous solutions (this is the so-called breakdown of analyticity [Aub83, ALD83,
Gre79, McK82, CFL04, OP08]).
For values of parameters which are close to the transition of analyticity breakdown,
the Fourier discretization tends to behave in rather surprising ways and leads to spurious
solutions. In Section 2.10.3 we will discuss how to detect these spurious solutions.
An important advantage of the Fourier discretization is that the coboundary equations,
which play a very important role in KAM theory and in our treatment, are straightforward
to solve in Fourier coefficients. That is, given η periodic we want to find ϕ also periodic
solving
ω · ∂
∂θ
ϕ = η
ϕ− ϕ ◦ Tω = η.
(2.11)
As it is well known equations (2.11) have a solution provided that ηˆ0 ≡
∫
Tℓ
η = 0. The
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Fourier coefficients ϕˆk of the solution ϕ are given then by
ϕˆk =
ηˆk
2πiω · k
ϕˆk =
ηˆk
1− e2πik·ω ,
(2.12)
where ηˆk are the Fourier coefficients of the function η. Notice that the solution ϕ is unique
up to the addition of a constant (the average ϕˆ0 of ϕ is arbitrary). The equation (2.11)
and its solution (2.12) are very standard in KAM theory (see the exposition in [Lla01b]).
Very detailed estimates can be found in [Ru¨s75], when ω is Diophantine, which is our
case.
On the other hand, we note that evaluation of F ◦K is very fast if we discretize on a
grid (we just need to evaluate the function F for each of the points on the grid). Hence,
our iterative step will consist in the application of several operations all of which are fast
either in the Fourier mode representation or in the grid representation.
Of course, using the Fast Fourier Transform we can transform from a grid representa-
tion to the Fourier coefficients in O(N logN) operations. Indeed, as a practical matter,
the FFT is a very studied algorithm and there are extremely efficient implementations
that take into account not only operation counts but also several other characteristics
(memory access, cache, etc.) of modern computers.
2.3.3.2 Algebraic operations and elementary transcendental functions with
Fourier series
Algebraic operations (sum, product, division) and elementary transcendental functions
(sin, cos, exp, log, power, . . .) of Fourier series can be computed either by manipulation
of the Fourier coefficients or by using FFT.
For example, the product h = f · g of two Fourier series can be computed either by
the Cauchy formula
hk =
k∑
i=0
fk−igi, (2.13)
or by applying the inverse FFT to the coefficients of f and g, computing the product
function on each point of the grid in real space and then applying the FFT. The first
method clearly takes O(N2) operations while the second only O(N lnN).
A modification of the FFT algorithm which leads to some improvement is to consider
a series of Fourier terms as a series of length 2N , compute the inverse FFT on 2N points,
perform the product and then take the FTT back. Note that, at this point, except for
round-off errors, this algorithm is exact for trigonometric polynomials of degree 2N . The
final step is to truncate again to a polynomial of degree N .
The analysis of algorithms of multiplication from the point of view of theoretical
computer science have been undertaken in [Knu97], but to our knowledge, there are few
studies of the effects of truncation roundoff. An empirical study for the case of one variable
was undertaken in [CL08].
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In the case of several variables, the issues of numerical stability remain, but we also
note that, from the point of efficiency, the way that the multiple loops involved in the
evaluation of (2.13) are organized becomes crucial. These considerations depend on details
of the computer architecture and are poorly understood. Some empirical studies can be
found in [Har08].
2.3.3.3 Fourier-Taylor series
For the computation of whiskers of invariant tori we will use Fourier-Taylor expansions
of the form
W (θ, s) =
∞∑
i=0
Wn(θ)s
n, (2.14)
where Wn are periodic functions in θ that we will approximate using Fourier series (2.10).
In order to manipulate these type of series we will use the so called automatic differ-
entiation algorithms (see [Knu97]). For the basic algebraic operations and the elementary
transcendental functions (exp, sin, cos, log, power, etc.), they provide an expression for
the Taylor coefficients of the result in terms of the coefficients of each of the terms.
2.4 Numerical algorithms to solve the invariance equa-
tion for invariant tori
In this section, we will design a Newton method to solve equation (2.4) and discuss
different algorithms to deal with the linearized equations.
Given an approximate solution K of the invariance equation (2.4), that is
ω
∂
∂θ
K −X ◦K = E
F ◦K −K ◦ Tω = E
(2.15)
with E small, the Newton method tries to compute ∆ in such a way that settingK ← K +∆
and expanding the LHS of (2.15) in ∆ up to order |∆|2, it cancels the error E.
Performing a straightforward calculation, we obtain that the Newton procedure con-
sists in finding ∆ satisfying
ω · ∂
∂θ
∆− (DX ◦K)∆ = −E
(DF ◦K)∆−∆ ◦ Tω = −E.
(2.16)
For the modified invariance equations (2.5), given an approximate solution K such
that
ω · ∂
∂θ
K −X ◦K − (J(K0))(DX ◦K0)λ = E
F ◦K −K ◦ Tω − (J(K0)DK0) ◦ Tωλ = E
(2.17)
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the Newton method consists in looking for (∆, δ) in such a way that K + ∆ and λ + δ
eliminate the first order error. The linearized equations in this case are
ω · ∂
∂θ
∆−DX ◦K∆− (J(K0))(DX ◦K0)δ = −E
DF ◦K∆−∆ ◦ Tω − (J(K0)DK0) ◦ Tωδ = −E,
(2.18)
where one can take K0 = K.
The role of the parameter δ is now clear. It allows us to adjust some global averages
that we need to be able to solve the equations (2.18).
As it is well known, the Newton method converges quadratically. Hence, the new error
E˜ for K +∆ will be such that ‖E˜‖ ≤ C‖E‖2.
The main problem of the Newton method is that it needs a good initial guess. We
will discuss several possibilities in Section 2.9. Of course, any reasonable algorithm can
be used as an input to the Newton method. Indeed, our problems have enough structure
that one can use Lindstedt series, variational methods, approximation by periodic orbits,
frequency methods besides the customary continuation methods.
The linearized equations for the Newton method can be treated in different ways.
2.4.1 The large matrix method
The most straightforward method to implement the Newton method is
Algorithm 2.4.1. Discretize the equations (2.4) using truncated Fourier series up to
order N and apply the Newton method to the discretization.
A slight variation is
Algorithm 2.4.2. Discretize the equation (2.4) on a grid of 2N points and compute E.
Discretize (2.16) using truncated Fourier series up to order N , solve the equation using a
linear solver and apply the solution.
The difference between algorithms 2.4.1 and 2.4.2 is that the first requires that the
approximate derivative we are inverting is the derivative of the discretization.
We note that this extra symmetry is implementable using symbolic manipulation meth-
ods. Either of these algorithms requires a storage of a full N × N matrix. The solution
of N linear equations requires O(N3) operations. There are several variations which are
worth noting. It is sometimes convenient to use
K ← K + h∆
with 0 < h < 1. This, of course, converges more slowly for very small h.
As we mentioned before in Remark 2.3.3, the solutions of the equations are not unique.
One can cope with this by imposing normalizations in some cases. A general purpose
solution is to use the singular value decomposition [GVL96]. The pseudo-inverse method
leads to ∆’s which reduce the residual as much as possible, which is all that is needed
by the Newton method. We also note that, in contrast to Gaussian elimination which
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is numerically unstable (the numerical instability can be partially mitigated by pivoting)
the SVD computation, is numerically stable. In terms of speed, the SVD method is only
a factor ≈ 4 slower than Gaussian elimination. For the cases that we will consider in this
memoir, we think that the SVD is vastly superior to Gaussian elimination.
2.4.2 The Newton method and uniqueness
As we have mentioned in Remark 2.3.3, the solutions of (2.4) are not unique. Therefore,
the implementations of the Newton method have to be careful not to lead to non-invertible
matrices.
As we mentioned in Section 2.3.1.1, we will be looking for K˜(θ) = K̂(θ)−Iθ introduced
in (2.7). Note that for Kσ = K ◦ Tσ we have
K˜σ = K˜ ◦ Tσ − Iσ
Hence, if {νi}Li=1 is a basis for Range(I) we can impose the condition∫
K˜ · νi = 0 for i = 1, . . . , L (2.19)
and we only need to deal with periodic functions which satisfy (2.19).
In the case that the dimension of the range of I is ℓ—the dimension of the torus—
this leads to a unique solution (in the non-degenerate cases, according to the results of
[LGJV05]) and we can expect that the matrices appearing in the discretization of the
Newton method are invertible.
Two important examples of this situation are primary Lagrangian tori and some
whiskered tori. In the case of secondary tori, as we will see, it is advantageous to use the
extra variable λ to make progress in the Newton method.
2.5 Fast Newton methods for Lagrangian tori
In this section we follow [LGJV05] and develop a very effective Newton method. We
present an algorithm so that the Newton step does not need to store any N ×N matrix
and only requires O(N logN) operations. We first discuss it for maps.
The key observation is that the Newton equations (2.16) and (2.18) are closely related
to the dynamics and that, therefore, we can use geometric identities to find a linear change
of variables that reduces the Newton equations to upper diagonal difference equations with
constant coefficients. This idea is stated in the following Proposition:
Proposition 2.5.1. Given an approximation K of the invariance equation as in (2.15),
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denote
α(θ) =
∂
∂θ
K
N(θ) =
(
[α(θ)]Tα(θ)
)−1
β(θ) = α(θ)N(θ)
γ(θ) = (J ◦K(θ))β(θ)
M(θ) = [α(θ) | γ(θ)]
(2.20)
where by [· | ·] we denote the 2d×2d matrix obtained by juxtaposing the two 2d×d matrices
that are in the arguments.
Then, we have
(DF ◦K(θ))M(θ) = M(θ + ω)
(
Id A(θ)
0 Id
)
+ Ê(θ) (2.21)
where
A(θ) = β(θ + ω)T [(DF ◦K(θ))γ(θ)− γ(θ + ω)], (2.22)
and ‖Ê‖ ≤ ‖∇E‖ in the case of (2.16) or ‖Ê‖ ≤ ‖∇E‖+ |λ| in the case of (2.18).
Remark 2.5.2. In case that condition J2 = −I is satisfied, we have that
β(θ + ω)Tγ(θ + ω) = 0,
and A(θ) has a simpler expression given by
A(θ) = β(θ + ω)T (DF ◦K(θ))γ(θ).
We omit the definition of the norms used in the bounds for Ê. For these precisions, we
refer to the paper [LGJV05], where the convergence of the algorithm is established. For
our purposes, we just note that, when we use (2.21) in the Newton step, we only incurr
in higher order error.
It is interesting to pay attention to the geometric interpretation of the identity (2.21).
Note that, taking derivatives with respect to θ in (2.15) we obtain that
(DF ◦K)∂θK − ∂θK ◦ Tω = ∂θE,
which means that the vectors ∂θK are invariant under DF ◦ K (up to a certain error).
Moreover, (J ◦K)∂θKN are the symplectic conjugate vectors of ∂θK, so that the preser-
vation of the symplectic form clearly implies (2.21). The geometric interpretation of the
matrix A(θ) is a shear near the approximately invariant torus. See Figure 2.1.
Next, we will see that the result stated in Proposition 2.5.1 allows to design a very
efficient algorithm for the Newton step.
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v(θ)
u(θ)
K(θ)
v(θ + ω)
u(θ + ω)
K(θ + ω)
DF (K(θ))v(θ)
Figure 2.1: Geometric representation of the automatic reducibility
Notice first that if we change the unknowns ∆ =MW in (2.16) and (2.18) and we use
(2.21) we obtain
M(θ + ω)
(
Id A(θ)
0 Id
)
W (θ)−M(θ + ω)W (θ + ω)
− J ◦K0(θ + ω)DK0(θ + ω)δ = −E(θ)
(2.23)
Of course, the term involving δ has to be omitted when considering (2.16).
Note that, multiplying (2.23) by M(θ+ ω)−1 we are left with the system of equations
W1(θ) + A(θ)W2(θ)− B1(θ)δ −W1(θ + ω) = −E˜1(θ)
W2(θ)−W2(θ + ω)− B2(θ)δ = −E˜2(θ)
(2.24)
where
E˜(θ) = M(θ + ω)−1E(θ)
B(θ) = M(θ + ω)−1J ◦K0(θ + ω)DK0(θ + ω)
and the subindexes i = 1, 2 indicate coordinates. Of course, in the case of (2.16) we just
omit the δ.
Notice that when K is close to K0, we expect that B2 is close to the d-dimensional
Identity matrix and B1 is small.
The next step is to solve equations (2.24) for W (and δ). Notice that equations (2.24)
are a pair of equations of the form considered in (2.11) and they can be solved very
efficiently in Fourier space.
More precisely, the second equation of (2.24) is uncoupled and allows us to determine
W2 (up to a constant) and δ. Indeed, we choose δ so that the term B2(θ)δ − E˜2 has
zero average. This allows to solve the equation for W2 according to (2.12). We denote
W2(θ) = W˜2(θ) +W 2 where W˜2(θ) has average zero and W 2 ∈ R.
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Once we have W˜2, we can substitute W2 in the first equation. We get W 2 imposing
that the average of
B1(θ)δ − A(θ)W˜2(θ)−A(θ)W 2(θ)− E˜1(θ)
is zero and then we can find W1 up to a constant according to (2.12).
Hence, we are led to the following algorithm:
Algorithm 2.5.3. Consider given F , ω, K0 and an approximate solution K (resp. K, λ).
Perform the following calculations
1. (1.1) Compute F ◦K
(1.2) Compute K ◦ Tω
2. Set E = F ◦K −K ◦ Tω (resp. set E = F ◦K −K ◦ Tω − J ◦K0DK0λ)
3. Following (2.20)
(3.1) Compute α(θ) = ∂θK
(3.2) Compute N(θ) =
(
[α(θ)]Tα(θ)
)−1
(3.3) Compute β(θ) = α(θ)N(θ)
(3.4) Compute γ(θ) = (J ◦K(θ))β(θ)
(3.5) Compute M(θ) = [α(θ) | γ(θ)]
(3.6) Compute M(θ + ω)
(3.7) Compute M(θ + ω)−1
(3.8) Compute E˜(θ) =M(θ + ω)−1E(θ)
(3.9) Compute
A(θ) = [β(θ)]TDF (K(θ))γ(θ)
as indicated in (2.22)
4. (4.1) Solve for W2 satisfying
W2 −W2 ◦ Tω = −E˜2 −
∫
E˜2
(resp.)
(4.1′) Solve for δ satisfying ∫
E˜2 −
[ ∫
B2
]
δ = 0
(4.2′) Solve for W2 satisfying
W2 −W2 ◦ Tω = −E˜2 +B2δ
Set W2 such that the average is 0.
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5. (5.1) Compute A(θ)W2(θ)
(5.2) Solve for W 2 satisfying
0 =
∫
E˜1(θ) +
∫
A(θ)W2(θ) +
[ ∫
A(θ)
]
W 2
(5.3) Find W1 solving
W1 −W1 ◦ Tω = −E˜1 −A(W2 +W 2)
Normalize it so that
∫
W1 = 0
(resp.)
(5.1′) Compute A(θ)W2(θ)
(5.2′) Solve for W 2 satisfying
0 =
∫
E˜1(θ)−
∫
B1(θ)δ +
∫
A(θ)W2(θ) +
[ ∫
A(θ)
]
W 2
(5.3′) Find W1 solving
W1 −W1 ◦ Tω = −E˜1 − A(W2 +W 2) +B1δ
Normalize it so that
∫
W1 = 0
6. The improved K is K(θ) +M(θ)W (θ)
(resp. the improved λ is λ+ δ).
Notice that steps (1.2), (3.1), (3.6), (4.1) (resp. (4.2′)), (5.3) (resp. (5.3′)) are diagonal
in Fourier series, the other steps are diagonal in the real space representation.
2.5.1 The Newton method for Lagrangian tori in Hamiltonian
flows
As we mentioned in Remark 2.3.2 it is possible to reduce the treatment of differential
equations to that of maps in numerically efficient ways. Nevertheless, it is interesting to
present a direct treatment of the differential equation case of (2.4) or (2.5).
The main idea of the algorithm for flows is contained in the following Proposition:
Proposition 2.5.4. Using the same notation as in Proposition 2.5.1 we have
ω
∂
∂θ
M(θ)−DX ◦K(θ)M(θ) =M(θ)
(
0 S(θ)
0 0
)
+ Ê(θ) (2.25)
where
S(θ) = βT (θ)[−DX(K(θ))J + JDX(K(θ))]β(θ) (2.26)
and, as before, ‖Ê‖ ≤ ‖∇E‖ in the case of (2.16) or ‖Ê‖ ≤ ‖∇E‖ + |λ| in the case of
(2.18).
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As before we refer the reader to the papers [LGJV05] for the definition of the norms
and the proof of the convergence of the algorithm.
Again it is not difficult to see how to obtain the result stated in Proposition 2.5.4.
Thus, considering the approximate invariance equation (2.15) in the case of flows and
taking derivatives with respect to θ we obtain
(ω∂θ)∂θK − (DX ◦K)∂θK = ∂θE. (2.27)
Then, if we consider the change of variables M defined in Proposition 2.5.1 it is clear
that the first n-columns of
M˜(θ) = ω
∂
∂θ
M(θ)−DX ◦K(θ)M(θ)
are equal to zero (up to a certain error). Finally by equation (2.27) and the Hamiltonian
character of the vector field it follows (2.25).
As in the case of symplectic maps we use equation (2.25) to transform the linearized
Newton equation so that it can be solved in a very efficient way. Hence, if we change the
unknowns ∆ =MW and we use (2.25), equations (2.16) and (2.18) for flows reduce to
M(θ)
(
0 S(θ)
0 0
)
W (θ) +M(θ)ω
∂
∂θ
W (θ)
− JDX ◦K0(θ)δ = −E(θ)
(2.28)
and by multiplying by M(θ)−1 on both sides we are left with the system of equations
ω∂θW1(θ) + S(θ)W2(θ)− B1(θ)δ = −E˜1(θ)
ω∂θW2(θ)− B2(θ)δ = −E˜2(θ)
(2.29)
where
E˜(θ) =M(θ)−1E(θ)
B(θ) =M(θ)−1J(DX ◦K0(θ))
Notice that in the case of (2.16) we just omit the δ.
The equations (2.29) reduce to solving an equation of the form (2.11). Hence, we
determine first δ by imposing that the RHS of the second equation has average zero.
Then, the second equation determines W2 up to a constant which is fixed by the first
equation by imposing that the average on the RHS is zero. Finally, we obtain W1(θ) up
to constant.
The algorithm for flows is the following
Algorithm 2.5.5. Consider given X = J∇H, ω, K0 and an approximate solution K
(resp. K, λ). Perform the following calculations
1. (1.1) Compute ω∂θK
2.5. FAST NEWTON METHODS FOR LAGRANGIAN TORI 117
(1.2) Compute X ◦K
2. Set E = ω∂θK −X ◦K (resp. set E = ω∂θK −X ◦K − (J ◦K0)(DX ◦K0)λ)
3. Following (2.20)
(3.1) Compute α(θ) = ∂θK
(3.2) Compute β(θ) = Jα(θ)
(3.3) Compute N(θ) = ([β(θ)]tβ(θ))−1
(3.4) Compute γ(θ) = β(θ)N(θ)
(3.5) Compute M(θ) = [α(θ) | γ(θ)]
(3.6) Compute M(θ)−1
(3.7) Compute E˜(θ) =M(θ)−1E(θ)
(3.8) Compute
S(θ) = βT (θ)[−DX(K(θ))J + JDX(K(θ))]β(θ)
as indicated in (2.26)
4. (4.1) Solve for W2 satisfying
ω∂θW2 = −E˜2 −
∫
E˜2
(resp.)
(4.1′) Solve for δ satisfying ∫
E˜2 −
[ ∫
B2
]
δ = 0
(4.2′) Solve for W2 satisfying
ω∂θW2 = −E˜2 +B2δ
Set W2 such that the average is 0.
5. (5.1) Compute S(θ)W2(θ)
(5.2) Solve for W 2 satisfying
0 =
∫
E˜1(θ) +
∫
S(θ)W2(θ) +
[ ∫
S(θ)
]
W 2
(5.3) Find W1 solving
ω∂θW1 = −E˜1 − S(W2 +W 2)
Normalize it so that
∫
W1 = 0
(resp.)
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(5.1′) Compute S(θ)W2(θ)
(5.2′) Solve for W 2 satisfying
0 =
∫
E˜1(θ) +
∫
B1(θ)δ −
∫
S(θ)W2(θ)−
[ ∫
S(θ)
]
W 2
(5.3′) Find W1 solving
ω∂θW1 = −E˜1 − S(W2 +W 2) +B1δ
Normalize it so that
∫
W1 = 0
6. The improved K is K(θ) +M(θ)W (θ)
(resp. the improved λ is λ+ δ).
Notice that steps (1.1), (3.1), (4.1) (resp. (4.2′)), (5.3) (resp. (5.3′)) are diagonal in
Fourier series, the other steps are diagonal in the real space representation.
2.6 Fast iteration of cocyles over rotations.
Computation of hyperbolic bundles
It is clear from the previous sections that the linearized Newton equations of the invariance
equations are very closely tied to the long term behavior of the equations of variation
describing the propagation of infinitesimal disturbances around an invariant object. This
connection will become more apparent in our discussion of whiskered tori in Section 2.7.
Indeed, the relation between structural stability and exponential rates of growth has been
one of the basic ingredients of the theory of Anosov systems [Ano69].
In this section we will study algorithms related to the iteration of cocycles over rota-
tions. These will be ingredients of further algorithms, some of which are independent of
the goals of this chapter. Hence, we have striven to make this section independent of the
rest.
2.6.1 Some standard definitions
Given a function M : Tℓ → GL(n,R) and a vector ω ∈ Rℓ, we consider the cocycle over
the rotation Tω associated to the matrix M . This is the functionM : Z×Tℓ → GL(n,R)
defined by
M(n, θ) =

M(θ + (n− 1)ω) · · ·M(θ) n ≥ 1
Id n = 0
M−1(θ + (n + 1)ω) · · ·M−1(θ) n ≤ 1
(2.30)
Equivalently, a cocycle is defined by the relation
M(0, θ) = Id
M(1, θ) =M(θ)
M(n+m, θ) =M(n, Tmω (θ)) · M(m, θ)
(2.31)
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We will say that M is the generator of M. Note that if M(Td) ⊂ G where G ⊂
GL(n,R) is a group, then the cocycle M also has range in the group G.
The main example of a cocycle for this chapter is
M(θ) = DF ◦K(θ),
for K a parameterization of an invariant circle satisfying (2.4). Other examples appear
in discrete Schro¨dinger equations [Pui02]. In the mentioned examples, we have that the
cocycles lie in the symplectic group and in the unitary group, respectively.
Similarly, given a matrix valued function M(θ), a continuous time cocycle M(θ, t) is
defined to be the only solution to:
d
dt
M(θ, t) =M(θ + ωt)M(θ, t)
M(θ, 0) = Id
(2.32)
From the uniqueness of differential equations we have
M(θ, t+ s) =M(θ + ωt, s)M(θ, t)
M(θ, 0) = Id (2.33)
Note that (2.32) and (2.33) are continuous time analogues of (2.30) and (2.31), re-
spectively. Moreover, if M(Td) ⊂ G, where G is the Lie algebra of the Lie group G, then
M(θ, t) ∈ G.
The main example for us of a continuous time cocycle will be
M(θ) = DX ◦K(θ),
where K is a solution of the invariance equation (2.4) and X is a Hamiltonian vector field.
In this case, M(θ, t) is symplectic.
2.6.2 Hyperbolicity of cocycles
One of the most crucial properties of cocycles is hyperbolicity (or spectral dichotomies)
[MS89, SS74, SS76a, SS76b, Sac78]
Definition 2.6.1. Given 0 < λ < µ we say that a cocycle Mn(θ) (resp. M(θ, t)) has a
λ, µ dichotomy when we can find a constant c > 0 and a splitting depending on θ,
Rd = Esθ ⊕ Euθ
which is characterized by:
v ∈ Esθ ⇔ |Mn(θ)v| ≤ cλn|v| , ∀n ≥ 0
v ∈ Euθ ⇔ |Mn(θ)v| ≤ cµn|v| , ∀n ≤ 0
(2.34)
or, in the continuous time case
v ∈ Esθ ⇔ |M(θ, t)v| ≤ cλt|v| , ∀t ≥ 0
v ∈ Euθ ⇔ |M(θ, t)v| ≤ cµt|v| , ∀t ≤ 0.
(2.35)
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The notation Es and Eu is meant to suggest that very important cases is when the
splitting is between stable and unstable bundles. This is the case when λ < 1 < µ, and we
say, then, that the cocycle is hyperbolic. Nevertheless this is not a necessary condition.
A system can have several dichotomies, but for the purposes of this thesis the Definition
2.6.1 will be enough.
It is well known that the mappings θ → Es,uθ are Cr if M ∈ Cr for r ∈ N ∪ {∞, ω}
[HL06b]. This result uses heavily that we are considering cocycles over a rotation.
For simplicity, in the following definitions we will present mainly the case of discrete
time and we will develop the small changes needed for the continuous case in remarks.
One fundamental problem for subsequent applications is the computation of the in-
variant splittings (and, of course, to ascertain their existence). The computation of the
invariant bundles is closely related to the computation of iterations of the cocycle.
Given a typical vector v ∈ Euθ , we expect that, for n≫ 1, Mn(θ)v will be a vector in
EuTnω (θ). This suggests a method to compute Euθ by iteration, which may be practical if Euθ
bundle is 1-dimensional.
Notice that this is very similar in spirit to the calculation of the leading eigenvalue of
a matrix by the power method. In our case, however, we will see that there are issues
related to the θ dependence.
2.6.2.1 Equivalence of cocycles, reducibility
Definition 2.6.2. We say that M˜(θ) is equivalent to M(θ) if there exists Q : Tℓ →
GL(n,R) in such a way that
M˜(θ) = Q(θ + ω)−1M(θ)Q(θ). (2.36)
It is easy to check that M˜ being equivalent to M is an equivalence relation.
If M˜ is equivalent to a constant cocycle, we say that M˜ is “reducible.”
The important point is that, when (2.36) holds, we have
M˜n(θ) = Q(θ + nω)−1Mn(θ)Q(θ). (2.37)
In particular, if M is a constant matrix A we have
M˜n(θ) = Q−1(θ + nω)AnQ(θ),
so that iterations of reducible cocycles are easy to compute.
2.6.3 Algorithms for fast iteration of cocycles
In its simplest form, the algorithm for fast iteration of cocyles is:
Algorithm 2.6.3. Given M(θ), compute
M˜(θ) =M(θ + ω)M(θ). (2.38)
Set M˜ → M , 2ω → ω and iterate the procedure.
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The important property is that
M˜n(θ) =M2n(θ) .
Hence, ifM (k)(θ) is the result of applying k times the renormalization procedure described
in Algorithm 2.6.3, we have
M(k)n (θ) =M2kn(θ) .
If we discretize the cocycle M(θ) taking N points (or N Fourier modes) and denote
by C(N) the number of operations required to perform a step of Algorithm 2.6.3, then
we can compute 2k iterates at a cost of operations kC(N).
Notice that the important point is that the cost to compute 2k iterations is proportional
to k. Of course, the proportionality constant depends on N . The form of this dependence
on N depends on the details of how do we compute the shift and the product.
There are several alternatives to perform the transformation (2.38). The main diffi-
culty arises from the fact that, if we have points on a equally spaced grid, then θ+ω will
not be in the same grid. We have at least three alternatives:
i. Keep the discretization by points in a grid and compute M(θ + ω) by interpolating
with nearby points.
ii. Keep the discretization by points in a grid but note that the shift is diagonal in
Fourier space. Of course, the multiplication of the matrix is diagonal in real space.
iii. Keep the discretization in Fourier space but use the Cauchy formula for the product.
The cost factor of each of these alternatives is, respectively,
C1(N) = O(N)
C2(N) = O(N logN)
C3(N) = O(N
2).
(2.39)
Besides differing in their cost, the above algorithms may depend on their stability and
roundoff properties.
Clearly, the main idea of the method is to precompute some blocks of the iteration,
store them and use these blocks in iteration. One can clearly choose different strategies to
group different blocks. It seems quite possible that different methods can lead to different
numerical stability. At the moment, we lack a definitive theory of stability which allows
us to choose the blocks.
Next, we will present an alternative consisting of using the QR decomposition for
the iterates. As it has been argued by many people, it seems that the QR algorithm to
compute the iterates is rather stable [Ose68, DVV02].
Algorithm 2.6.4. Given M(θ) and a QR decomposition of M(θ),
M(θ) = Q(θ)R(θ),
perform the following operations:
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• Compute S(θ) = R(θ + ω)Q(θ)
• Compute pointwise a QR decomposition of S: S(θ) = Q¯(θ)R¯(θ).
• Compute Q˜(θ) = Q(θ + ω)Q¯(θ)
R˜(θ) = R¯(θ)R(θ + ω)
M˜(θ) = Q˜(θ)R˜(θ)
• Set M ← M˜
R← R˜
Q← Q˜
2ω → ω
and iterate the procedure.
Since the QR decomposition can be computed fast, indeed it takes O(N logN), then
the cost of the implementation depends on the issues discussed in (2.39). One can also
do the same procedure based on SV D, which is somewhat slower than the QR.
2.6.4 The “straddle the saddle” phenomenon and precondition-
ing
The iteration of cocycle has several pitfalls compared with the iteration of matrices. The
main complication from the numerical point of view is that the (un)stable bundle does
depend on the base point.
In this section we describe a geometric phenomenon that causes some instability in
the iteration of cocycles. This instability –which is genuine– becomes catastrophic when
we apply some of the fast iteration methods described in Section 2.6.3.
Since
Mn(θ) =Mn−1(θ + ω)M(θ),
we see that we can think of computing Mn(θ) as applying Mn−1(θ + ω) to the column
vectors of M(θ).
A column of M , which we will denote by v(θ), can be thought geometrically as an
embedding from Tℓ to Rn. If the stable manifold of Mn−1(θ) has codimension ℓ or
smaller, there could be points θ∗ ∈ Tℓ such that v(θ∗) ∈ Esθ∗ but for points such that
0 < d(θ, θ∗) < ε, then v(θ) /∈ Esθ .
Clearly,
Mn−1(θ∗ + ω)v(θ∗)
will decrease exponentially. Nevertheless, for all θ in a neighborhood of θ∗
Mn−1(θ + ω)v(θ)
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will grow exponentially. Of course, the direction in which the growth takes place, will
depend on the projection of Mn−1(θ + ω)v(θ) on Euθ+ω.
For example, in the case that n = 2, ℓ = 1 and the stable and unstable directions
are one dimensional, the unstable components will have different signs and the vectors
Mn−1(θ + ω)v(θ) will align in opposite directions. An illustration of this phenomenon
happens in Figure 2.2.
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Figure 2.2: The straddle the saddle phenomenon. We plot one of the components of the
cocycle M2k(θ) for the values k = 0, 3, 4. The case k = 0 was scaled by a factor 200.
The transversal intersection of the range of v(θ) with Esθ is indeed a true phenomenon,
and it is a true instability.
Unfortunately, if v(θ) is very discontinuous, the discretization by Fourier series or the
interpolation by splines will be extremely inaccurate so that the Algorithm 2.6.3 will be
extremely inaccurate.
This phenomenon is easy to detect when it happens because the derivatives grow
exponentially fast in some localized spots.
2.6.4.1 Eliminating straddle the saddle
Fortunately, once the phenomenon is detected, it can be eliminated. The main idea is
that one can find an equivalent cocycle which does not have the problem (or presents it
in a smaller extent).
In more geometric terms we observe that, even if the stable and unstable bundles are
geometrically natural objects, the decomposition of a matrix into columns is coordinate
dependent. Hence, if we choose some coordinate system which is reasonably close to the
stable and unstable manifolds and we denote by Q the change of coordinates, then the
cocycle
M˜(θ) = Q(θ + ω)−1M(θ)Q(θ),
is close to a constant.
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This may seem somewhat circular, but the circularity can be broken using continuation
methods. Given a cocycle which is close to constant, fast iteration methods work and they
allow us to compute the splitting. Then, if we have computed Q for some M , we can use
it to precondition the computation of neighboring M .
The algorithms for the computation of bundles will be discussed next. As we will see
some of them are based on iteration.
2.6.5 Final computation of rank-1 bundles and the dynamics
associated to them
The algorithms described in the previous section provide a fast way to iterate the cocy-
cle. We will see that this iteration method, which is a kind of power method, gives the
dominant eigenvalue m(θ) and the corresponding eigenvector v(θ).
The methods based on iteration rely strongly on the fact that the cocycle has one
dominating eigenvalue which is simple. This is the case in the numerical examples we
considered in Section 2.10.
Consider that we have performed k iterations of the cocycle (of course we perform
scalings at each step) and we have computed Mn(θ), with n = 2k. Then, one can easily
read the dominant rank-1 bundle from the QR decomposition of the cocycle Mn(θ),
just taking the column of Q associated to the larger value in the diagonal of the upper
triangular matrix R. Indeed, one obtains a vector v(θ + 2kω) (and therefore v(θ) by
performing a shift of angle −2kω) of modulus 1 spanning the unstable manifold. Since,
M(θ)v(θ) = m(θ)v(θ + ω),
then
m(θ) = ([M(θ)v(θ)]T [M(θ)v(θ)])1/2.
As it is standard in the power method, we perform scalings at each step. Indeed we
divide all the entries in the matrix M(θ) by the maximum value among the entries of the
matrix.
Hence, for the simplest case that there is one dominant eigenvalue, the method pro-
duces a section v (spanning the unstable subbundle) and a real function m(θ), which
represents the dynamics on the rank 1 unstable subbundle, such that
M(θ)v(θ) = m(θ)v(θ + ω).
Following [HL06a], under certain non-resonant conditions which are satisfied in the
case of the stable and unstable subspaces, one can reduce the 1-dimensional cocycle as-
sociated to m and ω to a constant. Hence, we look for a positive function p(θ) and a
constant λ such that
m(θ)p(θ) = λp(θ + ω). (2.40)
If m(θ) > 0, we take logarithms on both sides of the equation (2.40). Then,
logm(θ) + log p(θ) = log λ+ log p(θ + ω),
and taking log λ the average of logm(θ), then the problem reduces to solve for log p(θ)
an equation of the form (2.11). The case m(θ) < 0 is analogous. Of course, p(θ) and λ
can be obtained just exponentiating.
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2.7 Fast Newton methods for whiskered Lagrangian
tori
In this section we follow [FLS07] and we develop an efficient Newton method to solve the
invariance equations (2.4) and (2.5) for the case of whiskered tori, that is invariant tori
with associated stable and unstable manifolds. We focus on the case of maps (the case
for vector fields is similar).
As in the case of maximal KAM tori, we will assume that the motion on the torus
is a rigid rotation with a Diophantine frequency ω ∈ Zℓ. Then, in the case of whiskered
tori we have that the direction tangent to the torus and, by the symplectic structure, its
symplectic conjugate direction, span the 2ℓ-dimensional center subspace and the other
2d− 2ℓ directions are hyperbolic, that is, they contract exponentially either in the future
or in the past.
Hence, we have that for every θ ∈ Tℓ the tangent space TK(θ)M, whereM = Rd×Td,
has an invariant analytic splitting, that is
TK(θ)M = E cK(θ) ⊕ EsK(θ) ⊕ EuK(θ) (2.41)
such that, there exist 0 < µ1, µ2 < 1, µ3 > 1 satisfying µ1µ3 < 1, µ2µ3 < 1 and C > 0
such that for all n ≥ 1 and θ ∈ Tℓ
v ∈ EsK(θ) ⇐⇒ |M(n, θ)v| ≤ Cµn1 |v| ∀n ≥ 1
v ∈ EuK(θ) ⇐⇒ |M(n, θ)v| ≤ Cµn2 |v| ∀n ≤ 1
v ∈ E cK(θ) ⇐⇒ |M(n, θ)v| ≤ Cµn3 |v| ∀n ∈ Z
(2.42)
whereM is the cocycle associated to the matrix M(θ) = DF (K(θ)) and the frequency ω
(see Definition 2.30).
We associate to this splitting the projections ΠcK(θ), Π
s
K(θ) and Π
u
K(θ) over the invariant
spaces E cK(θ), EsK(θ) and EuK(θ), respectively, which are analytic with respect to θ.
In Section 2.6 we have given a method to compute the rank-1 bundles by iterating the
cocycle. Of course, once we have computed the vector v(θ) spanning the rank-1 (un)stable
bundle it is very easy to obtain the projections. In Section 2.7.1 we discuss an alternative
to compute the projections by means of a Newton method. In that case we do not need
to assume that the bundle is 1-dimensional.
Recall that we want to design a Newton method to solve the invariance equation (2.4)
and (2.5). Hence, we are left with solving the linearized equations, which are (2.16) and
(2.18). The main difference with respect to maximal tori is that we first will project them
on the invariant subspaces E c, Eu and Es, and then solve an equation for each subspace.
Thus, let us denote
∆s,c,u(θ) = Πs,c,uK(θ)∆(θ)
Es,c,u(θ) = Πs,c,uK(θ)E(θ),
(2.43)
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such that ∆(θ) = ∆s(θ)+∆c(θ)+∆u(θ). Then, by the invariant properties of the splitting,
the linearized equations for the Newton method (2.16) and (2.18) split in
DF (K(θ))∆c(θ)−∆c ◦ Tω(θ) = −Ec(θ)
DF (K(θ))∆s(θ)−∆s ◦ Tω(θ) = −Es(θ)
DF (K(θ))∆u(θ)−∆u ◦ Tω(θ) = −Eu(θ)
(2.44)
and
DF (K(θ))∆c(θ)−∆c ◦ Tω(θ) + ΠcK(θ)(J ◦K0(θ))DK0(θ)δ = −Ec(θ)
DF (K(θ))∆s(θ)−∆s ◦ Tω(θ) + ΠsK(θ)(J ◦K0(θ))DK0(θ)δ = −Es(θ)
DF (K(θ))∆u(θ)−∆u ◦ Tω(θ) + ΠuK(θ)(J ◦K0(θ))DK0(θ)δ = −Eu(θ),
(2.45)
respectively
We solve for ∆c and δ the equation on the center subspace using the algorithm de-
scribed in Section 2.5. Notice that once δ is obtained the equations (2.45) for the hyper-
bolic spaces reduce to the equations (2.44). More precisely,
DF (K(θ))∆s,u(θ)−∆s,u ◦ Tω(θ) = −E˜s,u(θ) (2.46)
where
E˜s,u = Es,u(θ) + Πs,uK(θ)(J ◦K0(θ))DK0(θ)δ.
Equations (2.44) and (2.45) for the stable and unstable spaces can be solved iteratively
using the contraction properties of the cocycles on the hyperbolic spaces given in (2.42).
Indeed, a solution for equations (2.46) is given explicitly by
∆s(θ) = E˜s◦T−ω(θ)+
∞∑
k=1
(DF◦K◦T−ω(θ)×· · ·×DF◦K◦T−kω(θ))(E˜s◦T−(k+1)ω(θ)) (2.47)
for the stable equation, and
∆u(θ) = −
∞∑
k=0
(DF−1 ◦K(θ)× · · · ×DF−1 ◦K ◦ Tkω(θ))(E˜u ◦ Tkω(θ)) (2.48)
for the unstable direction. Of course, the contraction of the cocycles guarantees the
uniform convergence of these series.
In Section 2.7.2 we discuss fast algorithms to compute sums of the form (2.47) and
(2.48). They are based on the idea exposed in Section 2.6 for fast iteration of the cocycles.
Hence, the algorithm for whiskered tori will be a combination of different algorithms
that we summarize here:
Algorithm 2.7.1. Consider given F , ω, K0 and an approximate solution K (resp. K, λ),
perform the following operations:
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• Compute the projections associated to the cocycle M(θ) = DF ◦K(θ) and ω using
the algorithms described either in Section 2.6.5 or 2.7.1.
• Project the linearized equation to the center manifold and use the algorithm 2.5.3 to
obtain ∆s and δ.
• Project the linearized equation to the hyperbolic space and use the algorithms de-
scribed in Section 2.7.2 to obtain ∆s,u.
• Set K +∆s +∆u +∆c → K and λ+ δ → λ and iterate.
2.7.1 A Newton method to compute the projections
In this section we will discuss a Newton method to compute the projections ΠcK(θ), Π
s
K(θ)
and ΠuK(θ) associated to the linear spaces E cK(θ), EsK(θ) and EuK(θ), respectively, where K is
an (approximate) invariant tori.
We will design a Newton method to compute ΠsK(θ) and Π
cu
K(θ) = Π
c
K(θ)+Π
u
K(θ). Similar
arguments allow to design a Newton method to compute ΠuK(θ) and Π
cs
K(θ) = Π
c
K(θ)+Π
s
K(θ).
Then, of course, Πc is given by
ΠcK(θ) = Π
cs
K(θ)Π
cu
K(θ) = Π
cu
K(θ)Π
cs
K(θ) .
Let us discuss first a Newton method to compute ΠsK(θ) and Π
cu
K(θ). In order to simplify
notation, from now on, we will omit K(θ) in the notation for the projections.
We will look for the maps Πs : Tℓ → GL(2d,R) and Πcu : Tℓ → GL(2d,R) satisfying
the following equations:
Πcu(θ + ω)M(θ)Πs(θ) = 0 (2.49)
Πs(θ + ω)M(θ)Πcu(θ) = 0 (2.50)
Πs(θ) + Πcu(θ) = Id (2.51)
[Πs(θ)]2 = Πs(θ) (2.52)
[Πcu(θ)]2 = Πcu(θ) (2.53)
Πs(θ)Πcu(θ) = 0 (2.54)
Πcu(θ)Πs(θ) = 0 (2.55)
where M(θ) = DF (K(θ)).
Notice that the system of equations (2.49)–(2.55) is redundant. Indeed, it is easy to see
that equations (2.53), (2.54) and (2.55) follow from equations (2.51) and (2.52). Therefore,
the system of equations that needs to be solved is reduced to equations (2.49)–(2.52).
We are going to design a Newton method to solve equations (2.49)–(2.50) and use
equations (2.51),(2.52) as constraints. Assume that we are given an approximate solution
(Πs,Πcu) of the equations (2.49)–(2.50), which is exactly a projection. That is,
Πcu(θ + ω)M(θ)Πs(θ) = Ecu(θ) (2.56)
Πs(θ + ω)M(θ)Πcu(θ) = Es(θ) (2.57)
Πs(θ) + Πcu(θ) = Id (2.58)
[Πs(θ)]2 = Πs(θ) (2.59)
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Notice that the error for equation (2.56) has components only on the center and unstable
“approximated” subspaces and we denote it by Ecu. The same happens with the equa-
tion (2.57) but on the “approximated” stable subspace. We assume that Ecu and Es are
both small.
We will look for ∆s and ∆cu in such a way that setting Πs ← Πs + ∆s and Πcu ←
Πcu +∆cu, the new projections solve equations (2.49) and (2.50) up to order |E|2 where
|E| = |Es|+ |Ecu|.
Hence, the Newton method consists of looking for ∆s and ∆cu solving the following
equations
∆cu(θ + ω)M(θ)Πs(θ) + Πcu(θ + ω)M(θ)∆s(θ) = −Ecu(θ)
∆s(θ + ω)M(θ)Πcu(θ) + Πs(θ + ω)M(θ)∆cu(θ) = −Es(θ) (2.60)
with the constraints
∆s(θ) + ∆cu(θ) = 0
Πs(θ)∆s(θ) + ∆s(θ)Πs(θ) = ∆s(θ) .
(2.61)
Notice that by (2.61) we only need to compute ∆s. Of course, ∆cu = −∆s. Next, we
will try to work out equations (2.60) and (2.61) so that we can give an explicit expression
for ∆s.
Denote
∆ss = Π
s∆s
∆scu = Π
cu∆s
then
∆s = ∆ss +∆
s
cu (2.62)
and (2.61) reads
∆ss(θ) + ∆
s(θ)Πs(θ) = ∆ss(θ) + ∆
s
cu(θ), (2.63)
from where
∆s(θ)Πs(θ) = ∆scu(θ) . (2.64)
Notice that by (2.58), (2.64) and (2.62) we have that
∆s(θ)Πcu(θ) = ∆s(θ)−∆s(θ)Πs(θ) = ∆s(θ)−∆scu(θ) = ∆ss(θ). (2.65)
Now, using (2.61), equations (2.56)–(2.57) transform to
−∆s(θ + ω)M(θ)Πs(θ) + Πcu(θ + ω)M(θ)∆s(θ) = −Ecu(θ)
and
∆s(θ + ω)M(θ)Πcu(θ)−Πs(θ + ω)M(θ)∆s(θ) = −Es(θ)
Let us introduce some notation. Denote
Ns(θ) = Π
s(θ + ω)M(θ)Πs(θ)
Ncu(θ) = Π
cu(θ + ω)M(θ)Πcu(θ),
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then, using that Πcu(θ+ ω)M(θ)Πs(θ) and Πs(θ+ ω)M(θ)Πcu(θ) are small by (2.56) and
(2.57) and that [Πs(θ)]2 = Πs(θ) and [Πu(θ)]2 = Πu(θ) by (2.58) and (2.59) the equations
we need to solve reduce to
−∆ss(θ + ω)Πs(θ + ω)Ns(θ) +Ncu(θ)Πcu(θ)∆s(θ) = −Ecu(θ)
and
∆s(θ + ω)Πcu(θ + ω)Ncu(θ)−Ns(θ)Πs(θ)∆cu(θ) = −Es(θ)
Finally, by (2.64) and (2.65) we obtain that
−∆scu(θ + ω)Ns(θ) +Ncu(θ)∆scu(θ) = −Ecu(θ) (2.66)
∆ss(θ + ω)Ncu(θ)−Ns(θ)∆ss(θ) = −Es(θ) (2.67)
Equations (2.66)-(2.67) are of the form (2.70) for A(θ) = Ncu(θ), B(θ) = Ns(θ) and
η(θ) = −Ecu(θ) in the case of equation (2.66) and A(θ) = Ns(θ), B(θ) = Ncu(θ) and
η(θ) = +Es(θ) in the case of equation 2.67. Notice that ‖Ns(θ)‖ < 1 and ‖N−1cu ‖ < 1.
Hence, they can be solved iteratively using the fast iterative algorithms described in
section 2.7.2.
The explicit expression for ∆scu and ∆
s
s is given by
∆scu(θ) = −
[
N−1cu (θ)E
cu(θ) +
∞∑
n=1
N−1cu (θ)× · · ·×
N−1cu (θ + nω)E
cu(θ + nω)Ns(θ + (n− 1)ω)× · · · ×Ns(θ)
] (2.68)
and
∆ss(θ) = E
s(θ − ω)N−1cu (θ − ω) +
∞∑
n=1
Ns(θ − ω)× · · ·×
Ns(θ − (n+ 1)ω)N−1cu (θ − (n+ 1)ω)× · · · ×N−1cu (θ − ω).
(2.69)
Remark 2.7.2. Notice that by the way Ncu(θ) is defined, it is a matrix with no full rank.
Therefore, we denote N−1cu (θ) to refer to the “pseudoinverse” matrix.
Finally, let us check that ∆s = ∆scu+∆
s
s also satisfies the constraints for this problem.
In order to check that constraint (2.64) is satisfied we first notice that
Ns(θ)Π
s(θ) = Ns(θ)
and
N−1cu (θ − ω)Πs(θ) = 0 .
Moreover, from (2.56) and using (2.59) one can see that
Ecu(θ)Πs(θ) = Πcu(θ + ω)M(θ)[Πs(θ)]2 = Ecu(θ) .
Then, from expressions (2.68) and (2.69) it is clear that the constraint (2.64) is satisfied.
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Now, using the first equation in (2.61) we get ∆u(θ) = −(∆ss(θ) + ∆scu(θ)) and the
improved projections are
Π˜s(θ) = Πs(θ) + ∆ss(θ) + ∆
s
cu(θ)
Π˜cu(θ) = Πcu(θ) + ∆u(θ).
The new error for equations (2.49) and (2.50) is now ‖E˜‖ ≤ C‖E‖2 where ‖E‖ =
‖Ecu‖ + ‖Es‖. Of course equation (2.51) is clearly satisfied but (2.52) is satisfied up to
an error which is quadratic in ‖E‖.
However it is easy to get an exact solution for (2.52) and the correction is quadratic
in ∆s (and therefore in ∆cu). Thus, we just take the SVD decomposition of Π˜s and we
set the values in the singular value decomposition either to 1 or 0.
In this way we obtain new projections Πsnew and Π
u
new = Id−Πsnew satisfying
‖Πsnew − Π˜s‖ < [∆s]2
‖Πunew − Π˜u‖ < [∆u]2,
so that the error for equations (2.49) and (2.50) is still quadratic in ‖E‖ and, moreover,
they satisfy equations (2.52) and, of course, (2.51) exactly.
Hence, setting Πs ← Πsnew and Πcu ← Πcunew we can repeat the procedure described in
this section and perform another Newton step.
So, the algorithm for the Newton method to compute the projections is:
Algorithm 2.7.3. Consider given F, k, ω and an approximate solution (Πs,Πcu) of equa-
tions (2.49)-(2.50). Perform the following calculations:
1. Compute M(θ) = DF ◦K(θ)
2. (2.1) Compute Ecu(θ) = Πcu(θ + ω)M(θ)Πs(θ)
(2.2) Compute Es(θ) = Πs(θ + ω)M(θ)Πcu(θ)
3. (3.1) Compute Ns(θ) = Π
s(θ + ω)M(θ)Πs(θ)
(3.2) Compute Ncu(θ) = Π
cu(θ + ω)M(θ)Πcu(θ)
4. (4.1) Solve for ∆ss satisfying
Ns(θ)∆
s
s(θ)−∆ss(θ + ω)Ncu(θ) = Es(θ)
(4.2) Solve for ∆scu satisfying
Ncu(θ)∆
s
cu(θ)−∆scu(θ + ω)Ns(θ) = −Ecu(θ)
5. (5.1)Compute Π˜s(θ) = Πs(θ) + ∆ss(θ) + ∆
s
cu(θ).
(5.2) Compute the SVD decomposition of Π˜s(θ): Π˜s(θ) = U(θ)Σ(θ)V T (θ).
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(5.3) Set the values in Σ(θ) equal to the closer integer (which will be either 0 or 1).
(5.4) Recompute Π¯s(θ) = U(θ)Σ(θ)V T (θ).
6. Set Π¯s → Πs
Id−Π¯s→ Πcu
and iterate the procedure.
2.7.2 Fast algorithms to solve the cohomology equation
In this section we present fast algorithms to solve for ∆(θ) the cohomology equation
A(θ)∆(θ)−∆(θ + ω)B(θ) = η(θ) (2.70)
for given A(θ), B(θ) and η(θ) satisfying either ‖A‖ < 1, ‖B−1‖ < 1 or ‖A−1‖ < 1,
‖B‖ < 1.
This type of equation appears in the computation of the projections using a Newton
method (see equations (2.66)-(2.67)) as well as in the computation of whiskered tori (this
is the resulting equation of the projection of the linearized equation of the Newton method
onto the hyperbolic subspaces, see (2.44) and (2.46)).
The algorithms we present use the contraction of the cocycles and they consist of
iterations. Interestingly enough, for the 1-dimensional case we present an amazing fast
algorithm which does not use the contraction properties but Fourier transforms and solves
it exactly. The main shortcoming is that it involves small divisors, whereas it is not the
case for the iterative methods.
2.7.2.1 Fast algorithm for the 1-D cohomology equation
In this section we present an efficient algorithm for the 1-dimensional equation (2.70). It
is an adaptation of Herman’s “tricks” in [Her83].
Consider the following equation,
A(θ)
B(θ)
∆(θ)−∆(θ + ω) = η(θ)
B(θ)
(2.71)
which is obtained from (2.70) multiplying by B−1(θ).
We will solve (2.71) in two steps:
1. Find C(θ) and λ ∈ R such that
A(θ)
B(θ)
= λ
C(θ)
C(θ + ω)
(2.72)
2. Applying (2.72) in (2.71) and multiplying by C(θ + ω)−1 we obtain
λC(θ)∆(θ)− C(θ + ω)∆(θ + ω) = η˜(θ) (2.73)
where η˜(θ) = C(θ + ω)B−1(θ)η(θ).
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If we change the unknowns in (2.73) by W (θ) = C(θ)∆(θ), we are left with the
equation
λW (θ)−W (θ + ω) = η˜(θ). (2.74)
Of course, if |λ| 6= 1, equation (2.74) can be solved in Fourier space. That is,
Ŵk =
̂˜ηk
λ− e2πikω ,
and the solution is unique. Notice that equation (2.74) involves small divisors, which is
not the case for the iterative methods discussed in the following section.
Finally, once we have W (θ) we get
∆(θ) = C−1(θ)W (θ)
Now, step 1 can be achieved by taking logarithms to (2.72). Assume that A(θ)/B(θ) >
0, otherwise we change the sign. Then,
logA(θ)− logB(θ) = log λ+ logC(θ)− logC(θ + ω)
from where taking log λ the average of logA(θ)− log(B), the problem reduces to solve for
logC(θ) an equation of the form (2.11). Then C(θ) and λ can be obtained exponentiating.
Notice that logC(θ) is determined up to a constant. We will fix it by assuming average 0.
Hence, we have the following algorithm:
Algorithm 2.7.4. Given A(θ), B(θ) and η(θ). Perform the following instructions:
1. (1.1) Compute LA(θ) = log(A(θ))− log(B(θ))
(1.2) Compute Lλ =
∫
LA
2. Solve for LC satisfying
LC(θ)− LC ◦ Tω(θ) = LA(θ)− Lλ
Set LC such that the average is 0.
3. (3.1) Compute C(θ) = exp(LC(θ))
(3.2) Compute λ = exp(Lλ)
4. Compute η˜(θ) = C(θ + ω)B−1(θ)η(θ)
5. Solve for W satisfying
λW (θ)−W (θ + ω) = η˜(θ)
6. The solution of (2.70) is ∆(θ) = C−1(θ)W (θ)
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2.7.2.2 Fast iterative algorithms for the cohomology equation
In this section we will present a fast algorithm to solve equation (2.70) using iterative
methods. The main idea is the same as the one described in section 2.6 for the fast
iteration of the cocycles.
We will consider the case ‖A−1‖ < 1 and ‖B‖ < 1. Then, multiplying (2.70) by A−1(θ)
on the RHS, we obtain
∆(θ) = A−1(θ)∆(θ + ω)B(θ) + A−1(θ)η(θ). (2.75)
Next, we compute ∆(θ + ω) by shifting (2.75) and substituting in (2.75), so that we get
∆(θ) = A−1(θ)η(θ)
+ A−1(θ)A−1(θ + ω)η(θ + ω)B(θ)
+ A−1(θ)A−1(θ + ω)∆(θ + 2ω)B(θ + ω)B(θ).
Notice that if we define
η¯(θ) = A−1(θ)η(θ)
and
A−11 (θ) = A
−1(θ)A−1(θ + ω)
B1(θ) = B(θ + ω)B(θ)
η1(θ) = η¯(θ) + A
−1(θ)η¯(θ)B(θ)
we have that
∆(θ) = η1(θ) + A
−1
1 (θ)∆(θ + 2ω)B1(θ)
which has the same structure as (2.75) and we can repeat the same scheme. This leads
to an iterative procedure to compute A(θ) that is going to converge superexponentially
in the number of iterations. Thus, define
A−1n+1(θ) = A
−1
n (θ)A
−1
n (θ + 2
nω)
Bn+1(θ) = Bn(θ + 2
nω)B1(θ)
ηn+1(θ) = ηn(θ) + A
−1
n (θ)ηn(θ)Bn(θ)
for n ≥ 0, with
A−10 (θ) = A
−1(θ)
B0(θ) = B(θ)
η0(θ) = η¯(θ).
Then,
∆(θ) = ηn+1(θ) + A
−1
n+1(θ)∆(θ + 2
n+1ω)Bn+1(θ) ∀ n ≥ 0
and
∆(θ) = lim
n→∞
ηn+1(θ).
Of course, the convergence of the algorithm is guaranteed by the contraction of A−1 and
B. And the cost of computing 2n iterations of the algorithm is proportional to n.
The iterative algorithm is the following:
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Algorithm 2.7.5. Given A(θ), B(θ) and η(θ) perform the following operations:
1. Compute ∆(θ) = A−1(θ)η(θ)
2. Compute
(2.1) ∆˜(θ) = A−1(θ)∆(θ + ω)B(θ) + ∆(θ)
(2.2) A˜−1(θ) = A−1(θ)A−1(θ + ω)
(2.3) B˜(θ) = B(θ + ω)B(θ)
3. Set ∆˜→ ∆
A˜−1 → A
B˜ → B
2ω → ω
4. Iterate points 2− 3
The case when ‖A‖ < 1 and ‖B−1‖ < 1 can be done similarly. In this case, we multiply
(2.70) by B−1(θ) on the LHS so that we obtain
∆(θ + ω) = A(θ)∆(θ)B−1(θ)− η(θ)B−1(θ).
Before applying the iterative scheme we shift by −ω. In this way
∆(θ) = A(θ′)∆(θ′)B−1(θ′)− η(θ′)B−1(θ′)
where θ′ = T−ωθ.
Define
η¯(θ′) = η(θ′)B−1(θ′)
and
An+1(θ
′) = An(θ
′)A1(θ
′ − 2nω)
Bn+1(θ
′) = B−1(θ′ − 2nω)B−1(θ′)
ηn+1(θ
′) = ηn(θ
′) + An(θ
′)ηn(θ
′)Bn(θ
′)
for n ≥ 0 with
A0(θ
′) = A(θ′)
B0(θ
′) = B−1(θ′)
η0(θ
′) = η¯(θ′),
then
∆(θ) = An+1(θ
′)∆(θ′ − 2n+1ω)B−1n+1(θ′)− ηn+1(θ′)
and
∆(θ) = lim
n→∞
−ηn(θ′).
Again the convergence is superexponential in n.
The iterative algorithm in this case is
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Algorithm 2.7.6. Given A(θ), B(θ) and η(θ), perform the following operations:
1. Compute ∆(θ) = −η(θ)B−1(θ)
2. Compute
(2.1) ∆˜(θ) = A(θ)∆(θ − ω)B−1(θ) + ∆(θ)
(2.2) A˜(θ) = A(θ)A(θ − 2ω)
(2.3) B˜−1(θ) = B−1(θ − 2ω)B−1(θ)
3. Set
∆˜→ ∆
A˜→ A
B˜ → B
2ω → ω
4. Iterate parts 2–3
This algorithm gives us ∆(θ + ω). Shifting it by −ω we get ∆(θ).
2.8 Computation of rank-1 whiskers of an invariant
torus
In this section we present algorithms to compute the whiskers associated to an invari-
ant torus, that is the invariant manifolds that contain the torus and are tangent to the
invariant bundles.
For the sake of simplicity and in order to state in a clear way the main idea behind the
methods we will discuss the case when the invariant whiskers are one-dimensional, that
is d − ℓ = 1 and the bundle is trivial. However, this idea can be extended to compute
invariant manifolds of any rank. We plan to come back to this issue in the future.
Recall that we will look for the whiskers by finding a parameterization for them, so
we will seek a function W : Tℓ × (U ⊂ Rd−ℓ) → R2d and a scalar λ satisfying equation
(2.8).
Notice that we are assuming that the dynamics on the manifold can be reduced to
constant coefficients.
We will consider three different methods to solve equation (2.8). We will first discuss
the order by order method, which has the main disadvantage that one needs to store and
invert a full matrix so it has several shortcomings. The other two methods considered,
are based on the philosophy of quasi-Newton methods and by using the phenomenon of
“ automatic reducibility” we are able to design a very efficient Newton method. The first
method allows to compute simultaneously the invariant tori and the whiskers, whereas
the second one is just a simplified version of the first one, when one already knows the
invariant tori and the tangent bundle.
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We considered only the case of maps because the same ideas work for the case of vector
fields.
Similar algorithms for quasi-periodic maps were developed and implemented in [HL06a,
HL07]
2.8.1 The order by order method
In this section we follow [CFL05]. We refer the reader to [CFL05] for the proof of the
convergence of the series presented.
We will find a solution (W,λ) for the invariance equation (2.8), by discretizing it in
Fourier-Taylor series. Hence, we will look for W as a power series
W (θ, s) =
∞∑
n=0
Wn(θ)s
n, (2.76)
and match similar coefficients in sn on both sides of equation (2.8).
For n = 0, one obtains
F (W0(θ)) = W0(θ + ω), (2.77)
which is equation (2.4) for the invariant torus. Therefore, we have W0(θ) = K(θ), where
K is a parametrization of the invariant torus.
For n = 1, we obtain
DF ◦K(θ)W1(θ) =W1(θ + ω)λ, (2.78)
which tells us that W1(θ) is an eigenfunction with eigenvalue λ of the operator M1(θ)
defined in (2.30)
Equation (2.78) for W1 states that the bundle spanned by W1 is invariant for the
linearization of F , and the dynamics on it is reduced to a contraction/expansion by a
constant λ. Therefore, one can compute W1 and λ using the algorithms given in Section
2.6.5.
Remark 2.8.1. Notice that if W1(θ) is a solution of equation (2.78), then bW1(θ), for
any b ∈ R, is also a solution. Even though all the choices of W1(θ) are mathematically
equivalent, the choice affects the numerical properties of the algorithm.
For n ≥ 2, we obtain
DF ◦K(θ)Wn(θ) = Wn(θ + ω)λn +Rn(W0, . . . ,Wn−1), (2.79)
where Rn is an explicit polynomial in W0, . . . ,Wn−1 whose coefficients are derivatives of
F evaluated at W0 = K.
Equation (2.79) can be solved provided that λ satisfies a certain non-resonance con-
dition, which is that λn is not in the spectrum of the operator M1(θ). This condition is
clearly satisfied in the case of (un)stable bundles which are 1-dimensional.
Equation (2.79), for n ≥ 2 can be solved using the large matrix method explained
in Section 2.4.1. Hence, we will discretize the equation (2.79) using Fourier series and
reduce the problem to solve a linear system in Fourier space, where the unknowns are the
Fourier coefficients of the matrix Wn.
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Notice that once W0(θ) and W1(θ) are fixed, the solution Wn(θ) for n ≥ 2 of equation
(2.79) is uniquely determined.
Finally, if the non resonance condition is satisfied, we know from [CFL05] that the
series constructed here converges to a true analytic solution of the problem.
2.8.2 A Newton method to compute simultaneously the invari-
ant torus and the whiskers
Instead of solving equation (2.8) step by step we can construct a Newton method for it.
Hence, we start with an initial approximation (W,λ) (resp. (W,λ, µ) satisfying
F (W (θ, s))−W (θ + ω, λs) = E(θ, s)
F (W (θ, s))−W (θ + ω, λs)− (JDK0 ◦ Tω)(θ)µ = E(θ, s) (2.80)
and we look for an improved solution
W ← W +∆
λ← λ+ δ
µ← µ+ δµ
by solving the linearized equation
[DF ◦W (θ, s)]∆(θ, s)−∆(θ + ω, λs)− δs∂sW (θ + ω, λs)
− JDK0(θ + ω)δµ = −E(θ, s). (2.81)
Remark 2.8.2. As in the previous cases the role of the parameter µ is to allow us to adjust
some averages to solve the equations for the case n = 0.
We will try to solve equation (2.81) by discretizing it in Fourier-Taylor series. Notice
that equation (2.81) is not diagonal when discretized in Fourier-Taylor series because of
the term DF ◦W . However, there is a way to make it diagonal if we notice the following
trick:
Consider the expression (2.80) and apply the ∂θ and ∂s operators so that we obtain
DF ◦W (θ, s)∂θW (θ, s) = ∂θW (θ + ω, λs) +O(E)
DF ◦W (θ, s)∂sW (θ, s) = λ∂sW (θ + ω, λs) +O(E)
From where we read that, up to a certain error, the vector ∂θW (θ, s) remains invariant
under DF ◦W (θ, s), whereas the vector ∂sW (θ, s) is multiplied by a factor λ.
The vectors (J ◦ K0(θ))∂θW (θ, s)N(θ, s) and (J ◦ K0(θ))∂sW (θ, s)N˜(θ, s), where N
and N˜ are some normalization matrices, are the symplectic conjugate vectors of ∂θW (θ, s)
and ∂sW (θ, s), respectively. The preservation of the symplectic structure implies that
(DF ◦W (θ, s))(J ◦K0(θ))∂θW (θ, s)N(θ, s) =
J ◦K0(θ)∂θW (θ, s)N(θ, s) + A(θ, s)∂θW (θ, s) +O(E)
(DF ◦W (θ, s))(J ◦K0(θ))∂sW (θ, s)N˜(θ, s) =
1
λ
J ◦K0(θ)∂sW (θ, s)N˜(θ, s) +B(θ, s)∂sW (θ, s) +O(E)
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where A(θ, s) and B(θ, s) represent the twist.
We summarize these properties in the following proposition:
Proposition 2.8.3. Denote
α(θ, s) = ∂θW (θ, s)
β(θ, s) = ∂sW (θ, s)
N(θ, s) = (α(θ, s)tα(θ, s))−1
N˜(θ, s) = (β(θ, s)tβ(θ, s))−1
γ(θ, s) = (J ◦K0(θ))α(θ, s)N(θ, s)
η(θ, s) = (J ◦K0(θ))β(θ, s)N˜(θ, s)
and form the following matrix
M(θ, s) = [α(θ, s) | γ(θ, s) | β(θ, s) | η(θ, s)] (2.82)
where we denote by [· | · | · | ·] the 2d × 2d matrix obtained by juxtaposing the two 2d× ℓ
matrices and the two 2d× (d− ℓ) matrices that are in the arguments.
Then
DF ◦W (θ, s)M(θ, s) = M(θ + ω, λs)

Id A(θ, s)
0 Id
©
©
λ B(θ, s)
0 1/λ

+O(E)
where A(θ, s) and B(θ, s) have an explicit expression that we omit here and E is the error
in (2.80).
Now if we change the unknowns ∆ = MV in (2.81) and multiply by M−1(θ + ω, λs)
on the LHS, by Proposition 2.8.3 we are left with the following system of equations
Id A(θ, s)
0 Id
©
©
λ B(θ, σ)
0 1/λ

V (θ, s)− V (θ + ω, λs)− C˜(θ, s)δu
= −E˜(θ, s) + sδH(θ, s)
(2.83)
where
C˜(θ, s) =M−1(θ + ω, λs)JDK0(θ)
E˜(θ, s) =M−1(θ + ω, λs)E(θ, s)
H(θ, s) = M−1(θ + ω, λs)∂sW (θ + ω, λs)
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Now, we expand the terms in (2.83) as a power series up to some order L and match
coefficients of the same order on both sides of the equation. We use subindexes to denote
coordinates and superindexes to denote the order. Hence, for order s0 we have
V 01 (θ)− V 01 (θ + ω) + A0(θ)V 02 (θ)− C01(θ)δµ = −E˜01(θ) (2.84)
V 02 (θ)− V 02 (θ + ω)− C02(θ)δµ = −E˜02(θ) (2.85)
λV 03 (θ)− V 03 (θ + ω) +B0(θ)V 04 (θ)− C03(θ)δµ = −E˜03(θ) (2.86)
1
λ
V 04 (θ)− V 04 (θ + ω)− C04(θ)δµ = −E˜04(θ) (2.87)
Notice that (2.84) and (2.85) can be solved using the algorithm 2.5.3 described in
section 2.5. Hence, we determine V 01 , V
0
2 and δµ. Once we know δµ we can solve uniquely
for V 03 and V
0
4 equations (2.86) and (2.87). These equations do not have any small divisors
nor obstructions.
For order s1 we have
V 11 (θ)− λV 11 (θ + ω) + A0(θ)V 12 (θ) + A1(θ)V 02 (θ) (2.88)
= −E˜11(θ) + δH01(θ) + δµC11 (θ)
V 12 (θ)− λV 12 (θ + ω) = −E˜12(θ) + δH02(θ) + δµC12 (θ) (2.89)
λV 13 (θ)− λV 13 (θ + ω) +B0(θ)V 14 (θ) +B1(θ)V 04 (θ) (2.90)
= −E˜13(θ) + δH03(θ) + δµC13 (θ)
1
λ
V 14 (θ)− λV 14 (θ + ω) = −E˜14(θ) + δH04 (θ) + δµC14 (θ) (2.91)
Notice that once we choose δ, equations (2.88) and (2.89) are uniquely solvable for
V 11 and V
1
2 . Recall that δµ is known because it has been computed in the case of order 0
equations.
The same happens with equation (2.91). However, equation (2.90) has an average that
depends on V 14 (θ). In order to overcome this problem we perform the following trick. We
denote by F and G the solution of
1
λ
F (θ)− λF (θ + ω) = H04 (θ)
1
λ
G(θ)− λG(θ + ω) = D14(θ)
where
D14(θ) = −E˜14(θ) + δµC14 (θ)
then
V 14 (θ) = δF (θ) +G(θ)
Taking averages of the equation (2.90) we have that
D14 + δH
0
3 −B0Fδ −B0G− B1V 04 = 0,
so we can solve for δ provided that H03 − B0F 6= 0.
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Now the other orders do not have any problem. For sn, with n ≥ 2, we have
V n1 (θ)− λnV n1 (θ + ω) +
n∑
k=0
An−k(θ)V k2 (θ) = −E˜n1 (θ) + δHn−11 (θ) + δµCn1 (θ)
V n2 (θ)− λnV n2 (θ + ω) = −E˜n2 (θ) + δHn−12 (θ) + δµCn2 (θ)
λV n3 (θ)− λnV n3 (θ + ω) +
n∑
k=0
Bn−k(θ)V k4 (θ) = −E˜n3 (θ) + δHn−13 (θ) + δµCn3 (θ)
1
λ
V n4 (θ)− λnV n4 (θ + ω) = −E˜n4 (θ) + δHn−14 (θ) + δµCn4 (θ)
(2.92)
and equations (2.92) can be solved uniquely for V n1 , V
n
2 , V
n
3 and V
n
4 , for n = 2 . . . L, where
L is the fixed degree for the Taylor expansion. Hence, we have obtained δ, δµ ∈ R and
V (θ, s) =
L∑
n=0
V n(θ)sn,
so that the improved solution is
W ←W +MV
λ← λ+ δ
µ← µ+ δµ.
The algorithm for the simultaneous computation of the whiskers and the invariant
torus is
Algorithm 2.8.4. Consider given F , ω, k0 and a fixed order L. Given an approximate
solution (W,λ, µ), perform the following calculations
1. Compute E(θ, s) = F ◦W (θ, s)−W (θ + ω, λs)− ((J ◦K)DK0(θ + ω)µ
2. Compute
(2.1) α(θ, s) = ∂θW (θ, s)
(2.2) β(θ, s) = ∂sW (θ, s)
(2.3) N(θ, s) = [α(θ, s)tα(θ, s)]−1
(2.4) N˜(θ, s) = [β(θ, s)tβ(θ, s)]−1
(2.5) γ(θ, s) = (J ◦K)α(θ, s)N(θ, s)
(2.6) η(θ, s) = (J ◦K)β(θ, s)N˜(θ, s)
(2.7) M(θ, s) = [α(θ, s) | γ(θ, s) | β(θ, s) | η(θ, s)]
(2.8) [M(θ, s)]−1
3. Compute
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(3.1) C˜(θ, s) =M−1(θ + ω, λs)JDK0(θ + ω)
(3.2) E˜(θ, s) = M−1(θ + ω, λs)E(θ, s)
(3.3) H(θ, s) = M−1(θ + ω, λs)α(θ + ω, λs)
4. Compute
(4.1) A(θ, s) = [α(θ, s)N(θ, s)]T [DF ◦W (θ, s)]γ(θ, s)
(4.2) B(θ, s) = [β(θ, s)N˜(θ, s)]T [DF ◦W (θ, s)]η(θ, s)
5.(5.1) Solve for δµ satisfying ∫
E˜02 −
[ ∫
C02
]
δµ = 0
(5.2) Solve for V 02 satisfying
V 02 − V 02 ◦ Tω = −E˜02 + C02δµ
Set V 02 such that the average is 0.
6.(6.1) Compute A0(θ)V 02 (θ)
(6.2) Solve for V¯ 02 satisfying∫
E˜01 −
∫
C01(θ)δµ +
∫
A0V 02 +
[ ∫
A0
]
V¯ 02 = 0
(6.3) Set V 02 = V
0
2 + V¯
0
2
(6.4) Solve for V¯ 01 satisfying
V 01 − V 01 ◦ Tω = −E˜01 −A0V 02 + C01δµ
(6.5) Normalize so that
∫
V 01 = 0
7. Solve for V 04 satisfying
1
λ
V 04 − V 04 ◦ Tω = −E˜04 + C04δµ
8. Solve for V 04 satisfying
λV 03 − V 03 ◦ Tω = −E˜03 + C03δµ − B0V 04
9.(9.1) Solve for F satisfying
1
λ
F − λF ◦ Tω = H04
(9.2) Solve for G satisfying
1
λ
G− λG ◦ Tω = −E˜14 + δµC14
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(9.3) Solve for δ satisfying(
−E˜14 + δµC14 − B0G− B1V 04
)
+ δ(H03 − B0F ) = 0
(9.4) Set V 14 = δF +G
10. (10.1) Solve for V 13 satisfying
λV 13 − λV 13 ◦ Tω = −E˜13 + δH03 + δµC13 − B0V 14 +B1V 04
(10.2) Normalize so that
∫
V 13 = 0
(10.3) Solve for V 12 satisfying
V 12 − λV 12 ◦ Tω = −E˜12 + δH02 + δµC12
(10.4) Solve for V 11 satisfying
V 11 − λV 11 ◦ Tω = −E˜11 + δH01 + δµC11 − A0V 12 + A1V 02
11. For n = 2 . . . L do
(11.1) Solve for V n2 satisfying
V n2 − λnV n2 ◦ Tω = −E˜n2 (θ) + δHn−12 + δµCn2
(11.2) Compute
A˜n =
n∑
k=0
An−kV k2
(11.3) Solve for V n1 satisfying
V n1 − λnV n1 ◦ Tω = −E˜n1 + δHn−11 + δµCn1 − A˜n
(11.4) Solve for V n4 satisfying
1
λ
V n4 − λnV n4 ◦ Tω = −E˜n4 + δHn−14 + δµCn4
(11.5) Compute
B˜n =
n∑
k=0
Bn−kV k4
(11.6) Solve for V n3 satisfying
λV n3 − λnV n3 ◦ Tω = −E˜n3 + δHn−13 + δµCn3 − B˜n
12. Compute
V (θ) =
L∑
n=0
V n(θ)Sn
13. Set W ←W +MV
λ← λ+ δ
µ← µ+ δµ
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2.8.3 A Newton method to compute the whiskers
Assuming that we have computed exactly an invariant toriK(θ) with the associated stable
bundle V s(θ) (resp. unstable bundle V u(θ)) and the rate of contraction (resp. expansion)
λ, we can use a Newton method to compute the whiskers.
We consider the invariance equation (2.8), and we assume that we have an initial
approximation W for the whiskers that expressed as a power series
W (θ, s) =
∞∑
n=0
W n(θ)sn
is such that
W 0(θ) = K(θ) and W 1(θ) = V s(θ)
(the case unstable is analogous).
Then, it is clear that the error E for the initial approximation W is such that
E(θ, s) =
∑
n≥2
En(θ)sn,
because the approximation is exact for the terms of order 0 and 1.
For a given function G : Tℓ × R → R2d we denote
G(θ, s) = G[<L](θ, s) +G[≥L](θ, s)
where
G[<L](θ, s) =
L−1∑
n=0
Gn(θ)sn
and
G[≥L](θ, s) =
∞∑
n=L
Gn(θ)sn
Using this notation, the linearized equation for the Newton method is,
[DF ◦W (θ, s)]∆[≥2](θ, s)−∆[≥2](θ + ω, λs) = −E[≥2](θ, s).
Similarly, as we did in the previous section, we can perform the change of coordinates
defined in Proposition 2.8.3 and, following the same notation, reduce the problem to solve
an equation which is diagonal in Fourier-Taylor series, that is
M(θ, s)V [≥2](θ, s)− V [≥2](θ + ω, λs) = −E˜[≥2](θ, s).
Notice that in this case, we do not have to solve the system of equations for order 0
and 1 and we can go straight to order n ≥ 2. We use subindexes to denote coordinates
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and superindexes to denote the order. Hence, for order n ≥ 2 we need to solve the system
of equations
V n1 (θ)− λnV n1 (θ + ω) +
n∑
k=2
An−k(θ)V k2 (θ) = −E˜n1 (θ)
V n2 (θ)− λnV n2 (θ + ω) = −E˜n2 (θ)
λV n3 (θ)− λnV n3 (θ + ω) +
n∑
k=2
Bn−k(θ)V k4 (θ) = −E˜n3
1
λ
V n4 (θ)− λnV n4 (θ + ω) = −E˜n4
(2.93)
Notice that now the solution of (2.93) for n = 2, 3 provides an exact solution of the
invariance equation up to order 4. That is, if we set
V [<4](θ, s) = V 2(θ, s) + V 3(θ, s)
where V 2 and V 3 are obtained by solving equations (2.93), then the improved solution W¯
given by
W¯ (θ, s) = W (θ, s) +M(θ, s)V [<4](θ, s),
satisfies that it approximates the solution of the invariance equations with an error E¯
such that
E¯(θ, s) = E¯[≥4](θ, s).
This process can be iterated and at each step we solve the invariance equation exactly
up to an order which is the double of the one we had for the initial approximation. Thus,
if we assume that the initial guess W is such that the error in (2.80) satisfies that
E = E[≥L],
then the modified linearized equation for the Newton method is such that
M(θ, s)V [≥L](θ, s)− V [≥L](θ + ω, λs) = −E˜[≥L](θ, s)
and if we solve the system of equations (2.93) for n = L . . . (2L − 1) then the improved
W¯ is
W¯ (θ, s) =W (θ, s) +M(θ, s)V [<2L](θ, s)
and is such that the new error E¯ satisfies E¯(θ, s) = E¯[≥2L](θ, s).
The algorithm in this case is
Algorithm 2.8.5. Given F , ω as well as K, V s, λ and an approximate solution W such
that
F ◦W (θ, s)−W (θ + ω, λs) = E[≥L]
with L ≥ 2 and W (θ, 0) = K(θ) and ∂sW (θ, s) = V s(θ), perform the following calcula-
tions:
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1. Compute E[≥L] = F ◦W (θ, s)−W (θ + ω, λs)
2. Compute
(2.1) α(θ, s) = ∂θW (θ, s)
(2.2) β(θ, s) = ∂sW (θ, s)
(2.3) N(θ, s) = [α(θ, s)tα(θ, s)]−1
(2.4) N˜(θ, s) = [β(θ, s)tβ(θ, s)]−1
(2.5) γ(θ, s) = (J ◦K)α(θ, s)N(θ, s)
(2.6) η(θ, s) = (J ◦K)β(θ, s)N˜(θ, s)
(2.7) M(θ, s) = [α(θ, s) | γ(θ, s) | β(θ, s) | η(θ, s)]
(2.8) [M(θ, s)]−1
3. Compute
E˜[≥L](θ, s) =M−1(θ + ω, λs)E[≥L](θ, s)
4. Compute
(4.1) A(θ, s) = [α(θ, s)N(θ, s)]T [DF ◦W (θ, s)]γ(θ, s)
(4.2) B(θ, s) = [β(θ, s)N˜(θ, s)]T [DF ◦W (θ, s)]η(θ, s)
5. For n = L . . . 2L− 1 do
(5.1) Solve for V n2 satisfying
V n2 − λnV n2 ◦ Tω = −E˜n2 (θ)
(5.2) Compute
A˜n =
n∑
k=L
An−kV k2
(5.3) Solve for V n1 satisfying
V n1 − λnV n1 ◦ Tω = −E˜n1 − A˜n
(5.4) Solve for V n4 satisfying
1
λ
V n4 − λnV n4 ◦ Tω = −E˜n4
(5.5) Compute
B˜n =
n∑
k=L
Bn−kV k4
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(5.6) Solve for V n3 satisfying
λV n3 − λnV n3 ◦ Tω = −E˜n3 − B˜n
6. Compute
V (θ) =
2L−1∑
n=L
V n(θ)sn
7. Set W ←W +MV
2.9 Guesses
All the methods we have discussed are based on considering an initial approximation for
the invariant object we are looking for and then using a Newton method to improve this
approximation. Therefore, it remains to discuss how to obtain a good initial guess for the
Newton method. We will discuss the case of maps. The case for vector fields is analogous.
A very standard method, specially when one studies families of maps indexed by a
parameter, is to use a continuation method. Typically, one starts with a value of the
parameter, let us say ε0, for which the map Fε0 can be studied analytically or a solution
is known and then use this solution as an initial guess for the Newton method to compute
the solution for the map Fε for |ε − ε0| small enough. An improvement of this method
could be to extrapolate an initial guess for Fε from the previous computed solutions for
different values of ε.
A very classical example is when one studies maps which are a perturbation of an
integrable one, for which the dynamics is very simple and well known. Nevertheless, we
recall that the methods presented in this thesis do not require the map to be close to
the integrable case. Therefore, one needs to develop other methods to compute an initial
approximation.
An alternative to get an initial approximation for the computation of primary invariant
tori is using the Percival variational principle ([Per79]). It is easy to see that primary
invariant tori correspond to minimizers of a certain functional P. In this cases, one can find
minimizers of this functional using minimization algorithms such as conjugate gradient
methods. The problem of this method is that it does not provide smooth solutions and
that the precision for the solution will be Cε1/2, where ε is the error for the computation
of the functional (roundoff and truncation). Nevertheless, one can use the minimizer
obtained as an initial guess for the Newton method.
Another shortcoming of this method is that there is not a Percival variational prin-
ciple for secondary tori. Moreover, secondary tori are invariant objects that one can not
continue to the integrable case, because they are created by the perturbation.
An alternative to get an initial guess to compute secondary tori is to use averaging
methods (see the first part of this thesis for an accurate discussion about this technique).
Another possibility consists of computing the rotation number for several points and look
for a point p that rotates with a frequency which is close to the Diophantine frequency of
the invariant tori we are looking for. Of course, taking some iterates {F n(p)}ℓn=0 of this
point we can obtain an initial guess for the Newton method.
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However, we already mentioned in the previous sections that in one step of the Newton
method we need to perform some operations in Fourier space. Hence, we need to apply
the FFT algorithm and this requires to have the values on an equidistant grid, but this is
not the case when one considers iterates of a point p by a map F . In order to get rid of
this problem, one can use cubic interpolation and calculate the values of the interpolating
function at the points {θi}ℓi=0, taking into account the periodicity of θ. This is the method
we used in the numerical implementation we carried out. See Section 2.10.1.3 for a more
detailed description. An algorithm that can perform Fourier Transforms on grids of non
equally spaced points is the USFFT and we plan to study it in the future.
2.10 Numerical Examples
We have carried out the numerical implementation of the algorithms described in the
previous section. In this section we will discuss some implementation details as well as
some efficiency properties and we will show some examples of the results obtained.
The algorithms have been implemented in C language and have been run under the
Linux environment. For the computation of the FFT we used the fftw3 library (see
http://www.fftw.org/) and we also used some of the functions available in the LAPACK
and BLAS routines (see http://www.netlib.org/lapack/).
2.10.1 Computation of primary and secondary KAM tori for
the standard map
The first example that we consider is the very well known standard map introduced by
Chirikov [Chi79]. It is a 2D-symplectic map from the cylinder R × T to itself and it is
given by
p¯ = p− εV ′(q)
q¯ = q + p¯ (mod 1)
(2.94)
where ε is a positive parameter and V is a 1-periodic smooth function called the potential
given by
V (q) =
1
(2π)2
cos(2πq). (2.95)
We refer to (p, q) as the action-angle variables.
2.10.1.1 Computation of primary invariant tori
We started from the integrable case ε = 0 where we have a 1-parameter family of 1-
dimensional invariant tori indexed by the frequency of rotation. The celebrated KAM
Theorem (see [Lla01a] for a survey) ensures that those invariant tori present in the un-
perturbed system with a Diophantine frequency will persist under the perturbation for ε
up to a certain critical value at which they break down. Regarding this question, there
is a very well known method due to Greene ([Gre79]), which consists of looking to the
stability of nearby periodic orbits.
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In this example, we first considered the invariant curve with a frequency of rotation
equal to the golden mean, that is ωg = (
√
5− 1)/2, which is conjectured to be the most
robust curve for the standard map. The Greene’s method estimates that for this curve
the critical value is close to 0.971635406.
We followed a continuation method, starting from the integrable case ε = 0 and then
increasing the parameter ε by steps of size 0.01 up to where our Newton method fails to
converge, which turned out to be ε = 0.96. For the computations we have used N = 211
Fourier coefficients and each step of the continuation method takes 0.0305 seconds in
average in a Intel(R) Core(TM)2, 2.15 GHz. The errors in the functional equations are
smaller than 10−10. We show some of the obtained curves in Figure 2.3.
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Figure 2.3: The invariant curve associated to the golden mean frequency ωg for the
standard map for some values of ε. Notice that they are shifted to have 0 offset.
We computed also invariant tori corresponding to frequencies of the form
ωα =
1
α + ωg
, α ∈ N. (2.96)
More precisely, we applied our method to the cases α = 5 and α = 50 and we managed
to continue the invariant curve up to ε = 0.73 and ε = 0.068, respectively, with similar
time running estimates as in the previous case. In Figure 2.4 we display some of these
curves for different values of ε.
2.10.1.2 Standard-like maps
In this study we also considered the case of a system of the form (2.94) but with a potential
V which has an infinite number of harmonics. Hence, we chose V satisfying
V ′(q) = − 1
1− 0.9 sin(2πq) , (2.97)
and we studied the invariant tori for this system associated to the golden mean frequency.
2.10. NUMERICAL EXAMPLES 149
-0.1
-0.05
 0
 0.05
 0.1
 0.15
 0  0.2  0.4  0.6  0.8  1
p
q
ε=0.1
ε=0.3
ε=0.5
ε=0.6
ε=0.7
ε=0.73
-0.02
-0.01
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0.07
 0  0.2  0.4  0.6  0.8  1
p
q
ε=0.01
ε=0.03
ε=0.05
ε=0.06
ε=0.068
Figure 2.4: The invariant curves associated to the frequencies ω5 (left) and ω50 (right) for
the standard map for some values of ε. Notice that they are shifted to have 0 offset.
We computed the invariant curves corresponding to the golden mean frequency using a
continuation method with smaller steps ( in this case the step size was 0.001) for different
values of ε (the program stopped at ε = 23 · 10−3). We used N = 211 Fourier modes and
it took 0.0406 seconds to perform one step of the continuation method. In Figure 2.5 we
show some of the curves computed for different values of ε.
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Figure 2.5: The invariant curves associated to the frequency ωg for the standard-like map
with a potential satisfying (2.97) for some values of ε. Notice that they are shifted to
have 0 offset.
2.10.1.3 Computation of secondary invariant tori
As we already mentioned, our method can compute also secondary KAM tori. Recall
that, in this case, we cannot use a continuation method starting from the integrable case
ε = 0 because these tori do not exist in the unperturbed case, but they are created by
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the perturbation. Hence, in order to get an initial approximation we will use some of the
techniques described in Section 2.9.
Another thing that we need to take into account are the periodicities of the functions
that appear in the Newton procedure. Thus, the matrix I introduced in (2.6) has rank 0.
Let us recall, first, that for ε 6= 0 the standard map has two fixed points corresponding
to (0, 0) and (0, 1/2) and, with a simple linear stability analysis, it is easy to see that
if ε is small they are hyperbolic and elliptic fixed points, respectively. Moreover, in the
neighborhood of the elliptic fix point delimited by the stable and unstable manifolds of
the hyperbolic fix point, there are born a family of invariant curves of different topology
of the ones that existed in the unperturbed case, indeed, they are contractible to a point.
They are the secondary KAM tori.
In order to get an initial approximation for these tori, we will first compute the rotation
number for several points on the axis p = 0 between the hyperbolic and the elliptic fixed
points. Recall that the rotation number provides information about how much turns in
average every iterate of the standard map. We use a method by C. Simo´ that computes
an upper and a lower bound for the rotation number. For the sake of completeness we
include it here. It is summarized as follows:
• Compute n iterates of a point x0 on the axis p = 0. For each iterate xi, i = 0, . . . , n,
let us compute the number of turns ni and the angle θi (modulus 2π) that form the
points x0, x∗ and xi, where x∗ is the elliptic fixed point.
• Sort the angles θi in increasing order and keep the information by arranging the
indexes i of the angles (we used the “quicksort” algorithm).
• Take two consecutive indexes i and j in the arrangement and perform the following
computation,
– If i < j ⇒ ρ > nj−ni
j−i .
– If i > j ⇒ ρ < ni−nj
i−j
.
Hence, we can obtain ρmin and ρmax such that ρmin ≤ ρ ≤ ρmax. Then we can approx-
imate the rotation number ρ, either by ρmin or ρmax with an error of order 1/n
2, where n
is the number of iterates considered.
In Figure 2.6 we have plotted the computed rotation numbers with 2000 iterates for
ε = 0.1 and ε = 0.5. In the cases where ρmin is bigger than ρmax, it means that the
invariant curve has been destroyed.
We fixed a Diophantine frequency in the interval of allowed frequencies and using
a bisection method we have found a point x0 on the axis p = 0 which rotates at a
frequency which is close to the Diophantine frequency. Then, we computed several iterates
of this point and interpolating using splines, we have obtained an approximation of the
parameterization of secondary invariant tori evaluated on an equidistant grid. We have
used the cubic interpolation routines spline and seval from [FMM77] taking into account
the periodicity of θ.
In particular, we computed the invariant tori for the frequencies 3/40ωg ≈ 0.04635026
and 0.18ωg ≈ 0.111246 starting at ε = 0.1 and ε = 0.5, respectively. Using a continuation
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Figure 2.6: The rotation number for different values on the p = 0 axis under the standard
map (2.94) for ε = 0.1 (left) and ε = 0.5 (right). Notice that the hyperbolic and elliptic
fixed points correspond to (0, 1) and (1/2, 0), respectively.
method (with a step size of 0.001) we computed the invariant tori associated to the
corresponding frequency up to ε = 0.401 and ε = 0.853, respectively. We used N = 29
Fourier modes and each step of the continuation method takes 0.01469 seconds in average
in an Intel(R) Core(TM)2, 2.15 GHz. In Figure 2.7 we show the computed secondary
tori.
Again, as in the case of primary tori the invariant tori are computed with errors in
the functional equations (2.4) smaller than 10−10.
-0.25
-0.2
-0.15
-0.1
-0.05
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0  0.2  0.4  0.6  0.8  1
p
q
ε=0.1
ε=0.2
ε=0.3
ε=0.35
ε=0.401
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0.3
 0  0.2  0.4  0.6  0.8  1
p
q
ε=0.5
ε=0.6
ε=0.7
ε=0.8
ε=0.853
Figure 2.7: The secondary tori associated to the frequencies 3/40ωg (left) and 0.18ωg
(right) of the standard map for some values of the parameter ε.
2.10.2 4D symplectic maps: The Froeschle´ map
In this section we will discuss the computation of maximal and hyperbolic invariant tori
for the Froeschle´ map. The Froeschle´ map is 4D symplectic map defined on T2 × R2,
consisting of two coupled standard maps. It was introduced by Froeshle´ in [Fro72] and it
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is given by
p¯1 = p1 − ε(λ1
2π
sin(2πq1) +
λ12
2π
sin(2π(q1 + q2))
p¯2 = p2 − ε(λ2
2π
sin(2πq2) +
λ12
2π
sin(2π(q1 + q2))
q¯1 = q1 + p¯1 (mod 1)
q¯2 = q2 + p¯2 (mod 1)
(2.98)
where λ12 is a coupling parameter. The potential for this case is given by
V (q1, q2) = −
(
λ1
(2π)2
cos(2πq1) +
λ2
(2π)2
cos(2πq2) +
λ12
(2π)2
cos(2π(q1 + q2)
)
Notice that when λ12 = 0, the problem reduces to two uncoupled 2-dimensional stan-
dard maps.
For the Froeschle´ map, we can consider maximal invariant tori, which are 2-dimensional
invariant tori or hyperbolic invariant tori, that is 1-dimensional invariant tori with asso-
ciated stable and unstable manifolds.
2.10.2.1 Computation of maximal tori
We will follow the behavior of the invariant tori associated to a certain frequency ω =
(ω1, ω2) as ε increases. Of course, the choice of the frequency vector strongly influences
the dynamics. In this study, we will just restrict to one particular case in order to show
the way the method works.
In order to get a 2-dimensional frequency vector which is Diophantine, one needs to
use some results in number theory. In this example, we considered one of the rotation
vectors studied in [CFL04], which is given by
ωu =
(
1
s
, s− 1
)
= (0.754877 . . . , 0.324717 . . .) (2.99)
where s = 1.8392 . . . is the real root of the polynomial of degree 3,
t3 − t2 − t− 1 = 0.
In the mentioned paper the authors studied tori with other frequencies. We refer also
to [HS95] for a study of the breakdown of 2-dimensional tori of the Froeschle´ map.
We studied the case when λ1 = λ2 = 1 and λ3 = 0.001, starting from ε = 0. Recall
that for ε = 0, the system consists of two uncoupled integrable standard maps. Hence, the
invariant tori are given by the cross product of the invariant tori of each of the subsystems,
which are trivial (pi = ct, i = 1, 2). Using a continuation method we computed the
invariant tori associated to the frequency (2.99), for different values of ε up to ε = 0.446.
In [CFL04], the breakdown for this torus was estimated for ε = 0.55.
Recall that now we are computing and storing a function K of two variables. For the
computations we used N ×N = 28 × 28 Fourier modes and one step of the continuation
method takes on average 4.5 seconds in an Intel(R) Core(TM)2, 2.15 GHz.
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We only computed primary KAM tori, hence the matrix I in (2.6) is the Identity. For
the case of secondary tori, there are different possibilities: we can take I = diag(1, 0)
or I = diag(0, 1), which correspond to invariant tori that in the case of λ12 = 0 (the
standard maps are uncoupled) and λ1 6= 0 or λ2 6= 0 consist of the cartesian product of
a primary tori of one of the standard maps and a secondary tori of the other standard
map. Another possibility is to consider I = diag(0, 0), which in the case of λ12 = 0 (the
standard maps are uncoupled) and λ1 6= 0 and λ2 6= 0, the invariant tori consist of the
cartesian product of two secondary tori, each one corresponding to a secondary invariant
torus of each of the standard maps. Now, of course it is clear how to obtain an initial
guess to compute these tori: we start with λ12 = 0 and we obtain the secondary invariant
torus for each of the subsystems using the method described in Section 2.10.1.3. Then,
we use a continuation method increasing λ12.
In Figure 2.8, the angular components (q1, q2) of the invariant tori obtained are drawn
and one can see the metamorphoses with respect to the parameter ε.
While the breakdown of invariant curves is rather well understood for the case of 2-D
maps, there are very few results concerning higher dimensions. In the future, we plan to
polish the programs to study the breakdown of 2-D invariant tori of the Froeschle´ map
for a wide range of frequencies.
2.10.2.2 Computation of whiskered tori
Recall that whiskered invariant tori for the Froeschle´ map are 1-D invariant tori with
associated rank-1 stable and unstable manifolds. Starting with λ2 = 0, λ12 = 0 and
λ1 = 1 and ε small (in the computations we started with ε = 0.01), so that the two
standard maps are uncoupled, the whiskered tori are given by the cross product of the
hyperbolic fixed point of one of the coupled standard maps and a primary invariant torus
of the second one. Moreover, the stable and unstable manifolds of the invariant torus are
inherited from the ones of the hyperbolic fixed point. Therefore, the invariant torus has
constant tangent bundles, that is they are independent of θ.
In the next step, we set λ2 = 1 and λ12 = 0.1 and performed a continuation method
increasing ε by an step size of 0.01. For the continuation method, the (un)stable bundle
computed previously is used as an approximation for the (un)stable bundle of the increased
parameter to perform a change of coordinates to the cocycle in order to avoid the straddle
the saddle phenomenon discussed in Section 2.6.4. The computations performed used
N = 212 Fourier modes and reached up to ε = 0.87. Since these tori have rank-1 bundles,
we used the algorithms described in Section 2.6.5 and 2.7.2.1. In Figure 2.9 we display
the figures obtained. They correspond to the Froeschle´ map obtained by performing the
change (p, q) = (−p,−q) to the map (2.98).
2.10.3 Some final remarks on the analyticity breakdown
Since we work with truncated Fourier series it may happen that the Newton method
converges to a solution of the truncated problem which does not correspond to a truncation
of the real solution of the problem. These spurious solutions are more abundant and more
difficult to detect when the parameters of the problem approach the breakdown.
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Figure 2.8: The angular variables (q1, q2) for the primary maximal tori of the Froeschle´
map associated to the frequency ωu for different values of the parameter ε
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Figure 2.9: The q1q2p1 projection of the primary hyperbolic invariant tori of the Froeschle´
map associated to the golden mean frequency for different values of the parameter ε.
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In the future, we plan to study the breakdown of invariant tori using the methods
described in the previous sections. So, it is important to introduce a control to avoid the
spurious solutions. One possibility is to use adaptative steps for the continuation method
with a certain criterion. More precisely, consider that we have computed an invariant tori
for a certain value of the parameter and we want to use it as an initial guess for the next
step. First, we shift it by 1/2N , so that we can obtain the initial guess on a grid of 2N
points. Then, we apply the Newton method. In case that the method converges, we keep
the step size and we move forward. Otherwise, we step back and reduce the step size.
Another quantity that it is important to characterize when we get close to the break-
down are the Sobolev norms, since they become larger. We plan to come to back to this
issue in the future research.
Chapter 3
A computational and geometric
approach to phase resetting curves
and surfaces
3.1 Introduction
The behavior of coupled oscillators in biology and, more intensively, in neuroscience has
been the subject of a great deal of recent interest and there is a wide literature on this
topic (see [Izh07] for a survey), mainly because many oscillators can be described by their
phase variable. Moreover, under generic conditions, the phase of the oscillation can be
also defined outside the hyperbolic limit cycle via asymptotic phase. Thus, the stable
manifold of a point x0 on a limit cycle is the union of points having equal phases, and it
is often referred to as the isochron of x0.
To study synchronization, a useful measurable property of a neural oscillator is its
phase resetting curve (PRC). The PRC is found by perturbing the oscillation with a brief
stimulus at different times on its cycle and measuring the resulting phase-shift from the
unperturbed system. It is a very useful tool to explain how the coupling between neurons
can affect the phase and lead them to a synchronized or non-synchronized activity.
Phase resetting curves (PRCs) constitute a powerful resource in time-control problems
in biological processes. For instance, in the study of circadian rhythms, phase resetting
curves are indicators for the experimentalists to know the peaks of the phase advancement
and for the practitioners to administrate drugs (see for instance [CKWJ03], [DN94] or
[AP07] for different contexts); that is, to know the optimal phase advancement.
Different methods are known to compute the PRCs, see [Izh07, Ch. 10] for a survey.
One of the most effective is the so-called adjoint method, see [EK91] (also [BHM04] for a
review). Recently, Govaerts and Sautois (see [GS06]) have developed a new algorithm to
solve the adjoint method problem accompanied with the implementation of continuation
methods to study PRCs along families of vector fields with a persistent limit cycle.
Typically, solutions to the models of interest tend asymptotically to a limit cycle.
However, one may be interested in computing the phase advancement in the transient
state, when the dynamics has not relaxed back to the limit cycle. This occurs when the
period of stimulation is too short and is favored by factors like a slow attraction to the limit
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cycle, a large stimulus amplitude, other external stimuli, random fluctuations, bursting-
like stimuli, . . . Thus, the study of the phase advancement under a certain stimulus in a
neighborhood of the limit cycle, not only on the limit cycle, is also interesting.
Since the method that we develop in this memoir gives a “natural” parameterization
of an entire neighborhood of a limit cycle, and the way we obtain the phase resetting
curves is independent on whether a point is on the limit cycle or not, we can extend
the computation of the phase resetting curves to a neighborhood and obtain what we
call phase resetting surfaces (PRS from now on); that is, we can evaluate the phase
advancement even when the stimulus is performed out of the limit cycle. The restriction
of our method to the limit cycle gives the numerical scheme also used in [GS06].
In the examples, we also include a discussion on the relationship between the ex-
citability types and the types of the corresponding PRCs. This issue was introduced by
Ermentrout in [Erm96]; models with strictly positive or mainly positive PRC are called
usually “Type 1 PRC” or ”Class 1”, whereas models whose PRC changes sign and present
a negative regime (delay in the phase) are known as “Type 2 PRC” or ”Class 2”. The
PRC type have effects on the synchronization of an oscillator with a periodic pulse train.
For instance, for Type 1 models, that is with a PRC mostly positive, they easily synchro-
nize with fast inputs but they cannot synchronize with slower inputs. This is because they
can advance the phase to catch up with faster inputs but they cannot delay the phase.
This is not the case for Type 2 models because they can advance or delay the phase. We
study, in parametric families, the evolution from one type to another. It can be observed
how the negative parts of the PRC for a “Type 2 PRC” oscillator shrink as some bifur-
cation parameter evolves until it almost vanishes near to a “Type 1 excitability” value
(that is, close to a frequency zero limit cycle bifurcation), corresponding also to a “Type
I PRC” value, see Example 3.9.2 and (3.40) (Iapp = 10). We are more concerned with the
observation and biological consequences of these changes between PRCs inside a family
of vector fields, rather than carrying out a systematic computation of PRCs with respect
to some parameter. As mentioned above, this job has been done in [GS06].
In the examples we also show (see Figs. 3.2 to 3.6) that, depending on the geometry
of the isochrons, the shape of the phase resetting surface may be different from the shape
of the phase resetting curve in such a way that systems with “Type I PRC” can present
regions with negative PRS, thus allowing, away from the limit cycle, a delay of the phase
which is not supposed for “Type I PRC” oscillators.
The mathematical formalism that we use to obtain information about isochrons, PRCs
and PRSs is based on Lie symmetries, see [Sab05] or [FGG07] for new applications to limit
cycles. Indeed, given a vector field X with a limit cycle γ, it is proved the equivalence
between the existence of a Lie symmetry [Y,X] = µ Y and the foliation of a neighborhood
of γ by isochrons (that is, with asymptotic phase well defined). Parallel, to this theory,
Cabre´-Fontich-de la Llave have developed a method to parameterize invariant manifolds
around an invariant object, see for instance [CFL05] for the part related to limit cycles.
This so-called parameterization method is much easier to implement than the computation
of Lie symmetries. In this memoir we relate the two approaches; in fact, we prove that the
coordinate curves of the parameterization are exactly the orbits of the unknown vector
field Y .
The chapter is organized as follows: in Section 3.2 we give the necessary background
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(on isochronous sections, Lie symmetries, parameterization method and phase resetting
curves) to tackle the rest of the chapter. In Section 3.3, we relate the Lie symmetries with
the parameterization method. Sections 3.4 and 3.6 are devoted to develop the effective
method to compute the isochrons and the phase resetting curves (and surfaces), using the
parameterization method. For the purpose of comparison, in Section 3.5, we explain the
adjoint method and prove that our result is also a solution of the adjoint equation. In
Section 3.7, we take care of the details of the numerical implementation of the method,
an aspect which is often overlooked although it is not trivial for slow-fast systems. We
devote Section 3.8 to envision the application of our method to higher dimensions. We
end the chapter with some examples, in Section 3.9, and a final discussion (Section 3.10).
3.2 Background and statement of the problem
In this section we go through the background about the main tools that will be related
later on. In general, these tools are defined for vector fields in Rd, although for the
purposes of this chapter we will restrict to d = 2 from Section 3.3 on.
3.2.1 Isochronous sections of a limit cycle
Let us consider an autonomous system of ODEs
x˙ = X(x), x ∈ U ⊆ Rd, d ≥ 2, (3.1)
having a periodic orbit γ of period T , parameterized by θ = t/T as
γ : T = R/Z → Rd (3.2)
θ → γ(θ)
in order to have period 1, that is γ(θ) = γ(θ + 1).
For the numerical purposes of this memoir we will assume that X is an analytic vector
field and so, all the functions and manifolds that we will associate to it. Nevertheless, the
theoretical background that we are quoting in this section is still valid for lower regularity
vector fields.
Definition 3.2.1. We say that a point q ∈ Ω ⊂ Rd, where Ω is an open domain containing
the limit cycle γ, is in asymptotic phase with a point p ∈ γ if
lim
t→+∞
|Φt(q)− Φt(p)| = 0, or
lim
t→−∞
|Φt(q)− Φt(p)| = 0,
where Φt is the flow associated to the vector field X.
The set of points having the same asymptotic phase is called isochron.
Definition 3.2.2. We will say that a limit cycle γ is isochronous if there exists an open
neighborhood Ω containing γ such that every point in Ω is in phase with a point on γ.
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Remark 3.2.3. Notice that the isochrons are mapped to isochrons by the flow Φt of the
vector field X. Hence, they are ΦT -invariant, that is ΦT (q) belongs to the isochron of q.
This extends the notion of phase of oscillation to a neighborhood in the basin of
attraction of the limit cycle. Hence, in a neighborhood Ω of the limit cycle γ there exists
a unique scalar function
ϑ : Ω ⊂ Rd → T = [0, 1) (3.3)
x 7→ ϑ(x)
such that
lim
t→+∞(−∞)
|Φt(x)− γ(t+ Tϑ(x))| = 0.
The value ϑ(x) is the asymptotic phase of x and the isochrons are the level sets of ϑ(x),
since it is constant on each isochron.
3.2.2 Isochrons, stable manifolds and Lie symmetries
From a seminal paper by Winfree ([Win75]) and the theoretical answers given by Guck-
enheimer in a subsequent paper ([Guc75]), it is known that phase sets or isochrons and
stable manifolds of hyperbolic limit cycles have a common link: if the limit cycle is stable,
then the isochrons are the leaves of the stable manifold, that is W s(γ(θ)), for θ ∈ T.
Remark 3.2.4. Notice that the case of a hyperbolic unstable limit cycle is equivalent to
the stable case just reversing the time. However, when one works in dissipative systems it
only makes sense to talk about attractors because the other invariant objects cannot be
seen when one integrates forward the system. Hence, from now on, we will only mention
the stable case.
Not much is said about the computation of these isochrons probably perhaps they
can often be reduced to the computation of stable manifolds, which have been thoroughly
studied.
New papers recovering the problem of the existence of isochrons for a generic non-
hyperbolic limit cycle in the plane have appeared recently ([CL04, Sab05]). From Chicone
and Liu’s work, [CL04], we know that a limit cycle γ of a C2 planar vector field is
isochronous if and only if it is hyperbolic or it is a non-hyperbolic limit cycle satisfy-
ing π′′(p) 6= 0 and τ ′(p) = 0, where τ is the time of the first return to a Poincare´ section Σ
at p ∈ γ and π is the corresponding Poincare´ map. Moreover, in [Sab05], Sabatini proves
that a limit cycle γ of a C2 planar vector field X is isochronous if and only if the vector
field X is an infinitesimal generator of another C2 planar vector field Y transversal to X;
that is, if
[Y,X] = µ Y, (3.4)
for some C2 function µ : R2 −→ R, where [, ] stands for the Lie bracket of the two vector
fields. Moreover, it is stated that, in this case, the orbits of Y crossing the limit cycle γ
are its isochrons because, by the Lie symmetry, the flow of X sends orbits of Y to orbits
of Y
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Finally, Freire et al., see [FGG07], give a closed formula for the characteristic exponent
of a limit cycle γ of a planar C1 vector field X in terms of µ in (3.4). More precisely, they
prove that the characteristic exponent of γ is given by
λ =
∫ T
0
µ(γ(t/T ))dt. (3.5)
Although the result of Sabatini is a nice geometrical characterization of isochronous
limit cycles, the difficulty arises when trying to find µ and Y . In this memoir, we link
this result with the parameterization method developed in [CFL05] to compute the two-
dimensional stable manifold containing γ, and we implement it numerically to obtain local
expansions of µ and Y .
3.2.3 The parameterization method
In this subsection we introduce the parameterization method described in [CFL05]. For
limit cycles in planar systems, it consists of looking for a parameterization of the two-
dimensional stable manifold in terms of the phase variable θ on the limit cycle and another
variable σ which moves along the isochron/leave of the stable manifold and corresponds
to the time of the orbits of the vector field Y in (3.4). Hence, we will be looking for a
map
K : T× U ⊂ T× R → R2 (3.6)
(θ, σ) 7→ K(θ, σ),
where U is an open interval containing 0, and a scalar λ such that they satisfy the equation(
1
T
∂
∂θ
+
λσ
T
∂
∂σ
)
K(θ, σ) = X(K(θ, σ)), (3.7)
where T is the period of the limit cycle.
On the computational side, in [CFL05], the authors provide a method to solve the
invariance equation (3.7) that leads immediately to practical numerical algorithms. We
have implemented it in several biological models (specially from neuroscience) in which the
control of the phase advancements becomes crucial. In Section 3.6 we review the method
and the algorithms to solve equation (3.7) and in Section 3.7 we discuss the numerical
implementation. Similar implementations of this method have been performed in [HL06a]
for the computation of stable and unstable manifolds of invariant tori in quasi-periodic
maps.
3.2.4 Phase response curves and surfaces
As mentioned in the Introduction, phase resetting curves are a key tool to study phase
advancement in oscillators. Here we introduce the basic background.
Let us consider an oscillator of the form (3.1) with a stable limit cycle γ of period
T (let us say, for instance, a periodically spiking neuron) which is stimulated at a phase
θ = ts/T with an arbitrary perturbation.
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The effect of the perturbation is to produce a phase shift that can be an advance or a
delay depending on the time of the stimulus ts relative to the phase of the oscillation θ,
leading to a change of the period. The representation of this phase shift is usually called
Phase Response Curve or Phase Resetting Curve (PRC). They are typically defined as
∆ϑ = (T − Tnew)/T (3.8)
where Tnew is the period for the perturbed limit cycle.
In this memoir we will focus on the particular case of infinitesimally small perturba-
tions in duration and amplitude. In this case, the perturbation consists of a pulse that
instantaneously displaces the trajectory away from the limit cycle in a certain direction
by a certain amplitude. Mathematically, we consider
x˙ = X(x) + εδ(t− ts) (3.9)
where ε = (ε1, . . . , εd) ∈ Rd and δ(t) is the Dirac delta function.
When |ε| ≪ 1, it is common in the theory of weakly coupled neural oscillators (Er-
mentrout and Kopell, 1990) to construct the so called infinitesimal Phase Resetting Curve
(iPRC). Using the scalar function ϑ given in (3.3) that associates to every point in a
neighborhood of the limit cycle a phase in [0, 1), it is easy to see that the iPRC for an
instantaneous perturbation as in (3.9) is mathematically equivalent to
∆ϑ(x) = ε · ∇ϑ(x) =
(
∂ϑ
∂x1
(x), . . . ,
∂ϑ
∂xd
(x)
)
.
for x ∈ γ, see [Izh07, Ch. 10] for the details.
Note that the pulse in (3.9) can be in any direction in Rd. Usually, one studies the
PRCs for the directions given by a vector basis of Rd. For instance, for the planar case
(d = 2), we will consider the PRCs corresponding to ε = (1, 0) and ε = (0, 1) and we
will refer to them as PRC1 and PRC2, respectively. For models in neuroscience, one is
usually interested only on the PRC for perturbations in the direction of the voltage, that
is, ∂ϑ(x)/∂V , for x ∈ γ.
Although in the literature the phase shift is only computed on the limit cycle, that is
x ∈ γ, the isochrons allow to naturally extend it in a neighborhood of the limit cycle and
introduce a new concept that we call Phase Resetting Surface (also PRS from now on).
In general, PRS are not considered in the literature because the methods to obtain the
PRCs are not easily extendable.
The phase resetting surface tabulates the change in the phase produced by a pertur-
bation as a function of the phase θ and the distance σ to the limit cycle computed on
the isochron at which it is received. Notice that the PRC is just the section σ = 0 of the
PRS. Hence, PRSs are a generalization of the PRCs for σ 6= 0. This tool can be very
useful if we want to stimulate the oscillator repeatedly, without needing to wait for the
oscillator to relax back to the limit cycle attractor. This required time to relax back is
specially inconvenient when the attraction to the limit cycle is too slow or the amplitude
of the stimulus is too large.
The classical method for computing PRCs was given by Ermentrout and Kopell in
[EK91] and is commonly known as the Adjoint method. In Section 3.4 we describe a new
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alternative method that allows to compute not only the PRC but also the PRS, using the
Lie symmetries formalism and the numerical scheme provided by the parameterization
method.
3.3 Lie symmetries and normal forms around limit
cycles
In this section we establish a relation between the existence of a Lie symmetry and a
2-dimensional invariant manifold parameterized by the phase θ and the variable σ for the
limit cycle of a planar vector field. The main result is given by Theorem 3.3.1.
Theorem 3.3.1. Let γ be a hyperbolic T -periodic orbit of a planar analytic vector field
X parameterized by θ according to (3.2). Then, there exists a transversal vector field Y
and a scalar function µ, both analytic, such that in a neighborhood Ω of the periodic orbit
γ
[Y,X] = µY,
if and only if there exists a manifold M which is invariant under the flow of X and can
be parameterized by an analytic map K : T× U ⊂ R → R2, satisfying(
1
T
∂θ +
(∫ σ
0
µ(K(θ, τ))dτ
)
∂σ
)
K(θ, σ) = X ◦K(θ, σ). (3.10)
Moreover, Y ◦K = ∂σK, or equivalently
K(θ, σ) = ψσ(γ(θ)), (3.11)
where ψσ is the flow of the vector field Y .
Proof : Let us look at the first implication. Let us consider K(θ, σ) = ψσ(γ(θ)), where
ψσ is the flow associated to the vector field Y and γ(θ) is the parameterization of the
periodic orbit of the vector field X.
Then, notice that
∂σ(X ◦K(θ, σ)) = DX ◦K(θ, σ)∂σK(θ, σ) = (DX ◦K(θ, σ))(Y ◦K(θ, σ)).
Using the Lie symmetry DXY −DYX = µY , we have
∂
∂σ
X ◦K(θ, σ) = (DY ◦K(θ, σ))(X ◦K(θ, σ)) + µ(K(θ, σ))(Y ◦K(θ, σ)) (3.12)
Hence, X ◦K(θ, σ) is a solution of the linear equation (3.12) with initial condition
X ◦K(θ, 0) = γ(θ). (3.13)
Let Ψσ be the fundamental solution of the homogeneous equation
∂
∂σ
X ◦K(θ, σ) = (DY ◦K(θ, σ))(X ◦K(θ, σ)), (3.14)
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then, the variation of parameters formula tells us that the solution of (3.12) with initial
condition (3.13) is given by
X ◦K(θ, s) = ΨσX(γ(θ)) + Ψσ
∫ σ
0
Ψ−1s µ(K(θ, s))(Y ◦K(θ, s))ds
Notice that Ψ−1s Y (K(θ, s)) is independent of s, that is
∂s(Ψ
−1
s Y (K(θ, s))) = −Ψ−1s (DY ◦K(θ, s))ΨsΨ−1s (Y ◦K(θ, s))
+Ψ−1s (DY ◦K(θ, s))(Y ◦K(θ, s))
= −Ψ−1s (DY ◦K(θ, s))(Y ◦K(θ, s))
+Ψ−1s (DY ◦K(θ, s))(Y ◦K(θ, s))
= 0
then we can take Ψ−1s Y (K(θ, s)) = Ψ
−1
σ Y (K(θ, σ)) and we are led with the following
expression for X ◦K(θ, σ),
X ◦K(θ, σ) = ΨσX(γ(θ)) + ΨσΨ−1σ Y (K(θ, σ))
∫ σ
0
µ(K(θ, s))ds.
Finally, using that the parameterization K is given by the orbits of the vector field Y
on the limit cycle γ, see equation (3.11), we have
∂θK(θ, σ) = ∂θψσ(γ(θ)) = Dψσ(γ(θ))TX(γ(θ)) = TΨσX(γ(θ)),
and the expression for X ◦K(θ, σ) reads out
X ◦K(θ, σ) =
(
1
T
∂θ +
(∫ σ
0
µ(K(θ, τ))dτ
)
∂σ
)
K(θ, σ),
as we wanted to see.
The implication the other way follows in the following way. Let K being a parameter-
ization of the stable manifold M satisfying equation (3.10). Consider Y the vector field
whose orbits for the points on the limit cycle γ(θ) are given by {K(θ, σ)|σ ∈ R}. Let σ
be the integration time along the orbits of the vector field Y . Therefore,
Y ◦K(θ, σ) = ∂σK(θ, σ). (3.15)
The fact that the curves {K(θ0, σ)|σ ∈ R} are transversal to the orbits of X implies
also that Y is transversal to X.
We next prove that X is a normalizer of the vector field Y . From equation (3.10),
taking derivatives with respect to σ, we get(
1
T
∂θ +
(∫ σ
0
µ(K(θ, τ))dτ
)
∂σ
)
∂σK + (µ ◦K)∂σK = (DX ◦K)∂σK,
and using (3.15), we get(
1
T
∂θ +
(∫ σ
0
µ(K(θ, τ))dτ
)
∂σ
)
(Y ◦K) + (µ ◦K)(Y ◦K) = (DX ◦K)(Y ◦K).
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By the chain rule,
(DY ◦K)
(
1
T
∂θ +
(∫ σ
0
µ(K(θ, τ))dτ
)
∂σ
)
K + (µ ◦K)(Y ◦K) = (DX ◦K)(Y ◦K),
and again, by the invariance equation (3.10), we obtain
(DX ◦K)(Y ◦K)− (DY ◦K)(X ◦K) = (µ ◦K)(Y ◦K)
[Y,X] = µY,
as we wanted to prove. 
3.3.1 Simplifying the invariance equation (3.10)
We would like to remark that there is a certain freedom for the choice of Y and µ.
Thus, given a vector field Y and a scalar function µ such that [Y,X] = µY , then for a
non-vanishing smooth scalar function f it turns out that
[f Y,X] =
(
µ− ∇f
TX
f
)
(f Y ) .
Using this freedom, it will be convenient to choose µ to be constant. From (3.5) we
know that the characteristic exponent for the periodic orbit is given by
λ =
∫ T
0
µdt = µT.
Then, it is natural to choose µ = λ/T , where λ is the characteristic exponent of the
periodic orbit γ.
Hence, the invariance equation for the parameterization of the invariant manifold M
is given by (3.7), that we recall here(
1
T
∂θ +
λσ
T
∂σ
)
K(θ, σ) = X ◦K(θ, σ).
From equation (3.7) it is clear that M := Range(K) is an invariant manifold for the
flow of X. Moreover, the motion generated by the vector field X on M expressed in the
variables (θ, σ) parameterizing M, is given by
θ˙ = 1/T, (3.16)
σ˙ = λσ/T.
That is, the variable θ rotates at a constant speed 1/T and the variable σ moves
exponentially. Hence,
Φt(K(θ0, σ0)) = K(θ0 + t/T, σ0e
λt/T ),
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where Φt is the flow of the vector field X.
Therefore the orbit of a point K(θ0, σ), for any σ ∈ Ω, approaches exponentially fast
to the orbit of the point K(θ0, 0), which corresponds to the point γ(θ0) on the limit cycle.
Hence,
{K(θ0, σ)|σ ∈ Ω} ⊂W sγ(θ0),
that is, the point K(θ0, σ) is contained in the isochron of γ(θ0). Moreover
W sγ = ∪θ∈[0,1)W sγ(θ).
Since, in this particular case the invariant stable manifold for the periodic orbit γ
is 2-dimensional in R2, the parameterization in terms of the phase variable θ that gives
the position on the limit cycle and σ, which is a variable that moves along a transversal
direction and corresponds to the integration time along the orbits of the vector field Y , is
also a parameterization of the phase space R2 in a neighborhood of the limit cycle. The
expression of the vector field X in the variables (θ, σ) can be considered as the normal
form for a planar vector field around a limit cycle, reminiscent of the action-angle variables
for conservative systems.
3.4 Computation of Phase Resetting Curves and Sur-
faces
The parameterization K and the vector field Y jointly with the characteristic exponent λ
allow us to compute the isochrons and the Phase Resetting Curves and Surfaces (PRS).
3.4.1 Computing the Isochrons
We already mentioned that the orbit of the points given by K(θ0, σ), for any σ ∈ U
approach exponentially fast the orbit of the point K(θ0, 0) = γ(θ0).
Therefore a parameterization of the isochron of the point γ(θ0) is given by the analytic
map
K(θ0, ·) : U ⊂ R −→ R2
σ 7−→ K(θ0, σ).
3.4.2 Computing the PRS
We already mentioned in section 3.2.4 that from the mathematical point of view, the
change of phase due to a pulse stimulation at a point p = K(θ, σ) in a neighborhood Ω
of the limit cycle γ is given by
∇ϑ(p) =
(
∂ϑ
∂x
(p),
∂ϑ
∂y
(p)
)
.
In order to compute ∇ϑ(p) we consider the following argument: on the one hand, the
isochrons are given by the level sets of the function ϑ : R2 → R, introduced in (3.3), which
associates a phase to each point in a neighborhood of the limit cycle. On the other hand,
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they are the orbits of a vector field Y satisfying (3.4). Hence, it is clear that ∇ϑ(p) has
the same direction as Y ⊥(p), which corresponds to the vector orthogonal to Y on p given
by
Y (p) = Y (K(θ, σ)) = ∂σK(θ, σ).
We only need to add some normalization. Notice that for a trajectory φt(p), p ∈ Ω
where φt is the flow of the vector field X, we have
dϑ
dt
(φt(p)) = 1/T,
therefore
dϑ
dt
(φt(p)) = ∇ϑ(φt(p)) · d
dt
φt(p) = ∇ϑ(φt(p)) ·X(φt(p)) = 1/T.
Using this normalization we have that for any p ∈ Ω, the PRC is given by
∇ϑ(p) = Y
⊥(p)
T < Y ⊥(p), X(p) >
, (3.17)
where <,> denotes the dot product.
The PRC is just the PRS restricted to the points on the limit cycle, that is σ = 0,
then for p = K(θ, 0) ∈ γ
∇ϑ(K(θ, 0)) = Y
⊥(K(θ, 0))
T < Y ⊥(K(θ, 0)), X(K(θ, 0)) >
,
where K(θ, 0) = K0(θ) = γ(θ) and Y (K(θ, 0)) is given by
Y (K(θ, 0)) = ∂σK(θ, 0) = K1(θ).
Therefore,
∇ϑ(γ(θ)) = K
⊥
1 (θ)
< K⊥1 (θ), X(γ(θ)) >
. (3.18)
3.5 The relation with the Adjoint method
As we already mentioned in the introduction, the reference method in neuroscience which
is commonly used to compute Phase Resetting Curves, is the Adjoint Method (see [EK91],
Hoppenstead). It essentially computes the gradient of the asymptotic phase at the points
p ∈ γ, that is ∇ϑ(p), by looking for a T -periodic solution of the equation
d∇ϑ(γ(t/T ))
dt
= −DXT (γ(t/T ))∇ϑ(γ(t/T )), (3.19)
where DXT (γ(t/T )) is the transpose of the real matrix DX(γ(t/T )), with the condition
∇ϑ(γ(t/T )) ·X(γ(t/T )) = 1
T
,
which in particular must hold for t = 0.
This procedure has been automated in the program XPPAUT, see [Erm02].
However, the Adjoint problem can be extended to a neighborhood of the limit cycle.
The idea of this generalization is summarized in the following Proposition:
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Proposition 3.5.1. Let γ be a hyperbolic T -periodic orbit of a planar analytic vector field
X parameterized by θ according to (3.2). Assume that there exists a transversal vector
field Y satisfying (3.4) in a neighborhood Ω. Then, given a trajectory φt(p), p ∈ Ω we
have that
∇ϑ(φt(p)) = Y
⊥(φt(p))
T < Y ⊥(φt(p)), X(φt(p)) >
(3.20)
solves the Adjoint Problem
d∇ϑ(φt(p))
dt
= −DXT (φt(p))∇ϑ(φt(p)), (3.21)
with the condition
∇ϑ(φt(p)) ·X(φt(p)) = 1
T
(3.22)
Proof : Notice first that, by construction, condition (3.22) is clearly satisfied.
Let us prove then that (3.20) is a solution of (3.21). In order to check this statement,
we first introduce the matrix J given by
J =
(
0 −1
1 0
)
(3.23)
such that Y ⊥ = JY . Notice that for a 2× 2 real matrix A we have
(JA)− (JA)T = tr(A)J. (3.24)
Now, we consider the derivative of ϑ(φt(p)) with respect to the time. In order to
simplify notation we set x = φt(p), g(x) :=< Y
⊥(x), X(x) > and τ(x) = tr(DX)(x).
Using that
d
dt
Y (φt(p)) = DY (φt(p))X(φt(p)), we have
d
dt
∇ϑ(x) = J DY (x)X(x)
T g(x)
− Y
⊥(x) (< JDY (x)X(x), X(x) > + < J Y,DX(x)X(x) >)
T g(x)2
Using now that the Lie symmetry gives DX Y −DY X = µY , that expression (3.20) reads
out as ∇ϑ(x) = (J Y (x))/(T g(x)) and dot product properties (namely,
< J Y (x), DX(x)X(x) > = < DX(x)T J Y (x), X(x) >), we obtain
d
dt
∇ϑ(x) = J DX(x) Y (x)− µ(x) J Y (x)
T g(x)
− ∇ϑ(x)
(
< JDX(x)Y (x)− µ(x) J Y (x) +DX(x)T J Y (x), X(x) >)
g(x)
Applying equation (3.24) and (J DX(x))T = −DX(x)T J , we are led to
d
dt
∇ϑ(x) = (−DX(x)
T + τ(x)− µ(x))J Y (x)
T g(x)
− ∇ϑ(x) (< (τ(x)− µ(x))J Y (x), X(x) >)
g(x)
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In fact, again since ∇ϑ(x) = (J Y (x))/(T g(x)), it can be written as:
d
dt
∇ϑ(x) = (−DX(x)T + τ(x)− µ(x))∇ϑ(x)− T∇ϑ(x) (< (τ(x)− µ(x))∇ϑ(x), X(x) >)
Finally, using the already proved condition (3.22) we have
d
dt
∇ϑ(x) = (−DX(x)T + τ(x)− µ(x))∇ϑ(x)−∇ϑ(x) (τ(x)− µ(x)) = −DX(x)T∇ϑ(x),
as we wanted to prove. 
Remark 3.5.2. It is clear that the classical Adjoint method considers p ∈ γ, then φt(p) =
γ(t/T ) with γ(0) = p.
Remark 3.5.3. We will see in the section devoted to the numerical implementation, that
we will obtain a local approximation of the PRS semi-analytically by computing the
parameterization K and using formula (3.20). In order to obtain a PRS in a bigger
domain, we will globalize the local approximation just integrating the adjoint problem
equation (3.21) backwards.
3.6 Solving the invariance equation
In [CFL05], the authors provide a method to solve the invariance equation (3.7) and they
prove its convergence. In this section, we review the basic steps of the method and we
refer the reader to [CFL05] for more details and the proof of the theorems.
In order to solve the invariance equation (3.7), we will discretize it in Fourier-Taylor
series. Hence, we will first look for a K as a power series
K(θ, σ) =
∞∑
n=0
Kn(θ)σ
n, (3.25)
where the components of Kn are periodic functions of period 1, and then match the
coefficients in σn on both sides of equation (3.7).
For n = 0, one obtains
1
T
d
dθ
K0(θ) = X(K0(θ)). (3.26)
which admits the solution K0(θ) = γ(θ), where γ is a parameterization of the limit cycle
given in (3.2).
Remark 3.6.1. Notice that if K0(θ) is a solution, then K0(θ + ω) is also a solution for
any ω ∈ [0, 1). Therefore, there is some ambiguity in parameterizing the phase of an
oscillation, that can be avoided fixing the initial point corresponding to the zero phase. It
can be fixed anywhere on the limit cycle. In the context of tonic spiking in neuroscience,
for instance, it is common to fix θ = 0 at the peak of the spike.
For n = 1, we obtain
1
T
d
dθ
K1(θ) +
λ
T
K1(θ) = DX ◦K0(θ)K1(θ), (3.27)
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which tells us that K1(θ) is an eigenfunction with eigenvalue −λ of the operator L defined
by
L := d
dθ
− TDX ◦K0(θ).
Using Proposition 5.2 in [CFL05], we know that K1(θ) is a solution of the equation
(3.27) with eigenvalue −λ if and only if K1(0) is an eigenvector of the monodromy matrix
Φ1 with eigenvalue e
λ. The monodromy matrix can be computed by solving the first
variational equation
d
dθ
Φθ = DX ◦K0Φθ,
with Φ0 = Id and taking the value Φ1.
Recall that for planar vector fields, the other eigenvector is given by the vector field
X(K0(0)) = X(K0(1)) with associated eigenvalue 1.
Finally, it is easy to see that K1(θ) = e
λθ/TΦθK1(0) is a solution of equation (3.27).
Remark 3.6.2. For the numerical computations when the eigenvalue eλ is very small, we
will use that λ =
∫ T
0
div(X(γ(t/T )))dt.
Remark 3.6.3. Notice that if K1(θ) is a solution of equation (3.27), then bK1(θ), for
any b ∈ R, is also a solution. Even though all the choices of K1(θ) are mathematically
equivalent, the choice affects the numerical properties of the algorithm. See Remark 3.7.2
for a more detailed discussion.
For n ≥ 2, we have
1
T
d
dθ
Kn +
nλ
T
Kn = (DX ◦K0)Kn +Rn (3.28)
where Rn is an explicit polynomial in K0, . . . , Kn−1 whose coefficients are derivatives of
X evaluated at K0. These coefficients will be computed using the methods of automatic
differentiation (see for instance [Gri00] and [JZ05]).
By Proposition 5.2 in [CFL05] the equation (3.28) for n ≥ 2 can be solved provided
that enλ is not an eigenvalue of the monodromy matrix Φ1 associated to γ. Notice that this
assumption is satisfied for planar vector fields, provided that the limit cycle is hyperbolic,
that is λ 6= 0.
Once K0(θ) and K1(θ) are fixed (see Remarks 3.6.1 and 3.6.3), the solution Kn(θ) for
n ≥ 2 of equation (3.28) is uniquely determined. Taking into account that Kn are periodic
solutions in θ, we will discretize the equation (3.28) using Fourier series and reduce the
problem to solve a linear system in the Fourier space, see Section 3.7 for more details.
Finally, by Theorem 5.4 in [CFL05] we know that, provided that λ satisfies the men-
tioned conditions, the series constructed here converges to a true analytic solution of the
problem.
3.7 Numerical implementation of the method
In the previous sections we have described the method, but there are many numerical
details which are important and nontrivial. They do not depend on the method but
they are inherent to the problem. In this section we provide some details about the
implementation we have carried out.
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3.7.1 Fourier-Taylor discretization
In order to solve equation (3.7), we will discretize the invariance equation using Fourier-
Taylor series and study numerical methods to solve the discretized equations.
As we already mentioned in Section 3.6, we first seek K as a power series
K(θ, σ) =
∞∑
n=0
Kn(θ)σ
n,
where Kn(θ) are 1-periodic functions in θ. Thus, using Fourier formalism, the Kn(θ) can
be written as
Kn(θ) =
∑
k∈Z
cnke
2πikθ.
Since we deal only with real functions, we only need to store half of the coefficients
or, equivalently, store the cosine and sine Fourier series:
Kn(θ) = a
n
0 +
∑
k>0
ank cos(2πkθ) + b
n
k sin(2πkθ),
where a0 = c
re
0 , ak = 2c
re
k and bk = −2cimk for k > 0.
In the numerical implementation we need to truncate these expansions. In order to
decide up to which order N we compute the Fourier series we require that the residuals
are of size of order 10−15−10−20. That is, we truncate the Fourier series up to some order
N in such a way that the norm of the last 10 per cent of Fourier coefficients is smaller
that the considered order, in symbols
|Ktailn | =
N/2∑
k=⌊0.9N/2⌋
|ank |+ |bnk | < 1.0e− 15. (3.29)
Remark 3.7.1. One of our goals is to apply this method to classical systems in neuro-
science. The main practical shortcoming in these cases is that the Fourier series are not
adaptable to the usual presence of spikes (slow-fast systems), where the Fourier coeffi-
cients decrease very slowly and not uniformly. Although these systems can be analytic,
from this numerical point of view they behave as if they were not. In these cases, other
methods of discretization which are more adaptive like splines or wavelets could give some
improvements.
Since the vector field is assumed to be analytic, so it can be written using algebraic
operations and elementary transcendental functions, we can use automatic differentiation
algorithms (see [Gri00], [JZ05]) to obtain Taylor expansions of the operators in (3.7).
In the whole process when we have a discretization of a periodic function in the real
space, we use the Fast Fourier Transform (FFT) to compute the Fourier series. In this
work we have used the fftw3 library (see http://www.fftw.org/).
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3.7.2 Discretization of the invariance equation and accuracy of
the solution
We will solve the invariance equation (3.7) by solving equations (3.26), (3.27) and (3.28)
for n ≥ 2. Observe that equations (3.26) and (3.27) are special because they involve four
unknowns (K0(θ), T,K1(θ), λ). These two equations will be solved simultaneously using
additional information. Instead, equation (3.28) can be treated the same way for any
n ≥ 2.
In order to solve equations (3.26) and (3.27) we will need to integrate the system
of ODEs. The integration method used is a Taylor method (we have used the routines
provided by Jorba and Zou, see [JZ05] and http://www.maia.ub.es/ angel/soft.html). We
used adaptive step size and degree and a tolerance (absolute and relative) of 1.0e-16.
Recall that for n = 0 we need to look for a periodic solution. In order to compute it,
we consider a Poincare´ section and reduce the problem to find a zero of the Poincare´ map
that can be achieved using a Newton method. Note that for the Newton method we will
need to integrate the variational equations together with the vector field. The solution for
the variational equations will be used to solve equation (3.27) according to the method
explained in Section 3.6.
Once we obtain the limit cycle K0(θ) and K1(θ) we store them for equidistant values
of θ, that is θi = i/N , for i = 0, . . . , N − 1.
For n ≥ 2 the most straightforward method is to discretize (3.28) using a basis of
N Fourier coefficients and, then, apply a linear solver. However, once we have obtained
K0 and K1, we can perform a change of coordinates given by (x, y) = g(θ, σ) = K0(θ) +
σK1(θ). If we apply the method again to the system obtained after this change, then it
turns out that the equation (3.28) becomes diagonal in Fourier series. Once we obtain the
solution as a Fourier series we can go back to real space using the Fast Fourier Transform.
Again, as in the previous cases we store Kn for equidistant values of θ.
An alternative method consists of applying a quasi-Newton method to the invariance
equation.
By now, the results shown in Section 3.9 have been obtained using the straightforward
method.
To check the accuracy of the solutions Kn obtained, we substitute them in the cor-
responding equation ((3.26) if n = 0, (3.27) if n = 1 and (3.28) if n ≥ 2) for discrete
values of θi = i/N , for i = 0, . . . , N − 1. For each value of θ, this substitution provides an
evaluation of the error En(θ). Finally, we evaluate the discrete ℓ1 norm of {En(θi)}N−1i=0
to get the accuracy; that is
‖En‖ = 1
N
N−1∑
i=0
|En(θi)|. (3.30)
Notice that the computation of En(θi) involves again a FFT.
3.7.3 Local approximation of the isochrons
Once we have solved the invariance equation up to order L we have obtained a local
approximation of the stable invariant manifold. It remains to determine the domain of
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convergence and the order of the error of the local approximation. Both concepts are very
strongly related.
Given an approximate solution
K [≤L](θ, σ) =
L∑
n=0
Kn(θ)σ
n, (3.31)
where
Kn(θ) = a
n
0 +
N/2∑
k=1
ank cos(2πkθ) + b
n
k sin(2πkθ),
The radius of convergence r = 1/l for the Taylor series is given by
l = lim
n→∞
‖Kn+1‖
‖Kn‖ ,
where ‖·‖ denotes the ℓ1 norm defined in (3.30). Thus, a direct strategy to compute l could
be imposing that |ln − ln−1| < ε, for some prescribed ε > 0, where ln = ‖Kn+1‖/‖Kn‖.
Then, r = 1/ln could be a numerical approximation of the theoretical radius of conver-
gence. However, for numerical reasons, the radius can shrink in practical implementation.
Consequently, we compute the convergence region in an alternative way.
For each θ we compute a value σ0(θ) such that the approximate solution K
[≤L](θ, σ)
given in (3.31) solves the invariance equation (3.7) up to a certain error E, that we
established between 10−10 − 10−12. That is, we fix θ and we compute the values of σ ∈ R
such that ∣∣∣∣∣ 1T
L∑
n=0
K ′n(θ)σ
n +
λ
T
L∑
n=0
nKn(θ)σ
n −X
(
L∑
n=0
Kn(θ)σ
n
)∣∣∣∣∣ < E, (3.32)
where
K ′n(θ) = 2π
N/2∑
k=1
kbnk cos(2πkθ)− kank sin(2πkθ).
Remark 3.7.2. Recall that if K(θ, σ) is a solution of the invariance equation (3.7) so is
K(θ+ω, bσ), for any ω ∈ [0, 1) and b ∈ R. As we already mentioned in Remark 3.6.1 the
choice of ω is related to the zero phase for the limit cycle. So, following the usual criterion
in neuroscience, we will fix the zero phase for the oscillator at the spike. The choice of b is
related to the domain of convergence. Hence, if we choose a large b the domain where we
can evaluate the series will be small. Although mathematically we can choose any value
of b, for the numerical stability it will be convenient to choose a value of b such that the
coefficients Kn can be kept at order 1, so that one can avoid the round-off errors. Notice
that if we consider bK1 then new Kn is b
nKn.
However, in some cases, the Kn do not converge uniformly and in these cases one can
not find a global b. The immediate consequence of this fact is that for some values of
θ, the Kn become smaller than the machine precision and one can not trust them. For
these values, increasing the order L of the Taylor polynomial has no effect on increasing
the domain where the local approximation is reliable.
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3.7.4 Globalizing the manifold
In theory, the method presented here gives a parameterization of the whole manifold.
However, we have seen that, numerically, given an error bound (10−10 − 10−12), we can
compute the isochron only up to a value σ = σ0(θ) for each θ.
A standard way to extend local approximations obtained semi-analytically is to glob-
alize them using the dynamics given by the vector field (see [Sim90]).
Typically, given a point γ(θ0) on the limit cycle, one could take n points parameterized
by (θ0, σ) with σ ∈ (σ0(θ0)eλ, σ0(θ0)), on the corresponding isochron and then perform
iterates of the inverse time-T map Φ−T for these points, where here Φt denotes the flow
of X. However, in many cases (included models in neuroscience in which we are specially
interested) this method has the disadvantage that we get too many points close to γ(θ0)
and just a few far from it. Moreover, some of them may escape very fast far from the
limit cycle.
This last shortcoming can be avoided using that isochrons, even if they are not invari-
ant, they are preserved by the flow, that is isochrons are carried into isochrons. Hence, we
can consider inverse time-T∆θ maps Φ−T∆θ as well as, taking ∆θ = 1/n, n ∈ N, n local
invariant manifolds corresponding to γ(θ0+ j∆θ), for j = 0, . . . , n− 1. Then, to globalize
the isochron corresponding to γ(θ0) we obtain points {p0, . . . , pm} on it from points on
the local approximation of other isochrons parameterized by (θ0 + km∆θ, σm), such that
pm = Φ−kmT∆θ(K(θ0 + km∆θ, σm)) (3.33)
with km ∈ N.
The method to decide which σm and km we choose to compute each pm in order to get
points on the globalized isochron less sparse, is based on a method given in [Sim90] (see
also [KO98] for another alternative). For the sake of completeness, we explain the details
of the method adapted to our purpose.
We want to extend the local isochron for a phase θ0. We are going to approximate it
by a sequence of points {p0, . . . , pm} on the isochron for which we will assume that they
are at a distance smaller than some tolerance ∆s, that is
‖pm − pm−1‖ < ∆s,
and the angle between three consecutive points is bigger than a certain tolerance ∆α,
(pm−1 − pm−2) · (pm − pm−1) ≥ cos(∆α)‖pm−1 − pm−2‖‖pm − pm−1‖.
Assume that we have computed up to pm satisfying the previous conditions and we
have a current value of σm and ∆σm such that σm = σm−1 +∆σm and a certain iterate k
such that
Φ−kT∆θ(K(θ0 + k∆θ, σm)) = pm.
We want to predict the new σm+1 and therefore ∆σm+1, such that
Φ−kT∆θ(K(θ0 + k∆θ, σm +∆σm+1)) = pm+1,
satisfying that it is at a distance smaller than ∆s from pm.
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Then, we consider
∆σm+1 = min
(
∆s
∆sm
,
∆α
∆αm
, 1.5
)
∆σm0.8
where ∆sm is the distance between pm−1 and pm and ∆αm the angle between v¯ = pm−1−
pm−2 and w¯ = pm − pm−1. The factor 0.8 can be seen as a security factor.
If σm+1 = σm+∆σm+1 falls into the allowed range for σ, that is σm+1 < σ0(θk), where
θk = θ0 + k∆θ, which means that we are in the range where the local approximation of
the isochron for θk is good, we integrate for Φ−kT∆θ and we obtain pm+1. In this case we
define km+1 = k according to (3.33).
Otherwise, we keep dividing both σm+1 and ∆σm+1 by e
λ∆θ l times until σm+1 ≤
σ0(θk+l). We say then that km+1 = k + l and we compute pm+1 from (3.33). Typically,
l = 1 but it can be greater. We replace k by k + 1.
If despite our choice of ∆σm the point pm+1 obtained fails to satisfy one of the condi-
tions, we can either consider a smaller ∆σm+1 (taking into account that the ∆σ’s cannot
be smaller than a certain value ∆min) or keep the computed point and use an interpolation
method for this part.
Remark 3.7.3. We can globalize the PRS in parallel with the isochrons: we approximate
them locally according to (3.20) and we globalize them integrating the system (3.21)
backwards together with the vector field.
3.7.5 Software
The algorithms have been implemented in C language and have been run under the Linux
environment. They have been applied to compute isochronous sections and PRCs of limit
cycles for planar vector fields which appear in models of neuroscience and neurobiology.
The program performs the following steps: (1) Computation of the limit cycle and its
period, the monodromy matrix and the characteristic exponent. (2) Computation of the
Fourier-Taylor expansions of the isochrons (3) Computation of the domain of convergence
and the local approximation for the isochrons and the PRS (4) Globalization of the
isochrons and the PRS. The figures are obtained using gnuplot and Matlab.
3.8 Isochronous sections, (un)stable manifolds and
foliations in Rn
Although computing isochronous sections of limit cycles in Rn, for n ≥ 3, is beyond the
scope of this thesis, we would like to highlight the main differences with the planar case.
The effective computation in higher dimensions is a goal for future work.
The theoretical extension to higher dimensions can be derived in a straightforward
manner, though the practical implementation encompasses a plethora of new challenges.
Here, we give the theoretical ideas and concepts, together with comments concerning
practical issues.
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Definition 3.8.1. Let us consider a smooth system of differential equations
x˙ = X(x), x ∈ Ω, Ω ∈ Rn, n ≥ 2,
with a hyperbolic limit cycle γ : R 7→ Rn. An isochronous section of γ is a hypersurface
Σ of Rn (dimension n− 1) such that
x ∈ Σ⇔ ϕT (x) ∈ Σ
where ϕt(x) is a solution of X such that ϕ0(x) = x, and T is the period of the limit cycle
γ.
To extend the theoretical results, it is convenient to refer to integrable systems (see
[Olv93]):
Definition 3.8.2. Let Y1, . . . , Yr be vector fields on a smooth manifold M . An integral
submanifold of {Y1, . . . , Yr} is a submanifold N ⊂M whose tangent space TN |x is spanned
by the vectors {Y1|x, . . . , Yr|x} for each x ∈ N . The system of vector fields {Y1, . . . , Yr} is
integrable if through every point x0 ∈M is contained in an integral submanifold.
Thus, having a neighborhood Ω ⊂ Rn of γ filled by isochrons is equivalent to having an
integrable system of vector fields {Y1, . . . , Yr}, with r = n−1 defined in this neighborhood.
One way to obtain these vector fields Yj is to impose (see [FGG07]) that [Yj, X] = µj Yj,
for j = 1, . . . , n − 1. However, as Frobenius theorem shows, this requirement is not
sufficient: the n− 1 vector fields have to be in involution.
We recall both the definition of involution and Frobenius theorem (see also [Olv93]):
Definition 3.8.3. A system of vector fields {Y1, . . . , Yr} on M is in involution if there
exist smooth real-valued functions hkij(x), x ∈ M , i,j,k = 1, · · · , r, such that for each
i, j = 1, · · · , r,
[Yi, Yj] =
r∑
k=1
hkij · Yk
Theorem 3.8.4. (Frobenius) Let Y1, . . . , Yr be smooth vector fields on M . Then, the
system {Y1, . . . , Yr} is integrable if and only if it is in involution.
Summing up, adapting Frobenius theorem to our problem, we have:
Theorem 3.8.5. Let us consider a smooth system of differential equations
x˙ = X(x), x ∈ Ω, Ω ∈ Rn, n ≥ 2,
with a hyperbolic limit cycle γ : R 7→ Rn. Suppose that there exist n− 1 non-trivial vector
fields Y1, . . . , Yn−1 in involution such that
[Yj, X] = µjYj j = 1, . . . , n− 1
for scalar functions µj : R 7→ Rn, j = 1, . . . , n − 1. Then, the isochronous sections are
the maximal integral submanifolds of the integrable system of vector fields {Y1, . . . , Yn−1}.
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The integral submanifolds themselves are referred to as leaves of the foliation of Ω.
When n > 2, it may happen that a limit cycle has both stable and unstable manifolds.
Let ns = dimWs(γ) and nu = dimWu(γ). Using the parameterization method or other
computational techniques, we can obtain both Ws(γ) and Wu(γ) numerically. In other
words, we would be computing the leaves of the partial foliations given by the systems
{Y1, . . . , Yns} (resp., {Yns+1, . . . , Yns+nu}), where
∫
γ
µj < 0 (resp., > 0) if j = 1, . . . , ns
(resp., j = ns + 1, . . . , ns + nu). However, this does not give the whole foliation of the
neighborhood.
A more suitable formulation to characterize the isochronous leaves can be obtained by
using differential geometry notation. For the sake of simplicity, we only give a sketch of
it and we restrict ourselves to R2 though it can be extended to Rn.
Consider a vector field X := P (x, y) ∂
∂ x
+ Q(x, y) ∂
∂ y
and its associated 1-form ωX :=
−Q(x, y) dx+ P (x, y) dy. We recall that iX α denotes the contraction (interior product)
of a k-form α with respect to X which gives a (k−1)-form. In particular, any vector field
and its associated 1-form are related by iX dx ∧ dy = ωX .
It is known from classical tensor calculus (see formula 1.62 in [Olv93]) that
i[X,Y ] ω = X(iY ω)− iY (X(ω)), (3.34)
for any k-form ω. If we use that [Y,X] = µ Y and choose ω = ωY , the left-hand side of
(3.34) becomes
i[Y,X](ωY ) = iµ Y (ωY ) = µ iY (ωY ).
Using now that iY (ωY ) = 0, we can write (3.34) as iY (X(ωY )) = 0 or, equivalently,
X(ωY ) = λ(x, y)ωY , (3.35)
for some function λ. Thus, the problem of finding isochrons is equivalent to finding a 1-
form ωY and a function λ satisfying (3.35). The leaves of ωY will then be the isochronous
sections of the limit cycle.
3.9 Examples
In this section, we apply our method to representative examples, ranging from the most
simple instances of Hopf and SNIC (saddle-node on an invariant curve) bifurcations and
the classical van der Pol oscillator to more sophisticated neuronal models. Apart from ob-
taining isochrons, PRCs and PRSs, through these examples we want to illustrate different
facts: (a) what are the clues to explain the transition from “Type 1” PRCs to “Type 2”
PRCs; (b) the numerical problems that arise when dealing with slow-fast systems; and,
(c) up to which degree PRSs show disagreement with PRCs in the same phase and how
this can affect high frequency stimulation. We end the chapter with a discussion on these
facts in Section 3.10.
We start with a direct application to the simplest vector fields that exhibit either a
Hopf or a SNIC bifurcation, for which we can compute their limit cycle and the corre-
sponding normalizing vector field analytically and we can also get an analytic expression
for the PRC.
178 CHAPTER 3. COMPUTATION OF PRC AND PRS
Example 3.9.1. We consider a simple example of a supercritical Hopf bifurcation{
x˙ = βx− y − x(x2 + y2),
y˙ = x+ βy − y(x2 + y2), (3.36)
which writes, in polar coordinates, as{
r˙ = r(β − r2),
θ˙ = 1.
For β = 0, there is a supercritical Hopf bifurcation giving rise, for β > 0, to a stable limit
cycle γ of radius
√
β and period 1. We parameterize γ by θ in the following way:
γ(θ) = (
√
β cos(θ),
√
β sin(θ)).
It is not difficult to see that the vector field Y (x, y) = (x, y) and the function µ(x, y) =
−2(x2 + y2) satisfy the condition (3.4).
Hence, taking into account that Y ⊥ = (−y, x) and < Y ⊥, X >= x2 + y2, by equation
(3.18) the phase shift for a point p = (x, y) ∈ Ω is given by
∇ϑ(p) =
(
− y
x2 + y2
,
x
x2 + y2
)
.
Then, using the parameterization of the limit cycle, the PRC is just
∇ϑ(γ(θ)) = 1
β
(−
√
β sin(θ),
√
β cos(θ)).
That is, PRC1(θ) = − sin(θ)/
√
β, and PRC2(θ) = cos(θ)/
√
β.
Example 3.9.2. The easiest way to obtain a saddle node on an invariant cycle bifurcation
bifurcation is through {
r˙ = r(β − r2),
φ˙ = m− sin(φ), (3.37)
which, in cartesian coordinates, writes as
x˙ = βx−my − x(x2 + y2) + y
2√
x2 + y2
,
y˙ = mx+ βy − y(x2 + y2)− xy√
x2 + y2
.
We assume that β > 0 and m > 1. Therefore, there exists a unique and stable circular
limit cycle γ of radius
√
β that we parameterize by a phase θ satisfying θ˙ = 1/T , θ ∈ [0, 1)
in the following way
γ(θ) = (
√
β cos(Ω(θ)),
√
β sin(Ω(θ))),
where Ω is the phase transformation between θ and φ, given by the solution of the Cauchy
problem
1
T
dΩ
dθ
= m− sin(Ω(θ)); Ω(0) = 0.
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The explicit solution can be obtained analytically,
Ω(θ) = 2 arctan
(
m sin(T
2
√
m2 − 1 θ)√
m2 − 1 cos(T
2
√
m2 − 1 θ) + sin(T
2
√
m2 − 1 θ)
)
. (3.38)
Again, as in Example 3.9.1, the vector field Y (x, y) = (x, y) and the function µ(x, y) =
−2(x2 + y2) satisfy condition (3.4).
Hence, taking into account that Y ⊥ = (−y, x) and
< Y ⊥, X >= m(x2 + y2)− y
√
x2 + y2,
by equation (3.18) PRCs are given by
∇ϑ(γ(θ)) = 1
β(m− sin(Ω(θ)))(−
√
β sin(Ω(θ)),
√
β cos(Ω(θ))).
That is,
PRC1(θ) = − sin(Ω(θ))√
β (m− sin(Ω(θ)) ,
see Fig. 3.1, and PRC2(θ) =
cos(Ω(θ))√
β (m− sin(Ω(θ)) .
–10
–8
–6
–4
–2
0
0.2 0.4 0.6 0.8 1
θ
Figure 3.1: PRC1 for system (3.37) with m = 1.1, β = 1. Phase has been scaled to [0, 1].
Observe the slightly positive bump when θ ∈ (0.9, 1) approx.
3.9.1 Numerical examples
We present here an application of our models to a set of examples we found relevant either
to illustrate the properties or because they are representative of classical models:
1. The Van der Pol oscillator: {
x˙ = −y + x− x3,
y˙ = x.
(3.39)
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2. A reduced Hodgkin-Huxley-like system, with sodium and potassium currents, and
only one gating variable:{
V˙ = − 1
Cm
(gNam∞(V )(V − VNa) + gKn(V − VK) + gL(V − VL)− Iapp),
n˙ = n∞(V )− n,
(3.40)
where V represents the membrane potential, n is a gating variable, the open-state
probability functions are
m∞(V ) =
1
1 + exp(−(V − Vmax,m)/km) , n∞(V ) =
1
1 + exp(−(V − Vmax,n)/kn) ,
and the parameters are Cm = 1., gNa = 20., VNa = 60., gK = 10., VK = −90.,
gL = 8., vL = −80., Vmax,m = −20., km = 15., Vmax,n = −25., kn = 5.
3. The Selkov model (see [Sel68]), initially a model for self-oscillations in glycolysis,
which has also been extensively used in models for circadian rhythms (see for in-
stance [DN94] and [AP07]). It is given by{
x˙ = 1− x y,
y˙ = a y (x− (1 + b)/(1 + b y)), (3.41)
where the parameters are a, b ∈ R.
4. The Morris-Lecar model (see [ML81]), initially conceived as a model for a barnacle
giant muscle fiber, but well-studied in the neuroscience literature (after [RE98]) as
a paradigm for the different bifurcations that give rise to limit cycles. The model is
given by: V˙ =
1
C
(I − gL(V − VL)− gKω(V − VK)− gCam∞(V )(V − VCa)) ,
w˙ = φ
w∞(V )− w
τw(V )
,
(3.42)
where
m∞(V ) =
1
2
(1 + tanh((V − V1)/V2)),
w∞(V ) =
1
2
(1 + tanh((V − V3)/V4)), and
τw(V ) = (cosh((V − V3)/(2V4)))−1 ,
and the parameters are VL = −60, VK = −84, VCa = 120, V1 = −1.2, V2 = 18,
V3 = 2, V4 = 30, gL = 2, gK = 8.0, gCa = 4.4, C = 20 and φ = 0.04.
All these examples share common characteristics with slight differences that will be
remarked at the end of this section. Let us start, then, with the common features.
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Model Figure T ≈ λ ≈ L = N = Etail ∈ Eloc =
1 3.2 6.663 −7.059 15 28 = 256 (10−20, 10−15) 10−12
2, Iapp = 10 3.3 7.074 −27.66 5 211 = 2048 (10−17, 10−12) 10−8
2, Iapp = 165 3.4 1.630 −3.384 10 29 = 512 (10−19, 10−14) 10−10
3 3.5 6.344 −4.909 15 29 = 512 (10−16, 10−14) 10−11
4 3.6 99.27 −9.122 5 210 = 1024 (10−20, 10−13) 10−8
Table 3.1: Parameter values for the different models: T=period of the orbit γ;
λ=characteristic exponent associated to γ; L=order of the Taylor expansion; N=number
of Fourier modes; |Ktailn |=residuals for theKn; Eloc=maximun error when computing local
approximation of isochrons.
3.9.1.1 Common features: methods, parameter values and figure labelling
In all the cases, we are interested in studying the dynamics close to a hyperbolic limit
cycle γ of period T that surrounds an unstable critical point p∗. The zero phase point on
γ is the point which has a maximum value of the first component (x or V depending on
the example). As in previous sections, we call λ the characteristic exponent of γ (so, the
characteristic multiplier is eλ). The computation of the periodic orbits has been performed
using a Newton method with a tolerance of 1.0e− 15. In the neighborhood of γ, we have
performed a Taylor expansion as in (3.31) up to order L and we have considered N Fourier
modes for the Kn. With them we obtain residuals for the Kn as defined in (3.29), which
are of order |Kn|tail. The local approximation that we get for the isochrons defined in
(3.32) is computed with an error smaller than Eloc, while the globalization of the manifold
has been performed following (3.33) and using a Taylor method with a tolerance of order
1.0e−16. In the globalization (see definitions after (3.33)), we require a distance of order
∆s = 1.0e−2 between two consecutive points on the isochron and we fix ∆min = 1.0e−8
and ∆α = 0.3.
Values for each example of all the parameters defined in the last paragraph are given
in Table 3.1. All the results will be given with 4 significant digits although all the com-
putations have been performed with double precision.
For each model, we present a figure (Figs. 3.2 to 3.6) with different panels. In order to
compact notation, we label each panel with a different symbol: (Kn), (Iso), (PRC), (PRS)
and (PRθ).
In panels (K), the computed Kn, for some values of n, are shown. The fact that the
orbits do not approach γ uniformly in θ has the effect that for certain values of θ, as n
goes to infinity, the value of Kn goes to zero faster than for other values, see the slow-fast
item in Section 3.10 for a discussion on this question.
In panels (Iso) we plot the isochrons corresponding to the phases j/Nφ, for j =
0, . . . , Nφ−1, with Nφ = 16, typically. We show the local approximation (green) computed
semi-analytically using the parameterization method and the globalized isochron (red)
using the dynamics given by the vector field. We restrict the computation to a rectangular
domain R containing the limit cycle.
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In panels (PRC) we plot the PRC1 (green) and the PRC2 (blue) for an infinitesimally
small perturbation in the directions (1, 0) and (0, 1), respectively, with a certain amplitude
specified in each figure caption, jointly with the x (or V ) component (red line) of the
oscillator (scaled for a better reference). Notice that the PRC1, corresponding to the
horizontal pulses, is just the section with σ = 0 of the PRSs that are given in panels
(PRC).
In panels (PRS), we plot the PRS1 in the variables θ and σ, but only for positive
values of σ, avoiding negative values for the sake of clearness. The positive values of σ
correspond to the points (x, y) in the external part of the limit cycle (depending on the
orientation of the limit cycle, the sign of σ defined by the parameterization method out
of the limit cycle can be also negative; in these figures we change σ 7→ −σ for the sake
of homogeneity). Indeed, in these panels we plot the phase shift for the points (x, y) in
the outer neighborhood of the limit cycle displayed in panels (Iso). Since we restrict to
the rectangular domain R in the variables (x, y) (because they are the “real” phase space
variables), when plotting the PRS in the variables (θ, σ), we come across with a non-
regular domain. On the top of that, sometimes the discretization of local isochrons (∆s)
used to globalize other isochrons undergoes the limit ∆min and cannot longer extend the
isochron. This is why some isochrons do not reach the border of the rectangular domain
R.
Like the isochrons, the PRS1s are computed locally using semi-analytical methods
and extended by integrating the system (3.21), see Section 3.7.4. Thus, the mesh is not
completely regular, so we have used cubic interpolation with splines in order to show it
in an regular grid on the plane (θ, σ).
Although the PRSs contain the maximum information about phase advancement,
sometimes they are not easy to visualize. Accordingly, we have decided, in some cases,
to show sections of the PRSs with fixed phases (that is, θ = θ∗ and parameterized by σ).
Using this view, we can easily illustrate the differences in phase advancement between
different points on the same isochron. These panels are labelled as (PRθ).
Before entering into the discussion, we go through the non-common features of each
example.
Remark 3.9.3. For the Hodgkin-Huxley-like model (3.40), we have studied the system in
two regimes: Iapp = 10 (close to a SNIC bifurcation which occurs at Iapp ≈ 4.513) and
Iapp = 165 (closer to a Hopf bifurcation which occurs at Iapp ≈ 213.8). Bifurcation values
are obtained through XPPAUT, see [Erm02].
For the case Iapp = 10, which is the case close to SNIC, the system presents a slow-fast
dynamics that will accentuate some of the problems that we already mentioned in the
previous example. In this case, we computed the Taylor expansion up to order L = 5,
because, as we can appreciate in Fig. 3.3, for some values of θ, as n increases the Kn tend
to zero much faster. Moreover, since the functions Kn present very sharp spikes we need
to consider up to 210 = 1024 or 211 = 2048 Fourier modes to get good approximations,
that is with residuals smaller than a certain error. This implies solving linear systems
with large matrices that are not very stable.
Notice that this limit cycle is “strongly” hyperbolic and the backwards integration can
be somehow very unstable.
The system presents a fixed point at (−26.83, 0.4093), which is computed using a
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Newton method with a tolerance of 1.0e− 13.
Once can appreciate in Fig. 3.3 that the isochrons computed semi-analytically (green
ones, hardly noticeable) are shorter than in the Hopf case (Fig. Fig. 3.4). In this case, in
order to have a long enough local approximation for the isochrons we reduced the accuracy
of the computation down to 1.0e− 08.
For the case Iapp = 165, which is close to the Hopf bifurcation, in Fig. 3.4 one can
observe that the slow-fast phenomenon that we mentioned above is softened.
The system presents a hyperbolic fixed point for at (−21.00, 0.6899), which has been
computed numerically with an error smaller than 1.0e− 13.
Remark 3.9.4. The Selkov model (3.41) presents an Andronov-Hopf bifurcation for a =
(1+ b)/b. We have studied here the case a = 3, b = 1. The unstable fixed point, that can
be easily computed analytically, is located at (1, 1).
In this example, we have decided to allow ∆max = 1.0e−12 because far from the limit
cycle points escape.
Remark 3.9.5. For the Morris-Lecar model (3.42), we have considered the case Iapp = 91,
which presents similar issues as the 2D Hodgin-Huxley model close to a SNIC considered
above.
The system has a fixed point at (−26.26, 0.1320), which is computed using a Newton
method with a tolerance of 1.0e− 13.
It is to be noticed that equation (3.42) presents a subcritical Hopf bifurcation at Iapp ≈
93.86; the unstable limit cycle goes “back” in the parameter space up to Iapp ≈ 88.29,
where it coalesces with a stable limit cycle in a bifurcation of a semistable limit cycle that
disappears for lower Iapp’s. The stable limit cycle, which comes from another bifurcation
for some Iapp ≫ 93.86, is the one that we study. It can be checked that the period of this
stable orbit is notably above of that of the unstable orbit, born at the subcritical Hopf
bifurcation; thus, one may expect a more slow-fast dynamics, more similar to a limit cycle
close to a SNIC bifurcation than to a Hopf bifurcation.
Some of the shortcomings of the Hodgkin-Huxley close to a SNIC are reproduced also
here: it is necessary to solve linear systems with large matrices that are not very stable;
the limit cycle is “strongly” hyperbolic and the backwards integration can be somehow
very unstable; to have a long enough local approximations for the isochrons we need to
reduce the accuracy of the computation.
Another specific observation is that the isochrons spiral around the unstable limit cycle
in the interior of the stable one. This is not surprising since the two limit cycles have
different periods and so, they cannot share the system of isochrons. Next short example
illustrates analytically this fact.
Example 3.9.6. Consider the C1 system in polar coordinates
X :=
{
r˙ = r a(r),
θ˙ = b(r).
Suppose that a(rj) = 0, a
′(rj) 6= 0 and b(rj) 6= 0, for j = 1, 2, with r1 6= r2, both positive.
It is straightforward to see that {r = r1} and {r = r2} are hyperbolic limit cycles of
X with alternate stability. From [FGG07], we can deduce that, for each limit cycle, the
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vector field
Yj :=
{
r˙ = r,
θ˙ = (b(r)− b(rj))/(a(r))
satisfies [Yj, X] = µ Yj, with µ(r) = r a
′(r).
Let us take now Y1. It is clear that, in general, θ˙ is not defined on r = r2 since
a(r2) = 0. However, if b(r2) = b(r1) (both limit cycles have the same period!), then θ˙ may
be extended on r = r2 and thus, {r = r2} may be contained in the domain Ω where the
isochrons of {r = r1} are defined. This is the case, for instance, when the system is rigid
(θ˙ =constant), for which the isochrons are straight lines from the origin.
In the case that b(r2) 6= b(r1) (different periods like the numerical example illustrated
in Fig. 3.6), θ˙ in Y1 is not bounded close to {r = r2} and, then, the isochrons of {r = r1}
spiral around.
3.10 Discussion
An integrated way to study the dynamics around a limit cycle.
We want to emphasize on the completeness of the method presented in this memoir.
We provide a way to reconcile different concepts, from Lie symmetries to phase reset-
ting curves and surfaces, through the implementation of the parameterization method.
Although computing PRSs has been presented as our last goal, along the way we have
related all the different concepts involved in the parameterization of a neighborhood of
a periodic orbit in R2: choice of “canonical co-ordinates” inspired by the Lie symmetry,
computation of isochrons, PRCs and, finally, PRSs. We have established, as well, a link
between different parts of the scientific literature that are not usually connected: theo-
retical and numerical methods for invariant objects, qualitative theory of (mostly planar)
ordinary differential equations and theoretical (neuro)biology.
We have also taken care of the numerical aspects involved in the method, which are
not trivial and show up relationships among geometry, dynamics and numerical schemes.
Concerning to the practical part of the effective computation, the above examples have
shed light upon different biological and numerical issues that we would like to remark
next.
From “Type 1” to “Type 2” PRCs.
As we mentioned in the Introduction, from [Erm96], PRCs are classified between mod-
els with strictly positive or mainly positive PRC (“Type 1” or ”Class 1”), and models
whose PRC changes sign (“Type 2” or ”Class 2”). The “rule of thumb” proposed by
Ermentrout is that Type 1 PRC correspond to models in which oscillations appear via
saddle-node on invariant circle bifurcations, whereas Type 2 PRC correspond to super-
critical Andronov-Hopf bifurcation.
Our examples confirm this rough classification and we have used them to give an idea
how the transition between the two PRC types takes place. Another study, using only
PRCs and continuation methods, has recently appeared in [GS06].
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Figure 3.2: The van der Pol oscillator. In the panel PRC, we show PRC1 and PRC2
with amplitude 1 and x scaled by a factor 0.1. See Section 3.9.1.1 for a general expla-
nation about the contents of each panel. In panel (PRθ), notice the diversity of phase
advancements that can be obtained in the same isochron (three isochrons are shown:
θ = 0.625, 0.672, 0.781).
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Figure 3.3: Two dimensional Hodgkin-Huxley close to a SNIC bifurcation. In the panel
PRC, we show PRC1 and PRC2 with amplitude 10 and 0.1 respectively, and V scaled
by a factor 0.01. See Section 3.9.1.1 for a general explanation about the contents of each
panel. In panel (Iso), notice the heterogeneity in the distances between isochrons with
equidistant phases, thus reflecting the slow-fast nature of the system.
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Figure 3.4: Two dimensional Hodgkin-Huxley close to a Hopf bifurcation. In the panel
PRC, we show PRC1 and PRC2 with amplitude 2 and 0.02 respectively, and V scaled
by a factor 0.01. See Section 3.9.1.1 for a general explanation about the contents of each
panel.
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Figure 3.5: Selkov model with a = 3 and b = 1, not far from a Hopf bifurcation. See
Section 3.9.1.1 for a general explanation about the contents of each panel.
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Figure 3.6: Morris-Lecar model. In the panel PRC, we show PRC1 and PRC2 with
amplitude 1 and 0.01 respectively, and V scaled by a factor 0.001. See Section 3.9.1.1
for a general explanation about the contents of each panel. In panel (Iso), notice how
isochrons spiral around the unstable limit cycle, see also Remark 3.9.5.
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Analytically, we have seen for instance (see Example 3.9.1) that
PRC1(θ) = −1/
√
β sin(θ) close to a Hopf bifurcation and (see Example 3.9.2), PRC1(θ) =
− sin(Ω(θ))/(√β(m− sin(Ω(θ))), where Ω is given in (3.38), for a system that presents a
SNIC bifurcation at m = 1 (see also Fig. 3.1).
These examples clearly show that the fact that systems with oscillations coming from
a saddle-node bifurcation are of “Type 1”, that is, the PRC is mainly positive (or mainly
negative), is produced by the slow-fast dynamics; moreover, the time it spends on a
negative (resp., positive) regime is very short compared to the time it spends out of it.
This fact can also be observed when comparing (3.40) with Iapp = 10 (see Fig. (3.3)) with
(3.40) with Iapp = 165 (see Fig. (3.4)). For instance, in Fig. (3.3), panel (PRC), we can
appreciate a small negative portion of the PRC1 (close to θ = 0.1), whereas in the same
panel of Fig. (3.4), the negative part has a bigger area. As the value Iapp increases from
Iapp = 10 on, the negative portion of the PRC is enlarging up to the bifurcation point
Iapp ≈ 213.8, where the PRC has practically zero integral.
Observe also that systems with a marked “Type II” tendency (mainly, (3.39), (3.40)
with Iapp = 165 or (3.41)) reach the extreme values of the PRCs when the isochrons have
maximal curvature nearby the limit cycle (the correspondence is not exact because it also
depends on the stimulus direction). Compare panels (PRC) with panels (Iso) in Figs. 3.2,
3.4 and 3.5. On the other hand, the chosen value for the Morris-Lecar system (see Fig.
3.6) shows an intermediate behavior, perhaps closer to “Type II” than to “Type I” (recall
from (3.9.5) that it takes place close to a double limit cycle bifurcation).
Numerical drawbacks for slow-fast systems.
From a joint analysis of panels (Kn) and (Iso) we can deduce the effect of slow versus
fast dynamics. In Fig. 3.2, for instance, one can appreciate two features close to values
θ ≈ 0.4 or θ ≈ 0.9: (a) the Kn 6= 0 for every n; (b) the isochrons on these zones are
more separated (though the phases are equidistant). In other words, the slow dynamics
makes the convergence of the Fourier expansions of our method to slow down as well.
The numerical problem is that the value of Kn goes to zero faster in some zones, and it is
then impossible to choose a uniform b (see Remark 3.7.2) such that the Kn can be kept
to have order 1 for all the values of θ. Thus, for these values of θ, increasing the degree
L of the Taylor polynomial does not have any effect in the growth of the domain where
the isochron can be computed semi-analytically. This situation turns out to be a serious
issue for the cases when the systems present an accentuated slow-fast dynamics.
This effect is even more dramatic in system (3.40) close to the SNIC bifurcation, see
Fig. 3.3. In this case, (observe panel (Kn)) the zone close to θ = 0, where the Kn take
values orders of magnitude above the rest of the cycle; that is,
max
θ
|Kn(θ)|
min
θ
|Kn(θ)| ≫ 1. This
coincides again with the zone where the isochrons are more noticeable separated, panel
(Iso) of Fig. 3.3.
On the other hand, the factor
max
θ
|Kn(θ)|
min
θ
|Kn(θ)| is more attenuated in (3.40) close to the
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Hopf bifurcation, see Fig. 3.4.
Role of PRSs under high frequency stimulations.
As explained in Section 3.1, the phase advancement computed on the limit cycle
(PRC) can differ from that computed out of the limit cycle (PRS). This difference will be
important under different circumstances like a short period of stimulation, a slow attrac-
tion to the limit cycle, a large stimulus amplitude, environmental random fluctuations,
bursting-like stimuli, etc. We fix our attention, now, to panels (PRS) and (PRθ) in all the
figures. Our purpose is to highlight the differences in the phase advancement for points
in a neighborhood of γ which share the same phase θ.
As with the maximum and minimum values of the PRCs, we pay attention to the zones
where the curvature of the isochrons is extreme close to the limit cycle. This phenomenon
can be timidly observed in Fig. 3.3, panel (PRθ), where the section θ = 0.75 of the PRS is
shown to be decreasing. More exaggerated variations can be obtained for θ = 0.15625 in
Fig. 3.4, panel (PRθ), or in Fig. 3.2. In the latter case, we show a zoo of possible sections
(θ ∈ {0.672, 0.625, 0.781}).
Changes of the phase advancement with respect to σ given a fixed θ, as the above
examples show, combined with high frequency stimuli, rule out the possibility of control-
ling the whole phase advancement of an experiment using only the PRC. Thus, the PRSs
become extremely useful. These differences, as our examples, show are more noticeable
close to Type II oscillators (Hopf) because of the stronger curvature of the isochrons.
Our results agree with the fact that perturbations applied to Type II oscillators pro-
duce significant normal displacements from the limit cycle rather those applied to Type
I. This fact has been also studied in [OC02] by Oprisan and Canavier, in the sense that
the difference in angular velocity at displaced points compared to the angular velocity on
the limit cycle is then more important. As pointed out in [OC02], this might affect the
study of biological circuits comprising Type II neural oscillators, which appear frequently
in identified central pattern-generating circuits.
Isochrons in higher dimensions.
Although in this memoir we only apply the method to compute isochrons and PRCs
to planar differential systems, it can be applied to higher dimensions provided that the
limit cycle is hyperbolic and stable. In higher dimensions, we would like to emphasize
the interesting question about the existence of an isochronous foliation when a limit cycle
is not stable (i.e., some of the characteristic multipliers are bigger than one). In Section
3.8 we have shown that for a given vector field X ∈ Rn, n ≥ 2, with a limit cycle γ,
if there exist n − 1 non-trivial vector fields Y1, . . . , Yn−1 in involution satisfying the Lie
symmetry equation (3.4), then γ is isochronous and the foliation can be defined. An
effective/efficient method to compute the isochrons for a limit cycle with both stable and
unstable manifolds is also a challenge to which the Lie symmetries approach can help.
We have seen in Section 3.8 that the problem of finding isochrons is equivalent to solving
equation (3.35); that is, finding a 1-form ωY and a function λ satisfying X(ωY ) = λ(x)ωY .
The leaves of ωY will then be the isochronous sections of the limit cycle. Developing
numerical methods to solve equation (3.35) would then give the isochronous sections,
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independently of the dimensions of the stable and unstable manifolds associated to the
(hyperbolic) limit cycle. We want to emphasize, however, that this has more theoretical
than practical interest since in models one usually encounters (hyperbolic) stable limit
cycles. In this case, solving (3.35) would be equivalent to finding the stable manifold; the
parameterization method could be useful as well, as in the bidimensional case.
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