We study the problem of super-replication for game options under proportional transaction costs. We consider a multidimensional continuous time model, in which the discounted stock price process satisfies the conditional full support property. We show that the super-replication price is the cheapest cost of a trivial super-replication strategy. This result is an extension of previous papers (see [3] and [7] ) which considered only European options. In these papers the authors showed that with the presence of proportional transaction costs the super-replication price of a European option is given in terms of the concave envelope of the payoff function. In the present work we prove that for game options the superreplication price is given by a game variant analog of the standard concave envelope term. The treatment of game options is more complicated and requires additional tools. We combine the theory of consistent price systems together with the theory of extended weak convergence which was developed in [1] . The second theory is essential in dealing with hedging which involves stopping times, like in the case of game options.
Introduction
This paper deals with the super-replication of cash-settled game (Israeli) options in the presence of proportional transaction costs. A game contingent claim (GCC) or game option which was introduced in [9] is defined as a contract between the seller and the buyer of the option such that both have the right to exercise it at any time up to a maturity date (horizon) T . If the buyer exercises the contract at time t then he receives the payment Y (t), but if the seller exercises (cancels) the contract before the buyer then the latter receives X(t). The difference ∆(t) = X(t) − Y (t) is the penalty which the seller pays to the buyer for the contract cancellation. In short, if the seller will exercise at a stopping time σ ≤ T and the buyer at a stopping time τ ≤ T then the former pays to the latter the amount H(σ, τ ) where H(σ, τ ) = X(σ)Iσ<τ + Y (τ )I τ ≤σ * ETH Zurich, Dept. of Mathematics, yan.dolinsky@math.ethz.ch and we set IQ = 1 if an event Q occurs and IQ = 0 if not.
A hedge (for the seller) against a GCC is defined as a pair (π, σ) which consists of a self financing strategy π and a stopping time σ which is the cancellation time for the seller. A hedge is called perfect if no matter what exercise time the buyer chooses, the seller can cover his liability to the buyer (with probability one). Since our contingent claim is cash-settled, we measure the portfolio value in cash, assuming that there are no liquidity costs for turning stocks into cash in the exercise moment of the options. The option price V * is defined as the minimal initial capital which is required for a perfect hedge, i.e. for any Ξ > V * there is a perfect hedge with an initial capital Ξ. We consider a general model of financial market which consists of a savings account with a stochastic interest rate and d stocks which are given by a continuous stochastic process. We assume that the discounted stock price process satisfies the conditional full support property which was introduced in [7] . In general, the conditional full support property is quite general assumption. In particular, processes such as Markov diffusions, solutions of SDEs in the Brownian setup with path dependent coefficient (under some regularity conditions) and fractional Brownian motion satisfy this assumption (for details see [7] and [11] ).
Our main result states that the super-replication price is the cheapest cost of a trivial perfect hedge. For game options a trivial hedge is a pair which consists of a buyand-hold strategy and a hitting time of the stock process into a Borel set. Furthermore, we find explicit formulas for the cheapest perfect hedge, and characterize the superreplication value as the game analog of the standard concave envelope which appears in the European options case. We provide several examples for explicit calculations of the super-replication prices together with the optimal hedges.
These results are an extension of previous results which were obtained for European options, see for example, [3] , [4] , [7] , [10] and [14] . The most general results were proved in [3] and [7] where the authors only assumed the conditional full support property of the (discounted) stock process. In all of the above papers the authors showed that the super-replication price is given in terms of the concave envelope of the payoff function, and the way to achieve this price is by using buy-and-hold strategies.
Our main tool is the consistent price systems approach which was proven to be very powerful for European options (see [3] , [7] ). We derive a family of consistent price systems which converge weakly to Brownian martingales of general type. This together with the theory of extended weak convergence allows us to bound from below the super-replication price by the value of some robust optimization problem on the Brownian probability space. The value of this robust optimization problem leads to the notion of game variant of the concave envelope. This notion is also appears naturally in the static super-replication of game options.
The paper is organized as follows. Main results of this paper are formulated in the next section, where we also give few examples of applications of these results. In Section 3 we derive a general family of consistent price systems. In Section 4 we treat a robust optimization problem and establish a connection between the value of this problem and the game analog of the concave envelope. Furthermore we use a convex analysis to show that the latter concept characterizes the static super-hedging price. In Section 5 we use the extended weak convergence theory in order to prove an essential limit theorem which evolve optimal stopping and consistent price systems. In Section 6 we complete the proof of Theorem 2.2 which is the main result of the paper.
Preliminaries and main results
Let (Ω, F, P ) be a complete probability space together with a filtration {Ft} T t=0 which satisfies the usual conditions where T < ∞ is a fixed maturity date. Our financial market consists of a bond (savings account) S0(t) and of d stocks given by a continuous adapted process S := {S1(t), ..., S d (t)} T t=0 which takes on values in R d ++ . We will assume that the bond price is of the form
where {r(t)} T t=0 is a non-negative adapted process which represents the interest rate of the savings account. Without loss of generality we assume that S0(0) = 1. As usual when we deal with hedging it is convenient to work with the discounted terms. Thus, we introduce the discounted stock pricẽ
Before introducing the assumption of conditional full support, we review some concepts. For any t < T consider the space
++ endowed with the uniform topology. As usual, the support of a a probability measure P on a separable space is denoted by supp P and it is defined as the minimal closed set of measure 1. We will also use the notation C
Assumption 2.1. The processS is satisfies the conditional full support property with respect to the filtration {Ft} T t=0 . Namely, for all t ∈ [0, T )
where
Again, let us emphasize that Markov diffusions, solutions of SDEs in the Brownian setup with path dependent coefficient (under some regularity conditions) and fractional Brownian motion satisfy the above assumption (for deteails see [7] and [11] ).
We also assume that the interest rate process is bounded uniformly by some constant H, i.e. r ≤ H, P ⊗ λ a.s, where λ is the Lebesgue measure on [0, T ]. In Example 2.8 we show that without this assumption our main results (which are formulated in Theorem 2.2) should not hold true.
Let F : R d + → R+ be a convex Lipschitz continuous function and let ∆ > 0 be a constant. Consider a game option with the discounted payoff processes
F (S(t)) and
Observe that H(σ, τ ) is the discounted reward that the buyer receives given that his exercise time is τ and the seller cancellation time is σ. Namely we consider game options with non path dependent payoffs and with constant penalty for the seller's exercise. In general, for the case where the penalty is non constant, our results (which are formulated in Theorem 2.2) should not hold true. In particular, even the static super-replication price may depend on the interest rate process. This is illustrated in Example 2.9. Next, let κ ∈ (0, 1) be a constant. We assume that an investor must purchase risky assets through his savings account, i.e. bartering between two risky assets is impossible. Consider a model in which for any 1 ≤ i ≤ d, every purchase or sale of the i-th risky asset at moment t ∈ [0, T ] is subject to a proportional transaction cost of rate κ. A trading strategy with an initial capital Ξ is a pair π = (Ξ, γ) where γ := {γi} 1≤i≤d such that for any i, γi = {γi(t)} T t=0 is an adapted process of bounded variation with left continuous paths. The random variable γi(t) denotes the number of shares of the i-th asset in the portfolio π at moment t (before a transfer is made at this time). This is exactly the reason why we assume that the process γ is left continuous. The discounted portfolio value of a trading strategy π is given by
where ·, · denotes the standard scalar product of R d and all the integrals in the above formula are Stieltjes integrals. As usual γ+(t) = (γ+,1(t), ..., γ +,d (t)) and γ−(t) = (γ−,1(t), ..., γ −,d (t)), where γi(t) = γ+,i(t) − γ−,i(t), i = 1, ..., d is the Jordan decomposition into a positive variation γ+,i and a negative variation γ−,i. Observe that we do not assume any semi-martingale structure of the risky assets. The term V π κ (t) is the (discounted) portfolio value at time t, before a transfer is made at this time. Indeed,
is the discounted value of the wealth which is held in the savings account, and γ(t),S(t) is the discounted value of the wealth which is held in stocks. The set of all self financing strategies with an initial capital Ξ will be denoted by A(Ξ). Let T [0,T ] be the set of all stopping times which take on values in [0, T ]. A pair (π, σ) ∈ A(Ξ)×T [0,T ] of a self financing strategy π = (Ξ, γ) and a stopping time σ will be called a hedge. A hedge (π, σ) will be called trivial if it is of the form γ ≡ γ(0), and σ = inf{t|S(t) ∈ D} ∧ T where D ⊂ R d is a Borel set. Namely we do not trade, and cancel the option at the first time that the stock process vector enters a Borel set. A hedge (π, σ) will be called perfect if for any t ∈ [0, T ], V π κ (t) ≥ H(σ, t) a.s. It is well known (see Theorem 12.16 in [12] ) that a Stieltjes integral of a continuous function with respect to a left continuous function of bounded variation, is also left continuous. Thus the portfolio value process {V π κ (t)} T t=0 is left continuous and so, a hedge (π, σ) is perfect iff
The super-hedging price is defined by
where s = S(0) is the initial stock position. We set ] which is a perfect and a trivial hedge}. (2.2)
Since for trivial hedges there are no transaction costs,V (s) does not depend on κ. Clearly, Vκ(s) ≤V (s) for any κ. Notice also that from the Lipschitz property of F we haveV < ∞. Before we formulate the main result of the paper, we will need some preparations. Let G be the set of all functions f : R d + → R+ which satisfy the following conditions. i. The function f is continuous and for any
Clearly the function F + ∆ ∈ G and so G is a non empty set. It turns out (the proof will be given in Lemma 4.3) that G has a minimal element R ∈ G which can be calculated explicitly, i.e. R(x) ≤ g(x) for any g ∈ G and x ∈ R d + . The function R is the game variant of the standard concave envelope. Notice that if ∆ = ∞ then R equals to the concave envelop of F . The function R can be calculated as following.
where the x appears in the i-coordinate above. Introduce the terms
where ∂Fi(t) is the sub-gradient of the convex function Fi at t. If Ai = ∞, i.e. the set in (2.3) is empty then Bi = sup{v ∈ t>0 ∂Fi(t)} < ∞, (recall that F is Lipschitz continuous). Observe that for the case Ai < ∞, the linear function F (0) + Bix is the (unique) tangent from the point (0, F (0)) to the function Fi(x) + ∆. Set B = (B1, ..., B d ) and define the function R :
where H(x) = inf{t|F (0) + B, tx/||x|| ≥ ∆ + F (tx/||x||)} and H(x) = ∞ if the above set is empty. Observe that R ≤ F + ∆. The following theorem is the main result of the paper and it says that the superreplication price is the cheapest cost of a trivial super-replication strategy, which is equal to R(s), the game variant of the concave envelope.
+ be an initial stock position. Define a trivial hedge (π, σ) according to the following cases:
Then (π, σ) is a perfect hedge with the smallest initial capital.
The second case in the above theorem corresponds to a situation where the initial capital R(s) is equal to the high payoff F (s) + ∆ and so, the seller can cancel the contract at the initial moment of time t = 0 and no actions are needed.
Remark 2.3. We assume that at the initial moment of time the investor allowed to have holdings in stocks. Namely, γ(0) is not necessary equal to 0. Furthermore, when we calculate the portfolio value at some t, we do not take into account the liquidation price of the stocks into cash. The reason for this is that although our options are cash settled, in real market conditions the stocks can be delivered physically from the seller to the buyer, for example, for a Call option's the seller can give the stock without liquidating it. In the papers [3] and [7] the authors assume that the investor starts with zero stock holdings and must liquidate his portfolio at the maturity date (the papers deal with European options). Thus in their setup even trivial strategies are subject to transaction costs, that is why the main results in these papers deal only with the asymptotic behaviour (as the rate of the transaction costs goes to 0) of the superreplication prices.
Remark 2.4. Consider a model with proportional transaction costs of the following type. The investor is allowed to transfer from the i-th asset to the j-th asset for any 0 ≤ i, j ≤ d, where the 0-asset denotes the savings account. In time t ∈ [0, T ] the above kind of transfer is subject to proportional transaction costs with a random coefficient λ ij (t). We still allow to the investor to hold stocks at the initial moment of time t = 0. If there exists > 0 such that P min 0≤i,j≤d inf 0≤t≤T λ ij (t) > = 1, then there exists
for any t ∈ [0, T ] and 0 ≤ i, j ≤ d. Thus the super-replication price is no less than V κ (s), and so from Theorem 2.2 we get that the super-replication price in this general setup is again the cheapest cost of a trivial super-replication strategy.
Next, we give three examples for applications of Theorem 2.2.
Example 2.5 (Call option). Let K > 0 be a constant and d = 1 (we have one risky asset which is denoted by S). Consider a game call option with the discounted payoffs
Namely, F (x) = (x − K) + . We need to split the analysis into two different cases. i. ∆ > K. In this case we have A = ∞ and B = 1 (recall formulas (2.3)-(2.4)), and so R(x) = x. From (2.6) we get that for any initial stock position s ∈ R+ the cheapest perfect hedge (π, σ) is given by π = (s, γ) where γ ≡ 1 and σ = T . ii. ∆ ≤ K. In this case we have A = K and B = ∆ K . Thus (see Fig 1) R
Let s ∈ R+ be an initial position of the stock. From (2.6) we obtain that if s < K then the optimal perfect hedge is given by
From (2.7) we obtain that if s ≥ K then the optimal perfect hedge is given by (π, σ) = ((s + ∆ − K, 0), 0). 
We consider two different cases. i. ∆ > K. In this case we have A = ∞ and B = 0. Thus R(x) ≡ K and the cheapest perfect hedge is given by π = (K, 0) and σ = T . ii. ∆ ≤ K. In this case we have A = K and B = −
. This together with (2.4) yields (see Fig 2) ,
From (2.7) we obtain that if s ≥ K then the optimal perfect hedge is given by (π, σ) = ((s + ∆ − K, 0), 0).
Let us notice that in the above two examples, when the penalty ∆ ≥ K, the investor does not use his right to cancel. Namely in this case the game option is essential a European/American option and the super-replication price is given in terms of the standard concave envelope. For the case where ∆ < K the super-replication price for game options is cheaper then in the European/American case and we arrive at the game variant of the concave envelope. 
Namely, F (x) = (x1 − x2 + K) + . Then F1(y) = y + K and F2(y) = (K − y) + , y ∈ R+. Again, we split the analysis into two different cases. i. ∆ > K. In this case we have A1 = A2 = ∞, B1 = 1 and B2 = 0. From (2.4) we get
then by (2.6) we get that the cheapest perfect hedge is π = (s1 + K, γ) where γ ≡ 1, 0), 7) we get that the optimal perfect hedge is given by (π, σ) = s1
ii. ∆ ≤ K. In this case we have A1 = ∞, A2 = K, B1 = 1 and
The optimal perfect hedge (π, σ) for an initial position s ∈ R 2 + is given by
and σ = inf{t|S2(t) ≥ K} ∧ T .
Next, we show that for a non-bounded interest rate process, our results which are given by Theorem 2.2 should not necessarily hold. . From Lemma 4.5 in [7] it follows that the discounted stock price
6).
The following example illustrates that for non-constant penalty game options, Theorem 2.2 does not necessarily hold true.
Example 2.9. Consider a game option with the discounted payoffs
Assume that the initial stock position is s = 4 and the interest rate process is a constant r ≥ 0. We want to calculate the static super-hedging priceV :=V (4). Let (π, σ) be a perfect and a trivial hedge. If σ ≡ T then the cheapest trivial hedge is achieved by holding one stock at the initial moment of time, and so the required initial capital is equal 4. If σ ≡ 0 then also the required capital is 4. Suppose that we want to find a static perfect hedge with an initial capital less than 4. Clearly, the (constant) number of stocks in the corresponding portfolio should satisfy γ ≥ 1. And so, there is no sense for the investor to cancel the contract when the stock price is bigger than 4 or smaller than 3. Thus, without loss of generality we assume that the investor cancelation time is of the form σ = inf{t|S(t) = Λ} ∧ T where 3 ≤ Λ < 4. The discounted stock price satisfies the conditional full support property, and so we conclude that the superreplication property is given by
Since γ ≥ 1 andV − 4γ < 0 then the above relations are equivalent to the inequality (V − 4γ) exp(rT ) + γΛ ≥ 2(Λ − 2). Finally, from the inequality 4 exp(rT ) > Λ we get that the minimal value ofV is attained by taking γ = 1 and Λ = 3. Thus the cheapest cost of a trivial perfect hedge is given byV = 4 − exp(−rT ). We conclude that the static super-replication price depends on the interest rate and so Theorem 2.2 does not hold true.
Consistent price systems
It is well known that consistent price systems play a key role in hedging with transaction costs. We start with the definition.
Definition 3.1. Let > 0. An absolutely continuous -consistent price system is a pair (Ŝ, Q) which consists of a probability measure Q P (absolutely continuous with respect to P ) and a Q-martingaleŜ = {Ŝ1(t), ...,
where recall thatS is the discounted stock process.
In this section we construct a general family of consistent price systems. Before we state the main result of this section we need some preparations. 
iii. For any i = 1, ..., d and k < N
Observe that the martingale M is defined on arbitrary probability space, not necessary the same probability space on which S is defined.
The following lemma is the main result of this section. Proof. Fix δ > 0. We will assume that δ is sufficiently small such that the (Euclidean) distance between any two different values of the random variables M (0), ..., M (N ) is bigger than 2δ(N + 1). We denote the Euclidean norm by || · ||. For x, y ∈ R d ++ and k < N define the event
Denote by Ψ(k, z1, ..., z k ) ⊂ R d ++ the (finite) set of all possible values of the random variable M (k + 1) − M (k) given that M (i) = zi, i = 1, ..., k. Define on the probability space (Ω, F, P ) the stochastic process {M (k)} N k=0 and the events C0, ..., CN by the following recursive relations,M (0) =S(0), C0 = ∅, and for k < Ñ
and
Observe that the sets
Let C ∈ F kT /N be an event such that C ⊂ Ω \ C k and the random variablesM (0), ...,M (k) are constants on C. From the definitions it follows that on the event Ω \ C k , we have ||M (k) −S(kT /N )|| ≤ kδ. This together with the conditional full support property ofS yields that on the event C, for any v ∈ Ψ(k,M (1), ...,M (k))
From the second condition on the martingale M we obtain (by induction) that 0 ∈ int conv Ψ(k,M (1), ...,M (k)) a.s. on the event Ω \ C k . Thus we conclude that
By using the Esscher transform in the same way that it was used in Lemma 3.1 of [7] we get that there exists a F kT /N measurable random vector θ(k) such that
where EP denotes the expectation with respect to P . Set
From (3.4) it follows that on the event Ω \ C k , Z(k) > 0 a.s. Define the stochastic process
Observe that {H(k)} N k=1 is a martingale with EP H(N ) = 1. Thus there exists a probability measure Q P which satisfies dQ dP |F kT /N = H(k).
From (3.6) it follows that {M (k)} N k=0 is a Q-martingale with respect to the filtration
. Define a Q-martingale {Ŝ(t)} T t=0 bŷ
where EQ denotes the expectation with respect to the probability measure Q. From the third condition on the martingale M it follows that for any k < N and i = 1, ..., d
++ be the (finite) set of all possible values of the random variables M (0), M (1) , ..., M (N ). Since Θ is finite we can choose δ > 0 such that for any 0 < λ < 1 and x, y ∈ Θ which satisfy max
This together with (3.3) and (3.8) yields that for any t ∈ [kT /N, (k + 1)T /N ] and
From (3) 
where E W denotes the expectation with respect to the probability measure P W . We will prove that V(s) = R(s) =V (s) = Vκ(s). In this section we show the inequality V(s) ≥ R(s) ≥V (s). First we prove that the right hand side of (4.1) does not depend on the maturity date T .
. Consider the Brownian motion given byW (t) :=
be the (usual) filtration which is generated byW and let TW [0,u] Observe that Ψ and Φ are bijections, and Ψ(M )(Φ(τ )) = M (τ ) for any M ∈ Γ(x) and
In the next lemma we prove several properties of the function V which will be essential in the Proof of Theorem 2.2.
Lemma 4.2. The function V is satisfying V ∈ G, where recall that G was defined after (2.2).
Proof. Consider the stopping timeτ = 0 and the martingaleM ≡ x. Clearly,
Next, for any
Since F is a Lipschitz continuous function, there is a constantL such that for any x, y ∈ R
Thus V is continuous and satisfying F ≤ V ≤ F + ∆. Finally, we prove that if
be a map such that φi(t, y) depends only on the restriction of y to the interval [0, t], and
Consider the Brownian motion
Observe that the stochastic process {M (t)} T t=0 defined by
is a martingale which satisfies M ∈ Γ(x (3) ). Next, define the stochastic processes
Define the stopping timeτ ∈ T
From the general theory of optimal stopping (see [13] , Chapter I) it follows that
, and so we can define the martingale
,
From the fact that the Brownian motions, {W (t)}
T /2−v t=0
and {W (3) (t)} T /2 t=0 are independent, {W (t)} T /2 t=0 and {W (1) (t)} T /2 t=0 are independent, and {W (t)} v t=0 and {W (2) 
are independent, we obtain that
, from Lemma 4.1 and (4.4)-(4.5) we get that
This together with (4.3) and the fact that
and by taking ↓ 0 we complete the proof.
Next, we provide some convex analysis for the set G and the static super-replication priceV (s). Proof. We will use induction on the dimension d. Let d = 1. From Lemma 2.4 in [6] it follows that G has a minimal element and from the fact that F is convex it follows that the minimal element is equal to R which is given by (2.4). Next, we prove that if the result is true for any d ≤ n, then it is true for d = n + 1. Assume by contradiction that the claim is false. Thus there exists a function g ∈ G and x ∈ R d ++ such that g(x) < R(x). Set, v = inf{t ≥ 0|g(tx) < R(tx)} and let y = vx. We argue that ||y|| < H(y) (where H was defined after (2.4)). Indeed, if (by contradiction) ||y|| ≥ H(y), then H(y) < ∞ and g H(y)y/||y|| ≥ R H(y)y/||y|| = F H(y)y/||y|| + ∆, thus g H(y)y/||y|| = F H(y)y/||y|| + ∆. Define the function f (u) = F (uy) + ∆ − g(uy), u ∈ [H(y)/||y||, ∞). Since there exists some δ > 0 for which f (1+δ) > 0, then from the fact that F is convex and g ∈ G we get that f is a strictly increasing convex function on the interval [1 + δ, ∞), and so for sufficiently large u we will get that f (u) > ∆, which is a contradiction to the fact that g ≥ F . Thus we conclude that H(y) > ||y||, which means that there exist
Let ξ ∈ ∂F (ỹ) and consider the hyperplane K = {x ∈ R d | x −ỹ, ξ − B = 0}, (where B is the vector which is given by (2.3)). From (4.6) and the convexity of F it follows that
Clearly, there is a point on K of the form z = (0, ..., α, 0, ..., 0) for some
}, where λ1, λ2 equal to ∞ if the corresponding sets are empty. We distinguish between cases. i. If λ1 = λ2 = ∞, then g < F + ∆ on the half-line {z (λ) |λ ∈ R+}, and so by applying the induction assumption for d = 1 we obtain
(4.8)
Since the function g is concave on the half-line L, then from (4.7)-(4.8) we get that g(ỹ) ≥ F (0) + ỹ, B , which is a contradiction to (4.6).
ii. If λ1 = ∞ and λ2 < ∞, then by using the fact that g(ỹ) < F (ỹ) + ∆ and a similar argument to the one before (4.6) we obtain that λ2 > 1, in particular (4.8) is valid for this case as well. By applying (4.7)-(4.8) together with the fact that g is concave on the line segment {z (λ) |λ ∈ [0, λ2]} we get that g(ỹ) ≥ F (0) + ỹ, B , which is a contradiction to (4.6). iii. Let λ1 < ∞ and λ2 = ∞. In this case (4.8) remains true. Sinceỹ ∈ R++ then λ1 > 1. From the induction assumption we get that g(z
This together with (4.8) and the fact that g is concave on the line segment {z (λ) |λ ∈ [0, λ1]} yields g(ỹ) ≥ F (0) + ỹ, B , which is a contradiction to (4.6). iv. Finally, let λ2 ≤ λ1 < ∞. From (4.7) and the induction assumption it follows that
Since g is concave on the line segments {z (λ) |λ ∈ [0, λ2]} and {z (λ) |λ ∈ [λ, λ1]}, and g = F + ∆ on the line segment {z (λ) |λ ∈ [λ2,λ]}, then from (4.7) and (4.9) we obtain that g(·) ≥ F (0) + ·, B on the line segment {z (λ) |λ ∈ [0, λ1]}, which is a contradiction to (4.6).
In the following lemma we show that there is a trivial perfect hedge with an initial capital R(s), where s is the initial stock position. 
x i A i < 1 then from the convexity of F we obtain
This proves (by contradiction) the first statement in (4.10). Next, let j i=1
Consider the vector y = (1 − )x. From the convexity of F it follows that
and by letting ↓ 0 we obtain the second statement in (4.10). Now, we are ready to prove the lemma. Let (π, σ) be the hedge which is given by (2.6)-(2.7). If R(s) = F (s) + ∆ then the statement is trivial. Assume that R(s) < F (s) + ∆, then from (4.10) we get
Clearly, on the event σ < t we have
Consider the event t ≤ σ. From (4.11) and the second statement in (4.10) it follows that for any v < σ,
Thus by applying the first statement in (4.10) we get
F (S(t)) = H(σ, t).
Since t was arbitrary the proof is completed.
From Lemmas 4.2-4.4 we obtain the following Corollary. Furthermore, the hedge (π, σ) which is defined according to (2.6)-(2.7) is a perfect hedge.
Optimal Stopping and Price Consistent Systems
Let M d be the space of d×d matrices with the operator norm ||A|| = sup ||v||=1 ||A(v)||. We denote byÎ the unit matrix. For any i ≤ d, let ei := (0, ..., 0, 1, 0, ..., 0) be the unit vector where 1 is in the i-th place. For a matrix A ∈ M d and a vector x ∈ R d we denote by A · x the matrix multiplication between A and the column vector x. First, we review some basic concepts from the weak convergence theory. For any càdlàg stochastic process
. Now, that we established extended weak convergence, we apply Theorem 17.2 in [1] and obtain
where E ξ is the expectation with respect to P ξ . Assume that F is Lipschizt continuous with a constantL, namely |F (y)−F (z)| ≤L d i=1 |yi−zi|. Observe that for sufficiently large n the martingale M (n) satisfies the three conditions before Lemma 3.2, where for the third condition we take :=
. Thus from (5.3) it follows that we can choose N which satisfies the above and the inequality
From Lemma 3.2 we obtain that there exists an absolutely continuous -price consistent system (Q,Ŝ) which satisfies this lemma for the martingale M (N ) . Denote by T N ⊂ T [0,T ] the set of stopping times with values in the set {0, T /N, 2T /N, ..., T }. Observe that the fact that M (N ) satisfies the second condition before Lemma 3.2 implies that the filtration which is generated by M (N ) coincides with the filtration generated by W (N ) . Thus from the standard dynamical programming for optimal stopping (see [13] Chapter I) and the equality (3.2) we obtain By using standard density arguments it follows that Γ b (x) is dense in Γ(x). Namely, for any M ∈ Γ(x) there exists a sub-sequence {M Next, we notice that if, in formula (5.2) we put some u ∈ [0, T ] instead of T then Lemma 5.3 still remains true (and can be proved in a similar way). In view of Lemma 4.1, we arrive at the following Corollary. 
Proof of Main results
In this Section we complete the proof of Theorem 2.2. In view of Corollary 4.5 it remains to show that Vκ(s) ≥ V(s). Let (π = (Ξ, γ), σ) ∈ A(Ξ) × T [0,T ] be a perfect hedge. We want to show that Ξ ≥ V(s), where s is the initial stock position. Let > 0 be such that 
In a similar way we obtain Notice that in the last inequality we used the Lipschitz continuity of F and the fact thatŜ is a Q martingale. This together with (5.6) and (6.8) yields
si|γi(0)| and by letting ↓ 0 we obtain Ξ ≥ V(s), as required.
