The representation of vegetation in land surface models (LSM) is crucial for modeling atmospheric processes in regional climate models (RCMs). Vegetation is characterized by the green fractional vegetation cover (FVC) and/or the leaf area index (LAI) that are obtained from nearest difference vegetation index (NDVI) data. Most regional climate models use a constant FVC for each month and grid cell. In this work, three FVC datasets have been constructed using three methods: ZENG, WETZEL and GUTMAN. These datasets have been implemented in a RCM to explore, through sensitivity experiments over the Iberian Peninsula (IP), the effects of the differences among the FVC data-sets on the near surface temperature (T2m). Firstly, we noted that the selection of the NDVI database is of crucial importance, because there are important bias in mean and variability among them. The comparison between the three methods extracted from the same NDVI database, the global inventory modeling and mapping studies (GIMMS), reveals important differences reaching up to 12% in spatial average and and 35% locally. Such differences depend on the FVC magnitude and type of biome. The methods that use the frequency distribution of NDVI (ZENG and GUTMAN) are more similar, and the differences mainly depends on the land type. The comparison of the RCM experiments exhibits a not negligible effect of the FVC uncertainty on the monthly T2m values. Differences of 30% in FVC can produce bias of 1 • C in monthly T2m, although they depend on the time of the year. Therefore, the selection of a certain FVC dataset will introduce bias in T2m and will affect the annual cycle. On the other hand, fixing a FVC database, the use of synchronized FVC instead of climatological values produces differences up to 1 • C, that will modify the T2m interannual variability.
Introduction
Land surface features play a very important role in modulating surface-atmosphere interactions. This is an overlooked issue in climate simulations [1] and short-term weather forecasting [2] . Surface components like soil moisture, albedo, emissivity, surface roughness, vegetation type and amount are fundamental since they control the energy partition at surface [3] . Therefore, the representation of all these variables in land surface models (LSM) is crucial for modeling atmospheric processes.
Atmosphere and vegetation interact in different ways, controlling evapotranspiration, moisture availability, momentum transfer, partitioning radiation, etc. Vegetation is characterized within numerical weather prediction models (NWPM) and RCMs by FVC, LAI and the vegetation class [4] . Therefore, realistic characterization of these parameters should lead to a better reproduction of atmosphere-surface processes. Different methodologies have been reported for obtaining FVC and LAI through satellite NDVI data [5] [6] [7] [8] . According to Gutman and Ignatov [6] both parameters should not be used simultaneously in the same parameterization. Therefore, it is necessary to prescribe one of the indices and derive the other. Gutman and Ignatov [6] and Carlson et al. [9] argued that is preferable to derive FVC and prescribe LAI, because the exponential dependence of LAI and NDVI saturates after a certain threshold, becoming LAI insensitive to changes in NDVI. Some other authors [7, 10] recommend to derive LAI (fixing FVC), because they assume that spatial and seasonal variations of NDVI are related with variations of LAI and validation of FVC is problematical because of the requirement of information at the scale of individual plant elements. Anyway, Godfrey et al. [2] argue that errors introduced by the dual specification of vegetation parameters from a single NDVI observation are likely smaller than uncertainties associated to initial conditions.
The role of vegetation parameters (FVC and LAI) is relevant for weather forecasting and climate change assessments [11] . Their impact on land surface processes has been studied in the Eta operational model [12] [13] [14] and the Weather Research and Forecasting model (WRF) [15] [16] [17] [18] [19] [20] . The relevance of using realistic information of the vegetation state on RCM performance has been analyzed in several works. Meng et al. [21] and Müller et al. [22] study the impact of vegetation in concrete cases of droughts in Australia and South America. Other works investigate the contribution of near real time values of vegetation fraction to simulated precipitation. For instance, vegetation-atmosphere feedback in monsoon systems [23, 24] , severe convection episodes [25] , or improving model performance in oasis-desert systems [26] . Other interesting studies focus on vegetation effects on regional climate simulations in complex urban areas like Los Angeles [27, 28] .
However, the characterization of vegetation is subjected to several sources of uncertainty. On one hand, there are several NDVI database available for obtaining FVC data. They differ in aspects such as the methods for correcting errors, type of satellite, etc. The differences among these NDVI databases reach, for example, similar values to the observed trends in the phenological phases [29] . On the other hand, several methodologies can be used to obtain FVC or LAI from NDVI data [4, 6, 13, 30] . Crawford et al. [31] points out that differences up to 25% in LAI and FVC can easily occur among the different methodologies, similar values to the FVC interannual variability.
In addition, most of the standard configurations of NWPM and RCM use climatological values of vegetation parameters. However, the vegetation has a strong inter-annual variability [18, 21, 31] , leading this to a non-suitable characterization of surface properties. A known limitation is that surface properties can vary at several time scales depending on climate conditions and other processes such as urbanization, forest fires or changes in crops [32] .
As an example of the impact of using different approaches with FVC datasets in a LSM, Miller et al. [30] describe, using the Noah LSM, noteworthy differences in surface fluxes, comparing a five-year climatology data from the Advanced Very High Resolution Radiometer (AVHRR) and NASA's Moderate Resolution Imaging Spectrometers (MODIS) data from the year 2000. With differences of 25% in FVC in monthly-averaged values for all pixels of dry land and cropland of the same two-degree box, transpiration was modified in 30 W m −2 , latent heat fluxes in 10 W m −2 , and sensible heat fluxes in −20 W m −2 . Other works, where real-time satellite data have been used instead of climatological values, have found improvements in the forecasts of T2m in RCM simulations [13, 33] . While other studies, indicates that the model sensitivity is not reliable with improved vegetation parameters [2, 15, 23] , stressing the significance of minimizing errors in surface initial conditions (especially soil moisture) or canopy resistance parameterization.
The objective of this work is to assess the impact on T2m simulated by a RCM, of the uncertainty associated to the use of different NDVI data, different methodologies for obtaining FVC, as well as the temporal variability of surface properties in regional climate simulations. Our work will focus on IP, since it is characterized by a large variety of vegetation classes, with a strong seasonal and interannual climate variability that leads to important changes in the state of vegetation.
Methods and Data

NDVI Data
The NDVI is defined as:
where NIR and VIS are the amounts of near-infrared and red visible, respectively, reflected by the vegetation and captured by the satellite sensor [34] . This index was highly correlated with the photo synthetically active biomass, chlorophyll abundance and energy absorption [35] and has been widely used in studies involving land-biosphere interactions [6, 13, 30, 31, 36] . There are several global coarse-resolution satellite spectral vegetation index datasets [37] . For example, Satellite Pour l'Observation de la Terre (SPOT Vegetation) and MODIS datasets which have higher resolution and significant improvements with regard to the 1981-2004 record of the AVHRR dataset. However, the latter is an invaluable and irreplaceable archive of historical land surface information and the most used dataset for deriving NDVI due to its long record. Since 1984 several global land surface NDVI data have been derived from AVHRR, as can be the global vegetation index (GVI) dataset [38, 39] , the NASA Pathfinder 8-km dataset [40] and the GIMMS-NDVI [37, 41] . Other datasets, such as the EFAI-NDVI [29] , were derived from the NASA Pathfinder 8 km data. These datasets were corrected by taking into account artifacts from sensors, orbital drifting, atmospheric corrections and cloud screening.
Therefore, NDVI values can vary from a database to another in an remarkable way. The GIMMS-NDVI and EFAI-NDVI datasets were chosen to perform our analysis. The selection was done following criteria of NDVI data already processed, easily/free availability and temporal extension.
The EFAI-NDVI covers the period 1982-2001 and corrects the original AVHRR data to create a continuous dataset of 10-day temporal and 0.1 • spatial resolutions with global coverage. The correction method implies a spatial interpolation of missing values and processing artifacts as well as a temporal interpolation of the NDVI series throughout a Fourier adjustment algorithm [10, 29] .
The GIMMS-NDVI [42] from the AVHRR dataset covers from 1982 to 2006 with a spatial resolution of 8 km. This database has been corrected for calibration, view geometry, volcanic aerosols, and other effects non related to vegetation change. In particular, NOAA-9 descending node data from September 1994 to January 1995, volcanic stratospheric aerosol correction for 1982-1984 and 1991-1994 , and improved NDVI using empirical mode decomposition/reconstruction to minimize effects of the orbital drift.
Deriving FVC from NDVI Data
FVC is defined as the fraction of horizontal area associated with the photosynthetically active green vegetation that occupies a model grid cell [43] . In our experiments we derive FVC and use prescribed LAI, because of our LSM, Noah, considers this option in its configuration.
FVC calculation from NDVI data [44] can be based on linear models [6] or quadratic models [45] . These methods take as reference bare soil (NDV I 0 ) and dense green vegetation(NDV I ∞ ). Such values can be prescribed or estimated from the actual NDVI data. For instance, Montandon and Small [44] studied the impact of varying NDV I 0 , showing how its underestimation yields a FVC overestimation.
In this study, three linear models, WETZEL, GUTMAN and ZENG have been selected as a basis to study the uncertainty in FVC calculation and its impacts on RCMs runs. These methods present different degrees of complexity, being the WETZEL/ZENG method the most simple/complex, while GUTMAN is of intermediate complexity. This latter has been extensively used in generating data for NWPMs.
The three methodologies have been applied to the GIMMS-NDVI data. 
being that the FVC is constrained to be between 0 and 1. The FVC data obtained by this method is used in the MM5 LSM model by Crawford et al. [31] and in the ETA model by Kurkowski et al. [13] .
Gutman Method
This method uses the following simple linear relationship between NDVI and FVC:
where NDV I 0 and NDV I ∞ are the values for bare soil and dense green vegetation.
Gutman and Ignatov [6] take NDV I 0 = 0.04 and NDV I ∞ = 0.52, which correspond respectively to the minimum NDVI value of the desert cluster and the maximum NDVI value of the evergreen cluster in their study with GVI data. These values are in principle, region and season specific, since they depend on the soil and vegetation types and the vegetation chlorophyll content [46] . However, the authors take this assumption because there are many intermediate cases that make the evaluation difficult for other surface types. In this work, NDV I 0 and NDV I ∞ , have been set to 0.1 ( 2% percentile of bare soil) and 0.91 ( 98% Evergreen vegetation) using the GIMMS-NDVI database.
Zeng Method
This method includes procedures that involve the analysis of NDVI data as a function of biome or land cover type. This approach has been used in several works [7, 15, 30, 43] . It follows the simple relationship between FVC and NDVI described by Gutman and Ignatov [6] (Equation (3)). The values of NDV I ∞ are calculated analyzing the frequency distribution of maximum NDVI for each land cover type.
This study uses the University of Maryland Department (UMD) global land cover classification [47, 48] . This land cover database has been chosen because it was created using the same NDVI data as the GIMMS-NDVI database. Figures 1a (forest types) and 2a (shrubland, cropland and grassland) show the spatial distribution as well as the relative frequency distributions of NDVI.
According to Zeng et al. [7] NDV I ∞ is low sensitive to the exact percentile used for a given vegetation type. In this work the NDV I ∞ is chosen getting the 98th percentile as adopted in other studies ( [10, 43] ). For NDV I 0 , the 5th percentile of the no-vegetation category is taken for all vegetation types. North Africa has been included to have a more suitable value for bare soil. Regarding NDV I val , Zeng et al. [7] estimated FVC as independent of season, then NDV I val (Equation (3)) is the annual maximum in a given pixel in order to minimize the effects of cloud contamination. However, in our case, NDV I val corresponded with each of the 15-day values of the GIMMS-NDVI database in a given pixel, since we precisely wanted that FVC varies with time. As a help for understanding differences between the methods, Figure 3 shows the relationships between FVC and NDVI for the three methods. The ZENG method (red area) provides a wider range of values of FVC depending of land type frequency distribution of NDVI. The GUTMAN method (green line) agrees with the lower correspondence between NDVI and FVC of the ZENG method, explaining the lower values of FVC. On the other hand, the WETZEL method produce higher FVC values in areas where NDVI is larger than the rupture point (0.547), especially in the north of IP. 
Regional Climate Model Experiments
In order to gain some insight about the sensitivity of a RCM to changes in FVC a set of simulations have been performed using a climate version of the MM5 mesoscale model [49, 50] . The spatial configuration consists of two-way nested domains with 30 and 10 km horizontal resolution respectively ( Figure 4 ) and 24 sigma levels in the vertical up to 100 mb. ERA-Interim reanalysis [51] were used to provide initial and boundary conditions, which were updated every six hours. The physics configuration consisted of Grell cumulus parameterization [52] , simple ice for microphysics [53] , rapid radiative transfer mode (RRTM) radiation scheme [54] and the medium-range forecast (MRF) planet boundary layer scheme [55] . The Noah LSM [56] used in this simulations was based on the coupling of the diurnally dependent Penman potential evaporation approach of Mahrt and Ek [57] , the multilayer soil model of Mahrt and Pan [58] , and the primitive canopy model of Pan and Mahrt [59] . It was extended by Chen and Coauthors [60] to include a complex canopy resistance approach [61, 62] and a surface runoff scheme. The prognostic variables in the Noah LSM are soil moisture and temperature as well as canopy moisture and water-equivalent snow depth. Four soil layers were used with thicknesses of 10, 30, 60 and 100 cm, and an additional canopy layer for the soil model. The total soil depth was 2 m, with the root zone in the upper 1 m of soil. The lower 1-m soil layer acted as a reservoir with gravity drainage at the bottom. Ground heat flux was controlled by the usual diffusion equation for soil temperature, with heat capacity and thermal conductivity formulated as functions of the soil water content. The diffusive form of Richard's equation was used as the prognostic equation for the volumetric soil moisture content, where the hydraulic conductivity and the soil water diffusivity are also functions of the soil water content. In this LSM, vegetation type and soil texture were primary variables upon which other secondary parameters (such as minimal canopy resistance and soil hydraulic and thermal properties) were determined. Landuse-vegetation category is specified from 25-category 1 km data from USGS version 2 land cover data. The dominant vegetation type in each grid box is selected to represent the "grid level" vegetation characteristic. In Noah LSM, the FVC acts as a fundamental weighting coefficient in partitioning the total evaporation into direct evaporation from the top shallow soil layer, evaporation of precipitation intercepted by the canopy, and transpiration via canopy and roots.
The runs have been performed running the model for one year with four additional months of spin-up period. The outputs during this spin-up period, integrated only to guarantee that soil variables reach dynamic equilibrium, are ignored. The RCM used here, employing similar configurations, provided satisfactory results in climatic simulations [50, [63] [64] [65] . Most regional models such as WRF or MM5 (Noah LSM) use a default FVC monthly climatological data calculated in a given period. A commonly used database is described in Gutman and Ignatov [6] which consist of a 5-year FVC climatology derived from AVHRR, for the period April-December of 1985, from 1986 to 1990 and the period January-March of 1991 with a spatial resolution of 0.15 • . In this work, the database generated had a resolution of 0.1
Two set of experiments have been carried out. The first set investigated the effect of using different methodologies in constructing the FVC database used in the simulations. For this task, firstly a five-year FVC climatology has been constructed for the same period of Gutman and Ignatov [6] (April 1985-March 1991) with the ZENG, GUTMAN and WETZEL methods from the GIMMS-NDVI data. Then three runs for the year 1995 were performed using such FVC climatologies. The second set of simulations explored the role of introducing synchronous FVC data for a given year respect to the use of climatological values of this variable. For this case, two pairs of runs were carried out, choosing the ZENG method for the years 1995 (a dry year) and 1996 (a wet year). Each pair consists of a simulation using the period of the five-year FVC climatology (CLIM) described before and the other one using the FVC values for such year (YEAR). The ZENG method has been chosen, among the three options, because it presents an intermediate behaviour between WETZEL and GUTMAN (see Figure 5 ) as well as the fact that it has been evaluated in previous works [7] . Figure 6 shows the NDVI for the two datasets in a dry year (1995) and a wet year (1996) for January and July over the IP. It is remarkable that they differed in magnitude but that spatial variability was quite similar (spatial correlation over 0.97). The differences were higher when comparing years with different precipitation regime, where NDVI values differed up to 30% in the summer (not shown).
Results
NDVI Database Comparison
The 12 month run-mean series of the spatially averaged NDVI over the IP for the period 1982-1998 is shown in Figure 7a . The series shows a quite different interannual variability for the whole period; the EFAI-NDVI had a greater variability and lower mean values than the GIMMS-NDVI. We attributed the disagreement (almost a periodical signal not attributable to natural variability) to the solar zenith angle correction implemented in the GIMSS-NDVI that avoids artificial trends derived from orbital drifting. At this point we concluded that the EFAI-NDVI should not be used for characterizing the vegetation properties in RCMs. Therefore, we focused our study on the GIMMS-NDVI data. In addition, GIMMS-NDVI had a longer record, because of the compatibility with AVHRR data with MODIS and SPOT vegetation satellite data, that have continued until nowadays. Usually FVC is implemented using climatological values in NWPMs and RCMs. We compared the spatially averaged NDVI over the IP, with monthly climatological values calculated on a seven year period (1985) (1986) (1987) (1988) (1989) (1990) (1991) with the monthly evolution on a specific dry (1995) and wet year (1996) (Figure 7b ). The biggest NDVI differences between the dry and wet year were observed in spring, when the maximum of vegetation productivity occurred, prevailing these NDVI differences in a lesser way the rest of the year. The spatial average NDVI difference between wet and dry years was about 5% reaching values up to 15% in some areas. This elucidates that taking into account the interannual variability could be important when implementing these data in RCMs.
Analysis of FVC Retrieval Methods
FVC data were obtained for the 25 year of available NDVI data using the three methods. Figure 5a shows the temporal evolution of the FVC data spatially averaged over the IP and Figure 5b the temporal means of FVC values over the domain. Since the three methods used the same NDVI, there was a very good agreement in the temporal variation of FVC, however some important differences appear. The most remarkable difference comparing the magnitude of FVC was that WETZEL method presented FVC values 10% greater than the others. The ZENG and GUTMAN methods only differed around a 3% in magnitude. This large difference was due to the fact that when applying WETZEL method the frequency distribution of NDVI was not taken into account. Regarding the spatial variability, the ZENG and GUTMAN show very similar patterns although the ZENG method achieves a larger range of FVC values, reaching values near 10% and over 80% more frequently.
The differences between the methods depended on the land type by construction. Figures 1b and  2b depict the time series of the FVC spatially averaged by land types calculated with the GUTMAN (green solid line), WETZEL (blue solid line) and ZENG (red solid line) methods as well as the differences between them (dashed lines). The GUTMAN and ZENG methods showed very similar FVC values in forest land types (Figure 1) , while the WETZEL method showed significant differences of around 20% respect to the other methods. Land types with low values of FVC, such as shrubland, cropland and grassland (Figure 2 ) present smaller differences. In the case of closed and open shrubland, the WETZEL method presents the closest values to the other methods. This can be explained because NDVI values below the rupture point of the WETZEL method were more frequent for this land types (Figure 2a) .
Therefore, in general, places with high FVC values exhibited a good agreement between the methods that take into account the NDVI frequency distribution (GUTMAN and ZENG), showing larger differences with the WETZEL method. While in places with medium and low values of FVC, the spread among the methods was lower.
Another interesting feature was to evaluate is the differences in phenology. Figures 1 and 2 show the relative frequency distribution if NDVI (a), temporal evolution (b) and FVC annual cycle (c) for each biome and the differences between them. In the biomes where the maximum of FVC occurred in summer, forest vegetation with low hydric stress, the GUTMAN and ZENG methods had a quite similar behavior (maximum value of 60-80% in summer) while the WETZEL method gave greater values. In the rest of the biomes, the maximum of FVC occurred in spring (irrigated lands or places with summer hydric stress) and the differences between the methods were smaller than for forest land types, although there were differences that could be remarkable in cropland, grasslands and woodland areas.
Sensitivity to the FVC Estimation Method
Here we assessed the sensitivity of climate simulations to the use of different FVC data presented above. For the sake of clarity, we only present the comparisons between the ZENG and WETZEL experiments, because they show the largest FVC differences. Figure 8a depicts the FVC monthly means of ZENG for some months representative of each season (January, April, July and October) and Figure 8b the FVC differences between the ZENG and WETZEL methods. There is a clear negative difference in the FVC estimated (ZENG-WETZEL) with higher FVC values for the WETZEL data, especially in areas with the highest FVC. The biggest difference was in April, when the vegetation productivity presented the maximum rate of generation of biomass.
The effect of such differences between the ZENG and WETZEL data on the regional climate simulations for monthly mean T2m is depicted in Figure 8c ,d. In general, lower FVC values led to higher temperatures, but this relationship depended on the time of the year (Figure 8d ). This result was directly related to the sensible and latent heat partitioning (not shown). An increase/decrease of vegetation led to a larger/lower evapotranspiration and therefore, a higher/smaller latent heat production. This led to a reduced/intensified sensible heat manifested in a decrease/increase in T2m. Besides, there was an additional effect due to the modification of soil thermal conductivity by the presence of a vegetation canopy. Heat flux from soil was reduced when FVC increases because of heat conductivity was diminished [12, 66] . This effect was of importance mostly during night when these fluxes had a dominant role and can cause higher night temperatures with reduced FVC.
It is worth noting that T2m differences were higher in April and July than in January and October with similar FVC differences (Figure 8 ). In January differences of 30% in FVC led to changes smaller than 0.5 • C, while in July or April can reach 1 • C in some places. This was mainly due to the greater availability of energy at these months. In addition, the greater dispersion in the quasi-linear relationship between changes in FVC and T2m (Figure 8d ) for higher ∆FVC values may be relevant. Therefore, it was clear that changing the FVC database modified the climatology reproduced by a RCM, both the spatial patterns and the amplitude of the annual cycle. 
January
Sensitivity to FVC Interannual Variations
As mentioned above, in RCM experiments, FVC values are usually prescribed using climatologies, so they do not vary from year to year. But vegetation depended on the climate conditions as well as other factors, and it had a non negligible interannual variability. In this section we analyze the effect of varying the FVC according to the observations (real FVC) versus fixed monthly climatological/prescribed values. Figure 9 shows the differences between the FVC 5-year climatology simulation (CLIM) and the reconstructed (YEAR) for January, April, July and October for two years, the dry 1995 and wet 1996. These years were selected because of their quite different climate conditions. Dry conditions prevailed during 1995, while 1996 was characterized for abundant precipitation that favored higher biomass production. During the dry year, the prescribed FVC was much higher that the estimated for this year, finding large areas with ∆FVC over 10%, especially in April and July that locally reached values around 30%. The T2m temperature patterns resembled the spatial structure of ∆FVC with a clear negative bias. The largest T2m differences appeared again in July and April, with values larger than 0.4 • C in large areas that locally were over 0.8 • C.
During the wet year the largest ∆FVC appeared in April in the north-west part of the IP, and October over the South and Western Iberia. In this case differences were negative, i.e., the prescribed FVC underestimates the YEAR FVC. Interestingly, the absolute T2m differences were smaller, with slightly lower absolute ∆FVC. This is due to the fact that in July (highest sensitivity) ∆FVC is quite small, and that in April advection phenomena prevailed in the area with the largest ∆FVC.
Adding both effects at the different times suggest that interannual variability can change more that 1 • C in some areas for a given month.
Discussion and Conclusions
Three database of monthly FVC from 1982 to 2006 has been created for a domain covering the whole IP with a spatial resolution of 0.1 • with the aim of being implemented in RCMs to improve climate simulations by providing more realistic soil physical conditions. Three different methodologies, WETZEL, GUTMAN and ZENG, were applied to the same NDVI database. The GIMMS-NDVI data was selected because it has better interannual behavior, longer record and is compatible with MODIS and SPOT vegetation data, which facilitates its temporal extension.
The comparison between the FVC databases reveals important differences between them that depend on the FVC value and the biome, being especially relevant for forest land types. Methods that use the frequency distribution of NVDI (ZENG and GUTMAN) are more similar although some differences can be found between them depending of the land type. In addition the FVC series reveal a important interannual variability, consequently prescribed FVC values can present important differences regarding the "real" FVC. These facts can be important when FVC are used in RCMs coupled to LSMs. The magnitude of the differences found causes a noteworthy impact on surface fluxes and hence modifying the regional climate.
The RCM experiments performed exhibit a not negligible effect of FVC uncertainty on the monthly climatological values. The results showed that differences of 30% of FVC, that appear in the two sensitivity experiments, can produce bias of 1 • in T2m monthly values. Therefore, depending on the spatial structure of the FVC differences, the climatological patters are modified. In addition, the magnitude of the model response depends on the time of the year. This implies that the annual cycle reproduced by the model is also sensible to the FVC data used. Finally, the role of the interannual variability of the FVC series can also change the interannual variability of climatological series (T2m in our study). In the experiment showed here, the differences for some times of the year, especially spring and summer could reach 1 • C.
It is known that changes in vegetation also modifies the albedo. This was not taken into account in our experiments. Therefore, it can be expected an impact on the regional climate simulations. In fact, this impacts can be opposite to our findings since a decrease of the vegetation leads to an increase of albedo and then, less radiation is trapped by the surface and temperature could decrease. However, Crawford et al. [31] show that the impact of changing albedo on surface heat fluxes is much smaller, an order of magnitude, than changing FVC.
In this paper we just analyze the sensitivity of RCM simulations to changes in FVC. A question remaining is if the RCM simulations with these new FVC datasets can better capture the climate over the IP. The sensitivity of the model to the FVC changes is much smaller than the deviations of the model respect to the observations (not shown), therefore it is difficult to find any improvement using only one or two years of data. This is not a surprising result. For example, Gómez-Navarro et al. [67] shows that the skill score of different RCMs depends on the data-base chosen for evaluating the model. Other examples can be found in Fernández et al. [68] and Jerez et al. [64] where the authors did not find any combination of physical parameterizations that always reproduce better the observed climate. However, changing FVC with time instead of using climatological data should improve the simulation of inter-annual regional climate variability. For instance, the mean temperature differences between the dry and the wet year are better represented by the YEAR simulations (not shown).
In this work, just linear models have been tested for obtaining FVC from NDVI, because they have been more frequently used (for instance, in most of works cited along the work). Some examples are the NOAH land-surface model and the NAM Eta model. However, some authors use quadratics models. Figure 3 shows the relationship between FVC and NDVI for the linear models analyzed and a quadratic model (GUTMAN Quadratic). The quadratic methodology drives to lower values of FVC. Anyway, the FVC differences obtained with linear methods covers the range of the differences in FVC that we found.
