ABSTRACT: Half of Earth's land surface has been altered by human activities, creating various consequences on the climate and weather systems at local to global scales, which in turn affect a myriad of land surface processes and the adaptation behaviors. This study reviews the status and major knowledge gaps in the interactions of land and atmospheric changes and present 11 grand challenge areas for the scientific research and adaptation community in the coming decade. These land-cover and land-use change (LCLUC)-related areas include 1) impacts on weather and climate, 2) carbon and other biogeochemical cycles, 3) biospheric emissions, 4) the water cycle, 5) agriculture, 6) urbanization, 7) acclimation of biogeochemical processes to climate change, 8) plant migration, 9) land-use projections, 10) model and data uncertainties, and, finally, 11) adaptation strategies. Numerous studies have demonstrated the effects of LCLUC on local to global climate and weather systems, but these putative effects vary greatly in magnitude and even sign across space, time, and scale and thus remain highly uncertain. At the same time, many challenges exist toward improved understanding of the consequences of atmospheric and climate change on land process dynamics and services. Future effort must improve the understanding of the scale-dependent, multifaceted perturbations and feedbacks between land and climate changes in both reality and models. To this end, one critical cross-disciplinary need is to systematically quantify and better understand measurement and model uncertainties. Finally, LCLUC mitigation and adaptation assessments must be strengthened to identify implementation barriers, evaluate and prioritize opportunities, and examine how decisionmaking processes work in specific contexts.
Introduction
Land-cover and land-use change (LCLUC) resulting from human activities in the Anthropocene has altered an estimated 50% of Earth's land surface, mostly through conversion of forests to agricultural uses in the past century (Ramankutty and Foley 1999; Foley et al. 2011 , Hurtt et al. 2011 Klein Goldewijk et al. 2011; Waters et al. 2016) . These changes have substantially affected Earth's climate at local to global scales through altered biogeochemical and biogeophysical processes that change carbon, energy, and moisture fluxes to the atmosphere (Pitman et al. 2009; Pongratz et al. 2010; de Noblet-Ducoudré et al. 2012; Lawrence et al. 2012; Brovkin et al. 2013) . Climate change in turn has affected land surface substances and processes such as carbon and water cycles, species composition and mortality (Allen et al. 2010b; Zhu et al. 2012; Dingle 2014) , and LCLUC decisions (Jacobson and Ten Hoeve 2012; Georgescu et al. 2013; Bagley et al. 2015) . Understanding, quantifying, and adapting to varying land-climate interactions at local to global scales is thus critical for Earth system sciences and sustainable development of our society (Pielke et al. 2011) . Although considerable research has been done on land-atmospheric interactions from different perspectives at various scales, major challenges still remain. Here, we present an overview of 11 grand challenge themes, ranging from observation to modeling to adaptation, synthesizing and discussing the major research directions within each theme for the coming 5 to 10 years.
Overall and specific roles of LCLUC on climate
LCLUC resulting from both natural and anthropogenic forces has had major impacts on climate at the local to global scales. Especially during the past 10 years, efforts have been made to quantify the biogeochemical contribution of LCLUCinduced greenhouse gases acting at the global scale and analyze the biogeophysical effects of LCLUC on land-atmosphere coupling relevant at local to regional scales (e.g., changes in heat fluxes). The magnitude or even sign of these impacts remains highly variable and therefore uncertain (Pitman et al. 2009; de Noblet-Ducoudré et al. 2012; Brovkin et al. 2013; Boysen et al. 2014) . Earth system models (ESMs) and dynamic global vegetation models (DGVMs) are powerful tools for the analysis of LCLUC effects on the Earth system because of the difficulties in observing the LCLUC-induced matter and energy fluxes directly over regional to global scales. However, the complexity of the underlying land-atmospheric interactions, the opacity and complexity of the models themselves, the influence of the implementation strategy of the underlying physical processes in models, and the lack of sufficient observational data still pose difficult challenges to the research community.
Climate is strongly affected by biogeochemical properties and processes such as CO 2 concentration in the atmosphere, and thus understanding the dynamics of landatmospheric CO 2 exchange is critical (Myhre et al. 2015) . LCLUC-induced CO 2 emissions have contributed about 50% to the atmospheric CO 2 increase since preindustrial times and about 10%-20% during the past decades (Pongratz et al. 2013; IPCC 2013; Le Quéré et al. 2015) . Over the past decades, carbon uptake by the biosphere has increased due to CO 2 fertilization, the warming climate, and altered nutrient cycles (Pongratz et al. 2013 ), amounting to a land carbon sink of 3 6 0.5 GtC yr 21 between 2005 and 2014. Using bookkeeping methods (e.g., observations, inventories) and a set of DGVMs, recent studies have estimated the current net land-use flux to be an uptake of 1 6 0.5 GtC yr 21 (compared to 9 6 0.5 GtC yr 21 fossil fuel emissions; Le Quéré et al. 2015) . However, caution is needed, especially when analyzing future projections (Boysen et al. 2014) since models diverge in their representation of LCLUC effects (e.g., forest extents and/or land surface fluxes). Specific challenges with respect to the biogeochemical effects of LCLUC and climate change are presented in the two subsequent sections of this paper on carbon and other biogeochemical cycles and climatically relevant emissions from the land surface. While the biogeochemical effects of LCLUC have affected climate at the global scale via greenhouse gas emissions (IPCC 2013) , the biogeophysical effects of LCLUC on weather and climate are likely limited to local to regional scales and only in areas of pronounced LCLUC (Lyons et al. 1993; de Noblet-Ducoudré et al. 2012; Lorenz et al. 2016) . Some modeling experiments have found global climate effects resulting from large-scale tropical deforestation (Hasler et al. 2009; Medvigy et al. 2013 ), but others did not find such remote effects (HendersonSellers et al. 1993; Findell et al. 2006 ). The differences among these studies are likely caused by multiple factors, including the scale of deforestation, strength of land-atmosphere coupling, and the methods for statistical testing (Lorenz et al. 2016) . Nevertheless, studies using models and satellite observations have shown that air masses passing over densely vegetated areas produce much more rain than those passing over sparse vegetation (Clark and Arritt 1995; De Ridder 1998; Spracklen et al. 2012) , for example, and the atmosphere can be enriched by water vapor and convective potential energy after passing over a region of high evapotranspiration (ET). The replacement of this high ET surface with low ET cover (e.g., replacing rain forest with pasture) would lead to reduced atmospheric humidity and, as a result of this disturbance in moisture recycling, could potentially suppress precipitation downwind (Zemp et al. 2014) . Replacing forest with crop or pasture might not only change these latent heat fluxes (e.g., induce local warming due to decreasing evaporation) but also increase surface reflectivity through an increased albedo, inducing local cooling (Davin and de Noblet-Ducoudré 2010; Brovkin et al. 2013; Davin et al. 2014) . The strength of these competing effects depends on latitude, soil type, vegetation, topography, climatology, and physiography and may be coupled to different feedback mechanisms (Brovkin et al. 2003 (Brovkin et al. , 2009 Coe et al. 2009; Bathiany et al. 2010; Mahmood et al. 2014) .
Although many modeling studies have attempted to investigate the climate impacts of past and projected LCLUC, they frequently do not concur on the magnitude or even sign of these impacts (Pitman et al. 2009; de Noblet-Ducoudré et al. 2012; Brovkin et al. 2013; Boysen et al. 2014; Lorenz et al. 2016) , even though most coupled climate models include LCLUC in their land surface representation to fully capture carbon cycle dynamics (Le Quéré et al. 2014a) . The reasons for this uncertainty are multifaceted. First, research depends highly on the use and performance of computer models that are subject to various uncertainties. Second, simplifications about biogeochemical and biogeophysical processes are often needed in the models to reduce the degree of complexity, keep computational costs low, and represent less-understood mechanisms, but we do not always understand the potential bias introduced by these assumptions. Third, climate and land-use datasets are needed as an input to these models, but again, these datasets might not be available or differ among climate model communities. Fourth, it is important to capture all land-atmosphere and ocean interactions to be able to fully represent the influence of pronounced LCLUC on local and regional climate (Davin and de Noblet-Ducoudré 2010; Pitman et al. 2011) . All these factors add to the large uncertainty of research results on both biogeochemical and biogeophysical effects of LCLUC on climate.
Recent multimodel projects investigating the biogeophysical impacts of LCLUC on climate in standardized land-use and emission projections until 2100 allow for a comparison and analysis of the performance of all participating coupled ESMs (Arora et al. 2013; Brovkin et al. 2013; Boysen et al. 2014 (Best et al. 2015) point toward a better understanding of the processes involved in reality and the models. However, strategically deploying more observations and field experiments and making more effective use of their results remain a key challenge.
Overall, both observations and models have shown impacts of LCLUC on climate through locally relevant biogeophysical and globally relevant biogeochemical effects. However, uncertainties remain regarding the signs and magnitude of changes. This becomes even more of a challenge in view of increasing interest in mitigating the impacts of climate change on ecosystem functioning, and vice versa, through artificially altered land surfaces (Lenton 2010; Davin et al. 2014) . A systematic reduction and simplification given in LCLUC scenarios could reduce some uncertainties arising from the different land-cover representations among the participating models (e.g., parameterization or dynamic representation of crops or pastures and gross versus net transitions). The challenge will be to 1) advance the collection and analysis of observational data to improve understanding of the landatmosphere interactions and 2) improve representations of LCLUC processes and land-atmosphere interactions in current coupled ESMs (Abramowitz 2012; Gupta and Nearing 2014) . To meet this challenge, it is necessary to conduct model-model and measurement-model intercomparisons using standardized protocols and benchmark frameworks.
The carbon cycle
Understanding the magnitude, patterns, and driving forces of terrestrial carbon sources and sinks, and their subsequent climate feedbacks with respect to LCLUC, is still a major challenge for Earth system science. Historical land-use changes, primarily deforestation, altered both regional (Kaplan et al. 2012 ) and global (Pongratz et al. 2010 ) carbon cycles, primarily via substantial emissions of carbon (C) to the atmosphere. As a result, it is estimated that deforestation and other landuse changes released huge amounts of CO 2 into the atmosphere from 1750 to 2011, equivalent to about half of the emissions from fossil fuel combustion and cement production during the same period (IPCC 2013). Current LCLUC is probably still causing C loss in the tropics (Don et al. 2011; Tyukavina et al. 2015) , but postdisturbance regrowth in the temperate forests provides a strong C sink (Pan et al. 2011) . Some of the most important and least-understood mechanisms in determining how LCLUC affects carbon and other biogeochemical cycles include fire and heterotrophic respiration.
Fire, closely linked to LCLUC in modern times, is the dominant global disturbance dynamic (Bowman et al. 2009 ), emitting ;2 PgC yr 21 to the atmosphere in a variety of forms and trace gases (van der Werf et al. 2010 ) and can determine the C balance of very large regions (e.g., Bond-Lamberty et al. 2007) . LCLUC is frequently associated with fire and pyrogenic emissions to the atmosphere (van der Werf et al. 2006 )-an extreme example being the Indonesian peat fires of the late 1990s (Page et al. 2002) -and the fire record shifts from being precipitation-to anthropogenically driven with the industrial revolution (Pechony and Shindell 2010) . This shift makes the modeling of fire and fire emissions particularly important (Cochrane 2003; Bowman et al. 2009 ). Recent fire models [summarized in Le Page et al. (2015) ] are diverse, variously emphasizing physical processes, anthropogenic emissions, or particular regional characteristics in biota or climate, all for application at local to global scales (Pechony and Shindell 2009) . Critical challenges include better representation of the interactions between fire, drought, and forest insect infestations; integrating more realistic treatments of anthropogenic ignitions into global vegetation models; and better understanding of how land-use management, fire, and species distributions interact at landscape scales (Liu et al. 2011; Ryan et al. 2013) .
When LCLUC occurs, there is often an initial pulse of C to the atmosphere but then a long-lived and potentially much larger effect of soil heterotrophic respiration (HR). The HR response to disturbance and climate change has been poorly understood, and contested, for decades (Covington 1981; Harmon et al. 2011; Bradford et al. 2016) . HR is critical because the global HR flux is ;51-57 Pg yr 21 (Hashimoto et al. 2015) , 5-6 times larger than anthropogenic C emissions (Le Quéré et al. 2014b ) and thus is a strong influence on the evolution of the global C cycle and climate system (Friedlingstein et al. 2014 ). Theoretical models (Harmon et al. 2011 ) generally posit a rising postdisturbance (e.g., post LCLUC) heterotrophic flux (and thus a weakening C sink overall), but surprisingly few empirical observations support this hypothesis (Luyssaert et al. 2007; Amiro et al. 2010; Gough et al. 2016) . HR originates from a wide variety of sources, many of which are poorly understood or modeled using simplistic formulations that lack the mechanistic basis of, for example, photosynthesis models (Schimel 2013; Davidson et al. 2014) . We also lack robust methods for upscaling HR or generating large-scale HR benchmarks . Such mechanistic models and upscaling methods will be critical to improve models' performance related to HR and soil carbon dynamics more generally (Todd-Brown et al. 2012) . To reduce uncertainty in simulating soil carbon change, major progress has to be made on incorporating biogeochemical feedbacks and nutrient limitations (Arneth et al. 2010; Exbrayat et al. 2013 ) and updated knowledge on soil carbon decomposition and stabilization (Bradford et al. 2016) , including the response functions of soil carbon decomposition to temperature and moisture (Exbrayat et al. 2013; Crowther et al. 2016) .
In summary, historically LCLUC has exerted major effects on regional-to global-scale carbon cycles and climate. Understanding the current dynamics and future trajectory of these effects depends on progress in the challenge areas of 1) fire modeling, in particular with respect to human activities and climate-driven changes in fuel moisture, and 2) heterotrophic respiration dynamics in both organic and inorganic soils subjected to disturbance. Improving the mechanistic representation of these processes, testing improved models against robustly characterized fluxes at a variety of spatial and temporal scales, and leveraging improved observational networks and datasets should all be prioritized going forward.
Climatically relevant emissions from the land surface
The land surface emits a suite of gases and particles that can affect climate. As land-cover changes, shifting emissions provide an indirect pathway by which the land surface can exert a climate forcing [recently reviewed in Heald and Spracklen (2015) ]. Terrestrial emissions include both the gas phase [e.g., greenhouse gases, volatile organic compounds (VOCs), or nitrogen oxides (NO x )] and the particle phase (e.g., atmospheric aerosols). Many primary emissions of gases from the terrestrial biosphere (e.g., VOC, NO x ) do not directly exert a climate influence, but they can react in the atmosphere to form short-lived climate forcing agents such as ozone and aerosols (Myhre et al. 2013) . Particles in the atmosphere have direct and indirect climate impacts and can be emitted primarily from the land surface (e.g., dust) or be formed via chemical reactions in the atmosphere [e.g., secondary organic aerosol (SOA), ammonium]. BVOCs can substantially affect regional and global climate through short-lived climate forcing agents such as ozone and SOA, and this effect has recently been shown to be comparable in magnitude to surface albedo changes or carbon effects (Unger 2014) . Overall, the emissions of both long-lived greenhouse gases as well as short-lived species such as dust and other terrestrially derived aerosols are known to impact climate across local, regional, and global scales (Tegen et al. 2004; Henze et al. 2008; Mahowald et al. 2011; Unger 2014) .
Natural vegetation is a key source of many of the trace gas constituents in the atmosphere that affect climate, and LCLUC affects the types and magnitude of these important emissions. These are dominated by VOCs, which include isoprene (C 5 H 8 ), monoterpenes (C 10 compounds), sesquiterpenes (C 15 compounds), and a suite of oxygenated VOCs that contribute up to 80% of the global VOC budget (Guenther et al. 2006) . Because many of these biogenic VOCs are reactive, they play an important role in tropospheric atmospheric chemistry (Goldstein and Galbally 2007) . When nitrogen oxides and sunlight are present, BVOCs can play an important role in ground-level ozone formation (Chameides et al. 1988 ). Additionally, BVOCs can react to form lower-volatility products that can yield SOA (Hallquist et al. 2009 ). Natural landscapes also emit oxidized nitrogen due to microbial processes in soils, either through nitric oxide (NO) or greenhouse gases like nitrous oxide (N 2 O; Holland et al. 1999) . The NO x emissions influence gasphase chemistry and ozone formation as well as particle formation in the presence of ammonia (NH 3 ) emissions (Zhang et al. 2012) . Additionally, natural terrestrial landscapes emit a suite of particles, such as dust (Sokolik and Toon 1996; Mahowald and Kiehl 2003) , that influence climate. Overall, these natural aerosols from terrestrial ecosystems are known to directly influence the amount of radiation reaching Earth's surface and in many cases indirectly affect the formation of clouds (Atkinson et al. 2013; Spracklen and Heald 2014; Steiner et al. 2015) .
The transition from natural to managed landscapes alters the sources of climatically relevant emissions. LCLUC processes such as urbanization and increased agricultural and grazing lands alter the magnitude and composition of both gas-and particle-phase emissions. Urban growth triggers a large suite of anthropogenic emissions, derived from fossil fuel combustion releasing gas-phase species (e.g., NO x and a broader suite of VOCs than emitted naturally) and aerosols (typically in the form of nitrate, organic carbon, or elemental carbon). Urban aerosols have a broad range of physical and chemical properties depending on their location, as they represent the unique blend of industry, transportation, and human activity in each region . Additionally, many anthropogenic VOCs such as aromatics are known to be high contributors to SOA (Henze et al. 2008 ). As noted above, natural nitrogen emissions from soils are accelerated by large-scale farming and fertilizer application. Concentrations of N 2 O have been increasing in the postindustrial era due to fertilizer applications in managed ecosystems, and food production is estimated to account for 80% of the increase in atmospheric N 2 O . The transition to cropland and its accompanying fertilizer use can trigger large releases of ammonia, where 90% of ammonia emissions in the United States result from animal and crop agriculture (https://www.epa.gov/air-emissions-inventories). Ammonia is an important base in the atmosphere and can neutralize acidic compounds formed from SO 2 and NO x oxidation, thereby forming ammonium particles (either ammonium sulfate or ammonium nitrate) that can act as a direct forcing agent and indirectly affect cloud formation. Finally, grazing and livestock activities also release ammonia (Hiranuma et al. 2010) as well as contribute primary particles (Hiranuma et al. 2011 ) that influence climate.
LCLUC can also alter the emissions of biogenic volatile organic compounds (BVOCs) that control the loadings of multiple warming and cooling climate forcings (tropospheric O 3 , CH 4 , N 2 O, and aerosols). In fact, LCLUC has to a large degree defined the BVOC emission variability over the past century (Lathière et al. 2010; Unger 2013) . Recently, Unger (2014) showed that BVOCs have substantial impacts on regional and global climate in addition to the important flux of annual C emissions at 1.15 PgC each year (excluding CH 4 ; Goldstein and Galbally 2007) . It is therefore necessary to consider the climate impacts of BVOCs in climate impact assessments of LCLUC, and this constitutes an important challenge in the coming decade.
Overall, the combination of gas-and particle-phase emissions provides a range of direct and indirect effects on climate that are strongly affected by land-cover change. Either through direct emissions of greenhouse gases or through indirect pathways (e.g., aerosols on clouds, the role of secondary pollutants such as NO x on greenhouse gas concentrations), the land surface-climate relationship is further complicated by the changing land surface. The intersection of natural and managed ecosystems plays an important role in understanding land-cover changes, as new mixtures of natural and anthropogenic compounds can accelerate gas-phase chemistry pathways (such as ozone formation) and the formation of secondary organic aerosols. As noted above, the presence of anthropogenic species influences the fate of many naturally emitted compounds such as BVOC, where higher urban NO x concentrations can facilitate more ozone formation. Thus, identifying emissions changes from LCLUC represents an important challenge in improving our understanding of the land surface on climate via emissions and their atmospheric pathways. Specifically, this includes 1) coupling dust emissions models with LCLUC, 2) improving databases of vegetation types to integrate with natural emissions models, and 3) developing flexible natural and anthropogenic emissions databases that can account for LCLUC.
The water cycle
Understanding the complex and variable interactions among climate, the water cycle, and LCLUC in space and time is a formidable challenge in Earth system science. The alteration of the water cycle, one of the principal and most influential effects of ongoing climate change and LCLUC, directly affects human populations, agriculture, forestry, and sustainability of natural ecosystems (Vörösmarty et al. 2013 ). Many region-specific studies have shown the impacts of LCLUC and climate on the water cycle. However, the impacts vary across time and space, and their scale dependence has only rarely been explicitly explored (Lorenz et al. 2016) .
Climate and the water cycle can be altered by changes in land use and land cover mainly via two interrelated mechanisms. The first is the direct alteration of the hydrological pathways by LCLUC engineering works (e.g., reservoirs, canals, and irrigation and drainage systems). For example, large-scale irrigation has been shown to affect the water cycle and climate, particularly in downwind regions (Lo and Famiglietti 2013; Alter et al. 2015) . Climate modeling at the global scale suggests that irrigation and impoundment of water in reservoirs enhance evapotranspiration and precipitation and can cool surface air temperatures (Milly and Dunne 1994; Puma and Cook 2010) .
The second mechanism is the LCLUC-associated alteration of albedo, surface roughness, and properties of vegetation (e.g., stomatal conductance) resulting in effects on local climate and water fluxes (Bonan 2002; Lyons 2002; Bonan 2008) . Many studies have shown the hydrological impacts of various LCLUC activities across the globe, but the spatial and temporal change and the scale dependence of the impacts are all poorly understood. For example, deforestation can lead to decreased evapotranspiration (Pierce et al. 1993; Coe et al. 2009 ) and increased local runoff (Coe et al. 2009 ) but may (Sampaio et al. 2007; Butt et al. 2011) or may not (Coe et al. 2009 ) change the characteristics of local precipitation. Urbanization strongly affects both the precipitation over and downwind of cities and the infiltration capacity of surfaces (Shepherd 2005; Pielke et al. 2007; Carrió et al. 2010; Niyogi et al. 2011; Bounoua et al. 2015) , presenting a management challenge of storm water quantity and quality in urban areas (Carlson et al. 2015) . Although region-specific studies have shown the LCLUC impacts on the water cycle, the scale dependence of the impacts remains unknown. Major challenges include understanding how local-scale LCLUC impacts are dampened across sequentially larger spatial scales and how impacts within a watershed or region vary with the scale or magnitude of LCLUC (i.e., the fraction of area being disturbed). Multiwatershed analysis and synthesis can be used to meet these challenges.
Large uncertainties remain regarding the hydrological responses to climate change. Some predicted hydrologic responses to climate warming (e.g., Held and Soden 2000) are consistent with an intensification of the water cycle in the observational record (Huntington 2006; Wentz et al. 2007; Syed et al. 2010; Giorgi et al. 2011; Durack et al. 2012) , while others, such as the atmospheric moisture convergence (i.e., the so-called wet-get-wetter, dry-get-drier mechanism), have been strongly contested. Some climate projections and observation-based studies (Trenberth 2011; Boucher et al. 2013; Chou et al. 2013; Collins et al. 2013 ) suggest that precipitation events will become more intense but less frequent (Trenberth 2011; Chou et al. 2013; Collins et al. 2013) . In some areas the changes in the character of precipitation could lead to seemingly contradictory effects: more frequent, heavier precipitation and potential flooding on the one hand and longer intervening dry periods, resulting in more frequent and severe droughts, on the other. Other studies, however, have shown different results (e.g., Sun et al. 2012; Byrne and O'Gorman 2015) . After analyzing observations of monthly precipitation ) over the global land surface using a new theoretical framework, Sun et al. (2012) found that the global land precipitation variance over space and time has been reduced due to a redistribution where, on average, dry areas became wetter while wet areas became drier. A recent study with climate models showed that the simple thermodynamic scaling of the atmospheric moisture convergence is applicable to oceans but not land surfaces because changes in circulation cause deviations from the simple scaling (Byrne and O'Gorman 2015) . Using an extended scaling that incorporates horizontal gradients of changes in temperature and fractional changes in relative humidity (not accounted for in the simple scaling), Byrne and O'Gorman found a robust drying trend at almost all latitudes. The effect of climate change on the water cycle is also complicated by seasonal (Chou et al. 2013 ) and regional (Marvel and Bonfils 2013) variability in evaporation and precipitation as well as by interannual variability, largely in response to oceanatmosphere teleconnections (Avissar and Werth 2005; Schneck and Mosbrugger 2011) , and the challenge is to separate them.
Climate warming is also likely to exacerbate naturally occurring droughts in some regions (Hayhoe et al. 2007; Williams et al. 2015) , which in turn can affect many processes, including tree dieback (Allen et al. 2010a; Anderegg et al. 2013; Brando et al. 2014) , geographic redistribution of various ecosystems (Pearson 2006; Feng and Fu 2013) , and land-use activities (Hargreaves 1976; Brown et al. 2011) . However, the intensification of droughts might be specific to certain climate regions. For example, increased tree mortality, induced by increasing drought and heat stress, has been observed in many parts of the globe (Allen et al. 2010a) .
The change of the water cycle and climate will affect many ecological and economic processes with large regional variability. Regarding the impacts on the geographic redistribution of major ecosystems, Chan and Wu (2015) showed the global land area has shifted toward warmer and drier climate types from 1950 to 2010, with an expansion of arid climate and shrinkage of polar and midlatitude continental climates. Feng and Fu (2013) found that the expansion of drylands in the western United States from 1948 and 2008 was consistent with the trends in the dryness index, defined as precipitation divided by potential evaportranspiration (P/PET), and that increasing temperature will become progressively more important than changes in precipitation in further expansion of drylands, as indicated by an ensemble of climate model projections. Together, these studies point toward an increasing proportion of land areas experiencing drought and the consequent redistribution of the climate and ecosystems on landscapes. A major challenge is to understand and deal with the large regional variability in the analysis of causes and consequences of hydrological and climate change (Steinkamp and Hickler 2015) . Well-coordinated synthesis activities that encompass many regions or watersheds with diverse LCLUC histories and climates are needed to tackle this challenge.
Overall, projected future warming is expected to result in continuing intensification of the water cycle with increasing rates of global average evaporation, transpiration, precipitation, and increasing atmospheric water vapor content (Collins et al. 2013) . Climate change-induced alteration of the water cycle will likely have profound effects on land cover and land use (Hewitson et al. 2014; Settele et al. 2015) , such as agricultural practices and planning and plant species redistribution, and vice versa. The interactions among climate, the water cycle, ecosystems, and LCLUC are complex, and understanding them is a grand challenge. Specifically, we need to understand how these interactions vary regionally and across spatial and temporal scales. In addition, understanding the impacts of future climate change on hydrology, such as the generality of the wet-get-wetter, dry-get-drier mechanism, remains a grand change going forward.
Agriculture and climate
Food production is a critical land-use activity of our society. Global demand for food production will rise in the future as human population and per capita food consumption increase and crop-based biofuel production likely expands (Bruinsma 2015) . Increasing agricultural productivity is crucial for reducing poverty and achieving food security, and the Food and Agriculture Organization of the United Nations estimates that global production for cereals will have to increase at least 13% decade 21 up to 2030 to keep per capita consumption the same (Ray et al. 2013 ). How to improve agricultural productivity in the face of climate change, and also understand the impacts of intensified agricultural activities to the climate system, is a major scientific and engineering endeavor for mankind (Wheeler and von Braun 2013) .
The agricultural sector is sensitive and vulnerable to climate change. Many efforts have been devoted to investigating the impacts of observed climate change on food production, focusing primarily on three aspects of climate change: 1) mean climate change, 2) intra-and interannual climate variation, and 3) extreme weather events (Peng et al. 2004; Tao et al. 2006; Lobell et al. 2011; Zhang et al. 2016 ). These studies showed that past climate trends have negatively affected wheat and maize production for many regions (Porter et al. 2014 ) but have benefitted crop production in some high-latitude regions, such as northeastern China or Europe (Supit et al. 2010; Zhang et al. 2014) . The relationship between climate trends and yield is often crop-and region-specific, depending on baseline climate, management practices, soils, and the timing and duration of crop exposure to various climatic conditions. It is likely that climate variability and change will adversely impact food security in areas currently vulnerable to hunger and undernutrition (Wheeler and von Braun 2013) . Variations in the production of annual and perennial crops and shifts in suitable production areas of agricultural crops are projected to increase and will impact food security in the future (Hatfield and Walthall 2015) . Increased heavy precipitation will increase erosion and degrade soils to reduce their potential for production (Nearing 2001; Lal 2004; Nearing et al. 2004; Garbrecht et al. 2015) . One challenge will be to determine if our current agriculture practices are adequate to protect against the increased occurrence of extreme precipitation events. Extreme temperature events on livestock systems will expose production systems to conditions that exceed their current minimum and maximum thresholds, and the challenge will be to assess the likelihood of these occurrences and the potential impact on plants and livestock (Walthall et al. 2012) .
Agricultural land use will change with climate, with both land use and climate affecting productivity (Egli and Hatfield 2014b,a) , leading to the need to understand how to enhance food production, given the regime of increasing variation in climate and greater likelihood of extreme events. Increasing the application of synthetic fertilizers and manure has been one effective measure to achieve higher crop yields on limited planting areas but can lead to non-carbon-dioxide greenhouse gas (GHG) emissions (Searchinger et al. 2008; Popp et al. 2010; Reay et al. 2012; Smith et al. 2012a ; see section 4). The current understanding of the impacts of climate on agriculture has been summarized in recent reports (Walthall et al. 2012; Hatfield et al. 2014; Porter et al. 2014 ) discussing adaptation strategies for agriculture. These studies note that climate disruptions to agricultural production have increased in the past 40 years and are projected to increase over the next 25 years, and crop and livestock production is expected to decline in many agricultural regions owing to increased climate-induced stresses (Hatfield et al. 2014) .
In summary, the combination of global to local climate change, shifting land use, the need to increase productivity, and the necessity of protecting agricultural systems against increased extreme events is a grand challenge to scientists, farmers, and policymakers in the coming years and decades. To meet this challenge, it is necessary to 1) understand the agricultural effects on climate and vice versa and 2) integrate crop models with climate models to determine the most effective adaptation strategies for agricultural systems as described by Rosenzweig et al. (2014) . In addition, optimizing agricultural land use and land cover in the face of ongoing climate change is critical for food security and agricultural sustainability, but such changes will be subject to diverse socioeconomic and environmental constraints.
Urbanization and climate
More than half of the world population now lives in cities, and this number is expected to increase over time (UN Population Division 2014), meaning that the interactions of climate and urban land surfaces have important implications for the environment and society at local to global scales. Cities are usually warmer than nearby rural areas due to 1) the high concentration of impervious surfaces that slowly reradiate during the night the heat absorbed during the day and 2) the anthropogenic heat from industrial activities and the heating and cooling of buildings (Bornstein 1968; Arnfield 2003; Imhoff et al. 2010) . Urbanizationinduced localized warming can be more important than greenhouse gas-induced climate change at local to regional scales, and the impacts may vary geographically (Georgescu et al. 2012; Georgescu et al. 2013; Zhou et al. 2014) . In a modeling study, Georgescu et al. (2013) found that urban-induced warming could reach 48C locally under a maximum development scenario for metropolitan areas in Arizona, yielding 3 times more impact on local climate than the warming associated with increased greenhouse gases. Another modeling study found that the impervious surfaces of U.S. cities are nearly 28C warmer during summer than surrounding areas (Bounoua et al. 2015) . In addition to the local impacts, urban expansion may contribute to temperature increases at the regional to global scale. For example, Kalnay and Cai (2003) showed that half of the observed decrease in the daily temperature range in the conterminous United States was due to urban and other land-use changes. Although urban areas currently account for less than 0.2% of the planetary surface, model simulations suggest that the urban heat island (UHI) effect may increase gross global warming by 0.068-0.118C (2%-4% of the total) in the next 20 years (Jacobson and Ten Hoeve 2012) .
Urban environmental changes can affect a wide range of ecological processes. Impacts of urban warming on the seasonal development of vegetation have been observed using temperature networks (Schwartz et al. 2012) , species composition in cities (Bechtel and Schmidt 2011) , and remote sensing (Krehbiel et al. 2016; Melaas et al. 2013; Zhou et al. 2016) . UHIs have been identified as causing earlier budding and blooming of flowers and trees and generally longer growing seasons for cities in Europe, Asia, and North America (Oke 1987; Jochner et al. 2012 ) as well as widely enhanced vegetation productivity (Zhao et al. 2016) . Heat stress is a leading cause of human mortality in cities, particularly among the elderly (Baccini et al. 2008; Kovats and Hajat 2008) . Environmental changes in urban environment such as CO 2 increase and UHI are considered the harbinger of future global change of other ecosystems (Grimm et al. 2008) . Therefore, cities provide golden opportunities to study the possible interactions and feedbacks between land surfaces and climate futures. One key challenge is to attribute the observed environmental changes to a myriad of simultaneously changing driving forces (Zhao et al. 2016) .
Effective representation of urban areas within land surface models that can be linked to mesoscale meteorological models remains a challenge due to the finescale spatial heterogeneity of urban infrastructure, including vegetation. Key information about urban canopies that is needed to improve modeling includes albedos, ratios of the heights of the buildings relative to the width of the streets, building roof area fractions, and vegetated surface fractions (Best and Grimmond 2015) . Multiple efforts have been initiated to provide these urban parameters at local to global scales (Ching et al. 2009; Jackson et al. 2010) . The typology of local climate zones (LCZ) addresses the problem of characterizing urban surfaces through a hierarchical classification scheme that is sensitive to structural arrangements that influence urban climate (Stewart and Oke 2012) . The World Urban Database and Access Portal Tools (WUDAPT; http://www.wudapt.org/), inspired by the earlier National Urban Database and Access Portal Tools (NUDAPT; Ching et al. 2009 ), aims to produce LCZ classifications of global cities through curated crowdsourcing to advance urban climate modeling. Remote sensing is an important means through which to obtain some of these urban canopy data (Bechtel and Daneke 2012; Seto and Christensen 2013) .
Improved representation of urban surface conditions within models is necessary but not sufficient (Best and Grimmond 2013) . Current urban land surface models are not skillful enough to capture many of the complex interactions and feedbacks between urban surfaces and the atmosphere. A major urban land surface model intercomparison effort determined that for modeling latent and sensible heat fluxes throughout the year, three additional geophysical processes were identified as important to represent within the models: 1) shortwave radiation reflections within urban ''street canyons,'' 2) amount of skyview within canyons modulating longwave emissions, and 3) the thermal contrasts between roof tops and street canyons (Best and Grimmond 2015) . Mishra et al. (2012) evaluated the ability of regional climate models (RCMs) that were part of the North American Regional Climate Change Assessment Program to reproduce the historical statistics of precipitation extremes for 100 urban areas across the United States. The RCM performance was considered acceptable for storm water infrastructure design at only 12% and 25% of the 100 urban areas, respectively, for 3-and 24-h precipitation maxima at the 100-yr return period.
In summary, understanding land and climate processes in the urban environment represents both challenges and opportunities for advancing research on landatmospheric interactions. In addition to improving model structure to represent urban-specific land and atmospheric processes and interactions, a substantial increase in information about the structures of cities, which are highly variable across the planet, will be required. It is also a grand challenge to effectively represent urban geophysical processes, climate impacts, and human mortality in large-scale models. To address this challenge, robust characterizations of urban metabolisms (Pataki et al. 2009; Kennedy et al. 2011 ) are necessary, but this will require different approaches at city (Gurney et al. 2012; McKain et al. 2015) to continental scales (Richter et al. 2005; Kennedy et al. 2009; Nassar et al. 2013 ).
Gradual acclimation of biogeochemical processes to climate change
In the face of atmospheric and climatic change, plants must acclimate, adapt, move, or die. The fate of plants, plant communities, and ecosystems is a primary determinant of the feedback between the atmosphere and the terrestrial biosphere, and predicting their responses under future conditions is a necessary component of climate change projections.
The primary responses of plants to increased atmospheric CO 2 are fairly simple, at least in theory: photosynthesis increases and stomatal conductance declines. Temperature affects all metabolic processes, so the primary responses to warming are more complex (Norby and Luo 2004) . Nevertheless, with both elevated CO 2 and warming, it is the secondary, tertiary, and feedback effects that will have the largest influence on ecosystem responses over the long term. It is these effects that will determine the interaction between responses to atmospheric and climatic change and LCLUC. Many of the most important long-term effects and feedbacks revolve around biogeochemical cycling processes. Hence, the focus of many ongoing experimental and modeling research efforts is to describe the responses of carbon, water, and nutrient to atmospheric and climatic change, the interaction of different plant adaptations or functional traits to biogeochemical cycling, and how those biogeochemical responses shape the larger-scale responses of ecosystem structure and function.
The potential for nutrient dynamics to influence plant response to elevated CO 2 has long been recognized. Kramer (1981) questioned whether forests, which are frequently limited in their productivity by nitrogen (N) or water availability, would have the capacity to respond to rising CO 2 concentrations. Modeling studies (Comins and McMurtrie 1993) led to the hypothesis of progressive nitrogen limitation (PNL; Luo et al. (2004) ), whereby N sequestration in wood and soil organic matter reduces N availability and creates a negative feedback to growth. Metaanalysis of experiments indicated a decline in N availability in response to CO 2 enrichment (Dieleman et al. 2012 ), but early results from free-air CO 2 enrichment (FACE) experiments in forests did not support the PNL hypothesis: enhanced tree growth was sustained in elevated CO 2 with no evidence of a negative feedback on N uptake (Norby and Iversen 2006; Finzi et al. 2007 ). However, as the experiments continued, PNL did develop in at least one FACE experiment, as indicated by declining N availability, declining net primary productivity (NPP), and a loss in response to elevated CO 2 (Norby et al. 2010) . Hungate et al. (2006) also reported nutrient cycling responses to elevated CO 2 in a scrub oak ecosystem that were broadly consistent with PNL.
Many elements can limit plant responses to elevated CO 2 (van Groenigen et al. 2006) , and the acclimation of nutrient cycles to elevated CO 2 or warming over time needs more attention. The occurrence of PNL discussed above emphasized the importance of time in consideration of ecosystem response to CO 2 (Norby and Zak 2011) as the N cycle acclimated to changing conditions. Acclimation of nutrient cycling processes can also be expected in response to warming. Increased soil temperature may increase nutrient cycling rates, counteracting nutrient limitation under elevated CO 2 (Dieleman et al. 2012 ), but warming effects on nutrient cycling are unlikely to be sustained as various soil carbon pools with different turnover rates come into equilibrium with the new temperature environment (Melillo 2002) .
Understanding these long-term adjustments in biogeochemical cycling (and accurately representing them in predictive models) is a grand challenge. To meet this challenge, more experiments are needed that are sustained over many years, and new modeling approaches need to be developed to evaluate this potentially dominant influence on ecosystem responses to atmospheric and climatic change. Multiple confounding factors can affect biogeochemical processes, such as microbial activity that mediates carbon turnover in soils (Nie et al. 2013) . It also can be difficult to separate different responses to co-occurring influences of CO 2 enrichment and warming (Dieleman et al. 2012) . Hence, it is especially important to provide experimental data to inform and constrain models at the process level. Otherwise, there is a possibility of models correctly representing the net effect of multiple responses but doing so for the wrong reasons, thereby reducing their predictive power when confronted with new conditions (Zaehle et al. 2014a ).
An important challenge in understanding biogeochemical acclimation to atmospheric and climatic change is to extend our understanding to other biomes beyond the temperate ecosystems that have heretofore been the focus of most experiments. A global perspective is required for addressing questions about the interactions between land use and land-use changes and climate change. A new generation of FACE experiments is needed to extend the inference space on elevated CO 2 effects into new biomes and climatic regions (Norby et al. 2016) . In so doing, new issues about acclimation of biogeochemical cycles will undoubtedly arise. A prime example is a new focus on measurements and modeling of phosphorus (P) limitation, which is expected to be an important determinant of the responses of many tropical ecosystems (Reed et al. 2015) . When a P cycle was included in the Community Land Model with Carbon, Nitrogen, and Phosphorus Cycling (CLM-CNP), model predictions of NPP of tropical forest sites in Amazonia were closer to measured values than predictions from a version of CLM with N but not P cycle (Yang et al. 2014 ). An exception was observed at one site with a history of disturbance showing P limitation was shifted to N limitation (Herbert et al. 2003) . This result emphasized how land-use change and land-use history can alter biogeochemical feedbacks that are likely to influence response to atmospheric and climatic change. Yang et al. (2014) explored with CLM-CNP whether stimulation of fine-root production by CO 2 fertilization and associated phosphatase activity could alleviate P limitation to NPP. Such biogeochemical mechanisms will have a strong influence on whether responses to elevated CO 2 (and presumably warming as well) will be sustained.
Biogeochemical acclimation will have a dominant influence on the future productivity and carbon storage of terrestrial ecosystems (Wieder et al. 2015) . Understanding long-term adjustment dynamics in biogeochemical cycling to climatic and atmospheric changes such as elevated CO 2 and warming is a grand challenge. To meet this grand challenge, it is essential that there be close coordination between measurements and process representation in models (Medlyn et al. 2015b ). Our knowledge base needs to expand to incorporate a wide range of biomes, landuse histories, and plant adaptations. Furthermore, our analyses need to recognize that ecosystem responses to atmospheric and climatic change will change over time through biogeochemical process acclimation.
Plant biogeographical changes in response to climate change
Range migration is the primary strategy by which plants adapt to climate change (Aitken et al. 2008) . Fossil pollen records and genetic data have indicated that climate-driven range shifts are common for plant species in the past glacial and postglacial period (Davis and Shaw 2001; Hamrick 2004) . However, recent analyses have shown that velocity (both climate displacement rate and direction) of climate change (1880 to present) is much faster than what occurred in the past at any time since the Last Glacial Maximum and may substantially outpace many plant species' migration rates (Davis 1989; Loarie et al. 2009 ). Recent estimation of global mean velocities of change for mean annual temperature and rainfall from 2000 to 2100 are 420 and 220 m yr
21
, respectively (Davis 1989; Loarie et al. 2009 ). In contrast, the potential velocities of plant migration, estimated by combining routine maximum dispersal distances (50-1500 m) with typical times to maturity (1-30 yr) without consideration of habitat fragmentation and interactions with other species, are in the range of 1.7-1500 m yr 21 (Corlett and Westcott 2013) . As higher velocities of climate change are expected for the remainder of the twentyfirst century, many plant species will need to move more than 1 km yr 21 to keep up. It will thus be very challenging for many species to keep pace with climate change because of dispersal limitation, habitat fragmentation, potential novel climate and altered biotic competition, pests and pathogens, and invasive plants in the future.
Two types of predictive models are widely used to project plant species response to climate change. The first type is species distribution models (SDMs), also called habitat suitability models, ecological niche models, or climate envelope models (Thuiller et al. 2008) . SDMs predict the future habitat range of species using the statistical relationships between species occurrence or abundance and environmental variables (including climate variables). However, SDM methods often assume that 1) the selected variables do in fact reflect the niche requirements of a species, 2) species are in equilibrium with their suitable habitat, 3) species will be able to disperse to their suitable locations, and 4) the effects of biotic interactions (including human interactions) are minimal. Recent analyses from SDMs have projected an average northward movement of 400-800 km of the climate habitat for more than 100 tree species in North America by the end of twenty-first century (Iverson et al. 2008; McKenney et al. 2011) . Such a range movement may be far beyond the actual migration capacity of most tree species.
Process-based models, which are usually simulations of vegetation dynamics at the taxonomic resolution of species or life-forms, represent the other tool used to predict plant species' responses to climate change in addition to SDMs (Thuiller et al. 2008) . Process-based models are considered preferable to statistical-based models because they are better able to deal with factors such as the enhanced productivity possible via elevated CO 2 and increased water use efficiency (Keenan et al. 2011 ). However, trade-offs must be made between complexity and tractability in the realism of ecological processes. Dynamic global vegetation models (DGVMs) have been used to project vegetation pattern response to climate change at a global scale, but typically these models use a few plant functional types to represent vegetation at very coarse resolution (.0.58), and they often lack several key ecological processes, including competition, fire disturbance, and land-cover change. Recently, a trait-based DGVM (aDGVM2) was developed to simulate growth, reproduction, and mortality and keep track of state variables such as biomass, height, and leaf area index (LAI) of each individual plant (Scheiter et al. 2013) . The aDGVM2 represents a major advancement on simulating the individualistic response of plant species to climate change and therefore the potential novel community reassembly under the nonanalog environmental conditions at a global scale.
Improved understanding of plant response to climate change has been gained through predictive models, but major challenges and uncertainties still exist. First, future climate projection is highly uncertain. This uncertainty arises from our poor understanding of Earth systems, inadequate parameterization and representation of Earth system processes in the Earth system model, and unpredictable development and mitigation strategies (Meehl et al. 2007) . As a result, future climate projections should be viewed as possible climatic conditions under various ''what if'' scenarios rather than as precise predictions. Second, most predictive models are useful for projecting climate-driven species' range shift but miss or oversimplify key processes, including habitat modification (Fahrig 2003) , habitat refugia (Nogues-Bravo 2009), physical barriers to plant movement such as rivers and mountains (Burrows et al. 2014) , novel biotic interactions (Blois et al. 2013) , and nonanalog climate conditions (Garcia et al. 2014) . Integrating these processes to predict plant response to climate change requires an interdisciplinary effort including ecologists, land change scientists, climatologists, sociologists, and other experts. Third, it is difficult to model the differential and interactive effects of light, temperature, nutrients, water, CO 2 concentration, and other factors on plant productivity. Nitrogen, a dominant regulator of vegetation dynamics, net primary production, and terrestrial carbon cycle, is rarely modeled mechanistically in process models (see section 8). Our understanding, and thus predictive ability, of plant responses to these key biogeochemical processes is still insufficient. Last, ecosystems respond to climate change nonlinearly with threshold behaviors. Irreversible state change can occur once a threshold is crossed (Scheffer et al. 2001) . For example, climate-driven forest die-off from drought and heat stress has been observed, and the scale of such drought-related forest mortality will probably accelerate under warmer and drier climate in many parts of the world (Allen et al. 2010b; Anderegg et al. 2013 ). In addition, climate will interact with wildfires to influence forest distribution, structure, and composition that may completely change the state of the vegetation in the western United States (Westerling et al. 2011 ) and elsewhere (Jolly et al. 2015) . Our understanding of the mechanisms, the relative influence of specific climate variables for plant migration, and adaptation is limited, representing a knowledge gap and thus grand challenge for predicting plant biogeographical changes in response to climate change.
Land-use projections
Land-use activities are intrinsic to the development of human societies through time. Reliable projections of future land-use change are vital for understanding potential influences of land-use change on ecosystem services and climate change, and vice versa. Climate is an important, but not the only, factor that drives changes in land use (Rounsevell et al. 2012) . Market demands, price, government programs, and infrastructure also drive land changes. Given the variety of socioeconomic factors that affect land use and their interplay with climate change, modeling the potential impacts of climate change on land use is complicated (Rindfuss et al. 2008; Brown et al. 2013 ). Ideally, a modeling framework would include feedbacks between climatological, economic, and policy driving forces from local to global scales (Sohl et al. 2010; Rounsevell et al. 2012; Meyfroidt et al. 2013 ). However, current land-use modeling efforts suffer from 1) an incomplete representation of processes affecting land-use change, 2) an inability to represent the feedbacks between driving forces operating at multiple scales, and 3) a limited ability to assess modeling uncertainties.
A wide variety of ecological and socioeconomic factors drive land-use change, and as a result, LCLUC models have originated from a wide variety of disciplines, including geography, economics, ecology, and social sciences. Models originating from different disciplines tend to focus on a specific aspect of landscape change, often neglecting other relevant driving forces (Verburg et al. 2004) . Integrated assessment models (IAMs) were developed in an attempt to capture the variety of driving forces affecting climate and land-use change and are now a standard framework used by the Intergovernmental Panel on Climate Change (IPCC). For example, the IMAGE 2.2 model (Strengers et al. 2004 ) used for the IPCC Fourth Assessment Report (AR4) linked an agricultural economy model with land use, demographic, climate, energy, world economy, and other models to determine coarse-scale, land-use patterns. Similarly, multiple models were used for the IPCC's Fifth Assessment Report (AR5) to assess the feedbacks between natural and socioeconomic systems (Smith and Wigley 2006; Riahi et al. 2007; van Vuuren et al. 2007; Hijioka et al. 2008) , including impacts on land use. However, one of the major shortcomings of traditional global-scale IAMs is the failure to account for local and regional driving forces (van Asselen and Verburg 2012; Rounsevell et al. 2012) . Conversely, many models that attempt to address local and regional drivers of land-use change neglect to capture macroscale climatic or socioeconomic driving forces (Verburg et al. 2004; Rounsevell et al. 2012) . For example, agent-based models (based on modeling land-use decision-making of various entities) have also been used to address land-use change at local and regional scales (Berger 2001; Brady et al. 2012; Ding et al. 2015 ), but they rarely account for macroscale driving forces, including climate change. Similarly, econometric models have been widely used within the U.S. to project regional-scale land use based on concepts of optimizing economic return (Murray et al. 2005; Lubowski et al. 2006; Radeloff et al. 2012 ), yet these too often neglect the impacts of climate change. Overall, it is impossible to perfectly represent all biophysical and socioeconomic processes that affect land-use change across all relevant spatial and temporal scales (Moreira et al. 2009; Sohl et al. 2010) , and each of the modeling frameworks described here necessarily sacrifices the representation of some processes or geographic scale. The challenge for future applications is to include pertinent driving forces operating at multiple scales, while reducing model complexity to a reasonable level and maintaining the capability to quantify uncertainties (Sohl and Claggett 2013) .
Related to a lack of model comprehensiveness is a limited ability to represent feedbacks between driving forces operating at multiple scales. In an attempt to link global-level driving forces to local-scale, land-use change, more recent modeling efforts have attempted to downscale IAMs and climate impacts on land-use systems to much finer spatial scales for both Europe ) and for the United States (Sleeter et al. 2012; Sohl et al. 2014; West et al. 2014 ). However, the direct modeling of feedbacks between the bottom-up and top-down drivers of land use and climate change remains a major challenge (Sohl and Claggett 2013) . Integrated approaches that attempt to link models across disciplines typically do so in a ''waterfall'' approach (van Delden and McDonald 2010) , where output from one model is used as input to another model, without any real-time linkage or feedback between models (Sohl and Claggett 2013) .
Finally, one key shortcoming of nearly all IAMs and land use and climate modeling is a lack of comprehensive model validation efforts or attempts to quantify the myriad sources of model uncertainty (Sohl and Claggett 2013; Verburg et al. 2013) . One of the greatest challenges facing land-use modelers is the need to represent important processes affecting landscape change while controlling model complexity (Messina et al. 2008; Rindfuss et al. 2008; Sohl and Claggett 2013) . As modelers link models across disciplines in an attempt to build a more ''complete'' climate and land-use model, it becomes increasingly difficult to understand and quantify modeling uncertainties (see section 11). It has long been understood that an inability to quantify and communicate uncertainty is a hindrance to the adoption and use of models by decision-makers (Oreskes et al. 1994; Bradshaw and Borchers 2000) . However, landuse models in general are moving toward more complex (and less transparent) frameworks, and many model applications do not even attempt to quantify modeling uncertainties (Sohl and Claggett 2013) .
Progress has been made in recent decades in developing more comprehensive, integrated models of landscape and climate change. However, the issues and limitations outlined here must be addressed to facilitate the widespread use of these models for assessment, planning, and mitigation efforts. The grand challenge is to develop a comprehensive land-use modeling framework that 1) captures all major driving forces of land use, including both ecological, climatic, and socioeconomic factors; 2) addresses feedbacks between processes operating at scales from local to global; and 3) provides a quantitative accounting of modeling uncertainties while maintaining model transparency.
Reduction of uncertainty in models and data
Models are indispensable for understanding the interactions of LCLUC and climate and projecting the likely consequences of LCLUC activities and climate change. The skill of models in simulating biogeophysical and biogeochemical processes varies greatly in time and space. To improve model performance, common protocols are needed to compare different models, quantifying modeling uncertainties from input data and model structure to model output.
Model intercomparison exercises can provide intuitive and useful information on the agreement between model simulations and reference data (i.e., performance differences) and between models (i.e., structural differences). Several major model intercomparison efforts have been conducted in recent years in both the land and climate modeling communities (de Noblet-Ducoudré et al. 2012; Huntzinger et al. 2012; Taylor et al. 2012b; Walker et al. 2014; Schwalm et al. 2015b ). For example, Zaehle et al. (2014b) studied the representations of the ecosystem C-N cycle responses to elevated atmospheric CO 2 in 11 models at two temperate forest ecosystems (the Duke and Oak Ridge National Laboratory FACE experiment sites). Although most of the models reproduced the observed initial enhancement of NPP at both sites, none were able to simulate both the sustained enhancement at Duke and the declining response at Oak Ridge, suggesting that these state-of-the-science models did not have the skill to predict the mid-to long-term effects of CO 2 enrichment. Nevertheless, this exercise was successful in identifying model assumptions that were consistent with data, important mechanisms that were missing from models, and mechanisms for which the data were insufficient for evaluation (Medlyn et al. 2015a) . Current terrestrial biogeochemical models vary in their ability to simulate the impacts of climate extremes on C fluxes (Zscheischler et al. 2014) , the regional patterns of mean surface runoff (Schwalm et al. 2015a) , and mean carbon stocks and fluxes (Schwalm et al. 2015b ). The poor performance of individual terrestrial ecosystem models suggests that ecosystem processes have predictability limits and/or that some models and reference data are not adequate (Schwalm et al. 2015b) .
Global and regional climate models have not demonstrated skill at predicting multidecadal changes in regional and local climate in hindcast studies (Mishra et al. 2012) . Even phase 5 of the Coupled Model Intercomparison Project (CMIP5), an integral part of the IPCC AR5 (Taylor et al. 2012b) representing the state of science in climate modeling, had obvious weaknesses. For example, model skills for regional and multidecadal scales were limited in simulating surface air temperature (Sakaguchi et al. 2012) . Most of the CMIP5 models overestimated warming trends, compared to historical observations, and those models predicted less warming or even cooling in the earlier decades and then simulated too much warming in recent decades (Kim et al. 2012) . Taylor et al. (2012a) studied the coupling between soil moisture and precipitation using global-scale observations and modeling. From satellite observations, they found no evidence of a positive feedback between soil moisture and precipitation (i.e., a preference for rain over wetter soils) at the spatial scale of 50-100 km, contrasting to positive feedback simulated by the six state-of-the-art models examined. This discrepancy suggests a fundamental failure in model representation of the land feedbacks on daytime precipitation, which may contribute to excessive simulated droughts in large-scale models.
Most of the existing exercises are heavily tilted toward revealing the performance differences of models without going into depth to explore why these differences exist. These model-data or model-model intercomparison exercises indicate an urgent and critical need to evaluate land surface and climate models more thoroughly. In particular, we have to objectively and systematically evaluate modeling uncertainties (model structure, parameterization, and reference data) and model capabilities in dealing with multifacet interrelated perturbations and feedbacks (de Noblet-Ducoudré et al. 2012; Knutti and Sedlá cek 2013; Schwalm et al. 2015b) .
Research on the interactions between human and Earth systems has traditionally used one-way waterfall coupling between human-centered integrated assessment models and biophysical Earth system models. For example, CMIP5 uses outputs from human systems models to drive ESMs, while the Agricultural Model Intercomparison and Improvement Project (AgMIP; Nelson et al. 2014 ) feeds ESM outputs into human systems models. Such one-way couplings may be inaccurate, however, if feedbacks between human and Earth system models have strong and interactive effects (van Vuuren et al. 2012 ). An open question in modeling the Earth system's biogeochemical cycles and LCLUC revolves around whether and when a fully coupled human-Earth system is necessary. This problem has critical implications both for our approach to modeling (Schwaiger and Bird 2010; Smith et al. 2012b ) and understanding of climate change dynamics because the answer can elucidate the likelihood that currently poorly constrained interactions will exert substantially positive or negative feedbacks over a variety of time scales.
Understanding and acknowledging the intrinsic and interrelated scale and heterogeneity dependencies of the interplay between land and atmospheric processes in models should be emphasized in the future (D'Almeida et al. 2007; Zhao and Liu 2014; Ma et al. 2015) . Baidya Roy et al. (2003) compared the horizontal length scales of the simulated mesoscale circulations forced by land surface heterogeneity in the central United States and Amazonia and found that the scale of the organized mesoscale circulations was significantly different from the dominant length scale of the surface heterogeneity. Ma et al. (2015) found the Community Atmosphere Model performed differently at different horizontal resolutions because of the resolution sensitivities of aerosol indirect forcing and the resolution dependence of aerosol-cloud interactions, which in turn could be attributed to the resolution sensitivities of droplet nucleation and precipitation parameterizations.
Coordinated interdisciplinary efforts have been emerging in recent years to examine and reduce modeling uncertainties. Open, standardized benchmarking databases and systems are being built for model-model or model-measurement intercomparision (Abramowitz 2012; Wei et al. 2013; Best et al. 2015) such as the International Land-Atmosphere Model Benchmarking project (www.ilamb.org) and the Protocol for the Analysis of Land Surface models (http://pals.unsw.edu.au/). Ideas and methods are being explored for assessing model structural adequacy (Clark et al. 2008; Gupta et al. 2012; Gong et al. 2013; Gupta and Nearing 2014) in representing underlying processes (Clark et al. 2008; Foglia et al. 2013 ) and spatial variability structures .
More innovative, collective efforts are nonetheless necessary to detect, understand, and correct underlying epistemic uncertainties of models (Gupta et al. 2012; Foglia et al. 2013; Gong et al. 2013 ). Insights about model structure and the underlying processes may be gained by shifting the emphasis of modeling to more creative aspects of scientific investigation through comparing characteristic behaviors of the models and the data (Gong et al. 2013; Gupta and Nearing 2014; Mendoza et al. 2015) . Moving forward, it is necessary to integrate the strengths of the conventional process-based modeling philosophy (which relies on prior knowledge of underlying processes) with the strengths of the data-driven modeling philosophy through innovative model-data intercomparison (Gupta and Nearing 2014; Mendoza et al. 2015) .
In summary, many model-measurement or model-model intercomparison exercises have shown that model skill varies greatly in predicting changes in global and local climate and land surface conditions. One major challenge is to evaluate land surface and climate models more thoroughly with improved understanding of their uncertainties and capabilities in dealing with multifacet, interrelated perturbations and feedbacks so that these models can be improved. Another challenge is to understand and then acknowledge the importance of scaling and representation of variability structures in many cross-scale land and atmospheric processes (Zhao et al. 2009; Gupta and Nearing 2014; Zhao and Liu 2014) .
Human adaptation to climate and land change
Adaptation refers to policies, measures, and strategies designed to manage climate risks, avoid damage, and realize emerging opportunities with climate change (Moss et al. 2013) . The importance of adaptation in climate policy is now widely recognized, reflecting the need to deal with changes in climate already occurring, commitment to some degree of future climate change, and present-day benefits that adaptations bring in term of reduced vulnerability (Moss et al. 2013; IPCC 2014) . A wide range of potential LCLUC options can be employed to adapt to the effects of climate change (Kravitz et al. 2013) . For example, heat wave impacts could be attenuated locally by increasing surface albedo through crop residue management (no-till farming; Davin et al. 2014) or promoting white roofs in urban settings (Georgescu et al. 2012) , and dam construction and operations as well as associated LCLUC can be optimized to account for climate feedbacks (Hossain et al. 2012) , while assisted migration can be used to help species whose natural ability to migrate cannot keep up with the velocity of climate change (Bell and Gonzalez 2011; Jones et al. 2012; Gonzalez et al. 2013; Williams and Dumroese 2013) . Research on adaptation is rapidly expanding, but many gaps in understanding remain, framing a number of grand challenges for the adaptation research and practitioner community.
There is a need for practice-relevant adaptation science that provides a basis for preparing for climate change impacts (Lemos et al. 2012; Moss et al. 2013 ). There are many serious gaps, however, in addressing this challenge. Vulnerability assessments, for example, are needed to understand how land, atmospheric, and societal changes interact to affect critical ecosystem services (Turner et al. 2003; Smit and Wandel 2006; Stern et al. 2013) . Understanding of the pathways through which future climate change will affect human systems through impacts on LCLUC is limited. Few studies have examined interdependencies between social and ecological systems, integrating future scenarios in the context of risk assessment and management or focusing on developing qualitative scenario planning approaches (Wu et al. 2013; Chapman et al. 2014; Wang et al. 2014; Tucker et al. 2015) .
Adaptation assessments are needed to identify, evaluate, and prioritize adaptation opportunities, identify barriers that need to be overcome, and examine how adaptation decision-making processes work in specific contexts (Wise et al. 2014; Biesbroek et al. 2015; Champalle et al. 2015) . While a variety of approaches and decision support tools have been developed to this end, few have been applied to support adaptation decision-making generally or in a LCLUC context, with an absence of ''usable'' or ''decision-orientated'' science noted to be a major constraint to adaptation (Dilling and Lemos 2011; Ford and King 2015; Taylor and McAllister 2015) . Research is needed to assess adaptation performance in light of projected climate impacts and societal interactions, including identifying potential maladaptations, the displacement of impacts to other regions/future generations, and impacts on emissions (Bennett et al. 2009; Barnett and O'Neill 2010; Snorek et al. 2014 ). All LCLUC-centered adaptations have the potential to generate adverse or unintended effects across scales, including on the regional and global climate, and it is important that these adaptations are comprehensively evaluated to identify sustainable adaptation pathways (Bennett et al. 2009; Daily et al. 2009; Euliss et al. 2010; Jones 2012; Sovacool et al. 2015) .
As adaptation increases in importance in climate policy across scales, a grand challenge will also be to measure whether investments made in adaptation are reducing vulnerability (i.e., monitoring and evaluation; Biesbroek et al. 2010; Berrang-Ford et al. 2011; Dupuis and Biesbroek 2013; Ford et al. 2013; Magnan et al. 2015) . This measure of investments is needed to examine whether adaptation support is 1) translating into actions, 2) facilitating comparison of adaptations across regions and sectors, 3) ensuring resources are being invested in areas with the greatest need, and 4) informing governance systems on the current status and gaps in adaptation action (Ford et al. 2013; Berrang-Ford et al. 2014; Lesnikowski et al. 2015) . There is an emerging scholarship examining specific adaptation initiatives and programs, developed mostly in the context of low-income nations by donors and development organizations (Lamhauge et al. 2012; Brooks et al. 2013; Lamhauge et al. 2013) . These approaches provide a basis for monitoring and evaluation of specific LCLUC-focused adaptations, yet few have been applied in a land-cover, land-use change context.
There is much less research examining and comparing adaptation across nations and over time, with little consideration within the United Nations Framework Convention on Climate Change (UNFCCC) given on how to track adaptation across parties . This situation reflects conceptual, methodological, and empirical challenges of tracking adaptation at this scale. Ford et al. (2015) identified a number of key steps that will need to be taken to address this challenge, including 1) the need to determine an operational definition of adaptation, 2) decide what information needs to be tracked, 3) develop an adaptation baseline, and 4) create systematic reporting mechanisms on adaptation. An overarching challenge facing all adaptation work concerns the question ''what is adaptation?'' Answering this question will require much debate among practitioners, academics, and decision-makers on what adaptation looks like on the ground and how (or if) adaptation is distinct from traditional development activities (Ayers and Forsyth 2009; Eakin et al. 2014; Agrawal and Lemos 2015) .
In summary, grand challenges on human adaptation to climate through land change activities include 1) a need for practice-relevant adaptation science; 2) adaptation assessments on adaptation opportunities, barriers, and effectiveness of adaptation decision-making processes; 3) cost-effectiveness analysis on investments in adaptation; and 4) examining and comparing adaptation across nations and over time. Meeting these grand challenges requires basic research that seeks to understand adaptation processes and needs as well as applied research that works with decision-makers to identify adaptation options, support adaptation planning, and guide implementation, monitoring, and evaluation (Rose 2014; Swart et al. 2014; Preston et al. 2015 ). An evolving institutional landscape of governments, research agencies, and organizations seeks to catalyze, support, and coordinate adaptation research (Bassett and Fogelman 2013; Swart et al. 2014; Preston et al. 2015 ). Yet, the field remains at a formative stage, especially in a LCLUC context, and the grand challenges identified herein provide strategic guidance of areas to prioritize in future work.
Summary
In this review and synthesis, we documented many challenges in the study of land-atmospheric interactions in the face of ongoing and projected LCLUC and climate change and in the pursuit of adaptation strategies and mechanisms. The overall and individual effects of various LCLUC activities on the atmosphere and climate vary greatly with space, time, and scale, and at present the magnitudes or even signs of LCLUC impacts remain highly uncertain. To improve our understanding of the interplay between LCLUC and climate, we have identified the following research priority areas: 1) LCLUC-induced changes in gas-and particle-phase emissions; 2) carbon consequences of altered fire regimes, heterotrophic respiration, and BVOC emissions and chemistry due to LCLUC and climate-driven changes; 3) location-and scale-dependent effects of LCLUC on the water cycle; 4) effects of increased extreme climate events on agricultural systems and impacts of agricultural LCLUC on climate and integrated crop-climate modeling to generate most effective adaptation strategies; 5) information about the structures of cities and effective representation of urban-specific geophysical structures and processes in large-scale land surface models; 6) biogeochemical process acclimations to atmospheric and climatic change across all biomes and mechanistic representation of these acclimations in models; 7) mechanisms governing climate-driven species' range shift and landcover change and addition of the new understanding to extant biogeographical models; 8) land-use modeling frameworks with uncertainty measures that capture all major biogeophysical, climatic, and socioeconomic forces of LCLUC and address feedbacks between processes operating at scales from local to global; 9) systematic evaluation of the efficacy of alternative strategies on representing the underlying biophysical processes in models using standardized protocols and benchmark frameworks at a variety of spatial and temporal scales; vigorous measurement-model and model-model (including data-driven modeling approaches) intercomparisons to identify and correct model structural errors; and 10) development of a practice-relevant adaptation science to support societal adaptation to climate change, particularly in the LCLUC context.
A consistent theme running through all our recommendations in these areas is the necessity for scale-aware modeling, integrated and innovative data-model comparison and syntheses for knowledge discovery and uncertainty reduction, and developing benchmark datasets and frameworks for model evaluation ensuring better reproducibility and data sharing.
