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ABSTRACT
We propose a novel linear minimum-mean-squared-error
(MMSE) precoder design for a downlink (DL) massive
multiple-input-multiple-output (MIMO) scenario. For eco-
nomical and computational efficiency reasons low resolution
1-bit digital-to-analog (DAC) and analog-to-digital (ADC)
converters are used. This comes at the cost of performance
gain that can be recovered by the large number of antennas
deployed at the base station (BS) and an appropiate pre-
coder design to mitigate the distortions due to the coarse
quantization. The proposed precoder takes the quantization
non-linearities into account and is split into a digital precoder
and an analog precoder. We formulate the two-stage precod-
ing problem such that the MSE of the users is minimized
under the 1-bit constraint. In the simulations, we compare the
new optimized precoding scheme with previously proposed
linear precoders in terms of uncoded bit error ratio (BER).
Index Terms— Massive MIMO, Precoding, 1-bit quanti-
zation, Transmit signal processing
1. INTRODUCTION
The massive MIMO system, or named large-scale antenna
system has been seen as a promising technology for the next
generation wireless communication systems [1, 2]. The huge
increase in the number of antennas at BS can improve spec-
tral efficiency (SE), energy efficiency (EE) and reliability.
The BS with large number of antennas, say 100 antennas
or more, simultaneously serves a much smaller number of
single-antenna users. With the knowledge of CSI at the BS
(CSIT), this large spatial DoF of massive MIMO systems
can be exploited to significantly increase the spatial multi-
plexing/diversity gain using MU-MIMO precoding [3, 4].
The linear precoders, such as MF, ZF [5] and the regularized
zero-forcing (RZF) scheme [3] are shown to be near-optimal.
Thus, it is more practical to use low-complexity linear pre-
coding techniques in massive MIMO systems. Therefore, we
mainly focus on linear precoding techniques in this work. The
price to pay for massive MIMO systems is increased com-
plexity of the hardware (number of radio frequency (RF) and
ADC/DAC chains) and the signal processing and resulting
increased energy consumption at the transmitter [5]. Sev-
eral approaches are considered in the literature to decrease
the power consumption such as spatial modulation [6], load
modulation [7], the use of parasitic antennas [8] and the use
of low-cost transceivers [9].
One attractive solution to overcome the issues of high
complexity and high energy consumption associated with
massive MIMO, is the use of very low resolution ADCs
and DACs. The power consumption of the ADC and the
DAC, one of the most power-hungry devices, can be reduced
exponentially by decreasing the resolution [10] and 1-bit
quantization can drastically simplify other RF-components,
e.g., amplifiers and mixers. Therefore, we design an MMSE
linear precoder in a DL massive MIMO scenario where the
resolution of the DACs and ADCs is restricted to 1 bit. This
precoder design aims at mitigating the distortions due to
the coarse quantization in addition to inter-user interference
(IUI). A similar work has been presented in [11], where the
authors optimize first the quantizer’s levels and then give a
closed-form expression of an MMSE precoder that takes into
account the quantizer non-linearities. However, only quanti-
zation at the transmitter was considered. In this contribution,
we do not optimize the quantizer. The quantizer in our work
has constant levels. But we introduce a second precoding
stage in the analog domain after the quantizer to minimize
the distortions due to 1-bit DAC/ADC in i.i.d. complex Gaus-
sian channels. The proposed two-stage precoder is designed
based on iterative methods. We assume perfect CSIT and
study how the new precoder scheme is improving the BER
compared to the precoder introduced in [11].
This paper is organized as follows: in Section 2 the system
model is presented. In Section 3 some derivations related to
the 1-bit quantization are introduced. In Section 4 we formu-
late our optimization problem and show the derivations and
the corresponding solution. In Sections 5 and 6 we interpret
the simulation results and summarize this work.
Notation: Bold letters indicate vectors and matrices, non-
bold letters express scalars. The operators (.)∗, (.)T, (.)H and
E [.] stand for complex conjugation, the transposition, Hermi-
tian transposition and the expectation, respectively. The n×n
identity matrix is denoted by In while the zeros (ones) matrix
with n rows and m columns is defined as 0n,m (1n,m). We
Fig. 1. System Model
define (•)R = ℜ{•}, (•)I = ℑ{•} and Q(x) = sign(xR) +
j sign(xI). Additionally, diag(A) denotes a diagonal matrix
containing only the diagonal elements of A. σα and ραβ de-
note the standard deviation of α and the correlation coeffi-
cient between α and β, respectively. For a circular distributed
Gaussian complex-valued signal α we have σαR = σαI .
2. SYSTEM MODEL
We consider a massive MIMO downlink scenario as depicted
in Fig. 1. The BS with N antennas servesM single-antenna
users, where N ≫ M . The signal vector s ∈ OM con-
tains the data symbols for each of the M users, where O
represents the set of QPSK constellation. We assume that
s ∼ ON
(
0M , σ
2
sIM
)
. In this system 1-bit quantization at
the transmitter Qt as well as at the receiver Qr is deployed.
Therefore, in order to mitigate the IUI, we make use of a
two-stage precoder consisting of the digital precoder P and
the analog precoder D. The use of the 1-bit quantizer at
the transmitter Qt delivers a signal yQ that belongs to the
set of {±1 ± j }. It means that the magnitude of the en-
try yQ,n, n = 1, ..., N , is constant and its phase belongs to
{pi4 ,
3pi
4 ,
5pi
4 ,
7pi
4 }. As a result, all the antennas end up get-
ting the same power. To recover the information loss of the
power allocation due to Qt, we employ an analog precoder
D of real-valued diagonal structure. So, we end up with
yQD = DQt(Ps), where D ∈ R
N×N , P ∈ CN×M and
PT =
[
p1 . . . pN
]
. The received decoded signal vec-
tor sˆ ∈ CM×1 of the M single-antenna users reads as sˆ =
Qr(HyQD + η), where H ∈ C
M×N is the channel matrix
with i.i.d. complex-valued entries of zero mean and unit vari-
ance and η ∼ CN (0M ,Cη = IM ) is the AWG noise vector.
3. STATISTICAL THEORY OF 1-BIT
QUANTIZATION
To design a precoder which takes into account the effects
of Qt and Qr, we need to know some statistical proper-
ties of quantization especially the auto and cross-correlation
properties for a Gaussian input signal. Since quantization is
non-linear, it has strong effects on the statistical properties
of the signal. The statistical properties of hard limiters deal-
ing with real-valued Gaussian-distributed signals are derived
in [12]. These derivations are applied to complex-valued
Gaussian-distributed signals and introduced in this section.
For a complex-valued signal vector x we get
Q(x) = Q (xR + j xI) = Q (xR) + j Q (xI) . (1)
The covariance matrix between an unquantized circular dis-
tributed complex-valued signal x of covariancematrixCx and
its 1-bit quantized signal xQ = Q (x) is given by
CxQx =
√
4
π
KCx, where K = diag (Cx)
− 12 . (2)
The covariance matrix of the 1-bit quantized circular dis-
tributed complex-valued signals xQ is given by
CxQ =
4
π
(arcsin (Kℜ{Cx}K) + j arcsin (Kℑ{Cx}K)) .
(3)
Note that the diagonal entries of CxQ are the squared norm of
quantized signals, which lead to the following result
diag (CxQ) = 2I. (4)
These four equations are the basis for solving the optimization
problem presented in the next section.
4. OPTIMIZATION PROBLEM
The optimization problem is formulated as follows
{PMMSE-Q,DMMSE-Q} = argmin
P,D
E
[
‖sˆ− s‖22
]
s.t. E
[
‖yQD‖
2
2
]
≤ Etx andD ∈ R
N×N is diagonal.
(5)
4.1. Objective function
We aim at minimizing the MSE between the desired signals
s and the received signals sˆ given that the power of the trans-
mitted signal yQD is limited by the available transmit power
Etx. We end up with the following expression for MSE
MSE=σ2s tr (IM)+tr
(
E
[
sˆsˆH
]
−E
[
ssˆH
]
−E
[
sˆsH
])
. (6)
We have to find the three expectation terms in the above for
which we make use of the covariance and cross correlation
matrices. We have already mentioned that the input signal
covariance matrixCs = σ
2
sIM . The covariance matrix of the
precoder’s output y is given by
Cy = E
{
yyH
}
= σ2sPP
H . (7)
To find a linear expression for the covariance matrix CyQ =
E
{
yQy
H
Q
}
, we make use of (3), (4) and the approximation
arcsin (x) ≃ x, for x 6= 1. So, we get
CyQ =
4
π
[
K2PP
HK2 + cIN
]
, (8)
with
K2 = diag
(
PPH
)− 12
and c =
(
pi
2 − 1
)
. The covariance matrix CyQD of the trans-
mitted signal yQD is given by
CyQD = DCyQD. (9)
The received signal covariance matrix reads as
Cx = HDCyQDH
H +Cη. (10)
If we look at our MSE expression in (6), one of the terms
which we need to find is tr
(
E
[
sˆsˆH
])
. Since the structure of
Csˆ = E
[
sˆsˆH
]
is very similar to CyQ , we end up with
tr
(
E
[
sˆsˆH
])
= 2M (11)
We still need to find two more terms in the MSE, i.e.
tr
(
E
[
sˆsH
])
and tr
(
E
[
ssˆH
])
before we can proceed to
solve for P. Note that tr
(
E
[
sˆsH
])
= tr
(
E
[
ssˆH
]H)
. We
use (2) to calculate the above mentioned expectations, which
can be expressed as follows
E
[
sˆs
H
]
=
4σs
π
K1HDK2P (12)
E
[
ssˆH
]
=
4σs
π
PHK2DH
HK1, (13)
with
K1 = diag (Cx)
− 12 .
Finally, putting the expressions of (11), (12) and (13) in (6),
we end up with the following closed-form expression for
MSE
MSE = σ2sM + 2M
−
4σs
π
tr
(
K1HDK2P+P
HK2DH
HK1
)
. (14)
The MSE expression in (14) contains two unknown variables
P andD. Intuitively,D should be a function ofP, since it re-
allocates the power to the transmit signal originally intended
by P which gets lost due to Qt. To this end, we define a new
matrix P′ = K2P. P
′ is a row-normalized version of P,
such that each row of P′ has unit norm. Note that the MSE
expression contains the product K2P and P
HK2. K1 also
contains these products. Thus, the MSE expression found so
far is in P′ rather than P. The purpose of D is to remove
this row-normalization ofP introduced byK2. Therefore, an
obvious choice forD is
D = K−12 = diag
(
PPH
) 1
2 . (15)
In other words, the optimization with respect to D is refor-
mulated as a one with respect to the norm of each row of P.
4.2. Constraint
The constraint can be simply expressed as
E
[∥∥yQD∥∥22
]
= tr
(
DCyQD
)
≤ Etx.
Using (8) and the fact that D is a diagonal matrix, we can
simplify the constraint to
2 tr
(
D2
)
≤ Etx. (16)
4.3. Final Optimization Problem
Using (14), (15) and (16), we can finally write our optimiza-
tion problem as
min
P
σ2sM + 2M −
4σs
π
tr
(
K1HP+P
HHHK1
)
s.t. tr
(
PPH
)
≤
Etx
2
andD = diag
(
PPH
) 1
2 .
(17)
4.4. Solving the Optimization Problem
Note that our objective function in (17) is non-linear in P be-
cause of K1. Furthermore, the solution set has to satisfy the
constraint in (17). Thus, we resort to the gradient projection
algorithm to solve our optimization problem [13]. The steps
for this algorithm can be found in Table 1. The needed deriva-
tive of the MSE with respect to P is given by
∂MSE (P)
∂P
= −
4
π
σs
[
HTK1 −
2
π
HTK31diag (H
∗P∗)H∗P∗
−
2c
π
diag
(
HTdiag
(
H∗P∗K31
)
H∗
)
P∗
−
2
π
HTK31diag
(
PTHT
)
H∗P∗
−
2c
π
diag
(
HTdiag
(
K31P
THT
)
H∗
)
P∗
]
.
5. SIMULATION RESULTS
In this section, we compare our proposed precoder with dif-
ferent precoding schemes in terms of the uncoded BER. All
the simulation results are averaged over 200 channel realiza-
tions. The used modulation scheme is QPSK, where σ2s = 2.
N = 20 antennas at the BS serve M = 4 users with Nb =
1000 transmit symbols per channel use. The tolerable error ǫ
and the iteration step µ of the gradient projection algorithm
are set to 10−6 and 0.05, respectively.
In Fig. 2 the uncoded BER is simulated as function of the
available transmit power Etx. ”WF, no Quant.” refers to the
linear Wiener filter precoder while no quantization is applied
in the system model. ”WF, D=I” is the linear Wiener filter
precoder that does not take the quantization into account and
Table 1. Gradient Projection Algorithm
Iteration step µ,Tolerable error ǫ
Initialization P(0) = H
H , n = 0
Step 1: If tr
(
P(0)P
H
(0)
)
> Etx2 ,
let P(0) =
√
0.5Etx
tr
(
P(0)P
H
(0)
)P(0);
Step 2: P(n+1) = P(n) − µ
(
∂MSE(P(n))
∂P
)∗
;
If tr
(
P(n+1)P
H
(n+1)
)
> Etx2 ,
let P(n+1) =
√
0.5Etx
tr
(
P(n+1)P
H
(n+1)
)P(n+1);
Step 3: If MSE(n+1) −MSE(n) ≤ ǫ
→ terminate the algorithm.
Otherwise, let n = n+ 1 and return to Step 2.
equal power allocation is performed [14]. The transmit power
constraint is still satisfied by appropriate scaling. ”QP-GP”
denotes our proposed precoder design: Quantized Precoder
with Gradient Projection method. ”QP-GP, D=I” refers to the
proposed precoder design when the power allocation is equal
for all transmit antenns. So, no additional analog processing
D is required. ”QWP” designates the Quantized Wiener filter
Precoder introduced in [11]. It can be seen from the results
that ignoring the distortions due to the 1-bit quantization in
WF leads to the worst case scenario. When taking them into
account in QP-GP, D=I a significant improvement in the un-
coded BER can be achieved. This performance improvement
can be further increased when unequal power allocation at the
transmit antennas is deployed, as shown in the case of QP-GP
and QWF. The proposed precoder design QP-GP outperforms
the other designs. This iterative design converges to the same
solution for different initial values.
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Fig. 2. BER comparison between different precoding schemes
In general, the analog processing exhibits higher com-
plexity and lower accuracy as compared to the digital coun-
terpart due to hardware implementations and imperfections
(aging, temperature,...). The analog precoder D offers less
complexity due to its positive real-valued diagonal structure,
and since it has to be updated only every coherence time. The
BER performance sensitivity to inaccuracy inD implementa-
tion is studied and plotted in Fig. 3. It can be seen that even
with 10% error inD, the BER performance does not degrade
much as compared to the ideal case.
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Fig. 3. Sensitivity analysis with respect toD
The analog real-valued diagonal precoder D can be built
within the power amplifiers at each antenna. Fig. 4 shows
the distribution of the normalized diagonal coefficients of D.
We observe that the deviation of these coefficients among the
different antennas and the channel realizations with respect
to the mean value (at max 6dB) is quite small. Therefore,
the requirements in terms of the dynamic range of the power
amplifier are still reasonable.
0.5 1 1.5 2
0
100
200
300
400
500
600
d
nn
/sqrt(Etx/2N)
Fig. 4. Distribution of the diagonal D coefficients over 200 channel
realizations: Etx = 10dB
6. CONCLUSION
We present a new MMSE precoder design to mitigate the IUI
in a DL massive MIMO scenario assuming perfect CSIT. The
proposed precoder design takes into account the signal dis-
tortions due to the 1-bit quantization at the transmitter and at
the receiver. The precoder is split into a digital precoder that
separates the users in the direction and a real-valued diago-
nal analog precoder for the power allocation at each antenna.
Our precoding method shows better performance in terms of
the uncoded BER compared to the precoder designed in [11].
The analog precoder involved in the proposed scheme is up-
dated every coherence time thus reducing the implementation
complexity. Furthermore, the BER performance is insensitive
to imperfections in the analog precoder implementation.
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