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Continuous-variable gate decomposition for the Bose-Hubbard model
Timjan Kalajdzievski, Christian Weedbrook, and Patrick Rebentrost
Xanadu, 372 Richmond St W, Toronto, M5V 2L7, Canada
In this work, we decompose the time-evolution of the Bose-Hubbard model into a sequence of
logic gates that can be implemented on a continuous-variable photonic quantum computer. We
examine the structure of the circuit that represents this time-evolution for one-dimensional and
two-dimensional lattices. The elementary gates needed for the implementation are counted as a
function of lattice size. We also include the contribution of the leading dipole interaction term
which may be added to the Hamiltonian, and its corresponding circuit.
I. INTRODUCTION
Quantum simulation of physical systems constitutes an
important application for early quantum computing de-
vices [1–3]. A quantum computer can be used for the pur-
pose of observing properties of that system which may be
hard to obtain from direct experiments or classical com-
puting. For example, such simulation may be used to
determine the ground state energies of certain molecules
or to simulate systems of molecules, which can be difficult
to determine using a classical computer [4–6].
Usually, the starting point is a reasonable model for
the Hamiltonian of the physical system and mapping
of that Hamiltonian into the degrees of freedom of the
quantum simulator. Once a suitable mapping from the
physical system has been found, the Hamiltonian time
evolution operator is simulated by applying specific op-
erations on the quantum device. The domain of Hamil-
tonian simulation examines the efficient implementation
of Hamiltonians by considering their properties such as
locality or sparsity. Often such simulation can be per-
formed efficiently, that is polylogarithmically in the size
of the Hilbert space and close to linear in the simulation
time. For qubit quantum computers, such Hamiltonian
simulations have been discussed in detail in [7–15].
The Bose-Hubbard model has been studied extensively,
describing a system of bosonic particles trapped in an
optical lattice [16]. This model is simulated using vari-
ous methods such as quantum Monte Carlo simulations
[17–21]. The purpose of most of these simulations has
been to examine state transitions between a superfluid
and a Mott insulator [16, 18, 20–22]. The Bose-Hubbard
model also has applications in examining the generation
of entanglement [23] and the creation of quantum mag-
netic insulators [24]. It has been shown that while the
one-dimensional Bose-Hubbard may be easily simulated
classically [25, 26]. However, the general problem of find-
ing the ground state of a quantum system, including the
Bose-Hubbard quantum system, is QMA-complete, and
simulating the time evolution operator is BQP-complete
when formalized as a decision problem [15, 27–29]. This
means that there exists an efficient quantum algorithm
that can accurately determine whether or not a given
output was one produced from the Bose-Hubbard sys-
tem, whereas it is believed that no such efficient classical
algorithm exists. Here, efficient means that the algorithm
scales as a polynomial in the size of the system.
A photonic continuous variable (CV) quantum com-
puter utilizes the infinite-dimensional Hilbert space of
the light field and can provide resource advantages com-
pared to qubit quantum computers [30]. Other advan-
tages include room temperature computations and large-
scale entanglement generation through the use of squeez-
ers and low-cost components such as beam splitters and
phase shifters [31]. Hamiltonian simulation can also be
adapted for these continuous variable systems [32].
In this work, we discuss the simulation of the Bose-
Hubbard Hamiltonian on a CV quantum computer. For
the Bose-Hubbard Hamiltonian, we show that a CV sys-
tem allows for a straightforward mathematical decompo-
sition into the required logic gates, as well as a circuit
topology that allows for advantages in implementation.
We present the exact resource counts required to simu-
late the Bose-Hubbard Hamiltonian on a CV quantum
computer. We consider the standard tunneling and on-
site interaction terms of the Hamiltonian and also the
addition of a dipole interaction term. We use Baker-
Campbell-Hausdorff expansions in order to arrive at an
elementary set of gates which are exponentials of powers
of the position operator. This involves at most cubic and
quartic single-mode gates. We also present the circuits
that implement 1-D and 2-D Bose-Hubbard models of
variable sizes.
This paper is structured as follows. Section II presents
the Hamiltonian and Sec. III presents the standard re-
lations for the decomposition of exponential polynomials
of the position and momentum operators. In Sec. IV, we
discuss the additional dipole term to the Hamiltonian. In
Sec. V, we discuss the circuit implementations and the
gate counts, as well as optical implementations of the
gates and some potential sources of errors. In Sec. VI we
offer a discussion and conclusion.
II. BOSE-HUBBARD HAMILTONIAN
The Bose-Hubbard Hamiltonian describes a system of
bosonic particles trapped in an optical lattice of N sites.
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FIG. 1. (a) A visualization of the effects of the terms in the
Bose-Hubbard Hamiltonian. Here, J is the tunneling coeffi-
cient which dictates the movement of particles from one site
to a neighboring site, U is the on-site interaction between
two particles, and Vdip is the leading term of a dipole in-
teraction between particles in neighboring sites. The part
of the Hamiltonian which includes Vdip is discussed in more
detail in Sec. IV. Also shown are two simple examples of lat-
tices for which we examine the circuit implementations, (b) a
one-dimensional four-node lattice and (c) a two-dimensional
four-node lattice.
Using notation from [16], it is given by
H = −
J
2
∑
{i,j}
aˆ†i aˆj +
U
2
N∑
i=1
nˆi(nˆi − 1), (1)
where the two terms with the factors J and U represent
the tunneling of a particle in one site to a neighboring
site, and the on-site interaction, respectively (see Fig. 1
for a schematic). The bosonic creation (annihilation) op-
erators are given by aˆ†i (aˆi) and the number operator is
nˆi = aˆ
†
i aˆi. The sum
∑
{i,j} spans neighboring sites. Ad-
ditional terms may be added to the Hamiltonian which
come from dipole interactions [16] but first the terms in
Eq. (1) are examined in detail. The objective of this
work is to find an appropriate implementation of quan-
tum gates which can be used to simulate the evolution of
this Hamiltonian eitH for a time t. In order to do this,
eitH is decomposed into more elementary time evolution
operators.
III. GATE DECOMPOSITION
Note that the J terms as well as part of the U terms are
of Gaussian order, therefore they may be efficiently im-
plemented with linear optics. The non-Gaussian U term
may be further broken down into single-mode quadrature
operations of quartic order, as well as Gaussian opera-
tions. This decomposition is now examined more pre-
cisely. First, the operators aˆ†i , aˆi and nˆi are expanded in
terms of position operators xˆi and momentum operators
pˆi via
aˆi = xˆi + ipˆi,
aˆ†i = xˆi − ipˆi, (2)
aˆ†i aˆi = xˆ
2
i + pˆ
2
i + i[xˆi, pˆi].
In addition, the operators observe the commutator re-
lation [xˆi, pˆi] = i/2. Considering these relations and ne-
glecting a constant energy shift an expanded Hamiltonian
is then written as
H = −J
∑
{i,j}:i<j
(xˆixˆj + pˆipˆj)+
U
2
∑
i
( (
xˆ4i + xˆ
2
i pˆ
2
i + pˆ
2
i xˆ
2
i + pˆ
4
i − xˆ
2
i − pˆ
2
i
)
+
(
−xˆ2i − pˆ
2
i
) )
. (3)
We can simplify xˆ2i pˆ
2
i + pˆ
2
i xˆ
2
i with a relation from [32]
xˆ2i pˆ
2
i + pˆ
2
i xˆ
2
i = −
4
9
i[xˆ3i , pˆ
3
i ]. (4)
As the time evolution to be simulated is eitH , we can
use the Lie product formula [14] for sums of operators
H =
∑N
j=1Hj ,
eit
∑N
j=1 Hj =

 N∏
j=1
eitHj/K


K
+R, (5)
where the choice of K controls the size of the remainder
R and thus gives the accuracy of the decomposition. The
size of the remainder can be bounded by [14]
‖R‖ = O
(
N2t2Λ2
K
)
, (6)
where Λ := maxj ‖Hj‖ is the largest Hamiltonian norm.
We discuss the choice of K in Sec. VE below. In our
case, we can write
eitH =
( ∏
{i,j}:i<j
e−i
t
K Jxˆixˆje−i
t
K Jpˆipˆj
∏
i
ei
t
K
U
2
xˆ4i e
t
K
2U
9
[xˆ3i ,pˆ
3
i ]ei
t
K
U
2
pˆ4i e−i
t
KUxˆ
2
i e−i
t
KUpˆ
2
i
)K
+R. (7)
The largest Hamiltonian norm here is at most Λ =
O(poly(J, U)), taken to be O(1), as all terms involve the
position and momentum operators [32]. We can rotate
every momentum operator into the position basis by a
Fourier transform, denoted by Fi for mode i. For every
polynomial g we have
g(pˆi) = g(FixˆiF
†
i ) = Fig(xˆi)F
†
i . (8)
3In addition, we can use commutator simulation via the
relation [32]
e[A,B]τ
2
= eiBτeiAτe−iBτe−iAτeiBteiAτe−iBτe−iAτ+O(τ4),
(9)
to partition e
t
K
2U
9
[xˆ3i ,pˆ
3
i ] into terms involving ei(
t
K
2U
9 )
1/2
xˆ3i
and Fie
i( tK
2U
9 )
1/2
xˆ3iF†i . Note that in Eq. (9), τ is pro-
portional to (t/K)1/2, thus the error is proportional to
(t/K)2. The final expanded form of the time-evolution
operator is given by
eitH =
( ∏
{i,j}:i<j
e−i
t
K JxˆixˆjFiFje
−i tK JxˆixˆjF†jF
†
i
∏
i
ei
t
K
U
2
xˆ4i
Fie
i( tK
2U
9 )
1/2
xˆ3iF†i e
i( tK
2U
9 )
1/2
xˆ3iFie
−i( tK
2U
9 )
1/2
xˆ3i
F†i e
−i( tK
2U
9 )
1/2
xˆ3iFie
i( tK
2U
9 )
1/2
xˆ3iF†i e
i( tK
2U
9 )
1/2
xˆ3i
Fie
−i( tK
2U
9 )
1/2
xˆ3iF†i e
−i( tK
2U
9 )
1/2
xˆ3i
Fie
i tK
U
2
xˆ4iF†i e
−i tKUxˆ
2
iFie
−i tKUxˆ
2
iF†i
)K
+O(R). (10)
The error term that arises from Eq. (9) accumulates K
times, thus the contribution to the error in the final ex-
pression is proportional to K · t
2
K2 =
t2
K and can be ab-
sorbed into the existing error term.
IV. DIPOLE TERM
In case there is a dipole interaction between the bosons
in the lattice an additional term may be added to the
Hamiltonian [16], that is given by
Hnn = Vdip
∑
{i,j}:i<j
nˆinˆj, (11)
where this term is of leading order in dipole contribu-
tions, and corresponds to a nearest neighbor interaction.
Following the procedure from before, we can expand
the Hamiltonian in terms of pˆ and xˆ operators, then ro-
tate the pˆs into xˆs and decompose into single-mode quar-
tic gates. Again to error O(N2t2/K), the sequence of
gates includes the sequence of four Gaussian gates given
by
e−i
t
K
Vdip
2
xˆ2iFie
−i tK
Vdip
2
xˆ2iF†i e
−i tK
Vdip
2
xˆ2jFje
−i tK
Vdip
2
xˆ2jF†j ,
(12)
and four quartic terms given by
ei
t
K Vdipxˆ
2
i xˆ
2
jFje
i tK Vdipxˆ
2
i xˆ
2
jF†jFie
i tK Vdipxˆ
2
i xˆ
2
jF†i
FiFje
i tK Vdipxˆ
2
i xˆ
2
jF†jF
†
i . (13)
Each of these two-mode quartic operators involving
xˆ2i xˆ
2
j can be decomposed into single-mode quartics and
two-mode Gaussian operators using 12xˆ2i xˆ
2
j = (xˆi −
xˆj)
4 + (xˆi + xˆj)
4 − 2xˆ4i − 2xˆ
4
j . In addition we employ,
e−ipˆixjf(xˆi)e
−ipˆixj = f(xˆi + xj) for appropriate func-
tions f(x). This leads to the following relation
ei
t
K Vdipxˆ
2
i xˆ
2
j = Fie
i2xˆixˆjF†i e
i tK
Vdip
12
xˆ4iFie
−i4xˆixˆjF†i
ei
t
K
Vdip
12
xˆ4iFie
i2xˆixˆjF†i e
−i tK
Vdip
6
xˆ4i e−i
t
K
Vdip
6
xˆ4j . (14)
V. CIRCUIT IMPLEMENTATIONS AND GATE
COUNTS
In this section, we show the quantum circuits imple-
menting the time evolution of the Bose-Hubbard model.
We start by examining the circuit for a one-dimensional
four-node lattice, and then examine the additional cir-
cuit of the dipole interaction term. We then generalize
to two-dimensional lattices of size n× n.
We first introduce several elementary operations. The
following single-mode gates are used
P (t) = eitxˆ
2
V (t) = eitxˆ
3 (15)
Q(t) = eitxˆ
4
where P is a quadratic (shearing) gate consisting of the
optical elements of squeezing and rotations; V is the cu-
bic phase gate; and Q is the quartic gate. The two-mode
Cz, or C-PHASE, gate is given by
•
eigxˆ1xˆ2g =
•
(16)
where we use a more generalized version of the Cz gate
with a tunable (strength) parameter g.
4A. 1-D Lattice Circuits
To present an example circuit for a single time step as in Eq. (10), we consider a 1-D lattice with four nodes as in
Fig. 1(b). The circuit is given by
J
U
J
U
J
U
U
(17)
Here, the gate J is given by
J(g)
F† • F •
= g g
F† • F •
(18)
The Cz gate is performed in between each pair of Fourier transform gates and g is taken to be g = tJ/K =: gJ . To
simplify the U gate we introduce a series of cubic and Fourier transform gates notated by C, given by the circuit
C(t) = V (t) F† V (t) F (19)
The U gate is then given by the circuit, with gU =
tU
K and gC = (
t
K
2U
9 )
1/2,
U(gU , gc) = F† P (gU ) F P (gU ) F† Q
(
gU
2
)
F C(gC)
4 Q
(
gU
2
)
(20)
The gates of each type needed for this circuit will be denoted in the form (F , P, V,Q,Cz). In the present case, we have
(F , P (gU ), V (gC), Q(gU/2),Cz(g)) = (60, 8, 32, 8, 6). Thus, for one time step, we need 60 Fourier gates, 8 quadratic
gates (squeezers and rotations), 32 cubic gates, 8 quartic gates, and 6 Cz gates, with the given gate times g, gU , and
gC .
B. Circuit For Dipole Term
The additional dipole term may also be implemented in a circuit for a single time step in a 1-D lattice of 4 nodes.
This circuit is given by
Vnn
Vnn
Vnn
(21)
To expand the Vnn gate we introduce the decomposition of the two-mode quartic gate in Eq. (14) notated by W ,
which has the circuit
W =
Q
(
gV
3
)
F† • F Q
(
gV
6
)
F† • F Q
(
gV
6
)
F† • F
2 −4 2
Q
(
gV
3
)
• • •
(22)
5Here, we take gV = tVdip/2K. The Vnn gate is then given by
P (gV ) F† P (gV ) F
W W
F†
W
F F†
W
F
P (gV ) F† P (gV ) F F† F F† F
(23)
Using a similar gate count notation we used previously, the dipole part of the circuit for the 1-
D lattice will have a gate count of (F , P (gV ), Q
(
gV
3
)
, Q
(
gV
6
)
,Cz(2),Cz(−4)) = (108, 12, 24, 24, 24, 12).
This means the total circuit including all of the U and J terms will have a gate count of
(F , P (gU ), P (gV ), V (gC), Q
(
gU
2
)
, Q
(
gV
3
)
, Q
(
gV
6
)
,Cz(g),Cz(2),Cz(−4)) = (168, 8, 12, 32, 8, 24, 24, 6, 24, 12) for a sin-
gle time step.
C. 2-D Lattice Circuits
In this section, we discuss two-dimensional lattices of size n×n. First, consider a 2× 2 lattice with four total nodes
as in Fig. 1(c). The circuit has the form
J
J U
Vnn
Vnn
J U Vnn
J
U
Vnn
U
(24)
Here, we have introduced a new notation for the two-
mode J and Vnn gates over two non-neighboring wires.
This can be implemented on a circuit with only nearest
neighbor coupling by swapping neighboring modes, ap-
plying the J or Vnn gates and then swapping back. For
example,
1 J 1
J
2 = 2 × ×
3 3 × ×
(25)
Note that the square box on the circuit indicates the
other qumode that is being acted upon. This can sim-
ilarly be done for an n × n lattice where, if the Bose-
Hubbard model has nearest neighbor couplings, at most
n swaps are needed on either side of a gate. For an n×n
lattice the first part of the circuit, which is the nearest
neighbor pattern involving the J gates, is given in Ap-
pendix A.
We now show the final gate count for the n × n
lattice. Following our notation as before, we also
include a count for the number of swaps needed. For
each J gate the count is (F ,Cz(g)) = (4, 2), and for
the n × n lattice there are 2(n2 − n) J gates and
2(n3 − n2) swaps, which gives us a gate count of
(F ,Cz(g), SWAP) =
(
8(n2 − n), 4(n2 − n), 2(n3 − n2)
)
.
As shown above, each U gate has a count of
(F , P (gU ), V (gC), Q
(
gU
2
)
) = (12, 2, 8, 2) and in the
lattice we have n2 of them, giving a total count
for the U gates of (F , P (gU ), V (gC), Q
(
gU
2
)
) =
(12n2, 2n2, 8n2, 2n2). Finally, each Vnn gate has a
count of (F , P (gV ), Q
(
gV
3
)
, Q
(
gV
6
)
,Cz(2),Cz(−4)) =
(36, 4, 8, 8, 8, 4), and in the lattice the Vnn gates
follow the same pattern as the J gates, so we
have a total contribution from the Vnn gates of
(F , P (gV ), Q
(
gV
3
)
, Q
(
gV
6
)
,Cz(2),Cz(−4), SWAP) =
(
(
72(n2−n), 8(n2−n), 16(n2−n), 16(n2−n), 16(n2−n),
8(n2 − n), 2(n3 − n2)
)
.
Therefore, the final gate count for our n× n lattice is
(F , P (gU ), P (gV ), V (gC), Q
(gU
2
)
, Q
(gV
3
)
,
Q
(gV
6
)
,Cz(g),Cz(2),Cz(−4), SWAP) =(
92n2 − 80n, 2n2, 8(n2 − n), 8n2, 2n2, 16(n2 − n),
16(n2−n), 4(n2−n), 16(n2−n), 16(n2−n), 4(n3−n2)
)
.
(26)
Note that this is the gate count for each time step of
length t/K in the series of gates simulating eiHt, as in
Eq. (10) and Eqs. (12) to (14).
D. Optical Implementation
Note that the Gaussian elements of the circuits out-
lined in the previous sections can be implemented deter-
ministically with linear optics whereas the higher-order
gates are more complex and contain probabilistic ele-
ments. In this section, we briefly discuss the optical im-
6plementation of the various gates for completeness and
note that the reader can find more information in the
following citations.
First, we examine the J gate as in Eq. (18). This cir-
cuit element consists of Fourier transforms and Cz gates
which are single-mode Gaussian and multi-mode Gaus-
sian operations and as such can be implemented with lin-
ear optics. Ref. [33] shows that any single-mode Gaussian
operation can be implemented using rotations (or phase
shifts), displacements, and either squeezing or shearing
(squeezing and rotations). On the other hand, multi-
mode Gaussian operations require the use of beam split-
ters. For the J gate, the Fourier transforms are imple-
mented simply with rotations of pi2 , whereas the Cz gates
require squeezers and the multi-mode transformation of
beam splitters. More precisely, the Cz gate is given by
[34]
• S
BS=
• S
(27)
where squeezing is denoted by S gates, and beam splitters by BS gates. The tunable Cz gate will have similar
components but needs the squeezing parameters and beam splitting ratios to be changed to fit our choice of gJ = tJ/K
[35]. Using the implementation for the tunable Cz gate along with the rotations that comprise the Fourier transforms,
the J gate can be optically implemented in the following way
J(g)
R(−pi2 ) S(g)
BS
R(pi2 ) S(g)
BS=
R(−pi2 ) S(g) R(
pi
2 ) S(g)
(28)
In order to implement higher-order gates we require
more than the set of optical elements discussed above.
The cubic phase operators denoted by the V (t) gates in
our circuits, are an example of these higher-order oper-
ations. To implement the cubic phase gate we add to
our set of optical elements a photon counting measure-
ment, which introduces the non-linearity needed. The
full implementation then involves a displaced two-mode
squeezed state for which Rˆ†nˆRˆ (photon counting in a ro-
tated basis) is measured on one arm. The desired cubic
operation is then collapsed onto the second unmeasured
mode [36]. This is followed by a squeezing correction
conditioned on the outcome of the photon number resolv-
ing detector followed by gate teleportation (all Gaussian
elements). The initial two-mode squeezed state can be
implemented with squeezing, beam splitters, and a phase
shift which are all linear elements.
For the optical implementation of our quartic gates (Q
gates in our circuits) we note that they may be expressed
as a series of cubic gates by approximating in terms of
commutators and using commutator simulation such as
in Eq. (9) [32, 37]. Thus, for quartic operations we do
not need to add anything to our set of linear optical com-
ponents other than multiple photon counting. Note that
in the case where a Kerr interaction is available, given by
eitnˆ
2
i , it may be used to directly implement the non-linear
parts of the U gates [32, 38, 39].
E. A Note On Errors
When performing our gate decomposition and analyz-
ing the makeup of our example circuits, note that all gate
counts are given for a single Trotter time step. Let the
desired accuracy of simulating eitH be given by ǫ. The
accuracy is dependent on the choice of number of time
slices K, the total simulation time t, and the number of
sites N . From Eq. (6), we can determine K to achieve a
given accuracy. Such a K is given by
K = O
(
N2t2
ǫ
)
. (29)
The commutator simulation from Eq. (9) contributes at
most in the same order as the sum formula Eq. (6). Our
final product of operations for the Bose-Hubbard Hamil-
tonian is raised to the power of K, therefore we must
repeat each circuit presented in this work K times in
order to get the desired error of ǫ.
Another important source of error to discuss is the
effect of finite squeezing. As discussed in the previous
section, the optical implementation of the gates in our
circuits will require the use of squeezing. In any exper-
imental setup the squeezing will be finite and the end
result with be dependent on a squeezing factor s [33, 40].
For example, consider an optical implementation of the
cubic phase gate where a photon counting measurement
7is made on a displaced two-mode squeezed state. To con-
struct the two-mode squeezed state, two squeezed states,
which ideally are zero-momentum eigenstates, are entan-
gled. However, realistically the quadratures can only be
finitely squeezed, in for example the momentum quadra-
ture
|0〉p →
∫
dp e−(p)
2/(2s) |p〉 . (30)
The cubic phase gate is then modulated by a Gaussian
envelope with zero mean and variance that depends on
the squeezing factor s [40]. The result of this is a distor-
tion effect which is inversely proportional to the amount
of squeezing applied.
In general, there are other experimental errors due
to imperfections in the implementation. For example,
actual photonic devices exhibit noisy state preparation,
lossy interferometers and noisy and inefficient detectors.
However, we leave such analysis for future work.
VI. DISCUSSION AND CONCLUSION
In this work, we have performed a decomposition
of time-evolution under a bosonic Hamiltonian, namely
the Bose-Hubbard Hamiltonian, into a set of elemen-
tary logic gates. Using our series of gates per-unit-
time, we have presented a direct circuit implementation
for a photonic quantum computer. The circuits dis-
cussed include a simple four-node, one-dimensional opti-
cal lattice for the Bose-Hubbard model and general two-
dimensional lattices of size n × n. Our final gate count
is represented in terms of the number of gates of each
type in our elementary set. For simulating the time-
evolution of a Bose-Hubbard model to time t and to er-
ror ǫ for an n × n lattice, the required number of gates
is given by (F , P (gU ), P (gV ), V (gC), Q
(
gU
2
)
, Q
(
gV
3
)
,
Q
(
gV
6
)
,Cz(g),Cz(2),Cz(−4), SWAP) = K
(
92n2 − 80n,
2n2, 8(n2 − n), 8n2, 2n2, 16(n2 − n), 16(n2 − n), 4(n2 −
n), 16(n2 − n), 16(n2 − n), 4(n3 − n2)
)
, where K =
O(n2t2/ǫ). The number of applications of each gate
scales as a polynomial of the size of the lattice.
Even a small two-dimensional Bose-Hubbard model
may be hard to simulate classically [25]. However, nearer-
term photonic quantum computers may allow an imple-
mentation for a size n where classical simulation is hard.
The tuneable parameters J , U , and Vdip also allow a
proof-of-principle experiment where we allow Vdip and
U to be much smaller than J . In the limit of infinitely
small U and Vdip terms, the circuit is fully Gaussian and
implementable using only linear optics [34], while at the
same time being efficiently simulable classically. One can
then systematically introduce non-linear gates to go be-
yond the classical simulable regime of the Bose-Hubbard
model. This would allow photonic quantum computers
with a limited number of non-linear gates to be used for
the simulation of such a physical system. It is also impor-
tant to note that the dipole interaction term Hnn used
here is the leading term and more higher-order terms may
be added [16]. Implementing these higher-order terms in
a CV system can be the subject of future work.
Another interesting problem would be to find ways to
decrease the final gate count. In the previous section,
we used beam splitters to allow us to apply gates to two
modes that are not neighbors in our circuit. Advances in
photonic integrated circuit (PIC) design may remove the
need for these beam splitters by using various topological
techniques, such as crossing of photonic waveguides [41].
Furthermore, the field of gate optimization in qubits is
established but has yet to be established for CV systems.
Therefore clever optimization tricks for CV systems for
particular algorithms could also be constructed to reduce
gate counts.
The experimental implementation of higher dimen-
sional gates is also potentially difficult and may require
additional consideration. It is possible that it would be
more useful to represent our quartic gates in terms of
cubic gates and remove quartic gates from our elemen-
tary set [32]. These higher dimensional gates may also
require a feed forward implementation when decomposed
in terms of lower dimensions [42].
It is also important to note that the procedure used
in this work can be extended to other similar Hamilto-
nians. An efficiently simulable subclass of the Hamilto-
nian discussed here is the bosonic tight-binding Hamilto-
nian [43] with applications in condensed matter and solid
state physics. The tight-binding Hamiltonian coupled to
a bath of harmonic oscillators appears also in the study of
exciton dynamics in photosynthetic complexes [44]. Sim-
ulating such systems can provide another application for
continuous-variable photonic quantum processors.
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A. J Gate Circuit For 2D Lattice of Arbitrary Size
The following circuit diagram is for the J terms of the Bose-Hubbard Hamiltonian in Eq. (1) applied to a two-
dimensional, n× n lattice, cf. Sec. V.C. The dipole interaction term as in Eq. (11) will also have the same pattern,
but will have gates notated with Vnn.
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