Abstract: An automated design algorithm for partially restrained and fully restrained steel frames is presented. Advanced analysis based design is utilized and inelastic modeling of member behavior is based upon the distributed plasticity ͑plastic zone͒ model. Nonlinear connection behavior is simulated with trilinear moment-rotation curves. The automated design process is implemented using an evolutionary algorithm ͑EA͒. Object-oriented ͑OO͒ data structures are used to represent building frame components and implement the reproductive operations in the evolutionary algorithm. An optimized design problem is developed using an objective function which includes frame member weight and connection cost/complexity. Constraints related to both service and strength load levels are included. Two frame designs with varying topology are presented and discussions of the OO-EA performance are provided. It is shown that the OO-EA is a robust procedure for the automated design of steel frames using advanced analysis, which suggest that the EA can be a useful methodology upon which to pursue the development of automated performance-based design algorithms.
Introduction
The complexity of structural analysis and design techniques has increased over the last 20 years in parallel with increases in computational power. The use of monotonically applied lateral loads in static pushover analysis in conjunction with performance-based design procedures ͑BSSC 1997͒ is a significant step in the direction of applying advanced analysis techniques as a basis for design. To meet this demand in the profession, structural analysis textbooks devoting nearly one-half of their content to nonlinear geometric and inelastic analysis have also recently become available ͑McGuire et al. 2001͒ .
There has been a consistent stream of research contributing to the body of knowledge in the area of automated design. Mathematical programming techniques ͑e.g., optimality criteria method͒ have often been utilized to generate ''optimum'' designs for structures using design specifications ͑ASD 1989; LRFD 1993͒. Implementation of mathematical programming methods is not without difficulty and researchers have explored other procedures that utilize evolutionary theory as their metaphorical basis. These techniques ͑e.g., genetic algorithm-GA; evolutionary algorithm-EA; and evolution strategies-ES͒ have been shown to be very powerful tools for automated design even though their ability to generate a single ''optimum'' design is limited. A review of the entire body of GA/EA/ES literature is not possible, but a review of those efforts related to the present is justified.
The application of genetic and evolutionary computation to the automated design of structures has followed several avenues. The first is topology and shape optimization, in which the bulk of the applications have included elastic truss structures subjected to static loading ͑Rajan 1995; Rajeev and Krishnamoorthy 1997; Shrestha and Ghaboussi 1998͒ . There have also been research efforts devoted to developing algorithms for optimized structure topologies to satisfy user-determined natural frequencies ͑Yang et al. 1998͒. The second major area of automated design using genetic algorithms has been their application for optimal member sizing for truss structures using linear elastic analysis with general stress criteria ͑Rajeev and Krishnamoorthy 1992͒, or U.S. design specifications ͑Adeli and Cheng 1993, 1994a,b͒. The final major application of genetic algorithms has been the automated design of steel frame structures. The vast majority of these efforts have been restricted to the optimized design of planar structures using linear elastic analysis ͑Jenkins 1992, 1997; Camp et al. 1996 Camp et al. , 1998 Pezeshk et al. 1997; Erbatur et al. 2000͒ . However, recent research efforts have begun to utilize genetic algorithms to guide the design of steel framed structures where the structural analysis includes nonlinear geometric behavior and nonlinear material behavior with semirigid ͑PR͒ connections ͑Kameshki and Saka 1999; Hayalioglu 2000; Pezeshk et al. 2000͒ . An excellent resource for the current state of the art in GA applications to structural design can be found in Pezeshk and Camp ͑2001͒.
Automated performance-based design requires that geometric and material nonlinearity be considered in the structural analysis. Several research efforts have considered sources of structural nonlinearity in the optimized design algorithms formulated. Kameshki and Saka ͑1999͒ considered the effect of geometric nonlinearity and connection nonlinearity in the design analysis. The constraints established were based upon lateral sway, vertical deflection, and member strength contained in design provisions ͑BSI 1990͒. The effect of nonlinear connections on column strength was considered using adjustments to the effective length factor nomographs. Hayalioglu ͑2000͒ considered both geometric and material nonlinearity in the optimized design of fully restrained ͑FR͒ steel frames. This former effort included constraints formulated for vertical and lateral displacements and the ultimate applied load factor. The algorithm developed assumed planar analysis and omitted consideration of out-of-plane column buckling, residual stresses, and imperfections. Therefore, the analysis method utilized may not be considered as advanced ͑see later discussion of advanced analysis for definition͒. Pezeshk et al. ͑2000͒ considered geometrically nonlinear analysis of FR plane frame structures where member strength was determined using design specifications ͑LRFD 1993͒. Lateral and vertical deflection constraints were also established in the optimized design problem. Nonlinear ultimate load analysis was used to compare designs after completion of the algorithm.
The objective of the present research effort is to extend the current knowledge of EA performance into the realm of inelasticanalysis based design. The most highly evolved design procedure developed to date in this area has been coined ''advanced analysis.'' The present research effort focuses on the development of an optimization problem and implementation of an automated design algorithm, which utilizes advanced analysis, partially restrained ͑PR͒ and fully restrained ͑FR͒ connections, suitable for future extension to performance-based design procedures ͑BSSC 1997͒.
Advanced Analysis
As desktop computers improved over the last two decades, structural engineering researchers began to develop design methodologies whereby this computational power could be leveraged to the advantage of the designer. An analysis that can take into account all pertinent phenomenological behavior assumed in the development of member design equations ͑LRFD 1993͒ can replace member-by-member design checks. The requirements of such an ''advanced'' analysis are quite restrictive ͑SSRC 1988͒: 1. The analysis must consider the presence of residual stresses within the members; 2. The analysis must accurately assess overall framework strength; and 3. The analysis must consider framework imperfections ͑story out-of-plumb͒ and member imperfections ͑member out-ofstraightness͒. Specification-writing bodies have recognized these analysis techniques ͑ABCB 1998͒.
There have been significant contributions regarding advanced analysis techniques applied in structural steel frame design ͑Liew 1992; White 1992 White , 1993 Ziemian 1992; Ziemian et al. 1992a,b; Liew and Chen 1993a,b; 1994; Liew et al. 1993a,b; Chen and Kim 1997; White and Nukala 1997; Bridge et al. 1998͒ . Many of these efforts have been undertaken to improve plastic-hinge-based analytical methods to the point where they can be classified as advanced. The distributed plasticity ͑plastic zone͒ technique can be considered as advanced, but the computational intensity associated with this method has limited its widespread application.
The present research effort incorporates distributed plasticitybased inelastic analysis, which utilizes a fiber-model ͑66 fibers͒ representation for yielding within finite-element cross-section and multiple finite elements for modeling all beam and beam-column members. Residual stresses are assigned to each fiber prior to loading application. The residual stress pattern chosen consists of tension stress throughout the web height and linear variation across the member flanges ͑flange tip in compression and flangeweb intersection in tension͒. Each beam and beam-column member is modeled using 10 finite elements along the length. The analysis is planar and out-of-plane effects ͑lateral-torsional buckling, axial-flexural buckling͒ are considered indirectly in the EA. The incremental analysis algorithm uses constant-work constrained load increments without iteration. The lack of iteration is an important consideration within the nonlinear analysis because convergence failures can cause the automated design process to be nonfunctional. Further details of the inelastic analysis algorithm and evaluation of its accuracy can be found in Foley and Vinnakota ͑1999a,b͒ and Schinler ͑2001͒.
Perhaps the most important issue not directly addressed by typical planar inelastic analysis is imperfections. Several excellent discussions of this topic are available in the literature ͑Bridge and Bizzanelli 1997; Maleck and White 1998͒. Notional lateral loads have been one method proven successful in simulating imperfections in planar steel frameworks ͑Hajjar 1997͒. In this process, small ͑notional͒ lateral loads are applied at each story within the framework to simulate the out-of-plumb imperfection. The present advanced analysis implementation assumes that a notional load with magnitude equal to 0.2% of the gravity loading supported by the story is applied laterally at each story level in the structure ͑Clarke and Bridge 1995͒. This lateral loading is treated as a service load in the factored loading ͑frame strength͒ analysis.
Modeling member out-of-straightness can be done within the context of the present distributed plasticity model by defining nodes of the finite elements for each beam-column member along a predefined path ͑e.g., a sine function sweep͒. ECS ͑1993͒ and White and Nukala ͑1997͒ have developed criteria for which member out-of-straightness can be neglected. Maleck and White ͑1998͒ have reviewed these criteria and have suggested that member out-of-straightness can be neglected for typical unbraced frames, such as those considered in the present study. It should be noted that this imperfection could be very important when an evolutionary algorithm is used ͑e.g., slender column members may exist in any frame during intermediate generations͒. However, member out-of-straightness was not considered in the present inelastic frame analysis.
The final component considered in the advanced analysis is the model assumed for the PR connections. Several past research efforts included development of optimized design procedures where the connection models were independent of the connected beam ͑Xu and Grierson 1993; Xu et al. 1995͒ . The nondimensional connection model proposed by Bjorhovde et al. ͑1990͒ is used and the five connection configurations used in the present study are shown in Fig. 1 . These curves were intended to span the fully restrained through flexible configuration as defined by ECS ͑1993͒.
Optimization Problem Formulation
Posing an optimization problem within the context of advanced analysis presents several challenges. The constraints used do not fall into the usual design specification equation format, and one must ensure that the analysis employed does not omit behavioral characteristics that are considered in the design specification equations ͑e.g., spatial effects since the present analysis is planar͒. However, the development of the optimization problem with this philosophy is also liberating because the constraints and objectives can be formulated at levels very close to structural behavior. Therefore, the optimization statement can be considered performance based. This section outlines the formulation of the optimization problem used for the minimum weight design of FR and PR steel frames using advanced analysis-based design.
Constraints
The unconstrained optimization problem formulated includes penalties to account for constraint violations. The first is established to ensure that the structure is capable of supporting all applicable service-load combinations and the penalty violation is defined using
The service-load combinations considered are ͑Ellingwood 1989͒
The negative sign in Eq. ͑4͒ indicates wind loading from the right to the left. Given the multilinear moment-rotation model assumed for the connections ͑Fig. 1͒, a natural service-load-level rotational limit is the end of the first linear branch. The goal of this constraint is to prevent permanent deformations at service load levels. The rotational limit and constraint violation is
Traditional interstory drift limits and vertical beam deflection limits are implemented as constraints in the present study
The penalty violations for interstory sway and vertical beam deflection are
Plastic hinge formation in the beams and beam columns at service-load levels is not allowed ͑White 1992 ͑White , 1993 Ziemian 1992; Ziemian et al. 1992a,b͒. To this end, a limitation on the percentage of cross-section yielding is established and a constraint violation is formulated
This constraint is designed to ensure that 85% of the initial crosssectional area remains elastic at service-load levels.
The strength limit state is also an essential part of steel frame design using advanced analysis techniques. The first constraint violation to be considered relates to the frame's ability to support factored loading combinations
The factored ͑strength͒ load combinations are ͑LRFD 1993͒
The connection rotation demands at ultimate load levels must also be considered. These limits must be phrased within the context of the nondimensional moment-rotation curves shown in Fig.  1 . Using the nondimensional rotation limits defined by ͑Bjor-hovde et al. 1990͒, the connection rotation limit and constraint violation is
Local member instabilities ͑e.g., web buckling, flange buckling͒ are not considered in the present distributed plasticity analysis. The slenderness limits for plastic design contained in LRFD ͑1993͒ are used to prevent local instability in the flanges and web. Beam and column members must satisfy the following limits for flange slenderness:
Any member considered as a candidate for placement into a frame must meet this flange slenderness limit. This provides an inelastic rotation capacity of three. The web slenderness limit is also based upon the plastic design provisions found in LRFD ͑1993͒. In the case of columns, the limit is a function of axial load in the member
The slenderness limitation for beam members is
Any beam considered a candidate member in the framework must meet the web slenderness limit given by Eq. ͑16͒. Since the col- umn web limit is a function of axial loading, a constraint is established. Constraint violations for exceeding the limit established in Eq. ͑15͒ are computed using
The flange and web slenderness limits posed in Eqs. ͑14͒ through ͑16͒ are based on a defined plastic hinge rotation capacity. The hinge rotation capacity prior to overall member and local instability is defined by an extreme fiber strain equal to 4 y ͑Yura et al. 1978͒. Therefore, a curvature limit and constraint violation is established as
The planar analysis used in the present effort ignores lateraltorsional instability of the column members. Beam members are assumed to have their top flange continuously braced by concrete slab and bracing is assumed at inflection points. The unbraced length of a column member is, in effect, the floor-to-floor height, or the distance between floor girder centerlines. In the present study, the unbraced length constraint for column members is ͑LRFD 1993͒
The planar distributed plasticity analysis employed in the present study requires that the out-of-plane flexural buckling of the columns members be addressed. The nominal axial capacity of a column member ͑LRFD 1993͒ is used to formulate a constraint
where the effective length factor for out-of-plane flexural buckling is assumed to be 1.0. Constraints are formulated so that the nominal depth of a column in a lower story is larger or equal to the column above, and the weight of the column member below is greater than or equal to the member above. Constraint violations for this shape constraint are formulated as
Penalty Functions
Relative importance can be assigned to the constraint violations through scaling ͑Camp et al. 1996 ͑Camp et al. , 1998 Pezeshk et al. 1997 , and one can tailor the penalties to push the design algorithm in a desired direction. The present algorithm includes scaling functions of the form
The penalty violation is used to define the scaling switch q j and violations result in scaling switch magnitudes computed as
The present study utilizes k and n equal to 1.0 for all constraints. The shape penalties defined using Eq. ͑21͒ use qϭ1.10 irrespective of the violation magnitude. The scaled penalties computed using Eq. ͑22͒ need to be assembled in a meaningful manner for each building. In the case of the designer preference or shape penalty, the total penalty for a building is computed using,
In the case of service and ultimate load-factor constraints, the following is used:
The building penalties for the remaining constraints are computed using
where ͑for example͒: N memb is the number of beams if ␦ v is considered; it is the number of columns if ␦ h is considered; and it is the number of members in the frame if is considered.
Objective Function
The present effort uses an objective function written as a summation of column weights and modified ͑amplified͒ beam weights 
Evolutionary Algorithm
A genetic algorithm ͑GA͒ can be loosely described as one that simulates Darwinian evolution. It begins by establishing a population of individual buildings through random selection of beams, columns, and connections. Each individual is then subjected to evaluation to determine the degree to which the objective͑s͒ is satisfied and to what extent constraints are violated. The population is then organized using a number ͑i.e., fitness͒. A reproduction operation is then undertaken using the better individuals ͑higher fitness͒ in the population with less fit individuals often having a chance to participate. Reproduction can consist of exchange and/or combination of components of better individuals ͑crossover͒ or simply replacing components in a random fashion ͑mutation͒. Once the reproduction process is over, the algorithm has completed one generation. The evolution continues until convergence. The classical GA is heavily laden with biological analogies. Individuals are represented using chromosomes ͑bit strings of 0's and 1's͒ and mating is accomplished via crossover ͑exchange of bits͒. Mutation can alter the chromosomal alleles. The EA in the present study maintains the evolutionary metaphors, but the individual is no longer represented using a bit-string chromosome. Other classifications are available ͑Spears et al. 1993͒.
Design Representation
Much of the past research efforts in structural optimization or automated design utilized the classical chromosomal representation for individuals within the genetic algorithm. Parmee ͑1995͒ recognized that a priori knowledge of the engineering problem could lend itself to alternate representations of designs and utilized a structured genetic algorithm ͑Dasgupta and MacGregor 1991͒ for hydropower system design. Binary string representations for individuals were not used, in favor of real number representations.
Voss and Foley ͑1999͒ also recognized the advantage in representing the design variables in a structured hierarchy. In this study, the design variables coded as binary strings were organized in a hierarchical tree. Unique crossover operations were used ͑e.g., homologous, non-homologous, self segmental͒ to efficiently optimize a step-tapered cantilever column, which consisted of 20 design variables.
Object-oriented programming ͑OOP͒ has become a very powerful means with which to create a highly modular computer code for finite-element analysis as well as affording the engineer and analyst a highly encapsulated methodology to represent building systems for analysis and design. The present effort sought to capitalize on OO technology to explore alternate ways to represent individuals and conduct mating operations in an evolutionary algorithm.
The object-oriented representation for a building can be seen in Fig. 2 . Two design variable choices are available: grouped and individual ͑nongrouped͒. Each building is composed of story objects, which then contain beam and column objects. The beam objects, in turn, contain connection objects representing the PR or FR connections at the ends.
Evolutionary Operators
Traditional genetic algorithms employ the standard reproductive operators of crossover and mutation. However, structural engineering is not a ''blind'' science and experienced engineers have a general ''feel'' for how a structure should look before one actually puts ''pen to paper.'' Voss and Foley ͑1999͒ recognized the presence of this a priori knowledge and proposed homologous and nonhomologous crossover operations where segments ͑genes͒ of the binary string were allowed to migrate from their original location in the binary string to alternate locations during crossover. The crossover operations proposed by Voss and Foley ͑1999͒ also included self-segmental translocation crossover whereby portions of a chromosome can migrate to another location within the same chromosome. The present study implemented many of these novel crossover operations within the context of the objectoriented hierarchy in Fig. 2 .
Object crossover operations are illustrated in Fig. 3 . Story crossover is analogous to exchanging entire portions of a binary chromosome between mates. The story, beam, and connection crossover illustrated in Fig. 3 is nonhomologous, while the column crossover is homologous. In general, it has been found that nonhomologous crossover tends to be more effective when object representations for design variables are used ͑Schinler 2001͒.
Mutation can take place at the building, story, column, beam, and connection object levels. For example, one can mutate ͑i.e., recreate͒ an entire building using building mutation. Intelligent mutation is performed in the proposed EA and its goal is to move the population through the design space in a direction that is more likely to reduce constraint violations thereby improving an individual's fitness. In the current algorithm, if an individual has violations of vertical deflection and interstory drift, the beams and columns are exchanged for a new cross section with a slightly larger moment of inertia. In a building where violations of outof-plane axial-flexural buckling of the columns occur, the column sizes in this frame are increased to a new section that has an increased minor axis radius of gyration.
A quick example of the intelligent mutation follows. Let us assume that an individual with interstory drift violations is found within the population. The current moment of inertia for the beam member is used as a reference to establish a sorted sublist of 11 shapes which are the five nearest neighbors above and below the current shape if the entire database of AISC beam shapes was sorted by moment of inertia from lowest to highest. Intelligent mutation incorporates a random choice of a number between one and five. The number chosen defines the cross-sectional shape in the sorted list. Thus, if the random number is three, the new section will be the third cross-sectional shape in the sorted list with moment of inertia larger than the current.
A second unique operator present in the evolutionary algorithm is translocation ͑sorting͒ mutation, where an individual's genetic material is ''organized.'' Consider the framework shown in Fig. 4͑a͒ . A structural engineer might call this a frame with unorganized material. The column sizes do not ''telescope'' as one rises through the framework height. Furthermore, as one accumulates story shear traveling down the building, one would like to have the benefit of stiffer ͑and stronger͒ connections and stiffer ͑and stronger͒ beam sections. The translocation operator takes the frame in Fig. 4͑a͒ and reorganizes the genetic material so that it makes sense from a structural engineering point of view as exhibited in Fig. 4͑b͒ .
Fitness Function
Researchers have used several definitions of framework fitness with a popular alternative being that of modified ͑penalized͒ weight ͑Camp et al. , 1998 Pezeshk et al. 1997 . Voss and Foley ͑1999͒ developed a rank-based fitness statement where the individual's fitness includes several components ͑i.e., one for each constraint͒. If one considers the ith individual in the population, the fitness component for constraint k can be written as
where R i (⌽ k )ϭrank of individual i with respect to the constraint penalty k. The penalty exponent n k can be a function of the generation. Two additional parameters allow the user to scale the penalty exponent
If there are N p constraints, the rank-based fitness is computed as
The rank-based fitness for the present optimization formulation, which includes constraint violations expressed in Eqs. ͑1͒ through ͑21͒, can be written as
One of the benefits of using the rank-based fitness as posed in Eqs. ͑28͒ and ͑30͒ is that the user can assign relative importance to each component in the fitness statement through definition of the component multiplier k and the penalty exponent n k . For example, if one would like to have the evolutionary algorithm emphasize vertical deflection when establishing fitness, one can set the penalty multiplier ␦ v and penalty exponent n ␦ v larger than the remaining penalty values. Finally, it should also be noted that any individual without constraint violation has the rank for that penalty set equal to zero.
Algorithm
The evolutionary algorithm implemented in the present study utilizes a procedure that is very similar to other genetic algorithm implementations ͑Coley 1999; Michalewicz 1996͒: 1. Initialize the population size, the maximum number of generations, and the counter for translocation sorting ͑if required͒; 2. Initialize the population; 3. Perform the advanced analysis and evaluate the constraint violations; 4. Compute the fitness for all individuals in the population.
Compute and store the fittest individual for later application of elitism; 5. Assign the current ''worst-weight'' individual ͑to later check convergence͒; 6. Select the new generation based upon fitness and selection mechanism ͑both tournament and roulette wheel are available͒; 7. Check for convergence of the algorithm. Convergence is defined as having the same lightest weight individual in the population for six consecutive generations. If convergence is attained, stop; 8. Intelligently mutate beams and columns ͑if desired͒; 9. Carry out crossover operations ͑homologous, and nonhomologous are available͒ on stories, beams, columns, and connections; 10. Conduct ͑intelligent or random͒ mutation of buildings, stories, columns, beams, and connections ͑as desired͒; 11. Conduct column, beam, and connection translocation ''sorting'' ͑if desired͒; 12. Apply elitism ͑i.e., reinsert the fittest individual from previous population into current͒; Compute and store the fittest individual for later application of elitism; and 15. Increment the generation number and return to Step 5.
Design Examples
The evolutionary algorithm developed for this study was tested using two planar steel frames using grouped design variables and fixed population of 50. The termination criterion was 50 generations, or the same ''lightest'' individual for six consecutive generations. Tournament selection was employed with two contestants chosen from the top 40% of the population 70% of the time. Rank-based fitness was used with ␣ϭ1.0, ␤ϭ2.0, and ϭ1.0 for all components. Elitism was included in all design runs. Nonhomologous crossover was used with story, column, beam, and connection crossover being carried out 80% of the time. If FR connections were used, the probability of connection crossover and mutation was 0%. The random ͑non-intelligent͒ mutation rates for building, story, columns, beams, and PR connections were set at 20%. The reason for this very high rate ͑when compared to other GA implementations͒ is a result of the object representation of the design variables ͑Schinler and Foley 2001͒. Translocation sorting, random mutation, and intelligent mutation of the columns and beams was conducted every generation, thus allowing random mutation to interject new genetic material and allowing intelligent mutation and sorting to ''push'' the population in a ''profitable'' direction.
The inelastic analysis used to establish fitness was based upon the distributed plasticity model. Ten finite elements were used to model each beam and beam column in the framework. An initial incremental load factor equal to 0.05 was used with a constant work constraint applied to each load increment. Schinler ͑2001͒ studied the impact of initial incremental load factor and finiteelement refinement. It was found that the parameters described previously were sufficiently accurate for implementation with the evolutionary algorithm. The emphasis of the present paper is on implementation of an EA to orchestrate an automated design procedure using inelastic analysis as the design basis. The inelastic analysis ͑distributed plasticity͒ used in the present study could certainly be replaced with other procedures ͑e.g., plastic hinge͒. The present study employed a Pentium II, 400-MHz computer with 128 MB of RAM.
The ultimate ͑limit͒ load of the frame was defined by singularity of the structure tangent stiffness matrix and/or singularity of an individual element's tangent stiffness matrix. This aspect is very important because the reproduction operators ͑mutation and crossover͒ can result in very light ͑e.g., W14ϫ22) members being used as beams within the framework. The inelastic analysis resulted in cases where collapse mechanisms ͑singularity of the stiffness matrix͒ formed in beam members. This may not be captured if only the structure tangent stiffness was considered. Postcritical branches of the load-deformation response were not computed.
Two-Bay Three Story Frame (Frame FR1)
The first framework studied is that designed by Kameshki and Saka ͑1999͒ shown in Fig. 5 . Young's modulus for the members . Evolved designs for FR1 with PR connections: ͑a͒ run number 5, member weight is 28.75 kN; ͑b͒ run number 2, member weight is 31.58 kN; ͑c͒ run number 6; member weight is 33.23 kN in the framework was defined as 200 GPa and the yield stress for the material was 248 MPa.
Figs. 6͑a-c͒ illustrate the results of three runs using the proposed EA. The lightest framework attained with six runs of the proposed EA was 28.75 kN, while the lightest design reported by Kameshki and Saka ͑1999͒ was 38.4 kN. Fig. 6 illustrates that stiffer ͑and stronger͒ connections are used to limit sway in the lower stories. Given the relatively long spans, the same beam size is used with less stiff ͑and less strong͒ connections in the upper stories.
The convergence trajectories for the lightest ͑modified weight͒ feasible individual with and without translocation sorting are shown in Fig. 7 . The convergence is stable and rapid. There is a significant drop in modified weight from generations 0 through 15 and slight improvement thereafter. It does appear that applying translocation results in more rapid convergence. With 25 generations, 50 individuals, and 6 load cases, 7,500 inelastic analyses were required. Using PR connections and grouped design variables, enumerating the design space would require O(10 19 ) inelastic analyses. The EA has obvious advantages over enumeration. The results indicate that translocation is not important for small frameworks.
Three-Bay Ten-Story Frame (Frame FR2)
The second frame used is that studied by Xu and Grierson ͑1993͒ shown in Fig. 8 . This frame had material with Young's modulus equal to 200 GPa and yield stress equal to 248 MPa. Enumeration of the design space for grouped design variables and PR connections would require O( 10 64 ) inelastic analyses. The benefit of using evolutionary computation is again apparent. Frame FR2 was a challenge for the proposed evolutionary algorithm due to the significant number of design variables present ͑40͒ and it allowed the scalability of the proposed EA to be evaluated. The algorithm had a very difficult time finding feasible designs as well as converging within the 50-generation limit without translocation sorting and/or intelligent mutation of the columns and beams. In fact, this frame was the impetus for the development of these new mutation operators.
The convergence trajectories for PR connection configurations with and without application of translocation are shown in Fig. 9 . Translocation has an effect on convergence, but it is not significant. The translocation operator does appear to allow lighter weight designs to be obtained. A comparison of convergence trajectories for PR connections and FR connections is shown in Fig.  10 . Convergence within 50 generations and feasible designs could not be obtained with the algorithm if intelligent mutation was not applied. The translocation operator's omission did allow feasible designs to be obtained, but lighter modified weights occurred when translocation was implemented in conjunction with intelligent mutation. These results indicate that intelligent mutation ͑e.g., intelligent gene repair in GA terminology͒ may be required for larger problems. Tables 2 and 3 illustrate the member sizes obtained for three runs of the algorithm for both FR and PR connections. The lightest member weights for both connection configurations were very similar. The number of design variables available to the EA results in many successful combinations of member size and connection type. However, it is interesting to note that the PR connection configuration preferred C1 and C2 connections. These can be considered as fully restrained even though the present formulation creates a distinction. The lightest PR design also included C1 connections. One would expect this for a relatively tall and slender framework. Xu et al. ͑1995͒ obtained similar member sizes for their FR design ͑355 kN͒. However, the work of Xu et al. ͑1995͒ utilized the allowable stress design format. limits did not appear to be contained in the formulation. Overall, the results are quite close to one another and the distribution of member sizes throughout the framework was consistent between this study and the former.
The generational behavior of the evolutionary algorithm can be seen in Figs. 11 and 12. These figures depict the ranks of each fitness component at various generations throughout the evolu- Fig. 11 . Sorted component ranks for service load level constraints illustrating penalty activity during evolution of frame FR2 with translocation: ͑a͒ Generation 1; ͑b͒ Generation 11; and ͑c͒ Generation 28 Fig. 12 . Sorted component ranks for ultimate load level and shape constraints illustrating penalty activity during evolution of frame FR2 with translocation: ͑a͒ Generation 1; ͑b͒ Generation 11; and ͑c͒ Generation 28 tion. Fig. 11 depicts service-load-level constraints and Fig. 12 depicts ultimate load-level constraints. The ranks are sorted, and a 45°slope indicates that all 50 individuals have discrete values for that fitness component. Most of the frame weights lie on a 45°l ine because virtually all frames will have a unique modified weight. The ordinate is simply a placeholder for the component rank.
If we limit our initial discussion to service-load-level constraints ͑Fig. 11͒, it can be seen that the first generation contains constraint violations across all fitness components. If no violations were present, the rank of the individual's fitness component would be zero. One can see that there are individuals in the population that have no violations of connection rotation and lateral sway limits at service load levels. The 11 individuals present in the population with component rank of zero for these constraints illustrate this. One can also see that as the evolution progresses, individuals violating connection rotation limits, horizontal sway limits, and member cross-section yielding limits begin to disappear. This is exhibited by the increase in the number of these fitness component ranks becoming zero. It should be noted that the modified weight ranks and vertical deflection limit ranks remain active throughout the evolution. This would indicate that service loading constraints are important and is one explanation for the small differences in frame weights obtained in the present study and those of Xu et al. ͑1995͒.
The ultimate load and designer preference constraint activity throughout the evolution can be seen in Fig. 12 . Generation 1 illustrates that virtually all individuals in the population have constraint violations ͑i.e., their fitness component rank is nonzero͒. The single exception is web slenderness. The shape or designer preference penalty is also active. At the eleventh generation, virtually all constraint violations have been removed from the population. Fig. 12͑b͒ indicates that there are at least 32 individuals in the population that have no violations of ultimate load-level constraints. It should also be noted that the shape penalty goes away for this frame after the first generation. This is expected because translocation sorting nullifies this penalty. The fact that all ultimate load-level violations are removed very early on in the evolution coupled with the fact that vertical deflection constraints remain active in the population throughout the evolution ͑Fig. 11͒ suggests that this frame is governed by service load-level constraints.
Conclusions
An object-oriented evolutionary algorithm for the automated design of PR and FR steel frames has been presented. The EA addresses an optimization statement that is based upon minimizing frame weight with beam members having their weights modified to account for end connections. The constraints contained in the optimization problem are posed for both serviceability and strength limit states and their form is suitable for performancebased optimization problems.
The evolutionary algorithm implemented was based upon the object-oriented programming paradigm and all individuals within the population are composed of building, story, column, beam, and connection objects. The usual reproduction operations found in genetic algorithms were applied in the present EA using objects. The object hierarchy allowed homologous and nonhomologous crossover operations to be implemented. Intelligent mutation was used to move the population in ''profitable'' directions. A new EA operator called translocation sorting was applied to reorganize the genetic material within the frames.
The EA was applied to two planar steel frameworks with PR and FR connections. The results for frame FR1 illustrate that the connections can be used to ''tailor'' frame performance thus allowing constant beam sizes throughout the stories. This is a common result for PR frame design, but this behavior has been demonstrated in an artificially intelligent automated design algorithm. The results for frame FR2 illustrated the importance of translocation sorting and intelligent mutation in solving larger-scale structural optimization problems using evolutionary computation. The translocation sorting was shown to yield small improvement in the lightest modified frame weight for frame FR1. However, the frame weights improved markedly in frame FR2. The generational activity of the constraints ͑i.e., penalty ranking͒ illustrated the influence of serviceability constraints on the design of FR2.
Overall, the present study illustrates the power of an EA in automating frame design using advanced analysis. It is hoped that this research effort begins to foster endeavors into automated performance-based design as alluded to in Foley ͑2003͒.
ϭ beam adjustment factor to account for end connection cost; ϭ percentage of cross-sectional area yielded; ϭ connection rotation; ϭ nondimensional connection rotation; ϭ plastic hinge curvature; ϭ slenderness parameter; ϭ scaling multiplier for rank; ϭ material weight density; ⌽ ϭ penalty multiplier; and ϭ penalty violation. Subscripts b ϭ beam; col ϭ column; e ϭ elastic core; f ϭ flange; h ϭ horizontal; lc ϭ load cases; memb ϭ members; n ϭ nominal; p ϭ penalties; pb ϭ plastic for beam; pc ϭ plastic for column; pd ϭ plastic design; s ϭ service; shp ϭ shape; u ϭ ultimate; v ͑vee͒ ϭ vertical; y ϭ yield ͑or minor axis for cross-sectional property͒; 1 ϭ smaller end moment ͑or first branch͒; and 2 ϭ larger end moment. Superscripts upper ϭ upper column in stack; and lower ϭ lower column in stack.
