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Abstract
A new discrete non-reﬂecting boundary condition for the time-dependent Maxwell equations
describing the propagation of an electromagnetic wave in an inﬁnite homogenous lossless rectangular
waveguide with perfectly conducting walls is presented. It is derived from a virtual spatial ﬁnite
diﬀerence discretization of the problem on the unbounded domain. Fourier transforms are used to
decouple transversal modes. A judicious combination of edge based nodal values permits us to recover
a simple structure in the Laplace domain. Using this, it is possible to approximate the convolution in
time by a similar fast convolution algorithm as for the standard wave equation.
AMS Subject Classiﬁcation: 78A50, 65N06, 65R99, 44A10, 44A35.
Keywords: Finite diﬀerence time domain methods, transparent boundary conditions, absorbing
boundary conditions, fast convolution, waveguide.
1. Introduction
To compute the propagation of electromagnetic (micro-) waves in waveguides is a
standard task in computational electromagnetism. Often the waveguides have a
simple rectangular cross-section and are ﬁlled with non-conducting material of
constant index of refraction. This is true, except for a small zone of inhomoge-
neity, corresponding, for instance, to a waveguide junction, a taper structure. As a
model setting we consider two rectangular, homogeneous, lossless waveguides X1
and X2 with perfectly conducting walls that are linked by an inhomogeneous
region X of potentially complicated geometry, see Figure 1.
The region X requires discretization by means of spatial ﬁnite element or ﬁnite
volume schemes. Of course, this is not an option for the inﬁnite waveguides. Their
impact on the propagation of electromagnetic waves should be modeled by
imposing non-reﬂecting boundary conditions that link the tangential components
of electric and magnetic ﬁelds at the two ports X \ X1 and X \ X2.
Non-reﬂecting boundary conditions are a crucial numerical tool whenever the
propagation of waves in unbounded domains has to be computed. There are
basically three diﬀerent approaches. First, one may use time-domain integral
equations as in [1]. However, this is only an option when one wants to tackle the
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exterior of a bounded object. Second, absorbing layers have become very popular,
starting with the pioneering work of Be´renger [2]. They are widely used in
waveguide simulation. Third, one can opt for radiation boundary conditions
based on Laplace transforms and temporal convolution, see the articles by
Hagstrom [3, 4] for a survey.
The current paper describes an approach of the third category. It heavily relies on
techniques introduced in [7, 10] for the wave equation. First the non-reﬂecting
boundary condition is formulated using sine and cosine transforms on the
boundary and the Laplace transform in time. The new challenge in the case of
Maxwell’s equations arises from the staggered location of the discrete unknowns,
which makes it diﬃcult to get a simple form of the Dirichlet-to-Neumann map for
individual modes. We present a judicious recombination of discrete variables that
renders the problem tractable. The boundary condition obtained is discrete non-
reﬂecting, which means that no spurious reﬂections due to space discretization at
the boundary enter the computational domain. Transforming back to time-do-
main gives a convolution in time that is evaluated using the fast convolution
algorithm introduced in [7, 10] and described in Section 4.
2. Spatial Discretization
The time-domain electric wave equation in both waveguides, after suitable scal-
ing, reads
 d
2u
dt2
¼ curl curl u: ð1Þ
It has to be supplemented by vanishing tangential components u n at the outer
walls of the waveguides.
We take a closer look at the waveguide occupying the region
X2 :¼ 0;1½0; a½0; b½, a; b > 0. It will be equipped with an inﬁnite regular
tensor-product virtual grid Gh of mesh-width h > 0. We assume a ¼ Jh and
Fig. 1. Two connected rectangular waveguides
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b ¼ Kh for J ;K 2 N. On this grid the electric wave equation is discretized by
means of simple ﬁnite diﬀerences, known as the Yee scheme [11, 14], which can
also be obtained from the ﬁnite integration technique [13]. The discrete ﬁeld
components can be viewed as being located on midpoints of edges. The resulting
diﬀerence stencil for the double-curl operator and an edge in x-direction is de-
picted in Figure 2. The stencils for the double-curl operator and edges in y- and
z-direction are obtained by rotation of the stencil shown in Figure 2. Basically,
these stencils describe a discrete counterpart of the curl curl-operator.
To begin with we have to distinguish between edges pointing into diﬀerent
coordinate directions. Therefore we introduce the sub-grids
Gxh :¼ iþ
1
2
 
h; jh; kh
 
; i 2 N0; j 2 f1; . . . ; J  1g; k 2 f1; . . . ;K  1g;
Gyh :¼ ih; jþ
1
2
 
h; kh
 
; i 2 N0; j 2 f0; . . . ; J  1g; k 2 f1; . . . ;K  1g;
Gzh :¼ ih; jh; k þ
1
2
 
h
 
; i 2 N0; j 2 f1; . . . ; J  1g; k 2 f0; . . . ;K  1g;
where Gdh , d 2 fx; y; zg, contains the midpoints of edges in direction d. Let F dh
denote the space of real valued grid functions on grid Gdh . Then the discrete
electric ﬁelds in X2 can be described by grid functions in the space
Fh :¼ F xh  F yh  F zh .
The discrete curl curl-operator in X2 subject to homogeneous Dirichlet boundary
conditions represents a linear mapping Ch : Fh 7!Fh. For a grid function
uh ¼ ðuxh; uyh; uzhÞ 2 Fh the components vxh; vyh and vzh of vh :¼ Chuh are given by
Fig. 2. Diﬀerence stencil for double-curl operator and edge in x-direction (scaled by h2)
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vxhðpÞ ¼
1
h2
ðDðy;zÞh uxhÞðpÞ þ ðRðy;xÞh uyhÞðpÞ þ ðRðz;xÞh uzhÞðpÞ
 
; p 2 Gxh;
vyhðpÞ ¼
1
h2
ðRðx;yÞh uxhÞðpÞ þ ðDðx;zÞh uyhÞðpÞ þ ðRðz;yÞh uzhÞðpÞ
 
; p 2 Gyh;
vzhðpÞ ¼
1
h2
ðRðx;zÞh uxhÞðpÞ þ ðRðy;zÞh uyhÞðpÞ þ ðDðx;yÞh uzhÞðpÞ
 
; p 2 Gzh:
ð2Þ
Here, writing ed , d 2 fx; y; zg, for the unit vector in direction d, the grid operators
Dðd;f Þh : F
g
h 7! F gh , fd; f ; gg ¼ fx; y; zg, are deﬁned by
ðDðd;f Þh ughÞðpÞ ¼ 4ughðpÞ  ughðp hedÞ  ughðpþ hedÞ
 ughðp hef Þ  ughðpþ hef Þ; ð3Þ
for p 2 Ggh. Similarly the grid operators Rðd;f Þh : F dh 7! F fh are given by
ðRðd;f Þh ughÞðpÞ ¼ ugh pþ
h
2
ðed þ ef Þ
 
 ugh pþ
h
2
ðed  ef Þ
 
 ugh pþ
h
2
ðed þ ef Þ
 
þ ugh pþ
h
2
ðed  ef Þ
 
ð4Þ
for p 2 Gfh , fd; f ; gg ¼ fx; y; zg. Thus we have converted the stencils into formulas.
Eventually the semi-discrete electric wave equation becomes
 d
2uh
dt2
¼ Chuh: ð5Þ
It has to be supplied with initial values at time t ¼ 0. For the sake of simplicity we
will always assume that in the beginning there are no ﬁelds in Xi, i ¼ 1; 2, that is
uhð0Þ ¼ ðddt uhÞð0Þ ¼ 0. Then the Laplace transform with respect to t gives
Shu^h :¼ ðCh þ s2Þu^h ¼ 0: ð6Þ
3. Derivation of Non-Reﬂecting Boundary Conditions
Next we carry out a modal decomposition of the tangential components of uh in
the plane of the port C :¼ X \ X2, which lies in the y-z coordinate plane. Let Ch
denote the grid restricted to C. Hence only nodes for y- and z-components are
located on Ch, see Figure 3. More precisely they form the sub-grids
Cyh :¼ 0; jþ
1
2
 
h; kh
 
; j 2 f0; . . . ; J  1g; k 2 f1; . . . ;K  1g;
Czh :¼ 0; jh; k þ
1
2
 
h
 
; j 2 f1; . . . ; J  1g; k 2 f0; . . . ;K  1g:
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The associated spaces of grid functions are denoted by Pyh and P
z
h . They are
restrictions of F yh and F
z
h to Ch, respectively. Write
Y ðj;kÞðy; zÞ :¼ cosðgyÞ  sinðfzÞ;
g :¼ jp=a; j 2 f0; . . . ; J  1g; f :¼ kp=b; k 2 f0; . . . ;K  1g;
Zðj;kÞðy; zÞ :¼ sinðgyÞ  cosðfzÞ;
g :¼ jp=a; j 2 f0; . . . ; J  1g; f :¼ kp=b; k 2 f0; . . . ;K  1g;
and observe that
Pyh ¼ Span fp 7! Y ðj;kÞðpÞ; j 2 f0; . . . ; J1g; k 2 f0; . . . ;K1g; p 2 Cyhg;
Pzh ¼ Span fp 7! Zðj;kÞðpÞ; j 2 f0; . . . ; J1g; k 2 f0; . . . ;K1g; p 2 Cxhg:
For ease of notation we consider a zeroth sine coeﬃcient, which is redundant. For
a grid function uyh 2 Pyh the cosine-sine transform coeﬃcients u^yh are given by the
relation
uyhð0; y; zÞ ¼
XJ1
j¼0
XK1
k¼0
u^yhðj; kÞY ðj;kÞðy; zÞ for ðy; zÞ 2 Cyh: ð7Þ
This bijective cosine-sine transformation uyð0; ; Þ 7! u^yh will be denoted by Y.
Similarly, for uzh 2 Pzh , we deﬁne the sine-cosine transform coeﬃcients u^zh by the
relation
Fig. 3. Grid Ch
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uzhð0; y; zÞ ¼
XJ1
j¼0
XK1
k¼0
u^zhðj; kÞZðj;kÞðy; zÞ for ðy; zÞ 2 Czh: ð8Þ
The corresponding bijective mapping will be abbreviated by Z.
Beside the grids Cyh and C
z
h we need two layers of edges in x-direction adjacent to
the port. They bear the grids
Cxh :¼ ðh=2; jh; khÞ; j 2 f1; . . . ; J  1g; k 2 f1; . . . ;K  1g;
Cxh :¼ ðh=2; jh; khÞ; j 2 f1; . . . ; J  1g; k 2 f1; . . . ;K  1g:
We denote the restriction of F xh to C
x
h by P
x
h and set
X ðj;kÞðy; zÞ :¼ sinðgyÞ  sinðfzÞ;
g ¼ jp=a; j 2 f0; . . . ; J  1g; f ¼ kp=b; k 2 f0; . . . ;K  1g:
For uxh 2 Pxh we deﬁne the sine-sine transform coeﬃcients u^xh by the relation
uxhðh=2; y; zÞ ¼
XJ1
j¼0
XK1
k¼0
u^xhðj; kÞX ðj;kÞðy; zÞ for ðy; zÞ 2 Cxh: ð9Þ
We adopt the notation X for this bijective transformation.
Now we study the action of the discrete diﬀerential operator Ch on a function
uh ¼ ðuxh; uyh; uzhÞ 2 Fh that is of the special form
uxhðx; y; zÞ ¼ X ðj;kÞðy; zÞ  wxhðxÞ; ðx; y; zÞ 2 Gxh;
uyhðx; y; zÞ ¼ Y ðj;kÞðy; zÞ  wyhðxÞ; ðx; y; zÞ 2 Gyh;
uzhðx; y; zÞ ¼ Zðj;kÞðy; zÞ  wzhðxÞ; ðx; y; zÞ 2 Gzh;
ð10Þ
where wyh, w
z
h: fihgi2N0 ! R and wxh: fðiþ 12Þhgi2N0 ! R are grid functions on a
one-dimensional equidistant grid, see Figure 4. In the sequel the spatial fre-
quencies g and f are ﬁxed, since we focus on individual modes.
Fig. 4. Location of nodes for wxh, w
y
h, and w
z
h on the x-axis
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Using elementary manipulations we calculate for a single mode
Rðy;xÞh u
y
hðpÞ¼Rðy;xÞh ðY j;kðy;zÞwyhðxÞÞ
¼cosðgðyþh=2ÞÞsinðfzÞwyhðxþh=2Þcosðgðyþh=2ÞÞsinðfzÞwyhðxh=2Þ
cosðgðyh=2ÞÞsinðfzÞwyhðxþh=2Þþcosðgðyh=2ÞÞsinðfzÞwyhðxh=2Þ
¼ðcosðgyÞcosðgh=2ÞsinðgyÞsinðgh=2ÞÞsinðfzÞwyhðxþh=2Þ
ðcosðgyÞcosðgh=2ÞþsinðgyÞsinðgh=2ÞÞsinðfzÞwyhðxþh=2Þ
þðcosðgyÞcosðgh=2ÞþsinðgyÞsinðgh=2ÞÞsinðfzÞwyhðxh=2Þ
ðcosðgyÞcosðgh=2ÞsinðgyÞsinðgh=2ÞÞsinðfzÞwyhðxh=2Þ
¼2sinðgh=2ÞX j;kðy;zÞðwyhðxþh=2Þwyhðxh=2ÞÞ
for p 2 Gxh and
Dðy;zÞh uxhðpÞ ¼ Dðy;zÞh ðX j;kðy; zÞwxhðxÞÞ
¼ ð4 sinðgyÞ sinðfzÞwxhðxÞÞ  ðsinðgðy  hÞÞ sinðfzÞwxhðxÞÞ
 ðsinðgyÞ sinðfðzþ hÞÞwxhðxÞÞ  ðsinðgðy þ hÞÞ sinðfzÞwxhðxÞÞ
 ðsinðgyÞ sinðfðz hÞÞwxhðxÞÞ
¼ ð4 sinðgyÞ sinðfzÞwxhðxÞÞ
 ððsinðgyÞ cosðghÞ  cosðgyÞ sinðghÞÞ sinðfzÞwxhðxÞ
 ððsinðgyÞ cosðghÞ þ cosðgyÞ sinðghÞÞ sinðfzÞwxhðxÞ
 ððsinðfzÞ cosðfhÞ  cosðfzÞ sinðfhÞÞ sinðgyÞwxhðxÞ
 ððsinðfzÞ cosðfhÞ þ cosðfzÞ sinðfhÞÞ sinðgyÞwxhðxÞ
¼ ðð2 sinðgh=2ÞÞ2 þ ð2 sinðfh=2ÞÞ2ÞXj;kðy; zÞwxhðxÞ
for p 2 Gxh. For all the other terms in Equation (2), due to the symmetry of the
stencil, we get, using the abbreviations
rg :¼ 2h sin
1
2
hg
 
; rf :¼ 2h sin
1
2
hf
 
;
Rðz;xÞh u
z
hðpÞ ¼ X j;kðy; zÞhrfðwzhðx h=2Þ  wzhðxþ h=2ÞÞ; p 2 Gxh;
Rðx;yÞh u
x
hðpÞ ¼ Y j;kðy; zÞhrgðwxhðxþ h=2Þ  wxhðx h=2ÞÞ; p 2 Gyh;
Rðz;yÞh u
z
hðpÞ ¼ Y j;kðy; zÞh2rfrgwzhðxÞ; p 2 Gyh;
Rðx;zÞh u
x
hðpÞ ¼ Zj;kðy; zÞhrfðwxhðxþ h=2Þ  wxhðx h=2ÞÞ; p 2 Gzh;
Rðy;zÞh u
y
hðpÞ ¼ Zj;kðy; zÞh2rfrgwyhðxÞ; p 2 Gzh;
Dðx;zÞh uyhðpÞ ¼ Y j;kðy; zÞðð2þ ðhrfÞ2ÞwyhðxÞ  wyhðxþ hÞ  wyhðx hÞÞ; p 2 Gyh;
Dðx;yÞh uzhðpÞ ¼ Zj;kðy; zÞðð2þ ðhrgÞ2ÞwzhðxÞ  wzhðxþ hÞ  wzhðx hÞÞ; p 2 Gzh:
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This yields
C
X ðj;kÞwxh
Y ðj;kÞwyh
Zðj;kÞwzh
0
@
1
A ¼ X
ðj;kÞqxh
Y ðj;kÞqyh
Zðj;kÞqzh
0
@
1
A;
where the grid functions qxh, q
y
h and q
z
h are given by
qxh ¼ ðr2g þ r2fÞwxh  rgdxh=2wyh  rfdxh=2wzh;
qyh ¼ rgdxh=2wxh þ ðDxh þ r2fÞwyh  rgrfwzh;
qzh ¼ rfdxh=2wxh  rfrgwyh þ ðDxh þ r2gÞwzh:
The diﬀerence operators are deﬁned as
ðdxh=2 ~fhÞðxÞ :¼
~fhðxþ 12 hÞ  ~fhðx 12 hÞ
h
; x ¼ iþ 1
2
 
h; i 2 N0; ð11Þ
ðDxh ~fhÞðxÞ :¼
2 ~fhðxÞ  ~fhðx hÞ  ~fhðxþ hÞ
h2
; x ¼ ih; i 2 N: ð12Þ
The crucial insight is that each pair of spatial frequencies ðg; fÞ deﬁnes
an invariant subspace for Ch containing functions of the form (10).
Hence modal decomposition reduces the action of S to coupled one-dimensional
diﬀerence equations. Equation (6), when considered in the invariant subspaces,
reads
Fig. 5. Talbot contour
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ðr2g þ r2f þ s2Þwxh  rgdxh=2wyh  rfdxh=2wzh ¼ 0;
rgd
x
h=2w
x
h þ ðDxh þ r2f þ s2Þwyh  rgrfwzh ¼ 0;
rfd
x
h=2w
x
h  rfrgwyh þ ðDxh þ r2g þ s2Þwzh ¼ 0:
ð13Þ
What bars us from a straightforward application of the ideas that have been
successful in the case of the wave equation, cf. [7, 10], is the staggered location of
the wxh nodal values. A remedy is to introduce the diﬀerence of these nodal values
as auxiliary grid function
pxhðxÞ ¼ wxh x
1
2
h
 
 wxh xþ
1
2
h
 
; ð14Þ
which results in
ðr2g þ r2f þ s2Þpxh þ hrgDxhwyh þ hrfDxhwzh ¼ 0;
rg 1h p
x
h þ ðDxh þ r2f þ s2Þwyh  rgrfwzh ¼ 0;
rf 1h p
x
h  rfrgwyh þ ðDxh þ r2g þ s2Þwzh ¼ 0:
ð15Þ
Now we apply the zeta-transform to (15). Deﬁning the formal series
X ðnÞ :¼
X1
n¼0
pxhðnhÞnn ; Y ðnÞ :¼
X1
n¼0
wyhðnhÞnn and ZðnÞ :¼
X1
n¼0
wzhðnhÞnn;
we can rewrite Equation (15):
ðr2g þ r2f þ s2ÞX ðnÞ 
rg
h
ðn1  2þ nÞY ðnÞ  rf
h
ðn1  2þ nÞZðnÞ
¼  rg
h
ðn1wyhð0Þ  wyhðhÞÞ 
rf
h
ðn1wzhð0Þ  wzhðhÞÞ
rg
1
h
X ðnÞ  1
h2
n1  2
h2
þ r2f þ s2
 
þ 1
h2
n
 
Y ðnÞ  rgrfZðnÞ
¼ 1
h2
ðwyhðhÞ  n1wyhð0ÞÞ
rf
1
h
X ðnÞ  rgrfY ðnÞ  1h2 n
1  2
h2
þ r2g þ s2
 
þ 1
h2
n
 
ZðnÞ
¼ 1
h2
ðwzhðhÞ  n1wzhð0ÞÞ
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Solving for X ðnÞ, Y ðnÞ and ZðnÞ we get
X ðnÞ ¼ h rgðw
y
hðhÞn wyhð0ÞÞ þ rfðwzhðhÞn wzhð0ÞÞ
1þ ððr2g þ r2f þ s2Þh2 þ 2Þn n2
;
Y ðnÞ ¼ w
y
hð0Þ þ wyhðhÞn
1þ ððr2g þ r2f þ s2Þh2 þ 2Þn n2
;
ZðnÞ ¼ w
z
hð0Þ þ wzhðhÞn
1þ ððr2g þ r2f þ s2Þh2 þ 2Þn n2
:
ð16Þ
To begin with, since pxhð0Þ does not occur we obtain the relationship
pxhð0Þ ¼ wxhðh=2Þ  wxhðh=2Þ ¼ hðrgwyhð0Þ þ rfwzhð0ÞÞ: ð17Þ
The second and third equation of (16) are of the form
X1
n¼0
ann
n ¼ 1
1 ððr2g þ r2f þ s2Þh2 þ 2Þnþ n2
qðnÞ;
where qðnÞ ¼ q0 þ q1n is a polynomial of degree 1 in n, with coeﬃcients depending
on boundary values wzhð0Þ and wyhð0Þ and on auxiliary values wzhðhÞ and wyhðhÞ.
A fractional decomposition gives
X1
n¼0
ann
n ¼ c 1
n10  n
 1
n0  n
 !
ðq0 þ q1nÞ
¼ c
X1
n¼0
nn0n
n  1
nn0
nn
 !
ðq0 þ q1nÞ
¼ c
X1
n¼0
q0 n
n
0 
1
nn0
 
nn þ
X1
n¼0
q1 n
n
0 
1
nn0
 
nnþ1
 !
¼ c
X1
n¼0
q0 þ q1 1n0
 
nn0  q0 þ q1n0ð Þ
1
nn0
 
nn  q1ðn0  n10 Þ
 !
;
where c :¼ ðn0  n10 Þ1 and n0 is the root of 1 ððr2g þ r2f þ s2Þh2 þ 2Þnþ n2, such
that jn0j < 1 for <ðsÞ > 0. Hence the sequence an will only be bounded for n!1,
if
q0 þ q1n0 ¼ 0:
Since the sequences wyhðnhÞ and wzhðnhÞ have to be uniformly bounded, this con-
dition gives
wyhð0Þ  wyhðhÞn0 ¼ 0; wzhð0Þ  wzhðhÞn0 ¼ 0;
274 R. Hiptmair and A. Scha¨dle
and equivalently
wyhð0Þ ¼
wyhðhÞ  wyhð0Þ
n10  1
; ð18Þ
wzhð0Þ ¼
wzhðhÞ  wzhð0Þ
n10  1
; ð19Þ
These yield non-reﬂecting boundary conditions for the time-dependent
Maxwell equation in a waveguide. Equation (17) is redundant, as we will see in
Section 5.
Equations (18), (19) and (17) are spatially discrete non-reﬂecting boundary con-
ditions in the Laplace domain expressed with respect to the transversal modes,
because they provide equations for the values wyhð0Þ, wzhð0Þ, and wxhðh=2Þ as
functions of nodal values inside X. It is important to note that one more layer of
the regular grid is required on the X-side of the port, cf. Section 5.
Transforming back to time and grid domain we get the following relation between
boundary values and diﬀerences of boundary and auxiliary values for uh
uxhðh=2; y; z; tÞ ¼ uxhðh=2; y; z; tÞ
þX1ðhðrgYðuyhð0; ; ; tÞðj; kÞÞ þ rfZðuzhð0; ; ; tÞðj; kÞÞÞÞðy; zÞ;
uyhð0; y; z; tÞ ¼ Y1
Z t
0
fj;kðt  sÞYðuyhðh; ; ; sÞ  uyhð0; ; ; sÞÞðj; kÞ ds
 
ðy; zÞ;
uzhð0; y; z; tÞ ¼Z1
Z t
0
fj;kðt  sÞZðuzhðh; ; ; sÞ  uzhð0; ; ; sÞÞðj; kÞ ds
 
ðy; zÞ;
ð20Þ
where X, Y and Z denote sine-sine, cosine-sine, and sine-cosine transforms,
respectively.
The Laplace transform Fj;kðsÞ of fj;kðtÞ is given by
Fj;kðsÞ :¼ 1
n10  1
¼ 2
h2 ðr2g þ r2f þ s2Þ þ r2g þ r2f þ s2
 1=2
r2g þ r2f þ s2 þ 4h2
 1=2  : ð21Þ
Recall that
rg ¼ 2h sin
1
2
hj
p
a
 
; rf ¼ 2h sin
1
2
hk
p
b
 
were deﬁned previously.
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Thus, we are left with evaluating the temporal convolution for each transform
coeﬃcient. Its eﬃcient evaluation will be the focus of the next section.
4. Convolution Algorithm
In this section we describe the algorithm for computing temporal convolutions.
This algorithm was ﬁrst presented in [7], where it was applied to non-reﬂecting
boundary conditions for Schro¨dinger and wave equations. Here we give a brief
description of the algorithm and provide the outline of an implementation in
MATLAB [8].
From (21) it is clear that the function s 7! Fg;fðsÞ has singularities in
a ; a :¼ i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2g þ r2f
q
and in  c ; c :¼ i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2g þ r2f þ 4=h2
q
:
For convenience we drop the subscripts of Fj;k and fj;k for the remainder of this
section.
Consider the convolution
Z t
0
f ðt  sÞgðsÞ dt
which is to be computed on the grid t ¼ 0;Dt; 2Dt; . . . ; T ¼ NtDt with step size Dt.
Here f and g play diﬀerent roles. As shown above we are interested in situations
where the evaluation of gðsÞ at s ¼ nDt requires knowledge of the values of the
convolution up to ðn 1ÞDt, so that the required values of gðsÞ cannot be com-
puted in advance. It is the Laplace transform F ðsÞ of the convolution kernel f ðtÞ,
rather than the kernel itself, which is known a priori and can be evaluated easily.
Therefore the algorithm should use evaluations only of F ðsÞ.
The algorithm presented below will only require OðNt logNtÞ operations and
OðlogNtÞ memory. It approximates the kernel f ðtÞ by sums of exponentials locally
on a sequence of fast-growing intervals I‘ covering ½Dt; T :
I‘ ¼ ½B‘1Dt; ð2B‘  1ÞDt; ð22Þ
where B > 1 is an integer and ‘ ¼ 1; . . . ;K such that ð2BK  1Þ  Nt. The
approximation of f ðtÞ on I‘ results from applying the trapezoidal rule to a
parameterization of the contour integral for the inverse Laplace transform,
f ðtÞ ¼ 1
2pi
Z
C‘
F ðkÞ etk dk 
XN
j¼N
wð‘Þj F ðkð‘Þj Þ etk
ð‘Þ
j ; t 2 I‘; ð23Þ
with a suitably chosen complex contour C‘ to be described in detail below. The
number of quadrature points on C‘ is chosen independent of ‘, but may depend
on the kernel. It is much smaller than what would be required for a uniform
approximation of the contour integral on ½0; T .
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The numerical integration in (23) is done by applying the trapezoidal rule with
equidistant steps to a parameterization of a Talbot contour [9, 12], which is given
by
ðp; pÞ ! C h 7! rþ l h cotðhÞ þ imhð Þ ð24Þ
where the parameters l, m and r are such that the singularities of F ðsÞ, a and c,
lie to the left of the contour. We will use up to four shifted Talbot contours to
enclose all the singularities of F , see Figures 6 to 9.
We set r0 ¼ 0, l0 ¼ 8, l ¼ l0=ðð2B‘  1ÞDtÞ, m0 ¼ 0:6 and b ¼ plm0=2, i.e. b is the
imaginary part of the intersection of the Talbot contour given by m0 and l with
r ¼ 0. The parameter l depends only on ‘, whereas the parameters m and r
depend on the singularities of the kernel, a and c. The parameters l0 and m0
were obtained by minimizing the error in approximation (23). For a more detailed
discussion on the error for general F see the references [9, 12] and for a discussion
on the error for the Laplace transform F of the convolution kernel under con-
sideration here, which is the same as for the wave equation, we refer to [7, 10].
We choose C to be one contour C0 enclosing all four singularities if a < b and
b < ðc aÞ=2, setting m ¼ m0ð1þ a=bÞ and r ¼ r0.
We choose two contours C0 and bC0 if a  b and b > ðc aÞ=2 where C0 is given
by m ¼ m0ð1þ ðc aÞ=ð2bÞÞ and r ¼ ðcþ aÞ=2 and bC0 is given by
m ¼ m0ð1þ ðc aÞ=ð2bÞÞ and r ¼ ðcþ aÞ=2.
Fig. 6. One contour enclosing all singularities
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This choice of C‘ can be written as the pseudo code given in Figure 10. There we
use the abbreviation kðl; m; r;NÞ for a vector of length 2N  1 whose entries are
points on a Talbot contour C given by the parameters l, m and r and wðl; m;NÞ for
a vector consisting of the quadrature weights wi corresponding to C, given in
Equation (23). exp denotes the exponential function and : the element by ele-
ment product of two vectors.
We choose C to be three contours C0 enclosing a, C1 enclosing c and bC1
enclosing c if a < b and b  ðc aÞ=2 where C0 is given by m ¼ m0ð1þ c=bÞ and
r ¼ r0 and C1 is given by m ¼ m0 and r ¼ c and bC1 is given by m ¼ m0 and r ¼ c
Fig. 7. Two contours enclosing all singularities
Fig. 8. Three contours enclosing all singularities
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We choose four contours C0, bC0, C1 and bC1 if a  b and b  ðc aÞ=2 where C0 is
given by m ¼ m0 and r ¼ a and bC0 is given by m ¼ m0 and r ¼ a and C1 is given by
m ¼ m0 and r ¼ c and bC1 is given by m ¼ m0 and r ¼ c.
For general boundary points a < b in the integral we have
Z b
a
f ðt  sÞgðsÞds ¼
Z b
a
1
2pi
Z
C
F ðkÞeðtsÞk dkgðsÞds
¼ 1
2pi
Z
C
F ðkÞeðtbÞk
Z b
a
eðbsÞkgðsÞds
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ðÞ
dk
where the inner integral ðÞ, henceforth denoted by yðb; a; kÞ, is recognized as the
solution at time b of the scalar linear initial value problem
y0 ¼ ky þ g; yðaÞ ¼ 0: ð25Þ
If ½t  b; t  a 	 I‘, then the contour integral over the Talbot contour C ¼ C‘ is
replaced with its trapezoidal rule approximation (23), which gives (omitting the
superscripts ‘ for notational simplicity)
Z b
a
f ðt  sÞgðsÞds 
Z b
a
XN
j¼N
wjF ðkjÞeðtsÞkjgðsÞds
¼
XN
j¼N
wjF ðkjÞeðtbÞkj yðb; a; kjÞ: ð26Þ
Fig. 9. Four contours enclosing all singularities
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The 2N þ 1 diﬀerential equations (25) with k ¼ kj are solved approximately by
replacing the function g with its piecewise linear approximation and then solving
exactly. Setting gn ¼ gðaþ nDtÞ, we get approximations yn  yðaþ nDtÞ recur-
sively via
Fig. 10. Algorithm for the choice of Talbot contours
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ynþ1 ¼ eDtkyn þ Dt
Z 1
0
eð1hÞDtkðhgnþ1 þ ð1 hÞgnÞdh
¼ yn þ e
Dtk  1
Dtk
Dtkyn þ Dtgn þ Dt gnþ1  gnDtk
 
 Dt gnþ1  gn
Dtk
¼ yn þ UðDtkÞ Dtkyn þ Dtgn þ Dt gnþ1  gnDtk
 
 gnþ1  gn
k
;
ð27Þ
where UðsÞ ¼ ðes  1Þ=s. The values of the vector u, U evaluated in K, used by the
function expint, Figure 11, are calculated once in the beginning, see the
initialize function given in Figure 14. There phis denotes the function
s 7!UðsÞ implemented in the package EXP4 described in [5].
To estimate the error, note that in total we approximate
Z b
a
f ðt  sÞgðsÞds 
Z b
a
f ðt  sÞgðsÞds;
where f is the quadrature approximation to f constructed using the Laplace
inversion due to Talbot, whose error is well under control, and g is the piecewise
linear interpolant of g.
The approximations of the inverse Laplace transform and the solution of the
initial value problems (25) can be combined into a fast convolution algorithm that
requires OðNt logB NtÞ arithmetical operations and OðlogB NtÞ memory. For a
detailed step by step explanation of the algorithm we strongly advise the reader
to have a look at one of the references [7, 10].
The general base-B algorithm approximates the convolution as follows: in the nth
step (n ¼ 1; . . . ;Nt), let t ¼ nDt approximate g on ½t  Dt; t linearly. So we get
Fig. 11. Pseudocode for the integration of diﬀerential equation (25)
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Z t
tDt
f ðt  sÞgðsÞds 
Z t
tDt
f ðt  sÞdsgðt  DtÞ
þ
Z t
tDt
f ðt  sÞs ds gðtÞ  gðt  DtÞ
Dt
: ð28Þ
The integrals are approximated as the inverse Laplace transforms of F ðsÞ=s and
F ðsÞ=s2, respectively:
/1 :¼
Z Dt
0
f ðDt  sÞds 
XN
j¼N
wjF ðkjÞ=kj eDtkj ;
/2 :¼
Z Dt
0
f ðDt  sÞs ds 
XN
j¼N
wjF ðkjÞ=k2j eDtkj ;
ð29Þ
where the weights wj and nodes kj correspond to a Talbot contour with the
parameters chosen for t ¼ Dt. /1 and /2 are calculated once and are reused in
every step, so it is favorable to calculate them with high accuracy, i.e using more
points on C than usual.
To approximate
Z tDt
0
f ðt  sÞgðsÞds
let L be the smallest integer for which t < 2BLDt. For ‘ ¼ 1; 2; . . . ; L 1 determine
integers B  q‘  1 such that
s‘ ¼ q‘B‘Dt satisfies t  s‘ 2 ½B‘1Dt; ð2B‘  1ÞDt:
Note that q‘ is increased by 1 every B‘ steps, and t  Dt > s1 >    > sL1 > 0. Set
s0 ¼ t  Dt and sL ¼ 0. Then we split and approximate
Z tDt
0
f ðt  sÞgðsÞds ¼
XL
‘¼1
Z sl1
sl
f ðt  sÞgðsÞds ð30Þ

XL
‘¼1
XN
j¼N
wð‘Þj F ðkð‘Þj Þeðts‘1Þk
ð‘Þ
j yðs‘1; s‘; kð‘Þj Þ; ð31Þ
where wð‘Þj and k
ð‘Þ
j are the weights and quadrature points for the Talbot contour
C‘ that corresponds to the base-B approximation interval I‘ ¼ ½B‘1Dt; ð2B‘  1Þ
Dt of (22). Note that ½t  s‘1; t  s‘ 	 I‘ for all ‘. The diﬀerential equations
determining yðt; s; kÞ are advanced by one step of (27) for all values k on all Talbot
contours for every time step t ! t þ Dt. The operation counts and memory
requirements are proportional to NtKtN and KtN , respectively, where the number
of integration contours is bounded by Kt 
 logB Nt.
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The approximation (31) is calculated by the algorithm convolutionint given
in Figure 13. Note that EKFKW and EK are vectors calculated once in the
beginning by the initialize function given in Figure 14.
The algorithm that stores and organizes the solutions of all the diﬀerential
Equations (25) according to the splitting (30) is given in Figure 15. There
 Y is the solution of the diﬀerential equation, which is updated in every step by
expint and has to be restarted with starting values 0 if n is a multiple of B‘,
 YM stores the solution of the diﬀerential equation if it is completed, i.e it
corresponds to the stair-shaped regions in Figure 12,
 YT contains the solution of (25) that are required by convolutionint and
 YA corresponds to the rectangular intermediate light gray regions in Figure 12,
where the tessellation of the t – s plane is given for B ¼ 5.
Further explanations are given in [7], Sections 2.4 and 2.5.
5. Complete Discretization
Many options are available for the spatial discretization of the electric wave
equation inside X (taking into account the transition layer adjacent to the port,
where Yee’s scheme still has to be used). We assume that the mass matrix related
Fig. 12. Tessellation of the t  s plane for B ¼ 5. For ‘ ¼ 2 the maximal and minimal value of t  s‘
are indicated by arrows
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to the dielectric coeﬃcient  will still be constant. Then the semi-discrete equation
inside X reads
d2uh
dt2
þThuh ¼ 0; ð32Þ
where Th is a discrete version of curl l1curl subject to Dirichlet boundary
condition on the ports and scaled with the inverse  mass matrix. Next, we use the
explicit leap-frog scheme for time-stepping
Fig. 13. Pseudocode for the evaluation of the convolution integral
Fig. 14. Overview of required values necessary for the convolution algorithm, which are calculated
in advance
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uhðp; ðnþ 1ÞDtÞ ¼ ð2þ Dt2ThÞuhðp; nDtÞ  uhðp; ðn 1ÞDtÞ:
How can we incorporate the new non-reﬂecting boundary conditions in the
context of leap-frog time-stepping? The non-reﬂecting boundary conditions as
Fig. 15. Organization of the solution of diﬀerential equations
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given in Equations (20) are implicit in time and are used to update boundary
values of uh at the ports. Yet, the leap-frog time-stepping is explicit and it is highly
desirable to have explicit non-reﬂecting boundary condition, too. To obtain them
we have to modify the direct step in the convolution algorithm. Instead of
interpolating diﬀerences of boundary and auxiliary values linearly as in Equa-
tion (28), we will use linear extrapolation at this stage. More precisely, we
approximate, with /1 and /2 from Equation (29),
Z tþDt
t
f ðt  sÞgðsÞds  /1gðtÞ þ /2
gðtÞ  gðt  DtÞ
Dt
: ð33Þ
The transition layer at a part of the port is shown in Figure 16. The solid
edges are located in the interior of X and their nodal values (represented by
white arrows on solid lines) are to be updated in the course of leap-frog time-
stepping. To do this, the leap-frog scheme needs auxiliary values from edges
located in the port plane C and from x-edges in the transition layer (black
arrows on dashed lines in Figure 16). These are computed using the convo-
lution algorithm, i.e
Fig. 16. Interface layer with auxiliary boundary values
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uyhð0;y;z; tþDtÞ¼Y1
"
U1ðj;kÞYðuyhðh; ; ; tÞuyhð0; ; ; tÞÞðj;kÞ
þU2ðj;kÞ
Dt
ðYðuyhðh; ; ; tÞuyhð0; ; ; tÞÞðj;kÞ
Yðuyhðh; ; ; tDtÞuyhð0; ; ; tDtÞÞðj;kÞÞ
þ
Z t
0
fj;kðtþDt sÞYðuyhðh; ; ; tÞuyhð0; ; ; tÞÞðj;kÞds|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
calculated using the fast convolution algorithm
#
ðy;zÞ;
uzhð0;y;z; tþDtÞ¼Z1
"
U1ðj;kÞZðuzhðh; ; ; tÞuzhð0; ; ; tÞÞðj;kÞ
þU2ðj;kÞ
Dt
ðZðuzhðh; ; ; tÞuzhð0; ; ; tÞÞðj;kÞ
Zðuzhðh; ; ; tDtÞuzhð0; ; ; tDtÞÞðj;kÞÞ
þ
Z t
0
fj;kðtþDt sÞZðuzhðh; ; ; tÞuzhð0; ; ; tÞÞðj;kÞds|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
calculated using the fast convolution algorithm
#
ðy;zÞ:
where U1 and U2 are given by
U1ðj; kÞ ¼
XN
l¼N
wl
Fj;kðklÞ
kl
eDtkl and U2ðj; kÞ ¼
XN
l¼N
wl
Fj;kðklÞ
k2l
eDtkl ; cf : ð29Þ
The components of the ﬁeld in the boundary layer orthogonal to the boundary
(black sharp arrows on dashed lines pointing in x-direction in Figure 16) are
updated using the leapfrog scheme in the transition layer, which requires
boundary and auxiliary values only. Thus, as stated in Section 3, Equation (17) is
redundant.
Using the deﬁnition of dxh from (11), we can rewrite the boundary condition.
uyhð0; y; z; t þ DtÞ ¼ Y1
"
U1ðj; kÞYðhdxh=2uyhðh=2; ; ; tÞÞðj; kÞ
þ U2ðj; kÞ
Dt

Yðhdxh=2uyhðh=2; ; ; tÞÞðj; kÞ
Yðhdxh=2uyhðh=2; ; ; t  DtÞÞðj; kÞ

þ
Z t
0
fj;kðt þ Dt  sÞYðhdxh=2uyhðh=2; ; ; tÞÞðj; kÞds
#
ðy; zÞ
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uzhð0; y; z; t þ DtÞ ¼Z1
"
U1ðj; kÞZðhdxh=2uzhðh=2; ; ÞÞðj; kÞ
þ U2ðj; kÞ
Dt

Zðhdxh=2uzhðh=2; ; ; tÞÞðj; kÞ
Zðhdxh=2uzhðh=2; ; ; t  DtÞÞðj; kÞ

þ
Z t
0
fj;kðt þ Dt  sÞZðhdxh=2uzhðh=2; ; ; tÞÞðj; kÞds
#
ðy; zÞ
Remark: Sine and cosine transform are implemented using fast transform algo-
rithms. The fast sine transform can be implemented straightforward using the
standard fast Fourier transform that comes with MATLAB. The usual cosine
transform as given for example in Section 5.6 by Jain [6], uses a scaling of the ﬁrst
coeﬃcient diﬀerent from the one we use in Equations (7) and (8), so it has to be
modiﬁed. The reordering given in [6] remains valid, though.
Figure 17 gives an overview of the algorithm for the time integration of Maxwell’s
equations.
6. Numerical Experiments
To validate our non-reﬂecting boundary conditions we calculate the evolution of
an electric wave in a homogeneous lossless waveguide ~X ¼ ½1;1  ½0; p½0; p
with perfectly conducting walls. The computational domain is given by X ¼ ½0; p
½0; p  ½0; p. Thus we are using our non-reﬂecting boundary conditions at x ¼ 0
and x ¼ p. We compute an approximate solution u for the electric wave equation
(1) in X [ X1 [ X2 subject to the initial condition
uð0Þ ¼ u0 and ddt uð0Þ ¼ 0;
where the divergence-free initial value u0 at t ¼ 0 is given by
ux0ðx;y;z;0Þ¼ aexpðððxp=2Þ2þðyp=2Þ2þðzp=2Þ2Þ=w0Þð2ðyp=2Þ=w0Þ
uy0ðx;y;z;0Þ¼ aexpðððxp=2Þ2þðyp=2Þ2þðzp=2Þ2Þ=w0Þð2ðxp=2Þ=w0
þ2ðzp=2Þ=w0Þ
uz0ðx;y;z;0Þ¼ aexpðððxp=2Þ2þðyp=2Þ2þðzp=2Þ2Þ=w0Þð2yp=2Þ=w0
Here a ¼ 5 and w0 ¼ 0:05 are parameters set to ﬁt u0 to the computational do-
main. In the discrete scheme, u0 is interpolated onto the edges of the grid. Then
another L2-orthogonalization is carried out, in order to ensure that the discrete
initial value uhð0Þ is approximately orthogonal to the kernel of the discrete curl.
This is essential for obtaining meaningful solutions of Maxwell’s equations.
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The second initial condition is incorporated by formally setting
uhðDtÞ ¼ uhð0Þ  1
2
Dt2Chuhð0Þ:
We refer to Section 2 for the deﬁnition of Ch.
We measure the error introduced by the non-reﬂecting boundary conditions by
comparing the discrete solution with a reference solution calculated on the larger
domain Xref ¼ ½p; 2p  ½0; p  ½0; p. Hence, we can be certain that no spurious
reﬂections pollute the reference solution before t ¼ 2p. Any deviation of both
solutions must be due to the approximation error of the inverse Laplace trans-
form and the error introduced by the diﬀerent ways of time-stepping used inside
the computational domain and on the boundary.
Fig. 17. Complete time-stepping for Maxwell’s equations in X using convolution based non-reﬂecting
boundary conditions
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Calculating on a uniform grid with 32 and 64 grid points in each direction (i.e.
h ¼ p=32 and h ¼ p=64) and setting the parameters of the convolution algorithm
B ¼ 5, N ¼ 15 the evolution of the l2 norm of the error is shown in Figure 18 for
diﬀerent time step sizes, Dt ¼ h=2, h=4 and h=8.
We see that the error only depends on the time step size Dt. This example further
illustrates that our algorithm is of second order in time as can be expected. For
this choice of parameters the dominating error is that of the time integration. For
a discussion of the error introduced by the approximation of the inverse Laplace
transform we refer to [7, 10]. We point out that the deviation is zero before the
waves reach the ports.
The energy of the electric wave is given as the sum of magnetic energy and electric
energy.
EðnDtÞ :¼ EmagðnDtÞ þ EelðnDtÞ;
where
EmagðnDtÞ :¼ h3
 X
j;k;l
ðuxðjh; kh; lh; nDt þ DtÞ  uxðjh; kh; lh; nDt  DtÞÞ2=ð4Dt2Þ
þ ðuyðjh; kh; lh; nDt þ DtÞ  uyðjh; kh; lh; nDt  DtÞÞ2=ð4Dt2Þ
þ ðuzðjh; kh; lh; nDt þ DtÞ  uzðjh; kh; lh; nDt  DtÞÞ2=ð4Dt2Þ
!
;
ð34Þ
Fig. 18. Evolution of l2 Norm of the error in X for diﬀerent h and Dt
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EelðnDtÞ :¼ h3
 X
j;k;l
ðcurl curl uÞxðjh; kh; lh; nDtÞuxðjh; kh; lh; nDtÞ
þ ðcurl curl uÞyðjh; kh; lh; nDtÞuyðjh; kh; lh; nDtÞ
þ ðcurl curl uÞzðjh; kh; lh; nDtÞuzðjh; kh; lh; nDtÞ
!
:
ð35Þ
Figure 19 displays the evolution of the energy over a long time interval ½0; 20p for
h ¼ p=32 and h ¼ p=64 and Dt ¼ h= ﬃﬃﬃ3p , Dt ¼ h=2 and Dt ¼ h=2. We point out that
we do not see any additional restrictions by the boundary condition on the sta-
bility limit for the time step size Dt which is Dt ¼ h= ﬃﬃﬃ3p for the leapfrog scheme in
these special cases.
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