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Abstract 
Categorical ocalization is a technique that has recently been exploited to study modules 
for a finite group G over an algebraically closed field k of prime characteristic. A kG-module 
M determines a subvariety V&4) of the maximal ideal spectrum of H*(G, k), and the 
dimension of V,(M) is called the complexity of M. Let J& denote the subcategory of the stable 
module category consisting of all modules of complexity at most c. We show that for any 
module M in the localized quotient category 9, = .MJ.M- 1 the module M @ B(M) has a direct 
sum decomposition in which the summands correspond to c-dimensional components of 
VG(M). We then fix a component V of VG(k) and consider the quotient of the stable category by 
the subcategory of all modules M such that I/ $ V&M). The structure of the endomorphism 
ring of the trivial module in this category is analyzed, and the quotient category of G is related 
to that of the normalizer of a certain elementary abelian p-subgroup. 
1. Introduction 
In [3] the authors in collaboration with Peter Donovan employed the quotient 
category construction as a technique for studying the modular representation theory 
of finite groups. Quotient categories can be used to filter the category of all modules 
over group algebras, and they provide a whole new viewpoint on the module theory in 
general. In addition to giving some fresh insights into the cohomology of finite groups, 
the study has also pointed the way to some new results on the induction functor from 
certain subgroups containing centralizers of elementary abelian p-subgroups [23. 
Let G be a finite group, and suppose that k is an algebraically closed field of 
characteristic p > 0. The primary emphasis of [3] was on the stable category mod-kG 
of all kG-modules modulo projectives, filtered by subcategories determined by com- 
plexity. The complexity of a module A4 is the polynomial rate of growth of a minimal 
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projective resolution of M. It is also the dimension of the support variety Vo(M) in the 
maximal ideal spectrum I/,(k) of H*(G, k). Hence it is never larger than the dimension 
of T/,(k), which is equal to the p-rank of G. Let AC be the full subcategory of mod-kG 
consisting of all modules of complexity at most c, and let 2& = JZJJV_ r . Then 2ZC has 
the same objects as AC, but the morphisms are obtained by a process that turns out to 
be a homogeneous localization of the cohomology (see Theorem 3.5 of [3]). The 
connection with the cohomology allows for the decompositions of objects and 
morphisms according to the components of the varieties of the modules. Specifically, if 
r = dim V&k), then End9r(k) is a direct sum of local rings that are in one-to-one 
correspondence with the r-dimensional components of V,(k). A similar decomposi- 
tion holds for the endomorphism ring End2=(M) of any module M in 9,. 
A main purpose of this paper is to deal with the case of a single component in I/,(k). 
That is, we fix a component I’ and let JY be the full subcategory of mod-kc consisting 
of modules whose varieties do not contain I/. In the quotient category 22 = mod- 
kG/A?, the endomorphism ring End2(k) of the trivial module is a commutative local 
ring obtained by homogeneous localization of H*(G, k). Some of the basic properties 
of the ring are set out in Section 4. We show, for example, that it contains a subfield 
over which the set of morphisms between any two modules in 2’ is a finite-dimensional 
vector space. In Section 5 we look at equivalences of quotient categories. In particular, 
the component Y corresponds to the conjugacy class of a maximal elementary abelian 
p-subgroup E, and under proper circumstances there is an equivalence between the 
quotient category for G and that for the normalizer of E. 
A second purpose of this paper is to lay the groundwork for some future investiga- 
tions. A major open question concerns the structure of endomorphism rings of 
modules in the complexity quotient categories &?J_%ld when the difference c - d is 
greater than one. The decompositions of objects according to the structure of the 
varieties can still be obtained, and it should be the case that the sets of morphisms 
between modules are finitely generated over End A,Ac’,lAd(k). But in spite of some recent 
progress in [S], the structure of EndA,,&k) is still a mystery. 
As motivation for studying the quotient categories arising from a single component 
of VG(k), we present the following. 
Theorem 1.1. Let M be a kG-module of complexity c > 0. Suppose that Vo(M) = 
VIU ... uV~UW where VI, . . . , V, are the components of dimension c and W is the 
union of the components of smaller dimension. For 1 I i I t let Ni be the full sub- 
category of AC consisting of all modules L such that Vo(L)n Vi < Vi. Then 
In other words, the endomorphisms in &CC/&&, are determined by the one- 
component quotients. Furthermore, if M and N are objects in J!, and if their varieties 
do not share an irreducible component of dimension c, then HornACx,iAC_,(M, N) = 0 
J.F. Carlson. W. W. Wheeler /Journal of Pure and Applied Algebra IO2 (1995) 137-153 139 
(see Lemma 3.7 of [3]). Theorem 1.1 is prove in Section 3, along with some other 
results on decompositions. 
Although it is known that any object in one of the quotient categories is a finite 
direct sum of indecomposable objects, the decompositions of the endomorphism rings 
do not translate directly into decompositions of modules because there is no 
Krull-Schmidt Theorem. Instead, adjustments must be made in order to get the direct 
sum splittings that are compatible with the structure of the varieties. In [2] the 
adjustment was to take a multiple of the module. In Section 3 we use a different 
technique that also works with some success in the quotient categories J%?~/J%‘~ (see 
[S]). To this point most of the applications of the quotient construction have involved 
the splittings, as in [4]. 
2. Notation and preliminaries 
In this section we fix the notation that will be used throughout he rest of the paper, 
and we recall a number of results from [3] that will be useful. 
Let G be a finite group, and let p be a prime divisor of IGI. Fix an algebraically 
closed field k of characteristic p. If H is any subgroup of G, then the trivial kH-module 
will also be denoted by k, or sometimes by kH if we wish to emphasize the subgroup. If 
M is a kG-module, then MiH denotes the restriction of M to H; if N is a kH-module, 
then NTG denotes the induced module. When we wish to think of restriction and 
induction as functors, we write them as Rest and Ind$. The restriction map between 
the cohomology rings will be denoted by resG,H: H*(G, k) + H*(H, k). 
The cohomology ring H*(G, k) is a finitely generated, graded k-algebra, and if 
<, 9 E H*(G, k) are homogeneous, then [r = ( - l)(degi)(degV)yli. In particular, H*(G, k) 
is commutative if p = 2. If p > 2, then all elements of odd degree are nilpotent, so they 
lie in the radical Rad H*(G, k). Thus H*(G, k)/Rad H*(G, k) is always a commutative 
ring, and the maximal ideal spectrum VG(k) of H*(G, k) is a homogeneous affine 
variety. If 5 is any element of H*(G, k), then v,(c) denotes the subvariety consisting of 
all maximal ideals containing i. If M is a kG-module, then Ext,*,(M, M) z 
H*(G, Hom,(M, M)) is a finitely generated module over H*(G, k). Let J(M) denote 
the annihilator of EXtzG(M, M) in H*(G, k), and let V,(M) c VG(k) denote the 
subvariety consisting of all maximal ideals containing J(M). The complexity of the 
module M is the dimension of T/G(M). If H is a subgroup of G, then the restriction map 
resG,H: H*(G, k) + H*(H, k) induces a map resg,,: T/,(k) -+ I/,(k). For more details 
on varieties an cohomology rings see [l] or [S]. 
Let mod-kG denote the category of all finitely generated right kG-modules. If 
M and N are kG-modules, let PHOITI&M, N) E HOIII&M, N) denote the subspace 
of all kG-homomorphisms that factor through a projective module. The stable 
category mod-kG has the same objects as mod-kG, but morphisms are defined by 
setting HOn&(M, N) = HomkG(M, N)/PHOm&M, N). The stable category is tri- 
angulated by Theorem 1.2.6 of [8], and the translation functor is given by 52-l. 
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If 5 E H”(G, k), then we write c: G”(k) + k for the morphism in mod-kG representing 
c. Since there are no projective homomorphisms from Q”(k) to k, we can also regard 
f as a homomorphism in mod-kG. If M is a kG-module, then we will also write CM for 
cuIdM E Ex&(M, M), and we let fM:O”(M) + M be the morphism in mod-kG 
representing CM. If 5 = 0, set L, = B”(k) 0 Q(k); if [ # 0, set L, = Ker c Then L, can 
also be described as the module with no projective summands uch that mod-kG has 
a triangle of the form 
L -Q”(k)- 5 ’ k - ir’(L[). 
Let E be a maximal elementary abelian p-subgroup of G. Then V, = res.$, s( VE(k)) 
is a component of the variety VG(k). Indeed, the Dimension Theorem of Quillen says 
that VG(k) = u V,, where the union is over a complete set of representatives of the 
conjugacy classes of maximal elementary abelian p-subgroups of G. Moreover, if M is 
any kG-module with V, E V,(M), then V,(k) = V,(M,,). If E c H s G, let M(H, E) 
denote the full subcategory of mod-kH consisting of all modules M such that 
res&(V,(k)) $ V,(M), and let $(H, E) denote the quotient mod-kH/N(H, E). Ex- 
plicitly, the objects in LJ(H, E) are the same as those of mod-kH. A morphism from 
M to M’ is represented by a triple (s, N, f), where s: N + M and f: N + M’ are 
morphisms in mod-k& and mod-kH has a triangle of the form 
s 
N-M- Z-Q-‘(N) 
with Z in JV(H, E). A morphism s : N -+ M embeds in such a triangle if and only if the 
triple (1, N, s) : N + M represents an isomorphism in 1(H, E). In this case we will 
simply say that s is a 2?(H, E)-isomorphism, even though, strictly speaking, s is not 
even a morphism in 2(H, E). Instead of writing the morphism (s, N,f) as a triple, we 
will sometimes express it as a diagram 
s f M-N-M’. 
Another triple (s’, N’, f’) represents the same morphism from M to M’ if and only if 
there exist an object N1 and maps t : N1 + N and t’: N1 + N’ in mod-kH such that 
t and t’ are A?(H, E)-isomorphisms with st = s’t’ andft =f’t’. It is often useful to think 
of the morphism (s, N, f) : M + M’ asfo s- ‘, even though s may not be invertible in 
mod-kH. For a more detailed description of localization and quotient categories the 
reader is referred to [7] or [9]. 
Now let c be a nonnegative integer that is at most the p-rank of G, and let .M’, be the 
full subcategory of mod-kG consisting of modules having complexity at most c. For 
c 2 1, set & = yll’,/.& r. The categories 9, admit a description that is entirely 
analogous to that given above for 9(G, E). Because JV(G, E) and AC_ r are thick 
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subcategories of mod - kG, the quotient categories 9(G, E) and _c& inherit a tri- 
angulated structure from mod-kG. The categories -2, where studied in [3], and further 
results are given in the next section of this paper. We begin by describing the results 
about Z& from [3] that we will need here, along with some analogous results for the 
quotients 9(G, E). 
Let Ml and M2 be objects of _!&, and set 
Sr = {[uIdM, I[ E H*(G, k) ’ h is omogeneous and dim V,(i)n T/,(M,)) < c}. 
If CM, = [uIdM, E Si has degree n, then [MI : Q”(M1) --) Ml isAZ?,-isomorphism. 
Moreover, the set Sr lies in the center of the graded ring Ext&-(M,, M,), and 
E* = E2c(M1, M,) is a graded module for Ezc(M,, Ml), so we can consider the 
localization E*S; i. If M3 is another object of &, then there is a well-defined 
composition 
0 :E3G(M2, M3)S;l 0 Ey&(M,, M2)S;l -+ Ey&(M1, M3)S;l . 
Suppose that f/CM, lies in (E*S; ‘)O, the elements of degree zero in E*S; I. Then 
degf = deg iM1, andfcan be regarded as a map @(Ml) + M2 for some n. 
Theorem 2.1. The map @:(E*S;‘)’ + Hom&Mi, M,) dejned by setting @(f/CM,) = 
(tM,,, lY(Ml), f) is a vector space isomorphism that commutes with compositions. 
Proof. See Theorem 3.5 of [3]. 0 
A similar result holds for the category 9(G, E). Indeed, suppose that Ml and M2 are 
objects of _%?(G, E) and set 
Sr = {&,li E H*(G, k) ’ h IS omogeneous and V, $ V,([)n I/,(M,)}. 
If E* = E%G(M,, M2), then again an element of (E*S; ‘)’ can be regarded as a pair 
of mapsf: SZ”(M1) + M2 and fiM, : O”(M,) + Ml. The same techniques used to prove 
Theorem 2.1 give the following result. 
Theorem 2.2. The map Y :(E*S; ‘)O + Hom9C(G,E)(Ml, M,) dejned by setting 
Wfli~J = (f,,, Q”(Ml),f) is a vector space isomorphism that commutes with com- 
positions. 
Using the isomorphisms of Theorems 2.1 and 2.2, we will sometimes identify 
HomsC(Ml, M2) or Hom90cA(Ml, M,) with the elements of degree zero in the 
appropriate localization of Ext,&(M1, M,). 
Let [ 1, . . . ,i, be homogeneous elements of H*(G, k) such that k[[,, . . . ,[,I is 
a polynomial subring of H*(G, k). If H*(G, k) is finitely generated as a module over 
kCC 1, . . . , Ll, then Cl , . . . ,&. is called a homogeneous set of parameters for H*(G, k). 
This is equivalent o the condition that dim VG(k) = r and Vc(c,)n ... n I’,(&) = (0). 
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The cohomology ring H*(G, k) always has a homogeneous et of parameters by the 
Noether Normalization Lemma. 
The next proposition is the analogue for 9(G, E) of Proposition 3.6 of [3]. Although 
the proof given in [3] also works here with straightforward modifications, the proof 
given below is somewhat simpler. 
Proposition 2.3. For some integer n > 0 there is an element [ E H”(G, k) such that 
tM: P(M) + M is a S?(G, E)-isomorphism for every object M. 
Proof. Let [ r, . . . , 5, be a homogeneous set of parameters for H*(G, k). Since 
T/c(Sl)n ... n V&l,) = {0}, there is an i such that I’, $ Vc(ci). Set c = ii and 
n = deg lie Then for any object M of _5!(G, E) it follows that V, $ V,(c)n V,(M), and 
fM is a 1(G, E)-isomorphism, as desired. 0 
If t is the smallest positive integer such that Q’(M) 1 M in _??(G, E) for every object 
M, then we call t the period of the category 9(G, E). This periodicity has one 
consequence that will be important to us later. Let MI and M2 be objects of _%?(G, E)
and consider the situation in Theorem 2.2. Since the degree of every element of S1 
is a multiple of t, we see that every element of (E*S; I)’ is a quotient f/CM,, and 
degf and deg I!&, are both divi+ by t. Thus instead of considering the elements of 
degree zero in the localization Ext&(M1z2), we can consider the elements of degree 
zero in the localization of @:=. Ex&(M,, M,) regarded as a module for 
@:=o E2G(M1, M,). Th e result is still isomorphic to Hom9(c,,(M,, MJ. 
Finally, we end this section with an observation on direct sum decompositions in 
9(G, E). Note that the following proposition does not provide a Krull-Schmidt 
Theorem in 3(G, E) because it includes no uniqueness assertion. 
Proposition 2.4. Any object in 9(G, E) is a$nite direct sum of indecomposable objects. 
Proof (sketch). This result was proven for & in Corollary 2.3 of [3] by constructing 
a function VG from objects of % to nonnegative integers. The function VG is constant 
on isomorphism classes and additive on direct sums, and qG(M) = 0 if and only if 
M Z 0 in Z&. Although VG is not constant on isomorphism classes of _%?(G, E) we get 
such a function & by setting r];(M) = qE(MLE). The argument of Corollary 2.3 of [3] 
then gives the desired result. 0 
3. Direct sum decompositions 
The main purpose of this section is to prove a result on direct sum decompositions 
in the category ..?$. For any object M the decomposition obtained will depend upon 
the c-dimensional components of VG(M). We begin by proving Theorem 1.1, which 
shows that endomorphism rings in & have such a decomposition. 
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Proof of Theorem 1.1. We are given a kG-module M E J& such that 
VG(M) = Vi u ... uVtuW,where Vi, . . . , V, are the components of dimension c and 
W is the union of all components of smaller dimension. For 1 I i I t set 
Si = {cMl[ E H*(G, k) is homogeneous and Vi $ V&c)}. 
As in Theorems 2.1 and 2.2, it follows that 
Hom.&<,_v,(M, ) g (Ex&(M, M) . S; ‘)O, 
The proof now follows the steps of Section 4 of [3]. 
Choose homogeneous elements [(r), . . . , cc’) such that W s VG([@)) for all i and 
V, s V&[(j)) if and only if i # j. Then for i # j it follows that V,(M) E 
V,([“‘)U Vo([“‘) = T/G([(i)~(j)) so some power of [(‘)[(j) annihilates Ext,*G(M, M). 
Thus if we replace each l(i) by’a suitable power, we may assume that the following 
conditions are satisfied: 
(a) [$cg = (c(i)Qj& = 0 for i #j; 
(b) (2 E Sj if and only if i = j; 
and 
(c) deg[“) = ... = deg[(‘). 
Let i = i(i) + ... + [@). For each i there is a maximal ideal mi E Vi such that 
c(j) E mi if and only if j # i. Hence [$mi, and VG([)n Vi # Vi for all i SO that 
dim(r/,([)n Vo(M)) < c. If n = deg{, then it follows that the map 
f@ 1,: Q”(k) 0 M + M is a 9,-isomorphism representing &. Thus ei = [‘z/c, 
defines an element of Homs,(M, M) for 1 I i I t, and 1 = el + ... + e,. Moreover, 
the elements el, . . . , e, are orthogonal idempotents of the center of Hom9,(M, M) so 
that 
Homsc(M, M) = fi Homsc(M, M)*ei. 
i=l 
It remains only to show that Hom9c(M, M)ei E HomAc/M,(M, M). The multiplica- 
tive set 
S = {ylylq E H*(G, k) is homogeneous and dim Vc(u)n I/,(M)) < c} 
is a subset of Si for 1 I i I t, so there is a natural ring homomorphism 
Yi:Hom2c(M, M) E (Ezo(M, M)S-‘)O + (E2c(M, M)S;‘)O 
E HomAc/A:(M, M) 
such that !Pi(ei) is an isomorphism. If j # i, then 0 = Yi(eiej) = Yi(ei)Yi(ej), SO it 
follows that Yi(ej) = 0. 
Next we show that Yi gives an isomorphism of Hom9E(M, M)ei onto 
Hom,ciM8(M, M). Without loss of generality it suffices to consider the case i = 1. Let 
/3 E H*(G, k) be a homogeneous element such that V1 $ V,(/?), and let u/PM E 
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HomAC,M,(M, M). Let s and u be positive integers such that deg(/P) = sdeg/I = 
un, and set q = /PcC1’ + (~‘*‘)“+ ’ + 3.. + (CC”)“+ ‘. Then it is easy to check that qnr E S, 
and 
i= 
0&‘([$‘)2 = @C’(SE’)* = aBLrS!Y 
BX!A’)* VMC VM 
in HomAC,_V,(M, M). It follows that !P1 maps abg lcg)/qM to a/&, so !P1 is surjective. 
Finally, we show that !Pr is a monomorphism on Hom9#4, M)el. Suppose that 
a/PM E Horn&M, M)er is in the kernel of Y1. Then a/#lu = 0 in Hom_,r:i_v,(M, M), so 
there is an element yM E S1 such that ayM = 0 in mod-kG. Let s and u be positive 
integers such that deg(y”) = sdeg y = WI, and set q = y’[“) + (~‘*‘)“+ ’ + ... + 
([“‘)“+‘. Then qM E S, and hence in Hom9,(M, M)ei we have 
This completes the proof. 0 
Thus we have a decomposition of the endomorphism rings corresponding to the 
components of the variety of the module. In a standard module category we would 
expect a decomposition of the module itself, but that may not happen in SC because 
there is no Krull-Schmidt Theorem. In particular, M may be indecomposable in Z& 
even though its endomorphism ring decomposes. On the other hand, as in [2], 
a multiple of M may decompose into a sum of modules each of which has a variety 
with a single c-dimensional component. In what follows we offer a different sort of 
decomposition. First we need a lemma. 
Lemma 3.1. Let 4’ E H”(G, k) and y E H”(G, k). Then there exist a projective module 
P and a short exact sequence of the form 
o-L,OL, - Q”(Ly) 0 WyL,) 0 P - L,,- 0. 
Remark. It is possible that the projective modules arising in the statement of Lemma 
3.1 and in the proof below might be zero. 
Proof. First suppose that y = 0. Then L, = Q”(k) @ Q(k) and L,, = Q”+“(k) @ Q(k). 
It follows from the definition of LC that there is a short sequence 
0-SZ(L)-S2m+1(k)@P1- 6 Q(k) - 0 
for some projective module PI. Thus there is also a short exact sequence 
0 - Q”(Lr) 0 Q(L[) -52”(Ly)052m+“(k)0SZm+1(k)OP1 
- O”+“(k) 0 Q(k) - 0. 
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Since L, @I L, E B”(LJ 0 s2(Ls) 8 P2 for some projective module P2 and Q”(LJ @ 
SZm(Ly) z s2”(Ly) 0 G,+“(k) @ Qm+l(k), the desired result follows in this case. Sim- 
ilarly, the result follows if [ = 0. 
Now assume that c # 0 and y # 0. Because L, = Ker f and L, = Ker 7, we see that 
there are chain complexes 
C(l): ... - O-L<----+ &2”‘(k)----+O- 0.. 
and 
c’(y): . . . -, O-L Y -G”(k)-O- . . . 
with Co(c) = Qm(k) and Co(y) = U’(k); moreover, these complexes are exact except in 
degree zero, and H’(C’([)) = i?Z”(C’(y)) = k. It follows from the Ktinneth Theorem 
that the tensor product C*(c) 8 C’(y) is a complex that is also exact everywhere xcept 
in degree zero, and H’(C’(c) @ C’(y)) = k. Hence there exist projective modules P3 
and P4 and an exact sequence 
O-L @Ly- r Qrn(Ly) 63 s2”(L[) 0 p3 
-SZm+“(k)@P4-k-0. 
Since the map Q’“+“(k)@ P4 --* k represents cy, its kernel is L,, 0 P5 for some 
projective module P5, and we get an exact sequence 
O-L @ILL,- r B”(L,) 8 Q”(Lg) 0 P-L,,- 0 
for some projective module P. This completes the proof. 0 
Theorem 3.2. Let M be a kG-module of complexity c. Suppose that Vo(M) = 
v,u *.* UV~U W, where VI, . . . , V, are irreducible components of V,(M) of dimension 
c and W is the union of all components of smaller dimension. Then there exist 
kG-modules N1, . . . , N, E 2& such that Vi is the only c-dimensional component of Vo(Ni) 
for1IiItand 
M@C2(M)zNN,@ ... @Nt 
Proof. For i = 1, . . . , t choose [i E H”‘(G, k) such that ViU W c Vo(ci) and 
Vj $ Vo([i) for j # i. Replacing <i by an appropriate power if necessary, we may 
assume that deg C = deg ci for all i and j and that the period of S, divides this degree. 
Moreover, we have Vo(c, ... &) = Vo(c,)u ..a uVo([,) 2 V&4), so there is an 
integer m > 0 such that (cl ... [Jm annihilates Ext&(M, M). Replacing each [i 
by CY’, we may also assume that c1 .a. [, annihilates Ext&(M, M). Set Li = Lci 
for i = 1, . . . ,t. 
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We show by induction on i that L,, _. ci @ A4 g (L, @ M) @ ... @ (Li @ M) in .J’& 
for 1 I i I t. If i = 1, then the result is trivial, so assume that i > 1. Then 
has dimension smaller than c. Let n = deg[, = ... = degi,. It follows from Lemma 
3.1 that there is a short exact sequence 
-f2”(L,, r,_10M)09”“-1’(LS‘OM)OP- L,, t.. <, 0 M- 0. 
for some projective module P, so Q”(L,, __ ig_, Q M) @ sZ”(‘- “(Li @ M) E L,, .,. (, Q M 
in 2?C. Since the period of & divides n, we conclude by induction that 
L,, c, 0 M g (L<, ct_, @ M) @ (Li 6 M) E (L, @ M) @ .‘. @ (Li 0 M). 
Now set i = t. Because ii ... & annihilates EXt&(M, M), Proposition 59.5 of [l] 
shows that L,, .., &@3 M z W’(M) @ O(M) in mod-kc. Thus in 1, it follows that 
MOS2(M)~LL,,...,0Mr(L,0M)0... @(L,@M).NowletNi=L,@M,;l.r-’ 
notice that vG(Ni) = T/,(Li)n T/,(M) has the desired form. 0 
4. The endomorphism ring of the trivial module 
In general, the generic point of the component V, = resT;, E( I’,(k)) of V,(k) is given 
by the minimal prime ideal ‘p = res ;,\(RadH*(E, k)), and one can think of the 
construction of 2(G, E) as localizing the category mod-kc away from v. The problem, 
however, is that it is necessary to use a homogeneous localization process. To obtain 
the endomorphism ring of the trivial module, for example, only the homogeneous 
elements of H*(G, k) that are not in 13 are inverted, and we then take the elements of 
degree zero in this localization. Because of this additional complication, the important 
algebraic properties of cohomology rings do not always transfer directly to the 
endomorphism rings in 2(G, E). This section is devoted to studying these endomor- 
phism rings, particularly that of the trivial module. 
For simplicity we will write 22 for 2?(G, E) throughout this section. 
Lemma 4.1. Ends(k) is a Noetherian ring. 
Proof. Let R = H*(G, k). Then there is a multiplicative subset S consisting of homo- 
geneous elements uch that End,(k) is isomorphic to (RF’)‘, the elements of degree 
zero in RS’. Now R is Noetherian and hence so is RS’. If I1 c I2 c ‘.. is an 
ascending chain of ideals in (RS- ‘)‘, then IIRS- ’ c 12RS-’ E ..e is an ascending 
chain of ideals in RS- I, so there is an integer n with Z,RS ’ = I,RS- ’ for all m 2 n. 
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Hence I, = (Z,RS- ‘)’ = (I&- ‘)’ = I, for m 2 n, and we conclude that (RF ‘)O is 
Noetherian. 0 
Lemma 4.2. End,(k) is an Artinian local ring. 
Proof. Suppose that M, c E H”(G, k) are elements uch that cl/c E End2(k) is not invert- 
ible. Then V, E V,(m) and Vs $! V,(c). Write Vo(k) = T/Eu W, where W is the union 
of all components of I/,(k) other than V,. Choose a homogeneous element 
/I E H*(G, k) such that W E V&?) but Vs $ V&I). Then fi is a %isomorphism, and 
V,(a/I) = V&)u V&3) = I/,(k), so M/? is nilpotent. In particular, u/I E RadH*(G, k). 
Since Rad H*(G, k) is nilpotent, there is an integer n with (Rad H*(G, k))” = 0. Then in 
Ends(k) we have (a/[)” = (@/[/I)” = 0. 
We have now shown that every element of End2(k) is either nilpotent or invertible, 
so Ends(k) is local. Moreover, if m denotes the maximal ideal, then it is easy to see that 
m” = 0. Because End9(k) is Noetherian by Lemma 4.1, we conclude that it is Ar- 
tinian. 0 
Proposition 4.3. There is a maximal subfield F of End9(k) such that k E F and Ends(k) 
is integral over F. 
Proof. Let m be the maximal ideal of Ends(k), and let 9 denote the collection of all 
k-subalgebras S of End2(k) such that Snm = 0. Note that 9 is nonempty because 
k E 9. Then Zorn’s Lemma implies that Y contains a maximal element F. 
We begin by showing that F is a field. Let x E F - (0). Since x#m, it follows that 
x is invertible in Ends(k). If x-‘&F, then the maximality of F implies that 
F[x-‘1 nm # 0. Thus there are elements ao, . . . , a,, E F such that y = a,x-” + 
an_1x-“+1 + ... +aoisanonzeroelementofm.Butthenx”y=a,+a,_ix+ ... + 
aox” E F n m = 0 and hence y = 0. Thus we get a contradiction, and it follows that F is 
a field. 
Now let u E End2(k). If F[u] # F, then F [u] nm # 0. It follows that there are 
elements bo, . . . ,bmml E F such that urn + bm_lu”‘-l + 1.. + boom. Since all ele- 
ments of m are nilpotent, we see that u is integral over F, and this completes the 
proof. 0 
Theorem 4.4. Let F 2 k be a maximal subfield of Endg(k) such that End2(k) is integral 
over F. Then Ends(k) is finite-dimensional over F. 
Proof. Set L(G) = End2(k)/RadEnd2(k). Then the natural map Ends(k) + L(G) 
maps F onto a subfield of L(G), and L(G) is algebraic over F. Example 5.1 of [3] shows 
that if r is the p-rank of E, then L(E) = Endl&k)/RadEnd2(,,,,(k) is a pure 
transcendental extension of k of degree r - 1. The restriction map 
Resg : Li!(G, E) -+ 2?(E, E) induces a map from L(G) onto a subfield of L(E), so we have 
k E F c L(G) E L(E). Since L(E) is finitely generated over k, it follows by Theorem 
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4.1.5 of [lo] that L(G) is finitely generated over k and hence also over F. Since L(G) is 
also algebraic over F, we see that it is finite-dimensional. Because Ends(k) has 
a composition series, it follows that End9(k) is also finite-dimensional over F. 0 
Corollary 4.5. Let F be a subJield of End2(k) satisfying the conditions of Theorem 4.4. Zf 
M and N are objects of 9, then Hom9(M, N) isJinite-dimensional over F. 
Proof. It suffices to show that Homg(M, N) is a finitely generated End9(k)-module. 
We may assume that Vs E V&M), for otherwise Homs(M, N) = 0 and the result is 
trivial. Let t be the period of 9. Then there exist an integer s > 0 and elements 
a E H”‘(G, k) and p E HCS-l)‘(G, k) such that the map 
Q’(M) ++- C-‘(M)++ M 
is an isomorphism in A!. 
Set H* = @;=,,H”‘(G, k) and E* = @,m,oEzo(M, N), and let 
S = { 5 E H* I[ is homogeneous and V, $ V,(C)). 
Then H* is a Noetherian and E* is finitely generated over H*, so H*S- ’ is Noetherian 
and E*S- ’ is finitely generated over H*S-‘. Let fi, . . . ,f. E E* be homogeneous 
elements whose images generate E*S-’ as an H*S-‘-module, and let degh = kit. Set 
fi’ =J 0 (j3M/~M)kV for 1 I i I n. Then f;, . . . ,f.’ generate E*S-’ as an H*S-‘-module, 
and deg f;:’ = 0 for all i, so it follows that (E*S- I)’ is finitely generated as a module for 
(H*S-l)‘. Thus Horn&M, N) is finitely generated End9(k)-module, and this com- 
pletes the proof. 0 
Corollary 4.6. Let F be a subfield of Ends(k) satisfying the conditions of Theorem 4.4. Zf 
r = dim V,, then F has transcendence degree r - 1 over k. 
Proof. Recall first that H*(E, k) = P C& A, where P is a polynomial ring in r variables 
x1, *.. 3 x,, and A is an exterior algebra. If p = 2, then ,4 = k and deg(xJ = 1 for all i; if 
p > 2, then A is generated by the elements of degree one, and deg(xi) = 2 for all i. The 
augmentation homomorphism E : A --t k induces a homomorphism H*(E, k) + P 
whose kernel is the radical of H*(E, k), and a homogeneous element of H*(E, k) is 
a A!-isomorphism if and only if it does not lie in the radical. Thus if T c P is the set of 
nonzero homogeneous polynomials, then in the notation of the proof of Theorem 4.4 
we have L(E) = (P. T-l)‘. Hence L(E) g k(xJx,, . . . ,X,-~/X,) is a pure transcen- 
dental extension of k of degree P - 1. 
Now let 
S = {i E H*(G, k)l[ is homogeneous and resc,z([) is not nilpotent}. 
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Because V, $ V,(c) if and only if res G,E([) is not nilpotent, it follows that 
Homa(k, kr) = (E2&k, kF)-S-‘)“. 
Let SE = resc,E(S), and recall that we have embeddings k s F s L(G) E L(E) as in 
the proof of Theorem 4.4. By the Eckmann-Shapiro Lemma there is an isomorphism 
Ext&-(k, ky) z Ext,*,(k, k) as H*(G, k)-modules, so it follows that there is an isomor- 
phism 
Hom9(k, k$G) = (Ezc(k, k$G)- S-l)’ s (H*(E, k).S,‘)O 
of vector spaces over F. Corollary 4.5 now implies that (H*(E, k). S,‘)’ is finite- 
dimensional over F. 
Let s E SE be an element of positive degree, and note that if p > 2, then deg s is even 
because s is not nilpotent. Let n = degs if p = 2, and let 2n = degs if p > 2. Then for 
1 I i I I it follows that xl/s E (H*(E, k).S,‘)’ and hence xl/s is integral over F. 
Thus the field 
K = F(x;/s, . . . ,x:/s) s Z,(E) 
is a finite extension of F. Moreover, (Xi/X,)” = (xl/s)(s/x:) E K for 1 I i I r - 1, so 
L(E) = k(xJx,, . . . , x,_ Jx,) is a finite extension of K. It follows that L(E) is a finite 
extension of F and that L(E) and F have the same transcendence degree over k. 0 
Remark 4.7. (i) It should be the case that there is a maximal subfield F of Ends(k) 
with 
F z Endg(k)/Rad End2(k) 
under the quotient map. But this does not appear to be so easy to prove. 
(ii) In the quotient categories _&/.,a%$ with c - d > 1, it seems likely that the sets of 
morphisms from one module to another should be finite-dimensional over some field 
F. If r is the p-rank of G, then F should be a subfield of HornAc,Ad(k, k) having 
transcendence degree d over k. However, it remains to be seen what the endomor- 
phism ring of the trivial module is like in these cases. 
5. Equivalences of categories 
Much of the recent work in modular representation theory has centered on 
equivalences of stable or derived categories. It seems natural, therefore, to look for 
similar relationships between quotient categories, especially since some of the results 
on decompositions hint directly at equivalences coming from induction or restriction. 
As motivation we recall a result from [2]. Assume that E is a maximal elementary 
abelian p-subgroup of G, and let D,(E) be the set of all elements of N,,-(E) whose 
conjugation action on E r IF; is by scalar multiplication. That is, if x E D, then there is 
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some integer a with 1 I a I p - 1 such that xyx- ’ = y” for all y E E. Set C = C,(E), 
D = D,(E), N = N,(E), and m = (N: DI. Then C c Da N, and D/C has order divid- 
ing p - 1. Theorem 4.2 of [2] says that for some n > 0 and any e > 0 there is 
a projective module P and an exact sequence 
0 - U - (We(k))” @ P-f+ kr - 0. 
Such that V,(U)n V, # V,. In other words, U E Jlr(G, E) and q is a 3(G, E)-isomor- 
phism. Because 9(G, E) is periodic, we get the following result. 
Proposition 5.1. kr z k” in A?(G, E). 
Frobenius reciprocity says that if M is any kG-module, then M @ kr z (M,,)?‘. 
This fact seems to indicate that except for the multiplicity m, there should be an 
equivalence of categories between d(D, E) and _Z?(G, E) given by induction. Unfortu- 
nately, the situation does not appear to be quite so straightforward. Indeed, the 
appropriate subgroup to consider seems to be N rather than D. 
But the passage from D to N comes at a price. If H is any subgroup of G containing 
E, then the restriction functor between the stable categories induces a functor 
Resg : A’(G, E) + 2!(H, E). With the induction functor, however, the situation is not so 
simple. For example, if El is a subgroup of H that is conjugate to E in G but not in H, 
then resi,,(l/,(k)) # res&(VE,(k)) but res,$,(l/,(k)) = resF,,,(T/,,(k)). Thus a kH- 
module M might satisfy res;cI,#,(k)) $Z I/,(M) and res$,E,(VEl(k)) s V,(M). Then 
M z 0 in 9(H, E), but res$,,(Vs(k)) c VG(MtG), so MfG $0 in _$?(G, E). In fact, 
induction will induce a functor Inds: A!(H, E) + 2?(G, E) if and only if every 
G-conjugate of E contained in H is actually an H-conjugate of E. In particular, 
Ind$:S(N, E) + 9(G, E) is defined provided that E” $! N whenever x E G - N. We 
begin by studying this case. 
Lemma 5.2. Suppose G has the property that E” $ N whenever x E G - N. Then 
N contains a Sylow p-subgroup of G. 
Proof. Let Q be a Sylow p-subgroup of N, and let P be a Sylow p-subgroup of 
G containing Q. Let x E Nr(Q). Since E G Q, it follows that E” E Q” = Q c N and 
hence x E N. Then (Q, x) is a p-subgroup of N containing Q, so x E Q. Hence 
Q=P. 0 
Then next lemma is again similar to Theorem 4.2 of [2], although the proof is much 
easier in this case. 
Lemma 5.3. Suppose G has the property that E” $2 N whenever x E G - N. Let n > 0 be 
an integer such that there is a 9(G, E)-isomorphism f: W(k) + k. Then there is 
a 2(G, E)-isomorphism q : W(k) + ky. 
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Proof. Because N contains a Sylow p-subgroup of G by Lemma 5.2, we know that k is 
a summand of kr. But 
Since E does not normalize any of its distinct conjugates by assumption, it follows that 
N”nE c E unless x E N. Thus kLG &I k 0 M, where resz, E(VE(k)) $ T/,(M) so that 
A4 2 0 in d(G, E). Let z : k --f kiG be a split monomorphism, and set q = I[. Then 
q satisfies the required conditions. 0 
For any kN-module M let py : M -+ (M TG)LN denote the kN-homomorphism 
satisfying p&r) = m @ 1. Then p : 1 + Resg Indz is a natural transformation. 
Lemma 5.4. Suppose G has the property that E” $ N whenever x E G - N. Then 
p : 1 + Res: Indz is a natural isomorphism of functors on S?(N, E). 
Proof. Let S be a set of representatives for the right cosets of N contained in G - N, 
and let T be a set of representatives for the (N, N)-double cosets contained in G - N. 
For any kN-module M we have (Ml’) 1N = (M @ 1) 0 CXESM 0 x, and 
Thus in order to show that p is an isomorphism, it suffices to prove that if the 
component resz, E (ve(k)) is contained in V’N((M~Nx,N)‘“), then x E N. But the con- 
tainment implies that E E N n N”, so we get the desired result. 0 
Theorem 5.5. Suppose G has the property that E” $ N whenever x E G - N. Then 
2?(G, E) is triangle-equivalent to 2(N, E). 
Proof. We already know by Lemma 5.4 that there is a natural isomorphism 
p: 1 + Res$Ind$, so it suffices to show that there is also a natural isomorphism 
1 + Ind$Res$. 
By Proposition 2.3 and Lemma 5.3 there exist an integer n > 0 and 9(G, E)- 
isomorphisms [: W(k) + k and q : Q”(k) + kiG. Let pM be the natural isomorphism 
kr 0 M --* (MIN)‘G, and let vM be the natural isomorphism k @I M --, M. Then there 
is a natural transformation y : 1 + Ind$ Resi of functors on 9(G, E) such that yM is 
given by 
M a Q”(k) Q ME, (MIN)tG. 
It is easy to see that y is an isomorphism, as desired. q 
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Next we consider what can be said without the assumption that E” $i N whenever 
x E G - N. Although there is no longer a functor IndE: 9(N, E) + d(G, E), the sub- 
group D contains a unique G-conjugate of E, so there is a well-defined functor Z$ = 
Indg Resi : 4(N, E) + 22(G, E). If we set m = 1 N : D 1, then we get the following result. 
Theorem 5.6. The functors Res$: b(G, E) + 2i!(N, E) and Ig:d(N, E) -+ J!(G, E) sat- 
isfyZ~Res~~kmQ-andRes~Z~~km@-. 
Proof. We first show that there is a natural isomorphism Z$Res$ = 
Ind$ Resg + km 0 -. By Proposition 2.3 there exist an 6’ > 0 and a 9(G, E)-isomor- 
phism t: Q’(k) + k. As we observed at the beginning of this section, Theorem 4.2 of 
[Z] shows that there exist an integer n > 0 and %(G, E)-isomorphism 
/?: (S2”L(k))m + kiG. Because I: Qe(k) + k is a _S?(G, E)-isomorphism, it follows that 
there is a d(G, E)-isomorphism y : (G@(k))” + km. Let M be a kc-module, and let pM 
denote the natural isomorphism kAG @I M + (MID)TG. Then there is an isomorphism 
(MID)TG E km @ M in d(G, E) given by 
(Ml,)fG ~(&(k))“@M~ k”@M, 
and it is easy to check that the isomorphism is natural. Thus we conclude that 
Z$ Res$ = Indg Resg zz km @I -, as desired. In particular, if G = N, then it follows that 
Ijl:rk”@-. 
Next we show that there is a natural isomorphism Res$ZE --c km 0 -. Let S be a set 
of representatives for the right cosets of D in N, and let T be a set of representatives for 
the right cosets of D contained in G - N. Fix and object M of 4(N, E), and set 
M0 = CSSsM 8 s and M1 = CteT M @ t. Then Res$Z$(M) = M. 0 Ml, and 
where x runs over a set of representatives for the (D, N)-double cosets contained in 
G - N. In particular, for each term occurring in this sum we have x$N so that 
E $4 D”n N and hence V,((MT,x,,)tN) $? resz,E(VE(k)). Thus Ml g 0 in %(N, E). If 
rcM :ResgZ$(M) + M. denotes the projection with kernel Ml, then it follows that 7tM 
is a 9(N, E)-isomorphism. But M. = (MID)TN, so x gives a natural isomorphism 
between the functors Res$ Zg : 9(N, E) + 9(N, E) and IndiResg:S(N, E) + 
2(N, E). Thus it follows from the first part of the proof that 
Res,$Z$ z IndEResg = 1: g km @ -. This completes the proof. 0 
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