Abstract. In this paper we explain the notion of stochastic backward differential equations and its relationship with classical (backward) parabolic differential equations of second order. The paper contains a combination of stochastic processes like Markov processes and martingale theory and semi-linear partial differential equations of parabolic type. Emphasis is put on the fact that the solutions to BSDE's obtained by stochastic methods to BSDE's are often viscosity solutions.
Introduction
Backward stochastic differential equations, in short BSDE's, have been well studied during the last ten years or so. They were introduced by Pardoux and Peng [19] , who proved existence and uniqueness of adapted solutions, under suitable squareintegrability assumptions on the coefficients and on the terminal condition. They provide probabilistic formulas for solution of systems of semi-linear partial differential equations, both of parabolic and elliptic type. The interest for this kind of stochastic equations has increased steadily, this is due to the strong connections of these equations with mathematical finance and the fact that they gave a generalization of the well known Feynman-Kac formula to semi-linear partial differential equations. The equations are phrased in terms of a (backward) martingale problem, rather than a stochastic differential equation. They could called weak backward stochastic differential equations. Emphasis is put on comparison theorems and viscosity solutions of such equations. The paper [25] deals with the same subject, but it concentrates on existence and uniqueness of solutions. The comparison results are based on the construction of certain martingales, which generalize known results.
E. Pardoux and S. Zhang [20] use BSDE's to give a probabilistic formula for the solution of a system of Parabolic or elliptic semi-linear partial differential equation with Neumann boundary condition. In this paper we consider the situation where the family of operators L(s), 0 ≤ s ≤ T , generates a time-inhomogeneous Markov process
We consider the operators L(s) as operators on (a subspace of) the space of bounded continuous functions on E, i.e. on C b (E) equipped with the supremum norm: f ∞ = sup x∈E |f (x)|, f ∈ C b (E). With the operators L(s) we associate the squared gradient operator Γ 1 defined by
for f , g ∈ D (Γ 1 ). These squared gradient operators are also called energy operators: see e.g. Barlow, Bass and Kumagai [4] . In the sequel it is assumed that the family of operators {L(s) 
This subspace of functions is denoted by D(L), and the operator L is defined by Lu(s, x) = L(s)u (s, ·) (x), u ∈ D(L).
It is also assumed that the family A is a core for the operator L. We assume that the operator L, or that the family of operators {L(s) : 0 ≤ s ≤ T }, generates a diffusion in the sense of the following definition. 
Definition. A family of operators {L(s)
for all functions f 1 , . . . , f n in an algebra of functions A, contained in the domain of the operator L, which forms a core for L.
Generators of diffusions for single operators are described in Bakry's lecture notes [1] . For more information on the squared gradient operator the reader may consult [3] and [2] . Put Φ(f, g) = f g.
Then (1.2) implies L(s) (f g) (s, ·)(x) = L(s)f (s, ·)(x)g(s, x) + f (s, x)L(s)g(s, ·)(x)
Γ 1 (f, g) (s, x), provided that the three functions f , g and f g belong to A. Instead of using the full strength of (1.2), i.e. with a general function Φ, we just need it for the product (f, g) → f g.
Let m be a reference measure on the Borel field E of E, and let p ∈ [1, ∞] . If we consider the operators L(s), 0 ≤ s ≤ T , in L p (E, E, m)-space, then we also need some conditions on the algebra A of "core" type in the space L p (E, E, m). For details the reader is referred to Bakry [1] .
Also notice that the required properties of A depend on the generator L(s). 
where Here f is a bounded Borel measurable function defined on the state space E and τ ≤ s ≤ t ≤ T .
L(s)u (s, X(s)) + ∂u ∂s (s, X(s)) ds
Suppose that the process X(t) in (1.6) has paths which are right-continuous and have left limits in E. Then it can be shown that the Markov property for fixed times carries over to stopping times in the sense that (1.7) may be replaced with [Y ] , P τ,x -almost surely.
(1.8)
Here S : E → [τ, T ] is an F τ t -adapted stopping time and Y is a bounded stochastic variable which is measurable with respect to the future (or terminal) σ-field after S, i.e. the one generated by {X (t ∨ S) : τ ≤ t ≤ T }. For this type of result the reader is referred to Chapter 2 in Gulisashvili et al [11] . Markov processes for which (1.8) holds are called strong Markov processes.
Next we show that under rather general conditions the process s → M u (s) − M u (t), t ≤ s ≤ T , as defined in (1.4) is a P t,x -martingale.
Definition. The family of operators L(s), 0 ≤ s ≤ T , is said to generate a timeinhomogeneous Markov process
if for all functions u ∈ D(L), for all x ∈ E, and for all pairs (τ, s) with 0 ≤ τ ≤ s ≤ T the following equality holds:
In the following proposition we write
Then the process s
In order to check the martingale property of the process
, it suffices to prove that
(1.11)
In order to prove (1.11) we notice that by the time-inhomogeneous Markov property:
The equality in (1.12) establishes the result in Proposition 1.4.
As explained in Definition 1.1 it is assumed that the subspace D(L) contains an algebra of functions which forms a core for the operator L.
Proposition. Let the family of operators L(s), 0 ≤ s ≤ T , generate a timeinhomogeneous Markov process
in the sense of Definition 1.3: see equality (1.10) . Then the process X(t) has a modification which is right-continuous and has left limits.
In view of Proposition 1.5 we will assume that our Markov process has left limits and is continuous from the right.
Proof. Let the function
. By a classical martingale convergence theorem (see e.g. Chapter II in Revuz and Yor [22] ) it follows that the following limit lim s↑t, s∈D [0,T ] u (s, X(s)) exists P τ,x -almost surely for all 0 ≤ τ < t ≤ T and for all x ∈ E.
In the same reference it is also shown that the limit lim
almost surely for all 0 ≤ τ ≤ t < T and for all x ∈ E. Since the locally compact space [0, T ] × E is second countable it follows that the exceptional sets may be chosen to be independent of (τ,
It also follows that the right-hand limit at t of the process
and X(T +) = X(T ). It also follows that the process t → X(t+) has left limits in E.
The hypotheses in the following Proposition 1.6 are the same as those in Proposition 1.5. 
Proposition. Let the continuous function
In fact the following identity holds as well:
(1.14)
, is the σ-field generated by the state variables
The formula in (1.14) is known as the integration by parts formula for stochastic integrals.
Proof. We outline a proof of the equality in (1.14). So let the functions u and v be as in Proposition 1.6. Then we have
(1.15)
The first term on the right-hand side of (1.15) converges to
Using the identity in (1.5) for the function u and a similar identity for v we see that the third term on the right-hand side of (1.15) converges to
This completes the proof Proposition 1.6.
1.1. Remark. The quadratic variation process of the (local) martingale s → M u (s) is given by the process s → Γ 1 (u (s, ·) , u (s, ·)) (s, X(s)), and therefore
under appropriate conditions on the function u. Informally we may think of the following representation for the martingale difference:
(1.16)
Here we still have to give a meaning to the stochastic integral in the right-hand side of (1.16). If E is an infinite-dimensional Banach space, then W (t) should be some kind of a cylindrical Brownian motion. It is closely related to a formula which occurs in Malliavin calculus: see Nualart [16] and [17].
1.2.
Remark. It is perhaps worthwhile to observe that for Brownian motion (W (s),
given by a stochastic integral:
Its increment of the quadratic variation process is given by
Next suppose that the function u solves the equation:
If moreover, u (T, x) = ϕ (T, x), x ∈ E, is given, then we have
(1.18) with M u (s) as in (1.5) . From (1.18) we get 
Then the following assertions are equivalent: (a) The function u satisfies the following differential equation:
The function u satisfies the following type of Feynman-Kac integral equation: (s, x) , where Γ 1 is the squared gradient operator:
Possible choices for the function f are
The choice in (1.24) turns equation (1.22) into the following heat equation:
(1.26)
The function v(s, x) defined by the Feynman-Kac formula
is a candidate solution to equation (1.26) . The choice in (1.25) turns equation (1.22) into the following Hamilton-Jacobi-Bellmann
where
is a candidate solution to (1.28). Often these "candidate solutions" are viscosity solutions. However, this will be the main topic of [8] : compare with Theorem 5.2 below. 
Then the expression ∇ L u (τ, X(τ )) only depends on the martingale part M of the process s → Y (s). This entitles us to write
is known. From our definitions it also follows that
where used the fact that Y (0) = M (0).
1.5.
Remark. Let the notation be as in Remark 1.4. Then the variables Y (t) and Z M (t) only depend on the space variable X(t), and as consequence the martingale increments
In the following section 2 we give Lipschitz type conditions on the function f in order that the BSDE
possesses a unique pair of solutions
Of course instead of writing "BSDE" it would be better to write "BSIE" for Backward Stochastic Integral Equation. However, since in the literature people write "BSDE" even if they mean integral equations we also stick to this terminology. Suppose
is given. In fact we will prove that the solution (Y, M ) of the equation in (1.30) belongs to the space
. For more details see the definitions 1.8 and 6.1, and Theorem 3.1.
and consequently
Hence, the inequality which is a consequence of (1.17).
(b) =⇒ (a). We calculate the expression
First of all it is equal to
(1.32) Next we also have by (1.21) in (b):
From (1.33) and (1.32)
(1.34)
Passing to the limit for s ↓ t in (1.34) we obtain:
and, since X(t) = x P t,x -almost surely, we obtain equality (1.20) in assertion (a). 
where, as in (1.5),
Since the expression in (1.37) vanishes (by assumption (a)) we see that the process in (c) is the same as the martingale
t). This proves the implication (a) =⇒ (c). The implication (c) =⇒ (b) is a direct consequence of assertion (c) and the fact that
The equivalence of the assertions (a) and (d) is proved in the same manner as the equivalence of (a) and (c). Here we employ the fact that the process t → M u (T )−M u (t) is an F t T -backward martingale on the interval [s, T ] with respect to the probability P s,x .
we will also consider the bilinear mapping Z(s) which associates with a pair of local semi-martingales (Y 1 , Y 2 ) a process which is to be considered as the right derivative of the covariation process Y 1 , Y 2 (s). We write
The function f (i.e. the generator of the backward differential equation) will then be of the form:
where the quadratic variation of the martingale
This stochastic phase space S in the theory of deterministic partial differential equations.
1.8.
Remark. In case we deal with strong solutions driven by standard Brownian motion the martingale difference M Y (s 2 )−M Y (s 1 ) can be written as
, then this stochastic integral satisfies:
(1.40) Such stochastic integrals are for example defined if the process X(t) is a solution to a stochastic differential equation (in Itô sense):
(1.41)
is chosen in such a way that
The process W (τ ) is Brownian motion or Wiener process. It is assumed that operator
Then from Itô's formula together with (1.40), (1.41) and (1.42) it follows that the process Z Y (s) has to be identified with σ (s, X(s)) * ∇u (s, ·) (X(s)). For more details see e.g. Pardoux and Peng [19] and Pardoux [18] .
1.9. Remark. Backward doubly stochastic differential equations (BDSDEs) could have been included in the present paper: see Boufoussi, Mrhardy and Van Casteren [6] . In our notation a BDSDE may be written in the form:
Here the expression
represents a backward Itô integral. The symbol M, N stands for the covariation process of the (local) martingales M and N ; it is assumed that this process is absolutely continuous with respect to Lebesgue measure. Moreover,
The process X(t) could be the (unique) weak or strong solution to a (forward) stochastic differential equation (SDE):
(1.44)
Here the coefficients b and σ have certain continuity or measurability properties, and P τ,x is the distribution of the process X(t) defined as being the unique weak solution to the equation in (1.44). We want to find a pair (
which satisfies (1.43).
1.10.
Example. This example is more or less directly copied from section 2 in Pardoux [18] . Let t → X τ,x (t), τ ≤ t ≤ T , be a solution to equation (1.44), and let g :
be continuous functions such that for some finite constants C 1 , C 2 , p > 0, the following inequalities are satisfied:
Consider the backward stochastic differential equation: We first give some definitions. Fix (τ, x) ∈ [0, T ] × E. In the definitions 1.8 and 1.9 the probability measure P τ,x is defined on the σ-field F τ T . In Definition 6.1 we return to these notions. The following definition and implicit results described therein shows that, under certain conditions, by enlarging the sample space a family of processes may be reduced to just one process without losing the S 2 -property.
and it is that it it belongs to S 2 loc,unif Ω,
If the σ-field F 
, is a P τ,x -martingale with the property that the stochastic variable
By the Burkholder-Davis-Gundy inequality (see inequality (6.6) below) it follows that
and it is that it it belongs to M 2 loc,unif Ω,
From the Burkholder-Davis-Gundy inequality (see inequality (6.6) below) it follows that the process
Here M, M stand for the quadratic variation process of the process t → M (t)−M (0).
The notions in the definitions 1.8 and (1.9) will exclusively be used in case the family of measures {P τ,x : (τ, x) ∈ [0, T ] × E} constitute the distributions of a Markov process which was defined in Definition 1.2.
Again let the Markov process, with right-continuous sample paths and with left limits,
, (E, E)} (1.46) be generated by the family of operators {L(s) : 0 ≤ s ≤ t}: see definitions 1.2, equality (1.7), and 1.3, equality (1.9).
Next we define the family of operators
, is a P s,x -martingale with respect to the filtration (F s t ) t∈ [s,T ] , and X(t) = x P t,x almost surely, the following equality follows:
The fact that a process of the form
, is a P s,x -martingale follows from Proposition 1.4. In terms of the family of operators
the equality in (1.48) can be rewritten as
If in (1.52) we (may) choose the function ϕ (t , y) arbitrary, then the family Q(s, t),
For details on propagators or evolution families see [11] .
1.12. Remark. In the sequel we want to discuss solutions to equations of the form:
For a preliminary discussion on this topic see Theorem 1.7. Under certain hypotheses on the function f we will give some existence and uniqueness results. Let m be (equivalent to) the Lebesgue measure in R 
(1.54)
In fact we will not consider the equation in (1.54), but we will try to find an ordered pair (Y, Z) such that
, P s,x -almost surely. For more details see Section 7. 1.13. Remark. Some remarks follow:
(a) In section 2 weak solutions to BSDEs are studied.
(b) In section 7 strong solutions to BSDEs are discussed: these results are due to Pardoux and collaborators. (c) BSDEs go back to Bismut [5] .
As a corollary to theorems 1.7 and 6.6 we have the following result.
1.10. Corollary. Suppose that the function u solves the following 
(1.57)
Notice that the processes s → ∇ L u (s, X(s)) and s → Z Mu (s) may be identified and that Z Mu (s) only depends on (s, X(s)). The decomposition
(1.58) splits the process t → u (t, X(t)) − u (τ, X(τ )) into a part which is bounded variation (i.e. the part which is absolutely continuous with respect to Lebesgue measure on [τ, T ]) and a P τ,x -martingale part M u (t)−M u (τ ) (which in fact is a martingale difference part).
If
∆, then X(s) = W (s) (standard Wiener process or Brownian motion) and (1.58) can be rewritten as In this section and also in the sections 4 and 6 we will study BSDE's on a single probability space. In the sections 3, 5, and 7 we will consider Markov families of probability spaces. In the present section we write P instead of P 0,x , and similarly for the expectations E and E 0,x . Here we work on the interval [0, T ]. Since we are discussing the martingale problem and basically only the distributions of the process t → X(t), t ∈ [0, T ], the solutions we obtain are of weak type. In Section 7 we consider strong solutions by applying a martingale representation theorem (in terms of Brownian Motion). In Section 3 we will also use this result for probability measures of the form P τ,x on the interval [τ, T ]. In this section we consider a pair of
where M is a P-martingale with respect to the filtration F t = σ (X(s) : s ≤ t). In section 5 below we will employ the results of the present section with P = P τ,x , where
Proposition. Let the pair (Y, M ) be as in (2.1), and suppose that
The equality in (2.2) shows that the process M is the martingale part of the semimartingale Y .
Proof. The equality in (2.3) follows from (2.1) and from the fact that M is a martingale. Next we calculate
(2.5)
The equality in (2.5) shows (2.4). Since
the equality in (2.2) follows.
In the following theorem we write z = Z M (s) and y belongs to R k .
2.2. Theorem. Suppose that there exist finite constants C 1 and C 2 such that
Then there exists a unique pair of adapted processes
and the process M is the martingale part of the semi-martingale Y :
Proof. The uniqueness follows from Corollary 6.4 of Theorem 6.3 below. In the existence part of the proof of Theorem 2.2 we will approximate the function f by Lipschitz continuous functions f δ , 0 < δ < (2C 1 ) −1 , where each function f δ has Lipschitz constant δ −1 , but at the same time inequality (2.7) remains valid for fixed second variable (in an appropriate sense). It follows that for the functions f δ (2.7) remains valid and that (2.6) is replaced with
In the uniqueness part of the proof it suffices to assume that (2.6) holds. In Theorem 6.6 we will see that the monotonicity condition (2.6) also suffices to prove the existence. For details the reader is referred to the propositions 6.7 and 6.8, Corollary 6.9, and to Proposition 6.10. In fact for M ∈ M 2.1. Remark. In the literature functions with the monotonicity property are also called one-sided Lipschitz functions. In fact Theorem 2.2, with f (t, x, ·, ·) Lipschitz continuous in both variables, will be superseded by Theorem 6.5 in the Lipschitz case and by Theorem 6.6 in case of monotonicity in the second variable and Lipschitz continuity in the third variable. The proof of Theorem 2.2 is part of the results in Section 6. Theorem 3.1 contains a corresponding result for a Markov family of probability measures. Its proof is omitted, it follows the same lines as the proof of Theorem 6.6.
Backward stochastic differential equations and Markov processes
In this section the coefficient f of our BSDE is a mapping from 
and suppose that the processes Y n (s) and Z M n (s) only depend of the state-time variable (s,
, f ∈ C 0 (E), and suppose that for every f ∈ C 0 (E) the function (τ,
Then it can be proved that the Markov process
2) has left limits and is right-continuous: see e.g. Theorem 2.22 in [11] . Suppose that the 
3)
Then the processes Y n+1 and M n+1 are related as follows:
Moreover, by the Markov property, the process + h) ) and that this σ-field belongs the P t,x -completion of σ (X(t)) for every x ∈ E. This is the case, because by assumption the process s → X(s) is right-continuous at s = t: see Proposition 1.6. In order to show this we have to prove equalities of the following type:
for all bounded stochastic variables which are F t T -measurable. By the monotone class theorem and density arguments the proof of (3.6) reduces to showing these equalities for Y = n j=1 f j (t j , X (t j )), where t = t 1 < t 2 < · · · < t n ≤ T , and the functions x → f j (t j , x), 1 ≤ j ≤ n, belong to the space C 0 (E). So we consider 
(3.10) For this the reader is referred to the remarks 1.4, 1.5, 1.7, and to formula (6.3). The symbol t j,n represents the real number t j,n = s + j2 −n (t − s). The limit in (3.10) exists P τ,x -almost surely for all τ ∈ [0, s]. As a consequence the process 
Moreover, in the next Theorem 3.1 the filtered probability measure
, P is replaced with a Markov family of measures 12) and
The inequality in (3.13) plays only a direct role in case we are dealing with a Lipschitz continuous generator f . In case the generator f is only monotone (or one-sided Lipschitz) in the variable y, then we need the propositions 6.7, 6.8, 6.10, and Corollary 6.9.
The norm Y M τ,x,α is defined by:
A proof of these inequalities can be found in [25]. 
Then there exists a unique pair 
are explained in the definitions 1.8 and 1.9 respectively. The same is true for the notions
The probability measure P τ,x is defined on the σ-field F τ T . Since the existence properties of the solutions to backward stochastic equations are based on explicit inequalities, the proofs carry over to Markov families of measures. Ultimately these inequalities imply that boundedness and continuity properties of the function (τ,
, where ξ is a terminal value function which is supposed to be σ (X(T ))-measurable. In addition, in order to be sure that the function (τ,
have to be continuous, whenever the following mappings
represent finite and continuous functions.
Comparison theorems
As an introduction to the present section we insert a comparison theorem. This theorem will also be used to establish the fact that solutions to semi-linear BSDE's are in fact viscosity solutions.
In fact for the martingale N (t) in (4.1) we may choose: Proof. Following Pardoux [18] we introduce the process α(t),
, and
We also introduce the following processes:
In terms of α(t), ξ, U (t), and the martingales N (t) and M (t) the adapted process Y (t) satisfies the following backward integral equation:
(4.8) From Itô calculus and (4.8) it then follows that
Since the process Y (t) is adapted and since Itô integrals with respect to martingales with bounded integrands are martingales the equality in (4.9) implies:
Since by hypothesis Y (T ) ≥ 0 and U (s) ≥ 0 for all s ∈ [0, T ], the equality in (4.11) implies Y (t) ≥ 0. The other assertions also follow from representation (4.11).
The following result can be proved along the same lines as Theorem 4.1. It will be used in the proof of Theorem 7.2 with V (s) =φ(s, X(s) ). In fact the arguments in the proof of Theorem 2.4 of Pardoux [18] 
Proof. Define the stochastic process f (s, X(s), y, z) by
The arguments for the proof of Theorem 4.1 now apply with the martingale N (s), t ≤ s ≤ T , given by 
The other relevant processes are:
The remaining reasoning follows the lines of the proof of Theorem 4.1. This completes the proof of Theorem 4.2.
, u is "smooth", and u(t, x) satisfies (6.1), then Y (s) satisfies (6.2), and vice versa. If f (s, x, y, z) only depends on y ∈ R, then, by the occupation formula,
where dy is the Lebesgue measure, and L y t (Y ) is the (density of the) local time of the process Y (t). If g ≡ 1 and Y (s) = u (s, X(s)), then (6.2) is also equivalent to the following assertion: the process
The function f depends on x ∈ E, s ∈ (t 0 , T ], y ∈ R, and on the square gradient operator ( f 2 ) , or, more generally, on the covariance mapping
and Y 2 (s). In order to introduce boundary conditions it is required to insert in equation (6.2) a term of the form
where A(s) is a process which is locally of bounded variation, and which only increases when e.g. X(s) hits the boundary. To be more precise the equality in (6.2) should be replaced with:
We hope to come back on this and similar problems in a later paper. In order to be sure about uniqueness and existence of solutions we probably will need some Lipschitz and linear growth conditions on the function f and some boundedness condition on ϕ. For more details on backward stochastic differential equations see e.g. Pardoux and Peng [19] and [18] .
Viscosity solutions
The main result in this section is Theorem 5.2. We begin with some formal definitions. 
Definition. Fix t 0 ∈ [0, T ], and let
ψ (g) are continuous, and which are such that in casė
it follows that
.
. Of course, similarly notions are in vogue for the function ψ. It is noticed that
if and only if the equality
The proof of this assertion uses the inequality
). An example of such a function F is:
is a continuous function w with the following properties. 
where the function w − ϕ vanishes and attains a (local) maximum, then
The function w is a super-solution for equation (5.5) 
if w(T, x) ≥ g(x)
, and if for any "smooth" function ϕ with the property that the function w − ϕ vanishes and attains a (local) minimum at any point (t,
If a function w satisfies (5.6) as well as (5.7) then w is called a viscosity solution to equation (5.5).
The following result says essentially speaking that solutions to BSDE's and viscosity solutions to equation (6.1) are intimately related. As in Section 1 the family of operators L(s), 0 ≤ s ≤ T , generates a Markov process:
Theorem. Let the ordered pair
be a solution to the BSDE: 
We have to show that 9) where in (5.6) we have chosen x) . (5.10) Assume to arrive at a contradiction that the expression in (5.9) is strictly less than zero:
Upon shrinking ε > 0 and the open subset U we may and do assume that for all (s, y)
holds. Define the stopping τ by τ = inf {s ≥ t : X(s) / ∈ U } ∧ (t + ε). From (6.1) we have:
Let M ϕ (s) the martingale associated to the function ϕ as in Proposition 1.6. Then
From the definition of the stopping time τ it follows that u (τ,
and also ϕ(t, x) = E t,x [ϕ (t, X(t))] this yields a contradiction. This means that our assumption (5.11) is false, and hence the function u(t, x) is a viscosity subsolution to equation (6.1). In the same manner one shows that u(t, x) is also a viscosity supersolution to (6.1).
Altogether this completes the proof of Theorem 5.2.
Existence and Uniqueness of solutions to BSDE's
The equation in (1.53) can be phrased in a semi-linear setting as follows. Find a function u (t, x) which satisfies the following partial differential equation: 
Next we define the spaces S
: compare with the definitions 1.8 and 1.9.
6.1. Definition. Let (Ω, F, P) be a probability space, and let F t , t ∈ [0, T ], be a filtration on F. Let t → Y (t) be an stochastic process with values in R k which is adapted to the filtration F t and which is P-almost surely continuous. Then Y is said to belong to S 5) and hence a martingale difference 
The Burkholder-Davis-Gundy inequality says that there exist universal finite and strictly positive constants c p and
, and if p = 
7)
be solutions to the following BSDE's:
, and (6.8) 
, and there exists a constant C which depends on C 1 , C 2 and T such that 
) it also implies that BSDE's as considered by us possess at most unique solutions. A precise formulation reads as follows.
6.4. Corollary. Suppose that the coefficient f satisfies the monotonicity condition (6.10) and the Lipschitz condition (6.11) . Then there exists at most one pair
(Ω, F 0 T , P) which satisfies the backward stochastic differential equation (6.8) .
In the definitions 6.1 and 6.2 the spaces S
In Theorem 6.6 we will replace the Lipschitz condition (6.13) in Theorem 6.5 for the function Y (s) → f (s, Y (s), Z M (s)) with the (weaker) monotonicity condition (6.16). Here we write y for the variable Y (s) and z for Z M (s). It is noticed that we consider a probability space (Ω, F, P) with a filtration ( 
. (6.14)
Suppose that
is given and where
For brevity we write
Proof of Theorem 6.6. The proof of the uniqueness part follows from Corollary 6.4. The existence is a consequence of Theorem 6.5, Proposition 6.10 and Corollary 6.9. For the proof of the existence part we again refer to [25] , where the proofs of the results below, propositions 6.7, 6.10, 6.9, and Corollary 6.9, can be found as well.
In the following theorem we replace the Lipschitz condition (6.13) in Theorem 6.5 for the function Y (s) → f (s, Y (s), Z M (s)) with the (weaker) monotonicity condition (6.16). Here we write y for the variable Y (s) and z for Z M (s). (6.19) where
is given and where Y (0) = M (0).
2 which satisfies (6.19) .
The following proposition can be viewed as a consequence of Theorem 12.4 in [12] . The result is due to Burrage and Butcher [7] and Crouzeix [10] . The obtained constants are somewhat different from ours. If C 1 = 0, then they agree. The proof is omitted. The surjectivity of the mapping y → y − δf (t, y, Z M (t)) is a consequence of Theorem 1 in Croezeix et al [9] .
, and choose δ > 0 in such a way that 2δC 1 < 1. Here C 1 is the constant which occurs in inequality (6.16) 
and
We have to show that there exists a constant C(δ) such that
In order to achieve this we will exploit the inequality:
Inserting the equalities in (6.21) into (6.23) results in
Notice that (6.24) is equivalent to: : compare (6.27) and (6.22) . The surjectivity of the mapping y → y − f (t, y, Z M (t)) is a consequence of Theorem 1 in Croezeix et al [9] . Denote the mapping y → t (t, y, Z M (t)) by f t,M . Then for 0 < 2δC 1 < 1 the mapping I − δf t,M is invertible. Since 6.2. Remark. The surjectivity property of the mapping y → y − δf (s, y, Z M (s)) follows from Theorem 1 in [9] . The authors use a homotopy argument to prove this theorem for C 1 = 0. Upon replacing f (t, y, Z M (t)) with f (t, y, Z M (t)) − C 1 y the result follows in our version. An elementary proof of Theorem 1 in [9] can be found for a continuously differentiable function in Hairer and Wanner [12] : see Theorem 14.2 in Chapter IV. The author is grateful to Karel in't Hout (University of Antwerp) for pointing out Runge-Kutta type results and these references. In this example we will mainly be concerned with the Hamilton-Jacobi-Bellman equation as exhibited in (7.8) . We have the following result for generators of diffusions: it refines Theorem 2.4 in Zambrini [26] . Observe that P
Mv,t t,x
stands for a Girsanov transformation of the measure P t,x . The probability P
is determined by following equality (7.10). For all finite ntuples t 1 , . . . , t n in (t, T ] and all bounded Borel functions f j : [t, T ]×E → R, 1 ≤ j ≤ n, we have:
f j (t j , X (t j )) . (7.10) It is mentioned that Theorem 7.3 is not fully proved. A version where the operators L(s) do not depend on s is proved in [23] .
