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COMPLETE MODULI SPACES OF BRANCHVARIETIES
VALERY ALEXEEV AND ALLEN KNUTSON
ABSTRACT. The space of subvarieties of Pn with a fixed Hilbert polynomial is not com-
plete. Grothendieck defined a completion by relaxing “variety” to “scheme”, giving the
complete Hilbert scheme of subschemes of Pn with fixed Hilbert polynomial.
We instead relax “sub” to “branch”, where a branchvariety of Pn is defined to be a
reduced (though possibly reducible) scheme with a finite morphism to Pn. Our main theorems
are that the moduli stack of branchvarieties of Pn with fixed Hilbert polynomial and total
degrees of i-dimensional components is a proper (complete and separated)Artin stackwith
finite stabilizer, and has a coarse moduli space which is a proper algebraic space.
Families of branchvarieties have many more locally constant invariants than families
of subschemes; for example, the number of connected components is a new invariant. In
characteristic 0, one can extend this count to associate a Z-labeled rooted forest to any
branchvariety.
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0. INTRODUCTION
Consider a family of reduced plane conics {x21 = t · x0x2} over A
1
t \ 0 with coordinate t.
By using the same equation, this family can be completed to a flat family Z ⊂ P2 × A1t
projective over A1t; the central fiber is the double line Z0 = {x
2
1 = 0}, a nonreduced sub-
scheme of P2. On the other hand, after the finite ramified base change t = s2 and simple
substitution x ′1 = x1/s, this family can be completed to a flat family X = {(x
′
1)
2 = x0x2}
with a finite morphism f : X → P2 × A1s, rather than an inclusion. The central fiber X0 is a
reduced P1, and f0 : X0→ P2 is a double cover of the line {x1 = 0} = (Z0)red.
How general is this phenomenon? We pose two forms of this question:
(1) Does every one-parameter flat family of reduced subschemes of Pn have a well-
defined flat completion whose special fiber is a reduced scheme mapping finitely
to Pn? (Possibly after base change, like s for t in the above example.)
(2) Is there a universal substitute for the Hilbert scheme, some other moduli space
for reduced schemes X carrying finite morphisms X → Pn? (Such a moduli space
would necessarily be coarse since Aut(f) may be nontrivial; indeed it is Z2 for the
double cover f0 above.)
In this paper we answer both of these positively, generalizing two known situations:
(1) In [Ale02, AB05] there were constructed the moduli spaces of stable toric and
spherical varieties over Y. This can be interpreted as answering both questions
above in the multigraded multiplicity-free case. The one-parameter limits were con-
structed bymaking a base change t = sn and normalizing, which in themultiplicity-
free case amounts to saturating a semigroup. These moduli spaces are projective,
and they should be considered to be the substitute for the toric Hilbert scheme of
[PS02], the multigraded multiplicity-free Hilbert scheme.
(2) For every closed subscheme X of a reduced Noetherian scheme Y, there is a flat de-
generation of Y to the normal cone CXY, which is usually nonreduced. In [Knu05]
there is presented an alternative degeneration of Y to a “balanced” normal cone
CXY which is reduced, and comes with a finite morphism CXY → CXY. The
schemes X, Y are otherwise general, and there is no multiplicity-free restriction
or group action.
The need for the base change, and the loosening of “inclusion of a subscheme” to “finite
morphism”, are already both illustrated by the simple example f : A1u→ A1t, t = u2. The
general fiber of this flat family is two (reduced) points, which cannot be disentangled
because the source is irreducible. Pulling back this family along the base change s2 = t,
we get another flat family f ′ : A1s=u ∪0 A
1
s=−u → A1s with the same central fiber (a double
point), where the total space of the family is given by s2 = u2. Then we normalize to pull
the two components apart; now the central fiber too is two reduced points.
A similar normalization step will introduce finite morphisms in general, taking us out
of the class of subvarieties (i.e. injective morphisms of reduced schemes). We now spell
out what class will replace them.
Definition 0.1. Let Y ⊂ Pn be a projective scheme over a field k. A branchvariety of Y
is a variety X (by which we mean a scheme of finite type over k such that X = X ⊗k k¯
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is reduced, so a forteriori, X is reduced) equipped with a finite (hence proper) morphism
f : X→ Y.
The Hilbert polynomial of a branchvariety is h(d) := χ(X, Ld), where L = f∗OPn(1).
One has dimH0(X, Ld) = h(d) for d ≫ 0. Writing the leading term of h(d) as (c/D!)dD,
the coefficient c is the degree degX of the branchvariety.
We could even assume without much loss of generality that X is connected, since by
Lemma 7.1 to come (and in contrast to families of subschemes) the number of connected
components is locally constant in families of branchvarieties. Then X is indeed what
is commonly called a “variety”, albeit not irreducible, much as a “stable curve” is not
irreducible in general. We also note that one can define in the same way a branchvariety
X of an arbitrary, not necessarily projective scheme Y, though giving up the notion of X’s
Hilbert polynomial and degree.
Let us fix a Noetherian base scheme C (for example the spectrum of Z or of a field of
arbitrary characteristic), and a projective scheme Y ⊂ PnC flat over C. All our schemes will
be assumed to be locally Noetherian (but see Remark 0.6).
Definition 0.2. The functor of subschemes orHilbert functor
Hilbh,Y : (C-schemes)→ (Sets)opp
is defined by associating to each scheme S the set Hilbh,Y(S) of proper subschemes Z ⊂
YS = Y ×C S which are flat over S.
Because of the importance of flatness in this and the next definition, in this paper we
will only be interested in flat families, and will always use the term “family” to mean “flat
family”.
One fixes the Hilbert polynomial in the above definition in order that the functor be
representable by a scheme of finite type. (Otherwise one gets a disjoint union of schemes
of finite type, one for each possible Hilbert polynomial.) In the corresponding definition
for branchvarieties, fixing the Hilbert polynomial is not enough to obtain a finite-type
family, as Example 1.1 will show. One easy workaround is to look at only equidimen-
sional branchvarieties; instead, to avoid loss of generality, we measure some additional
parameters beyond h. For a branchvariety X, let
Xdim i :=
⋃
{the i-dimensional irreducible components of X} , bi(X) := degX
dim i
where Xdim i is considered as a branchvariety in a natural way and hence has a degree.
By Lemma 1.3 the degree sequence b = (b0, . . . , bdimX) of nonnegative integers is locally
constant in families of branchvarieties.
Definition 0.3. The functor of branchvarieties
Branchbh,Y : (C-schemes)→ (Sets)opp
is defined by associating to each scheme S, the set Branchh,Y(S) of proper families f :
X → YS = Y ×C S such that X → S is flat and every fiber fs : Xs → Ys = Y ×C k(s) is a
branchvariety of YswithHilbert polynomial h and degree sequence b, up to isomorphism.
We avoid the set-theoretic difficulties in this definition (the “set” of branchvarieties may
be too big to actually be a set) in a standard way, by fixing a universe, or by demanding
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that they are subschemes of some fixed P∞ . We prove in Theorem 1.7 that∞ can actually
be lowered to a finite bound d0(h, b).
We define the stack in groupoids Branchbh,Y by associating to each scheme S a category
Branch
b
h,Y(S) whose objects are the families f : X → YS as above, and morphisms are
isomorphisms intertwining the structure morphisms f.
Theorem 0.4. The stack in groupoidsBranchbh,Y is an algebraic Artin stack with a finite stabilizer.
It has a coarse moduli space Branchbh,Y which is a proper algebraic space.
In particular, Branchbh,Y has finitely many connected components. It is not connected
for most (h, b, Y), since different connected components may often be distinguished by
their associated (labeled rooted) “forests”, an invariant we develop in Section 7. (This is
in contrast with the Hilbert scheme, which is connected for each h.) The forest can be
defined when the characteristic of our field is 0 or larger than any degree bi(X), and is a
refinement of both the degree sequence and the Hilbert polynomial.
The characterization of the set of connected components of Branchbh,Y remains open,
though we have one tiny result in this direction in Theorem 9.3.
The proof of Theorem 0.4 uses the general procedure which was developed for con-
structing compactifications of moduli spaces of surfaces of general type (moduli of stable
surfaces and pairs), see e.g. [Kol90, Ale96], and it goes as follows.
In Section 2 we establish the most important property of our moduli functor, proper-
ness: every one-parameter family of branchvarieties has at most one limit, and the limit
always exists after a finite ramified base change.
In Section 1 we prove that the family of branchvarieties with fixed numerical invariants
is bounded, i.e. there exists a universal constant N such that LN is very ample for each
such branchvariety and embeds it into a fixed projective space PD. Once this is estab-
lished, the branchvarieties of Y can be parametrized by a locally closed subscheme V of
the Hilbert scheme of Y × PD, up to a choice of embedding X →֒ PD. The moduli space
can then be constructed by taking the quotient V/PGLD+1. We do this in Section 3.
For the quotient, we do not use Geometric Invariant Theory, which would have in-
volved a delicate analysis of stability. Instead, we use a well-known observation that a
quotient by a proper group action always exists as an algebraic space. Properness of the
group action follows from separatedness of the moduli functor and finiteness of the auto-
morphism groups. Since the moduli functor of branchvarieties is also proper, the moduli
space is a proper algebraic space.
In the case of stable surfaces of general type, there is one additional step one can add
to this procedure: by using [Kol90] one proves that the thus obtained moduli space is
projective, and in particular a scheme, because some naturally defined invertible sheaves
on it are ample. In our case this part is missing. As we show in Section 5, the basic
invertible sheaves that comewithBranch are, curiously, not ample. However, it is possible
that some of their linear combinations are ample.
Remark 0.5. Wewould like to note that Branch does not suffer from the limitations afflict-
ing the Chow variety (and the similar Barlet space in complex-analytic geometry) which
parametrizes cycles of a fixed degree in Y. In the Chow theory, there is no notion of an
infinitesimal family of algebraic cycles, say over SpecC[ǫ]/(ǫ2); the best one can do is to
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consider families of algebraic cycles over a reduced and seminormal base. In this sense,
the Chow variety should be considered to be a “parameter space” rather than a “moduli
space”. See [Kol96, I.3-4] for a comprehensive rigorous treatment.
Remark 0.6. The Hilbert scheme has been constructed in the more general situation of
families over non-Noetherian schemes. In this case, the Hilbert functor is defined by
requiring that the sheaves (p2)∗OZ(d) are locally free of rank h(d), in a neighborhood of
every point s ∈ S and for d ≥ d0(s). This is equivalent to flatness in the Noetherian case
since a finitely generated module over a Noetherian ring is flat iff it is locally free.
Similarly, we can define a family of branchvarieties over a general scheme S by requir-
ing that the sheaves π∗L
d are locally free of rank h(d). The moduli space of branchva-
rieties is constructed in Theorem 0.4 by taking a quotient of a Hilbert scheme, which is
already quasiprojective over C. Then, in order to use the result from [KM97] concerning
this quotient, we only need to assume that C is locally Noetherian.
Remark 0.7. Since the moment this paper was widely circulated, two extensions have
already appeared: M. Lieblich [Lie06] and J. Starr [Sta06] extended some of our con-
structions to the case of an Artin stack Y as the target. In addition, [Ale06] contains an
application of branchvarieties to the moduli of weighted stable pairs.
Acknowledgements. Wewould like to thankHe´le`ne Esnault for an argument with Frobe-
nius used in the proof of Theorem 1.7, and Ja´nos Kolla´r for suggesting Theorem 9.3; of
course any errors remaining are ours. Also, we thank Patricia Hersh for discussions about
rooted forests, David Speyer for correcting our calculation of stable cubics, and Diane
Maclagan for asking about multigraded b-sheaves.
Michael Thaddeus informed us that he proposed the functor of this paper in the case
of curves in a 1995 talk at Harvard, with the family of plane cubics as evidence (treated
here in Section 8.1). We also note that Morten Hønsen constructed a proper moduli space
of curves X with a finite morphism f : X → Pn [Høn04]; in place of our assumption that
X is reduced (S1 and R0), he only requires X to be S1, but also that f be generically an
embedding.
1. BOUNDEDNESS
We will now fix a certain class of branchvarieties, and show that this class is bounded.
By this we will mean that for every branchvariety f : X → Pn in our class, over an alge-
braically closed field k = k¯, some fixed power f∗OPn(1)
d0 is very ample. Eventually this
will give us a dimensionD to use in the construction of the moduli space described in the
Introduction.
Example 1.1. Let n be a nonnegative integer and X be a union of two P1s joined at n
simple nodes, plus a disjoint union of n points. For any such (X, f : X → P1 of degree
2), the Hilbert polynomial is the same, h(d) = 2(d + 1). But as Lemma 1.3 will show, if
the degree sequences b0 = n, b1 = 2 of these curves were to all appear in a single family,
the base scheme would need infinitely many connected components and hence not be of
finite type.
This shows that branchvarieties with a fixed Hilbert polynomial do not form a bounded
class unless one adds some further restrictions. The easiest would be to require that X be
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equidimensional. We describe a more general solution below, which we refine further in
Section 7 in the case char k = 0 or large enough.
Let us introduce some notation. Let Z ⊂ Pn be the image of X, with reduced scheme
structure. Choose a sequence of general linear forms l1, . . . , ldimX on P
n, and define Zi, Xi
inductively as the Cartier divisors li = 0 in Zi−1, Xi−1 respectively, with Z0 = Z, X0 = X.
We know that the Zi are reduced irrespective of char k ([Har77, II.8.18], [Fle77]) but Xi
need not be reduced if f : X → Z is not separated: consider for example the geometric
Frobenius map f : P1→ P1, x 7→ xp, in which X1 is seen to be a point of multiplicity p.
Remark 1.2. The precise generality condition on the linear forms is that each li does not
vanish identically on any of a certain finite set of proper subvarieties of Pn, namely, the
associated components of Zi−1 and the subvarieties appearing in Bertini’s theorem. For
the proofs of the statements of this Section we are free to make finite base extensions, and
may thereby assume that such general linear forms do indeed exist.
Lemma 1.3. The integers bi = degX
dim i are locally constant in families of branchvarieties.
Proof. Bymaking a base change SpecA→ S, it is sufficient to consider the case of a regular
one-dimensional base, for example A a DVR. Any Cartier divisor l1 = 0 on the central
fiber X0 can be extended to a Cartier divisor on the generic fiber Xη. Hence, the Cartier
divisors X1 form a flat family over SpecA with the Hilbert polynomial p1(d) = p(d) −
p(d− 1). By induction we see that all Xi can be put in flat families.
Now, degXdim i = deg(Xi)
dim0. The latter space is a union of connected components
of Xi. Hence, it too is flat over SpecA, and its length (or cardinality, if it is reduced and
k = k¯) is constant.

Recall the following definitions:
Definition 1.4 (Kleiman). Let b = (b0, b1, . . . , bn) be a sequence of integers. A coherent
sheaf F on Pn is a b-sheaf if for generic hyperplanes l1, . . . , ln and the inductively defined
sheaves F0 = F, Fi = Fi−1/liFi−1, one has h
0(Fi(−1)) ≤ bi.
Definition 1.5. A coherent sheaf F on Pn is said to be Castelnuovo-Mumfordm-regular if
Hi(F(m− i)) = 0 for all i > 0.
The following is possibly the strongest known result implying boundedness of various
classes of coherent sheaves.
Theorem 1.6 (Kleiman, [SGA6], Thm. XIII.1.11). For fixed b and h(d) there exists an integer
m such that every b-sheaf F with Hilbert polynomial χ(F(d)) = h(d) ism-regular.
Here is our application of this result.
Theorem 1.7. Fix a Hilbert polynomial h(d) and nonnegative integers b0, b1, . . . , bdegh. Then
there exists a positive integer d0 such that the following holds:
For any branchvariety f : X → Pn with Hilbert polynomial h(d) and degXdim i = bi ∀i, the
sheaf Ld is very ample for d ≥ d0 and the algebra
R(X, L)(d0) = k⊕
⊕
d≥1
H0(X, Ldd0)
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is generated in degree 1.
(Althoughwewon’t need it, for a slightly larger d0 one can also ensure that the relations
are generated in degree 2.)
Proof. By [Mum70, Thm. 3], the statementwould follow if we could prove thatHi(X, Ld) =
0 for all d ≥ d1 and i > 0 (we note the importance of the fact that L is free, which we have):
then L(dimX+1)d1 is very ample.
We apply Theorem 1.6 to the sheaf F = f∗OX. Then Fi = f∗(OXi) and H
0(Fi(−1)) =
H0(Xi, L
−1
). If char k = 0, the generic sections Xi are reduced by Bertini’s theorem, so
h0(Xi, L
−1
) = degXdim0i = bi, and we are done.
If char k = p > 0, one has to be a little more careful. Decompose X → Z into a purely
inseparable morphism X→ Y followed by a separable morphism Y → Z. Then all Xi→ Zi
decompose into purely inseparable Xi → Yi followed by separable Yi → Zi, and for
generic hyperplanes li the schemes Yi are reduced. Since Xi → Yi is purely inseparable,
it can be dominated Fk(Yi) → Xi → Yi by a power Fk(Yi) of the absolute Frobenius F(Yi).
Hence,
H0(OXi+1) ⊂ H
0(OpkYi+1),
where the latter is the Cartier divisor on Yiwith the equation l
pk
i+1.
Now, let D be a reduced ample Cartier divisor on a projective scheme Y and assume
that every connected component of D has dimension ≥ 1. Then the basic exact sequence
0→ OD(−(s− 1)D)→ OsD→ O(s−1)D→ 0
implies that
h0(OsD(−D)) ≤ h
0(O(s−1)D(−D)) ≤ · · · ≤ h
0(OD(−D)) = 0
Applying this to D = Yi+1 on Y = Yi, we see that again only the zero-dimensional
connected components contribute, and so h0(Xi, L
−1) = degXdim0i = bi as before. 
Theorem 1.8. Fix a Hilbert polynomial h and degree sequence b, and let d0 be as in Theorem
1.7. Then a family of branchvarieties over YSpecA with Hilbert polynomial h(d) and with each
degXdim i = bi is equivalent to a graded ring R together with a homomorphismφ : A[x0, . . . , xN]→
R,N =
(
n+d0
n
)
such that
(1) R0 = A,
(2) the Rd are finite locally free A-modules of rank h(dd0),
(3) R is finite over the image of φ,
(4) kerφ contains the ideal of the d0-tuple Veronese image of Y, and
(5) for every homomorphism A→ k¯ to an algebraically closed field, R⊗A k¯ is reduced.
Moreover, any such algebra R is generated over A in degree 1.
Proof. We first note that under the isomorphism between Y and its Veronese embedding
vd0 (Y), the families of branchvarieties f1 : X → YS and f2 : X → vd0(Y)S are in natural
bijective correspondence. The (same) invertible sheaf L is uniquely determined by either
f1 or f2. Hence, without loss of generality we can replace Y by Y
′ = vd0 (Y).
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Given a family f : X→ Y ′S, we set
R = R(X/S, L ′)(d0) = A⊕
⊕
d≥1
H0(X, (L ′)d), where L ′ = f∗2OPN(1) = L
d0 .
Since the higher cohomology groups of (L ′)dvanish, by the Cohomology and Base Change
Theorem H0(X, (L ′)k) are locally free modules of rank h(dd0).
In the opposite direction, we set X = ProjR, and the condition (3) gives a morphism f :
X→ PNA, which factors through Y ′ by the condition (4). Clearly, the associations (R,φ)↔
(X, f) are inverses of each other, and the condition (5) is equivalent to the condition that
the geometric fibers of X are reduced.
The last statement is a direct consequence of Theorem 1.7. 
2. ONE-PARAMETER FAMILIES
In this section, A is a DVR with maximal ideal (t), residue field k = A/tA, and fraction
field K = A[1/t]. The ring R = ⊕d≥0Rd is a finitely generated A-algebra, and each Rd
is a locally free A-module of rank h(d) < ∞. By Theorem 1.8, after replacing Y ⊂ Pn
with its Veronese embedding vd0 (Y) ⊂ P
N, such an algebra R is equivalent to a family of
branchvarieties over SpecA.
Let R˜ denote the integral closure of R in RK := R ⊗A K, i.e. in the general fiber of the
family SpecR→ SpecA. Since by definition R˜ ⊂ ⊕d≥0 Rd⊗A K, it is also a graded ring. A
ring finitely generated over a DVR has a finite normalization, and therefore R˜ is a finitely
generated R-module. It follows that each R˜d is again a finitely generated A-module, so it
is free of the same rank h(d) and for each d, there exists a kd such that Rd ⊂ R˜d ⊂ t
−kdRd.
By an n-ramified base change we will mean another DVR A ′ ⊃ A with uniformizing
parameter t ′, so that t = c ′(t ′)n for some unit c ′ ∈ A ′. We will use R ′ for R ⊗AA
′, K ′ for
the fraction field, and R˜ ′ for the integral closure (˜R ′) of R ′ in K ′.
Lemma 2.1. (1) R/(t) is reduced =⇒ R˜ = R.
(2) R/(t) is not reduced =⇒ after some ramified base change R˜ ′ 6= R ′.
Proof. (1) Suppose R˜ 6= R. Then there exists x ∈ R \ tR such that x/t ∈ R˜ \R, and it satisfies
some monic equation(x
t
)n
+ rn−1
(x
t
)n−1
+ · · ·+ r0 = 0 =⇒ xn+ trn−1xn−1+ · · ·+ tnr0 = 0
=⇒ xn ∈ (t)
=⇒ x¯ ∈ R/(t) is a nonzero nilpotent.
(2) Suppose some x¯ ∈ R/(t) is a nonzero nilpotent, i.e. there exists some x ∈ R \ tR such
that xn ∈ tR. Then after an n-ramified base change one has xn ∈ (t ′)nR ′. So (x/t ′)n ∈ R ′.
Hence, x/t ′ is integral over R ′, and so x/t ′ ∈ R˜ ′. It remains to show x/t ′ /∈ R ′.
Since R, R ′ are torsion-free A,A ′-modules over DVRs, for any x ∈ Rwe have the equiv-
alences
x/t ∈ R ⇐⇒ x ∈ tR ⇐⇒ the A-module R/xA has torsion ⇐⇒ R/xA is not flat
x/t ′ ∈ R ′ ⇐⇒ x ∈ t ′R ′ ⇐⇒ the A ′-module R ′/xA ′ has torsion ⇐⇒ R ′/xA ′ is not flat.
8
So x/t /∈ R implies R/xA is flat, which implies R ′/xA ′ = (R/xA) ⊗A A
′ is flat, which
implies x/t ′ /∈ R ′.

Corollary 2.2 (The functor Branchbh,Y is separated). An element of Branch
b
h,Y(K) has at most
one extension to an element of Branchbh,Y(A).
Proof. Call the original elementK[x0, . . . , xn]→ RK. The only possible Rwill be the integral
closure of the image of A[x0, . . . , xn] in RK, as we now show in two steps.
Let A[x0, . . . , xn] → R be an extension. Then R is finite over the image of A[x0, . . . , xn]
in R, so R˜ is the integral closure of the image of A[x0, . . . , xn] in RK.
The special fiber R/tR is reduced because so is the geometric fiber (R/tR)⊗k k¯. But then
R = R˜ by Lemma 2.1(1). 
Remark 2.3. For any finitely generated algebra S over a field k, S ⊗k k¯ is reduced =⇒
S is reduced. The converse is true if k is a field of characteristic zero or a perfect field of
characteristic p > 0. Moreover, if S⊗k k¯ is not reduced then already for some finite purely
inseparable extension k ′/k, S⊗k k
′ is not reduced.
Lemma 2.4. Let R be a Noetherian ring which has finite normalization (e.g. R has no embedded
primes and is finitely generated over a field or a DVR), t ∈ R a nonzerodivisor, and assume that
R is integrally closed in R[t−1]. Then the ring R/(t) does not have embedded primes; it satisfies
Serre’s condition S1.
In particular, if SpecR is reduced, R is finite over a DVR and integrally closed in R[t−1], and
SpecR/(t) is generically regular, then SpecR/(t) too is reduced.
By the normalization of Rwe understand its integral closure in the total ring of fractions
R[S−1], the localization in all nonzerodivisors.
If we assumed R to be reduced and equal to its normalization, then R would satisfy
Serre’s condition S2, so R/(t) would be S1. This Lemma clarifies how much integral
closure one actually needs to draw this conclusion.
Proof of Lemma 2.4, latter conclusion. There is a simpler proof in this special case (which is
all we will need). Or rather, the only subtle point is encapsulated in a familiar formulation
“normal domains are S2”.
Let R ′ be the normalization of R. By our assumptions on R, the ring R ′ is a direct sum
of finitely many normal domains. Consider the map R/tR→ R ′/tR ′. Its kernel is
R ∩ tR ′
tR
∼=
t−1R ∩ R ′
R
⊂
R[t−1] ∩ R ′
R
= 0
thanks to the assumptions on t and on R. Hence the map R/tR→ R ′/tR ′ is an inclusion.
Since X0 := SpecR/(t) is generically regular, there exists an open subset U ⊂ SpecR
such that U is regular and such that U ∩ X0 is dense in X0. Then the normalization mor-
phism SpecR ′ → SpecR is an isomorphism over U. So SpecR ′/(t) is generically regular.
Since R ′ is S2, and t is not a zero divisor, R ′/(t) is S1. Being S1 and generically regular,
R ′/(t) is reduced. Since R/(t) is a subring of a reduced ring, it too is reduced. 
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Proof of Lemma 2.4 in general. Essentially, we must modify the proof that normal domains
are S2. Let us introduce some notation. Let X = SpecR, and let F be a coherent sheaf on
X, corresponding to a finite R-moduleM. Let X0 = SpecR/(t), and define the saturation
of F in codimension 2 along X0 by the formula
F sat = lim
−→
Z
F(X \ Z),
where Z goes over closed subsets of X0 that have codimZX0 ≥ 1, equivalently codimZX ≥
2 since t is a nonzerodivisor in R. LetMsat = Γ(X,F sat) be the corresponding R-module.
It is true that the sheaf F sat is coherent provided all Zs have codimension ≥ 2 in as-
sociated primes of M, cf. [EGA4-2, 5.9-11], but we do not need this. We merely observe
that OsatX = OX since every Γ(X \ Z,OX) is contained in the normalization of R and also in
Γ(X \ X0,OX) = R[t
−1].
LetG be a coherent sheaf supported on an irreducible subset Z of X0with codimXZ ≥ 2.
Then every extension
0→ OX→ F→ G→ 0
splits. Indeed, Fsat = OsatX = OX, and the canonical restriction morphism F→ Fsat provides
the splitting. Therefore, Ext1(G,OX) = 0. By the cohomological characterization of depth
(see e.g. [Mat89, Thm. 28] or [Eis95, 18.4]) this implies that the local ring OZ,X has depth
≥ 2, and therefore OZ,X0 has depth ≥ 1, i.e. the ideal pZ is not an embedded prime of
R/(t). 
Theorem 2.5 (The functor Branchbh,Y is proper). Every element of Branch
b
h,Y(K) has an exten-
sion to one of Branchbh,Y(A
′), after a finite ramified base change S ′ = SpecA ′ → S = SpecA.
The necessary base change deg(S ′/S) divides (
∏degh
i=0 bi!)
2, and if the residue field k = A/(t)
has characteristic zero, then the necessary base change even divides
∏degh
i=0 bi!.
Let X → SpecA be a flat proper extension (before any base change), X˜ the normalization of X
in the generic fiber, and X˜0 the special fiber of X˜. Denote the multiplicities of the geometric fiber
X˜0×k k¯ by {mi}.
If char k = 0, then the base change can be taken to be t = sm, wherem = lcm({mi}), the least
common multiple of the multiplicities.
If char k > 0, the base change can be chosen to be a composition of a base changeA ′/A such that
tA ′ = t ′A ′ and the residue field extension k ′/k is purely inseparable of degree dividing
∏
mi,
and the base change t ′ = sm.
Proof. We first provide a flat A-algebra R extending RK. Let q1, . . . , qs ∈ RK be homoge-
neous elements generating RK as aK[x0, . . . , xn]-module. Each qi is integral overK[x0, . . . , xn].
Since K = A[1/t], there exist ni ∈ N such that t
niqi are integral over A[x0, . . . , xn]. There-
fore, the algebra R1 := (imA[x0, . . . , xn])[t
niqi] is finite over A[x0, . . . , xn], graded, and
free over A. Take R = R˜1 to be its normalization in R1[t
−1], as before. (These R1, R˜1 are the
coordinate rings of X, X˜ in the statement of the Theorem.)
Next, we find a ramified base change S ′ → S so that the geometric fiber Spec R˜ ′ ⊗k′ k¯ ′
is reduced. By Lemma 2.4 we only need to prove that it is generically reduced.
Assume first that char k = 0. Let Z be an irreducible component of the central fiber X0,
with generic point z. The ringOz,X has dimension 1 and is integrally closed in the generic
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fiber, since normalization commutes with localization. (This is where we must use R˜1 and
not R1.) Therefore, it is integrally closed, so it is a DVR with a uniformizing parameter,
denote it by π.
We have t = aπn for some invertible a. Let us make a base change t = sn. Then the
normalization O˜z′,X′ ofOz,X⊗AA
′ is regular and its central fiber hasmultiplicity 1. Indeed,
π/s ∈ O˜z,X and is invertible, so s = bπ in O˜z′,X′ with invertible b. Hence, after making the
base change t = sm, wherem = lcm({mi}), the central fiber is generically regular, and we
are done.
If char k > 0, then we first make an unramified base change S ′/S with a purely insep-
arable field extension k ′/k after which the multiplicities of the irreducible components
of X ′0 and X0 ×k k¯ are the same; the degree of this base change divides
∏
mi. Then we
proceed as above. 
Corollary 2.6. For any further ramified base change A ′′ ⊃ A ′, the central fiber does not change
except for the extension of the residue fields: X ′′0 = X
′
0⊗k′ k
′′. In other words, every 1-parameter
family of branchvarieties has a unique limit, up to extensions of the residue field.
Proof. Indeed, the geometric central fiber of X ′ ⊗S′ S
′′ is the same as that of X ′, so it is
reduced. By Lemma 2.1(1), one has X ′′ = X ′ ×S′ S
′′. 
The {mi} have a simple interpretation in the case that X is a family of points over
SpecC[[t]]: they are the lengths of the cycles in the monodromy around 0 of the generic
fiber. The degree lcm({mi}) base change replaces the monodromy in this finite family by
a high enough power to make it trivial.
Example 2.7. In examples, where one has a family of subvarieties limiting to a subscheme,
one often knows the Hilbert extension X → SpecA. So it is tempting to work with the
multiplicities of the special fiber X0 to compute the necessary base change, rather than
those of X˜0 as stated in the Theorem. But consider the family
X =
{
[x, y] : (y2+ tx2)(y3− tx3) = 0
}
of 5-tuples of points. In this case X0 is a quintuple point, but the necessary base change
has deg(S ′/S) = 6, correctly calculable from X˜0 = {double point, triple point}.
Remark 2.8. In [Ale06] it is proved that the canonical limits of varieties and pairs of gen-
eral type, whose construction follows from the log Minimal Model, are S2, in addition
to being S1, as in Theorem 2.5. This result, however, applies to a less general class of
degeneration families than (2.5).
3. CONSTRUCTION OF THE MODULI SPACE
For every family of branchvarieties f : X→ YS, define a functor
Aut(f) : (S-schemes)→ (Groups)opp
by setting Aut(f)(S ′) to be the automorphism group of f ′ : X ′ → Y ′S′ , where X ′ = X ×S S ′,
Y ′ = Y ×S S
′, and Y ′S′ = YS×S S
′ = Y ×C S
′.
Theorem 3.1. Aut(f) is represented by a finite group scheme over S.
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Proof. Let X(2) := X×YS X, a proper and projective scheme over S.
For every automorphism g : X ′ → X ′ over Y ′S′ , its graph Γg is a closed subscheme of
X(2) ×S S
′. Therefore, it represents an S ′-point of the Hilbert scheme HilbX(2), i.e. an
element of (Hilb(X)2)(S ′). Moreover, there is a natural open subscheme U of HilbX(2)
parametrizing subschemes Z ⊂ X(2)×S S
′ that project isomorphically to both factors, and
Γg gives an S
′-point of U. The opposite is clear as well: every such subscheme Z is the
graph of a unique automorphism. Hence, the quasiprojective-over-S schemeU represents
Aut(f). It is obviously a group scheme.
Aut(f) satisfies the valuative criterion of properness thanks to the properness of the
functor of branchvarieties, Theorem 2.5. To prove that Aut(f) is finite over S we need to
check that the geometric fibers are finite.
So let f : X→ Y be a branchvariety over a field k. Cover Y by finitely many open affines
Vi. Since the morphism f is finite, eachUi = f
−1(Vi) are affine as well, andwe only need to
show that Aut(Ui/Vi) is finite. Let r ∈ k[Ui]. It satisfies some monic polynomial equation
with coefficients in k[Vi], and the image of r under any automorphism must satisfy it too.
Since k[Ui] is reduced, it is embedded into a direct sum of finitely many fields, one for
each irreducible component. Amonic (hence nonzero) polynomial has only finitely many
roots in a field, so we are done. 
For a branchvariety X over a field of characteristic 0 it is easy to say more: Aut(f)
is a subgroup of the product of Galois groups of the irreducible components of X, and
therefore a subgroup of the product of several symmetric groups. And, of course, by
Cartier’s theorem any group scheme in characteristic zero is reduced.
Example 3.2. Let char k = p and f : X = P1 → Y = P1 be the geometric Frobenius
morphism, x 7→ xp. Then Aut(f) = µp = Spec k[x]/(xp − 1) = Spec k[x]/(x − 1)p, a finite
nonreduced group scheme.
Proof of the Main Theorem 0.4. Wefirst prove that branchvarieties together with some addi-
tional data can be parametrized by a locally closed subscheme of a certain Hilbert scheme.
This is done by a classical argument, as in the case of curves [MFK94, Prop. 5.1], with nec-
essary modifications.
Then the moduli space is constructed by taking the quotient by a PGL group action.
We do not use Geometric Invariant Theory for this step. Instead, the quotient by a proper
group action immediately gives the moduli stack as an algebraic Artin stack. By applying
standard results on representability, we obtain its coarse moduli space as an algebraic
space.
Let f : X → Y be a branchvariety defined over an algebraically closed field k, with
fixed Hilbert polynomial h and degree sequence b. By Theorem 1.7, we know that there
exists some integer d0(h, b) such that L
d0 has vanishing higher cohomology, is very ample,
and such that the ring of global sections R(X, Ld0) is generated in degree 1. Let D =
h0(X, Ld0) − 1. A choice of a basis in the vector space H0(X, Ld0) defines an embedding
X →֒ PD, and two such choices differ by an element of PGLD+1(k).
Let Pn ⊃ Y be the projective embedding of Y. Let PD× Pn →֒ Pm be the Segre embed-
ding,m+ 1 = (D+ 1)(n+ 1). The restriction of OPm(1) to X ⊂ P
D× Y ⊂ PD× Pn ⊂ Pm is
isomorphic to Ld0 ⊗ L and has Hilbert polynomial H(d) = h(d(d0+ 1)).
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Let HilbH,PD×Y be the Hilbert scheme parametrizing closed subschemes of P
D× Y that
have Hilbert polynomial H. The properties of being geometrically reduced, the first pro-
jection being a closed embedding with the image spanning PD, and the second projection
being finite, are all open in projective families over a quasiprojective base. Thus, there
exists an open subscheme V1 of HilbH,PD×Y whose k-points correspond to branchvarieties
of Y embedded in PD× Y and spanning PD.
The Hilbert polynomials of the ample sheaves p∗1OPD(1) and p
∗
2OY(1) are locally con-
stant. By Lemma 1.3, the degree sequence is locally constant as well. This gives an open
subscheme V2 ⊆ V1 over which the branchvarieties have invariants (h, b) and such that
the sheaf OPD(1)|X has the same Hilbert polynomial as the sheaf L
d0 .
Let X2 → V2 be the universal family. On this family, we have two invertible sheaves,
p∗1OPD(1) and p
∗
2OY(d0). We claim that there exists a locally closed subscheme V of V2
parametrizing branchvarieties on which these two sheaves coincide. Indeed, the relative
Picard functor PicX2/V2 is represented by an algebraic space (this is Artin’s theorem, see
[Art69, Thm. 7.3] or [BLR90, Thm. 8.3.1]). The two sheaves above define sections of this
algebraic space over V2, and V is the locus where these sections coincide.
To summarize: we have constructed a scheme V parametrizing branchvarieties of Y
together with an embedding by a complete linear system Ld0 into a fixed projective space
PD so that the image spans PD. Two points in V(k) define isomorphic branchvarieties iff
they are in the same orbit of the group PGLD+1(k).
Now consider a family of branchvarieties f : X → YS, π : X → S over an arbitrary
C-scheme S. By the Cohomology and Base Change Theorem [Har77, III.12.11], the sheaf
Fd0 = π∗L
d0 is locally free, so it becomes trivial on some open affine cover S = ∪Si. The
choice of trivializations of Fd0,i = Fd0 |Si gives the choice of embeddings of Xi into P
D×YSi ,
and two such embeddings differ by an element of PGLD+1(Si). This gives a collection of
Si-points of V , up to actions of the groups PGLD+1(Si).
It follows that the stack in groupoids Branchbh,Y is just the quotient stack [V/PGLD+1],
in other words the quotient of V by a smooth pre-equivalence relation
j : R = V × PGLD+1→ V × V.
It is well known that the separatedness of the moduli functor (Corollary 2.2) and finite-
ness of the automorphism schemes (Theorem 3.1) imply that the group action is proper.
In particular, the stabilizer j−1(diagV)→ V is finite.
Thus, Branchbh,Y is an algebraic Artin stack; see [LMB00] for a general reference. By ei-
ther [KM97] or [Kol97] it has a coarse moduli space as an algebraic space (see [Knu71] for
the general reference on algebraic spaces). Finally, by Theorem 2.5 the functor is proper,
so the moduli space is too. 
Remark 3.3. A separated Artin stack with a finite stabilizer isDeligne-Mumford if its sta-
bilizer groups are reduced. By Theorem 3.1, in characteristic 0 our moduli stacks of branch-
varieties are Deligne-Mumford (and more generally, under Assumption 7.2 to come), but
Example 3.2 shows that in general they are not. Nor are the stabilizer groups always lin-
early reductive in characteristic p, as the branchvariety of p points mapping to a point
(with automorphism group Sp) demonstrates.
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Remark 3.4. Recall that the tangent space to the Hilbert scheme has a particularly simple
description: if Z ⊂ PD× Y is a closed subscheme defined by an ideal sheaf IZ then
T[Z],Hilb(PD×Y) = Hom(IZ/I
2
Z,OZ).
Applying [Ols06, Theorem 1.5] to the representable morphism V ։ [V/PGLD+1], and
chasing a couple of short exact sequences relating the cotangent complexes [Ill71, Ill72],
we can describe the tangent space to the corresponding point of Branch as
T[Z],Branch(Y) = T[Z],Hilb(PD×Y)
/
Lie(PGLD+1).
In addition, one can identify the corresponding obstruction spaces on the nose (no quo-
tient by Lie(PGLD+1)).
4. EXAMPLES
We begin with some simple examples in the first section, and then present the ones that
principally guided each of us to the theory of branchvarieties.
4.1. Further elementary examples. In the examples below, we take A = C[[t]], with K its
field of fractions.
Example 4.1. Consider two skew lines in A3 approaching each other as t → 0: R =
A[x, y, z]/(z, x)∩ (z− t, y). The central fiber
A[x, y, z]/(xy, z2, zx, zy)
is two lines with an embedded prime at the point of intersection, and is not reduced. No
ramification is necessary in this case (as follows from Theorem 2.5, since the central fiber
is generically reduced). The integral closure is the union of two disjoint families of lines
R˜ = A[x, y, z]/(z, x)⊕A[x, y, z]/(z− t, y).
The central fiber is a disjoint union of two lines, with a finite map to the two intersecting
lines in A3.
The total space of the Hilbert family SpecR is the union of two planes meeting at a
point, everyone’s first example of a scheme smooth in codimension 1 yet still abnormal:
it is not S2, and a hyperplane section has an embedded prime. The integral closure just
pulls those two planes apart.
Example 4.2. Let X be a union of 3 copunctal lines in P2, say with slopes 0, 1, and∞, and
let ft : X→ P1 be a projection with the angle t. The tangent space to the common point is
2-dimensional, and contains four 1-d subspaces: the tangents to the lines, and the kernel
of the derivative of ft. In these terms, t is a cross-ratio. Consider this as a 1-parameter
family as t goes to 0.
In coordinates, the generic fiber Xη corresponds to a graded ring R which is a subring
of K[x0, x1]⊕K[y0, y1]⊕K[z0, z1] consisting of homogeneous polynomial (f, g, h) such that
f(1, 0) = g(1, 0) = h(1, 0), tf ′(1, 0) + g ′(1, 0) = (1+ t)h ′(1, 0),
where the derivatives are with respect to the second variable, x1, y1 or z1 respectively. The
K[t0, t1]-module structure is given by the homomorphisms ti 7→ (xi, yi, zi).
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We can use the same equations for the total family X, replacing K by A. Specializing
t = 0, one obtains the ring of triples (f, g, h) such that
f(1, 0) = g(1, 0) = h(1, 0), g ′(1, 0) = h ′(1, 0),
Hence, the central fiber X0 is a union of three P
1s passing through one point, the second
and the third P1s are tangent to each other, and the first is transverse to them. Note that
X0 can no longer be embedded in P
2.
Example 4.3. We will assume for simplicity that char k 6= 2 in this example.
Consider the space of branchvarieties of P2 including the plane conics, so h(n) = 2n+1,
b0 = 0, b1 = 2. In short, this coarse moduli space is the “space of complete conics”, or
P5 blown up along the Veronese surface, while the stack structure agrees with that on the
corresponding Kontsevich moduli space of stable maps. Indeed, each branchcurve X has
arithmetic genus 0, and so has at worst nodes as singularities. We include some standard
facts about this stack.
There are two obvious closed substacks: T = {reducible branchvarieties} and N =
{noninjective branchvarieties}. Each of the points in the substack N has automorphism
group Z/(2). The complementary set Nc corresponds to reduced plane conics, has trivial
stack structure, and is isomorphic as a space to P5 with the Veronese surface removed.
The set Tc ∩N consists of double covers P1→ P1 of lines; such a cover is uniquely deter-
mined by its image line and the two (distinct) branch points. If we let the branch points
collide, we get the space T ∩N consisting of pairs of crossing lines double covering a line
in P2.
The whole space is 5-dimensional. The substackN is 4-dimensional. The substack T∩N
is 3-dimensional, and isomorphic as a stack to the manifold of flags in P2modulo a trivial
Z/(2) action.
In the case of plane cubics, the moduli stacks of branchcurves and of stable maps are
not naturally isomorphic, which we will see in Section 8.1.
Example 4.4. Fix g ∈ N, and let h = 2n + 1− g, b0 = 0, b1 = 2. We can make some of the
branchcurves of P1 with these invariants by joining two P1s along g + 1 distinct points;
the arithmetic genus of such a curve is g.
The generic branchcurve of P1 with these invariants is a smooth curve of genus g,
branched over P1 at 2(g+ 1) points, and the coarse moduli space is just
(P1)2(g+1)/S2(g+1) ∼= P
2(g+1).
For example, consider g = 1, so the generic branchcurve is an elliptic curve branched
over P1 at four distinct points. If two branch points coalesce, 4 = 2+1+1, the branchcurve
is a nodal cubic with the node mapping to the double branch point. If the other two
coalesce also, 4 = 2 + 2, the branchcurve is as described a moment ago – two P1s glued
together at two points. If three branch points coalesce, 4 = 3 + 1, the branchcurve is a
cuspidal cubic with the cusp mapping to the triple branch point. If all four coalesce, the
branchcurve is a union of two P1s along a point of tangency.
We note that the moduli space of branchvarieties of P1 contains the classical Hurwitz
schemes parametrizing degree d covers of P1with certain ramification conditions. We see
from the above example that the compactification of these Hurwitz schemes provided by
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branchvarieties is very different from the compactification obtained by adding “admissi-
ble covers” as done, e.g., in [HM82].
4.2. Stable toric varieties. Let T = (Gm)
r be a split multiplicative torus, a direct sum of
r copies of the multiplicative group Gm. Let P
n be a projective space endowed with a
T -action and with a T -linearized O(1).
Definition 4.5. A stable toric variety over Pn over an algebraically closed field is a semi-
normal projective variety X endowed with a T -action such that
(1) there are only finitely many orbits, and
(2) the isotropy groups are subtori, so in particular connected and reduced
together with a finite and T -equivariant morphism f : X→ Pn.
When T acts on (Pn,O(1)) with n + 1 distinct characters, the data for the morphism
f : X → Pn is equivalent to the data for an effective ample Cartier divisor D on X which
does not contain any T -orbits. So, in this case a stable toric variety over Pn is the same
as a stable toric pair (X,D) with a T -linearized line bundle L = OX(D), see [Ale02, 2.14],
[AB05, Prop. 3.3.2]. The latter paper also includes themore general case of stable spherical
varieties, where T is replaced by a reductive group.
The higher cohomologies Hi(X, Ld) vanish for d > 0. Therefore, for every family X →
PnS of stable toric varieties the gradedOS-algebra R(X/S, L) = ⊕d≥0π∗L
d is locally free. The
T -action is equivalent to the grading of R(X/S, L) by the character group Λ = Zr of T , and
each graded piece R(X/S, L)λ, λ ∈ Λ, is of finite rank h(λ), i.e. R(X/S, L) is multiplicity-
finite. When R(X/S, L) ismultiplicity-free, i.e. each h(λ) is 0 or 1, a stronger statement is
true: X reduced implies that X is seminormal.
We see that the moduli of multiplicity-free stable toric varieties over Pn is just the
branch-analogue of the toric Hilbert scheme of Peeva-Stillman [PS02] and the more gen-
eral multigraded Hilbert scheme of Haiman-Sturmfels [HS04].
This “toric Branch” moduli space is constructed in [AB05] more directly, as the quotient
U/Γ of U = Hilbh(Z), where Z → Pn is an A-cover, by a finite diagonalizable group, i.e.
product of several groups µm of roots of unity. The reason for the relative simplicity of
this case is that the monic polynomials appearing in the finite ring extensions have the
very simple form zm = r. The projectivity of the moduli space is immediate from this
description.
Since some of the varieties appearing below in Section 8 are stable toric varieties, we
recall briefly their classification. Each stable toric variety over an algebraically closed
field defines a complex of polytopes ∆ with a reference map to ΛR. This means that
we have a topological space |∆| with a cell decomposition |∆| = ∪δ and a finite map
ρ : |∆| → Λ ⊗ R identifying each δ with a lattice polytope. Then X is a union of ordinary
(normal) projective toric varieties Xδwhich are glued the same way as the complex ∆.
A variety X is multiplicity-free precisely when the map ρ is injective. One-parameter
degenerations correspond to convex subdivisions of ∆.
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4.3. Balanced normal cones. Let Q be a commutative k-algebra without nilpotents, and
I an ideal. The Rees algebra is the graded subring
R =
(⊕
n<0
t−nIn
)
⊕
(⊕
n≥0
tnQ
)
of Q[t, t−1]. Under the evident map k[t] → R, we see that the map SpecR → Spec k[t]
defines a flat family whose t = 1 fiber isQ and t = 0 fiber is grIQ := Q/I⊕I/I
2⊕I2/I3⊕. . .,
the associated graded with respect to the I-adic filtration. If we assume in addition that
∩nI
n = {0}, then this family is locally free. Geometrically, this family is the degeneration
of SpecQ to the normal cone of SpecQ/I.
In [Sam52], Samuel defined a variant of the I-adic filtration
∀q ∈ Q, f(q) := max{n : q ∈ In}
called its homogenization,
∀q ∈ Q, f(q) := lim
k→∞
f(qk)
k
,
and proved that this limit exists. Rees (see the book [Ree88]) and Nagata [Nag57] proved
that the limit is rational with bounded denominator (depending on Q, I). LetN be divisi-
ble by all the possible denominators of f; of course their LCM will do.
To this “homogeneous” filtration f, one can again associate a Rees algebra (now 1
N
N-
graded) giving a flat degeneration of Q to an associated graded ring grIR, this time auto-
matically without nilpotents. The corresponding geometry was studied in [Knu05] under
the name “degeneration to the balanced normal cone”.
We now relate this construction to the one in Section 2. Make the ramified base change
t = (t ′)N. Let R˜ denote the integral closure of R in R ⊗k[t] k[t
′] ⊆ Q[t, t−1] ⊗k[t] k[t
′] =
Q[t ′, t ′−1]. Then for n ≥ 0,
q/t ′n ∈ R˜ ⇐⇒ q/t ′n is integral over R
⇐⇒ (q/t ′n)N is integral over R
⇐⇒ qN/tn is integral over R
=⇒ f(q) ≥ n/N.
By Rees’ valuative formula for f [Ree88, Thm. 4.16], the converse of this last implication
is also true. Hence
R˜ =
(⊕
n<0
t ′−n{q : f(q) ≥ n/N}
)
⊕
(⊕
n≥0
t ′nQ
)
is the Rees algebra associated to the filtration given by f.
Craig Huneke informed us that much the same interpretation of Rees’ results on the
Samuel filtration occurs in Theorem 10.6.6 of his forthcoming book [HuSw06].
4.4. Chirivı`’s degeneration of flag manifolds as a limit of branchvarieties. We describe
a special case of Chirivı`’s geometric interpretation of the Littelmann-Lakshmibai-Seshadri
weight multiplicity formula [Chi00], using the language of balanced normal cones. This
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example was what motivated the second author to seek a general theory of automatically
reduced degenerations. The details will appear elsewhere [Knu06].
LetG be a complex connected algebraic group with maximal torus T , and λ a dominant
weight. Then there is a natural G-equivariant graded ring structure on R := ⊕n∈NVnλ (the
nth piece being the irreducible representation of Gwith high weight nλ), whose Proj is a
generalized flag manifold G/P.
Through a careful analysis of generators and relations of the ring R, Chirivı` gave a col-
lection of T -equivariant degenerations R ′ of R, where each ProjR ′ is a stable toric variety.
In some cases, the underlying complex ∆ of polytopes is in fact a simplicial complex, with
one simplex for each chain in the Bruhat order of G/P; we will call this a simplicial Chirivı`
degeneration.
This degeneration was already well known in the case that G/P is a Grassmannian in
its Plu¨cker embedding [DEP82]. In this case, each component of the stable toric variety
maps isomorphically, not just finitely, to a coordinate subspace of projective space.
By the flatness of these degenerations, one can compute the T -weight multiplicities in
the representation Vλ as a sum over chains in the Bruhat order, and for each chain, a
count of lattice points in a certain simplex (determined using λ). This weight multiplic-
ity formula had already been proven by Littelmann using his path model, confirming a
conjecture of Lakshmibai and Seshadri (inspired by [DEP82] and followup work [DL81]
generalizing it to other minimal embeddings of minimal classical flag manifolds).
We now sketch a way to see a simplicial Chirivı` degeneration as a flat limit of branch-
varieties, with proofs to appear in [Knu06]. The principal benefit of this viewpoint is that
the construction does not require special analysis of the ring R.
The extremal weights of Vλ are of the form w · λ for w in the Weyl group of G. Each
extremal weight space is 1-dimensional; let E ≤ Vλ be their direct sum. Then we make
G/P = ProjR a branchvariety of projective space, using the map ProjR → Proj SymE.
(Indeed, E is the smallest T -invariant subspace such that this map has no basepoints.)
The Bruhat order of G/P gives a natural partial order on the extremal weights; pick a
linear extension (whichwill be immaterial) to a total order. Running through the sequence
of extremal weights, we get a series of degenerations to balanced normal cones
R 99K grI1R 99K grI2grI1R 99K . . . 99K grIm· · · grI1R
where the ideal Ik is generated by the kth extremal weight space in the total order (or
rather, by the image of that extremal weight space in the (k − 1)st ring in the sequence).
Since these ideals are T -invariant, the degenerations are T -equivariant. Each compo-
nent of the resulting scheme is a weighted cone on a weighted cone on . . . on a point, i.e.
a toric variety associated to a weighted simplex.
It is reasonably straightforward to show that the final ring so constructed is a subring
of Chirivı`’s “discrete LS algebra” R ′. One can then e.g. invoke Littelmann’s result to show
they are equal.
5. LINE BUNDLES ON BRANCH
By Section 1, for any d ≥ d0 the sheaves L
d on our branchvarieties do not have higher
cohomology. Therefore, for any family f : X → YS, π : X → S, the sheaves Fd = π∗Ld
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are locally free, and they induce natural line bundles λd = det Fd on our moduli stacks.
One might therefore hope (cf. [Kol90] for a quite similar situation) that these line bundles
are ample. (In particular, this would immediately imply that the coarse moduli spaces
of branchvarieties are projective schemes.) So, the following is a somewhat surprising
observation.
Example 5.1. Consider the moduli space of 1-dimensional branchvarieties of P2 which
include the plane cubics. For any family f : X → P2S whose fibers are reduced planar
cubics, each λd|S has a positive degree. Indeed, this part of the branchvariety moduli
coincides with part of the Hilbert scheme, and λd is the pullback of the (very ample)
standard line bundle on a Grassmannian into which the Hilbert scheme is embedded.
On the other hand, consider the family over S = P1 of Example 4.2 (see also Section 8.1).
In this family, OX is embedded into OX˜ = ⊕
3
i=1OP1 , for the normalization X˜ of X, and the
inducedmorphism X˜→ Y = P1 is constant. Therefore, each Fk is a nonconstant subbundle
of a constant vector bundle ⊕3i=1H
0(P1,O(d))⊗OS. Hence, λd|S has a negative degree!
Remark 5.2. We do not claim that the moduli spaces Branchbh,Y are not projective. In par-
ticular, it seems possible that for d, k≫ 0 the line bundles λdk⊗λd
−(degh−1/2)k on Branchbh,Y
are ample. See also Theorem 9.3, which gives a large set of projective examples.
6. K-CLASSES OF DEGENERATIONS
We follow the notation of Section 2. Fix a projective dimension n, a Hilbert function h,
an N-graded locally free A-algebra R, and a homomorphism A[x0, . . . , xn] → Rmaking R
a finite A[x0, . . . , xn]-module. Let R
′ be the integral closure of R in R⊗A K.
Since R and R ′ are finite modules over A[x0, . . . , xn], we see that R/tR and R
′/tR ′ are fi-
nitemodules over k[x0, . . . , xn], and define elements of algebraicK-homology of k[x0, . . . , xn].
Since R andR ′ are both locally free and agree after inverting t, these two elements [R/tR], [R ′/tR ′]
of K-homology coincide. We now give a direct proof of this K-equivalence, allowing us to
strengthen the statement.
Proposition 6.1. Let t be a non-zero-divisor in R, and let R ′ stand between R and its integral
closure in R[t−1]. Assume that R ′ is finite over R (e.g. if R is finitely generated over a DVR A).
Then ∃ N > 0 such that R/tR and R ′/tR ′ are K-equivalent modules over the ring R/(tN).
Proof. Consider the short exact sequences of R-modules
0→ R/tR→ R ′/tR→ R ′/R→ 0
0→ tR ′/tR→ R ′/tR→ R ′/tR ′ → 0
Since t is not a zero divisor, the natural map R ′/R→ tR ′/tR is an isomorphism. So we get
the K-equation
[R/tR] = [R ′/tR] − [R ′/R] = [R ′/tR] − [tR ′/tR] = [R ′/tR ′].
By the assumptions on R ′, there exists an N such that tN−1R ′ ⊂ R. Therefore tN annihi-
lates all of these modules, so they are modules over the ring R/(tN), and the derivation of
this K-equation holds there. 
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The fact that R/tR and R ′/tR ′ have the same Hilbert polynomial says only that they
define K-equivalent sheaves on Pn. Both sheaves are supported on thickenings of the
same subvariety. The above Proposition says that they are already K-equivalent on some
larger thickening of this same variety.
Note that there is a ring homomorphism R/(t) → R ′/(t). Hence, given a family over
SpecK of subvarieties of projective space, there is a map from the limit branchvariety to
the limit subscheme inducing this K-equivalence.
Example 6.2. Recall the colliding skew lines from Example 4.1. In this case, ProjR ′/(t) is
the two disjoint lines and ProjR/(t) has the lines crossing with an extra point embedding
at the cross. If π : ProjR ′/(t) → ProjR/(t) denotes the obvious collapse, then π∗ of the
structure sheaf on the two lines is K-equivalent, but not isomorphic, to the structure sheaf
of ProjR/(t).
The map R/(t)→ R ′/(t)was studied in [Knu05] (where one can find many more exam-
ples) in the balanced normal cone context of Section 4.3. A principal result of that paper
was that the corresponding map from the balanced normal cone to the ordinary normal
cone takes the fundamental Chow class to the fundamental Chow class, a consequence of
this lemma.
7. THE FOREST OF A BRANCHVARIETY
Hartshorne proved [Har66] that Hilbert schemes are connected. This is in some sense a
negative result; it says that the only locally constant invariants are the embedding dimen-
sion n and the Hilbert polynomial h. We already proved in Lemma 1.3 that for branchva-
rieties, the degree sequence b is an additional such invariant. In this section we develop
a still finer invariant, assuming the characteristic is 0 or large enough.
Lemma 7.1. Let f : X → PnS be a family of branchvarieties. Then the number of connected
components (not irreducible components) of X is locally constant.
Proof. It is sufficient to assume that S is a germ of a one-dimensional scheme, for example
the Spec of a DVR. Let Xη be the generic fiber. Make a ramified base change A
′ ⊃ A so
that the connected components of Xη ⊗kη kη are already defined over A
′; call them Xi.
Then
∐
Xi → X is finite and they have the same generic fiber, so by the separatedness of
Branch (Corollary 2.2) these two spaces coincide. 
As Example 4.1 of the two colliding lines shows, this is not an invariant for connected
families of subschemes (it only behaves semicontinuously).
Assumption 7.2. Now let us fix a Hilbert polynomial h(d) and a sequence of nonnegative
integers b = (b0, . . . , bdegh). For the rest of this section we will assume that our base
scheme C is defined over Z[1/(maxbi)!]. In other words, all prime numbers p ≤ maxbi
are invertible, and in particular any field over C either has characteristic zero or char k =
p > maxbi. (For example, one can take C itself to be Spec of a field kwhose characteristic
is 0 or some p > maxbi.)
With this assumption on characteristic, every generic plane section Xi is reduced, hence
is itself a branchvariety.
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In this case, families of branchvarieties have some additional locally constant invari-
ants. For each connected component X(j) of X, the number of connected components of
its general hyperplane section X(j)1 is locally constant, and we can continue by induction.
To organize this induction, recall first the definition of a rooted forest, which is a graph
with no cycles and a choice of “root” vertex in each connected component. The vertices of
a rooted forest naturally form a ranked poset, where the rank of a vertex is the length of
the unique path to a root, and v ≥ w if v’s path to a root goes throughw. Each component
of a rooted forest, minus its root, is itself naturally a rooted forest whose roots are the
neighbors of the old root. This allows rooted forests to be described inductively.
Definition 7.3. Define the (labeled rooted) forest Forest(X) of a branchvariety X induc-
tively as follows:
(1) Forest(X) =
∐
X(j)Forest(X(j)), where {X(j)} are the connected components of X.
(This includes the case X = ∅.)
(2) If X is connected, then Forest(X) has one root (so, it is also connected). The label
on the root is the integer χ(OX), the constant term in the Hilbert polynomial. Re-
moving the root leaves Forest(X1), where X1 is a general hyperplane section of X.
(In order to have general enough hyperplanes, we work with the geometric fiber
X⊗k k¯.)
So each vertex v has two numbers associated: its rank rk(v) and its label χ(v). Also, if
we have picked specific plane sections X ⊃ X1 ⊃ X2 ⊃ . . . of X, then we can speak of the
branchvariety associated to v, meaning the corresponding connected component of Xrk(v).
(By Assumption 7.2, this is again a branchvariety.) In this way we can reduce arguments
about a general vertex v to the case that v is a root, and the only one.
Proposition 7.4. Forest(X) is locally constant in families of branchvarieties. The Hilbert poly-
nomial of X and its degree sequence (bi) can be computed from Forest(X) by the formulae
hX(d) =
∑
v∈Forest(X)
χ(v)
(
d+ rk(v) − 1
rk(v)
)
, bi = the number of leaves of rank i
where a leaf is a maximal element of the poset Forest(X).
Proof. The first part follows from the argument in Lemma 7.1 applied to generic plane
sections (which are again branchvarieties, by Assumption 7.2) and the invariance of the
Hilbert polynomial in flat families.
For the Hilbert polynomial formula, it is enough to check that the two sides agree at
d = 0 (which is obvious) and also after applying the differencing operator ∆ defined by
(∆g)(d) = g(d) − g(d− 1). The left hand side is (∆hX)(d) = hX1(d). The right hand is
∑
v∈Forest(X)
χ(v)∆
(
d+ rk(v) − 1
rk(v)
)
=
∑
v∈Forest(X)
χ(v)
(
d+ (rk(v) − 1) − 1
rk(v) − 1
)
=
∑
v∈Forest(X1)
χ(v)
(
d + rk(v) − 1
rk(v)
)
which by induction is also hX1(d).
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A leaf corresponds to an isolated point of a plane section. The degree of an irreducible
component can be computed as the number of points in a generic plane section of com-
plementary dimension, which implies the formula given for bi. 
If we write the Hilbert polynomial and degree sequence associated to a forest F as h(F)
and b(F), we can write
Branchbh,Y =
∐
F: b(F)=b,h(F)=h
BranchF,Y
where BranchF,Y denotes the evident substack of Branch
b
h,Y. Note that this right-hand side
is a finite union, since the left-hand side has only finitely many connected components by
Theorem 0.4; only finitely many F with b(F) = b, h(F) = h give nonempty BranchF,Y.
Example 7.5. If X is an irreducible branchvariety of dimension n and degree d, then X’s
forest looks like a lone palm tree, with one vertex of each rank < n and d vertices of
rank n. More generally, X’s forest is a palm tree iff X is equidimensional and connected in
codimension 1.
Example 7.6. Consider two branchvarieties (indeed, reduced subschemes) of P3:
(1) X = X(1) ⊔ X(2), where X(1), X(2) are each a union of two copunctal lines;
(2) X ′ = X ′(1)⊔X ′(2), where X ′(1) is a line, and X ′(2) is a union of three lines that pass
though a common point but do not lie in a common plane.
Then X and X ′ have the same Hilbert polynomial p(d) = 4d + 2 and the same degree
sequence b0 = 0, b1 = 4. However, Forest(X) consists of two trees with two leaves each,
and Forest(X ′) consists of a tree with three leaves and a tree with one leaf. X and X ′
therefore belong to different connected components of Branch.
Example 7.7. Consider two branchvarieties of P1:
(1) X = X(1) ⊔ X(2), where each of X(1), X(2) is a union of two tangent P1s;
(2) X ′ = X ′(1)⊔X ′(2), where X ′(1) is a union of two crossing P1s and X ′(2) is union of
two P1s meeting in a triple point.
(Each irreducible component is degree 1 as a branchvariety.)
Then X and X ′ have the same Hilbert polynomial p(d) = 4d, the same degree sequence
b0 = 0, b1 = 4, and the same unlabeled rooted forest. However, the labels at the two roots
of F(X) are 0, 0 and at the two roots of F(X ′) are +1,−1. X and X ′ therefore belong to
different connected components of Branch.
Example 7.8. If F is a forest with all labels 1, then Proj of the Stanley-Reisner ring of the
order complex of the poset F is a reduced subscheme of projective space whose forest is F.
So every (finite) labeled rooted forest is, up to relabeling, the forest of some branchvariety.
However, not every labeling can occur; here is one of the simplest required conditions.
We give another necessary condition in Proposition 8.8.
Proposition 7.9. Let F be the forest of a branchvariety X, and v a vertex of F with only one leaf
above it (not necessarily directly above). Then the label on v is 1.
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Proof. We can reduce to the case that X is connected and v is the root. Then by Proposition
7.4, X is degree 1, so by Zariski’s Main Theorem the map f : X → Pn is the inclusion of a
linear subspace. Hence χ(v) = χ(OPdimX) = 1. 
Question 7.10. Let f be a rooted unlabeled forest. Which labelings F of f actually arise as
forests of branchvarieties?
The corresponding question for subschemes (namely, which polynomials can arise as
Hilbert polynomials) was solved by Macaulay (see [Stn78, Gre89]).
Question 7.11. For those F that are forests of branchvarieties, is the open and closed subset
BranchF,Pn of Branch
b(F)
h(F),Pn corresponding to a fixed forest F connected?
As we will see in Corollary 8.2 in the next section, this connectivity depends only on F
and not the dimension of Pn (as long as n is greater than or equal to the maximum rank
of F, for otherwise there are no branchvarieties).
Example 7.12. Abandon Assumption 7.2 on characteristics for this example. Assume
char k = p > 0 and consider a family of branchvarieties X = P1 of Y = P1 parametrized
by S = A1t, with f given by the formula
(x0, x1) 7→ (y0 = xp0, y1 = xp1 − t · x1xp−10 )
For t 6= 0 this is an unramified map, in fact Galois with Galois group Z/(p), and Forest(X)
is a tree with p leaves. For t = 0we get a geometric Frobenius, a purely inseparable map,
and X1 is not a branchvariety.
Hence, in this case the p leaves “glue together” into a “thick” branch.
8. U-INVARIANT BRANCHVARIETIES
In this section, we operate under the same Assumption 7.2 on characteristics.
The space BranchF,Pn of branchvarieties of P
nwith forest F carries an action of PGLn+1.
LetUn+1, or justU, denote the group of upper triangular matrices with 1s on the diagonal.
This acts on Pn with n + 1 orbits; two points are in the same orbit if they have the same
last nonvanishing homogeneous coordinate. We will call the closures of these orbits the
standard Pds in Pn. One motivation for studying actions of U is the following:
Lemma 8.1. [Hor69] Let U act on a complete space X, and let XU be its fixed point set. Then XU
is connected iff X is connected, and the inclusion XU→ X induces an isomorphism on (algebraic)
fundamental groups.
(It is also easy to show that XU is rationally connected iff X is, which we will neither
prove nor use.)
Corollary 8.2. Let F be a rooted forest with maximum rank d. Then the number of components of
BranchF,Pn is constant for n ≥ d (and 0 for n < d).
More precisely, let n1 ≥ n2 ≥ d. Then the natural inclusion BranchF,Pn2 →֒ BranchF,Pn1
induces isomorphisms on π0 and π1.
Proof. The dimension of a branchvariety is the maximum rank of the vertices in its for-
est. Hence the n < d statement is trivial; in this case there are no finite maps from a
d-dimensional scheme to Pn.
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For a branchvariety f : X → Pn to be U-invariant (as a point of BranchF,Pn ), its image
must beU-invariant. The only d-dimensionalU-invariant reduced subscheme of Pn is the
Pdwith vanishing last n− d coordinates. Hence
(BranchF,Pn)
Un+1 ∼= (BranchF,Pd)
Ud+1 .
Now apply the lemma. 
The case n = d has the following classical description: it parametrizes reduced schemes
equipped with Noether normalizations.
We now attempt to better describe the elements of the U-fixed point set.
Lemma 8.3. Let f : Xd → Pn be an irreducible branchvariety, defining a U-invariant point in
the moduli stack. (In this case all Assumption 7.2 says is that char k = 0 or char k > degX.)
Then f is just the inclusion of the standard Pd into Pn.
Proof. In the proof of Corollary 8.2, we already determined the image. So we may as well
assume d = n for ease of description.
LetAn denote the openU-orbit, with last coordinate nonvanishing. Then X◦ := f−1(An)
is open and nonempty in X, hence irreducible. The map f◦ : X◦ → An is a U-invariant
branchvariety of An. By the U-invariance, f◦ is ramified either everywhere or nowhere.
If it is ramified everywhere (which can only happen in characteristic p), then the degree
of this cover is at least char k. But this violates our assumption on the characteristic.
Hence f◦ is a trivial cover, and for X◦ to be irreducible f◦ must be a degree 1 cover, again
by the assumption on the characteristic. So f : X → Pd is degree 1. By Zariski’s Main
Theorem, f is an isomorphism. 
Example 8.4. We note that the conclusion of this Lemma is no longer true in small charac-
teristics. Indeed, let char k = p and let f◦ : A1→ A1 be a morphism defined by y = xp− x;
homogenize to obtain a branchvariety f : X = P1 → Y = P1. Then f◦ is a nontrivial
e´tale cover; in fact it is Galois with the Galois group Z/(p). One easily checks that the
branchvariety X is U-invariant.
Lemma 8.5. Let f : X→ Pn be a branchvariety defining a U-invariant point in the moduli stack.
Then there is an action of U on X such that f is equivariant (and this action is unique).
Proof. Let J ⊂ Aut(X, L) × U be the closed subscheme of pairs {(a, u) : f ◦ a = u ◦ f}.
(We note that Aut(X, L) is a closed subgroup of PGLN+1 and is an algebraic group.) Its
projection p2 to the second factor is onto, by the assumption of U-invariance.
The scheme J carries an action of Aut(f)which on points is defined by g · (a, u) := (g ◦
a, u), and it is easily seen to be free. We note that J is just the automorphism group scheme
for a family of branchvarieties overU, as defined in Section 3. Hence J→ U is finite. Since
the action is free, J→ U is e´tale. By the assumption on the characteristic, U does not have
irreducible finite e´tale covers of small degrees. So J breaks into a disjoint union of sections.
Writing the section through (1, 1) as u 7→ (α(u), u), the map α : U → Aut(X, L) is easily
seen to give an action, and we are done. 
Theorem 8.6. Let f : X→ Pn be a U-invariant branchvariety in BranchFh,Pn . Then X is a union
of projective spaces, where the number of irreducible components of dimension i is the number of
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leaves of F of rank i. Any (nontrivial) intersection of components is irreducible, and identified by
f with a U-invariant thickening of one of the standard Pds in Pn.
Proof. Let X(1), . . . , X(m) be a nonempty set of components of X, and H = ∩jX(j), consid-
ered as a subscheme of X(1). Then under the identification f : X(1)−˜→PdimX(1) guaranteed
by Lemma 8.3, Hred maps to a reduced U-invariant subscheme of the standard P
dimX(1).
The only possibility is the standard PdimH.
Since the components are all degree 1, the number of components of dimension i is the
degree of Xdim i, which we already knew to be the number of leaves of F of rank i. 
Remark 8.7. It is not difficult to see that the seminormalization of anyU-invariant branch-
variety is exactly the Stanley-Reisner scheme from Example 7.8 for the same rooted forest
(but all labels changed to 1).
Proposition 8.8. Let F be the forest of a branchvariety X, and v a maximal fork of F, i.e. each
w > v has only one leaf above w. Then the label χ(v) on v is at most 1.
Proof. As already explained, we can reduce to the case thatX is connected and v is the root.
By Lemma 8.1 and Proposition 7.4, we can assume X isU-invariant. Then the condition on
v, plus the proof of Proposition 7.9, says that the seminormalization X˜ is an isomorphism
away from the standard P0. If Y is the scheme-theoretic fiber lying over P0 (a fat point),
then χ(OX) − χ(OP0) = χ(OX˜) − χ(OY) = 1− len(Y), where len(Y) ≥ 1 is the length of the
fat point Y. Hence 0 ≥ χ(OX) − χ(OP0) = χ(v) − 1. 
(We won’t need it, but even if the X in the above proof is not assumed U-invariant,
one can give a good description of it: X is the connected union of a set {Pi} of projective
spaces, each including into Pn as a linear subspace, and a set of curves {Cj}, where all
intersections Pi ∩ Pj are 0-dimensional.)
Example 8.9. Not all labels on forests of branchvarieties are at most 1. If X is a quartic
hypersurface in P3, e.g. a K3 surface, then the label on the root of its forest is 2.
8.1. Spaces of cubic curves. Consider the space of branchvarieties of P2 including the
plane cubics, so h(n) = 3n, b0 = 0, b1 = 3. According to the description in Theorem 8.6, a
U-invariant branchvariety is a union of three copunctal lines. These already appeared in
Example 4.2, where the angle of intersection gave a P1/S3worth of such branchvarieties.
On the other hand, there is a 3-dimensional space ofU-invariant stable curves of degree
3 and genus 0. Each has an elliptic curve (which collapses entirely) meeting three P1s each
in a point. So the space of branchcubics does not match the corresponding moduli space
of stable maps.
9. RELATIONS TO OTHER MODULI SPACES
In each of Hilb, Branch, and Chow there is an open set corresponding to reduced sub-
schemes, and these three open sets are naturally identified. In general, the only natural
morphisms extending this identification go from Hilb or Branch to Chow, as the following
examples show.
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9.1. Branch vs. Hilbert.
Example 9.1. The moduli stack of n points branched over a reduced scheme Y is easily
computed to be the “symmetric product” stack [Yn/Sn]. If Y = P
2 and n > 1 then the
Hilbert scheme of n points has a nontrivial blowdown to the coarse moduli space Yn/Sn
(which is in fact the Chow variety). However, there is no natural stackmapHilb→ Branch,
and no continuous map Branch→ Hilb.
Example 9.2. The Hilbert scheme of plane conics is simply P5. The branchvariety stack of
plane conics is (coarsely) P5 blown up along the Veronese surface. So in this case there is
no continuous map Hilb→ Branch.
On the other hand, as was pointed out to us by Ja´nos Kolla´r, the classical Hilbert scheme
can be properly embedded into Branch, albeit for different parameters.
Theorem 9.3. There exists a closed embedding ψ : Hilbh,Pn → Branch(0,...,0,2)2q−h,Pn , where q(d) =
χ(OPn(d)). Moreover, if degh ≤ n − 3 then Hilbh,Pn is (coarsely) a connected component of
Branch
(0,...,0,2)
2q−h,Pn . As a stack, this connected component of Branch
(0,...,0,2)
2q−h,Pn is Hilbh,Pn modulo a
trivial Z/(2) action.
By Proposition 7.4, each branchvariety in this connected component has the same forest F. If
char k 6= 2, then the converse holds; each branchvariety with forest F is of the sort just constructed.
In particular, BranchF,Pn is connected, giving a positive answer to Question 7.11 for this F.
Proof. The morphism ψ associates to each family of subschemes Z ⊂ PnS the following
family X of branchvarieties of Pn: X consists of two copies of PnS glued along Z; the struc-
ture sheaf of X is lim←−(OPnS ⊕OPnS → OZ). Clearly, this gives a closed embedding.
By [Kol95, Cor. 12.7], if codimZ ≥ 3 then any deformation of X extends to a deforma-
tion of the two copies of Pn, i.e. it is of the same type. In this case, the whole connected
component consists of branchvarieties glued from two copies of Pn, and Z can be recov-
ered from it. The two copies of PnS can be unambiguously called the “first” and “second”
copy, without monodromy in Z, hence the triviality of the Z/(2) action.
It is easy to describe the forest F of any one of these branchvarieties. Taking a plane
section with a plane of codimension k gives two copies of Pn−kS glued along a plane section
ofZ. If k ≤ degh, the plane section ofZ is nonempty, so the branchvariety Xk is connected.
For k > degh, the plane section Xk is a union of two copies of P
n−k
S . So F looks like a tuning
fork; it has one vertex v for each rank 0, . . . , degh, labeled 1 − (∆rkvh)(0), the fork vertex
at rank degh, and two vertices (each labeled 1, as to be expected from Proposition 7.9) for
each rank k + 1, . . . , n.
Now we want to show that the only connected component of Branch
(0,...,0,2)
2q−h,Pn with this
forest F is the one described above. By Lemma 8.1, it is enough to check that any U-
invariant branchvariety X with this forest is in the connected component above. But by
Theorem 8.6 (for which we need char k 6= 2), such an X is obviously a union of two copies
of PnS along a (degh)-dimensional scheme. 
Example 9.4. Consider the case when Z is two points (or one point of multiplicity 2) in P1.
In this case the Hilbert scheme is (P1)2/S2 ∼= P
2. Whereas Branch is (P1)4/S4, as explained
in Example 4.4.
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Remark 9.5. This example was the case of codimZ = 1. When codimZ = 2, one can say
that (Hilb2q−h,Pn)red is a connected component of (Branch)red, since a degeneration of a
branchvariety connected in codimension 1 is again connected in codimension 1. How-
ever, the scheme structures in this case are not obvious.
9.2. Branch vs. Chow. The Chow variety of plane conics, like the Hilbert scheme, is P5.
So there is no continuous morphism in general from Chow to Branch.
If f : X → Y is a branchvariety of Y then (f∗[Xdim i]) is a well-defined collection of
cycles on Y, of dimension i and degree bi. This gives a set-theoretic map from Branch
to a product of Chow varieties. Putting this into arbitrary families is somewhat delicate
since, as we already noted in 0.5, Chow lacks the infinitesimal theory. J. Kolla´r [Kol96, I.3-
4] defines the Chow functor on the category of reduced and seminormal schemes. This
immediately gives a functorial morphism
(Branchbh,Y)
semi
red
→∏
i
Chowi,bi,Y
from the seminormalization of the reduced part of Branch.
We note that the information encoded in Branch is much richer, and the cycle f∗[X] is
but a shadow of X.
9.3. Branch vs. stable maps. Any proper map X → Y (for X reduced) admits a Stein
factorization X → X ′ → Y where X ′ → Y is a branchvariety. This suggests that there
might be natural transformations to Branch from other spaces of maps – in particular,
stable maps of curves.
However, χ(X, Ld) 6= χ(X ′, Ld) in general, which would make such a transformation
discontinuous. One case in which they are equal is X → Y a stable curve of genus zero,
and indeed the Stein factorization gives a natural transformationM0,0(Y)→ BranchY. The
details will appear in [Lin06].
10. OTHER VERSIONS
10.1. Multigraded Branch. There are two multigraded analogues of the classical Hilbert
scheme: the toric Hilbert scheme [PS02] and the multigraded Hilbert scheme of [HS04].
As was explained in Section 4.2, the toric Branch already exists: it is the moduli space of
multiplicity-free stable toric varieties. To construct the multigraded Branch in full gener-
ality using the methods of this paper would appear to require a definition of b-sheaf in
the equivariant setting, where invariant hyperplanes are not generic.
10.2. Complex-analytic Branch. The complex-analytic analogues of the Hilbert scheme
and Chow varieties classifying complex-analytic subspaces, resp. cycles of a complex-
analytic space are well known; they are called the Douady space and Barlet space respec-
tively. Clearly, a complex-analytic analogue of Branch can and should be constructed as
well.
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