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Introduction
There is a long tradition of estimating small area levels of mortality and relating these to aggregate measures of the standard of living and other indices reflecting the conditions in which the population lives its life (Anson, 1988; Langford, Bentham, 1996; Yen, Kaplan, 1999; Santana et al., 2015) . Given that the crude death rate gives a very poor estimate of the mortality risk in the population (Newell, 1988, Ch. 6) , dependent as it is on the age distribution of the population, most of this work has been based on standardised measures. These have used direct standardisation for larger populations and indirect standardisation for smaller populations, for which age specific mortality rates cannot be reliably estimated (Rowland, 2003) . Despite the criticism of indirect standardisation (Shryock et al., 1980, Ch. 14) , these analyses have provided useful and consistent information concerning the relationship between the mean level of mortality in a population and standards of living (Stanners et al., 2014) ; family structure (Anson, 2010) ; pollution (Hystad et al., 2014) ; urbanisation and population density (Mahoney et al., 1990) ; income inequality (Stanistreet et al., 1999) and other area-level conditions.
Going beyond the mean level of mortality in the population, we may be interested in the way social conditions affect different age groups. Although there is a close correlation between mortality levels at different age groups, there are, nonetheless, important differences between populations even if they have a similar level of total mortality. Some will have particularly high levels of infant or child mortality relative to their level at higher ages; others will exhibit premature, and hence higher, levels of mortality at older ages, relative to their level of mortality at younger ages (Goldman, 1980; Coale et al., 1983; Anson, 1993) . Indeed, the logic behind model mortality tables is precisely that a common mean level of mortality, as expressed in life expectancy at birth, does not necessarily imply a common age-distribution of the risk of death in the population (Petrioli, 1982; UN, 1982; Coale et al., 1983; Wilmoth et al., 2012) . At different stages of the mortality transition, in different historical periods and under different sets of social conditions, there are always some age groups for which mortality declines faster than for others (Omran, 1971; Olshansky, Ault, 1986; Zhao et al., 2014) and the shape of the life table varies and cannot, consequently, be read off from the mean level of mortality, or life expectancy. At relatively low levels of mortality, such as is to be found in the various regions and sub-regions of Belgium, this variation mainly occurs in mid-adulthood: the middle section of the «bathtub», in which mortality is minimal, may be extended or contracted, and the age at which mortality rates begin rise may be brought forward or postponed. Nonetheless, the particular manner in which this occurs will depend on the particular constellation of local conditions, which together create the conditions for mortality to be low.
In order to identify such differences, and to understand why, and under which conditions, they occur, life tables are indispensable, but the agespecific mortality rates required for computing the life tables may not necessarily be available. This is particularly true for small and mediumsized populations (under 50'000 or even larger in low-mortality populations, see Scherbov, Ediev, 2011) which are likely to have zero or very small numbers of deaths in young and young-adult age groups. Indirect standardisation cannot help here, as multiplying a standard mortality 76 schedule by a constant at all ages will produce a series of «nested bathtubs» 2 which do not correspond to the true shape of the unobserved mortality curves. If our mortality estimation remains at the level of the local, small area population, there is clearly no way out of this impasse.
One solution may be to aggregate populations spatially (Sun, Wong, 2016) or in terms of known characteristics (urban, suburban and rural; poor, middle class and rich; secular versus religious or by religious denomination; long established, veteran, versus new, migratory, populations) . Such aggregations, however, while creating units of analysis that are homogeneous across one dimension, are likely to maintain internal heterogeneity across other dimensions. On the other hand, aggregating across a number of dimensions simultaneously is liable to leave us, once again, with populations which are too small for reliable estimation. Furthermore, the results of this aggregation itself may vary according to the way in which the aggregated units are defined: the «modifiable area unit problem», an issue over which we may have very little control given that data aggregations are defined administratively and not in terms of either explanatory or outcome variables (Nelson, Brewer, 2017) .
Alternately, we may aggregate over time, counting deaths over a number of years and relating these to an estimate of the average population based, for instance, on a census count of the population at mid-period. By extending the period of aggregation, we can ensure an adequate number of counts in each cell, but this, too, is not without its costs. Mortality is a dynamic process and over time the total risk, and that at any age, will change. There is consequently a constant trade-off between the statistical errors to be reduced by extending the time span, and the substantive errors derived from its extension.
A different way to overcome these obstacles may be to use multilevel modelling to estimate mortality in a number of units simultaneously, as a function of local level social conditions, treating age group and the locality (possibly nested within a broader locality) as random effects (Pinheiro, Bates, 2004; Bates et al., 2015) . Such an approach will allow for the com-
2.
A bathtub curve, in reliability theory, is any hazard function composed of an initial burn-in period of declining failure rates, a central period of useful life, often with random failure, and a late, wear out period, in which the hazard increases over time (Klutke et al., 2003) . Nested bathtubs, as the name implies, is a series of such hazard functions differentiated by a constant multiplier, so that the distance between any two curves is constant over the whole of the lifespan. I am grateful to Barbara Anderson for this metaphor.
mon effects of age and local population on the risk of death, while modelling specifically the effects of local conditions, including the total level of mortality, and the effects these have on the different age groups (Lerch et al., 2017) . Through such borrowing from strength (Congdon, 2014) we may be able to increase statistical reliability as well as reduce the number of parameters estimated.
The present analysis combines these different approaches, and uses them to analyse differential mortality within Begium. We use numbers of deaths, by sex and 5-year age groups, for six years around the 2001 census; and aggregate the population into 87 administratively defined spatial units, which are distinguished by region (Brussels, Flanders, Wallonia); by type (urban, peri-urban) and mean level of social characteristics. We thus build on the considerable knowledge we already have concerning what the relevant social characteristics are and, by constructing local area lifetables for these 87 local areas, consider how the specific shape of the mortality curve varies as mortality declines under different social conditions.
The setting: Belgian arrondissements

Belgian mortality
There has been no shortage of previous analyses of Belgian mortality differentials. However, most of these have focussed on the total mortality in the population, either as a whole or subdivided by sex (see, e. g. Van Houte-Minet, Wunsch, 1978; Poulain et al., 1984; Decroly, Grimmeau, 1991; Lagasse et al., 1990; Duchêne, Thiltgès, 1993; Joosens, Kesteloot, 1996; Van Oyen et al. 2002; Bossuyt et al., 2004; Eggericx, Sanderson, 2007; Grimmeau et al., 2012a; Renard et al., 2015; Van Hemelrijck et al., 2017) . The results of these analyses are remarkably consistent:
-Mortality in Wallonia is higher than in Flanders, with the Brussels Capital Region being intermediate but tending to similarity with the Flemish region. -These differences have been apparent at least since the mid-twentieth century, even before the collapse of heavy industry and the economic decline of Wallonia. -Mortality is closely associated with standards of living and levels of education, at the personal and the community level, and Flanders has 78 a clear advantage on both of these scales. Controlling for this advantage mutes the regional differences, but does not efface them. -Intra-regional differences exist, but these are secondary to the interregional differences. The only consistent exception is the province of Brabant Wallon to the south of Brussels, whose social conditions and mortality levels are closer to those of Flanders than to the rest of Wallonia. -These differences hold for males more than for females, but the pattern of regional difference is similar for the two sexes. At the same time, male-female differences are considerably greater than the regional differences.
The advent of multilevel modelling in recent years has enabled researchers to disentangle individual from local area effects, whether of total mortality levels (Van Hemelrijck et al. 2016) , or of particular causes of death (Hagedoorn et al. 2016a; Hagedoorn et al., 2016b) . All these analyses, however, have focussed on death at all ages, or within a very broad age group, and have not considered the manner in which mortality is distributed across ages. Our purpose is to consider precisely whether mortality patterns are the same for males as they are for females; and whether a change in total mortality necessarily involves the same shift in the age patterning of mortality. In other words, we shall take the social structuring of mortality and its relation to social conditions as given, and consider how this structuring affects the age distribution of death rates, as mortality declines.
The units of analysis
Belgium is divided socially and administratively into three Regions: Flanders, Wallonia and the Brussels Capital Region. These are further divided into 43 administrative arrondissements, or divisions, of which one, the Brussels Capital Region, is composed of 19 communes, or municipalities.
Of the others, 20 are in Wallonia and 22 are in Flanders. We subdivided about a half of the Flemish and Walloon arrondissements into regional urban centres and the surrounding peri-urban hinterlands. Altogether, we have 87 zones, divided into 45 Peri-Urban and 42 Urban zones, including the 19 Brussels communes. Figure 1 maps these divisions. These units, or zones, have a median population of about 100,000 per zone (50'000 women; 47'500 men). Total population at the census in 2001 was 10'295'724. We registered all deaths for the sexennium around the census, from 1999 to 2004, during which time there were 627'881 deaths, to give an annual Crude Death Rate of 10.2/1000.
FIGURE 1
Belgian arrondissements, divided into urban and peri-urban (semi rural) zones
Social data
We used data from the census of 2001 and from Statistics Belgium to create measures of the social conditions pertaining in these geographical units:
-Deprivation: Following the logic of the Townsend Index (Townsend et al., 1988) , we combined census information on the percent of the working age population unemployed; the percentage of households without a car and percentage of non-owner occupier households to create a scale of Deprivation (a = 0.949). The proportion living in overcrowded conditions (less than 1 room per person) which was the fourth variable in the original Townsend Index did not correlate closely with the other variables and was excluded from the scale. Scores ranged from -1.46 (low deprivation) to 2.96 (high deprivation), ̅ = 0 and s = 0.953. -Education: We computed the proportion of the population in each zone with a University degree (Cycle 1 = BA, Cycle 2 = MA, or Doctorate). In view of the highly skewed nature of this distribution (median = 7.68, mean = 10.1) we used the logit of this proportion, with a range of -3.18 to -0.634, ̅ = -2.33 and s = 0.592. For analysis, the variable was centred at the mean. -Average Income per capita. Ranges from 6.2 to 14.6 thousand euros, with ̅ = 11.5 and s = 1.63, For analysis, the variable was centred at the mean. -Marital Status. From the census data on household composition, we computed the percentage of married-couple households with or without children, as a gross estimate of the household structure of the population. This percentage correlated -0.992 (!) with the percentage of single-person households, other possibilities being unmarried couples with or without children, single-parent households, or other (composite) households. We thus have a measure of the extent to which the household structure in the population is one of traditional married couples, with or without children, depending on their stage in the life cycle. The percentage of married households ranged from 19.9% to 65.4%, ̅ = 47.7 and s = 10.8. For analysis, this was converted to logit and centred at the mean.
Figure 2 presents boxplots of these four indicators by Region (Flanders, Brussels and Wallonia) and type: Urban or Peri-Urban. The three regions are clearly distinguished in their social composition: Deprivation scores are higher in Urban than in Peri-Urban zones, and higher in Wallonia than in Flanders. They are particularly high in Urban Brussels. By contrast, University education is particularly high in Brussels, and higher in the Flemish Urban than in the Peri-Urban or Walloon zones. We note that the Brussels hinterland (Leuven (Urban) and Leuven (Peri-Urban) in Flanders, East and West Nivelles in Wallonia) are more similar in education to Brussels than to their own respective Regions. Income, on the other hand, is higher in Flanders than in Brussels and Wallonia, and very broadly distributed in the Brussels Urban zones, which have both very high (Sint-Pieters-Woluve) and very low (Sint-Joost-Ten-Node) incomes. Household structure, the proportion of Married-Couple Households, is the inverse of the Deprivation score: Two of the variables, Deprivation and Married-Couple Households (Household structure) are very closely correlated (r = -0.916) and this is also reflected in their geographic distribution. There is a higher proportion of Married-Couple households in rural than in urban areas, a higher proportion in Flanders than in Wallonia, and a very low proportion in Brussels. By contrast, urban areas have higher Deprivation scores than do the more rural areas, and Deprivation is more prevalent in Wallonia than in Flanders and is highest in Brussels. In part, this may be a result of the relationship between these variables and the conditions of urban living in Belgium. Thus, in the Deprivation score, car and home ownership, are consistently associated with higher standards of living, but both have been shown to decline with urban density (see, e.g. Van Acker, Witlox, 2010; Xhignesse et al., 2014) . Thus, despite its apparent face validity, in practice it may be difficult to interpret the Deprivation variable. Given that we cannot include both the Deprivation and the Household Structure variables in our model, we shall include the latter, together with average Income and University education as measures of social hierarchy, and a dummy variable for the Urban-PeriUrban distinction. However, given the high collinearity, it must be borne in mind that the Proportion Married is as much a measure of material deprivation as it is of household structure.
Standardised Mortality
FIGURE 3
Standardised mortality ratios (SMR) a. Distribution of male and female SMR b. Male and female SMR, by region
As a first step, we calculated the indirect standardised mortality ratio (SMR) for male and female mortality in the 87 zones, based on the agespecific total mortality rate for Belgium over the six years 1999 to 2004. Figure 3 (a) presents the distribution of the male and female values (logged for symmetry). As can be seen, there is no overlap, and only one male value (Sint-Pieters-Woluwe in Brussels) approaches (but does not actually cross over) into the female range. The distributions are similar though the female values show a greater concentration around the mean. Figure 3 (b) plots the female against the male values, identifying the points by Region. There is a close correlation between the two values (R 2 = 0.689) and a clear distinction between Flemish zones which have lower SMR values for both males and for females than do the Walloon zones, with almost no overlap. The Brussels zones are more spread out than are the Flemish ones, but, taken as a whole, SMR is still lower in Brussels than in the Walloon zones.
Analysis
Reproducing SMR values Table 1 models the SMR values using a multi-level Poisson GLM model of the total number of observed deaths in each zone, by sex, with observations by sex nested within the zones, and the number of observed deaths offset by the (log) number of expected deaths. The baseline model includes the female advantage as given, and random variation between the zones. The standardised male mortality risk is 66% higher than the female mortality risk. Model 2, the Fixed Effects model, introduces fixed effects for zone properties: University Education, Proportion Married and Urbanisation. With these included, average Income made no substantive contribution and was dropped from the model. Males maintain their disadvantage; traditional family structure (Married Couple Households) reduces mortality by about 14% for each unit on the scale; education reduces mortality by about 10% for each unit on the logit(University Education) scale; Urban areas have about 3% lower mortality than comparable Peri-Urban zones and Wallonia has about 10% higher mortality than Flanders or Brussels. We note that the introduction of area-specific fixed effects reduces variation between the zones to less than a quarter of its previous level.
Model 3 introduces interactions of the zone-level fixed effects with the sex of the population -male or female. Substantively, the male and female values do not differ greatly, but we note that the effect of social conditions is consistently greater for males than for females, except for the UrbanPeri-Urban comparison. The interaction does reduce the model deviance, but, as we have introduced no further information concerning the local zones, it is not surprising that this model does not reduce the betweenzones variation any further. This model reproduces the observed SMR values almost perfectly: if we divide the fitted numbers of deaths from model 3 by the expected number of deaths to create fitted SMR values, these correlate almost perfectly (0.995) with the original SMR values (both series logged). We thus treat the reproduced SMR values as a correction on the original and in the rest of this paper will use the predicted SMR values.
Estimating area-specific life tables
There are clearly important mortality differences between the different zones we are analysing, both within and between the three major Regions. This does not mean, however, that the pattern of mortality is consistent across all the zones, but the raw data at our disposal do not enable us to compute reliable life tables. Accordingly, we estimated the number of deaths by age, sex and zone using a multi-level Poisson model with the (log) observed population as offset (multiplied by six as we have six years of mortality data). At level 2 we have random variations by zone (untapped characteristics), and initial random variations by age and sex, to reproduce the shape of the mortality curve. Subsequent models introduce interactions of region (Flanders/Brussels and Wallonia) and urbanisation (Urban/Peri-Urban type) with age and sex, and interactions of log(SMR) with age and sex. The first interaction allows for different mortality curves by region and urbanisation; the second for changes in the shape of the mortality curve as total mortality increases or decreases. Table 2 presents the analysis for the different phases of this model. The base model allows for a fixed effect by sex (males almost double the risk of females), random variations by age and sex as well as by zone. The nested bathtubs model introduces fixed effects for social conditions, Married Households (family structure), University education and Urbanisation, by sex, and, at Level 2, interactions of region and urbanisation, by sex, with age. We are thus allowing for social conditions, as reflected in the level of total mortality, to increase or decrease age-specific mortality uniformly across the age range (nested bathtubs), and we are allowing for differences in the age pattern of mortality in Wallonia, as compared with Flanders and Brussels, and in Urban versus Peri-Urban zones. We see that the fixed effects for males and females have increased but male baseline mortality remains almost double the female baseline. With the exception (again) of urbanisation, social differences have a greater effect on male than on female mortality. We shall explore sex differences in the random effects below. The inter-zone variation in model 1 has been completely absorbed in the fixed and random effects, and has been removed (hence 0 in parentheses). The latest model allows for changes in the shape of the mortality curve as the level of mortality changes, by introducing a random-level interaction between log(SMR), sex and age. The fixed effect coefficients are small or non-significant, and a number of them have changed direction. Most of the differentiation between the mortality curves derives from the changing shape of the curve as the general level of mortality (SMR) increases or decreases. We note also that the variation due to changes in SMR is considerably greater than that due to Region or Urbanisation. The global change reflected in the fixed effects is extremely small, and mostly appears to complement the age-specific changes reflected in the random effects.
In practice, this last model provides an almost perfect reproduction of the observed mortality rates: leaving out observations with zero deaths or observed mortality rates greater than 1, the squared correlation between the log observed and reproduced values was 0.985 and the difference between the observed and predicted rate was not significant (details not shown). Of the 95 cells with no deaths in the observation period, the imputed mortality rate was less than 0.0005 in 88 (92.6%) and greater than 0.001 in only four (4.2%) of cases. For the 40 cells with mortality rates greater than 1 (of which 27 had zero populations, adjusted to 0.1) the imputed mortality rates were symmetrically distributed around a median/mean of 0.53. We may thus conclude that the model is not only faithfully reproducing credible mortality rates (in the range of 0 to 1) it is also imputing plausible values to those cells in which the observed rates are faulted by having no observed deaths or too small an observed population. Figure 4 shows the random deviations, by sex and age, associated with changes in SMR, or total mortality. If the curve maintained the same shape, then as mortality (SMR) increases or decreases, the mortality curve would move up or down on the y-axis (the log (mortality rate)). However, curves at different levels of mortality are not simple «nested bathtubs», and the shape of the curve necessarily changes, as deaths are delayed and occur later in life. The random effects indicate how the shape of the curve changes, by indicating the ages at which the mortality increase is accelerated or decelerated with the increase/decrease in SMR.
For both males and females, the main effects are to be seen in mid-to lateadulthood, between the ages of (approximately) 30 and 70. A decrease in mortality is thus associated with an extension of the period of minimum rates and a decline in premature mortality, an effect which is accentuated for females. A secondary effect is notable, in particular for males, namely, a small relative decrease in mortality in the teens and early 20's as the level of mortality rises. In other words, the change in mortality leaves the mortality hump largely unaffected, suggesting that the origins of the hump are to be found in a separate process, which is independent of the general rise or fall in the level of mortality.
87
FIGURE 4
Mortality deviations by age and sex a. SMR b. Wallonia and urban Figure 3b shows the deviations, on a very different scale, by age and sex, for Wallonia, compared with Flanders and Brussels; and for Urban, compared with Peri-Urban zones. Compared with their neighbours to the north, females in Wallonia have almost the same mortality pattern: marginally higher below age 20 and around age 40, slightly lower at very old ages. By contrast, males have higher mortality at younger ages, lower at older ages. The urban patterns, by contrast, are the same for males as for females: higher mortality at very young ages and in mid-adulthood, lower mortality at older ages. It is important to note that these differences are small when compared with the effects of SMR changes on the pattern of mortality.
Comparison with SMR based life tables
Having now estimated local level life tables, let us see how they differ from the life tables we would obtain by simply multiplying the national mortality rates by the local, sex-specific, SMR. Clearly, if the two do not differ either in life expectancy at birth, nor in the details of the mortality curve at various ages, then there is nothing to be gained from a sophisticated estimation technique and we are better off with the SMR based estimate. Apart from e0 we focus on three specific measures:
-The life-table modal age at death (M) in the adult population. If the mortality curve in mature and late adulthood is approximately Gompertzian (m(x) = ab x , with m(x) the rate of mortality at age x, a the rate at the starting age of the Gompertz function, b the rate of population ageing and x the number of years since the start of the Gompertz process), then M is strictly a function of a and b (Thatcher et al., 2010; Horiuchi et al., 2013; Missov et al., 2015) . In other words, the mode is a reflection of the level and rate of increase in the mortality risk at older ages, and may thus be interpreted as a measure of the delay in the age at death at advanced ages. We estimate M by nonlinear regression, using the formula proposed by Horiuchi et al. (2013) ,
fitting over the age range 50 to 90 inclusive. -The age at which the mortality rate attains five per 1000 (AFPT 3 ). As mortality declines, so the level of mortality declines at all ages, and 3. Age at Five Per Thousand.
the age at which any particular level of mortality is reached is pushed back. In low mortality populations, AFPT is in mid-adulthood, around age 50, so that, if we control for total mortality, this can also serve as a measure of delayed adult mortality. We determine the age by fitting a spline curve to the log-mortality rates and interpolating to find the age at which log(m(x)) = log(0.005). -Infant mortality (IMR, q0) , long recognised as a major measure of social welfare. We use logit(q0), thus symmetrising both the distribution of observed values, and the observed effect: the logit of infant mortality is the negative of the logit of infant survivorship. correlates closely between the two estimates. This close correlation, however, is misleading. In the SMR-based estimate, moving the curve up and down in proportion as SMR changes naturally decreases or increases AFPT, but it does not change the shape of the curve. In the model-based estimates, as we saw above, a decline in total mortality is associated with an extension of the age-range over which mortality is minimal. Consequently, there is considerably more variation between high and low mortality curves than in the SMR based values. In fact, the range in the model-based estimates (excluding the two outliers, Woluwe-Sint-Pieter and Woluwe-Sint Lambert) is more than double that in the SMR based estimates, for males and females alike. The three regions follow, effectively, the same path, but as a result of the random Urban: age interaction, the Peri-Urban model-based estimates are slightly higher than the comparable Urban estimates. Thus, as social conditions improve and mortality declines, the mortality curve shifts down slightly, naturally increasing AFPT. More importantly, however, it flattens out, further delaying the age at which senescent mortality begins to rise and further increasing the AFPT. Furthermore, female curves have an extra 5 years delay or more in AFPT, irrespective of the level of mortality, implying a flatter curve and greater delay in senescent mortality than for men. An SMR based life table will naturally multiply the national level of infant mortality by the value of SMR, so that infant mortality will necessarily appear to decline as mortality declines. The model-based estimates suggest that this may not necessarily be the case. For males, infant mortality rises with total mortality, but far more slowly than it does in the SMR-based tables, and it is consistently lower in the model than in the SMR based estimates. In particular, for any given level of SMR-based IMR, it is lower in Peri-Urban than in Urban areas, and slightly higher in Brussels than elsewhere. For female infant mortality values, which are consistently lower than the male values, there is a constant value of infant mortality, irrespective of the level of mortality. This value is slightly lower for Peri-Urban than for Urban areas, and marginally lower in Flanders than in Wallonia or Brussels. Alternative modelling of the tables (simple GLM including a sex:age:SMR interaction with no random effects, or a simple GLM of the three first age groups only) gave effectively the same results (details not shown). The explanation is to be found in the raw age-0 mortality rates by SMR (details not shown) in which the female mortality rates bear no relation to SMR, and male mortality rates rise only slightly as SMR rises. We do note, however, that in the raw values there is considerably more variation around the trend line than in the modelbased estimates and considerably more variation in the male than in the female infant mortality rates.
If our only interest, then, is in a local measure of total mortality, we need look no further than the SMR, either comparing these values directly, or translating into life expectancies through calculation of life tables, on the basis of an estimated mortality curve obtained by multiplying the national schedule of mortality rates by the local, sex-specific, SMR. Such mortality curves, and the derived life tables, however, will fault on the details, such as the true level of infant mortality or the delay (or prematurity) of mid-or late-adulthood mortality. Thus, if we are interested in more nuanced information, for such purposes as projections and planning, or for understanding broader social processes, we need life tables which are more closely matched to the local age-specific mortality rates, and for this, the model-based life tables are indispensable.
Discussion
Local level mortality for small areas has, traditionally, been estimated by a single parameter reflecting the total level of mortality, by sex, such as the SMR of indirect standardisation. As mortality declines to historically unprecedented low levels, it becomes important to consider the finer details of the local mortality curve. These details have both practical and theoretical implications, as we have tried to show by focussing on a few of the details which make up the life table. This list could be extended to consider, for instance, the rate of ageing (the slope of the log(mortality) curve in older ages), which declines as SMR increases, but is, of course, constant under the SMR model. However, the paucity of deaths, especially at young ages, and even of population, at older ages, means that reliable mortality estimates cannot be obtained using local data alone. The multilevel model proposed here solves this problem by treating local mortality rates as deviations from the national average and enables the construction of credible life tables, which accord well with other measures of total mortality, even in situations where there are insufficient local data. The model also separates out global (fixed) effects of social differences, which operate at all ages, from interactive effects which operate differentially across the age range. Changing social conditions, such as household structures, mean levels of education and the level of urbanisation, are all directly associated with changes in the level of mortality. Wallonia, too, has a slightly higher level of mortality than that in Brussels or in Flanders. This higher mortality derives not so much from a universal increase in mortality at all ages, but in age specific changes which vary with the level of total mortality and with the specific sub-population at hand.
It is important to point out that these changes in the shape of the mortality curve occur within a particular national system, at a given general level of mortality. Over time, mortality declines have been concentrated in different age groups; childhood, infancy, young adulthood, old age, etc. The locus of change, in mid-adulthood, which we have identified in the current analysis, reflects one particular stage of mortality decline, and in no way purports to be a universal rule. On the other hand, a careful look at mortality rates in infancy, particularly for girls, suggests that they may be very loosely, if at all, related to classic measures of standard of living. This may be an artefact of data paucity -but note that in mid-life, where deaths are no more frequent than in infancy, a very clear story emerges, relating delayed mortality to mortality decline under improved social conditions. The flat infant mortality gradient may thus reflect conditions in a small country with good communications; universal education and an extensive, socialised, health care system, which ensures necessary interventions as and when needed.
The multilevel model used here is not, of course, unique, and there are a number of more, or less, sophisticated alternatives which could be used. On the one hand, given the lack of residual variation between the zones, we could have used a simple Poisson model, with the age by region, urbanisation and SMR interactions introduced as fixed effects. Initial analysis suggests that the results obtained are very similar to those reported above. Alternately, one could take a Bayesian (MCMC) approach, treating the estimates obtained here as starting points. However, as Hamra et al. (2013) point out, «in the absence of an informative prior, the two tech-niques will often return similar if not identical point and interval estimates for the parameters of interest» (p. 633). Nonetheless, «[w]hen the sample size becomes small, or a regression model becomes sufficiently complex, traditional asymptotic maximum-likelihood estimation may poorly estimate the parameter of interest» (ibid). At the same time, the variables used in the analysis have been limited, essentially, to issues of material and cultural capital (Bourdieu, 1986) . There is clearly scope for extending the analysis to other demographic variables, such as fertility and migration patterns, as well as to behavioural variables such as diet (Grimmeau et al., 2012b ).
The present analysis should thus be seen as an initial exploration, bringing out the possibility of identifying local level life tables for a small population within a larger, national system. Such an evaluation is considerably closer to the raw data than an estimate based on model life tables, or imputed life table parameters can be and, as we have seen, it helps identify important differences in the pattern of mortality under different social conditions. It offers, we suggest, a further step on the road to a full understanding of the patterning of mortality in a population, but considerable work remains to be done, replicating this analysis in other countries, under different social conditions and at different levels of mortality.
