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ОДИН ПОДХОД К РАСПАРАЛЛЕЛИВАНИЮ 
ВЫЧИСЛЕНИЯ ФУНКЦИИ ОТ МАТРИЦЫ 
При решении различных классов операторных уравнений 
возникает необходимость численной аппроксимации аналити­
ческих функций от линейных операторов . Такого рода кон­
струкции являются естественной составной частью многих 
приближенных методов решения задач Коши для оператор­
ных дифференциальных уравнений [1, 2] . В типичных случа­
ях А: D(A) С Х-+ Х - неограниченный замкнутый опера­
тор, действующий в комплексном банаховом пространстве Х, 
D(A) = Х. Численная реализация соответствующих процедур 
в Х предполагает замену оператора А его конечномерной ап­
проксимацией А Е cNxN _ 
Следуя [З, с . 483], определим f(A) как матрицу 
!(А)= Uтj), (1) 
где I - единичная матрица, ет = (О , . . " О, 1, О" .. , О) (еди­
ница стоит на m-м месте) , а замкнутый контур Г окружает 
спектр а(А). Схема (1) допускает простое распараллеливание: 
достаточно представить интеграл по замкнутому контуру в ви­




В (1) имеем интеграл от конечномерной вектор-функции, про­
порциональной Yj(z) = (zI -A)-1ej. Каждый частичный кон­
тур гk делится узлами Zk,l Е гk, l =О, . . . ,N, на N частей, 
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при этом Zk,O и Zk.N являются граничными точками гk. Век­
торы Yj(zk,t) для различных точек zk,l вычислялись методом 
биортогонализации [4, с. 213]. Данный метод в численных экс­
периментах оказался чувствителен к выбору начального при­
ближения, поэтому при каждом k вектор Yj(zk,o) находился 
методом Гаусса, далее найденное решение Yj(zk,t) выбиралось 
в качестве начального приближения при вычислении Yj(zk,1+1), 
l =О, ... ,N -1. Интегралы по частичным дугам Гk допускают 
приближенное вычисление по выбранной квадратурной фор­
муле с одинаковым числом узлов в результате работы неза­
висимых процессов. В расчетах использовались простейшие 
схемы 
fг ~ (Zk/+Zkt+l) F(z)dz ~ F ' 2 ' (zk ,l+l - Zk,1), Гk l=O 
.N-1 
[ F(z)dz ~ L F(zk,t)(zk,l+l - Zk,1), k = 1, ... , К. lгk l=O 
Допускаемая погрешность в обоих случаях эффективно кон­
тролируется. 
В тестовых расчетах. в качестве контура Г выбиралас1 
окружность радиуса R = llAll +d, где llAll - евюшдова норма 
d > О. При увеличении d в матрице Zk,tl - А появлялось диа· 
гональное преобладание, что позволяло минимизировать коли­
чество итераций при вычислении вектора Yj(zk,t) = (zk,tl -
- А)-1 е3. Однако при достаточно большом R для вычисле­
ния интегралов по частичным контурам приходилось выбирать 
несколько большее число узлов. 
Для расчетов использовался четырехъядерный процессор 
Intel(R) Core(TM) 2 Quad CPU Q6600 @2.40 GHz с памятью 
4.00 ГБ, распараллеливание выполнялось с помощью техноло­
гии ОреnМР. В докладе представлены результаты численных 
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экспериментов с использованием описанной методики вычис­
лений функций от матриц. 
Работа выполнена при финансовой поддержке РФФИ (про­
ект 09-01-00273а). 
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