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Abstract
The concept of foundation is a sharper concept than support which allows us to recognize spline bases suitable for
design and computational purposes. We present new results on least founded bases of univariate spaces. In the case of
tensor product spaces, we nd under very general conditions bases of minimally founded functions although we show
that, in contrast to the univariate case, they are no least founded bases. We also analyze related questions in a space of
splines dened on angular regions of the plane. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
In CAGD it is important to choose suitable bases for the representation of curves and surfaces. In
particular, it is convenient for numerical purposes that the basis functions have small support. We
must recall that even univariate B-splines are not always minimally supported functions (this happens
in spline spaces with multiple knots). In [3] the concept of least supported basis was introduced,
and it was shown that the B-spline basis is always least supported. Local linear independence often
appears in univariate spline spaces and even in multivariate spline spaces (see [2,7,8]). In [3] it was
proved that a basis is least supported if and only if it is locally linearly independent. In a given
space of functions, many dierent least supported bases (or, equivalently, locally linearly independent
bases) can appear, as shown in [3, Theorem 3:7]. In [1] the concept of foundation was introduced,
which, in many cases, leads to a unique basis (up to permutation and scaling). The concept of
foundation is sharper than support and takes into account the order of vanishing of basis functions
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at their support’s boundary. Recall that, in the context of CAGD, the normalized B-basis of a space
of univariate functions possesses optimal shape preserving properties (see [4]). In [1, Corollary 25],
B-bases are the unique totally positive bases formed by minimally founded functions. This paper
will analyze bases of minimally founded functions and least founded bases in the case of univariate
and tensor product spaces and for a space of bivariate splines on angular regions.
Section 2 contains basic denitions and auxiliary results for the other sections. We introduce
the concept of B-condition in order to generalize the concept of B-basis. Properties included in
the denition of B-condition were essential in [10] in order to prove optimal stability of B-splines.
We prove in Theorem 3.2 that if a univariate space has a locally linearly independent basis satisfying
the B-condition then this basis is the unique least founded basis (up to permutation and scaling). In
Section 3 we also deal with tensor product of bases satisfying the B-condition, showing in Corollary
3.4 that these bases are formed by minimally founded functions. However we see in Examples 3.5
that the concept of least founded basis seems to be too restrictive for the multivariate context of
tensor product spaces.
In Section 4 we consider a bivariate space whose spline functions are Ck−1 piecewise polynomials
of degree k dened on angular regions. The corresponding basis functions obtained in [2] generalize
the multivariate truncated powers of [6] and the support of such a basis function need not be a convex
region of the plane. In [2] it was shown that these basis functions have minimal or quasiminimal
support (see also [5, Section 3:3]). We prove in Theorem 4.1 that they are minimally founded. We
also study some other properties related to least foundation and uniqueness of bases of the space
satisfying these properties.
2. Basic denitions and auxiliary results
Let 
 be a (nonempty) subset of Rs and let f :
 ! R be a function dened on 
. As usual,
the support of f is given by
suppf = fx2
jf(x) 6= 0g \ 
:
A nite collection B of functions on some topological space 
 is locally linearly independent if,
for any open set D
 and any 2RB, Pb2 B bb=0 on D implies that bb=0 on D for all b2B.
A useful characterization of local linear independence was provided in [3, Proposition 3:2]:
Proposition 2.1. Let u1; : : : ; un be functions dened on 
. Then the following conditions are equiv-
alent:
(i) u1; : : : ; un are locally linearly independent.
(ii) For any linear combination f =
Pn
i=1 iui, j 6= 0 implies that suppf supp uj.
(iii) For any 2Rn; supp (Pni=1 iui) =S fsupp uiji 6= 0g.
A more complete characterization is given in [8, Theorem 2:2]. On the other hand, in [3, Theorem
3:4] it was proved that local linear independence of a basis is equivalent to the concept of least
supported basis. A basis B=(b0; : : : ; bn) is called least supported if for any other basis C=(c0; : : : ; cn)
there is some permutation  of f0; : : : ; ng such that supp bi supp c(i).
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In order to introduce the concept of foundation, which is sharper than the concept of support, we
need the following denition introduced in [1]:
Denition 2.2. Let 
Rs and let f :
 ! R. A sequence (xn)n2N, xn 2
 for all n2N, escapes
from the support of f if for any compact subset K contained in the interior of suppf there exists
n(K)2N such that xn =2K for all n> n(K).
Denition 2.3. Let 
Rs, f; g :
 ! R. We say that f has foundation less or equal to that of
g; f=O(g), if for any sequence (xn)n2N escaping from supp g, there exist M > 0 and n0 2N such
that
f(xn)j6M jg(xn)j; 8n> n0;
that is, f(xn) = O(g(xn)).
If f =O(g) and g=O(f) we write foundf = found g.
The following result collects [1, Lemma 4(i), Proposition 5, Lemma 7]:
Lemma 2.4. The following properties hold:
(i) If f =O(g) then suppf supp g.
(ii) If f =O(g) and g=O(h) then f =O(h).
(iii) If f1; : : : ; fk =O(g) and i 2R, i = 1; : : : ; k; then Pki=1 ifi =O(g).
Denition 2.5. Let U be a vector space of functions dened on 
Rs. A nonzero function f2U
is minimally founded if for any 0 6= g2U such that g=O(f), then foundf = found g.
A basis of minimally founded functions is a basis formed by minimally founded functions. On
the other hand, as shown in [1, Examples 1 and 2], for a given function minimal foundation does
not imply minimal support and minimal support does not imply minimal foundation.
Denition 2.6. A system (u0; : : : ; un) of nonzero functions of the space U is called founded linearly
independent if for any linear combination f =
Pn
i=0 iui, j 6= 0 implies uj = O(f). A basis B =
(b0; : : : ; bn) is called least founded if for any other basis C = (c0; : : : ; cn) there is some permutation
 of f0; : : : ; ng such that bi =O(c(i)).
The two previous denitions coincide as shown in [1, Proposition 19]:
Proposition 2.7. Let B be a basis of a nite dimensional vector space of functions U . Then B is
founded linearly independent if and only if B is a least founded basis.
Under the assumptions of the following result, a given space of functions has a unique basis (up
to permutation and scaling) of minimally founded functions, which is also the unique least founded
basis.
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Proposition 2.8. Let us assume that a space of functions U has a least founded basis (u0; : : : ; un)
formed by minimally founded functions. Then the following properties are equivalent for a basis
(v0; : : : ; vn) of U :
(i) (v0; : : : ; vn) is least founded.
(ii) (v0; : : : ; vn) is formed by minimally founded functions.
(iii) (v0; : : : ; vn) coincides with (u0; : : : ; un) up to permutation and scaling.
Proof. The equivalence of (i) and (iii) follows from [1, Corollary 21]. Using [1, Proposition 12]
we also deduce that (i) implies (ii). Finally, if (ii) holds, we conclude from [1, Proposition 20(i)]
that
(v0; : : : ; vn) = (i0ui0 ; : : : ; inuin);
where ij 2R and ij 2f0; 1; : : : ; ng for all j. Since (v0; : : : ; vn) is a basis we derive ik 6= il for all
k 6= l, and the result follows.
The next lemma will also be used in the following section.
Lemma 2.9. Let (b0; : : : ; bn) be a basis of a vector space U of functions dened on 
Rs. Let
us assume that any linear combination f=
Pn
i=0 ibi satises that; if its rst nonzero coecient is
l, then bl =O(f). Then (b0; : : : ; bn) is a least founded basis.
Proof. By Proposition 2.7, it is sucient to see that (b0; : : : ; bn) is founded linearly independent, i.e.,
that j 6= 0 implies bj=O(f). Obviously, f=O(f) and, since bl=O(f), lbl=O(f). Then, by the
property of Lemma 2.4(iii) we deduce that f1 :=f− lbl=Pnk=l+1 kbk satises f1 =O(f). If r is
the rst nonzero coecient of f1 (and so the second nonzero coecient of f) and we apply again
the previous argument we derive br = O(f1) and f2 = O(f), where f2 :=f1 − rbr =Pnk=r+1 kbk .
From br = O(f1), f1 = O(f) and the transitivity property of Lemma 2.4(ii) we can conclude that
br =O(f). The result follows by iterating the previous reasoning.
The following denition will be used in Section 3.
Denition 2.10. A basis (u0; : : : ; un) of continuous functions dened on an interval I satises the
B-condition if
supp ui=: [ai; bi]; ui(x) 6= 0 8x2 (ai; bi); i = 0; : : : ; n: (2.1)
and if i< j then
ai6 aj; bi6 bj; (2.2a)
lim
t!a+i
uj(t)
ui(t)
= 0 and lim
t!b−j
ui(t)
uj(t)
= 0: (2.2b)
Remark 2.11. If ui; uj (i< j) are two functions of a basis satisfying the B-condition and a=ai=aj
then it can be deduced from the continuity of the functions and (2:2) that ui(a) = 0 implies that
uj(a) = 0. Analogously, if b= bi = bj then uj(b) = 0 implies that ui(b) = 0.
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A matrix is totally positive if all its minors are nonnegative. A basis (u0; : : : ; un) of functions
dened on an interval I is normalized if
Pn
i=0 ui(t) = 1 for all t 2 I and is called totally positive if
all its collocation matrices (uj(ti))06 i; j6 n (t0<t1<    <tn in I) are totally positive. Recall that
shape-preserving representations in Computer Aided Geometric Design are associated with normal-
ized totally positive bases (cf. [9]) and that normalized B-bases possess optimal shape preserving
properties (cf. [4]). By Carnicer and Pe~na [4, Proposition 3:12] we can give the following denition
of a B-basis:
Denition 2.12. Let (u0; : : : ; un) be a totally positive basis of a space U of functions dened on
I R. Then (u0; : : : ; un) is a B-basis if and only if the following conditions hold for all i 6= j:
inf
(
ui(t)
uj(t)
j t 2 I; uj(t) 6= 0
)
= 0: (2.3)
Examples of B-bases are the Bernstein basis and the B-spline basis. The existence of B-bases
and normalized B-bases in spaces with totally positive bases follows from [4, Remark 3:8 and
Theorem 4:2(i)], respectively:
Proposition 2.13. If a vector space of functions has a totally positive (resp.; normalized totally
positive) basis then it has a B-basis (resp., normalized B-basis).
Uniqueness of B-bases has been studied in [4, Corollary 3:9(iii) and Theorem 4:2(i)]:
Proposition 2.14. Let (c0; : : : ; cn) be a B-basis (resp.; normalized B-basis) of a space of functions U.
A basis of U is a B-basis (resp.; normalized B-basis) if and only if it is of the form (d0c0; : : : ; dncn)
with di > 0 ( resp.; di = 1) for all i = 0; : : : ; n.
Remark 2.15. The B-condition generalizes a property satised by a normalized B-basis of continuous
functions as can be deduced from [4, Propositions 4:1 and 4:5]: in fact, a normalized totally positive
basis of continuous functions is a B-basis if and only if it satises the B-condition. Let us observe
that a basis can satisfy the B-condition even if it is not totally positive.
3. Univariate and tensor product spaces
In this section we shall deal with the question of nding least founded bases and bases formed by
minimally founded functions for univariate and tensor product spaces under very weak assumptions.
We start with the univariate case.
Theorem 3.1. Let U be a vector space of functions which has a basis (u0; : : : ; un) of locally linearly
independent functions satisfying the B-condition. Then the basis functions are minimally founded.
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Proof. Let us assume that there exists a function g in the space generated by the basis (u0; : : : ; un)
such that g=O(ui) for some basis function ui. By Lemma 2.4 we have that
supp g supp ui = [ai; bi]: (3.1)
Since
g=
nX
j=0
cjuj (3.2)
and the basis (u0; : : : ; un) is locally linearly independent we know from Proposition 2.1 that
supp g=
[
fhjch 6=0g
supp uh: (3.3)
Let a and b be the inmum and supremum, respectively, of supp g. By (3:1),
ai6 a; b6 bi: (3.4)
Using (3:4), (3:3) and (2.2a) we can see that at least one of the following possibilities must happen:
ai = a (if cj 6= 0 for some j6 i) or b= bi (if cj 6= 0 for some j> i).
Let us assume that bi = b. Let j be the greatest index such that cj 6= 0 in (3:2). If j> i, then
using (2.2b) and (3:2) we can get
lim
t!(bj)−
ui(t)
uj(t)
= 0; lim
t!(bj)−
g(t)
uj(t)
= cj;
which contradicts that g = O(ui). So j6 i. Using again (2.2a) and (3:3) we obtain a6 ai and so,
by (3:4), ai = a.
Let us now assume that ai = a. Let k be the smallest index such that ck 6= 0 in (3:2). If k < i,
then using (2.2b) and (3:2) we can derive
lim
t!(ak )+
ui(t)
uk(t)
= 0; lim
t!(ak )+
g(t)
uk(t)
= ck ;
which contradicts that g = O(ui). So k> i. Using again (2.2b) and (3:3) we obtain b> bi and so,
by (3:4), bi = b.
In conclusion, ai=a, bi=b and ci is the only nonzero coecient in (3:2): g=ciui and so ui=O(g),
which shows that ui is minimally founded.
The following result shows that, under the assumptions of Theorem 3.1, the basis (u0; : : : ; un) is
the unique least founded basis of its space.
Theorem 3.2. Let U be a vector space of univariate functions which has a locally linearly inde-
pendent basis (u0; : : : ; un) satisfying the B-condition. Then this basis is the unique least founded
basis of U (up to permutation and scaling).
Proof. By Proposition 2.8 and Theorem 3.1 it is sucient to prove that the basis (u0; : : : ; un) is least
founded. Let us consider any function
f =
nX
j=0
cjuj: (3.5)
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Let l be the rst index such that the corresponding coecient cl is nonzero. By Lemma 2.9 it is
sucient to prove that ul =O(f). The function f of (3.5) can be written as
f = clul +
X
j > l
cjuj: (3.6)
By (2.1), supp ul=[al; bl]. Since the functions are locally linearly independent, we can apply Proposi-
tion 2.1 and deduce that supp ul suppf. Let [a; b] be the connected component of suppf containing
[al; bl]. From Proposition 2.1, (3:6) and (2.2a) we can also deduce that a= al and b> bl. Then it
is sucient to prove that for any sequence (xk)k 2N in [al; b] converging to al or b,
jul(xk)j6M jf(xk)j (3.7)
for some M > 0 and large enough k.
If (xk)k 2N is any sequence in [al; b] converging to al then by (2.2b) and (3:6) we can deduce
that
lim
k!1
f(xk)
ul(xk)
= cl (6= 0)
and so (3:7) holds for some M > 0 and large enough k.
If b>bl then it is obvious that any sequence (xk)k 2N in [al; b] converging to b satises (3:7)
for some M > 0 and large enough k because ul(xk) = 0. Finally, let us assume that b= bl and that
(xk)k 2N is any sequence in [al; bl] converging to bl. Let m be such that sup supp um = bl, cm 6= 0
and cj=0 for all j>m with sup supp uj=bl. So, taking into account that if k >m then (by (2.2a))
sup supp ck> bl and that [a; b] = [al; bl] is a connected component of suppf, we can write
f(xk) =
mX
j=l
cjuj(xk); 8k:
We can now deduce from the previous formula that (3:7) holds for some M > 0 and large enough
k by taking into account that, by (2.2b),
lim
k!1
ui(xk)
um(xk)
= 0
for all i<m.
Let us now list some bases of spline spaces satisfying the hypotheses of the previous theorems. We
have already mentioned that the B-splines satisfy the B-condition and are locally linearly independent.
Therefore they are minimally founded by Theorem 3.1 and form (up to permutation and scaling)
the unique least founded basis of the space of polynomial splines. The trigonometric B-splines (cf.
[11, Section 10:8]) are also locally linearly independent and satisfy the B-condition. In this case, in
order to check the limits of (2.2a) and (2.2b), it is sucient to see that [11, Theorem 4:17] can
also be stated for these spline functions. The proof is similar, but uses [11, (10:103) and (10:104)]
instead of [11, (4:22) and (4:23)].
In the case of a univariate space with a totally positive basis, the following corollary improves
[1, Proposition 22] because this corollary requires only a locally linearly independent basis instead
of a least founded basis. Recall that local linear independence is a very frequent property in spline
spaces. Therefore, as a consequence of the following corollary, least founded bases appear quite
often in univariate spline spaces.
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Corollary 3.3. Let U be a space which has a locally linearly independent; normalized totally
positive basis of continuous functions dened on intervals. Then the unique least founded bases (up
to permutation); formed by minimally founded functions of U are its B-bases.
Proof. By Proposition 2.13 U has a normalized B-basis. By [3, Corollary 4:3] the normalized B-basis
is also locally linearly independent. By Remark 2.15 the normalized B-basis satises the B-condition.
The result is now a consequence of Theorem 3.2 and the fact that, by Proposition 2.14, all B-bases
of a space can be obtained by scaling the normalized B-basis.
Let us now deal with tensor product spaces. We consider the basis
(b)1=0;:::; n1;:::;s=0;:::; ns = (b
1
1 ⊗    ⊗ bss)1=0;:::; n1;:::;s=0;:::; ns ; (3.8)
which is formed by the tensor product of bases satisfying the B-condition, that is, each of the bases
(bii)
ni
i=0 is formed by continuous functions satisfying the conditions of (2.1), (2.2a), and (2.2b).
The following corollary (corresponding to the case s> 1) follows from Example 6 of [1], which
can be applied because we have proved in Theorem 3.1 that the basis functions are minimally
founded for s= 1, and they satisfy (2.1).
Corollary 3.4. Let U be a vector space of functions which has a basis (3:8) of tensor products of
locally linearly independent bases satisfying the B-condition. Then the basis functions in (3:8) are
minimally founded.
The following examples show that Theorem 3.2 cannot be extended to tensor product spaces (i.e.,
to the multivariate case). In fact, the concept of least founded basis seems to be too restrictive for
the multivariate context of tensor product spaces.
Example 3.5. Let U be the space generated by the basis (3.8) with s = 2, n1 = n2 = 1 and let
(b10(x); b
1
1(x)) (= (1 − x; x)), (b20(y); b21(y)) (= (1 − y; y)) be the Bernstein basis of the space of
polynomials of degree less than or equal to 1 on [0; 1] (which satises the B-condition). Let us
consider the following function f2U :
f(x; y) = (1− x) (y − 12=− 12 (b10(x)b20(y)) + 12(b10(x)b21(y)): (3.9)
If we suppose that the basis (b1i ⊗ b2j )i=0;1; j=0;1 is least founded then, by Proposition 2.7 and (3.9),
b10 ⊗ b20 would be O(f). But let us observe that the sequence
n− 1
n
;
1
2

n> 1
escapes from suppf and satises
f

n− 1
n
;
1
2

= 0; (b10 ⊗ b20)

n− 1
n
;
1
2

6= 0; n> 1;
which contradicts b10 ⊗ b20 = O(f). Therefore the basis (b1i ⊗ b2j )i=0;1; j=0;1 is not least founded. One
could think that the problem came from the fact that y = 12 is an interior point of supp b
2
0. But
consider the function
g(x; y) = x − y = b11(x)b20(y)− b10(x)b21(y)
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and the sequence
1
n
;
1
n

n> 1
in order to see that b11(x)b
2
0(y) is not O(g).
4. Bivariate splines over angular regions
In this section we consider a bivariate space whose spline functions are piecewise polynomials
dened on angular regions (instead of rectangular regions as for tensor product spaces). Under very
general assumptions we nd a basis of minimally founded functions also in this case, and we discuss
some questions related to the existence and uniqueness of least founded bases.
Let us start by recalling some denitions of [2] in order to introduce the space of bivariate splines.
A cone of R2 is a nonempty set C R2 such that if u2C and t> 0, then tu2C. We say that a
cone is proper if it contains a nonzero vector. An angular region of R2 is a proper cone of R2
which is also a connected set (excluding the origin). A ray r is a minimal angular region, in the
sense that it contains no angular region except r itself. Each ray r of R2 intersects the unit circle
S = f(x; y)2R2 j x2 + y2 = 1g only at one point r \ S = (cos!; sin!). Conversely, each point of the
unit circle (cos!; sin!) denes a unique ray of R2, r = f(t cos!; t sin!) j t> 0g. Let us dene the
following relationship between rays. A ray r1 lies between r0 and r2
r0<r1<r2;
if the triangle whose vertices are r0 \ S = (cos!0; sin!0), r1 \ S = (cos!1; sin!1) and r2 \ S =
(cos!2; sin!2) is positively oriented. A closed ray interval is dened by
[r0; r1] := fr0g [ fr j r0<r<r1g [ fr1g:
For a given ray r, we can also dene its opposite ray
−r := f(−x;−y) j (x; y)2 rg:
A set of rays is in general position if it contains no pair of opposite rays.
Next let us consider a partition of R2 into angular regions induced by an ordered set of dierent
rays
r0<r1<r2<    <rn:
We use a cyclic notation by setting rn+1 = r0; : : : ; rn+k = rk−1; : : : and r−1 = rn; : : : ; r−k = rn+1−k ; : : : .
Associated to each ray ri, we have an angular value !i such that (cos!i; sin!i)2 ri. We denote by
(cos!jy − sin!jx)k[rj ; rl] the corresponding truncated power
(cos!jy − sin!jx)k[rj ; rl] :=

(cos!jy − sin!jx)k if (x; y)2 [rj; rl];
0 otherwise:
Let k(R2) be the vector space of all bivariate polynomial functions of degree less or equal to
k. Then
Sk(r0; : : : ; rn) = ff2Ck−1(R2) jfj[ri ; ri+1] 2k(R2); i = 0; 1; : : : ; ng
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is the vector space of all bivariate splines generated by this partition and Hk(r0; : : : ; rn) is the subspace
of homogeneous functions in Sk(r0; : : : ; rn):
Hk(r0; : : : ; rn) = ff2 Sk(r0; : : : ; rn) jf(tx; ty) = tkf(x; y); t> 0g:
It is well known that
Sk(r0; : : : ; rn) = Hk(r0; : : : ; rn)k−1(R2):
So, analyzing the structure of the space of homogeneous splines Hk(r0; : : : ; rn) we obtain the structure
of Sk(r0; : : : ; rn).
The rank of a set of rays, rank(r0; r1; : : : ; rn), is the minimal number of lines which contain all
the rays, that is, the maximal number of rays among them which are in general position. Let us now
consider the general case of rank(r0; r1; : : : ; rn)> k + 2. Since rank(ri; ri+1; : : : ; ri+n)> k + 2, there
exist rays rj(i) with
i = 0(i)<1(i)<    <k(i)<k+1(i)6 i + n
such that
rank(ri; ri+1; : : : ; rj(i)−1) = j;
rank(ri; ri+1; : : : ; rj(i)−1; rj(i)) = j + 1:
Let us dene (i) for each index i, to be the unique index i<(i)6 k+1(i) given by
(i) :=

i0 if there exists i0 with i< i06 i + k + 1; ri0 =−ri;
k+1(i) otherwise:
(4.1)
Therefore [ri; r(i)] is the halfplane [ri;−ri] if and only if (i)<k+1(i).
In [2, Proposition 4:1] it was proved that the mapping from the set f0; 1; : : : ; ng to f0; 1; : : : ; ng
induced by ri ! r(i) is bijective. Let us dene the function Bi (i2f0; : : : ; ng) with suppBi=[ri; r(i)]:
Bi(x; y) :=
8><
>:
(cos!iy − sin!ix)k[ri ;r(i)] if (i)<k+1(i);
B(x; y j r0(i); r1(i); : : : ; rk+1(i))Qk+1
j; h=1
j > h
sin (!j(i) − !h(i))
if (i) = k+1(i);
where
B(x; y j r0(i); r1(i); : : : ; rk (i); rk+1(i))
:=
kX
h=0
(−1)h
0
B@ k+1Y
j; l=0
j; l6=h; j > l
sin (!j(i) − !l(i))
1
CA (cos!h(i)y − sin!h(i)x)k[rh(i) ; rk+1(i)]
In [2, Theorem 4.3] it was shown that the basis B=(B0; B1; : : : ; Bn) of the space Hk(r0; r1; : : : ; rn)
formed by these basis functions (called B-splines) is locally linearly independent. These B-splines
generalize the multivariate truncated powers used in [6] in the sense that their supports need not be
a convex region of the plane.
Let us now see that, under very general hypotheses, this basis is formed by minimally founded
functions.
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Theorem 4.1. Let us consider a space Hk(r0; r1; : : : ; rn) with rank(r0; r1; : : : ; rn)> k + 2 and such
that for each j2f0; : : : ; ng the set frj; rj+1; : : : ; rj+kg does not contain collinear rays. Then the
basis B= (B0; B1; : : : ; Bn) of Hk(r0; r1; : : : ; rn) is formed by minimally founded functions.
Proof. Let us assume that there exists a function g in Hk(r0; r1; : : : ; rn) such that g=O(Bi) for some
basis function Bi. By Lemma 2.4(i) we have that
supp g suppBi = [ri; r(i)]: (4.2)
By our hypothesis on the rays, we can deduce from formula (4.1) that (j) = j + k + 1 8j. So, in
[2, Theorem 4.3], the functions Bj are minimally supported for all j. Then we derive from (4.2)
supp g= suppBi = [ri; r(i)]: (4.3)
Since (B0; : : : ; Bn) is a basis, we can write
g=
nX
j=0
cjBj (4.4)
Let Bj be any basis function such that cj 6= 0 in (4.4). Since the basis (B0; B1; : : : ; Bn) is locally
linearly independent we know from Proposition 2.1 and (4.3) that
suppBj supp g= suppBi:
Using again that Bi is minimally supported we conclude that
[rj; r( j)] = suppBj = suppBi = [ri; r(i)];
which implies that rj = ri and so j= i. Then, by (4.4), g= ciBi and so Bi =O(g), which shows that
Bi is minimally founded.
Let us now focus on a subspace Hk(r0; r1; : : : ; rn). A function f2 Sk(r0; r1; : : : ; rn) is said to have
compact angular support if suppf 6= R2 (in [2] it was called locally supported). Let us introduce
the following space consisting of functions with compact angular support:
Lk(r0; r1; : : : ; rn) = ff2 Sk(r0; : : : ; rn) j suppf [r0; rn]g:
Then, by [2, (2:7) and (2:8)] we know that
Sk(r0; : : : ; rn) = Lk(r0; : : : ; rn)k(R2);
Hk(r0; : : : ; rn) = Lk(r0; : : : ; rn)hk(R2);
where hk(R2) denotes the vector space of homogeneous polynomials of degree k.
As shown in [2, Corollary 4:5], a basis B of Lk(r0; r1; : : : ; rn) is given by the n− k functions Bi
in B whose support is contained in [r0; rn].
Let us denote by Ext(suppf) the exterior of suppf (i.e., R2 n suppf). In order to obtain a result
on least founded bases of Lk(r0; r1; : : : ; rn) we slightly modify the concept of foundation of Section
2 by restricting to a subset of escaping sequences. Let f2Lk(r0; r1; : : : ; rn); a sequence (xn)n2N in
R2 laterally escapes from the support of f if the distances from xn to Ext(suppf) converge to 0.
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Let f; g2Lk(r0; r1; : : : ; rn); we say that f has L-foundation less or equal to that of g, f=OL(g), if
for any sequence (xn)n2N laterally escaping from supp g, there exist M > 0 and n0 2N such that
jf(xn)j6M jg(xn)j; 8n> n0:
If f = OL(g) and g= OL(f) we write foundL f = foundL g.
We can now modify as in the previous denitions all the other concepts and results of Section
2 because one can check that the auxiliary results of [1] also hold with these new denitions. We
shall refer to the results using the concept of L-foundation by adding 0 to the corresponding result
of Section 2; for instance, we write Lemma 2.40 instead of Lemma 2.4.
Let us now see that the basis B is least L-founded.
Theorem 4.2. Let us consider a space Lk(r0; r1; : : : ; rn) with rank (r0; r1; : : : ; rn)> k + 2. Then the
basis B of Lk(r0; r1; : : : ; rn) is least L-founded.
Proof. Let us consider any function f of Lk(r0; r1; : : : ; rn) (Hk(r0; r1; : : : ; rn)):
f =
nX
j=0
cjBj: (4.5)
Let i be the rst index such that the corresponding coecient ci in (4.5) is nonzero. By Lemma
2.90 it is sucient to see that Bi = OL(f).
Since the functions are locally linearly independent, we can apply Proposition 2.1 and deduce that
suppBi suppf. Let [r0; r00] be the connected component of suppf containing suppBi = [ri; r(i)].
From Proposition 2.1 and the choice of Bi we can also deduce that r0 = ri and r00 = r(h) for some
h> i with ch 6= 0. So we can write
f(x) =
kX
j=i
cjBj; x2 [r0; r00]: (4.6)
In order to prove that Bi = OL(f) it is sucient to prove that for any sequence of points (xk)k 2N
in [ri; r00] whose distances to ri or r00 converge to 0,
jBi(xk)j6M jf(xk)j (4.7)
for some M > 0 and large enough k.
Let (xk)k 2N be any sequence of points in [ri; r00] whose distances to ri converge to 0. Taking
into account Proposition 2.1 and that suppf 6= R2 we have that r( j)<ri < rj for all j2f2; : : : ; kg.
Then, by (4.6), f ! ciBi when k !1. Therefore
lim
k!1
f(xk)
Bi(xk)
= ci(6= 0) (4.8)
and so (4.7) holds for some M > 0 and large enough k.
If r(i) 6= r00 then any sequence (xk)k 2N of points in [ri; r00] whose distances to r00 converge to 0
satises (4.7) for some M > 0 and large enough k because these points belong to [r(i); ri] and so
Bi(xk)=0. Finally, let us assume that r(i) = r00 and that (xk)k 2N is any sequence of points in [ri; r00]
whose distances to r(i) converge to 0. Since supp g=[ri; r(i)] we deduce from (4.6), Proposition 2.1
and the local linear independence of the basis functions that suppBj [ri; r(i)] for all j2f2; : : : ; kg.
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Since Bi is the unique basis function whose support nishes at r(i) we have, by (4.6), that f ! ciBi
when k !1. Therefore (4.8), and so (4.7), also hold for some M > 0 and large enough k.
The fact that the basis B is the unique least L-founded basis of Lk(r0; r1; : : : ; rn) (up to permutation
and scaling), depends on the conguration of the rays as the following result and examples show.
Roughly speaking, it is required that collinear rays are far enough apart.
Theorem 4.3. Let us consider a space Lk(r0; r1; : : : ; rn) with rank(r0; r1; : : : ; rn)> k + 2 and such
that for each j2f0; : : : ; n− k − 1g the set frj; rj+1; : : : ; rj+kg does not contain collinear rays. Then
the basis B = (B0; : : : ; Bn−k−1) of Lk(r0; r1; : : : ; rn) is formed by minimally L-founded functions.
Moreover; it is; up to permutation and scaling; the unique least L-founded basis of Lk(r0; r1; : : : ; rn).
Proof. Let us rst observe that, by our hypothesis on the rays and formula (4.1), (j)=j+k+1 for
all j2f0; : : : ; n− k − 1g and therefore B = (B0; : : : ; Bn−k−1). By Theorem 4.2 it is least L-founded
and then, by Proposition 2.80, it is sucient to prove that it is formed by minimally L-founded
functions. This last fact can be proved with a proof similar to that of Theorem 4.1.
The next example shows that the restrictions on collinear rays of the previous theorem are neces-
sary in order to guarantee that the basis functions of B are minimally L-founded and that B is the
unique least L-founded basis of Lk(r0; r1; : : : ; rn).
Example 4.4. Let us consider a space Lk(r0; r1; : : : ; rn) with rank (r0; r1; : : : ; rn)> k+2 and suppose
that r0 has no collinear rays among fr1; : : : ; rkg and that there exists j6 k such that r1; rj are collinear
rays. By using formula (4.1) we can derive j = (1)<(0) and so
r0<r1<r(1)<r(0) (4.9)
and
suppB1 suppB0: (4.10)
Obviously B1 2 B and, since rank (r0; r1; : : : ; rn)> k + 2, we also derive B0 2 B.
Let us see that B0 is not minimally L-founded. We can assume that if we have a sequence of
points (xk)k 2N in [r0; r(0)] escaping from suppB0 then the points satisfy that their distances to r0
or to r(0) converge to 0. But then
jB1(xk)j6M jB0(xk)j;
for some M > 0 and large enough k because, by (4.9), B1(xk) = 0. So B1 = OL(B0). But B0 is not
OL(B1) because, otherwise, suppB0 suppB1 by Lemma 2.40(i), contradicting (4.10).
Let us also see that Lk(r0; r1; : : : ; rn) has two least L-founded bases which do not coincide up
to permutation and scaling. By Theorem 4.2 we know that the basis B is least L-founded. Let B
0
be the basis obtained from B by replacing the basis function B0 by B0 + B1. In order to prove that
the basis B
0
must also be least founded it is sucient to see that found B0 = found (B0 + B1). Since
the basis functions Bi are locally linearly independent, we deduce from Proposition 2.1 and (4.10) that
supp (B0 + B1) = supp (B0). Then it is sucient to prove that, for any sequence of points (xk)k 2N
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in [r0; r(0)] whose distances to r0 or r(0) converge to 0,
jB0(xk)j6M j(B0 + B1)(xk)j; j(B0 + B1)(xk)j6M jB0(xk)j (4.11)
for some M > 0 and large enough k. But this is consequence of the fact that, by (4.9), B1(xk) = 0.
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