Summary. In many modern applications, high-dimensional/non-Euclidean data sequences are collected to study complicated phenomena over time and it is of scientific importance to detect anomaly events as the data are being collected. We studied a nonparametric framework that utilizes nearest neighbor information among the observations and can be applied to such sequences. We considered new test statistics under this framework that can make more positive detections and can detect anomaly events sooner than the existing test under many common scenarios with the false discovery rate controlled at the same level. Analytic formulas for approximate the average run lengths of the new approaches are derived to make them fast applicable to large datasets.
Introduction
Sequential change-point detection is a traditional problem in statistics. A canonical example is quality control where an industrial process is monitored over time. The goal is to give no or very few alarms when things are in order, and to raise an alarm as soon as possible when an anomaly event happens. Sequential change-point detection has been studied extensively for univariate data (see Siegmund (1985) and Tartakovsky et al. (2014) for a review). However, with the growing complexity of data, many modern applications involve sequences of multivariate or non-Euclidean observations.
Let the observation at t be denoted as Y t , t = 1, 2, . . . , n, . . .. Here, t could be the time index or some other meaningful index and Y t could be a vector, image, or network. When there is no change-point, Y t 's are identically distributed from F 0 . If there is a change-point at τ , the observation after τ are from a different distribution:
Y t ∼ F 0 , t = 1, . . . , τ − 1,
where F 0 and F 1 are two different probability measures. For low-dimensional data, likelihood based methods have been explored (see for example Page (1954) , Lorden et al. (1971) , Pollak et al. (1991) , Lai (1995) ). For high-dimensional data, the available methods are limited in many ways. Most existing methods have the assumption that the different sequences are independent so that theoretical analysis could go through (Tartakovsky and Veeravalli, 2008; Mei, 2010; Xie and Siegmund, 2013; Chan, 2017) . Some other works do not need this assumption, for example, Desobry et al. (2005) used kernel-based methods, while they do not have theoretical guarantee for false discovery control.
Recently, Chen (2018) proposed a new non-parametric framework that utilizes nearest neighbor information and can be applied to data in arbitrary dimension (with no assumption that the different sequences independent) and to non-Euclidean data. It also provided a general, analytical formula for false discovery control, making the approach easy to be applied to large datasets. Through simulation studies, they showed that their approach achieves considerable power gains compared to likelihood-based methods when dimension is moderate to high.
We find that the test statistics in Chen (2018) can be further improved to accommodate more types of signals and increase the power of the method for a wider range of alternatives. In this paper, we consider three new test statistics. These new tests have shorter detection delays for a wider range of alternatives and also exhibit substantial power gains for certain kinds of scale change compared to that in Chen (2018) . More over, we also provide general, analytic formulas for false discovery control for all the new tests. These approaches are implemented in an R package gStream.
The organization of the rest of the paper is as follows. In Section 2 we briefly review the method in Chen (2018) and what can be improved upon in the method. Section 3 discusses the three new test statistics and their corresponding stopping rules. The analytic formulas for false discovery control of the new stopping rules are derived in Section 4. The performance of the new methods are explored in Section 5.
A brief review of the method in Chen (2018)
The method in Chen (2018) makes use of the similarity structure represented by nearest neighbors (NN). Suppose there are N 0 historical observations with no change-point, Y 1 , Y 2 , . . . , Y N0 , so that the test begins at N 0 + 1. In the paper, three stopping rules were considered:
T 2 (b 2 ) = inf n − N 0 : max
T 3 (b 3 ) = inf n − N 0 : max
Here, n 0 , n 1 , and L are pre-specified values and the thresholds b 1 , b 2 , and b 3 are chosen so that the false discovery rate is controlled at a pre-specified level. The stopping rule T 3 makes use of only the L most recent observations, {Y n−L+1 , . . . , Y n }, to compute the test statistic while T 1 and T 2 use all n observations to construct the test statistic. Chen (2018) recommended to use T 3 for its consistent detection delay for whenever the change happens and its faster computational time.
In the stopping time of T 3 , Z L|y (t, n) is a two-sample test statistic that test whether {Y n−L+1 , . . . , Y t } and {Y t+1 , . . . , Y n } are from the same distribution. This two-sample test statistic was proposed by Schilling (1986) and Henze (1988) independently. They pool the two samples together and constructed a k-NN graph where each observation points to its first k nearest neighbors, they then count the number of edges in the k-NN graph that connect observations from the different samples and reject the null hypothesis of equal distribution if this count is significantly smaller than its null expectation. We refer this test to be the edge-count two-sample test based on k-NN for easy reference. Chen (2018) adapts this edge-count two-sample test on k-NN to the sequential change-point setting through the scan statistic framework.
In Chu and Chen (2018) , the authors examined the offline change-point detection problem and found that the scan statistic based on the edge-count two-sample test can be problematic in many ways. The same problems also exist in the online version of the problem. For example, Figure 1 shows the detection delay of the method in Chen (2018) under two scenarios: In the first scenario there is a change in mean only; in the second scenario, in addition to the same amount of mean change, the variance also changes. In both scenarios, the change happens at τ = 201:
The stoping threshold b 3 's are chosen through simulation runs such that E ∞ (T 3 ) = 2, 000 for both scenarios.
• Scenario 1 (only mean differs): ||µ|| 2 = 2.5, σ = 1.
• Scenario 2 (both mean and variance differ): ||µ|| 2 = 2.5, σ = 0.75. We see in Figure 1 that the test on average needs more observations to detect the change in scenario 2, while common sense tells us that the additional change in variance does not make the two distributions more similar. The underlying reason causing this is the curse of dimensionality: When the two high-dimensional distributions differ in variance, the two samples can lie on two layers -an inner layer and an outer layer. Since the volume of a d-dimensional space increases exponentially in d, the phenomenon that points in the outer layer find themselves to be closer to points in the inner layer than other points in the outer layer is common unless the number of points in the outer layer is extremely large (exponential in d). This can lead to a relatively large between-sample edge-count and causing the test to detect the change less efficiently.
New tests
To address the problems of the method in Chen (2018) , we propose use to different edge-count two-sample tests to the online setting. In particular, the generalized edge-count two-sample test (S) (Chen and Friedman, 2017) , the max-type edge-count two-sample test (Z w ) , and the max-type edgecount two-sample test (M ) (Chu and Chen, 2018) under the undirected similarity graph are extended to the directed k-NN graph. By replacing the edge-count twosample test statistic Z with these three test statistics, the method can detect the change faster if there is additional change in variance (detailed simulation setting refer to Section 2). Figure 2 plots the boxplots of the detection delays of all these methods under both scenarios. We can see that (1) the new tests have smaller detection delays under both scenarios; and (2) the new tests have smaller detection delays under scenario 2 compared to that under scenario 1. 
In the following, we describe the new tests based on Z w , S, and M in detail. We adopt the settings in Chen (2018) and assume that there are N 0 historical observations with no change-point such that the observations Y 1 , Y 2 , . . . , Y N0 follows the same distribution. This can be determined from prior information or we can use offline change-point detection methods (such as the methods in Chen and Zhang (2015) and Chu and Chen (2018) ) to determine whether there is any change-point among the first N 0 observations. Then, we begin our test from observation N 0 + 1.
Notations
For any n > N 0 and i, j ∈ S(n, L) {n − L + 1, . . . , n}, we let
nL,ij is the indicator function that Y j is one of the first k NNs of Y i among the observations in S(n, L). We have A + nL,ij ∈ {0, 1} and
For any n, each t ∈ {n − L + 1, . . . , n} divides the data the data sequence into two samples: one sample being the observations before t : {Y n−L+1 , . . . , Y t } (Sample 1) and the other sample being the observations after t : {Y t+1 , . . . , Y n } (Sample 2). Define, We denote the random variable under the permutation distribution as follows:
To express things in a symmetric way, we define
Then R 0,L (t, n) is the number of edges in the k-NN graph connecting observations before t and after t, R 1,L (t, n) is the number of edges connection observations prior to t, and R 2,L (t, n) is the number of edges that connect observations after t.
We use y i 's to denote the realizations of Y i 's. Then a
nL,ij with a (r) nL,ij = I(y j is the rth nearest neighbor of y i among observations y n−L+1 , . . . , y n ).
The method based on the generalized edge-count test (S)
The generalized edge-count two-sample test at t under k-NN can be defined as
Here Σ(t, n) is the covariance of the matrix of the vector (R 1,L (t, n)|y, R 2,L (t, n)|y) T under permutation.
If a change-point τ > N 0 occurs in the sequence, we would expect S L|y (t, n) to be large when n > τ and t close to τ . The test statistic is defined in this way so that either direction of deviations of the number of within-sample edges from its null expectation would contribute to the test statistic. For example, under the location alternatives, we would expect both R 1,L (t, n) and R 2,L (t, n) to be larger than their null expectations, which would lead to a large S L|y (t, n). Under the scale alternatives, the group with the smaller variance would have a within-edge count larger than its null expectation and the group with a larger variance would have a within-edge count smaller than its null expectation, which would also lead to a large S L|y (t, n). Therefore, this test is powerful for both location and scale alternatives.
Under the permutation distribution, the analytical expressions for
Letting,
There are two cases when Σ(t, n) will be non-invertible. First, let d i be the indegree of node i. By Cauchy-Schwartz inequality, we have
then Σ(t, n) will also be invertible.
The stopping rule based on the generalized edge-count tests under k-NN is as follows:
3.3. The method based on the weighted edge-count test (Z w ) Following the same notation in Section 3.2, for each t ∈ {n − L + 1, . . . , n}, the weighted edge-count two-sample test statistic under k-NN can be defined as
and q(t, n) = 1 − p(t, n). Since it is more difficult for the sample with a smaller sample size to form an edge within the same sample, R 1,L (t, n) and R 2,L (t, n) are weighted by the inverse of their corresponding sample sizes. The test statistic defined in this way resolves the variance boosting problem described in Chen et al. (2018) . Relatively large values of R w,L (t, n) are evidence against the null hypothesis of no change.
We use y i 's to denote the realizations of Y i 's and let
Analytical formulas for E(R w,L (t, n)) and Var(R w,L (t, n)) are given below:
The stopping rule based on the weighted edge-count tests under k-NN is as follows:
3.4. The method based on the max-type edge-count test (M ) Following the max-type test statistic defined under undirected similarity graphs (Chu and Chen, 2018) , we could define the max-type test statistic under k-NN based on the following lemma:
Lemma 3.1. The generalized edge-count two-sample test under k-NN can be expressed as
, where Z w,L|y (t, n) is the standardized weighted edge-count two-sample test statistic defined in (5), and
The proof of this lemma is in Supplement A. The analytical expressions for the expectation and variance of R diff,L (t, n) under the permutation null are:
The above lemma also holds for the statistics defined under other directed similarity graph, not necessary the k-NN. The proof in Supplement A could go through well as long as S L|y (t, n) can be well defined, to be more specific, Σ(t, n)'s are invertible.
From the above lemma, we can see that S L|y (t, n L ) is the sum of squares of two uncorrelated quantities (these two quantities are further asymptotically independent, see in Section 4). Here, Z w,L|y (t, n) is sensitive to locational changes and when the change is in mean, Z w,L|y (t, n) tends to be large. On the other hand, Z diff,L|y (t, n) is more sensitive to scale changes and when the change is in variance, |Z diff,L|y (t, n)| tends to be large. The sign of Z diff,L|y (t, n) depends on whether the distribution after the change has a larger spread or not. This leads to the following max-type edge-count two-sample test statistic under k-NN:
When there is a change in location and/or scale, depending on the signal of interest, it is useful to consider an extended version of the max-type edge-count two-sample test:
where κ ≥ 0. Different choices of κ lead to higher focuses of the alternatives. For example, if we are more interested in locational changes, we could choose a large κ. On the other hand, setting κ to be small would favor detecting scale changes. When κ = 1, the test reduces to the max-type edge-count test. For more detailed discussion on how to select κ, see Chu and Chen (2018) (under the offline changepoint detection setting, but similar arguments apply to the online setting). The stopping rule based on the max-type edge-count tests under k-NN is as follows:
Average run length
Give the new stopping rules given in Section 3, we would like to determine the thresholds b S , b w , and b Mκ in an analytic way such that the false discovery rate is controlled at a pre-specified value. A common way to measure the false discovery rate under the online change-point detection is the average run length, i.e., when there is no change-point, when the stopping rules would stop on average:
, and E ∞ (T Mκ (b Mκ )).
In the above comparisons (Figures 1 and 2) , the thresholds were chosen such that the average run lengths are 2,000 based on simulation runs. This is doable when the underlying distribution of the sequence is known. In practice, it is in general that the distribution of the sequence is unknown. Furthermore, since new observations keep arriving, resampling based methods, such as permutation and bootstrap, are not appropriate here and even if they were, directly resampling could be very time consuming. Therefore, to make the method instantly applicable, we seek to derive analytical expressions for the average run lengths. Given the non-parametric nature of the proposed method, we would not be able to get exact analytic formulas for the average run lengths under finite L. In the following, we first approach the problem asymptotically (Section 4.1), and then make adjustments for finite samples (Section 4.2).
Asymptotic results
To derive the analytical expressions, we first study the asymptotic properties of the random fields {S L|y (t, n L )}, {Z w,L|y (t, n)}, and {M κ,L|y (t, n)}. By Lemma 3.1 and based on how {M κ,L|y (t, n)} is defined, all these random fields boil down to two pairs of basic random fields: {Z diff,L|y (t, n)} and {Z w,L|y (t, n)}.
Under the asymptotic scenario L → ∞, it can be shown that {Z diff,L|y (t, n)} t,n , {Z w,L|y (t, n)} t,n with t and n rescaled by L, converge to independent two-dimensional Gaussian random fields under mild conditions. Condition 1. There is a positive constant C, 1 ≤ C < ∞, depending only on k, such that
In k-NN, each observation points to its first k NNs, so the out-degree of each observation is k. However the in-degree of each observation can vary. This condition states that the in-degree of each observation is bounded. It is satisfied almost surely for multivariate data (Bickel and Breiman (1983); Henze (1988) ). For nonEuclidean data, if the distance is chosen properly, this condition also holds as many non-Euclidean data can be embedded into a Euclidean space.
Before stating the main results, we first introduce some useful quantities. According to Propositions 3.1 and 3.2 in Henze (1988) , under Condition 1, the quan-
converge in probability to constants as L → ∞ and the limits can be calculated through complicated integrals (Henze (1988) ). We denote the limits as
Let
Then p k,∞ is the limiting expected number of mutual NNs a node has in k-NN and q k,∞ is the limiting expected number of nodes that share a NN with a node in k-NN. We also define their finite sample versions by taking expectations:
Then lim
We next state the main results.
This lemma follows immediately from Propositions 3.1 and 3.2 in Henze (1988) . 0 < v − 1 < u < v < ∞} converge to independent two-dimensional Gaussian random fields, which we denote as {Z diff (u, v) : 0 < v − 1 < u < v < ∞} and {Z w (u, v) : 0 < v − 1 < u < v < ∞}. Here [x] denotes the largest integer smaller than or equal to x for any real number x.
In order to approach the proof of this theorem, we must deal with the dependencies among A Based on Theorem 4.2, we can approximate E ∞ (T S (b S )), E ∞ (T w (b w )), and E ∞ (T Mκ (b Mκ )) by that of the corresponding quantities defined for the limiting random fields:
T w (b w ) = inf n − N 0 : max
Our approximations require the function ν(x) defined as
This function is closely related to the Laplace transform of the overshoot over the boundary of a random walk. A simple approximation given in Siegmund and Yakir (2007) is sufficient for numerical purposes:
where Φ(·) is the cumulative distribution function of the standard normal distribution and φ(·) the density function of the standard normal distribution.
, and n 1 = x 1 L for some fixed 0 < x 0 < x 1 < 1, given Theorem 4.2, following Siegmund (1988) and Siegmund (1992) , we have that
where
Here,
) and x = v − u. Since Z w and Z diff are independent, we have, for
Then, according to Siegmund and Venkatraman (1995) when there is no changepoint, T S (b), T w (b w ), T diff (b S ), and T Mκ (b M ) are asymptotically exponentially distributed with means:
Thus, the remaining task is to derive the directional partial derivatives of the covariance functions of the Gaussian random fields. Their analytical expressions are given in the following theorem.
Theorem 4.3. For two-dimensional fields {Z w (u, v) : 0 < v − 1 < u < v < ∞} and {Z diff (u, v) : 0 < v − 1 < u < v < ∞}, the directional partial derivatives are
To derive these quantities, we studied the dynamics of the k-NN series as new observations are added. It turns out that a few key quantities are enough to characterize the dynamics in the asymptotic domain. The complete proof of this theorem is in Supplement A.
Finite L
We now consider the practical scenario where L is finite. Based on results in Section 4.1,
, and E ∞ (T Mκ (b Mκ )) can be approximated by
In practice, when L is finite we use g w,1 (L, x), g w,2 (L, x), g diff,1 (L, x), and g diff,2 (L, x) in place of g w,1 (x), g w,2 (x), g diff,1 (x), and g diff,2 (x) to estimate the average run lengths. The expressions are equivalent except that in the finite versions p k,∞ , p (18), and
k+1,L usually do not have analytical expressions. However, they can be easily estimated from historical data. These estimates can further be updated by new observations as long as no change-point is detected.
Skewness correction
Analytical approximations provided in Section 4.2 become less precise for finite L when n 0 is relatively small. This is mainly because the convergence of Z w (t, n L ) and Z diff (t, n L ) to normal is slow if (n − t)/L is close to 0 or 1. This problem becomes more severe when dimension is high. To improve upon the analytic approximations for finite sample sizes, we perform skewness correction. We adopt a skewness correction approach discussed in Chen and Zhang (2015) that does the correction up to different extents based on the amount of skewness at each value of t. In particular, the approach provides a better approximation to the marginal probabilities P(Z w (u − x, w) ∈ b + du) and P(Z diff (u − x, w) ∈ b + du). Following the method based on cumulant-generating functions and change of measure (details refer to Chen and Zhang (2015) ), we can approximate the marginal probability by
where θ b is chosen such thatψ(θ b ) = b. By a third Taylor approximation, we get
,
and γ w,L (t, n) = E(Z 3 w,L (t, n)), and
The only unknown quantities in the above expressions are γ w,L (t, n) and γ diff,L (t, n). Since
and the analytic expressions for the expectation and variance of R w,L (t, n) and R diff,L (t, n) can be found in Section 3, we only need to figure out the analytic expressions of E(R 3 w,L (t, n)) and E(R 3 diff,L (t, n)). To do so, we need to calculate the probability of certain structures in the nearest neighbor graph. These expressions are quite long and are provided in Supplement A.
Remark 4.4. When the marginal distribution is highly left-skewed it is possible that the third moment of the test statistic, γ L (t, n), is too small for 1 + 2γ L (t, n)b to be positive. In order to obtain a better approximation to θ b , higher moments are needed. However, since this problem usually occurs when (n − t)/L is close to 0 or 1, we apply a heuristic fix discussed in Chen and Zhang (2015) that extrapolates θ by using its values outside the problematic region.
Remark 4.5. Skewness corrected p-value approximations for
can be derived by jointly correcting for the marginal probabilities of Z w,L|y (t, n) and Z diff,L|y (t, n). After correcting for skewness, the integrand in (26) becomes
However, this integrand could easily be non-finite in each quadrant in terms of w, and the method relies heavily on extrapolation. We thus do not perform skewness correction on S L|y (t, n).
Checking accuracy of analytic formulas for the average run lengths
Here, we check how accurate the analytic formulas to the average run lengths. For all three new tests, we have analytic formulas based on asymptotic results (26), (27) and (28), and for the tests based on the weighted/max-type edge-count tests, we have analytic formulas after skewness correction, (29) and (30). We compare the thresholds obtained from these analytic formulas to those obtained from 10, 000 Monte Carlo simulations (here, we assume the data are generated from a multivariate Gaussian distribution so the thresholds can be obtained from simulations). The thresholds are obtained so that the average run length is 10, 000.
Results for different choices of n 0 , k and d are shown in Tables 1 -3 . Here we set n 1 = L − n 0 . The asymptotic analytic results are denoted by 'A1' and the skewness corrected approximations are denoted by 'A2'. We see in general that the thresholds obtained from the analytical approximations are of similar order to the Monte Carlo results but in general are not very close, illustrating the need for skewness correction here. After skewness correction, the thresholds are much closer to the Monte Carlo results. It is clear that the accuracy of the skewness corrected approximations depends on n 0 : When n 0 ≥ 35, the skewness corrected approximations do well across all dimensions for both choices of k. When n 0 = 30 and n 0 = 25, there are some discrepancies but the skewness corrected approximations are still doing reasonable well (the difference between 'A2' and 'MC' under n 0 = 25 is only about 0.1). 
Power analysis
To examine the performance of the three new test statistics, we compare them to the existing approach in Chen (2018) (max Z L|y (t, n)) and two parametric likelihoodbased approaches: Hotelling's T 2 test when there is change in mean and the gener- Table 3 . alized likelihood ratio test when there is variance change. The simulation setup is as follows: there are N 0 = 200 historical observations and a change occurs at t = 400 (200 new observations after the start of the test). The observations are independent and follow a d-dimensional distribution. When there is a change in mean, the observations are shifted from 0 by amount ∆ in Euclidean distance. When the covariance matrix changes, to make the change less significant, only the first d/5 of the diagonal elements change with a multiple of σ, and the rest are unchanged. The amount of change is chosen so that the tests have moderate power to be comparable. We compare all the tests on the same level by controlling the average run length to be 10,000. Here, the power is reported as the fraction of trials for which the change-point is detected within 100 (or 50) observations after the change occurred.
In the following, we use 'HT' to refer to the scan statistic over the Hotelling's T 2 statistic and use 'GLR' to refer to the scan statistic over the generalized likelihood ratio statistic. Since Hotelling's T 2 test is specifically designed for detecting changes in mean for multivariate Gaussian distributions, we first compare the tests under these settings. When the data is multivariate Gaussian and there is only a change in mean, Table  4 shows the results under different scenarios with 1,000 simulation runs for each scenario. The best one for each scenario is made bold. When d = 10, the test based on Hotelling's T 2 is outperforms all other methods. As the dimension becomes larger, the graph-based tests take over and the parametric tests cannot be applied. The power level across the graph-based tests are quite similar under Power 1; for example when d = 500 the estimated power across all the graph-based tests are around 0.86 to 0.89. However, the advantage of the new test statistics becomes apparent when we look at Power 2. It is clear that for d > 10, Z struggles to estimate the change-point quickly when compared to the new tests. When there is both mean and variance change, Table 5 shows the results under the Gaussian setting. When d = 10, the GLR dominates in power which is expected since it was designed for this setting. However, when the dimension increases, GLR is no longer applicable since both t and n − t need to be larger than the dimension of the data. Among the graph-based methods, S and M have much higher power. On the other hand, this setting is not well-suited for Z w which is meant to capture mean change only and its performance is the worst here. We see Z has much lower power across all d compared with S and M and struggles more under Power 2. Table 5 . Multivariate Gaussian data, mean and variance change. Power 1 and Power 2 defined similarly as in Table 4 .
Power 1 To consider other distributions, we also compared the tests for multivariate lognormal data. The results are shown in Tables 6 and 7 . When there is a change in mean parameter only, ∆ is chosen such that the location change dominates. In this setting, Z w does slightly better in power although all the graph-based tests are on par when d ≥ 100. However, we see that the detection delay of the new tests outperforms the method in Chen (2018) . When there is a change in variance parameter only, σ is chosen such that the scale change dominates. Under these scenarios, the new tests outperforms Z in both power and detection delay as d increases. Table 6 . Multivariate log-normal data, differ in the mean parameter. Power 1 and Power 2 defined similarly as in Table 4 .
Power 1 Table 7 . Multivariate log-normal data, differ in the variance parameter. Power 1 and Power 2 defined similarly as in Table 4 . Based on the results of these tables, we see that the new graph-based methods perform well under various scenarios and have improved detection delay over the existing method in Chen (2018) . In general, if one is certain that the change is locational, the test based on Z w is recommended; while for more general changes, the tests based on S and M are recommended.
Conclusion
We propose new graph-based test statistics under k-NN for detecting change-points sequentially as data are generated. We study the asymptotic properties of the stopping rules based on the new test statistics, and derived the analytic formulas to approximate the average run lengths of the new stopping rules. To accommodate finite samples, skewness corrected approximations were also derived for the weighted and max-type edge-count statistic under k-NN. The skewness-corrected versions give much more accurate approximations and can be used reliably. The performance of the proposed test statistics are examined under various common scenarios. Simulation studies reveal that the new test statistics have shorter detection delays for a wider range of alternatives and exhibit power gains for scale change when compared to parametric tests and the test statistic proposed in Chen (2018) . Specifically, simulation results show that the weighted-edge count statistics is useful at quickly detecting locational change. When a change in variance is also of interest, the generalized edge-count statistic and max-type edge-count statistic are more effective in detecting changes and obtain faster detection. Together with the fact that skewness corrected average run length approximations can be obtained for the max-type edge-count statistic, the stopping rule T Mκ is recommended for sequential detection of general change.
