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Práce se zabývá návrhem a implementací kompletního SAT solveru akcelerovaného na GPU.
V první části práce je popsána architektura grafických karet a možnosti platformy CUDA.
Následuje popis algoritmů a technik pro řešení problému booleovské splnitelnosti (SAT pro-
blému). Je představena zejména rodina kompletních algoritmů založených na DPLL. Právě
varianta DPLL, známa jako 3SAT-DC je kompletně převedena na GPU. Práce popisuje
problémy s tímto převodem spojené, stejně jako několik optimalizací a analýz. Velkým pro-
blémem je nemožnost využít v paralelním prostředí mnohé sofistikované metody známé ze
sekvenčních solverů. Řešení bylo porovnáno s obdobným algoritmem implementovaným pro
CPU a bylo ukázáno, že může být až 21x rychlejší. Uvedeny jsou i návrhy, jak algoritmus
dále rozšířit a akcelerovat.
Abstract
This thesis is concerned with design and implementation of a complete SAT solver accele-
rated on GPU. The achitecture of modern graphics cards is described as well as the CUDA
platform and a list of common algorithms used for solving the boolean satisfiability problem
(the SAT problem). The presented solution is based on the 3-SAT DC alogirthm, which
belongs to the family of well-known DPLL based algorithms. This work describes problems
encountered during the design and implementation. The resulting application was then ana-
lyzed and optimized. The presented solver cannot compete with state of the art solvers,
but proves that it can be up to 21x faster than an equivalent sequential version. Unfortu-
nately, the current implementation can only handle formulas of a limited size. Suggestions
on further improvements are given in final sections.
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V poslední době se značně rozvinul zájem o převod některých výpočetně náročných úloh na
grafickou kartu. Umožňuje to zejména univerzální architektura moderních grafických čipů,
ale také jejich větší výpočetní výkon ve srovnání s CPU, měřeno v GFLOPS. Moorův zákon
sice stále platí, ale jeho důsledkem je spíše zvyšovaní počtu jader na čipu. Posun vývoje
procesorů směrem k většímu paralelismu bývá odůvodněn také postupným přibližováním
se teoretickému (fyzikálnímu) limitu velikosti tranzistorů, a s tím souvisejicím obtížnějším
zvyšováním frekvence procesoru. Paralelismus je v moderních procesorech (ať už CPU či
GPU) dosahován na více úrovních. Dokonce obyčejná jednovláknová aplikace je moderními
procesory zpracovávána tak, aby byly některé její instrukce provedeny paralelně. Jednotlivá
jádra GPU sice nedokážou zpracovávat instrukce tak rychle jako CPU, je jich ale mnohem
více, než kolik jich najdeme u CPU. Např. v současné době nejnovější grafická karta pro
běžné použití Nvidia GTX690 založená na architektuře Kepler[27] obsahuje 3072 jader,
které mohou pracovat (do jisté míry) nezávisle.
Tématem této diplomové práce je využít sílu nabízenou moderními GPU pro řešení
slavného NP-úplného problému booleovské splnitelnosti (také známého jako SAT problém).
Pro řešení tohoto problému byla již navržena celá řada efektivních algoritmů, mnohem méně
se již ale práce soustředí na akceleraci těchto algoritmů na GPU. V této diplomové práci
jsou shrnuty všechny běžně používané techniky řešení a je zde lehce naznačeno, jak je možné
tyto algoritmy paralelizovat. Pokud je mi dobře známo, neexistuje v současné době efektivní
a univerzální algoritmus, který by pracoval na GPU rychleji než CPU solvery. Důvody budou
nastíněny dále v textu. Cílem této práce tedy není vytvořit rychlou implementaci, která by
byla schopna konkurovat vysoce sofistikovaným (leč bohužel jednovláknovým) solverům, ale
spíše věnovat se takřka neprozkoumané možnosti a co nejlépe se pokusit převést kompletní
algoritmus pro řešení SAT problému na GPU a poukázat na problémy s tím spojené.
1.1 Vývoj grafických karet a vznik GPGPU
V době svého vzniku počátkem 80. let 20. století měly grafické karty pouze fixní a velmi
omezenou funkčnost, sloužící k akceleraci častých grafických operací [20]. Motivací pro vznik
a vývoj těchto karet byla snaha převzít výpočetní zátěž z CPU. Zátěž, která zahrnulova
neustále se opakující rutinní operace, volané typciky vždy při vykreslování nového snímku.
V roce 1992 společnost Silicon Graphics vydala první verzi OpenGL, rozhraní a knihovnu
pro snadné programování aplikací využívajících 3D grafiky a její akceleraci na grafické kartě.
Postupem času byly grafické karty schopny akcelerovat další a další operace. Velkou hnací
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silou následného vývoje se stal herní průmysl, který vyžadoval čím dál více realistické zob-
razování. Časem se začaly akcelerovat další a další operace. V roce 1999 společnost Nvidia
vydala grafickou kartu GeForce 256, která jako první akcelerovala výpočty geometrických
transformací a osvětlení scény [31]. Tím byly prakticky všechny důležité výpočty pro ge-
nerování 3D scény přesunuty z CPU na grafickou kartu. Vzhledem k množství práce, které
grafická karta vykonávala se vžil pro grafický čip název GPU (Graphics Processing Unit)
jako protiklad CPU (Central Processing Unit). V té době bylo Nvidií GPU definováno
jako „a single-chip processor with integrated transform, lighting, triangle setup/clipping,
and rendering engines that is capable of processing a minimum of 10 million polygons per
second.“[24]
Je zřejmé, že dnešní pohled na GPU se podstatně změnil. Další revoluci přinesla gra-
fická karta Nvidia GeForce 3, která umožnila vlastní programování transforace vrcholů
a stínování pixelů [31]. Pro technologie se vžily názvy vertex shader a pixel shader. Shader
je jednoduchý program, který se vykonává buď pro každý vertex (vrchol polygonu) nebo
pixel. Pokrok to byl značný a dovoloval programátorům experimentovat např. s vlastními
stínovacími modely, což přímo vedlo k vytváření realističtějších počítačových her. Bylo
možné akcelerovat např. populární metodu bump mapping [32], jež spočívá v umělé mani-
pulaci s normálama objektů na úrovni pixelů tak, aby se vytvořil dojem větší plastičnosti
objektu při jeho následném stínování. Shadery běžely na GPU paralelně na více výpočet-
ních jednotkách (pochopitelně ale nejprve vertex shadery, poté až pixel shadery), protože
jsou navzájem nezávislé.
Tato částečné programovatelná pipeline se pomalu začala experimentálně „zneužívat“
pro výpočty, které s grafikou pramálo souvisely [31]. Vstupní data pro shadery mohou totiž
být libovolné. Stačilo tedy GPU „namluvit“, že výpočet se týká grafiky a vypočtená data
využít pro jiné účely. Tento způsob není nikterak pohodlný a nutí programátory naučit se
OpenGL nebo DirectX a jeden z shading languages, tedy jazyků pro programování shaderů
(GLSL nebo HLSL).
V roce 2006 byla představena další generace grafických karet [31]. Do této doby se pro
každý krok v grafické pipeline využívala dedikovaná výpočetní jednotka. Vertex i pixel sha-
dery, stejně jako další výpočty byly prováděny každý na jiné části čipu. Nvidia Geforce
8800 byla první karta, která zavedenou architekturu narušila a obsahuje pole identických
procesorů, které se postupně využívají na vícero účelů. Výhodu to má nejen pro grafické
zpracování, kdy je možno lépe rozložit zátěž, ale i pro rozvoj GPGPU (General purpose
computing on GPU). V roce 2007 byla společností Nvidia uvolněna CUDA SDK, umožňu-
jící snadné využití procesorů grafických karet Nvidia pro libovolné účely. V roce 2008 byl
pak průmyslovým konsorciem Khronos Group zveřejněn otevřený standard OpenCL pro
programování paralelních systému (nejen grafických karet).
1.2 Úvod do SAT problému
Boolean Satisfiability (dále SAT) problém je od roku 1971 první známý příklad NP -úplného
problému [2]. To znamená, že je na něj možné redukovat veškeré jiné problémy z třídy slo-
žitosti NP v polynomiálním čase. I tento fakt přidává SAT problému na důležitosti, mnoho
jiných reálných problémů na něj bývá převáděno. Vzhledem k velké vyspělosti moderních
SAT solverů se převod vyplácí a transformovaný problém dokáže být vyřešen i rychleji, než
kdyby se řešil problém původní [8].
Samotný SAT problém je definovanán jako test splnitelnosti logické formule. Zajímá nas,
jestli existuje takové ohodnocení X všech proměnných ve formuli, že je formule splněná.
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V praxi chceme také vědět, o jaké ohodnocení se přesně jedná.
Současné SAT solvery pracují často s formulí ve tvaru konjunktivní normální formy










Literálem může být buď proměnná, nebo negace promněnné.
Existují různé varianty SAT problému. 2-SAT problém obsahuje pouze klauzule, z nichž
každá má přesně dva literály. 3-SAT problém obsahuje obdobně klauzule pouze se třemi
literály. 2-SAT problém je na rozdíl od 3-SAT a složitějších problému možno vyřešit v po-
lynomiálním čase. Poslední častou variantou je MAX-SAT problém, který je definován jako





GPGPU je zkratka pro General purpose computing on graphics processing unit. V úvodu
práce bylo naznačeno jak a proč k rozvoji tohoto oboru došlo. V této kapitole bude vy-
světlena architektura moderního GPU a možnost programování GPU pomocí platformy
CUDA. Práce se soustředí na GPU společnosti Nvidia a technologii CUDA, ačkoliv GPU
společnosti AMD jsou srovnatelné.
Obrázek 2.1: Architektura čipu Nvidia Fermi. Obrázek převzat z [26]
2.1 Architektura moderního GPU
2.1.1 Nvidia vs AMD
V současné době existují dva hlavní výrobci grafických čipů. Jedná se o společnosti Nvidia
a AMD (která odkoupila společnost ATI v roce 2006). Podobně jako Nvidia, i AMD vy-
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rábí plně programovatelné čipy pro široké využití i mimo grafiku. Architektura čipů obou
společností se v mnohém liší. Zatímco Nvidia (architektury Fermi a Kelper) spoléhá na
architekturu SIMT1, AMD (architektura Evergreen) použivá procesory VLIW2. Z tohoto
rozdílu se dá velmi opatrně soudit, že čipy AMD mají potenciál být výkonnější, pokud je
možné paralelizovat a vykonat více dílčích instrukcí zároveň. Tato skutečnost byla potvr-
zena autory článku [37]. V opačném případě bývají architektury Nvidie výkonnější, mají
však také větší spotřebu. Výhodou čipů Nvidie je také možnost využít L1 cache pro rych-
lou sdílenou paměť. L1 cache architektury Evergreen je naproti tomu pro programátory
neviditelná.
V posledním roce společnost AMD oznámila vývoj nových čipů architektury GCN, které
již nejsou postaveny na VLIW procesorech, ale SIMD jednotkách. Tyto čipy již fungují
podobně jako jejich protějšky ze společnosti Nvidia.
2.1.2 Fermi/Kepler architektura
Obrázek 2.2: Schéma streaming multipro-
cesoru. Obrázek převzat z [26]
Kepler[27] je nejnovější architekturou spo-
lečnosti Nvidia. Je v mnohém podobná
starší architektuře Fermi[26], která zde
bude krátce popsána. Všechny uvedené in-
formace by měly stejně dobře platit i pro
architekturu Kepler, která navíc obsahuje
několik vylepšení, ale z hlediska obecných
výpočtů i zhoršení. Např. mnohem méně
sdílené paměti (viz dále v textu) na jedno
jádro.
Schéma čipu je znázorněno na obrázku
2.1. GPU je organizováno do několika stre-
aming multiprocesorů (SM). Každý SM ob-
sahuje množství streaming procesorů, nazý-
vaných také CUDA jádro, které mají sdí-
lenou L1 cache. Každý SM ma přístup do
globální paměti umístěné mimo čip. Pří-
stupy do globální paměti se cachují do
cache L2, která je sdílena všemi multiproce-
sory. Na obrázku 2.2 je znázorněno detailní
schéma jednoho streaming multiprocesoru.
CUDA jádra sdílí speciální SFU jednotky,
které akcelerují výpočet některých složitej-
ších funkcí jako sinus, logaritmus a po-
dobně. Jsou zde bohužel počítány také ope-
race dělení a modulo. Každé jádro pak ob-
sahuje vlastní ALU jednotku i pro operace
s čísly s plovoucí desetinnou čárkou s dvoji-
tou přesností3. Jedná se o sčítání, násobení
1Singe Instruction Multiple Threads - pojem zavedený přímo společnostií Nvidia, vysvětlený dále v textu
2Very Long Instruction Word - sestavení jedné velké instrukce, která je provedena v jednom taktu,
z několika dílčích
3dvojitá přesnost je na architektuře Fermi dosažena spojením dvou jader
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a kombinací násobení s následným sečtením (operace MAD). Na SM se nachází 64KB L1
cache, která může sloužit i jako sdílená paměť mezi jednotlivými CUDA jádry. L2 cache je
pak sdílena všemi SM. Každý SM má také 16 (Fermi) nebo 32 (Kepler) Load/Store (LS)
jednotek, pro výpočet zdrojových a cílových adres a ukladaní do cache. Poslední důleži-
tou součastí je sdílené pole registrů a speciální cache využívána pro textury a konstantní
data. Tyto registry nelze využít pro výměnu dat mezi jádry, jsou však jednotlivým jádrům
přiřazovány podle potřeby.
SM spouští vlákna ve skupině po 32. Tato skupina vláken je nazvána warp. SM je schopen
najednou provést instrukci pro 2 (Fermi) nebo 4 (Kepler) warpy. O výběr konkretního
warpu k spuštění se stará Warp Scheduler. Ten dokáže obsluhovat až 48 nebo 64 warpů
(1536-2048 vláken). Vzhledem k tomu, že některé warpy čekají na data z paměti, mezi
warpy se často přepíná a dochází tak prakticky k (částečnému) zamaskování paměťových
latencí. Vlákna ve warpu zdánlivě nemusí provádět stejnou instrukci. Pokud dojde k větvění
(větev if apod.) warp je rozdělen na menší skupiny vláken, které jsou za koncem bloku
if opět spojeny v jeden warp. V praxi se ovšem postupně vykonají všechny větve skoku
nad celým warpem a vláknům, kterých se daná větev kódu netýká, je přiřazen flag, značící
že se výsledky instrukcí nemají použít. Tento přístup se nazývá SIMT, který byl již výše
zmíněn. Je velice podobný SIMD, ale dovoluje nám manipulaci s jednotlivými datovými
toky na úrovni vláken, nemusíme tedy provádět pro každé vlákno vždy stejnou instrukci.
Při snahách o optimalizaci je ale vždy dobré vyhnout se podmíněným skokům a warpy
nerozdělovat.
Na vyšší úrovni vlákna organizuje a jednotlivým multiprocesorům přiřazuje oranžově
zvýrazněná komponenta GigaThread.
2.2 CUDA
CUDA (Computing Unified Device Architecture) je HW/SW platforma sloužící pro progra-
mování GPU vyvinutých společností Nvidia. Její součastí je programovací jazyk CUDA C
(V textu dále také jako CUDA), který je nadmnožinou jazyka C či C++. Překladač jazyka
CUDA nvcc zanalyzuje zdrojový kód a nové konstrukce jazyka, které jsou určeny pro GPU
překládá sám, zatímco zbylý kód překládá libovolný další překladač jazyka C nebo C++
[31].
Pro programování libovolného grafického čipu se dá použít i OpenCL. Vzhledem k tomu,
že překladač jazyka CUDA C je optimalizován a úzce spjat s hardwarem Nvidie, který mám
narozdíl od konkurenčního čipu AMD k dispozici, rozhodl jsem se soustředit se v této práci
na rozhraní CUDA.
Jazyk CUDA C dovoluje deklarovat funkci jako tzv. kernel. Kernel je vykonáván na
rozdíl od tradičních funkcí na grafickém čipu. Kernel deklarujeme použitím klíčového slova
__global__. Kernel nikdy nevrací žádnou hodnotu. Druhým typem je funkce deklarovaná
použitím klíčového slova __device__. Ta může být volána pouze z jiného kernelu, nikoliv
přímo procesorem, a může vracet hodnoty. Tyto funkce jsou přeloženy jako inline funkce.
Samotné volání kernelu je prováděno následujícím způsobem:
kernel<<<N_BLOCKS, N_THREADS>>>(args);
kde kernel je volitelný název funkce, N_BLOCKS označuje počet bloků a N_THREADS počet
vláken na blok. V závorce se, stejně jako v jazyce C, uvedou parametry funkce. Jeden blok
je vždy namapován na jeden z multiprocesorů. Multiprocesor může současně spracovávat
i více bloků, pokud mu to dovolí prostředky. Bloky běžící na stejném multiprocesoru ale
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nikdy nemohou využít sdílenou paměť pro vzájemnou komunikaci. Naopak vlákna v rámci
bloku mohou využít sdílenou paměť, uloženou v cachi L1 a navzájem se synchronizovat.
V těle kernelu je možné využít několika vestavěných proměnných. Jedná se jmenovitě
o: blockIdx, threadIdx, gridDim, blockDim. Významy jsou následující: Index bloku, index
vlákna v rámci bloku, počet bloků v gridu (počet bloků celkem), počet vláken v bloku. Po-
mocí těchto proměnných je možno každému vláknu přiřadit unikatní hodnotu, použitelnou
typicky pro výpočet adresy zdroje a cíle.
2.2.1 Paměťový model CUDA
Je možné přistupovat k několika druhům paměti:
• Globální paměť - uložena v DRAM, pomalé přístupové doby
• Konstatní paměť - taktéž uložena v DRAM. Jedná se o data, která se nemění
v průběhu vykonávaní kernelu a můžou proto být agresivně cachována.
• Paměť lokálních proměnných - uložena v registrech na multiprocesoru, případně
mimo čip v tzv. lokální paměti (podoblast globální paměti) v případě polí nebo nelze-li
jinak.
• Texturovací paměť - uložena v DRAM, cachuje se tak, aby zrychlila přístup k blízko
vyskytujícím se prvkům, např. okolí prvku v matici (pixelu v textuře - tj. umožňuje
detekovat 2D lokalitu).
• Sdílená paměť - rychlá, bere prostor na úkor velikosti L1 cache, slouží pro vzájemnou
komunikaci vláken, případně i jako privatní rozšíření registrů nebo „rychlá lokální
paměť“. Její velikost může být dána konstantou v době překladu, ale také dynamicky
pomocí parametru kernelu. Tzv. dynamická sdílená paměť. Existuje několik růných
konfigurací poměru L1 cache a sdílené paměti. Ty můžou být nastaveny explicitně.
Vzhledem k tomu, že přístup do paměti je úzkým hrdlem celé výkonnosti, je důležité
využívat vždy nejvhodnější typ paměti. Častou optimalizační technikou je nahrání části
globální paměti, která bude čtena více vlákny v bloku, do společné sdílené paměti, která je
rychlejší. [14]
Programátor by měl také myslet na vhodný způsob přístupu do paměti. Jednotlivá
vlákna ve warpu by měla přistupovat k adresám po sobě jdoucím. Takto se získají data
paralelně pro každé vlákno v jednom jediném kroku. Pokud to není možné, potřebujeme-li
například, aby každé vlákno četlo jiný řádek matice, měli bychom v rámci optimalizace
převést data do sdílené paměti, která umožňuje rychlý náhodný přístup. [14] Opět je ale
třeba zvážit, zda se tento přenos vyplatí, pokud opravdu potřebujeme pouze jeden sloupec
matice a prvky v okolí nás nezajímají, nemá velký smysl data přesouvat do sdílené paměti,
neboť pro přesun z DRAM využijeme stejný počet čtení, jako při přímém přístupu do
DRAM.
Kolem efektivní práce s pamětí se točí velká část optimalizací kernelů. Studium různých
optimalizačních technik tak bylo součastí diplomové práce a bude v dalších kapitolách
rozebíráno.
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2.2.2 Synchronizace a další techniky
Synchronizace vláken
Jak již bylo řečeno, vlákna mohou spolupracovat především díky sdílené paměti. Může se
také stát, že jednotlivá vlákna se potřebují v rámci bloku zesynchronizovat. Chceme zaručit,
aby všechna vlákna počkala na všechna ostatní, než bude zahájen nějaký další výpočet. Ty-
picky kvůli závislostem vyplývajícím ze zápisu do paměti, kterou hodlá jiné vlákno v bloku
číst. V CUDA C vlákna synchronizujeme jednoduše - příkazem __synchthreads().
Atomické operace
V jiných případech vyžadujeme atomickou změnu dat v paměti. Tradičním způsobem je
tento proces tříkrokový. Data nejprve načteme, modifikujeme a až pak uložíme. Není ale
možné zaručit, aby se více vláken nepokusilo o stejnou operaci souběžně. Data pak nebudou
modifikována korektně a vznikají chyby. CUDA C poskytuje sadu funkcí pro atomickou
operaci nad daty, což znamená, že celý tříkrokový proces je nahrazen jednou nerozdělitelnou,
a tudíž jiným vláknem nepřerušitelnou, operací. Jedná se o funkce atomicAdd, atomicExch
a další. Atomické operace nejsou podporovány pro všechny datové typy. Je jimi ale vždy
možné implementovat zámky, ohraničující kritické sekce.
Synchronizace kernelů
Spuštění kernelu je asynchronní proces, tedy zatímco běží výpočet na GPU, je možné záro-
veň provádět jiný výpočet na CPU. Spustit více kernelů současně je možné pouze použitím
tzv. streamů. Synchronizace s CPU nastavá při kopírování dat z GPU do CPU (volání
funkce cudaMemcpy), či explicitně voláním funkce cudaEventSynchronize.
Streamy
Streamy představují techniku pro spouštění více kernelů současně. Při spouštění kernelů je
možno specifikovat, do kterého streamu kernel patří. Není-li tak učiněno, je použit výchozí
stream 0. Při použití streamů je možné současně: Spustit několik nezávislých kernelů a zá-
roveň provádět kopii v obou směrech (GPU → RAM a RAM → GPU), je-li použito volání
cudaMemcpyAsync namísto obvyklého cudaMemcpy. Nutným předpokladem asynchronního
kopírování je také použití tzv. „pinned“ memory, tedy paměti alokované speciální funkcí
cudaHostAlloc, která zamezuje odkládání paměťovýh stránek. Fyzická adresa takto aloko-




V této kapitole jsou popsány tři rodiny algoritmů, z nichž zvláště první dva tvoří v současné
době hlavní proud a výzkum je nejvíce směrován do nich. První způsob řešení je založen na
algoritmu DPLL, který bude představen dále. Výhodou DPLL a odvozených algoritmů je,
že jsou kompletní. Dokážou nejen najít splňující řešení, ale dokážou najít všechna splňující
řešení a také jsou schopny s jistotou prohlásit, že je daná formule nesplnitelná. Naproti tomu
lokální a evoluční prohledávání jsou nekompletními postupy, které v jednom běhu zpravidla
nachází nanejvýš jedno splňující omezení a není možné, aby tyto algoritmy rozpoznaly
nesplnitelnou formuli.
Akcelerace kompletních algoritmů na GPU bude nastíněna až v následující kapitole.
U stochastických algoritmů budou možnosti paralelizace naznačeny přímo v této kapitole.
3.1 Kompletní algoritmy
3.1.1 DPLL
DPLL [4] (pojmenovaný podle jmen autorů a známý také jako Davis-Putnam-Logemann-
Loveland) se dá považovat za první algoritmus pro řešení SAT problému. Ačkoliv se jeho
vývoj dá datovat od roku 1960 [5], stále je na něm založena většina moderních kompletních
SAT solverů. DPLL pracuje na principu prohledávání stavového prostoru backtrackingem.
V každém uzlu stromu se ohodnotí jedna proměnná a formule se podle toho upraví. Po-
kud dojde ke konfliktu, tedy je nějakým způsobem detekováno, že formule je nesplnitelná
(například formule x ∧ x), nebo zjedodušeně vždy když formule obsahuje prázdnou klau-
zuli (klauzule která neobsahuje ani jeden literál), vracíme se backtrackingem o úroveň výš.
V lepším případě dojde k nalezení ohodnocení. Toto můžeme vrátit a algoritmus ukon-
čit, nebo pokračovat v hledání dalších ohodnocení. Pokud byl takto prohledán celý strom,
můžeme bezpečně prohlásit, že formule je nesplnitelná.
Pro průběžné zjednodušování formule a zrychlení algoritmu se uplatňuje velmi důležité
pravidlo jednotkové propagace (unit propagation). Vždy, když je detekována jednotková
klauzule (klauzule obsahující pouze jeden literál), ohodnotí se příslušný literál tak, aby
byla tato klauzule splněna. Následkem toho je možné z formule vyřadit všechny ostatní
klauzule, které tento literál obsahují. Stejně tak se odstraňují negace daného literálu ze
všech ostatních klauzulí. To vede k zjednodušení formule a případnému vynoření dalších
jednotkových klauzulí. Často dochází k jevu, kdy se takto vynoří dlouhý řetěz jednotkových
klauzulí a formule může být rychle zredukována. Dalším používaným pravidlem je elimace
čistých literálů (pure literal elimination). Ta nastává, když se ve výrokové formuli nachází
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proměnná, která má pouze jednu polaritu. Tedy obsahuje buď pouze literály x nebo x,
nikoliv však oboje. V tomto případě je možné dosadit za proměnnou tak, aby byly klauzule
ji obsahující vždy pravdivé a odstranit je z formule.
Algoritmus je shrnut v následujícím pseudokódu:
Algoritmus 1: DPLL
Vstup: množina klauzulí F obsahující klauzule c1 až cn a proměnné v1 až vn,
množina ohodnocení proměnných X (obvykle X = { })
if F = ∅ then return X;
if ∃c ∈ F, c = ∅ then return false;
while ∃c ∈ F, |c| = 1 do unit_propagation(F,c,X);
while ∃l∀c1∀c2, l ∈ c1 ∧ l /∈ c2 do pure_elimination(F,l,X);
v = choose_variable(F);
return DPLL(F [v ← 0], X ∪ (v, 0)) or DPLL(F [v ← 1], X ∪ (v, 1))
Přiřazení ohodnocení proměnné je formulováno jako F [v ← value]. To je implemento-
váno tak, že všechny klauzule, které by obsahovaly splněný literál, se z formule odstraní,
stejně jako všechny ostatní nesplněné literály. Tímto způsobem je také zaručeno, že nespl-
nitelnost formule při daném ohodnocení je vždy detekovatelná testem na výskyt prázdné
klauzule.
Funkce unit_propagation a pure_elimination jsou definované v souladu s výše uve-
deným textem.
Otazkou samozřejmě zůstává implementace funkce choose_variable(). Nejjednodušší
volbou je pochopitelně ta náhodná, v současné době ale existují a jsou vyvíjeny heuristiky,
které se snaží volit inteligentněji (typiciky heuristika VSIDS [21]). Jedná se o podstatnou,
ale zdaleka ne jedinou součást moderních SAT solverů založených na DPLL.
Je to pozoruhodné, ale i 50 let starý algoritmus do dnes tvoří základ moderních SAT
solverů. Vedle již zmíněných stále dokonalejších heuristik pro větvění prohledávání se hlavní
vylepšení týkají rozšíření jako například učení klauzulí (clause learning), randomizované
restarty (randomized restarts) a také efektivní algoritmy a datové struktury (např. Watched
literals, viz dále) atd. Od eliminace čistých literálů se naopak z výkonnostních důvodů spíše
upouští a nepoužívá se tak často [12]. Vylepšení, které se samo nabízí, je převedení algoritmu
do iterativní podoby užitím zásobníkové struktury. Rekurzivní algoritmy jsou na většině
architektur velmi neefektivní.
3.1.2 CDCL solvery
CDCL (Conflict-Driven Clause Learning) solvery jsou moderním typem solverů, založených
na DPLL. Jejich přidanou hodnotou je učení klauzulí v průběhu řešení [18]. Nová klauzule
je naučena vždy, když dojde ke konfliktu, tedy algoritmus zjistí slepou ohodnocovací cestu,
a musí se vrátit na předchozí rozhodovací úroveň. Naučená klauzule obsahuje znalost o dů-
vodu konfliktu a je tak možné se podobnému v budoucnu vyhnout. Díky tomuto přístupu
je možné také skočit v rozhodovacím stromu více do minulosti. Z backtrackingu se tedy
stává tzv. backjumping a dochází k osekání mnoha větví, které není třeba testovat.
Jednotková propagace se vyvolává častěji než by bylo na první pohled zřejmé. Uvědomíme-
li si ale, že jednotkové klauzule vznikají v průběhu řešení vždy, když se algoritmus rozhodne
dosadit ohodnocení do klauzule obsahující dva literály, její důležitost se zvýrazní. Je to
právě po průběhu jednotkové propagace, kdy je možno odhalit veškeré vzniklé konflikty.
Často vznikají celé řetězce na sebe navazujících propagací. Ty je možno zakreslit do tzv.
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implikačního grafu, který je názornou pomůckou pro vytvoření naučené klauzule.
Tvorba implikačního grafu
Obrázek 3.1: Příklad implikačního grafu Modře jsou zvýrazněny vrcholy rozhodnutých
proměnných, bílé jsou implikované proměnné, červený je konfliktní bod. Zeleně je unikatní
implikační bod. Za symbolem @ je zapsána rozhodovací úroveň proměnné.
Implikační graf [18] je orientovaný acyklický graf, zobrazující implikační proces prove-
dený řetězem jedné či více jednotkových propagací. Vrcholy implikačního grafu představují
přiřazení ohodnocení proměnné. Prvním typem jsou proměnné ohodnocené rozhodovacím
procesem (rozhodnuté proměnné), které tvoří okrajové body grafu, do kterých nevede žádná
hrana. Druhým typem jsou proměnné ohodnocené v rámci jednotkové propagace (impliko-
vané proměnné), do kterých směřuje a ze kterých vychází, libovolný počet hran. Posledním
typem vrcholu je tzv. konfliktní vrchol, značený Λ.
Hrany implikačního grafu tvoří důvody pro ohodnocení, či tzv. antecedenty. Pokud např.
rozhodnutí o ohodnocení proměnné x1 = 0 povede na jednotkovou propagaci, při které kvůli
klauzuli c1 = x1 ∨ x2 bude x2 ohodnocena hodnotou 1, je antecedentem tohoto ohodnocení
klauzule c1. Značíme α(x2) = c1. Antecedent pro rozhodnuté proměnné a neohodnocené
proměnné je nedefinován.
Hrany implikačního grafu vedou v lepším případě do nového nekonfliktního ohodnocení,
ze kterého již není další jednotková propagace možná. Můžou ale vést i do konfliktního
vrcholu, který označuje vznik prázdné klauzule, která je vždy nepravdivá a tedy celá formule
by byla nesplněná. V takovém případě je možné naučit se z grafu jednu či více klauzulí, které
pomohou se stejné chybě v budoucnu vyhnout. Implikační graf je spíše názorná teoretická
pomůcka, při reálné implementaci učení jeho explicitní konstrukce není nutná ani žádoucí.
Na obrázku 3.1 je zobrazen příklad implikačního grafu pro formuli F = (x1 ∨ x7 ∨
x2) ∧ (x1 ∨ x3) ∧ (x2 ∨ x3 ∨ x4) ∧ (x4 ∨ x5) ∧ (x8 ∨ x4 ∨ x6) ∧ (x5 ∨ x6) po ohodnocení třetí
proměnné x1 = 0. Ohodnocení vede ke konfliktu. Klauzule jsou značeny C1 až C6 v pořadí
odpovídajícím zápisu formule zleva doprava.
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Učení klauzulí po konfliktu
Předně je nutno definovat některé pojmy. Rozhodovací úroveň je úroveň zanoření stromu
a odpovídá počtu ohodnocených rozhodnutých proměnných. Rozhodovací úroveň rozhodnuté
proměnné odpovídá rozhodovací úrovni po ohodnocení této proměnné. Rozhodovací úroveň
implikované proměnné odpovídá maximální rozhodovací úrovni všech proměnných, které
tuto implikovaly. Rozhodovací úroveň d proměnné v značíme δ(v) = d. Rozhodovací úroveň
literálu se určuje podle proměnné literálu. Dále definujeme funkci ξ, určující zda klauzule
C obsahuje literál l rozhodovací úrovně d:
ξ(C, l, d) =
{
1 když l ∈ C ∧ δ(l) = d ∧ α(l) je definován
0 jinak (3.1)




α(Λ) když i = 0
Cd,i−1L  α(l) když i > 0 ∧ ξ(Cd,i−1L , l, d) = 1
Cd,i−1L když i > 0 ∧ END(Cd,i−1L , d)
(3.2)
kde symbol  značí operaci rezoluce (viz [30]). Funkce END určuje, kdy zastavit ite-
rativní proces. Jednou možností je definovat jednoduše, tedy zastavit, když už neexistuje
vhodný literál l [13]:
END(Cd,i−1L , d) = 1 ⇐⇒ ∀lξ(Cd,i−1L , l, d) = 0 (3.3)
V tomto krajním případě naučná klazule odpovídá disjunkci již rozhodnutých literálů
v implikačním grafu v opačné polaritě. Tento případ je i snadno vysvělitelný: Konflikt
muselo způsobit dřívější rozhodnutí pro přiřazení. Zvolíme tedy opačná rozhodnutí a dáme
je do disjunkce. Touto klauzulí tedy symbolizujeme fakt, že jedno z dřívějších rozhodnutí
bylo špatné. Že heuristika pro přiřazení se mýlila.
Lepší je zastavit již dříve - při nalezení některého (např. prvního) unikátního impli-
kačního bodu (UIP), což je vrchol v implikačním grafu, přes který vedou všechny cesty
z proměnné aktuální rozhodovací úrovně do konfliktního vrcholu (viz obrázek 3.1). Takto
vzniklá klauzule je menší a jelikož nalezení UIP je problém s lineární časovou složitostí
a také algoritmus učení skončí dříve.
Formálně detekujeme UIP, a tedy případné zastavení procesu učení takto[18]:
END(Cd,i−1L , d) = 1 ⇐⇒ |{l ∈ Cd,i−1L |δ(l) = d}| = 1 (3.4)
Některé algoritmy se učí více klauzulí [35], zatímco jiné preferují např. jen jednu a to co
nejmenší. Podle testů zveřejněných v [17] je nejlepší strategií naučit se pouze jednu klauzuli
a to tu, která odpovídá zastavení u prvního UIP. V příkladu na obrázku 3.1 se jedná
o červeně zvýrazněný řez a výsledná naučená klauzule je rovna rezoluci nad antecedenty
vrcholů vyskytujícími se na pravé (konflikt-obsahující) straně od řezu CL = C6C5C4 =
x4 ∨ x8.
3.1.3 Líné datové struktury a backtracking
Velmi drahou operací v tradičních SAT solverech je backtracking. Tradiční solver pracuje se
strukturou zvanou Adjacency List[18]. Ten obsahuje pro každou proměnnou seznam klau-
zulí ve kterých se vyskytuje její literál. Je-li proměnná ohodnocena, kontrolují se všechny
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klauzule v seznamu, zda se nestaly jednotkovými nebo nesplnitelnými, na což je třeba dále
reagovat. Jedná se o poměrně náročnou operaci, nemluvě o tom, že v CDCL solverech počet
klauzulí v průběhu řešení narůstá.
V článku [21] byla představena efektivní líná datová struktura zvaná Sledované literály.
Struktura je nazvaná líná, protože neobsahuje kompletní informace o přiřazených proměn-
ných. Seznam ohodnocených proměnných je možno spravovat globálně a nikoliv pro každou
klauzuli zvlášť. Žádná užitečná informace přitom není ztracena. Využívá se toho, že nás za-
jímají právě jen klauzule, které obsahují buď jeden, nebo žádný literál. Stačí tedy v každé
klauzuli sledovat dva nepřiřazené literály a ostatní ignorovat. Až pokud se proměnná sledo-
vaného literálu ohodnotí a literál se stane nepravdivým, datová struktura se pokusí nalézt
a sledovat jiný. Není-li to možné, je identifikována jednotková klauzule. Nebyla-li nalezena
ani jedna neohodnocená proměnná, klauzule byla nesplněna. Je-li sledovaný literál ohodno-
cen hodnotou 1, nemusíme již sledovat dále, splněná klauzule už svuj stav nezmění, alespoň
dokud nebude ohodnocení zrušeno backtrackingem. Podpora pro backtracking je zde im-
plementována velmi jednoduše a nevyžaduje žádnou režii - každá proměnná si uchovává
informaci, na které rozhodovací úrovni byla ohodnocena a podle toho s ní algoritmus za-
chází.
3.2 Algoritmy lokálního prohledávání
Společným rysem této rodiny algoritmů je více či méně stochastický přístup. Již iniciali-
zace každého algoritmu proběhne vygenerováním náhodného ohodnocení všech proměnných.
Toto ohodnocení následně algoritmus mění použitím různých heuristik tak dlouho, dokud
nenalezne splňující. Z tohoto vyplývá, že algoritmus není kompletní. Jeden běh algoritmu
nalezne přinejlepším jedno řešení. Pokud ale algoritmus nenalezne žádné, můžeme výsledek
interpretovat dvěma způsoby. Buď je formule nesplnitelná, nebo je prostě pro použitý algo-
ritmus příliš těžká. Rozhodně se s jistotou nemůžeme přiklonit k žádné z těchto možností.
Nespornou výhodou lokálního prohledávání je ale mnohdy mnohem kratší doba potřebná
pro nalezení řešení oproti algoritmům založeným na DPLL [34].
Algoritmy lokálního prohledávání je těžké zkoumat teoreticky, neboť ve velkém spoléhají
na heuristiky a náhodu. Jedna z mála věcí, které o nich můžeme říci s jistotou, je, že mají
stále v nejhorším případě exponenciální časovou náročnost.
Nejznámějším solverem, ve kterém je implementováno mnoho algoritmů lokálního pro-
hledávání je open-source solver UBCSAT [36].
Konvence uvedených algoritmů
• Indexování začíná od 1
• Vstupem je formule F s proměnnými v1 až vn. Algoritmy generují ohodnocení X
s hodnotama x1 až xn
• funkce random() vrací náhodné hodnoty pro celý možný rozsah hodnot. random(r1..r2)
Vrací hodnoty z rozsahu r1 až r2
• funkce satisfied(F,X) vrací true, pokud je formule F při ohodnocení X splněná.
Jinak vrací false




Vstup: množina klauzulí F
for i← 1 to max-tries do
X ← random();




Vyber libovolné nové ohodnocení X, takové, že se změní logická hodnota




Výchozím bodem pro GSAT (Greedy SAT) je náhodně generované ohodnocení proměn-
ných. Následně se provádí hladové (greedy) vyhledávání, kdy jedním krokem algoritmu je
změna logického ohodnocení právě jedné proměnné. Přirozeným problémem lokálního pro-
hledávání je realná možnost uváznutí v lokálním minimu, tedy v oblasti, v niž další změna
stavu nepovede k lepšímu ohodnocení. Algoritmus se ale může vyskytovat také v „lokálních
plošinách“, tedy v místech, kde změna stavu sice nevylepší výsledek, ale ani jej nezhorší.
Podle [34] je vhodné toto chování tolerovat, neboť nezlepšující kroky algoritmu ovlivňují
jeho celkovou úspěšnost. Striktně podle algoritmu 2 je také možné přejít do stavu s horším
ohodnocením. Tímto způsobem je algoritmus v ojedinělých případech schopen vyhnout se
lokálnímu minimu [33], nikolik však lokálním plošinám, ve kterých může algoritmus bloudit,
dokud počet změn stavů nenabyde hodnoty max− flips. Podstatnějším mechanismem pro
vyhnutí se lokálním oblastem je prosté restartovaní algoritmu novým náhodným přiřaze-
ním. K tomu dojde až max− tries krát. Pokud do té doby není nalezeno globální optimum
(splňující ohodnocení), algoritmus zahlásí neúspěch.
Akcelerace algoritmu na GPU (dále v kapitole jen jako akcelerace) by bylo možné do-
sáhnout paralelním během cyklu max-tries. Je možné přiřadit jednomu bloku jeden běh
(iteraci tohoto cyklu). Jednotlivá vlákna bloku by pak obstarávala testování nového ohodno-
cení, kdy každé vlákno má na starosti jednu klauzuli. Výsledný počet nesplněných klauzulí
by každé vlákno uložilo do příslušného indexu v poli. Pro výběr jednoho nejlepšího ohod-
nocení z pole by pak bylo použito techniky redukce, která má logaritmickou složitost. Blok,
který by jako první našel splňující ohodnocení by pak výsledek poslal CPU. Algoritmus je
krásný v tom, že jde celý krásně převést na GPU.
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3.2.2 Simulované žíhání
Algoritmus 3: Simulované žíhání
Vstup: množina klauzulí F
for i← 1 to max-tries do
X ← random();





Vyber náhodnou proměnnou x z množiny X;
δ ← změna v počtu nesplněných klauzulí;
if δ ≤ 0 then /* stejně nebo méně nesplněných klauzulí */
x← x;
else /* více nesplněných klauzulí */





Simulované žíhání (algoritmus je inspirován procesem žíhání kovů) se snaží řešit pro-
blém lokálních minim. V každé iteraci algoritmu je vypočítána teplota T , která řídí vývoj
řešení. Vybereme náhodnou proměnnou a určíme, zda její změna povede k menšímu počtu
nesplněných klauzulí. Pokud ano, není co řešit a proměnnou změníme. Pokud ne, mění se
proměnná právě v závislosti na teplotě. Ta čím je vyšší, tím vyšší je i pravděpodobnost, že se
proměnná změní. Hlavním paremetrem algoritmu je způsob výpočtu funkce temperature()
(chladícího schématu - teplota obvykle klesá). Často se používá geometrické schéma, tedy
násobení konstantou menší než 1. Algoritmus je zpravidla rychlejší než GSAT[33].
Stejně jako u předchozího algoritmu je možné snadno paralelizovat vnější cyklus. Zají-
mavější možností by pak bylo vybírat náhodnou proměnnou x rovnou několikrát. Tak by
vznikly podproblémy, které by řešily jednotlivé bloky na GPU. Počet podproblémů by byl
staticky omezen a mohla by vzniknout heuristika, která by mazala neperspektivní podpro-
blémy a umožnila rozgenerování nových. Například pokud by byl počet nesplněných klauzulí
příliš nízký, nebo lépe - pokud by se dlouho neměnil. Výběr proměnné k ohodnocení by pak
neměl být také zcela náhodný, ale spoléhat na jinou, ale stále stochastickou, heuristiku
založenou např. na počtu nesplněných klauzulí, které danou proměnnou obsahují.
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3.2.3 Random Walk
Algoritmus 4: Random Walk
Vstup: množina klauzulí F
X ← random();




Vyber náhodnou nesplněnou klauzuli a změň hodnotu libovolné proměnné
end
return false
Algoritmus náhodné procházky je pravděpodobně nejprimitivnější možný algoritmus.
I tento dává ale podle [28] překvapivě dobré výsledky a dokáže dokonce vyřešit 2-SAT
problém1 v čase O(n2). Pro složitější problémy je nevhodný, lze jej ale s úspěchem kombi-
novat s jinými determinističtějšími algoritmy, kde prvek náhody často dodá jistou inovaci
vhodnou k rychlejšímu nalezení splňujícího ohodnocení.
Akcelerace algoritmu je triviální a předpokládá běh více instancí stejného, ale jinak
náhodně inicializovaného, algoritmu.
3.2.4 Random Walk Strategy
Algoritmus 5: Random Walk Strategy
Vstup: množina klauzulí F
for i← 1 to max-tries do
X ← random();





if rx < p then /* GSAT */
Vyber libovolné nové ohodnocení X takové, že se změní logická hodnota
právě jedné proměnné a maxsat(X) je co nejmenší;
else /* Random Walk */





Random Walk Strategy je vedle Simulovaného žíhání další možností, jak překonávat
lokální minima. Zde je v každém kroku na zakládě dané pravděpodobnosti p rozhodnuto,
zda se provede krok algoritmu GSAT, nebo RandomWalk. Podle autorů algoritmu (viz [33])
nachází algoritmus řešení rychleji než Simulované žíhání a to zejména při řešení problému
s hlubokými lokálními minimy.
1varianta SAT problému, kde každá klauzule obsahuje maximálně dva literály
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Algoritmus můžeme akcelerovat kromě paralelizace vnějšího cyklu např. opět rozgene-
rováváním více podproblémů. V případě, kdy maxsat(X) je nejmenší pro různá X, můžeme
rozgenerovat podúlohy pro GPU pro všechna taková X. Zde by bylo vhodné detekovat ne-
úspěšné větve algoritmu, které dlouho stagnují (hodnota maxsat(X) se nemění), ukončit je
a generovat podproblémy z úspěšnějších větví.
3.2.5 WalkSAT
Algoritmus 6: WalkSAT
Vstup: množina klauzulí F
for i← 1 to max-tries do
X ← random();




Vyber náhodnou nesplněnou klauzuli c z množiny F ;
rx← random(0..1);
if rx < p then /* hladové prohledávání */
Vyber takovou proměnnou x z X obsaženou v c, že pokud x←∼ x,
maxsat(X) je co nejmenší;
else /* náhodná volba */






WalkSAT[33] je pro svoji jednoduchou implementaci a značný výkon velmi populární.
Svědčí o tom také to, kolikrát jej autoři jiných algoritmů využili pro srovnání s novým
řešením. Ačkoliv je algoritmus velmi podobný Random Walk Strategy, hlavním rozdílem je,
že se vždy nejprve vybere náhodná nesplněná klauzule a až poté se rozhodne, jak budou
v ní obsažené proměnné změněny. Opět se jedná buď o hladové prohledávání, nebo se
rozhodnutí nechá zcela na náhodě. Za povšimnutí stojí zmínka, že i pokud je hodnota
p nastavena na 0, tedy algoritmus bude jednat vždy náhodně, pořád zde implicitně platí,
že s větší pravděpodobností bude změněna proměnná vyskytující se ve více nesplněných
klauzulích.
Algoritmus se dočkal mnoha modifikací a vylepšení, zejména co se týče způsobu výběru
proměnné. Byla představena varianta TABU-WalkSAT, pracující s TABU listem, který
zakazuje změnu proměnných, které již byly v posledních n iteracích změněny[19]. Další
variantou je rodina algoritmů Novelty. Ta nepracuje pouze s nejlepším možným dalším sta-
vem jako WalkSAT, ale s jistou pravděpodobností, změní i proměnnou, která vede na druhý
nejmenší počet nesplněných klauzulí.[19] Na základním algoritmu Novelty byly postaveny
další, například relativně nový algoritmus adaptG2WSATp [15].
Pro akceleraci algoritmu WalkSAT platí vzhledem k podobnosti s předchozím algorit-




Vstup: množina klauzulí F obsahující proměnné v1..vn
for t← 1 to max-tries do
X ← random(); /* náhodné ohodnocení proměnných x1..xn */
for p← 1 to max-periods do
pi ← náhodná permutace čísel 1...n;
G← F ;
flipped←false;
for i← 1 to n do
while G obsahuje jednotkovou klauzuli do
Vyber jednotkovou klauzuli c = {xj} nebo {xj};
if c není splněna ohodnocením X a G neobsahuje opačnou jednotkovou
klauzuli then
xj ← xj ;
flipped←true;
end
G← G[vj ← xj ]
end
if vpi[i] je v G then G← G[vpi[i] ← xpi[i]]
end
if G neobsahuje žádnou klauzuli then return X ;
if flipped =false then
j ← random(1..n);





Algoritmus byl představen v [11]. Podobně jako ostatní algoritmy lokálního prohledá-
vání i Unitwalk začíná s náhodným ohodnocením proměnných X a v každé iteraci algoritmu
změní ohodnocení alespoň jedné proměnné. Unitwalk se ale od předchozích algoritmů zá-
sadně liší. Ohodnocení není dosazeno okamžitě, ale postupně ve vnitřní iteraci algoritmu.
Vnější iterace se nazývá perioda. V rámci ní se nejprve určí nahodná permutace čísel (in-
dexů), která určí pořadí v jakém se algoritmus bude zabývat jednotlivými proměnnými.
Následuje vnitřní smyčka algoritmu, která iteruje mezi proměnnými podle generované per-
mutace. V rámci ní se modifikuje původní formule hledáním jednotkových klauzulí a při-
řazováním ohodnocení z X. Pokud je nalezena jednotková klauzule, dochází k jednotkové
propagaci všech takových klauzulí(popsána v sekci 3.1.1). V této chvíli také může dojít ke
změně ohodnocení X a to tak, aby byla jednotková klauzule splněna. Pokud aktivní pro-
měnná po této fázi nebyla ohodnocena, dosadí se odpovídající ohodnocení z X. Po iteraci
všemi proměnnými testujeme, zda je modifikovaná formule G prázdná. Pokud ano, vracíme
ohodnocení X. V opačném případě změníme ohodnocení libovolné proměnné, pokud tak již
nebylo učiněno při jednotkové propagaci.
V článku [11] autoři uvádějí, že Unitwalk je podstatně rychlejší v hledání splňujícího
ohodnocení než WalkSAT a další algoritmy na něm založené. Na tomto algoritmu byl zalo-
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žen solver QingTing [16], který kombinuje WalkSAT a Unitwalk implementovaný využitím
efektivní líné datové struktury.
3.3 Evoluční algoritmy
Evoluční algoritmy zahrnují širokou škálu různých přístupů, které svojí inspiraci hledají
převažné v biologii. Společným rysem algoritmů je hledání řešení ve stochasticky se vyvíjející
množině kandidátních řešení. V tradičním významu evoluční algoritmy napodobují evoluční
procesy vyskytující se v přírodě, tak jak je popsal již Charles Darwin. Stejně jako v přírodě
přežijí nejsilnější, algoritmus vybírá z množiny ty nejlepší řešení, kombinuje je (paralela
s genetickým křížením), či nějak pozmění (genetická mutace) a vyprodukuje novou generaci
řešení. Tento proces probíhá tak dlouho, dokud není nalezeno vyhovující řešení.
Formálně vypadá schéma obecného evolučního algoritmu takto:
Algoritmus 8: Schéma obecného evolučního algoritmu
P ← init_population();
F ← fitness(P);
for i← 1 to max-iterations do
P ′ ← select_parents(P,F);
P ′ ← crossover(P ′);
P ′ ← mutation(P ′);
F ← fitness(P ′);




Z uvedeného zápisu je zřejmá jeho obecnost. Mnoho funkcí zůstavá nedefinovaných a zá-
visí tak na konkrétním algoritmu. Funkce init_population inicializuje počáteční množinu
řešení, které se v tomto kontextu říká populace. Důležité je zvolit způsob reprezentace je-
dince (tj. jedno řešení). Zakódováné řešení se nazývá chromozom. Funkce fitness dekóduje
chromozom jedince a použitím různých heuristik vypočítá jeho fitness hodnotu. Tato hod-
nota určuje sílu řešení a tedy sílu jedince a jeho schopnost přežít. Ve funkci select_parents
se definuje způsob výběru rodičů, tedy jedinců, jejichž chromozom bude použit při dalším
hledání řešení. Ve funkcích crossover a mutation proběhne gentické křížení a mutace
rodičů. Výsledkem jsou noví jedinci, jejichž fitness hodnota je opět testována. Pokud je
nalezeno řešení, algoritmus končí a vrací chromozom jedince. V opačném případě začíná
další iterace.
Je zřejmé, že tato rodina algoritmů negarantuje úspěšné nalezení řešení. Používá se
především na složité optimalizační problémy, kde se nalezené řešení často blíží globálnímu
maximu. V případě problému SAT nás zajímá právě jenom globální maximum, tedy splňující
ohodnocení formule. Naopak nesplnitelnost formule schopni dokázat nejsme.
Pro SAT problém je otázka zakódování jedince vcelku snadná, chromozom bude tvořit
binární řetězec sestávající z ohodnocení jednotlivých proměnných. Ačkoliv byly provedeny
experimenty s jiným zakódováním jedince, ukázalo se, že toto přirozené zakódování je přece
jenom nejvhodnější [9]. Přirozenou (ale obvykle ne nejlepší) fitness funkcí pro SAT problém
je počet splněných klauzulí daným ohodnocením. Tuto funkci označujeme jako MAXSAT
funkci.
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fMAXSAT = c1(x) + · · ·+ cm(x)
V následujících sekcích bude popsáno několik evolučních algoritmů uzpůsobených pro
řešení SAT problému.
3.3.1 SAWEA
Jádrem algoritmu je následující fitness funkce[9]:
fSAW = w1 · c1(x) + · · ·+ wm · cm(x)
Na počátku algoritmu jsou váhy w1 až wm inicializovány hodnotou 1. Po kažých 250ti ite-
racích se váhy upravují tak, aby váhy klauzulí, které jsou nejlepším jedince stále nesplněné,
byly zvýšeny. Tím se algoritmus více soustředí na splnění klauzulí, které je obtížnější spl-
nit. Formálně se váhy upravují podle předpisu wi ← wi + 1− ci(x∗), kde x∗ je chromozom
nejlepšího jedince. Algoritmus se nejlépe chová na 3-SAT problémech. Neobsahuje operá-
tor křížení a používá mutaci (tedy inverzi) jednoho náhodně vybraného genu. Pro proces
mutace se vybírá vždy jedinec s nejlepší fitness, který vygeneruje další generaci potomků.
3.3.2 FlipGA
Tento algoritmus využívá jednoduchovu fitness funkci fMAXSAT [9]. Původní algoritmus
používá populaci desítí náhodně inicializovaných jedinců. Rodiče se vybírají s pravděpodob-
ností úměrnou jejich fitness hodnotě. Operátor křížení je vždy proveden. Agresivní mutace,
která invertuje každý gen s pravděpodobností 50% se aplikuje s pravděpodobností 90%. Po
této operaci se provede speciální heuristika. Ta iteruje geny v náhodném pořadí a zkouší,
zda se jejich invertováním zvýší počet splněných klauzulí. Pokud ano, inverze se provede.
Algoritmus takto připomíná kombinaci genetického algoritmu s lokálním prohledáváním.
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Kapitola 4
Návrh CUDA SAT solveru
Popis architektury GPU v sekci 2.1.2 naznačuje, že návrh masivně paralelní aplikace se bude
od té sekvenční v mnoha ohledech lišit. V první řadě je nutné co nejlépe využít potenciál
GPU a zaměstat tedy až stovky, ne-li tisíce výpočetních jader. Přizpůsobení algoritmů
z předchozí kapitoly pro GPU není přímočaré a lze jej provést pro každou rodinu algoritmů
často mnoha různými způsoby.
Jednou z nejjednodušších technik využívaných při paralelním programováním je prosté
spuštění originálního sekvenčního algoritmu ve více souběžně běžících instancích. Není-li
algoritmus stochastický, musíme volit pro každou instanci jiné nastavení parametrů algo-
ritmu. Není totiž lehké dopředu předpovídat, jaké nastavení bude pro konkrértní problém
nejvýhodnější. Tohoto triku využívá paralelní solver ManySAT [10] založený na DPLL.
Tento solver běží na několika jádrech současně. Rozdílná nastavení se týkají rozhodovacích
heuristik pro přiřazení proměnných, pravidel pro randomizované restarty, pravidel pro učení
klauzulí a pravidel pro mazání naučených klauzulí. Tento postup není pro GPU vhodný,
problém totiž musíme rozložit na mnohem více podproblémů a to hlavně jednodušších.
Jedno GPU jádro nemůže samostatně plnit tak náročný úkol.
Obecně vzato jsou paralelní algoritmy pro SAT ješte značně nevyvinuté a to plati dvoj-
násob, co se týče masivně paralelních algoritmů vhodných pro GPU. GPU verze evolučních
algoritmů a algoritmů lokálního prohledávání již existují, protože jejich rozvoj zdaleka ne-
souvisí jen s problémem SAT. Naproti tomu nejméně prozkoumanou oblastí jsou masově
paralelní kompletní algoritmy. Během padesátiletého vývoje těchto algoritmů bylo před-
staveno mnoho technik (přiblíženy v sekci 3.1), které se zdají být kvůli značným datovým
závislostem a obecně složitým datovým strukturám takřka nepřeveditelné na GPU, kde se
hrubě řečeno snažíme, aby každé vlákno vykonávalo v podstatě stejnou činnost nezávisle
na ostatních. Obrovské formule, které dokážou dnešní algoritmy řešit, si vynucují paměťové
nároky, které pro GPU současnosti ještě můžou představovat problém [20].
Při návrhu kompletního algorimu pro GPU se chceme vyhnout zejména podmíněným
skokům, dynamické alokaci paměti a nezarovnanému čtení z paměti. Nabízí se převést SAT
problém na 3-SAT problém. Tím je zaručeno, že každá klauzule obsahuje maximálně 3 li-
terály. Algoritmus proto může pracovat více synchronizovaně. Nestane se tak například,
že jedno vlákno ve warpu zpracovává dlouhou klauzuli a zbylá musejí čekat. Převod na
3-SAT problém z obecného SAT problému je možno provést v polynomiálním čase. Jed-
ním z mála článků popisujících kompletní SAT solver implementovaný na GPU jsou [20]
a [7]. Oba pro svůj běh používají pro 3-SAT přizpůsobenou verzi DPLL zvanou „3-SAT Di-
vide and Conquer“. Z názvu algoritmu a následujícího schématu je patrná filozofie „rozděl
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a panuj“, rozbíjející problém na menší podproblémy:
Algoritmus 9: 3SAT-DC
Vstup: formule F ve tvaru 3-CNF obsahující klauzule c1 až cn a proměnné v1 až vn
if F = ∅ then return true;
if ∃c ∈ F, c = ∅ then return false;
C ← choose_clause() /* klauzule C obsahuje literály l1, l2, l3 */;
for i← 1 to max-iterations do
if C obsahuje 1 literál then return 3SAT-DC(F [l1 ← 1]);
else if C obsahuje 2 literály then
return 3SAT-DC(F [l1 ← 1]) or 3SAT-DC(F [l1 ← 0, l2 ← 1]);
else if C obsahuje 3 literály then
return 3SAT-DC(F [l1 ← 1]) or 3SAT-DC(F [l1 ← 0, l2 ← 1]) or




Přiřazení ohodnocení (př. F [l1 ← 1]) je implementováno stejně jako v případě algo-
ritmu DPLL, viz sekce 3.1.1. Principem algoritmu, jenž svoji podobnost s DPLL nezapře,
je myšlenka, že každá klauzule musí mít alepsoň jeden literál pravdivý. Algoritmus tedy
zkusí přiřadit hodnotu true postupně všem literálům v aktuální klauzuli. Algoritmus je za-
psán velice zjednodušeně, chybí např. jednotková propagace. Ta pokud je implementována,
algoritmus v ní tráví zhruba až 80% času. Právě její paralelizace je základem přístupu zve-
řejněném v [7], naopak v [20] je zcela vynechána, opravdu celý algoritmus je však až na
malou část převeden na GPU.
Tělo algoritmu je nutno upravit tak, aby bylo zamezeno rekurzivnímu volání1. Vhodné
je podproblémy rozgenerovat do fronty, ze které si jednotlivé bloky budou brát zjednušené
formule k zpracování a případně generovat další. Jednotlivá vlákna by si pak rozdělila klau-
zule a starala se o přiřazení ohodnocení. V případě detekce nesplnění klauzule by dalšímu
rozgenerování zabránila. Vhodné by bylo implementovat i jednotkovou propagaci, která
problémy dále zjednodušuje. Postup uvedený v [7] se zdá být ale nevhodný, obsahuje příliš
mnoho podmíněných skoků, čímž dochází k nepříznivé divergenci vláken ve warpu. Vždy
je třeba myslet na to, že každá nadstavba algoritmu zvyšuje obtížnost paralelizace a ne-
musí být vždy k užitku, ačkoliv v sekvenčním solveru přinaší užitek značný. Ideální by bylo
implementovat více technik známých ze sekvenčních solverů. Největším přínosem je učení
klauzulí, databáze naučených klauzulí na GPU by ale musela být značně omezená a ve
tvaru 3-CNF. Otevřenou otázkou je i volba heuristik pro výběr klauzule. V [20] to autoři
řeší seřazením klauzulí podle počtu výskytu jejich proměnných ve formuli.
Naopak technika sledovaných literálů (viz 3.1.3) se zdá být při paralelizaci 3SAT-DC
zbytečná. Nejenže nepotřebujeme datovou strukturu, která urychluje backtracking, protože
žádný backtracking nemáme, ale žádnou výhodu nám nepřináší ani fakt, že není třeba
aktualizovat (ohodnocovat) některé klauzule. Při sekvenčním zpracování to sice čas šetří, při
paralelizaci na architektuře CUDA se musíme držet faktu, že vlákna jsou zpracovávána po
warpech, kterých na jednom multiprocesoru běží vždy několik najednou. Fakt, že některá
vlákna ve warpu nebudou vykonávat žádnou práci, je spíše na škodu. A také vzhledem
k tomu, že u 3-SAT problému se sleduje zpočátku zhruba 66% literálů (2 ze 3 literálů
1pozn. architektura Kepler si díky nově představené technologii Dynamic Paralellism[23] dokáže s rekurzí
do jisté míry poradit[27]
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v klauzuli) a toto procento postupně rychle roste, je přínos sledovaných literálů spornější
i při sekvenčním zpracování.
4.1 Paralelizace
Algoritmus 9 je popsán rekurzivně. Pro jeho realizaci je nutné jej převést do iterativní
podoby a zamyslet se hlouběji nad jeho paralelizací. Rekurzivní implemetnace algoritmu
vytváří implicitní zásobník, kde na vrcholu máme právě zkoumanou (aktivní) formuli. Je
běžné, že při převodu do iteravní podoby se tento zásobník musí vytvořit explicitně. Cílem
práce je ale navrhnout paralelní algoritmus. V něm pracujeme s více formulemi zároveň
a zásobníková struktura se nezdá bý nutná. Bylo proto navrženo pole formulí, které nazý-
vám dávka (angl. batch). Všechny formule v dávce jsou v jedné iteraci algoritmu paralelně
zpracovány a dochází ke generování nové (potenciálně až 3x větší) dávky. Algoritmus 10
znázorňuje základní kostru paralelního algoritmu, který je použit v této diplomové práci.
V následujících sekcích bude popsán původní návrh paralelního CUDA solveru, který je
do jisté míry inspirován článkem [20]. Ten ale popisuje algoritmus pouze hrubě. Hlavními
rysy algoritmu, které jsem převzal, je použití defragmentačních kernelů a odkladací paměti.
V sekci 6.1 je pak výsledné řešení zanalyzováno, což dalo podnět k lehkému přepracování
některých částí algoritmu nejen na úrovni implementace, ale i návrhu. Tyto změny jsou pro
přehlednost popsány právě až v sekci 6.1.
Algoritmus 10: Paralelní 3SAT-DC
Vstup: formule F ve tvaru 3-CNF obsahující klauzule c1 až cn a proměnné v1 až vn
forever do
foreach b in batch do in parallel
C ← choose_clause(b) /* klauzule C obsahuje literály l1, l2, l3 */;
f ← b;
b← f [l1 ← 1];
if C obsahuje alespoň 2 literály then add_to_batch( f [l1 ← 0, l2 ← 1]);
if C obsahuje 3 literály then add_to_batch( f [l1 ← 0, l2 ← 0, l3 ← 1]);
end
foreach f in batch do in parallel
if c ∈ f , c = ∅ then remove_from_batch(f);
end
if batch = ∅ then return false
foreach b in batch do in parallel




Algoritmus vrací true je-li vstupní formule splnitelná, jinak vrací false. Tento zjedno-
dušený zápis pro přehlednost neřeší detaily, které budou rozebrány na následujících strán-
kách. Přiřazení ohodnocení proměnné do formule je značeno F [v ← value]. Zde se opět
předpokladá, že klauzule obsahující splněný literál se odstraňují a literály ohodnocené lo-
gickou hodnotou false jsou taktéž z klauzule odstraněny.
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4.2 Návrh reprezentace formule
Formule se skládá z množiny klauzulí. Pro GPU je vhodné navrhovat jednoduché datové
struktury, množinu tedy implementujeme jako jednorozměrné pole. Klauzule tvoří základní
datovou jednotku algoritmu a jeho součástí. Je nutné navrhnout ji velmi efektivně, a to
zejména co se týče paměťových nároků. Jako nejlepší řešení se zdá být implementovat klau-
zuli jako 32 bitový datový typ, kde na každý literál je vyhrazeno právě 10 bitů. Takto je
možné zakódovat až 1023 (210−1) různých literálů a hodnotu označující chybějící literál tj.
celkem 1024 různých hodnot. Přirozeně chceme, aby se všechny proměnné formule mohly
vyskytovat v klauzuli negované i nenegované, je tedy možné při tomto zakódování použít
maximálně 511 různých proměnných. Zbývající 2 bity jsou vpodstatě nevyužity, pro poho-
dlnost je použijeme pro označení klauzule za splněnou, ovšem to bychom dokázali i s 30
bity při použití 511 proměnných.
32-bitová reprezentace klauzule má i tu výhodu, že s ní může operovat právě jedno
vlákno v bloku. Pokud si každné vlákno v kernelu načte právě jednu klauzuli, dochází
k efektivnímu zarovnanému čtení z paměti.
Nad klauzulemi je nutno za běhu algoritmu provádět následující operace:
• Odstranění literálu
• Označení klauzule za splněnou
• Zjištění počtu literálů
• Testy na splněnost a nesplnitelnost
Klauzule je splněna, právě když je nastavena do hodnoty 0xffffffff. Nesplnitelná
klauzule má naopak hodnotu 0x00000000, což je také vyložitelné tak, že chybí všechny
3 literály. Odstranění literálů bylo navrženo tak, aby platné literály byly vždy zarovnány
ke spodnímu bitu. Ostraňujeme-li první literál, použijeme bitový posun o deset míst do-
prava. Odstranění třetího literálu je triviální pomocí bitového součinu a prostřední literál
odstraníme kombinací několika bitových operací. Zarovnání platných literálů k spodnímu
bitu zjednodušuje algoritmus pro vracení počtu literálů. Jedná se v tomto případě pouze
o aritmetické porovnání 32-bitové číselné reprezentace klauzule s definovanými hodnotami.
Klauzule, která je větší než 0xfffff, má 3 literály a klauzule, která je větší než 0x3ff, má
2 literály. V posledním případě má klazule pouze jeden literál (nebo žádný).
Formule samotná je reprezentována polem těchto klauzulí o statické velikosti. Maximální
velikost tohoto pole musí být stanovena při načtení formule ze vstupního souboru. Použití
dynamických struktur není z hlediska efektivity žádoucí, na GPU pak v podstatě nemožné.
S formulí souvisí také další data - počet klauzulí ve formuli a dosavadní ohodnocení formule.
Ačkoliv uložení ohodnocení není pro běh algoritmu esenciální, neexistuje jiný způsob jak
zpětně zrekonstruovat, která přiřazení vedla k nalezení splňujícího ohodnocení. Uživatele
solveru ale toto ohodnocení může zajímat a proto je uloženo do speciálního bitového pole,
kde jeden bit představuje logickou hodnotu jedné proměnné. Jedná se o paměťově nejefek-
tivnější možný způsob uložení. Ačkoliv v [20] jsou pro jednu proměnnou vyhrazeny dva bity,
aby bylo možno zakódovat i stav „neohodnoceno“, domnívám se, že to není úplně nutné.
Veškerá data související s formulí jsou uložena podle filozofie „structure of arrays“ nikoliv
„array of a structure“, jak je zvyklé z konvenčního programování pro CPU. To znamená,
že všechna data jednoho typu jsou uložena lineárně za sebou. Tím je zaručno efektivní
zarovnané čtení z paměti v obvyklém případě, že vlákna ve warpu čtou v jednom momentě
právě data stejného typu. Tento fakt je graficky znázorněn na obrázku 4.1.
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Obrázek 4.1:Uložení dat v paměti Obrázek výše ukazuje tradiční strukturované ukládaní
dat tzv. „array of a structure“, kdy je definována struktura souvisejících dat a ta je uložena
do pole. Naproti tomu níže je zobrazeno rozdělení struktury na základní datové typy, kde
každý typ je uložen zvlášť. Tento způsob zvyšuje efektivitu čtení z GPU paměti.
4.3 Ohodnocení klauzulí
O ohodnocení klauzulí se stará samostatný kernel zvaný jednoduše „SAT kernel“. Kernel je
spuštěn v tolika blocích, kolik je v dávce formulí. Každý blok si vezme na starost právě jednu
formuli a každé vlákno bloku se stará o ohodnocení právě jedné klauzule. V rámci jednoho
bloku jsou následně v dávce vytvořeny až 3 nové formule. Nejprve je zpracovávaná formule
nakopírována do sdílené paměti kernelu, aby ji bylo možné později použít bez nutnosti
další synchronizace vláken. Kopie je vcelku efektivní proces, kdy každé vlákno kopíruje
právě jednu klauzuli. Poté je vybrána klauzule, která se splní (dále jako aktivní klauzule).
Tou je právě první klauzule ve formuli. Heuristiky pro výběr vhodnější klauzule je nutno
implementovat mimo tento kernel tak, aby byla klauzule umístěna na první místo ve formuli.
Podle počtu literálů ve vybrané klauzuli se v dávce vytvoří odpovídající počet nových
formulí a ty se ohodnotí (tento proces odpovídá prvnímu paralelnímu for algoritmu 10). Při
ohodnocení každé vlákno testuje, zda se přiřazovaný literál v klauzuli vyskytuje. Pokud ano,
je klauzule označena za splněnou (a může se později vymazat). Pokud je v klauzuli obsažena
negace přiřazovaného literálu, je tento negovaný literál z klauzule odstraněn. V případě, že
v klauzuli již nezbývá žádný literál, je celá formule označena za invalidní, čili nesplnitelnou.
Z popisu je zřejmé, že kernel obsahuje mnoho podmíněných skoků. Jak bude v další sekci
ukázáno, není to až takový problém, neboť podmíněné operace jsou velice rychlé a zahrnují
nejvýše několik bitových operací. Větším problémem je, že kernel předpokládá formule i kla-
zule umístěné v paměti zarovnaně a za sebou. Klauzule, kterou bude vlákno ohodnocovat,
je vybrána následujícím předpisem:
c = batch[blockIdx.x * formulaPerClauses + threadIdx.x]2
Vidíme, že jakékoliv „mezery“ v datech jsou nežádoucí. Právě tyto mezery ale bývají
výsledkem činnosti kernelu, a to jak na úrovni klauzulí (v případě, kdy je klauzule označena
za splněnou a není třeba se jí dále zabývat), tak na úrovni formulí, kdy je formule označena
za invalidní, existuje-li v ní prázdná klauzule. Další prázdná místa pro formule vznikají,
pokud má aktivní klauzule méně než 3 literály. Předpis pro nový index uložení formule je
staticky daný, protože bloky musí pracovat na sobě nezávisle. Blok 2 tedy nemůže vědět, že
2formulaPerClauses označuje počet klauzulí ve formuli na začátku řešení a definuje tak statickou velikost
pole klauzulí, které formuli tvoří
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blok 1 vygeroval pouze jednu novou formuli a musí předpokladat, že vygeneroval 2. Tyto
mezery není možné ignorovat a je nutno provést proces defragmentace. V případě ignoro-
vání fragmentace dávky bychom příliš plýtvali pamětí, které na GPU nebývá příliš mnoho.
V každé iteraci algoritmu rostou teoreticky paměťové nároky exponenciálně a defragmen-
tace je způsob, jak se s tímto nepříjemným faktem alespoň částečně vyrovnat. Druhým
důvodem pro defragmentaci je pochopitelně zamezení zbytečného volání kernelu.
4.4 Defragmentace dávky
Defragmentace dávky je proces, při kterém jsou jednotlivé formule v dávce umístěny kom-
paktně vedle sebe (stále se ale respektuje statická velikost formule). Důvody pro tuto operaci
byly uvedeny výše. Implementace defragmentace je realizována dvěma kernely. První kernel
bere jako vstup pole čísel, která značí, zda je formule na odpovídajícím indexu validní. Toto
pole je výstupem SAT kernelu, který byl představen výše. Zde pak proběhne operace známá
jako suma prefixů, jež vrací pole kumulativních součtů, vyjma prvku na aktualním indexu
(tzv. exkluzivní prefix sum). Vše ilustruje tabulka 4.1
Touto operací získáme pro všechny validní formule hodnotu, která představuje nový index
Vstup 1 1 0 1 0 1 1 0
Výstup 0 1 2 2 3 3 4 5
Tabulka 4.1: Exkluzivní suma prefixů
místa, kam je formuli nutno nakopírovat. Jedná se o poměrně běžné využití sumy prefixů
na GPU[22]. Ta samotná je implementována v několika CUDA knihovnách jako Cudpp[3]
nebo Thrust[25]. Právě knihovnu Thrust, která je Nvidií distribuováná spolu s CUDA De-
velopment Toolkitem, jsem pro tento úkol použil.
Druhý kernel provádějící defragmentací samotnou bylo již nutné naimplementovat sa-
mostatně. V něm je nutno k jednotlivým formulím přistupovat v cyklu sekvenčně, protože
vždy kopírujeme formule s vyšším indexem do nižšího indexu.3 Při náhodném přístupu k for-
mulím by došlo k nedeterministickému chování. Paralelně se tak přesouvají pouze klauzule
v rámci právě zpracovávané formule. V rámci větší efektivity kernel zjišťuje, zda je opravdu
nutné s formulí pohybovat. Veškeré nevalidní formule se ignorují, stejně tak formule, které
mají index totožný s hodnotou výstupu sumy prefixů na jejich indexu.
Důležitým výstupem kernelu je také výsledný počet formulí. Ten slouží pro určení di-
menze gridu4 takřka u všech použitých kernelů. Hned po skončení této defragmentace je
počet formulí také testován na nulu. V případě, že žádná formule se ve várce nenachází
a nejsou odloženy žádné formule ani v odkládací paměti (viz 4.6), algoritmus je ukončen -
žádné řešení problému neexistuje.
4.4.1 Suma prefixů
Algoritmus sumy prefixů je snadno možné zparalelizovat. Složitost paralelního algoritmu
je pak log2(n) oproti lineární složitosti sekvenčního algoritmu. Optimální algoritmus, který
zde bude popsán pracuje nad polem o velikosti 2n, kde n může být libovolné. Algoritmus
3Analýza takto implementovaného algoritmu ukázala jeho nedostačující výkon. Vylepšený návrh kernelu
je popsán v sekci 6.1.2
4počtu spuštěných bloků - jeden blok odpovídá obvykle jedné formuli
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se skládá ze dvou fází. První fáze je známa jako upsweep nebo reduce. Dochází při ní ke
sčítaní dvojic prvků iterativně tak dlouho, dokud nejsou sečteny všechny prvky a suma není
uložena v posledním indexu pole, jak je znázorněno na obrázku 4.2
Obrázek 4.2: Suma prefixů: Upsweep Ilustrace funkce první části algoritmu, jednotlivé
iterace zobrazeny zespoda nahoru. Obrázek převzat z [22]
Druhou částí algoritmu tvoří downsweep. Jeho činnost je již o něco méně triviální. Opět
se pracuje s dvojicemi prvků, tentokrát v opačném pořadí. Na začátku máme jednu dvojici
(tj. aktivní vlákno) a postupně pracuje vláken více. K pravému prvku dvojice je přičten
levý prvek, ten je pak nahrazen původní hodnotou pravého prvku. Zcela prvním krokem je
však nahrazení posledního prvku pole nulou. Tato nula se pak v důsledku běhu algoritmu
přesnune na první pozici, kde se stane platným výsledkem. V tom momentě je algoritmus
dokončen. Z obrázků 4.2 a 4.3 je patrná jejich logaritmická složitost. Pole velikosti 8 je
zpracováno v log2(8) = 3 krocích.
Obrázek 4.3: Suma prefixů: Downsweep Ilustrace funkce druhé části algoritmu, jednot-
livé iterace zobrazeny shora dolů. Obrázek převzat z [22]
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4.5 Defragmentace formulí
Během běhu SAT kernelu dochází často k situaci, kdy je některá klauzule v rámci formule již
splněna a algoritmus ji dále nemusí brát v úvahu. Taková klauzule je označena za splněnou,
způsobem popsaným v sekci 4.2. V tuto chvíli máme v zásadě dvě možnosti. První možností
by bylo tuto klauzuli při další iteraci SAT kernelem ignorovat. V případě, kdy by vlákno tuto
klauzuli detekovalo, byla by pouze nakopírována do všech nově generovaných formulí, dále
by ale nebyla manipulována a příslušné vlákno by pouze čekalo na další aktivní vlákna ve
warpu. Je zřejmé, že by bylo zvláště v pokročilejších fázích řešení spuštěno velké množství
zbytečných vláken, jejichž úkolem by nebylo v podstatě nic než samoúčelné kopírování.
Pokud by úkolem zbytečného vlákna bylo pouze „detekovat svoji zbytečnost“ a ukončit se,
mohlo by toto řešení být ještě docela přijatelné, za těchto okolností se však domnívám, že
to vhodné není.
Druhou a zvolenou možností je splněné klauzule z formule odstranit. Je tak v konečném
důsledku provedeno méně paměťových operací, než kdybychom je ve formuli nechali. Sni-
žování paměťových operací by mělo být prioritou při optimalizaci algoritmů pro GPU. Je
použita v podstatě stejná technika jako při dafragmentaci dávky, prefix scan je ale třeba
provést nad všemi formulemi v dávce. Pro tento účel je knihovna Thrust nepostačující.
Neobsahuje příslušnou funkci ani nedovoluje spustit kernel jednorozměrného prefix scanu
paralelně pro více formulí zároveň. Možností jak toto obejít by bylo spustit tyto kernely
v odlišných streamech. Knihovna thrust ale nedovoluje manipulaci se streamy a veškeré své
kernely spouští v defaultním streamu (stream 0). Tak či tak, podle Nvidie je obtížné spusit
už více než 4 kernely současně[29]. Řešení pomocí knihovny Thrust, kdy byla defragmen-
tace provedena sekvenčně pro jednotlivé formule funkcí remove_if, která kombinací prefix
scanu a přesunu dat maže vybrané prvky v poli a vytvoří nové kompaktní pole, bylo sice
snadno implementované, ale extrémně pomalé. Hlavním důvodem je pochopitelně sekvenční
volání, už ale i v rámci jednoho volání funkce remove_if je spuštěno postupně hned ně-
kolik kernelů. Důvodem je univerzální povaha algoritmů5 a znovupoužití interních kernelů
knihovny. Volání více kernelů je zbytečným zdržením. Nemluvě o nutnosti předávání dat
mezi kernely kopírováním do globální paměti.
Nejlepším řešením je tedy naimplentovat si jediný kernel, který zvládne jak prefix scan
pro všechny formule najednou, tak následné překopírování dat. Tím se vyhýbá kopírování
dat do globální paměti a veškeré operace zvládá nad vyhrazenou sdílenou pamětí a něko-
lika registry. Kernel nepředpokládá formule, které by obsahovaly více než 2048 klauzulí5
(možnost rozšíření do budoucna), proto není třeba rozdělovat jej na více kernelů. Takto
naimplementovaný kernel byl 90 až 100x rychlejší než sekvenční přístup pomocí knihovny
Thrust.
Důležitým výstupem popsaného kernelu je také pole hodnot, určujících počet zbýva-
jících klauzulí v jednotlivých formulích (pole nClauses). Toto pole je následně na straně
CPU iterováno a je-li nalezena formule, která neobsahuje jedinou klauzuli, algoritmus za-
hlásí úspěch - splňující ohodnocení bylo právě nalezeno. Toto pole je v příští iteraci také
využito SAT kernelem a kernelem pro defragmentaci dávky pro optimalizaci počtu spuště-
ných vláken a zamezení zbytečným paměťovým operacím.
Na obrázku 4.4 je zobrazena jedna iterace algoritmu z pohledu zde popsaných kernelů.
Části algoritmu vykonávané na straně CPU byly pro přehlednost vynechány.
5Podpora pro více než 2048 vstupních hodnot musí být implementována minimálně dvěma kernely, neboť
při sumě prefixů každé vlákno obsluhuje právě dvě vstupní hodnoty a není možno spustit více než 1024 vláken
na blok.
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Obrázek 4.4: Použité kernely a jejich účel Dávka formulí je zobrazena na levé straně
schématu. Zeleně jsou označeny validní klauzule, bílá značí nepřítomnost klauzule a červeně
jsou zvýrazněny nesplnitelné klauzule. Pomocná pole jsou zvýrazněna na pravé straně. Pole
nClauses pro každou formuli v dávce uchovává počet klauzulí. Dále je znázorněn vstup
a výstup pro prefix scan nad validitou formulí.
4.6 Odkládací paměť
Jak již bylo zmíněno, paměťové nároky algoritmu rostou s každou iterací exponenciálně.
Aby nedošlo k zahlcení paměti GPU, byla zavedena odkládací paměť v hlavní paměti RAM
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počítače (dále RAM). Ta je naplněna přebytečnými formulemi vždy, když je počet formulí
v dávce větší než jistá hraniční hodnota. Existuje i druhý důvod pro toto řízené zmenšo-
vání počtu formulí. Za předpokladu, že řešený problém je splnitelný, je vhodné z hlediska
efektivity neprohledávat strom podformulí příliš do šířky. Víme totiž, že řešení nalezneme
až v poměrně velké hloubce, tedy po ohodnocení velkého množství literálů. Odkládáním
části formulí do vedlejší paměti soustředíme výpočet více do hloubky a řešení proto nalez-
neme dříve. Pro nesplnitelné problémy toto pochopitelně neplatí - musíme prozkoumat celý
strom.
Kopie dat z GPU do RAM probíhá asynchronně s výpočtem na GPU a algoritmus
proto nezdržuje. Formule jsou z GPU kopírovany vždy po defragmentaci dávky, je-li jich
příliš. Spolu s nimi jsou kopírovana také související metadata - počet klauzulí ve formuli
a dosavadní ohodnocení formule. Zpět do GPU jsou formule kopírovany, pokud se již v dávce
žádné nenacházejí. Volitelně mohou být kopírovany také průbežně, platí-li:
nFormulas < (batchThreshold · w) (4.1)
kde nFormulas je aktuální počet v dávce, batchThreshold je maximální počet formulí
v dávce a w je reálný koeficient nastavitelný v rozmezí 0 až 1.
Odkládací paměť byla nejprve implementována jako fronta nad kruhovým bufferem.
V sekci 6.2 bylo ukázáno, že toto je neefektivní a lepších výsledků a menších paměťových
nároků dosáhneme při použití zásobníku.
4.7 Preprocessing
Před spuštěním hlavního algoritmu je vhodné upravit si vstupní data tak, aby bylo jejich
následné zpracování co nejefektivnější. Nutným předpokladem běhu programu je převod
každého vstupního problému na 3-SAT problém, pro který je nutno použít externí nástroj.
Po vzoru [20] je pak možné seřadit vstupní klauzule sestupně podle jejich relevance. Rele-
vance klauzule je dána součtem relevancí všech jejich literálů. Ta je určena součtem výskytů
proměnné literálu napříč všemi klauzulemi. Smyslem této heuristiky je ohodnocovat nejprve
klauzule, které povedou k ohodnocení co největšího počtu dalších klauzulí a strom řešení
tak může být výrazně zmenšen.
Byla navržena a otestována také druhá heuristika, která řadí literály v rámci klauzule





Program byl naimplementován v jazyce CUDA C++ s ohledem na snadnou rozšířitel-
nost a přehledný modulární kód. Jedná se o konzolovu multiplatformní aplikaci. Pro vývoj
bylo použito prostředí Microsoft Visual Studio 2010 rozšířené o debugovací a profilerovací
prostředí Nvidia Nsight, které činí vývoj aplikace a její optimalizaci značně jednodušším.
Integrovaný profiler byl použit při analýze řešení, která je náplní další kapitoly.
Implementace odpovídá návrhu popsaném v předchozí kapitole. Program byl navržen
a naprogramován co nejvíce objektově, ačkoliv důraz na dokonalý objektový návrh roz-
hodně kladen nebyl. Problémem ale je, že překladač nvcc nepodporuje mnoho běžných
konstrukcí, které je zvykem při objektovém návrhu používat. Není například možné defino-
vat __device__ konstruktory. Překladač také nepodporuje další rysy jazyka C, například
bitová pole a další. Nejedná se však o neřešitelný problém. Je tím spíše snížen programá-
torský komfort a dá se očekávat, že podpora se časem zlepší.
5.1 Struktura programu
5.1.1 Použité třídy
Program se skládá z následujících tříd:
• CudaSolver - Třida implementující solver. Podporuje vkládání klauzulí, buď ručně,
nebo předáním odkazu na třídu Loader. Hlavní metoda třídy je pak solve(), která
vrací true v případě, že je vložená formule splnitelná nebo false v opačném případě.
Získané ohodnocení je možné odeslat na zvolený výstup.
• Loader - Abstraktní třída deklarující metody pro načítání formule z libovolného
zdroje.
– DimacsLoader - Odvozená třída implementující načítání dat ve formátu Di-
macs CNF (popsán v [6]).
– Načítaní formulí z jiných zdrojů nebylo naimplementováno, lze jej ale snadno do-
plnit děděním ze třídy Loader a naimplementovaním metod getVariableCount(),
getClausesCount() a getClause(), která vrácí jednu další klauzuli.
• ConfigLoader - Třída pro načítání konfiguračního souboru. Ten obsahuje parametry
algoritmu a cesty ke vstupním formulím.
• Clause - Reprezentuje klauzuli
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• Literal - Reprezentuje literál
• GpuRAMSwap - Odkládací paměť pro formule. Obsahuje metody add() a get().
Parametrem funkcí jsou pointery přímo do paměti na grafické kartě.
• Assignment - Přiřazení pravdivostního ohodnocení. Implementováno jako jedno velké
bitové pole.
• Batch - Reprezentuje dávku formulí na straně CPU. Na straně GPU implementováno
jako pole klauzulí.
• FormulaItem - Obsahuje klauzuli a její relevanci. Použito pouze ve fázi preproces-
singu pro účely řazení.
5.1.2 Kernely
Implementované kernely pracují s následujícími daty uloženými na GPU:
• Dávka formulí - gpuBatch
• Pole obsahující počet klauzulí jednotlivých formulí v dávce - gpunClauses
• Příznaky validity formulí v dávce - gpuFormulaValid
• Výsledek sumy prefixů nad validitou formulí - gpuFormulaCpyIndex
• Přiřazení ohodnocení pro jednotlivé formule v dávce - gpuAssignment
• Počet formulí v dávce - gpunFormulas
• Konstantní data, uložená v rychlé konstantní paměti obsahující: Počet klauzulí v pů-
vodní formuli, velikost dávky a další údaje.
Kernely popsané v předchozí kapitole jsou volány v metodě CudaSolver::solve() pod
následujícími jmény a s následujícími parametry:
SAT kernel
SAT kernel je implementován v kernelu satKernel. Dimenze gridu1 odpovídá počtu formulí
a dimenze bloku2 je dána počtem klauzulí ve výchozí formuli, sníženým o jedničku. Klauzule,
která bude rozhodnuta (klauzule C), nepotřebuje samostatné vlákno.
Ze všeho nejdřív je formule uložena do sdílené paměti bloku a jsou získány údaje o první
klauzuli jako počet literálů a o jaké literály se konkrétně jedná. Ohodnocení prvního literálu
klauzule (F [l1]← true) se provádí na místě bez překopírování formule. Pokud má klauzule
C více literálů, je již formule kopírována na příslušný nový index a ohodnocena na novém
místě. O ohodnocování klauzule vlákna se stará __device__ funkce satAssign.
Vstup: gpuBatch, gpunClauses, gpuFormulaValid, gpuAssignment
Modifikuje: gpuBatch, gpuFormulaValid, gpuAssignment
1Počet bloků v kernelu
2Počet vláken na jeden blok
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Kernel očekává, že vstup gpuFormulaValid bude naplněn hodnotami 1 pro všechny
formule v dávce, včetně formulí, které se v kernelu vygenerují. Pro tento účel byla pou-
žita knihovna Thrust, konkrétně funkce fill(). Kernel pak nastaví hodnotu na příslušném
indexu na 0 v případě, že byla nalezena nesplnitelná klauzule nebo formule nebyla vygene-
rována vůbec.
Defragmentace dávky
Defragmentace dávky probíhá v kernelu defragmentBatch. Funkce kernelu je vcelku přímo-
čará. Výstupní hodnotu gpuNformulas nastavuje pouze jedno vlákno v gridu. Zápisování
hodnoty více vlákny současně, ačkoliv byla zapisována stejná hodnota, vedlo k nedeterminis-
tickému chování algoritmu. Vstup gpuFormulaIndex je z gpuFormulaValid získán voláním
funkce exclusive_scan knihovny Thrust.
Vstup: gpuBatch, gpunClauses, gpuFormulaValid, gpuAssignment,
gpuFormulaCpyIndex, gpuNformulas
Modifikuje: gpuBatch, gpunClauses, gpuAssignment, gpuNformulas
Defragmentace formulí
Defragmentace formulí je implementována v kernelu defragmentClauses. Jádrem funkce
je suma prefixů, která byla naimplementována v souladu s popisem uvedeným v sekci 4.4.1.
Dimenze gridu je dána počtem formulí, dimenzi bloku získáme tak, že maximální počet
klauzulí ve formulích zaokrouhlíme nahoru k mocnině dvojky a poté vydělíme dvěma. Toto
vyplývá z principu algoritmu, který v zásadě pracuje pouze nad poli o velikosti 2n. Jedno
vlákno pracuje se dvěma hodnotama v poli, proto dělíme dvěma. Kernel také využívá dy-
namické sdílené paměti pro uložení hodnot ve formuli, jejíž velikost je určena opět stejným
zaokrouhlením. Algoritmus tedy pracuje nad větším polem než je nutné, není to ale pro-





Program očekává jeden vstupní parametr specifikující soubor obsahující cesty k formulím,
které se mají vyřešit. V případě že tento parametr není zadán, program se pokusí načíst
tyto cesty z výchozího souboru config.txt. V něm také musí být specifikováno veškeré
nastavení algoritmu, je možno specifikovat i umístění výstupů.
5.2.1 Konfigurační soubor
Konfigurační soubor umožňuje nastavit parametry uvedené v tabulce 5.1. Není garantováno
korektní chováni programu, pokud jsou vloženy hodnoty špatného typu nebo mimo povolený
rozsah. Za kontrolu správných údajů je zodpovědný uživatel.
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parametr možné hodnoty význam
Specifikace výstupů
output std, logfile Určuje výstup algoritmu. Buď standardní vý-
stup nebo uložení do výstupních souborů.
mainlog Řetězec s makry Cesta k hlavnímu výstupnímu souboru. Obsa-
huje stručný výsledek řešení pro každý vstup.
Parametr může být vynechán.
logfile Řetězec s makry Pokud je output nastaven na logfile, určuje
cestu výstupního souboru, který bude genero-
ván pro každý vstupní soubor zvlášť. Obsahuje
detailnější výsledky.
Parametry algoritmu
batch Celočíselná hodnota Velikost dávky, tj. maximální počet najednou
zpracovávaných formulí
swapsize Celočíselná hodnota Počet formulí, které bude možno uložit do od-
kládací paměti
refill_weight Reálné číslo (0..1) Hodnota proměnné w z rovnice 4.1. Vyšší
hodnoty nutí algoritmus mít dávku formulí
více naplněnou. Hodnota 0.0 způsobí naplnění
dávky odloženými formulemi pouze pokud se již
v dávce žádné nenachází.
pp_method 0, 1 nebo 2 Metoda použitá v preprocessingu pro úpravu
klauzulí. 0 - žádný preprocessing, 1 - Klauzule
seřazeny podle relevance, 2 - Klauzule i literály
seřazeny podle relevance
test 0 nebo 1 Pokud je nastaveno na 1, otestuje nalezené
ohodnocení, zda vskutku a opravdu je splňují-
cím ohodnocením. Slouží pro účely verifikace al-
goritmu.
krenels_version 1 nebo 2 1 - neoptimalizované kernely, 2 - optimalizované
kernely, viz 6.1
Specifikace vstupů
sourceX Řetězec Za X je možno dosadit hodnoty 1 až 99, čímž je
možno specifikovat až 99 různých vstupů, které
se při běhu programu načtou a zpracují.
Tabulka 5.1: Parametry konfiguračního souboruMožná makra pro parametry mainlog
a logfile jsou uvedena níže v textu
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Makra pro výstupní soubory
Pro každý vstup je generován výstupní soubor. Pro parametry mainlog a logfile je možno
v řetězcích použít následující makra, jež budou rozvinuta na řetězec v době vyhodnocení:
• [time-start] - Čas spuštění programu ve formátu HH-MM-SS.
• [time] - Čas začátku řešení problému ve formátu HH-MM-SS.
• [date] - Datum spuštění programu ve formátu YY-MM-DD.
• [si] - Index zpracovávaného vstupního souboru, odpovídá hodnotě X v parametru
source. Nabývá hodnot 0-99 v případě makra použitého pro logfile, jinak vždy
hodnoty 0.
• [sname] - Jméno zpracovávaného vstupního souboru v případě použití pro parametr
logfile, jinak statický řetězec "mainlog".
Možné použití maker pro parametry mainlog a logifle pro ukládání výstupů do pře-






V této kapitole budou popsány různé testy a experimenty, které slouží k lepšímu pochopení
implementovaného řešení. Cílem experimentů je získat nové znalosti o programu a jeho
chování, určit jeho rychlost ve srovnání s CPU verzí a při různých nastavení jeho vstupních
parametetrů. Dalším cílem je získat užitečná data z profileru, která slouží k optimalizaci
kernelů. Při analýze dat z profileru byla skutečně ve dvou případech zjištěna nedostatečně
efektivní práce kernelů, jež pak byly upraveny pro větší výkon. V neposlední řadě je dobré
zamyslet se nad celkovou efektivitou řešení, jeho slabými místy a možnostmi, byť teoretic-
kými, jak tato slabá místa obejít a algoritmus tak dále akcelerovat.
Detail časové osy algoritmu je znázorněn na obrázku 6.1.
Obrázek 6.1: Časová osa algoritmu První řádek sleduje aktivitu datových přenosů mezi
RAM a GPU. Zvýrazněný řádek obsahuje volání kernelů. Níže je zobrazena aktivita jediného
použitého streamu, graf vytížení GPU a aktivita datových přenosů v obou směrech zvlášť.
Graf pokrývá 25ms běhu algoritmu a je výstupem profileru nástroje Nvidia Nsight pro
Visual Studio.
6.1 Analýza běhu algoritmu
Na časové ose 6.1 je vidět střídaní jednotlivých kernelů. Jako první je vidět, že byla pře-
nesena data z RAM do GPU (Host do Device přenos). K tomu došlo, protože dávka na
grafické kartě byla zrovna prázdná. Následně je spuštěn SAT kernel, pracující s plnou dáv-
kou, v tomto případě s 8000 formulemi. Ty všechny dokáže ohodnotit za 3,5ms1. Po tomto
kernelu dochází k defragmetaci dávky (3,7ms) a následně i jednotlivých formulí (11ms). Mezi
1Spuštěno na grafické kartě Nvidia GeForce GT 525M
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jednotlivými „velkými kerneli“ se dá vysledovat i rychlé volání pomocných funkcí knihovny
Thrust a přenos malého množství dat do paměti počítače. Protože výsledkem této iterace
bylo překročení velikosti dávky, vidíme přesun dat z GPU do odkládací paměti v RAM.
Další zobrazená iterace již probíhá rychleji, protože v SAT kernelu bylo detekováno mnoho
nevalidních podformulí. Ty byly při defragmentaci várky odstraněny, což mělo příznivý vliv
na rychlost kernelu defragmentace formulí. Po této iteraci je v dávce 7431 formulí, není
tedy třeba přenášet žádná data do odkládací paměti a začíná další iterace.
Z grafu je na první pohled patrné, že samotný SAT kernel, tedy samotné jádro algoritmu,
běží relativně malou dobu v porovnání s ostatními. Jedná se o velký problém algoritmu jako
takového, defragmentační kernely si berou příliš mnoho výpočetního času. Cílem analýzy
proto bylo zjistit, zda není možné právě tyto kernely urychlit. Tabulka 6.1 shrnuje doby
trvání jednotlivých částí algoritmu před optimalizacemi a po optimalizacích uvedených dále
v této kapitole.
U tabulek uvedených dále bývá uvedena formule nebo sada formulí, která byla pro
experiment použita. Popis datových sad je uveden v sekci 6.3.
Původní verze [%] Optimalizovaná verze [%]
SAT kernel 9,96 16,87
defragmentace dávky 48,66 28,17
defragmentace formulí 36,13 46,68
Thrust kernely 0,55 0,91
GPU celkem 95,31 92,64
Kopie GPU→RAM 0,2 0,3
Kopie RAM→GPU 0,2 0,3
Paměťové přenosy celkem 0,4 0,6
ostatní 4,29 6,76
Celkový čas [s] 111,2 54,7
Tabulka 6.1: Souhrn práce programu Tabulka zobrazuje, kolik času průměrně stráví
program v různých částech algoritmu. Parametry algoritmu: Velikost dávky = 8000,
refill_weight = 0,2. Vstupem je formule dubois-20.cnf
Pro analýzu jednotlivých kernelů byla použita funkce Profile CUDA application nástroje
Nvidia Nsight. Ta podrobí vybrané kernely sérii testů, jejichž výsledkem jsou nejrůznější
statistiky od doby trvání kernelu po detailní informace o přístupu do paměti, efektivitě
podmíněných skoků a mnoho dalších. Tyto informace byly pečlivě zkoumány, protože mohou
poskytnout vodítko k lepší, optimalizované, implementaci kernelů. V následujících sekcích
budou zmíněny nalezené problemy a jejich řešení.
6.1.1 Konflikt bank sdílené paměti
Analýza kernelu pro defragmentaci formulí ukázala problém při přístupu do sdílené paměti.
Na obrázku 6.2 jsou znázorněny statistické informace přístupu ke sdílené paměti. Za pozor-
nost stojí graf v levé části obrázku, který znázorňuje statistiku Transaction Per Request.
Graf nám říká, kolik transakcí bylo skutečně nutno provést na jeden požadavek2 přístupu
ke sdílené paměti. V tomto případě vidíme, že práce s pamětí je zhruba 3,7x méně efektivní
než by mohla být. Důvodem jsou tzv. Bank conflicts. Čtení ze sdílené paměti nemusí být
2požadavek vydává warp, nikoliv vlákno
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Obrázek 6.2: Přístup do sdílené paměti kernelu defragmentClauses před optimalizací
threadIdx.x 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Iterace 1, offset=1
i1 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
banka 0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
Iterace 2, offset=2
i1 1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61
banka 1 5 9 13 1 5 9 13 1 5 9 13 1 5 9 13
Iterace 3, offset=4
i1 3 11 19 27 35 43 51 59 67 75 83 91 99 107 115 123
banka 3 11 3 11 3 11 3 11 3 11 3 11 3 11 3 11
Tabulka 6.2: Přístupy k bánkám sdílené paměti před optimalizací
zarovnáné jako v případě čtení z globální paměti, požadavkem pro efektivní čtení z ní ale je,
aby každné vlákno ve warpu četlo z jiné paměťové banky3 a to v libovolné permutaci. Data
uložená ve sdílené paměti jsou uspořádána tak, že banky se postupně střídají každých 32
bitů. U novějších GPU (karty s Compute Capability > 2.0) máme celkem 32 paměťových
bank, ve starších pak 16. Ke konfliktům dochází například v průběhu upsweep operace, kdy
indexy do sdílené paměti jsou počítany takto:
i1 = offset · (2i+ 1)− 1 (6.1)
i2 = offset · (2i+ 2)− 1 (6.2)
kde offset je 1 a po každé iteraci upsweep fáze algoritmu je zdvojnásoben a i je index
vlákna, tedy threadIdx.x.
3Je také ale efektivní, aby všechna vlákna warpu četla jednu stejnou hodnotu, takto dochází k tzv.
broadcastu a ke konfliktu nedochází.
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Obrázek 6.3: Přístup do sdílené paměti kernelu defragmentClauses po optimalizací
threadIdx.x 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Iterace 1, offset=1
i1 0 2 4 6 8 10 12 14 17 19 21 23 25 27 29 31
banka 0 2 4 6 8 10 12 14 1 3 5 7 9 11 13 15
Iterace 2, offset=2
i1 1 5 9 13 18 22 26 30 35 39 43 47 52 56 60 64
banka 1 5 9 13 2 6 10 14 3 7 11 15 4 8 12 0
Iterace 3, offset=4
i1 3 11 20 28 37 45 54 62 71 79 88 96 105 113 122 130
banka 3 11 4 12 5 13 6 14 7 15 8 0 9 1 10 2
Tabulka 6.3: Přístupy k bánkám sdílené paměti po optimalizací
Tabulka 6.2 ukazuje pro každé vlákno v půl-warpu index t1 a odpovídající bance sdílené
paměti na daném indexu i1. Z důvodu úspory místa a větší přehlednosti předpokládáme, že
máme pouze 16 paměťových bank (číslovaných 0-15), princip je však identický pro novější
GPU s 32 bankami.
Dá se snadno odvodit, že ke konfliktům bank sdílené paměti dochází vždy, když má krok
mezi jednotlivými indexy do paměti společného dělitele s celkovým počtem bank. V našem
případě bude společný dělitel existovat v každé iteraci algoritmu. Kroky v jednotlivých
iteracích jsou: 2, 4, 8, 16 atd. Z tabulky 6.2 vidíme, že v první iteraci je stejná banka
použita dvakrát, jsou tedy nutné dvě paměťové transakce. Ve druhé iteraci již čtyři, ve třetí
osm a ve čtvrté dokonce rovných 16. Neefektivita přístupu k paměti je očividná a identický
problém nastává také při downsweepu.
Abychom docílili přístupu vždy k rozdílné bance, musíme změnit předpis pro indexování
formulí (rovnice 6.1). Patrně nejefektivnějším způsobem je po vzoru publikace [22] přidat za
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každých NUM_BANKS4 prvků pole jeden „zbytečný“ prvek, který bude plnit funkci odsazení.
Při přístupu do paměti s tímto odsazením počítáme a upravené indexovací výrazy tedy
vypadají takto:
i1 = offset · (2i+ 1)− 1 + offset · (2i+ 1)− 1
NUM_BANKS (6.3)
i2 = offset · (2i+ 2)− 1 + offset · (2i+ 2)− 1
NUM_BANKS (6.4)
kde zlomek představuje operaci celočíselného dělení.
A vskutku, je-li použito takovéto indexování, ke konfliktům nedochází, jak zobrazuje
tabulka 6.3. V žádné iteraci algoritmu není pro jeden index použita stejná banka.
Takto upravená práce s pamětí vyžaduje, aby bylo alokováno několik bytů navíc. Nová
velikost dynamické sdílené paměti bude:
Sizesmem = ssmem +
ssmem
NUM_BANKS (6.5)
kde ssmem představuje původní velikost sdílené paměti s neoptimalizovaným přístupem.
Na obrázku 6.3 je vidět, že po této optimalizaci byly všechny konflikty přístupu do sdí-
lené paměti odstraněny. Měřením bylo ověřeno, že optimalizovaný kernel běží v průměru
o 23% rychleji než původní verze, což je významné zlepšení, protože algoritmus trávil prací
v tomto kernelu až 36% z celkové doby trvání algoritmu. Následující tabulka zobrazuje ně-
které průměrné hodnoty běhu kernelu pro vstup dubois20.cnf:
původní kernel optimalizovaný kernel
Počet konfliktů bank 276 390 0
Čas běhu [ms] 6,57 5,24
Optimalizovaný kernel je o 25,3% rychlejší.
6.1.2 Optimalizace defragmentace dávky
Vykonávání kernelu defragmentBatch původně představovalo až 50% celkového výpočet-
ního času a tím se tento kernel zařadil mezi hlavní adepty k optimalizaci. Hlavní problém
je zřetelný po analýze dat z profileru. Ačkoliv teoretická hodnota Occupancy, která před-
stavuje podíl nejvyššího možného počtu aktivních warpů k maximálnímu počtu warpů,
který zvládne zpracovat jeden multiprocesor je slušných 83,33%, reálně dosažená hodnota
je pouze 20,81% pro velikost dávky 8000 a je k ní dále nepřímo úměrná, což je také ne-
příjemná vlastnost. Z profileru jdou vyčíst další statistiky, které nastiňují zdroj problému.
Statistika Eligible Warps Per Active Cycle určuje počet warpů, které je v daný okamžik
možno spustit. Ideální průměrná hodnota se pohybuje pro každý multiprocesr alespoň lehce
nad číslem 2, neboť jeden multiproces dokáže souběžně zpracovávat právě 2 warpy. V našem
případě je průměrná hodnota pro všechny multiprocesory 0,785.
Graf 6.4a vyznačuje počet warpů, které jsou každý cyklus dostupné. Vidíme, že až
v 73,11% cyklů není možné spustit žádný warp a pouze v 5,8% jsou multiprocesoru přiřazeny
4počet bank sdíleného pole dané architektury
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(a) Warp Issue Efficiency (b) Issue Stall Reasons
Obrázek 6.4: Dostupnost warpů v původní verzi kernelu Legenda:
Warp Issue Efficiency:
 Žádný warp není dostupný,  jeden warp je dostupný,  dostupné jsou alesoň dva warpy.
Issue Stall Reasons:
 Instruction fetch,  Execution dependency,  Synchronization,  Other.
dva warpy, což je opravdu málo. Graf 6.4b pak ukazuje důvody pro nedostupnost warpu
v jednotlivých případech. Nejčastějším důvodem je tzv. Execution dependecy. To znamená,
že warp nemůže být spuštěn, protože čeká na vstupní závislosti, které jsou potřebné pro další
instrukce. Významným důvodem je i Synchronization, ten mají na svědomí synchronizace
vynucené použitím příkazu __syncthreads().
Zřejmě je nutné přehodnotit celý návrh práce s dávkou. Ta je defragmentovaná na místě,
formule proto musí být přenášeny na svůj nový index postupně, sekvenčně, což je implemen-
továno jedním velkým cyklem, který iteruje přes všechny formule. Paralelně jsou přenášeny
pouze jednotlivé klauzule, formule paralelně nemohou být z principu manipulovány. Toto si
vynucuje i neefektivní synchronizaci vláken. Neefektivita cyklu, který prochází 24000 for-
mulí5 je také zřejmá. Z tohoto důvodu byl kernel navržen znovu a to tak, že vstupní dávka
není defragmentována na místě, ale výstup je uložen do druhé dávky. Takto je možné pod-
statně zvýšit paralelizaci algoritmu a tím i jeho rychlost. Zřetelnou nevýhodou jsou pak
dvojnásobné paměťové nároky. Ty v praxi ovšem nevadily. Paměti bylo, alepsoň pro for-
mule, které má algoritmus šanci v rozumném čase vyřešit, stále dost.
Původní kernel nemusel kopírovat formule, které měly cílový index formule shodný se
zdrojovým, což upravený kernel, který nepracuje na místě, bohužel dělat musí. Dochází
tak k většímu množství datových přenosů, celková rychlost je ale přesto podstatně zvý-
šena. Následující tabulka porovnává významné statistické hodnoty obou kernelů pro vstup
dubois20.cnf:
58000*3 = dočasné množství formulí, které se teoreticky na GPU po SAT kernelu mohou nacházet pro
velikost dávky 8000
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původní kernel optimalizovaný kernel
Dosažená occupancy [%] 20,81 63,3
žádný dostupný warp [%] 73,1 25,9
počet dostupných warpů 0,79 3,0
Čas běhu [ms] 9,56 3,25
Zřetelný je nárust dosažené occupancy, která již není nepřímo úměrná velikosti dávky,
ale s velikostí dávky dále roste. Kernel byl přidáním oddělené výstupní paměti zrychlen
2,94x.
6.2 Odkládací paměť
Samotné paměťové kopie z a do GPU v našem případě nepředstavují hlavní cíl optimali-
zací, přesto je dobré zamyslet se, jak by se daly eliminovat či urychlit. Po skončení první
zobrazené iterace jsou kopírována data z paměti GPU do odkládací paměti. Tento proces
v uvedeném případě trvá 5,4ms, během kterých je provádění algoritmu zastaveno. Globálně
vzato se nejedná o velký problém (ke kopírování zdaleka nedochází ve většině případů),
přesto by se dal snadno vyřešit zavedením více CUDA streamů. Je totiž možné asynchronně
kopírovat data z paměti GPU a zároveň mít spuštěn další kernel. Bohužel knihovna Thrust,
jejíž kernel je volán hned po této kopii dat (pro naplnění pole validních formulí výchozíma
hodnotama), nedovoluje použití uživatelských streamů a všechny její kernely běží v default-
ním streamu 0, který vždy čeká na dokončení kopie dat z GPU. Knihovna Thrust je dále
použita i na jiných místech, jak bylo zmíněno v předchozích kapitolách.
Použití více streamů proto nebylo implementováno a je podmíněno nahrazením knihovny
Thrust vlastním řešením. Použití streamů by mohlo urychlit i kopírování z odkládácí paměti
do GPU a následně spouštěný SAT kernel. V implementované verzi je SAT kernel podle
očekávání spuštěn až po nakopírování celé dávky do GPU. Pomocí streamů je možné proces
rozdělit na několik částí - zkopírovat část dávky, poté souběžně zkopírovat další část dávky
a spustit kernel nad již obdrženými daty atd. Proces je znázorněn na obrázku 6.5. Zda
a jaké urychlení by toto přineslo je spekulativní. Teoreticky by však takto bylo možné
latenci způsobenou kopírováním dat do GPU do značné míry zamaskovat. CUDA Streamy
je možné použít i pro souběžný běh různých kernelů, této vlastnosti bychom ale využít
nemohli, protože všechny kernely jsou na výsledku předchozího závislé.
Obrázek 6.5: Možné použití streamů První zobrazený diagram zobrazuje verzi bez pou-
žití streamů. Níže je vidět, jak streamy mohou pomoct zamaskovat latenci datových přenosů.
Kernel je pak volán v tomto případě 4x vždy jen nad čtvrtinou všech dat.
Druhou spekulativní, ale dle mého názoru velmi nadějnou možností vylepšení algoritmu,
by pak bylo přenesení celé odkládací paměti z RAM počítače do globální paměti GPU, ob-
44
Obrázek 6.6: Ilustrace práce s odkladací pamětí Čím tmavší barva formule, tím ohodno-
cenější formule. Na levé straně je zobrazena dávka limitována třemi formulemi. Přebytečné
3 formule jsou uloženy do odkládací paměti. Když jsou vyžádány 2 formule z odkládací pa-
měti zpět, dostáváme právě 2 méně ohodnocené formule. Napravo zobrazena ideální odkla-
dací paměť s reverzními kopiemi, která tento problém nemá, ale nebylo možné ji jednoduše
implementovat.
zvláště vezmeme-li v úvahu rostoucí kapacitu pamětí dnešních grafických karet. Celý kon-
cept odkládací paměti by také mohl být opušten a algoritmus by pracoval pouze s prvními
n formulemi v dávce. Nově vzniklé formule by byly umístěny vždy na konec dávky. Otevírá
se pak další otázka, zda by nebylo výhodnější pracovat právě s koncem (vrcholem) této
dávky (tedy s nově vzniklejšími formulemi). Takovéto řešení by lépe napodobovalo chování
sekvenčního řešení, kdy pracujeme se zásobníkem. Nyní bychom pracovali se strukturou po-
dobnou zásobníku - místo jedné nejvrchnější formule bychom ale pracovali s nejvrchnějšími
několika tisíci. Paměťové nároky by takto měly být zmenšeny, protože novější formule jsou
jednodušší a mají tendenci zanikat v důsledku detekce nesplnitelného ohodnocení rychleji.
Rychleji by pak bylo nalezeno i ohodnocení formule, pokud existuje. Jistý přenos infor-
mací z GPU do CPU by byl stále nutný, CPU řídí spouštění kernelů a proto musí vědět,
kde začíná „vrchol dávky“. Zajimavou možností do budoucna je nová technologie Dynamic
Paralellism[23] představena v srpnu 2012, podporována čipy s compute capability6 alespoň
3.5, pomocí které je možné spouštět kernely z jiných kernelů. Režie CPU tak může být
snížena.
6.2.1 Fronta vs. zásobník
Při implementaci odkládací paměti jako fronty dochází k neefektivnímu prohledávání sta-
vového prostoru řešení (příliš do šířky), což má za následek příliš vysoké paměťové nároky.
Mnoho složitějších formulí nebylo možné vyřešit7 , protože odkládací paměť jednoduše ne-
6Termín používaný Nvidií pro označování výpočetních možností CUDA čipů
7Např. již formule z benchmarkové sady UF75.325.100, které obsahují 75 proměnných a 325 klauzulí
spotřebovaly celou odkládací paměť o velikosti asi 600MB
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byla dost velká. Řešením by bylo právě buď koncept odkládací paměti opustit a pracovat
pouze s vrcholem dávky, jak bylo naznačneno výše, nebo se snažit napodobit zásobník
pomocí odkládací paměti. Napodobit ho dokonale bohužel není možné. Pokud chceme mít
možnost ukládat a načítat data z odkládací paměti po dávkách, a ne pouze po jedné formuli,
musí být pořadí odložených formulí kopírovaných z GPU i do GPU převráceno (reverzní ko-
pie). Neexistuje však žádná funkce, která je součastí CUDA API, která by toto umožňovala.
„Ruční“ manipulace na místě by se pak pravděpodobně stejně nevyplatila.
Přesto byl zásobník napodoben alespoň částečně. SAT kernel byl upraven tak, že ohod-
nocení plynoucí z rozhodnutí největšího možného množství literálu aktivní klauzule je pro-
vedeno na místě a na dalších indexech za současnou dávkou jsou umístěny podformule s po-
stupně zmenšujícím se počtem rozhodnutých literálů. Odkládací paměť pak byla z fronty
převedena na zásobník, umožňující vkládaní a výběr většího množství prvků. Princip im-
plementované a ideální verze je zobrazen na diagramu 6.6.
6.3 Měření rychlosti algoritmu
Hotový a optimalizovaný solver byl podroben sérii testů, které měly prověřit jeho rych-
lost. Pro účel tohoto testování byla použita data dostupná na webu SATLIB (viz [1]). Tato
stránka obsahuje množství benchmarkových problémů z různých oblastí. Implementovaný
solver byl testován zejména pro problémy z kategorie Random 3-SAT, čili náhodně vygene-
rované 3-SAT problémy. Ty pro moderní CDCL solvery představují stále největší problém,
protože neobsahují žádnou strukturu, kterou by se bylo možné naučit a těžit z ní. Tak
či tak, solver prezentovaný v této diplomové práci nemá ambice překonávat moderní, byť
sekvenční, solvery ani v této oblasti. Jak již bylo zmíněno, vývoj v oblasti SAT solverů
pro GPU v podstatě ještě ani nezačal a návrh GPU algoritmu v této práci čerpal z velmi
omezeného množství zdrojů. Tyto testy jsou tedy pouze ilustrativní a slouží zejména pro
porovnání CPU verze algoritmu s navrženým CUDA solverem testovaným na dvou různých
grafických kartách.
Konkrétně proběhly testy na těchto instancích:
• Uniform Random 3-SAT - Obsahuje sadu formulí, které byly náhodně vygenero-
vány. Názvy sad mají logickou strukturu. uf75-325 označuje splnitelné formule, obsa-
hující 75 proměnných a 325 klauzulí. uuf100-430 pak označuje nesplnitelné formule,
obsahující 100 proměnných a 430 klauzulí. Nesplnitelnost indikují dvě „u“ v začátku
jména sady.
• Dubois - Velmi těžká sada nesplnitelných formulí, kde všechny klauzule i litrály mají
shodnou relevanci.
• Flat graph colouring - Problém barvení grafu převedený na SAT problém. Sady
formulí jsou pojmenovány flat-V-E, kde V představuje počet vrcholů a E počet
hran grafu. Všechny zakódované grafy je možno obarvit třemi barvami. Zakódováním
do SAT problému vzniknou formule, které mají přibližně tolik proměnných, kolik je
součet vrcholů a hran, a počet klauzulí zhruba odpovídá jedenáctinásobku počtu hran.
Podrobnější informace je pak možno nalézt na [1].
Pro testy algoritmů byl použit následující HW
1. Intel Core i5 2.3GHz - použit pro testování jednojádrové CPU implementace
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2. Nvidia GeForce 525M - použit pro testování GPU implementace, pokud není uvedeno
jinak
3. Nvidia GeForce 580GTX
Výsledky měření jsou zobrazeny v tabulkách na náledující stránce. Pro měření nad GPU
byla použita velikost dávky 16384 a refill_weight = 0,8. Pro GPU i CPU byla použita
metoda řazení klauzulí 2.
CPU solver byl shodně s GPU verzí naprogramován podle algoritmu 9. Detaily jeho
návrhu a implementace zde nebudou uvedeny, zdrojový kód je pak dostupný na přiloženém
CD. I CPU verze byla značně optimalizována a důkladně testována a snaží se být GPU
verzi co nejpodobnější, využívá však pouze jednoho jádra CPU. Práce se mnohem více
soustředila na optimalizaci GPU kódu a je možné, že CPU implementace má potenciál být
efektivnější, ačkoliv drastické zlepšení bych neočekával. Zde uvedená měření je přesto třeba
brát s lehkou rezervou. Na GPU je také nutno řešit problémy, které na CPU řešit nemusíme
a to se projevilo v odlišném poměru výkonu obou řešení napříč různými formulemi.
Tabulka 6.4 a zvláště pak tabulka 6.5 ukazuje, že náhodné instance SAT problému
zvládá GPU solver podstatně lépe než CPU verze. Zrychlení u složitých formulí ze sady
uuf-100-430 je pak až 21x pro GeForce 580GTX. Naproti tomu u datových sad Flat
Graph Colouring (tabulka 6.6) vidíme, že CPU verze je vcelku úspěšná a v případě formulí
ze sady Dubois je již CPU verze výrazně lepší.
Vysvětlení není triviální a vyžadovalo by další důkladnou analýzu struktury formulí i al-
goritmů samotných. Částečnou odpověď dává alespoň tabulka 6.8. Ta ukazuje zásadní data
z profileru pro náhodně vybranou formuli ze sady uuuf-100-430 a formulí dubois21.cnf.
S formulemi ze zmíněné sady si solver poradil velmi rychle, naopak druhou zmíněnou for-
muli vyřešil CPU solver asi 3x rychleji. Defragmentační kernely vykazovali přibližně stejnou
efektivitu, avšak SAT kernel byl v případě formule dubois21.cnf mnohem méně efektivní.
To potvrzují zobrazené statistiky. Achieved occupancy u druhé formule je velmi nízká a říká
nám, že pouze asi 30% času jsou multiprocesory aktivní. Executed IPS pak průměrný určuje
počet unikátních8 instrukcí9, které byly každý cyklus v každém aktivním multiprocesoru
vykonány. Teoretická maximální hodnota je pak 210 (počet Warp Schedulerů na jeden mul-
tiprocesor).
Celkovou efektivitu pak můžeme spočítat vynásobením obou zmíněných statistik. Pro
první formuli dostáváme výsledek 0, 8 instrukcí na multiprocesor za 1 cyklus, pro druhou
pak pouze 0, 22, tedy asi 4x méně.
Druhá formule způsobuje také větší divergenci vláken, což ukazuje statistika Branch
efficiency. Ta se interpretuje tak, že vlákna se nerozdělila v 83% podmíněných skocích. Vy-
světlení se nabízí po prozkoumání formule. Ta je uspořádána tak, že mnoho stejných literálů
se vyskytuje v po sobě jdoucích klauzulích, ovšem vždy na jiném místě. To vede k nutné
divergenci vláken. Zmíněné statistiky přibližují důvody pro slabý výkon u dubois formulí,
netroufám si ale tvrdit, že je tím vše vysvětleno.
V následujících sekcích bude popsán vliv parametrů algoritmu na jeho chování a rychlost.
8Nejsou zde tedy započítany opakované instrukce vyvolané neefektivním přístupem do paměti. Ty ale
problém nezpůsobovaly.
9Jedna instrukce je vydána pro 16 vláken, tedy půl-warp
10Může se lišit napříč různým HW
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uf-20-91 uf-50-115 uf-75-180 uf-100-430 uf-125-538
CPU verze 0,01 0,02 1,63 15,6 >600,00
GeForce 525M 0,13 0,26 1,60 12,31 >600,00
GeForce 580GTX 0,10 0,17 0,51 2,45 136,52
Tabulka 6.4: Měření nad splnitelnými sadami benchmarku Uniform Random 3-
SAT
uuf-50-115 uuf-75-180 uuf-100-430 uuf-125-538
CPU verze 0,03 2,55 118,246 >600,00
GeForce 525M 0,26 1,61 43,92 >600,00
GeForce 580GTX 0,17 0,40 5,59 251,09
Tabulka 6.5: Měření nad nesplnitelnými sadami benchmarku Uniform Random
3-SAT
flat-30-60 flat-50-115 flat-75-180
CPU verze 0,01 0,04 4,73
GeForce 525M 0,55 1,82 16,64
GeForce 580GTX 0,25 0,54 2,27
Tabulka 6.6: Měření nad sadami benchmarku Flat graph coloring
dubois21.cnf dubois22.cnf dubois23.cnf dubois24.cnf
CPU verze 25,76 54,88 118,19 247,083
GeForce 525M 110,62 225,52 470,73 981,23
GeForce 580GTX 79,64 167,61 363,19 795,06
Tabulka 6.7: Měření nad formulemi Dubois
uuf-100-8.cnf dubois21.cnf
Achieved occupancy [%] 65 30
Executed IPS 1,24 0,75
Branch efficiency [%] 90 83
Tabulka 6.8: Srovnání formulí z hlediska využití zdrojů GPU v SAT kernelu. Uveden
přibližný průměr pro všechny iterace.
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Velikost dávky 512 1024 2048 4096 8192 16384
Iterací celkem 24185 12021 6006 3001 1476 764
satKernel [%] 16,16 18,3 19,81 20,83 21,48 21,9
defragmentBatch [%] 23,12 26,6 29,04 30,63 31,62 32,31
defragmentClauses [%] 29,57 34,08 37,09 39,05 40,26 41,05
satKernel [µs] 303 599 1189 2372 4811 9242
defragmentBatch [µs] 434 871 1742 3475 6939 13636
defragmentClauses [µs] 558 1116 2226 4430 8837 17349
Využití GPU [%] 70,6 80 86,07 91,1 93,8 95,58
Čas řešení [s] 33,948 28,634 26,033 25,003 24,458 24,108
Tabulka 6.9: Vliv velikosti dávky Pro kernely je uveden časový podíl na celkové době tr-
vání a průměrná doba jejich jednoho spuštění. Pro měření byly použity nesplnitelné formule
z datové sady uuf-100-430 a parametr refill_weight byl nastaven na hodnotu 0,2.
6.3.1 Velikost dávky
Tabulka 6.9 ukazuje, jak velikost dávky ovlivňuje průběh řešení. Závěr je jednoznačný. Čím
větší je dávka, tím rychleji algoritmus pracuje. Autoři [20] naopak došli k objevu, že jejich
algoritmus pracuje nejlépe pro velikost dáky 8192 a pak jeho rychlost klesá. Toto odůvodňují
tvrzením:
„Note that the fastest configuration is actually not the one using the most
memory resources, as the continuous formula transfer from host to device even-
tually begins to slow down the overall solving process.“
Algoritmus popsaný v této práci tento problém nemá. Podíl doby, kterou algoritmus tráví
nad kopiemi dat z RAM do GPU, sice se zvyšující se dávkou roste, ale pouze nepatrně
v řádu desetin procenta, což se dá očekávat, protože celková doba algoritmu byla zkrácena.
Objem datových přenosů roste, klesá ale jejich množství.
Zvětšení dávky se definitivně projeví na snížení počtu iterací. Tím je zmenšena režie
způsobená voláním kernelů a režie CPU (kontrola výsledků kernelů), což se v tabulce dobře
odráží na procentuálně větším využitím GPU. Nejdůležitější hodnotou ke sledování je pak,
vyjma samotného celkového času, čas strávený programem v SAT kernelu. Ideální solver by
v něm trávil takřka celou dobu výpočtu. Bohužel, fragmentace dat všechno komplikuje.
6.3.2 Pořadí klauzulí
Obrovský vliv na rychlost řešení má použitá metoda preprocessingu, která definuje pořadí
v jakém budou klauzule rozhodnuty. Výsledky zobrazuje tabulka 6.10. Jednoznačným závě-
rem je, že pořadí v jakém jsou literály rozhodnuty má zásadní vliv na rychlost algoritmu.
Heuristiky pro výběr nejlepšího literálu k rozhodnutí jsou velmi důležitou součástí CDCL
solverů. Tyto techniky ale nelze v našem paralelním prostředí použít. Rozhodně je zde ale
velký potenciál pro zlepšení. Implementovaná heuristika na základě relevance klauzulí či
literálů je velmi jednoduchá, ale už i ta dává výborné výsledky.
6.3.3 Doplňování dávky
Testován byl také vliv parametru refill_weight, určující hodnotu w v rovnici 4.1. Tento
parametr byl do algoritmu přidán proto, aby se zamezilo příliš fixní velikosti dávky, což by
49
čas celkem [s] průměrný čas [s]
bez preprocessingu 612,06 15,69
metoda 1 23,05 0,59
metoda 2 20,08 0,51
Tabulka 6.10: Vliv řazení klauzulí na rychlost řešení Jednotlivé metody jsou po-
psány v tabulce 5.1. Výsledky byly získány spuštěním 39 náhodných formulí z datové sady
uf-75-325. Testováno na konfiguraci 3 (Nvidia GeForce 580GTX).
refill_weight 0.0 0.2 0.4 0.6 0.8 1.0
Iterací celkem 1266 764 707 655 652 622
satKernel [%] 21,53 21,9 21,9 22,02 22 19,47
defragmentBatch [%] 31,7 32,31 32,35 35,69 35,71 35,66
defragmentClauses [%] 40,29 41,05 41,92 41,23 41,19 41,15
satKernel [µs] 5601 9242 9995 10507 10870 11868
defragmentBatch [µs] 8271 13636 14771 23036 23962 25128
defragmentClauses [µs] 10761 17349 18772 20045 20776 21776
Využití GPU [%] 94,18 95,58 95,67 95,92 96,25 96,51
Kopie RAM→GPU [%] 0,6 0,5 0,4 0,4 0,4 0,3
Kopie RAM→GPU [MB] 876 773 666 555 492 395
Kopie GPU→RAM [%] 0,4 0,4 0,3 0,3 0,2 0,2
Kopie GPU→RAM [MB] 830 726 619 510 445 348
Čas řešení [s] 24,673 24,1 24,06 24,04 23,82 23,95
Tabulka 6.11: Vliv parametru refill_weight Pro kernely a datové přenosy je uveden
časový podíl na celkové době trvání. Pro kernely pak i průměrná doba jejich jednoho spuštění
a pro přenosy celkový objem přenesených dat. Pro měření byly použity nesplnitelné formule
z datové sady uuf-100-430 a velikost dávky byla nastavena na hodnotu 16384.
do algoritmu přivedlo zvýšenou režii při kopírování z odkládací paměti do GPU. Výsledky
měření jsou zobrazeny v tabulce 6.11.
Vliv parametru na celkovou rychlost algoritmu není příliš velký. Jeho vlastnosti jsou
však ovlivněny docela významně. S rostoucí velikostí parametru je rychle snižován počet
iterací nutný k vyřešení a značně jsou sníženy i datové přenosy na sběrnici. V praxi (alespoň
při současné podobě algoritmu) přesto není dobré mít tento parametr nastaven příliš vysoký,
doba řešení algoritmu pak opět lehce rostla. Vhodné se zdá být zvolit hodnotu kolem 0,6
až 0,8. Výsledky však nejsou příliš průkazné a pro jiné vstupní formule se mohou také lišit.
6.4 Možná vylepšení
I optimalizovaný algoritmus je daleko od dokonalosti. Aby se navrhovaný algoritmus stal
více konkurenceschopný sofistikovaným sekvenčním solverům, je stále nutné jej podstatně
vylepšit.
Jako první se nabízí implementace jednotkové propagace. Nejjednodušším způsobem jak
jí docílit by bylo řadit všechny klauzule ve formuli podle jejich absolutní hodnoty. Připomí-
nám, že datový typ klauzule byl navržen tak, že ty s menším počtem literalů jsou vždy pro
operaci 32bitového celočíselného porovnávání menší. Implementace na GPU je tak vcelku
50
přímočará. Řazení by mohlo probíhat vždy po skončení SAT kernelu ve speciálním kernelu.
V zásadě pak máme dvě možnosti - pokračovat dál v algoritmu jako doposud a nebo pro-
vést několik iterací SAT kernelu, dokud nebude většina jednotkových klauzulí odstraněna.
Otázkou pak zůstává kolik iterací se takto vyplatí provést. Při sekvenčním zpracování máme
samozřejmou možnost odstranit všechny jednotkové klauzule, v našem případě ohodnocu-
jeme tisíce formulí najednou, z toho pouze některé mohou obsahovat jednotkové klauzule.
Jak se s takovou situací vyrovnat by mohlo být předmětem dalšího zkoumání. Možné by
bylo provádět opakované spuštění SAT kernelu, dokud by většina formulí v dávce obsaho-
vala jednotkové klauzule. Jinou (a asi vhodnější) možností by bylo spustit SAT kernel znovu
pouze pro formule s alespoň jednou jednotkovou klauzulí. V takovém případě by nedošlo
k nežádoucímu generování dalších formulí před dalším cyklem defragmentace várky.
Problémem řazení klauzulí podle absolutní hodnoty je, že ztrácíme znalosti získané
v preprocessingu algoritmu, kdy jsou klauzule řazeny podle relevance. Byla by nutná další
analýza, zda by přínos jednotkové propagace byl větší než ztráta informace o relevanci. Nej-
lepší by však bylo přehodnotit návrh klauzule tak, aby se informace o relevanci neztrácela.
Jedním způsobem by mohlo být vytvořit ve fázi preprocessingu mapování proměnných na
nové hodnoty tak, aby platilo, že proměnná s menším indexem by byla relevantnější. Při
řazení bychom pak na prvním místě měli vždy nejrelevantnější jednotkovou klauzuli. Ope-
raci řazení je také možno optimalizovat - není nutné řadit celé pole, stačí najít nejmenší
klauzuli ve formuli. Zcela jiným přístupem by pak mohlo být fyzické rozdělení formule na
3 pole klauzulí podle jejich počtu literálů.
Bylo by také vhodné zamyslet se nad otázkou defragmentace samotné. Oba defragmen-
tační kernely potřebují značné množství výpočetního času. Je ale vcelku možné, že některé
iterace může být defragmentace záměrně vynechána, aniž by výkon následného SAT kernelu
i solveru jako takového výrazně utrpěl.
Jak bylo v sekci 6.2 již naznačeno, algoritmus by profitoval z odstranění odkládací
paměti. Nezmíněnou výhodou by pak také bylo, že algoritmus by vždy pracoval s konstant-
ním množstvím formulí, což je jev, který lze momentálně vynutit nastavením parametru
refill_weight na 1.0. Bohužel množství datových přenosů, které toto nastavení způsobuje
jej činí nevhodným.
Algoritmu by také prospěla jistá úprava kernelů. V současné době je každá formule
zpracovávána jedním blokem, což má nepříjemný důsledek ten, že žádná formule nemůže
mít více než 1024 klauzulí (hardwarově je limotován maximální počet vláken v bloku). Sol-
ver vrací nekorektní výsledky, pokud je mu taková formule dána na vstup. Taková úprava
by vedla k rozdělení některých kernelů na více dílčích, protože některé problémy pak není
možné vyřešit v jednom. Typickým příkladem je suma prefixů, která často vyžaduje syn-
chronizaci vláken, nedostatek vláken tedy nemůžeme nahradit dalšími bloky, ale musíme
vstupní pole rozdělit do více kernelů a jejich výsledky spojit.
Další vylepšení, které by algoritmus ze současného stavu mohl nabýt, jsou pak spíše
kosmetická:
• Odstranit závislost na knihovně Thrust. Její současnou funkčnost implementovat v již
hotových kernelech. Konkrétně: analogii funkce fill() implementovat v SAT kernelu
a prefix scan nad formulemi přidat do kernelu defragmentBatch.
• Kód na CPU (zejména pak iteraci nad počtem klauzulí ve formuli) provádět paralelně
s vykonáváním SAT kernelu
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• Algoritmus řešit na CPU, dokud se problém dostatečně nerozroste. Až potom jej
převádět na GPU. Jednoduché problémy, či malé dávky se nevyplácí řešit na GPU.
Jistou slabinou algoritmu také je, že CPU nedělá prakticky nic. Algoritmus je natolik
soustředěn na GPU, že procesor samotný moc práce nemá. Otázkou zůstává, jak jej zaměst-
nat. Pokud bychom zachovali koncept odkládací paměti, mohl by např. provádět defragmen-
taci dat. Kernel by všechna data posílal odkladací paměti ještě před jejich defragmentací.
Na straně CPU by také mohlo probíhat zcela samostatné řešení formulí. Tím by se postupně
zmenšoval objem dat v odkládací paměti, nebo pokud by zachována nebyla, vyhradilo by
GPU část formulí pro CPU záměrně. Na CPU také může běžet zcela jiný algoritmus, např.




Vlastním cílem práce bylo vytvořit kompletní SAT solver akcelerovaný na GPU. Jednalo
se o úkol s nejasným výsledkem, protože mnoho lidí se tímto problémem doposud nezabý-
valo. Výzkum je naopak soustředěn do vývoje sekvenčních solverů, které využívají různých
sofistikovaných technik, jež jsou ze své podstaty pro masivně paralelní prostředí nevhodné.
Moderní solvery jsou již natolik výkonné, že málokdo se odváží osvědčená paradigmata
a přístupy narušovat a vývoj spíš směřuje postupným zdokonalováním dílčích algoritmů.
Smyslem práce bylo prozkoumat nejobvyklejší přístupy k řešení SAT problému a zamyslet
se nad jejich paralelizací. Ačkoliv nejschůdnější cestou se zdála být akcelerace nekomplet-
ních algoritmů založených na lokálním prohledávání či evolučních algoritmech, byla vybrána
experimentálnější varianta - převod kompletního solveru založeném na algoritmu DPLL na
GPU.
V této práci byl popsán návrh solveru realizovaný na platformě CUDA a jeho implemen-
tace. Ta samotná se nemůže rovnat současným nejlepším solverům, předčila ale v mnoha
ohledech obdobnou verzi algoritmu implementovanou na CPU. Navržený solver však v ně-
kterých případech za CPU verzí zaostával, což je zřejmě způsobeno stále velkou odlišností
CPU a GPU verze. Ačkoliv oba solvery vycházely ze stejného algoritmu, při převodu na
GPU bylo třeba řešit množství problémů, které mohou být u různých formulí jinak závažné
a celkový výkon tak může pro různé vstupy kolísat. Největším problémem je pak fragmen-
tace dat, která v průběhu řešení vzniká. Algoritmus pracuje nad polem tisíců formulí, které
mohou být v průběhu řešení zneplatněny. Je také nutné v průběhu řešení některé klauzule
z formulí odstraňovat. Z důvodu efektivního čtení z paměti a úspory paměti samotné bylo
nutné pole formulí (dávku) i formule samotné defragmentovat. Tato operace představuje
nejpomalejší část algoritmu a právě na ni byla zaměřena většina optimalizací. Optimalizace
algoritmu celkově představovaly značnou část práce a pro jejich úspěšnost bylo nutné peč-
livě se seznámit s architekturou grafických karet. Výsledkem celého snažení bylo naměřené
zrychlení průměrně 21x u náhodných 3-SAT formulí. U jiných formulí však bylo naměřeno
v nejhorším případě až 3x zpomalení.
CUDA SAT solver je plně funkční a v textu byla představena řada dalších nárvhů na jeho
rozšíření a vylepšení, na která již nezbyl čas. Největším potenciálním přínosem, který byl
popsán, by patrně bylo doimplementování jednotkové propagace. Tato technika je známa
ze sekvenčních solverů a dokáže značně urychlit běh algoritmu. Byl navržen způsob, jak
tuto techniku převést do prostředí GPU. Největším přínosem sekvenčních sovlerů však je
technika učení klauzulí, která pomáhá algoritmu naučit se strukturu problému a na jejím
základě lépe volit rozhodovací literály. Využít této techniky v prostředí GPU se zdá být
zatím nemožné. Více by však mohla být rozvinuta heuristika pro výběr klauzule k ohodno-
53
cení. Ta je v současnosti implementována počátečním seřazením klauzulí ve formuli podle
jejich relevance, která je dána součtem výskytů proměnných klauzule napříč celou formulí.
I takto jednoduchá heuristika je poměrně efektivní.
Tento projekt názorně demonstruje, že i DPLL algoritmus může být masivně paraleli-
zován. Abychom se však výkonově přiblížili sofistikovaným sekvenčním solverům, je nutné
ještě udělat velký kus práce. I zde popsaná implementace však již předčila má očekávání
a to zejména při řešení náhodných 3-SAT problémů. Věřím, že tento solver má potenciál
být ještě mnohonásobně urychlen.
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• sat05-bin\ CUDA solver přeložený pro systém Windows a Linux
• cpusat-bin\ CPU solver přeložený pro systém Windows
• sat05-src\ Zdrojové kódy CUDA solveru
• cpusat-src\ Zdrojovými kódy CPU solveru
• benchmarks\ Složka obsahuje sady formulí, který byly použity pro testování hoto-
vého řešení
• tex\ Zdrojové kódy textu diplomové práce ve formátu LATEX.
• thesis.pdf Tato diplomová práce ve formátu pdf
• readme.txt Soubor s instrukcemi pro překlad a další informace
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