A b s h n c b We evaluate several retransmission policies for transport protocols that support multihoming, such as SCTF'. We find that schemes that attempt to improve the chance of success by retransmitting to an alternate peer IP address often degrade performance. Our results show that for better performance, new data transmissions and retransmissions should be sent to the same peer IF' address. We also find that our Multiple Fast Retransmit algorithm further improves performance by reducing the number of timeouts. Since our results assume reachability of all peer IF' addresses, we conclude with suggestions for scenarios where failures are possible. We suggest compromising some of the performance improvements to avoid performance degradation during failures.
I. INTRODUCTION
Mission critical systems rely on redundancy at multiple levels to provide unintermpted service during resource failures. Such systems when connected to I P networks often deliver network redundancy by multihoming their hosts. A host is multihomed if it can he addressed by multiple IF' addresses [3] . Redundancy at the network layer allows a host to be accessible even if one of its IP addresses becomes unreachable; packets can be rerouted to one of its altemate IF' addresses.
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overhead and associated delay can be unacceptable for mission critical applications.
To address TCP's shortcoming, the Stream Control Transmission Protocol (SCTP) has been designed with fault tolerance in mind. SCTP is an IETF standards track transport layer protocol. Telephony signaling applications originally motivated SCTP's development, but its design makes it suitable as a general purpose transport protocol and an alternative to TCP. SCTP is a reliable, message-oriented data transport protocol that provides resistance to SYN flooding attacks, supports multiple streams to prevent head-of-line blocking, and supports multihoming for end-to-end network fault tolerance [11 I.
Transport layer multihoming provides end-to-end fault tolerance which is crucial for mission critical applications. SCTP multihoming allow connections, or associations in SCTF' terminology, to remain alive even when an endpoint's E' address becomes unreachable. SCTP has a built-in failure detection and recovery system, known as failover, which allows associations to dynamically send traffic to an alternate peer IF' address when needed. Higher layer applications need not be aware of the destination IP address change, as should be expected in a truly fault tolerant system. Currently, SCTP uses multihoming for redundancy purposes only and not for load balancing. Each endpoint chooses a single destination address as the primary destination address, which is used for all new data during normal transmission. Retransmitted data use altemate peer IP address(es). RFC2960 [12] states in Section 6.4 "when its peer is multihomed, an endpoint SHOULD try to retransmit [data] to an active destination transport address that is different from the last destination address to which the [data] was sent." SCTP's current retransmission policy attempts to im-prove the chance of success by sending all retransmissions to an altemate destination address [ll] . The underlying assumption is that loss indicates either that the destination address used is unreachable, or the destination's network path is congested. Hence, SCTP retransmits to an altemate destination address in attempt to avoid another loss of the same data. However, SCTP's current retransmission policy has been shown to actually degrade performance in many circumstances [5] .
Given the analysis in [5] , we evaluate five potential solutions to the problem. Our results show that all five solutions significantly improve performance. For better performance, new data transmissions and retransmissions should be sent to the same peer IP address. We also find that our Multiple Fast Retransmit algorithm further improves performance by reducing the number of timeouts. Since our results assume reachability of all peer IP addresses, we conclude with suggestions for scenarios where failures are possible. We suggest compromising some of the performance improvements to avoid performance degradation during failures.
We begin in Section II by describing the problem with SCTP's current retransmission policy in more detail. Section IU describes five alternative retransmission schemes as potential solutions. We comparatively evaluate these schemes using a simulation methodology described in Section IV. The results and analysis are presented in Section V. Section VI concludes the paper with additional discussion on a couple of our solutions and suggestions for scenarios where failures are possible.
THE PROBLEM
To explain the problem with SCTP's current retransmission policy, we use the example multihoming topology shown in Figure 1 . Hosts A and B are both multihomed. Suppose there exists an SCTP association between them: ( { A l , A z } , {&,E2)). Also suppose that Host A is the sender and B1 is the primary destination. According to RFC2960 [12] , Host A sends all new data to B1 (assuming that B1 is reachable). If any of these data packets are lost, their retransmissions are sent to Bz. Similarly, if any of these retransmissions to Bz are lost, the data packets are retransmitted again to B1. Subsequent retransmissions of the same data continue changing the destination address until the data successfully reaches the peer endpoint -Host B .
Intuition tells us that when the loss conditions are worse on an altemate destination's path than on the primary destination's path, SCTP's current retransmission policy will not perform well. Similarly, we expect that when the conditions are better on an altemate destination's path, performance will improve if the altemate destination is used for retransmissions. However, the results in [SI show that often the latter is not the case.
Analysis in [5] reveals that two features of SCTP contribute to these counter-intuitive results: (1) one time only fast retransmission, and (2) Ka"s algorithm. As in TCP, fast retransmissions and timeouts are the two mechanisms used in SCTP to recover from loss. According to RFC2960 [12] and the SCTP Implementer's Guide [lo] , data that has been fast retransmitted may not be fast retransmitted again. Hence, retransmissions of retransmissions may only be triggered by timeouts.
In current SCTP, all data traffic to the altemate destination are retransmissions, and if lost, must wait for a timeout to be retransmitted again. In and of itself, this requirement is not a problem; the same would be m e if retransmissions used the same destination as the new data transmissions. Unfortunately due to Ka"s algorithm, successful retransmissions to the altemate destination cannot be used to update the round-trip time (RTT) estimation of the altemate destination's path. Timeouts on retransmissions, however, exponentially increase the retransmission timeout (RTO) of the altemate destination's path. The only traffic on the alternate destination's path which can update the RTT estimate are heartbeat probes used to determine destination reachability, but these heartbeats are transmitted infrequently (RFC2960 recommends a jifiered heartbeat interval of once per RTO of the destination address plus a random value between 15-45 seconds.). In many cases, the altemate path's RTO is exponentially increased more frequently than can be reduced by an RTT estimate. The result is an overly conservative (i.e., too large) RTO on the altemate destination's path for the majority of the association. Thus, losses of retransmissions are expected to significantly increase the total transfer time.
POTENTIAL SOLUTIONS

A. Solution 1: Retransmit to Same Destination ,
In this solution, all retransmissions are sent to the same destination as their original transmissions. Alternate destinations are not used until a detection of failure results in failover. Solution 1 ensures that if a timeout occurs, the timeout will be for the destination with a more accurate RTO, thus avoiding unnecessary long delays in retransmission.
Using the same destination for retransmissions has the added advantage that the primary destination's cwnd benefits from successful retransmissions. While a successful retransmission sent to an alternate destination benefits the alternate destination's cwnd, increasing the alternate destination's cwnd is less advantageous since little data is sent to the alternate destination. Furthermore, timeouts on retransmissions sent to an alternate destination delay possible cwnd increases for the primary destination, because the cwnd cannot be increased for any destination until a new cumulative ack arrives at the sender.
The disadvantage of Solution 1 is that fewer packets are successfully transmitted in cases where the primary destination is unreachable. In such cases, lost packets would be continually retransmitted to the primary destination and lost until a failover occurs.
B. Solution 2: Heartbeat Afrer RTO
Solution 2, named Heartbeat After RTO, extends the current retransmission policy. In addition to SCTP's current policy of retransmitting to an alternate destination on a timeout, a heartbeat is sent immediately to the destination on which a timeout occurred. Extra heartbeats provide a mechanism for a sender to update an alternate destination's R l T estimate more frequently, thus resulting in a better RTT estimate on which to base the RTO value.
For example, suppose a packet is lost in transit to the primary destination, and later gets retransmitted to an alternate destination. Also suppose that the retransmission times out. The lost packet is retransmitted again to yet another alternate destination (if one exists; otherwise, the primary). More importantly, a heartbeat is also sent to the alternate destination which timed out. If the heartbeat is successfully acked, that destination acquires an additional RTT measurement to help reduce its recently doubled RTO.
The advantage of Solution 2 over Solution 1 is that an alternate destination is still used for retransmissions.
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Hence, Solution 2 does not lose the chance to successfully transmit some packets when the primary destination is unreachable. The drawback of Solution 2 is that the sender still has few samples to estimate an alternate destination's RlT. So while the R l T estimate is better, it remains a poor estimate.
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C. Solution 3: Rmestamps
Solution 3 introduces timestamps into each packet, thus allowing a sender to disambiguate original transmissions from retransmissions. By removing retransmission ambiguity, K m ' s algorithm can be eliminated, and successful retransmissions on the alternate path can be used to update the RTT estimate and keep the RTO value more accurate. Solution 3 provides more samples for alternate destination(s) to update their R l T estimate.
We designed a 12-byte TIMESTAMP chunk (see Figure 2) that could be included in each SCTP packet. Our timestamp option is modeled after the TCP Timestamp option [8] . The timestamp field is populated by the sender in packets containing DATA chunks. The receiver echoes this timestamp back in the timestamp echo field. Since traffic may be bi-directional, any combination of these two fields may be in use for a given packet. 
IV. METHODOLOGY
We evaluate our five potential solutions using the ns-2 network simulator [2] with an SCTP module [6] available as a patch from the Protocol Engineering Lab at the University of Delaware. Figure 3 illustrates the network topology used: a dual-dumbbell topology whose core links have a bandwidth of IOMbps and a one-way propagation delay of 25ms. Each router, R, is attached to five edge nodes. One of these five nodes is dual-homed node for an SCTP agent, while the remaining four nodes are single-homed and introduce cross-traffic that creates loss for the SCTP traffic.
The links to the dual-homed nodes have a bandwidth of lOOMbps and a one-way propagation delay of 1Oms. The single-homed nodes also have lOOMbps links, but their propagation delays are randomly chosen from a uniform distribution between 5-20ms. The end-to-end oneway propagation delays range between 35-65ms. These delays roughly approximate reasonable Intemet delays for distances such as coast-to-coast of the continental US, and eastem US to/from western Europe. Also, each link (both edge and core) has a buffer size twice the link's bandwidth-delay product.
Fig. 3. Simulation network topology
Our configuration has two SCTP endpoints (sender A, receiver B) on either side of the network, which are attached to the dual-homed edge nodes. A bas two paths, labeled primary and altemate, to B. Each single-homed edge node has eight traffic generators, each introducing cross-traffic based on a Pareto distribution. The cross-traffic packet sizes are chosen to resemble the distribution found on the Intemet: 50% are 44B, 25% are 576B, and 25% are 1500B [I], [7] . The result is an SCTP data transfer over a network with self-similar cross-traffic, which resembles the observed nature of traffic on data networks [9] .
We simulate a 4MB file transfer with different network conditions, controlled by varying the load introduced by cross-traffic. All loss experienced is due to congestion only. The aggregate levels of cross-traffic on each path range from SMbps to 11Mbps. Although we independently control the levels of cross-traffic on each of the core links, the controls for the cross-trafiic on each forward-return path pair are set the same. Each simulation has three parameters: 1) level of cross-traffic (in Mbps) on the primary path 2) level of cross-traffic (in Mbps) on the alternate path 3) retransmission policy (current, or one of the five potential solutions)
v. RESULTS AND ANALYSIS Figure 4 illustrates a set of our results. This figure summarizes results when the primary path experiences a 3% loss rate. The z-axis represents the possible loss rates on the alternate path, ranging from 0% to 10%. The graph compares the time to transfer a 4MB using SCTP's current retransmission policy versus Solution 4 and 5. We omitted Solutions 1, 2, and 3 from Figure 4 for clarity. The interested reader may refer to the color graphs in the appendix of [4] for the complete set of results. Transfers which retransmit to the altemate destination (i.e., Solutions 2, 3, and 4) are grouped by ranges of alternate path loss rates {O%,O-0.5%,0.5-1.5%, 1.5-2.5%, ..., 9.5 -10.5%). The graph depicts the mean and 90% confidence interval for each of these groups. These statistics are calculated using an acceptable error of 10% of the mean. That is, we ran enough simulations to estimate the mean and 90% confidence interval with an acceptable error of at most 10% of the mean. For example, consider the results of the current SCTP retransmission policy in Figure 4 . The value 0.02 on the x-axis indicates that when the alternate path has loss between 1.5 and 2.5%. the time to transfer a 4MB file using current SCTP is ahout 42.8 seconds on average, with the 90% confidence interval being (41.1 -44.5) seconds.
Transfers which retransmit to the same destination (Solutions 1 and 5) never use the alternate path, and therefore are unaffected by (i.e., independent of) the alternate path's loss rate (i.e., the z-axis). These transfer times are represented as a band parallel to the z-axis. This band outlines the upper and lower bounds of the 90% confidence interval. For example, the two horizontal dotted lines which form a band in Figure 4 indicate that using Solution 5 requires an average time of 33.2 seconds with the 90% confidence interval being (32.9 -33.5) seconds.
We collected results for primary and alternate path loss rates 0-10%. Due to space constraints in this paper, we do not include all eleven graphs for the different primary path loss rates, but the trend in Figure 4 is similar to the other graphs (refer to [4] for the complete set of graphs). As Figure 4 shows, Solution 4 improves the performance of SCTP's current policy of retransmitting to an alternate destination. Solutions 2 and 3 (not shown) provide similar improvements. However, retransmitting to the same destination (Solution 1 and 5) yields better performance than Solutions 2-4. The best performance is provided by Solution 5 (see Figure 4) , which combines Solution 1 and 4.
In fact, we observe from analyzing all of our results (including graphs not shown) that retransmitting to the altemate path does not perform better than Solution 5 unless the primary path has at least a 7% loss rate (see Figure 5) , and even then, the benefits are only for relatively low loss rates (3% or less) on the alternate path. These results indicate that the three potential solutions that maintain the current retransmission policy (Solutions 2-4) succeed at improving performance significantly, hut do not provide the best performance. The best performance is provided by Solution 5: the combination of the Retransmit to Same Destination policy with our Multiple Fast Retransmit algorithm. As explained in Section III-E, the Multiple Fast Retransmit algorithm attempts to eliminate timeouts from occurring, but if timeouts do occur, the Retransmit to Same Destination policy ensures that the timeouts occur on the destination with a more accurate RTO.
VI. DISCUSSION AND CONCLUSION
Although our results show that Solution 4 alone improves performance, Solution 4 should only he used together with Solution 1 (i.e., Solution 5) . Using Solution Fig. 5 . 4MB file transfer with 7% loss rate on primary path 4 without Solution 1 may cause spurious Fast Retransmits when the paths have different end-to-end delays. To understand why, suppose that the altemate destination's path has a longer delay than the primacy. Then, new data transmissions sent to the primary destination after retransmissions sent to the altemate destination may arrive sooner at the receiver. Hence, ow Multiple Fast Retransmit algorithm will incorrectly trigger subsequent retransmissions. On the other hand, these spurious retransmissions will not occur if the Retransmit to Same Destination policy of Solution 1 is used.
As explained in Section III-A, retransmitting data to the same destination as the original transmissions has the disadvantage that fewer packets are successfully transmitted if the primary destination becomes unreachable.
The SCTP authors intentionally included a retransmission policy which fully utilizes the network redundancy available on multihomed hosts. The intended benefits of the retransmission scheme assume that loss indicates either that the destination address used is unreachable, or its network path is congested. By retransmitting to an altemate peer IF' address, SCTP attempts to avoid another loss of the same data, and the sender has the opportunity to successfully transmit some data until a failover occurs.
We 
