Abstract. Forman's Discrete Morse theory is studied from an algebraic viewpoint. Analogous to independent work of Emil Sköld-berg we show, that this theory can be extended to chain complexes of free modules over a ring. We provide three applications of this theory:
Introduction
Discrete Morse theory as developed by Forman [5] , [6] allows to construct, starting from a (regular) CW-complex, a new homotopy equivalent CW-complex with fewer cells. In this paper we describe and apply an algebraic version of this theory, which we call 'Algebraic Discrete Morse Theory.' An analogous theory was developed by Sköldberg [11] . We consider chain complexes C • = (C i , ∂ i ) i≥0 of free modules C i over a ring R. A priori we alway fix a basis the C i -the basis elements play the role of the cells in the topological situation. Then applying Algebraic Discrete Morse theory constructs a new chain complex of free R-modules such that the homology of the two complexes coincides.
In Section 2 we describe Algebraic Discrete Morse theory and apply the theory in the remaining sections in three situations.
In Section 3 we consider resolutions of the field k over a quotient A = S/a of the commutative polynomial ring S = k[x 1 , . . . , x n ] in n variables by an ideal a. We construct a free resolution of k as an Amodule, which can be seen as a generalization of the Anick resolution to the commutative case. Our resolution is minimal, if a admits a quadratic Gröbner basis. Also we give an explicit description of the minimal resolution of k, if the initial ideal of a is a complete intersection.
Section 4 considers the same situation in the non-commutative case. We apply Algebraic Discrete Morse theory in order to obtain the Anick resolution of the residue class field k over A = k x 1 , . . . , x n /a from the normalized Bar resolution, where k x 1 , . . . , x n is the polynomial ring in n non-commuting indeterminates, and a is a two-sided ideal with a finite Gröbner basis. This result has also been obtained by Sköldberg [11] . In addition to his results we prove the minimality of this resolution when a is monomial or the Gröbner basis consists of homogeneous polynomials which all have the same degree. In these cases it follows from our results that the Poincaré-Betti series is rational. In particular, we get the rationality of the Hilbert series if a admits a quadratic Gröbner basis.
In Section 5 we give a projective resolution of A as an A⊗A op -module, where again A = k x 1 , . . . , x n /a. Using this resolution we obtain the minimal resolution of A = k[x 1 , . . . , x n ]/ f 1 , . . . f s as an A ⊗ A opmodule, when the initial ideal of f 1 , . . . f s is a complete intersection. In case a = f such a construction was first given by BACH in [4] .
In the Appendix A we derive the normalized Bar and Hochschild resolution as a sample application of Algebraic Discrete Morse theory and in Appendix B we give our proof of this theory.
Algebraic discrete Morse theory
In this section we derive an algebraic version of Discrete Morse theory as developed by Forman (see [5] , [6] ). Our theory is a generalization of results from [2] and an almost identical theory has been developed independently by Sköldberg [11] . Our applications require a slightly more general setting than the one covered in [11] therefore we give a detailed exposition of the theory here and provide proofs in Appendix B.
Let R be a ring and C • = (C i , ∂ i ) i≥0 be a chain complex of free R-modules C i . We choose a basis X = n i=0 X i , such that C i ≃ c∈X i R c. ¿From now on we write the differentials ∂ i with respect to the basis X in the following form:
Given the complex C • and the basis X we construct a directed, weighted graph G(C • ) = (V, E). The set of vertices V of G(C • ) is the basis V = X and the set E of (weighted) edges is given by the rule We often omit the weight and write c → c ′ to denote an edge in E. Also by abuse of notation we write e ∈ G(C • ) to indicate that e is an edge in E. For an acyclic matching M on the graph G(C • ) = (V, E) we introduce the following notation, which is an adaption of the notation introduced in [5] to our situation.
(1) We call a vertex c ∈ V critical with respect to M if c does not lie in an edge e ∈ M; we write
for the set of all critical vertices of homological degree i. 
• is a complex of free R-modules and is homotopy equivalent to the complex C • . In particular, for all i ≥ 0
The maps defined below induce a chain-homotopy between
The proof of Theorem 2.2 is given in the Appendix B. Note that if C • is the cellular chain complex of a regular CW-complex and X is the set of cells of a regular CW-complex, then Algebraic Discrete Morse theory is the part Forman's [5] Discrete Morse theory, which describes the impact of a discrete Morse matching on the cellular chain complex of the CW-complex.
Resolution of the residue class field in the commutative case
Let A = S/a be the quotient algebra of the commutative polynomial ring S = k[x 1 , . . . , x n ] in n indeterminates by the ideal a ¢ S.
The aim of this section is to deduce via Algebraic Discrete Morse theory a new free resolution of the residue class field k ∼ = A/ x 1 , . . . , x n as an A-module from the normalized Bar resolution. We write NB A • = (B i , ∂ i ) i≥ for the normalized Bar resolution of k over A (see Appendix A.1 or [13] ).
¿From now on let a = f 1 , . . . , f s ¢ S be an ideal, such that the set {f 1 , . . . , f s } is a reduced Gröbner basis with respect to a fixed degreemonomial order '≺' (for example degree-lex or degree-revlex). We assume that x 1 ≻ x 2 ≻ . . . ≻ x n and we write G for the corresponding set of standard monomials of degree ≥ 1.
It is well known, that G ∪ {1} is a basis of A as k-vectorspace. Thus for any monomial w in S there is a unique representation
as a linear combination of standard monomials in A. Since we assume that our monomial order is a refinement of the degree order on monomials it follows that a v = 0 for |v| > |w|. Here we denote with |v| the total degree of the monomial v. In this situation we say that v is reducible to − v∈G a v v. Note that since we use the normalized Bar resolution the summand a 1 can be omitted.
Using the described reduction process we write the normalized Bar resolution NB
with differential
for w j w j+1 = a j,1 + ν∈G a j,ν ν, with a j,ν ∈ k,ν ∈ G.
The following convention will be convenient. For a monomial w ∈ S we set m(w) := min{i | x i divides w}. Finally we think of [w 1 | . . . |w i ] as a vector, and we speak of w j as the entry in the j-th coordinate position. Now we describe the acyclic matching on the normalized Bar resolution which will be crucial for the proof of Theorem 3.6. Since all coefficients in the normalized Bar resolutions are ±1 condition (Invertibility) of Definition 2.1 is automatically fulfilled. Thus we only have to take care of the conditions (Matching) and (Acyclicity):
We inductively define acyclic matchings M j , j ≥ 1, that are constructed with respect to the j-th coordinate position. We start with the leftmost coordinate position j = 1. We set
The set of critical cells B
in homological degree l ≥ 1 is given by:
is the set of all [x i |w 2 |w 3 | . . . |w l ], w 2 , . . . , w l ∈ G, that satisfy either → i ≤ m(w 2 ) and x i w 2 is reducible or → i > m(w 2 ).
Assume now j ≥ 2 and M j−1 is defined. Let B M j−1 be the set of critical cells left after applaying M 1 ∪ . . . ∪ M j−1 .
Let E j denote the set of edges in G(NB A • ) that connect critical cells in B M j−1 . The following condition on an edge in E j will define the matching M j .
be an edge in E j . In particular w j = u 1 u 2 . We say that the edge satisfies the matching condition if u 1 is the maximal monomial with respect to '≺' such that
We finally set M := j≥1 M j and we write B M for the set of critical cells with respect to M.
Lemma 3.2. M is an acyclic matching.
Proof. We have already seen that since all coefficients are ±1 the condition (Invertibility) of Definition 2.1 is automatic. Property (Matching) is satisfied by definition of M. Now consider an edge in the matching. Then there exists a coordinate, where the degree of the monomial decreases by passing to the higher homological degree cell. Now since we have chosen a degree-monomial order along any edge in the graph and for any coordinate the degree of the monomial in this positions decreases weakly. Since any cycle must contain a matched edge this shows that there cannot be any directed cycles and (Acyclicity) is satisfied as well.
3.1. An Anick resolution for the commutative polynomial ring. In this subsection we look closer into the Morse complex corresponding to the acyclic matching M from Lemma 3.2. For this we choose the degree-lex order as our fixed monomial order. We write MinGen(in ≺ (a)) for the minimal, monomial generating system of the initial ideal of a with respect to degree-lex.
In order to describe the critical cells for the chosen term order, we first define the concept of a minimal fully attached tuple. Note, that the notation "fully attached" was introduced by Sturmfels (see Example 4.10 and [12] ). 
that contain none of the words:
In order to be able to identify elements of B as basis elements of the Bar resolution we read in a word from B the sequence of letters '][' as '|'. If this convention is applied then any element of B can be read as some [w 1 | . . . |w j ] and corresponds to a basis element in homological degree j. We collect the elements from B which are of homological degree j in B j and call an element of B a fully attached tuple. We claim that there is a bijection between B M and B preserving the homological degree. To see this consider a fully attached tuple [x i 1 |w 2 | . . . |w i ]. Then the definition of a fully attached tuple implies, that either w 2 = x s with It follows, that we have a degree-preserving bijection between B M and the set e I w I ⊂ {1, . . . n} and w ∈ L .
We will use this fact later in order to calculate the multigraded Poincaré-Betti series of k over A (see Corollary 3.8) .
In order to describe the differential, we introduce three reduction rules for fully attached tuples. These reduction rules will be based on the unique Gröbner representation (3.1) which will play role of the basic set of rules:
Note, that w 0 −→ 0 ∈ R is allowed (it happens, if one of the generators f i is a monomial).
We say e 1 can reduced to 
with a = 0 and (ii) e 2 is a fully attached (l − 1)-tuple.
In this case we write e 1
Type III: We say that e 1 can be reduced to e 2 with coefficient c := w 1 (we write e 1
be fully attached land (l − 1)-tuples. We say that e can be reduced to f with coefficient c (e c −→ f ) if there exists a sequence e = e 0 , e 1 , . . . , e r−1 and either (1) an e r , with e r = [u|v 1 | . . . |v l−1 ] = [u|f ], such that e 0 can be reduced to e r with reductions of Type I and III, i.e.
in this case we set c : (2) an e r , such that e 0 can be reduced to e r with reductions of Type I and III and e r can be reduced to f with reduction of Type II, i.e. e 0
There may be several possible reduction sequences leading from e to f and the reduction coefficient may depend chosen sequence. Therefore, we define the reduction coefficient [e : f ] to be the sum over all possible sequences. If there exists no sequence, we set [e : f ] := 0. The complex F • is then given by
Now we have: Proof. The fully attached tuples are exactly the critical cells. The reduction rules describe the Morse differential: As seen before, we have 
which is a reduction of Type I. In Section 4, we will see, that in the non-commutative case our matching on the normalized Bar resolution gives the Anick resolution (for the definition, see [1] ). Therefore one can understand the resolution F • as a generalization of the Anick resolution to the commutative polynomial ring.
If A is endowed with the natural multigrading deg(x i ) = e i ∈ N n the multigraded Poincaré-Betti series of k over A is defined to be
Remark 3.4 implies:
Corollary 3.8. The Poincaré-Betti series of A satisfies
where F (x, t) := w∈L w t |w| counts the words w ∈ L. Here w is treated as the monomial in x 1 , . . . , x n and |w| denotes the length of w. The inequality is an inequality between the coefficients of the power series expansion. To get an explicit form of the multigraded Poincaré-Betti series in this case one only has to calculate the word-counting function F (x, t) of the language L. In this case the multigraded Poincaré-Betti series coincides with the multigraded Poincaré-Betti series of S/ in ≺ (a). Since the Poincaré-Betti series of monomial rings are studied by us in a larger context in [10] we do not give the explicit form here.
The second case, we would like to discuss, is the following: Let a = f 1 , . . . , f s ¢ S be an ideal, such that f 1 , . . . , f s is a reduced Gröbner basis with respect to the degree-lex order and such that the initial ideal in ≺ (a) is a complete intersection. Assume f j = m j + α∈N n f jα x α with leading monomial m j . Since in ≺ (a) is a complete intersection, there exist exactly s minimal fully attached tuples, namely
, for i = 1, . . . , s and m i ∈ MinGen(in ≺ (a)). The rule (3.5) implies t i t j ∈ B, iff m(m i ) ≥ m(m j ). It follows from Remark 3.4, that the set of fully attached i-tuples is in bijection with the set
For f j = m j + α∈N n f jα x α we define
We have the following theorem:
f s is a reduced Gröbner basis with respect to the degree-lex order and such that the initial ideal in ≺ (a) is a complete intersection and A := S/a be the quotient algebra.
Then the following complex is a minimal A-free resolution of the residue class field k and carries the structure of a differential graded algebra: js ).
In particular we have
.
Proof. We only have to calculate the differential: Let [w 1 , . . . , w l ] be a fully attached tuple, such that w j is either a variable or a minimal fully attached tuple. First assume that w j is a variable, i.e. w j = x r j . We prove that w i w j can be permuted to w j w i for all i = j. If w i is a variable, say
is a minimal fully attached tuple, i.e.
, we have
In the first case we have a reduction with coefficient −1 and in the second case with coefficient +1. Therefore it is enough to consider the number of w ′ i s, i < j, which are variables. It follows, that w j can be permuted to the left with coefficient (−1) #{w i | w i variable and w i < lex xr j } . Now let w j be a minimal fully attached tuple, i.e.
Then we have
where
(where
) the exponent α decreases successively up to the element [x p ], with p = max(supp(α)). Therefore we get
We now consider the tuple [w 1 , . . . , w l ]. With the same argument as before one can check, that the minimal fully attached tuple w j can be permuted with coefficient +1 to the right. After a chain of reductions we reach the tuple [w j , w 1 , . . . , w j−1 , w j+1 , . . . , w l ]. Applying Equation (3.6) we get
In order to reach a fully attached tuple we have to permute the variable x p to the correct position. This permutation yields a coefficient (−1) #{w i | w i variable and w i < lex xp} . The bijection between the elements e ir . . . e i 1 t
jq and the fully attached tuples finally implies the coefficient
Therefore our differential has the desired form
jq .
It is easy to see, that this are all possible reductions.
If in ≺ (a) = a then the preceding result about the Poincaré-Betti series cab be found in [7] .
Resolution of the residue class field in the non-commutative case
In this section we study the same situation as in Section 3 over the polynomial ring in n non-commuting indeterminates. In this case the acyclic matching on the normalized Bar resolution is slightly different to the acyclic matching in Section 3 and the resulting Morse complex will be isomorphic to the Anick resolution. These results were independently obtained by Sköldberg [11] . In addition to Sköldberg's results we prove minimality of this resolution in special cases, which give information about the Poincaré-Betti series, and we give an explicit description of the complex if the two-sided ideal a admits a (finite) quadratic Gröbner basis, which proves a conjecture by Sturmfels [12] .
Let A = k x 1 , . . . , x n /a be the quotient algebra of the polynomial ring in n non-commuting indeterminates by a two-sided ideal a ¢ k x 1 , . . . , x n . As before, we assume, that a = f 1 , . . . f s , such that {f 1 , . . . , f s } is a finite reduced Gröbner basis with respect to a fixed degree-monomial order ≺. For an introduction to the theory of Gröbner basis in the non-commutative case see [9] .
Again we have for the product of any two standard monomials a unique (Gröbner-) representation of the form:
The acyclic matching on the normalized Bar resolution is defined as follows: As in the commutative case, we define M j by induction on the coordinate 1 ≤ j ≤ n: For j = 1 we set
The critical cells with respect to M 1 are given by
is the set of all [x i |w 2 |w 3 | . . . |w l ], w 2 , w 3 , . . . , w l ∈ G, that satisfy → x i w 2 is reducible Assume now j ≥ 2 and M j−1 is defined. Let B M j−1 be the set of critical cells left after applaying
Let E j denote the set of edges in G(NB
The following condition on an edge in E j will define the matching M j .
be an edge in E j . In particular w j = u 1 u 2 . We say that the edge satisfies the matching condition if (i) u 1 is a prefix of w j .
The set of critical cells B M j l in homological degree l ≥ 1 is given by
and w j w j+1 is reducible.
With the same proof as in Section 3 we get 
fully attached, if for all 1 ≤ i ≤ l − 2 and each prefix u of v i j+1 w i j+1 the monomial v i j w i j u lies in G. We write B j := {[w 1 , . . . , w j ]} for the set of fully attached j-tuples (j ≥ 2) and
We define the reduction types (Type I, Type II and Type III) and the reduction coefficient [e : f ] for two fully attached tuples e, f in a similar way as in the commutative case (see Definition 3.5). Now we are able to define the following complex:
Note, that the basis elements of F j are exactly the basis elements in the Anick resolution (see [1] ), therefore the complex F • is isomorphic to the Anick resolution. Again we have: Proof. If the Gröbner basis consists of monomials, the situation of Proposition 4.5 is not possible. In the other case there exists a constant l, such that for all w → v ∈ R we have |w| = |v| = l. Assume there exist standard monomials w 1 , . . . , w 4 , and monomials
suffix of w 1 , u 2 suffix of w 2 and w 2 w 3 → w 4 ∈ R. Then we get |w i | < l for i = 2, 3, 4. On the other hand we have w 2 w 3 → w 4 ∈ R and therefore |w 4 | = l. This is a contradiction.
4.2.
The Poincaré-Betti series of k. In this subsection we draw some corollaries on the Poincaré-Betti series of k.
Recall the definition of a fully attached l-tuple: There exist leading monomials m i 1 , . . . , m i l−1 ∈ MinGen(in ≺ (a)), such that for all j = 1, . . . l − 1 there exists a monomial u i j , v i j , w i j ∈ G with m i j = u i j v i j w i j and u i j+1 = w i j . It follows that the fully attached l-tuples are in one to one correspondence with l − 1 chains of monomials (m i 1 , . . . , m i l−1 ) with the condition before. We write again B for the set of all those chains. Now consider the subset
Since we consider only finite Gröbner basis it is clear, that E is finite. We construct a DFA (deterministic finite automaton, see for example [8] ) over the alphabet E, which accepts B. For each letter f ∈ E we define a state f . Each state f is a final state. Let S be the initial state, and Q be a error state. ¿From the state S we go to state f if we read the letter f ∈ E. ). Then we have (f 1 , f 2 ) ∈ B, iff there exists a monomial n ∈ MinGen(in ≺ (a)) with n = uw ′ j 1 and u suffix of w i l+1 . In this case we change by reading f 2 from state f 1 to f 2 . If such a monomial does not exist we change by reading f 2 from state f 1 to the error state Q. The language of this DFA is exactly the set B. This proves that the basis of our resolution F • is a regular language. Since the word-counting function of a regular language is always a rational function (see [8] ) we get in particular the following theorem:
Theorem 4.7. For the Poincaré-Betti series of k over the ring A we have P A k (x, t)(x, t) ≤ F (x, t), where F (x, t) is a rational function. Equality holds iff F • is minimal.
Corollary 4.8. For the following two cases the Poincaré-Betti series of k over the ring A is a rational function:
(1) a admits a Gröbner basis consisting of monomials. [12] )). Let Λ be a graded subsemigroup of N d with n generators. We write its semigroup algebra over a field k as a quotient of the free associative algebra
Suppose that the two-sided ideal J Λ possesses a quadratic Gröbner basis G. The elements in the non-commutative Gröbner basis G are quadratic reduction relations of the form y i y j → y i ′ y j ′ . If w and w ′ are words in y 1 , . . . , y n then we write w j −→w ′ if there exists a reduction sequence of length j from w to w ′ . A word w = y i 1 y i 2 · · · y ir is called fully attached if every quadratic subword y i j y i j+1 can be reduced with respect to G. Let F r be the free k[Λ]-module with basis { E w : w fully attached word of length r}. Let F = r≥0 F r and define a differential ∂ on F as follows: Example 1 (The twisted cubic curve): The Gröbner basis consists of nine binomials:
The minimal free resolution (F, ∂) has the format 
x it e Since x i x j is reduced to −x j x i , if i = j, and each reduction has factor (−1), we got for each reduction the coefficient (−1)(−1) = 1. Since x i x i is reduced to 0, the differential follows.
The following example shows, that even in the case where the Gröbner basis is not finite one can apply our theory: Example 4.12. Consider the two-side ideal a = x 2 − xy . By [9] there does not exist a finite Gröbner basis with respect to degree-lex for a. One can show, that a = xy n x − xy n+1 | n ∈ N and that {xy n x − xy n+1 | n ∈ N} is an infinite Gröbner basis with respect to degree-lex.
If one applies our matching from Lemma with n 1 , . . . , n l ∈ N. By degree-reasons it follows, that the Morse complex is even a minimal resolution. Therefore we get a minimal resolution F • of k over A = k x 1 , . . . x n /a. In this case, this proves that k does not admit a linear resolution and hence A is not Koszul.
application to the acyclic Hochschild complex
Hochschild homology is defined for arbitrary rings. Since we only consider the case A = k x 1 , . . . , x n /a, we introduce the Hochschild homology only for k-algebras of this type. For the general definition see [3] . Our proofs still holds, if A is an R-algebra, where R is a commutative Ring and A is free as an R-module.
Let A = k x 1 , . . . , x n /a be the quotient algebra of a non-commutative polynomial ring by a two-side ideal a. The Hochschild complex HC A • = (HC i , ∂ i ) is defined as follows:
Here A ⊗ A op acts on HC i via
Let W be a basis of A as k-vectorspace, such that 1 ∈ W . Then we can fix a basis of
Here we identify [w 1 | . . .
In [3] it is proved, that HC A
• is a projective resolution of A as an A ⊗ A op -module, called the standard Hochschild resolution, or the acyclic Hochschild complex.
We now consider the normalized acyclic Hochschild complex:
The following complex is called normalized standard Hochschild resolution, which is homotopic to the standard Hochschild resolution (a proof for the homotopy equivalence via algebraic Morse theory is given in the appendix):
(2) The differential is given by (M, A) (see [3] ). Now, let A = k x 1 , . . . , x n / f 1 , . . . , f s be the non-commutative (resp. commutative) polynomial ring in n indeterminates divided by a two-side ideal, where f 1 , . . . , f s is a finite reduced Gröbner basis of a = f 1 , . . . , f s with respect to the degree-lex order. We now give an acyclic matching on the acyclic Hochschild complex, which is minimal in special cases. Let G be the set of standard monomials of degree ≥ 1 with respect to the degree-lex order. In this case the normalized acyclic Hochschild complex is given by:
We apply the same acyclic matching as in Section 4 (resp. Section 3). Since in addition in this case the element [w 1 | . . . |w i ] also maps to (−1)
we have to modify the differential: The reduction-rules are the same as in Section 3, except that the reduction coefficient in Definition 3.5 is (c ⊗ 1) instead of c. In order to define the coefficient we say e can be reduced to f with coefficient c (we write e c −→ f ), where e = (w 1 , . . . , w l ) and f = (v 1 , . . . , v l−1 ) are two fully attached l (resp. l − 1)-tuples, if there exists a sequence of l-tuples e = e 0 , e 1 , . . . , e r−1 such that either there exists:
(1) an l-tuple e r = (u, f ), such that e 0 can reduced to e r with reductions of Type I and III, i.e. Moreover we get similar results to the results from Section 3, 4 about minimality of F • and rationality of the Poincaré-Betti series
from Section 4 (resp. Section 3). As in Section 3 we can give an explicit description of the minimal resolution F • in the following cases:
is the commutative polynomial ring in n indeterminates and f i a reduced Gröbner basis with respect to the degree-lex order, such that the initial ideal is a complete intersection (note, in case s = 1 this resolution was first given by BACH (see. [4] )). (2) A = E, where E is the exterior algebra. Let A = k[x 1 , . . . , x n ]/ f 1 , . . . , f s be the commutative polynomial-ring in n indeterminates, with
Gröbner basis with respect to the degree-lex order, such that x γ i is the leading term (since we start with the normalized Hochschild resolution, the condition α = 0 is no restriction).
Let G = {x α | x α ∈ x γ 1 , . . . , x γs } be the set of standard monomials of degree ≥ 1. We assume that the initial ideal in ≺ (a) = x γ 1 , . . . , x γs is a complete intersection. With the same arguments as in Theorem 3.10 it follows that F • is minimal. We use the same notations as [4] and write
Under these conditions we get the following result:
complete intersection. Then the following complex is a multigraded minimal resolution of A as an A ⊗ A
op -module and carries the structure of a differential graded algebra. Note, that in case A = S/ f this result was first obtained in [4] and our complex coincides with the complex given in [4] . 
If a is the zero-ideal, we get with the same arguments the following special case: In particular we have:
(1 + x i t).
Proof of Theorem 5.2.
The description of the basis of F i follows with exactly the same arguments as for the proof of Theorem 3.10. Since no constant term appears in the differential it suffices to verify that the differential has the given form. First we consider a variable [x i ]. Clearly it maps to (x i ⊗1)−(1⊗x i ).
Next we consider a minimal fully attached tuple w j = x γ i
, where x γ := x m(x γ ) . Then we have:
As in the commutative case the multi-index α decreases successively, but here x β x α x β xα , for x β = x m(x β ) with x β :=
, maps in addition
hence in this case we get:
For a fully attached tuple [w 1 , . . . , w l ], we have to calculate the sign of the permutations. This calculation is similar to the calculation of the sign in the commutative case (see proof of Theorem 3.10) and is left to the reader.
With the bijection between the elements e ir . . . e i 1 t
jq and the fully attached tuples we finally get the following differential:
and the desired result follows.
We now consider the exterior algebra:
i , x i x j + x j x i be the exterior algebra. The following complex is a minimal resolution of E as E ⊗ E op -module:
ir .
In particular we have :
Let S be the commutative polynomial-ring in n indeterminates then we have the following duality:
Proof. The proof is the same as in Example 4.11 from Section 4, with the modified differential.
Appendix A. The Bar-and the Hochschild-complex
In this section, we show how to obtain the normalized Bar-resolution (resp. the normalized acyclic Hochschild complex) via algebraic discrete Morse theory from the Bar resolution (resp. the acyclic Hochschild complex). Again we consider the Bar resolution (resp. the acyclic Hochschild complex) only for k-algebras A, but the proofs still holds for R-algebras A, where R is a commutative Ring and A is projective as an R-module. For the general definition of the Bar resolution (resp. the acyclic Hochschild complex) see [13] chap. 8.1. (resp. [3] , chap.
2.11.).
Let A be a k-algebra and let W be a basis of A as a k-vectorspace such that 1 ∈ W and M an A-module. The Bar-resolution
(1) B i is the free A ⊗ k M-module, generated by the tuples [ 
• is the normalized bar-resolution. Proof. We define the matching M by
if w l := min(j | w j = 1), w l ′ := max(j | w r = 1 for all l ≤ r ≤ j) and l ′ < i and l ′ − l is odd. The invertibility is given, since in both cases the coefficient in the differential is ±1:
It is easy to see, that the other conditions of an acyclic matching are satisfied as well. The critical cells are exactly the desired basis elements and an element [w 1 | . . . |w i ], for which w j = 1 for some j is never mapped to an element [w 1 | . . . |w i ], with w j = 1 for all j. This implies the formula for the Morse-differential.
Let A be a k-algebra and let W be a basis of A as a k-vectorspace such that 1 ∈ W . The acyclic Hochschild-complex 
is given by
The proof is essentially identical to the proof of Proposition A.1.
Appendix B. Algebraic Discrete Morse Theory
In this section we give our prove of the Algebraic Discrete Morse theory (Theorem 2.2). We write Γ ↓ (c, c ′ ) (resp. Γ ↑ (c, c ′ )) for the sum of the weights of all those paths from c to c ′ , for which the first step c → c 1 satisfies c ∈ X
In most cases it will be clear from the context, e.g. if c is critical, whether the first step increases or decreases dimension. Still for the sake of readability we will always equip Γ with the respective arrow.
¿From now on we assume always, that M satisfy the three conditions.
We first prove, that the Morse-differential satisfies
Proof. The proof is by induction over the cardinality of M. In order to prove the induction we assume, that both properties are satisfied for smaller matchings. Let M = {(α, β, [α : β])} be a matching of cardinality 1.
Property (P2):
is not a zero-divisor, and the critical cells are linearly independent we got the desired result:
i+1 be a critical cell. We have to distinguish three cases. Note, that the validity of property (P2) has been established above.
Since ∂ is a differential we are done. 
