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this method needs multiple images taken at different times per day
and a background model in order to separate touching insects.
2.3 Discussion
In conclusion of this review, it seems that most of the existing
approaches are incomplete, since they take into account only one
aspect of the problem (the colour or the shape, the contour or the
region). In consequence, they fail to take into account some
difficulties like the presence of touching insects. In addition, even
the most recent hybrid approaches introduce many parameters not
easy to choose. Consequently, our idea is to combine contour-based
and region-based segmentation approaches to keep the details of
insects, in addition to be able to separate touching insects. Thus, an
automated segmentation method is proposed that can be enough
reliable to initialise candidates for insect identification. Moreover,
we want to introduce an approach with less parameters as possible
and easy to choose, i.e. the choice of these parameters do not
dramatically influence the quality of the results.
3 Proposed approach
3.1 Overview
The proposed method allows the detection of individual and
touching insects in images of a trap, that contain many difficulties
(noises and elements that are not insects), as presented in Fig. 1, by
combining contour-based and region-based segmentation
approaches. The method takes as an input a trap image and it
returns as an output the localisation of each insect (i.e. a bounding
box of each detected insect).
Fig. 2 shows the schematic overview of the proposed method.
First of all, we apply a robust contour detection that we previously
published in [10] to detect the different contours in the input image.
Then, we apply a k-means algorithm to classify the previous
estimated contours into different categories. On this step, our main
contribution is to introduce an adapted criterion: the shape of the
surface included in a closed contour. In fact, the shape is a
significant characteristic to separate the different kinds of elements
in the scene, i.e. it helps to distinguish between contours due to
noises (class 1), contours related to individual insects (class 2) and
contours that contain touching insects (class 3 to k). Moreover, in
comparison to the state-of-the-art methods, in this approach, the
number of classes is automatically selected by using the Elbow
method [35]. After this automated clustering step, the next task
attempts to separate the obtained possible touching insects by
applying a region-based segmentation. The idea is to use the
contours classified into class 3 to k that delimit regions as seeds for
the watershed algorithm [36]. This region-based segmentation part
contains three ordered steps: the contour dilation, the region
merging algorithm and the watershed segmentation. After these
three steps, two results are possible:
i. The watershed algorithm detects two or more regions inside
the contour, thus touching insects will be separated to two or
more insects.
ii. The algorithm detects only one big region and the shape of this
insect is just refined.
The details and the justifications of each step of the proposed
scheme are given in the following subsections. 
3.2 Robust contour detection (first step of the contour-based
segmentation)
In the literature, many contour detectors have been introduced and
the most famous one is Canny operator [1]. More recently, in [10]
the interest of using curvature has been highlighted, since it detects
what we have named ‘curvilinear structures’ that generate a single
response for both lines and edges. Moreover, in [10], we have
shown that using curvature allows to deal with noises. For these
reasons, we use this detector in this work. In details, since the
principal curvatures of a curve at a given point can be
approximated by the eigenvalues of the Hessian matrix, the
Hessian matrix can be used for estimating these principal
curvatures. Then, we compute the difference between these
principal curvatures (i.e. eigenvalues) and we suppose that the
higher the difference, the most interesting the point, i.e. the point is
related to an edge or a line. This computation is done in multi-scale
in order to detect both important structures and small details. We
have to choose the number of scales, NS, and the choice for this
parameter are given in Section 4.2. Finally, the curves are given by
selecting the local maxima in scale space. An example of these
estimated curves is shown in Fig. 3. More details of the approach
can be found in the complete description in [10]. 
3.3 Adaptive k-means clustering (second step of the contour-
based segmentation)
In this paper, we propose to use the contour's convex hull, noted
ℋ, as a criterion for estimating the clustering. To illustrate the
interest of this criterion, we introduce it in a k-means method
Fig. 2  Proposed method – we distinguish the manipulated data (inside
ellipses) from the actions (inside rectangles). The main contributions of the
paper correspond to blue rectangles
Fig. 3  Contour detection
(a) Colour image, (b) Estimated contours

individual insects. If we keep these small regions as seeds, the
watershed algorithm will over-segment the insects in these regions.
Thus, these regions must be merged with the bigger regions to
avoid over-segmentation. This is the goal of the next step of the
algorithm.
3.4.3 Proposed region merging algorithm: The proposed region
merging algorithm, see Algorithm 1 (in Fig. 6), iteratively merges
small regions ri, inside each dilated contour c belonging to the set
of estimated contours C, with the nearest region rn inside the same
contour. Merging two regions consists of linking them by the
shortest segment l between them. This segment has at least one
pixel of thickness. An important fact is that the algorithm must
avoid to merge big regions together (to keep insects separated) and
must avoid to open the closed contours. Thus, the step of merging
is repeated until no small regions, which can be merged, are found.
In this way, small regions will grow progressively until they reach
a maximum size, i.e. A(ri) ≤ T ×ℋ(c)), where A(ri) means the
area of ri and T is a threshold that is empirically selected, see
Section 4.2 to illustrate the influence of this parameter. This
condition avoids the algorithm to merge big regions. In Fig. 5b, we
can see that the estimated contour contains some discontinuities,
see for example the wings of the fly. After the dilation (see
Fig. 5c), the contours are closed but some small regions still
remain, like the region of the legs of the fly. However, after the
merging step, as expected, we can notice that the small regions are
merged with the biggest nearest regions, see, for example, the
white path between the legs and the core of the fly, while the two
insects are not merged together. 
3.4.4 Watershed algorithm: Finally, after merging the small
regions, the watershed algorithm [36] is applied with these merged
regions as seeds in order to obtain an accurate segmentation, i.e. an
accurate separation of insects. The result given in Fig. 5d
highlights the quality of the results that we have obtained in
general on all the tested images.
4 Experimentation
For all the results presenting in this section, we use these coding
colours:
• Green rectangles are insects.
• Blue rectangles indicate noises (herbs, small insects,
reflections).
• Red rectangles correspond to touching insects.
4.1 Illustration of the behaviour of Elbow algorithm
In Fig. 4, we present the results of the Elbow algorithm for two
different images, and with two values of k. More precisely, for the
first image, in Figs. 4a and b, the Elbow is reached for k = 2
whereas, for the second one, in Figs. 4c and d, it is reached for k = 
3. These examples illustrate how it is important to use an adaptive
number of classes and the interest of using the Elbow algorithm.
4.2 Parameter study
In the proposed algorithm, we have to choose these parameters:
• NS: the number of scales used for the contour detection;
• S: the threshold used for the dilation step;
• T: the threshold used for the merging step.
For the contour detection algorithm [10], four scale levels are used
for NS, it is a choice coherent with the recommendations made in
the paper. For the two other parameters, a value has been chosen
empirically by analysing the graphs presented in Fig. 7. More
precisely, to choose the values of S and T, we have used what we
call the segmentation rate of touching insects which is equal to the
number of segmented insects divided by the number of original
insects (ground truth). When, this rate is above 1, it means that the
image is over-segmented, whereas when it is under 1, the image is
under-segmented. Hence, ideally, it has to be equal to 1, and, in this
configuration, it means that the number of segmented insects is
equals to the number of original insects. In consequence, in the
graph, we have to choose the point of intersection of any curve
with the black line (that corresponds to the segmentation rate of
touching insects equals to 1) to avoid under- and over-
segmentations while minimising the dilation (i.e. minimising the
computational cost). For each curve presented in Fig. 7, T has a
fixed value whereas S varies from 50 to 100% of the contour's
convex hull. We show the curves for four different values of T
between 0.02 and 0.15. Finally, the graphs highlight that the best
choice, i.e. the choice that allows to obtain a segmentation rate of
touching insects equals to 1, is S = 80% of the contour's convex
hull and T = 0.1. Consequently, we define small regions as regions
that have at least 10% of the contour's convex hull. 
4.3 Real dataset
We have collected a big number of insect images (almost 100
images with an average of 30 insects per image; see Figs. 8a and
b). These images are collected using moth traps designed by
SiConsult, one of the companies involved in the project (see
acknowledgment for the details). In these images, there are many
insects of varying types and sizes and they are captured under
different illumination conditions. These images contain different
noises or elements that can induce false detections, like the
pheromone cap (see Figs. 8b). As shown, most individual insects
are detected by the proposed method. In addition, the proposed
method separates touching insects in most of the cases. As well, it
avoids over-segmentation of big insects (see Figs. 8a). However, in
some images, such as the image shown in Figs. 8b, the big insects
are over-segmented. Since some big insects have different parts
(like big wings, or thin long paws), the watershed algorithm
considers them as overlapping insects. However, we can imagine
that the recognition step will not recognise these parts of insects as
the insect we want to recognise because the shape is too different. 
Fig. 6  Algorithm 1  proposed region merging algorithm
Fig. 7  Parameter study using 20 images containing 58 groups of touching
insects. We show how S and T have to be fixed in order to have a
segmentation rate of touching insects equals to 1. All the definitions and
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