In this article, for the first time, one develops a nonparametric methodology for an analysis of shapes of configurations of landmarks on real 3D objects from regular camera photographs, thus making 3D shape analysis very accessible. A fundamental result in computer vision by Faugeras (1992) , Hartley, Gupta and Chang (1992) is that generically, a finite 3D configuration of points can be retrieved up to a projective transformation, from corresponding configurations in a pair of camera images. Consequently, the projective shape of a 3D configuration can be retrieved from two of its planar views. Given the inherent registration errors, the 3D projective shape can be estimated from a sample of photos of the scene containing that configuration. Projective shapes are here regarded as points on projective shape manifolds. Using large sample and nonparametric bootstrap methodology for extrinsic means on manifolds, one gives confidence regions and tests for the mean projective shape of a 3D configuration from its 2D camera images. * Research supported by National Science Foundation Grant DMS-0652353 and by National Security Agency Research Grant H98230-08-1-0058 † Research supported by National Science Foundation Grants CCF-0514743 and DMS-0713012 1 Keywords pinhole camera images, high level image analysis, 3D reconstruction, projective shape, extrinsic means, asymptotic distributions on manifolds, nonparametric bootstrap, confidence regions.
Note that in our notation, the superscripts are reserved for the components of a point, whereas the subscripts are for the labels of points. The projective coordinate(s) of x are given by the point [z 1 (x) : · · · : z m+1 (x)] ∈ RP m .
Projective geometry and image acquisition in ideal digital cameras.
An introduction to the geometry pinhole camera principle can be found in 3D-Vision texts including Ma et. al.
(2006), Hartley and Zisserman (2004) [13] , Birchfeld (1998) [4], etc. In this section we give such a description in our projective geometry notation. Ideal pinhole camera image acquisition can be thought of in terms of a central projection
is given by
where f is the focal length, i.e. the distance from the image sensor or film to the pinhole or principal plane of the lens RP 2 , which is the complement of the domain of β in RP 3 . In homogeneous coordinates [x : y : z : w], [u : v : t] the perspective projective map β can be represented by the matrix B ∈ M (3, 4; R) given by:
Digital cameras image acquisition is based on a slightly different projective transformation, that in addition takes into account internal camera parameters such as pixel aspect ratio, skewness parameter and principal point (origin of image coordinates in the principal plane). For such cameras, the projective map (2.12) is altered by a composition with a matrix accounting for camera internal calibration parameters. If we also take into consideration the change of coordinates between the initial and current camera position involving a roto-translation (R, t) ∈ SO(3) × R 3 , the projective map of a pinhole camera image acquisitionπ is associated with the matrix:
where k u and k v are scale factors of the image plane in units of the focal length f, and θ = cot −1 k c is the skew, and
is the principal point. The matrix A contains the internal parameters and the projection map (2.12), while E contains the external parameters. The columns of the matrixB are the columns of a 3 × 3 matrix P followed by a 3 × 1 vector p:
so that (2.15) P = AR and p = At.
Essential and fundamental matrices
Consider now two positions of a camera directed at a point [u] ∈ RP 3 , and the projective points associated with its images taken at these locations of the camera, m a = [u a ] ∈ RP 2 , a = 1, 2, where u 1 , u 2 ∈ R 3 \{0}. If we assume the camera's internal parameters are known ( camera is calibrated), then, with respect to the camera's coordinates frame at each position, we may assume C int = I 3 .
Since the lines joining the two locations of the camera optical center with the image points meet at Assume we refer all the points to one coordinate system, say the coordinate system of the second position of the camera. The position vectors of first and second image points are t + Ru 1 , respectively u 2 , and and the vector from one optical center to the other is t. Here the change of coordinates between the Euclidean frames corresponding to the two camera positions is given by a roto-translation (R, t) ∈ SO(3) × R 3 . The three vectors above are directions of lines in the epipolar plane, therefore
By defining t × as the matrix associated with the linear operator y → t × y we can rewrite the equation (2.16) as
where E = t × R is the so called essential matrix.
If the camera is uncalibrated, then the matrices A 1 = A 2 = A in (2.15) containing the camera internal parameters, yield the homogeneous pixel coordinates:
and we obtain
where
, with E the essential matrix in (2.17) is the so called fundamental matrix. The fundamental matrix depends only on the relative position of the two cameras, and on their internal parameters. It has rank two, depending on seven real constants.
Reconstruction of a 3D scene from two of its 2D images.
If we select conveniently the coordinates for the first camera position, and also incorporating the internal parameters, we may assume that the matrix associated withβ 1 in equations (2.3) and (2.13) is B 1 = (I|0), and the fundamental matrix factors as follows : 
it follows that v 2 , Rv 1 , t are linearly dependent and we may assume that Rv 1 = bv 2 − at. Moreover, since v 1 is defined up to a scalar multiple, we may assume that Rv 1 = v 2 − at, and define 
The above discussion proves the following theorem (Faugeras(1992) 
Estimation of the fundamental matrix.
Since equation (2.21) is homogeneous as a linear equation in F, and F has rank two, this matrix depends on seven independent parameters. Therefore, in principle, F can be recovered from corresponding configurations of seven points. Due to the fact that the nature of digital imaging data is inherently discrete and errors occur also in landmark registration, F can be estimated using configurations of eight or more points p a,i , a = 1, 2, i = 1, . . . k, k ≥ 8, whose stacked homogeneous coordinates are the k × 3 matrices y a , a = 1, 2. The linear system for F is
and can be written as
where f is a vectorized form of F. Mardia (2006, 2007) . . , e N be the canonical basis of R N and assume (e 1 (p), e 2 (p), . . . , e k (p)) is an adapted frame field around
is the extrinsic covariance matrix of Y with respect to (f 1 (µ J ), ..., f d (µ J )). The projective shape space P Σ k m is homeomorphic to M = (RP m ) q , q = k −m−2. RP m , as a particular case of a Grassmann manifold, is equivariantly embedded in the space S(m+1) of (m+1)×(m+1) symmetric matrices ( Dimitric (1996) ) via j :
given by
Patrangenaru (2001) and Mardia and Patrangenaru (2005) considered the resulting equivariant embedding of the projective shape space
where x s ∈ R m+1 , x T s x s = 1, ∀s = 1, ..., q.
REMARK 4.1. The embedding j k in (4.4) yields the fastest known computational algorithms in projective shape analysis. Basic axial statistics related to Watson's method of moments such as the sample mean axis ( Watson(1983))
and extrinsic sample covariance matrix (Prentice(1984) ) can be expressed in terms of j m+3 = j.
A random projective shape Y of a k-ad in RP m is given in axial representation by the multivariate random axes
From Bhattacharya and Patrangenaru (2003) or Mardia and Patrangenaru (2005) it follows that in this multivariate
axial representation of projective shapes, the extrinsic mean projective shape of (Y 1 , . . . , Y q ) exists if ∀s = 1, . . . , q, the largest eigenvalue of E(X s (X s ) T ) is simple. In this case µ j k is given by
where λ s (a) and γ s (a), a = 1, . . . , m+1 are the eigenvalues in increasing order and the corresponding unit eigenvector 
REMARK 4.2. Some of the results in this section are given without a proof in Mardia and Patrangenaru (2005). For reasons presented in Remark 4.3 we give full proofs of these results.
To determine the extrinsic covariance matrix (4.2) of (4.5), we note that the vectors f (s,a) = (0, . . . , 0, γ s (a), 0, . . . , 0), (4.10) with the only nonzero term in position s, s ∈ 1, q, a ∈ 1, m, yield a basis in the tangent space at the extrinsic mean T µj k (RP m ) q , that is orthonormal with respect to the scalar product induced by the embedding j k . The vectors e (s,a) , ∀s ∈ 1, q, ∀a ∈ 1, m, defined as follows: ,a) ).
form an orthobasis of T j k (µj k ) (RP m ) q . We complete this orthobasis to an orthobasis of q-tuples of matrices (e i ) i∈I Let Σ be the covariance matrix of j k (Y 1 , . . . , Y q ) regarded as a random vector in (S(m + 1)) q , with respect to this standard basis, and let P =:
follows that the extrinsic covariance matrix of (Y 1 , . . . , Y q ) with respect to the basis (4.10) of 
Therefore, for q ≥ 1 the group (SO(m + 1)) q acts as a group of isometries of (RP m ) q and also (4.14)
The map j k is equivariant with respect to this action since
be the set of all matrices of rank 1 in S + (m + 1). Note that M is the direct product of q copies of M m+1 1
. Recall that (4.16)
From the equivariance of j k , w.l.o.g. ( without loss of generality ) we may assume that
where ∀s = 1, ..., q, ∀a = 1, ..., m + 1, g a (s) = e a are the eigenvectors ofD s .
It is obvious that if V is the sample mean of V r , r = 1, . . . , n, then
Therefore w.l.o.g. we may assume that (4.18) g s (a) = e a , ∀s = 1, . . . , q, ∀a = 1, . . . , m + 1, 
which is (4.13) expressed in the selected basis, thus proving the Lemma
The proof of Theorem 4.1 is elementary following from Lemma 4.1, and from the observation that V 1 has a multivariate distribution with a finite covariance matrix Σ since (RP m ) q is compact. For n large enough, V has approximately a multivariate normal distribution N (µ, 1 n Σ) and from the delta method ( Fergusson 1996, p.45 ) , it follows that (4.21)
The range of the differential d µ P is a subspace of
is degenerate. If we decompose S(m + 1))
⊥ into tangent and normal subspaces, then the covariance matrix of the tangential marginal distribution of tanP (V ) is 1 n Σ E , which is nondegenerate because the generalized extrinsic covariance is given by the determinant det(Σ E ) = Π q s=1 λ s (a), which is positive. Because V is a strongly consistent estimator of µ, and S n is a strongly consistent estimator of Σ, from Slutsky's theorems (Fergusson, 1996, p.42) it follows that G n in (4.13) is a strongly consistent estimator of Σ E .
T be the random vector whose components are the components of tanP (V ) w.r.t.
the basis e ( s, a)(D) which is given in the proof of Lemma 4.1. Since G n is a consistent estimator of Σ E , it fol-
n U converges to a N (0, I mq ) -distributed random vector, and Z T n Z n converges to a random variable with a chi-square distribution with mq degrees of freedom. If one uses the equivariance again, one gets
, which completes the proof of Theorem 4.1
In preparation for an asymptotic distribution of Y j k ,n we set
. . , q, we define a Hotelling's T 2 type-statistic T (Y j k ,n ; µ j k ), and implicitly the bootstrap approximation of this statistic. 
