We propose a procedure which allows one to construct local symmetry generators of general quadratic Lagrangian theory. Manifest recurrence relations for generators in terms of so-called structure matrices of the Dirac formalism are obtained. The procedure fulfilled in terms of initial variables of the theory, and do not implies either separation of constraints on first and second class subsets or any other choice of basis for constraints.
Introduction
Relativistic theories are usually formulated in manifestly covariant form, i.e. in the form with linearly realized Lorentz group. It is achieved by using of some auxiliary variables, which implies appearance of local (gauge) symmetries in the corresponding Lagrangian action. Investigation of the symmetries is essential part of analysis of both classical and quantum versions of a theory. Starting from pioneer works on canonical quantization of singular theories [1] [2] [3] , one of the most intriguing problems is search for constructive procedure which allows one to find the local symmetries from known Lagrangian or Hamiltonian formulation [4] [5] [6] [7] [8] [9] [10] . For a theory with first class constraints only, the problem has been discussed in [4, 5] . Symmetry structure (classification and proof on existence of irreducible complete set of gauge generators) for a general singular theory has been obtained in [6] [7] [8] . In particular, it was shown how one can find irreducible complete set of Hamiltonian gauge generators for general quadratic theory [7] , as well as for general singular theory [8] .
In the present work we propose an alternative to [7] procedure to construct Lagrangian local symmetries for the case of general quadratic theory 1 . Total number of independent symmetries (see Sect. 5), which can be find by using of our procedure, coincides with number of Lagrangian multipliers remaining undetermined in the Dirac procedure (completeness of the set will not be discussed here). Our method is based on analysis of Noether identities in the Hamiltonian form, the latter has been obtained in our works [9, 10] . Some characteristic properties of our procedure are: 1) The procedure do not requires separation of Hamiltonian constraints on first and second class subsets, which is may be the most surprising result of the work.
2) The procedure do not requires choice of some special basis for constraints. 3) All the analysis is fulfilled in terms of initial variables.
To describe final result of the work, let us fix some notations. We consider singular Lagrangian theory (A = 1, 2, · · · [A])
According to Dirac [1] , Hamiltonian formulation of the theory is obtained as follow. 
By definition, Hamiltonian formulation of the theory (1) is the following system on extended phase space with the coordinates (q A , p A , v α ):
where { , } is the Poisson bracket, and
Hamiltonian has the structure
The variables v α are called Lagrangian multipliers to the primary constraints. It is known [11] that the formulations (1) and (2) are equivalent. Second stage of the Dirac procedure consist in analysis of 2-stage equations {Φ α , H} = 0, the latter are algebraic consequences of the Hamiltonian equations. Some of the equations can be used for determining of a subgroup of Lagrangian multipliers in an algebraic way. Among the remaining equations one takes functionally independent subsystem, the latter represent secondary Dirac constraints Φ α 2 (q A , p j ) = 0. They imply third-stage equations, an so on. We suppose that the theory has constraints up to at most N stage:
Using these notations, main result of our work can be described schematically as follows. Let Φ α s−1 be constraints of (s − 1)-stage of the Dirac procedure. On the next stage one studies the equations {Φ α s−1 , H} = 0 for revealing of s-stage constraints. Under the above mentioned restriction, s-stage Dirac functions {Φ α s−1 , H} can be rewritten in the form
In particular, the representation is true for general quadratic theory. Here π 
where generators R are specified in terms of the structure matrices in an algebraic way. As it will be shown in Sect.5, the head of the chain R (s−2) has simple algebraic interpretation as a projector on "a-subspace" of the column (3). We present manifest form of the symmetries in terms of the structure matrices (see Eq. (36) (3) . Using the normal form, we analyse the generating equations in Sect. 4. In Sect. 5 we obtain algebraic solution of the generating equations for the case of general quadratic theory. Proof of some statements is omitted and can be find in [13] .
Generating equations for gauge symmetry generators
Let us consider infinitesimal transformation
where parameter ǫ(τ ) is arbitrary function of time τ , and it was denoted
The transformation is local (or gauge) symmetry of an action S, if it leaves S invariant up to surface term δL = d dτ ω, with some functions ω(q, ǫ). Local symmetry implies appearance of identities among equations of motion of the theory. For a theory without higher derivatives and generators of the form R (p)A (q,q), the identities were analyzed in some details in our work [10] . First order form (that is the identities on configuration-velocity space), and then Hamiltonian form of the identities have been obtained. Necessary and sufficient conditions for existence of local symmetry of the Lagrangian action can be formulated on this ground. Namely, the Hamiltonian identities can be considered as a system of partial differential equations for the Hamiltonian counterparts of the functions R (p)A (q,q). The equations has been obtained in [10] starting from hypothesis that the action is invariant, and by substitution of the velocities v i (q A , p j , v α ) into the first order identities, that is as necessary conditions for existence of gauge symmetry. As it was explained in [12] , this substitution is change of variables on configuration-velocity space, which implies that the resulting Hamiltonian equations represent sufficient conditions also. In the present work we propose pure algebraic procedure to solve these equations. So, let us present the sufficient conditions in a form convenient for subsequent analysis.
For given integer number s, let us construct generating functions T (p) , p = 2, 3, . . . , s according to the recurrence relations (T (1) = 0)
where 
hold. Using these Q, let us construct the Hamiltonian functions
and then the Lagrangian functions
Then the transformation (4) is local symmetry of the Lagrangian action.
Some relevant comments are in order.
1) From Eq. (7) it follows that only R (p)α -block of the Hamiltonian generators is essential quantity. On this reason, only this block will be discussed below.
2) Hamiltonian generators (7) can be used also to construct a local symmetry of Hamiltonian action. Expressions for the transformations δq A , δp A , δv α can be find in [10] . Let us point that construction of Lagrangian and Hamiltonian symmetries are not exactly equivalent tasks, see [10] . Our statement gives sufficient conditions for both symmetries.
3) Search for the symmetry (4) (the latter involves derivatives of the parameter ǫ up to order s − 2 ) is directly related with s-stage of the Dirac procedure. Actually, in Sect. 4 we demonstrate that the coefficients Q (p) , p = 2, 3, . . . , s can be chosen in such a way that each generating function T (p) is linear combination of constraints Φ α k of the stages k = 2, 3, . . . , p.
In particular, of the equation
Note that it implies analysis of second-stage Dirac functions {Φ α , H}. 3-stage symmetries
of the equations (coefficients Q of different stages are independent)
and so on. In a theory with at most N-stage Dirac constraints presented, the procedure stops for s = N + 1, see Sect. 5 below.
5)
Since the generating equations (6) do not involve the momenta p α , one can search for solutions in the form
. As a result, Hamiltonian generators do not depend on p α . In this case, passage to the Lagrangian first order formulation is change of variables [12] :
. This change has been performed in Eq. (8).
Normal form of p-stage Dirac functions
As it was discussed in the previous section, expression for generating function T (k) involve the Dirac functions {Φ αp , H}, p = 1, 2, . . . , k − 1. One needs to know detailed structure of them to solve the generating equations. Let us point that this part of analysis is, in fact, part of the Dirac procedure for revealing of higher-stage constraints. The only difference is that in the Dirac procedure one studies the equations {Φ αp , H} = 0, where constraints and equations for Lagrangian multipliers of previous stages can be used. Since our generating equations must be satisfied by Q for any q, p, v, one needs now to study the Dirac functions outside of extremal surface. Below we suppose that matrices of the type {Φ αp , Φ α } have constant rank in vicinity of phase space point under consideration. In particular, it is true for quadratic theory. In this section we describe an induction procedure to represent p-stage Dirac functions in the normal form convenient for subsequent analysis, see Eq.(18) below. On each stage, it will be necessary to divide some groups of functions on subgroups. Let us start with detailed analysis of second stage, with the aim to clarify notations which will be necessary to work out p-stage Dirac functions and the corresponding generating equations. 
is invertible. For any matrix K, the inverse matrix is denoted as K:
The matrix K is a kind of conversion matrix which transforms the index 1 into 1, the latter is naturally divided on two groups 1 → 1 = (2, 2). Since K (2) 2 1 △ (2)11 ′ = 0, the conversion matrix can be used to separate the Dirac functions on v-dependent and v-independent parts
Here it was denoted
Let us analyze the functions π 2 (v 1 ). By construction, the matrix X has maximum rank equal 2 . Without loss of generality, we suppose that from the beginning v 1 has been chosen such that the rank columns appear on the left: X (2)21 = (X (2)22 , X (2)22 ). So, the Lagrangian multipliers are divided on two groups
where Λ (2) Let us analyze the functions Φ 2 in Eq. (13) . By construction, they depend on the phase space variables z 1 ≡ (q A , p j ). According to Dirac, functionally independent functions among Φ 2 are called secondary constraints, and the equations Φ 2 = 0 can be used to express a part z 2 of the phase space variables z 1 = (z 2 , z 2 ) in terms of z 2 . Let us suppose
Then Φ 2 can be identically rewritten in the form [13] 
where index 2 is divided on two groups 2 = (2,2), and Φ 2 are functionally independent.
Substitution of this result into Eq.(13) gives the normal form of second-stage Dirac functions
where A is invertible matrix , and functions π 2 (v 1 ) are given by Eq.(14). In the process, "Evolution" of the index 1 of previous stage during the second stage can be resumed as follow: it can either be divided on two subgroups: 1 = (2, 2), or can be converted into 1 and then divided on three subgroups: 1 → 1 = (2, 2,2). Similar notations are used for higher stages: on some stage p, index p − 1 of previous stage can be divided on two subgroups p − 1 = (p, p). Index p − 1 of previous stage can be converted into p − 1 and then divided on three subgroups
p-stage Dirac functions. Similarly to p = 2 case discussed above, higher stage Dirac functions can be identically rewritten in the normal form. Let Φ 1 , Φ 2 , . . . , Φ p−1 is set of constraints and π 2 , π 3 , . . . , π p−1 is set of equations for Lagrangian multipliers of previous stages. Then
where the matrix A (p)p−1 p−1 (z 1 ) is invertible, Φ p are functionally independent and can be identified with p-stage constraints, Φ k , k = 1, 2, . . . , p are functionally independent functions also (note that the primary constraints are included). B, C, D are linear homogeneous functions of indicated variables, for example
Proof can be done by induction over number of stage p, and is presented in [13] . It is easy to see that our definition of p-stage constraints is equivalent to the standard one. Division on subgroups has been made in accordance with properties of the system (18), which determines dimensions of the subgroups. In particular,
Number of independent (but possibly reducible) p-stage symmetries, which can be find by our procedure, coincides with the defect [p], see below.
Normal form of generating functions T (p)
Here we describe procedure to rewrite the set of s-stage generating functions (5) in the normal form (27), that is as combination of constraints. Let us start from analysis of lower stages.
Normal form of second-stage generating function. Using Eq.(17) one immediately obtains the desired result
where the coefficients Q (2)1 (q A , p j ) have been chosen as follow
and Q (2)2 , Q (2)2 remain arbitrary. Taking further Q (2)2 = 0, one obtains solution (19), (20) of second-stage generating equation (9) . According to Statement 1, one writes out immediately 2 independent local symmetries of the Lagrangian action, see Sect. 5. Number of secondstage symmetries coincides with the defect of second-stage system (17). The symmetries are specified by second-stage structure matrix A (2) .
Normal form of third-stage generating functions. One has the set
where the coefficients
are some functions. As in the previous case, making the choice (20), one writes T (2) in the normal form (19). Using this expression for T (2) , as well as Eq. (18), one obtains the following expression for T
where
Then the following choice
with arbitrary functions Q (2)3 , Q (3)2 , gives T (3) in the normal form:
Thus the normal form for third-stage generating functions is supplied by special choice of Q (2)1 , Q (3)1 . The coefficients have been divided on the following groups:
To describe structure of the groups, it is convenient to use the following triangle table
Writting out such a kind tables below, we omite the conversion matrices and write arbitrary coefficients Q k instead of Q k in central column of the table. Then the central column and columns on r.h.s. of it represent coefficients which remains arbitrary on this stage. The coefficients 
Choice of Q (p)1 , which supplies the normal form, can be described as follows: a) For any k = 2, 3, . . . , s, n = 1, 2, . . . , (s + 1 − k), Q (k)n is divided on three subgroups with help of the structure matrix of (n + 1)-stage A (n+1)
where for any k = 2, 3, . . . , s, n = 2, 3, . . . , (s + 2 − k)
and B, C, D are structure matrix of the Dirac procedure, see Eq.(18). Eqs. (29), (30) imply
b) The coefficients Q (k)n +1 , k = 2, 3, . . . , s, n = 1, 2, . . . , (s + 1 − k) remain arbitrary.
c) The coefficients Q (s+2−n)n , n = 2, 3, . . . , s remain arbitrary.
Let us confirm that the recurrence relations (29), (30) actually determines the coefficients. According to the statement, Q (p)1 is converted into Q (p) 1 , and then is divided on subgroups Thus one needs to kill this term, which can be easily achieved in a theory with all the structure matrices A (see Eq. (18)) being numerical matrices. It happens, in particular, in any quadratic theory (then all the structure matrices A, B, C, D in Eq.(18) turn out to be numerical matrices). We analyse this case in the present section. For the case, it is consistent to look for solutions with Q = const, then the second term in Eq. (29) disappears, and the generating equations (6) are trivially satisfied.
Thus for any quadratic Lagrangian theory it is sufficient to take elements of central column of the triangle (32) be zeros, and elements on r.h.s. of it be arbitrary numbers, to obtain some local symmetry of the Lagrangian action (4), (8) .
Let us discuss particular set of generators constructed as follows. On stage s of the Dirac procedure, one takes s′ sets of Q (2)s , namely Q 
s ′s = δs ′s , Q (p)k = 0, p = 2, k = s, while others coefficients can be find from Eqs.(27), (29), the latters acquire the form (k = 3, 4, . . . , s, n = 2, 3, . . . , s + 2 − k)
It gives a set of s-stage local symmetries (4), number of them coincides with defect s′ of s-stage system (18)
Higher-derivative terms have the structure δsq 1 = ǫs + . . .).
Using Eqs. (35), it is not difficult to write manifest form of lower-stage symmetries for general quadratic Lagrangian action, namely Second-stage symmetries
Third-stage symmetries 
Thus the structure matrices A, B, C, D of the Dirac procedure determine independent local symmetries of general quadratic Lagrangian action. Number of the symmetries coincides with number of Lagrangian multipliers remaining arbitrary in the end of Dirac procedure. Surprising conclusion following from the present analysis is that search for gauge symmetries of quadratic theory do not requires separation of the Dirac constraints on first and second class subsets. We have used rank properties of the matrices {Φ 1 , Φ p } only, whereas structure of the brackets {Φ k , Φ p }, k, p > 1 turns out to be irrelevant for the process.
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