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The RLC circuit with a diode
Example
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The RLC circuit with a diode
Example
◮ Kirchhoff laws :
vL = vC
vR + vD = vC
iC + iL + iR = 0
iR = iD




◮ ”branch constitutive equation” of the diode

















The RLC circuit with a diode
Example





















vD = vL − RiD
0 ∈ F(vD , iD)









= iD , y
∆






ẋ = Ax + Bλ, x ∈ IRn, λ ∈ IRm
y = Cx + Dλ































i(t) = is exp(−
v(t)
α
− 1) 0 6 i(t) + b ⊥ v(t) + a > 0


















Why a nonsmooth modeling ?
◮ To avoid stiff nonlinear models by using ideal constraints.






































































































ẋ = Ax + Bλ, x ∈ IRn, λ ∈ IRm
y = Cx + Dλ
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1/R 1/R −1 0
1/R 1/R 0 −1
1 0 0 0






















A typical example of nonsmooth systems






ẋ = Ax + Bλ, x ∈ IRn, λ ∈ IRm
y = Cx + Dλ
0 6 y ⊥ λ > 0
(5)
with A ∈ IRn×n, B ∈ IRn×m

































A slightly more general class of nonsmooth systems






ẋ = Ax + Bλ, x ∈ IRn, λ ∈ IRm
y = Cx + Dλ
−y ∈ NK (λ)
(6)
where K is a convex set and NK (λ) stands for the normal cone to K taken
at λ
Usual examples for K
◮ K = Rm, then we obtain linear time invariant DAE
− y ∈ NRm (λ) ⇐⇒ y = 0, λ ∈ R
m (7)
◮ K = Rm+, then we obtain Linear Complementarity Systems (LCS)
− y ∈ NRm+ (λ) ⇐⇒ 0 6 y ⊥ λ > 0 (8)
◮ K = [−1, 1]m, then we obtain linear relay systems ( related to
Filippov’s DI and sliding mode control).

















Objectives of my talk
◮ Understand what can be the nature of the solutions (uniqueness,
smoothness).
◮ How perform the numerical time–integration ?
◮ Open issues for the time–integration of large dynamical systems






































Definition (Linear Complementarity Systems (LCS))






ẋ = Ax + Bλ
y = Cx + Dλ
0 6 y ⊥ λ > 0
(10)

















The notion of relative degree. Well-posedness
Definition (Relative degree in the SISO case (m = 1))
Let us consider a linear system in state representation given by the
quadruplet (A, B, C , D) ∈ IRn×n × IRn×1 × IRm×n × IR:
(
ẋ = Ax + Bλ
y = Cx + Dλ
(11)
In the Single Input/ Single Output (SISO) case (m = 1), the relative
degree r is defined by the first non zero Markov parameter :

















The notion of relative degree. Well-posedness
Definition (Uniform relative degree in the MIMO case (m > 1))
Let us consider a linear system in state representation given by the
quadruplet (A, B, C , D) ∈ IRn×n × IRn×m × IRm×n × IRm×m:
(
ẋ = Ax + Bλ
y = Cx + Dλ
(11)
In the multiple input/multiple output (MIMO) case (m > 1), an uniform
relative degree is defined as follows:
◮ If D is non singular, the relative degree is equal to 0.
◮ If D = 0, it is assumed to be the first positive integer r such that
CAiB = 0, i = 0 . . . r − 2 (12)
while
CAr−1B is non singular. (13)

















The notion of relative degree. Well-posedness
Interpretation with the Markov parameters
The Markov parameters arise naturally when we derive with respect to
time the output y ,
y = Cx + Dλ
ẏ = CAx + CBλ, if D = 0
ÿ = CA2x + CABλ, if D = 0, CB = 0
. . .
y (r) = CArx + CAr−1Bλ, if D = 0, CB = 0, CAr−2B = 0, r = 1 . . . r − 2
. . .
and the first non zero Markov parameter allows us to define the output y

















The notion of relative degree. Well-posedness
Interpretation in terms of differential index of DAE







ẋ = Ax + Bλ
y = Cx + Dλ
y = 0
(11)
If the uniform relative degree of the quadruplet (A, B, C , D) is r , then the

















The notion of relative degree. Well-posedness







x (t) = λ(t) − 1,
y(t) = x(t)
0 6 y(t) ⊥ λ(t) > 0
(12)
with the initial conditions, x(0) = x0 > 0, ẋ(t0) = ẋ0, ẍ(t0) = ẍ0.
◮ the relative degree r is obviously 3, since y (3) =
...
x = λ − 1
◮ since x0 > 0 satisfies the constraint, the function x : [0, T ] → IR is

















The notion of relative degree. Well-posedness
Example (Third relative degree LCS)
Let us consider the dynamics at t∗ when the constraint y = x > 0
becomes active, i.e., x(t∗) = 0,
◮ If ẋ(t−∗ ) > 0, the system will instantaneously leaves the constraints
with ẋ(t+∗ ) = ẋ(t
−
∗ ) > 0.
◮ If ẋ(t−∗ ) < 0, the velocity ẋ needs to jump to respect the constraint
in t + ∗+. (B.V. function)
◮ If ẋ(t−∗ ) < 0, ẍ(t
−
∗ ) < 0, the velocity and the acceleration need to
jump to respect the constraint in t+. (Dirac + B.V. function )
➜ In the latter case,
...
x and λ must be considered as derivative of Dirac
distribution.
Well–posedness for r > 1
What is the meaning of λ > 0 when λ = δ(r−1)
◮ If the initial conditions do not satisfy the constraints, the relative
degree r > 1 needs a rigorous definition of the sign of a distribution.
(see[Acary et al., 2008] for details)
➜ In this talk, we will focus on LCS of relative degree r 6 1. The passive


















The notion of relative degree. Well-posedness
Example (The relative degree not sufficient [Heemels and
Brogliato, 2003])






ẋ = −x + λ
y = x − λ
0 6 y ⊥ λ > 0
(12)
This system is strictly equivalent to
ẋ =
(
−x , if x > 0
0, if x > 0
(13)
which leads to non existence of solutions for x(0) < 0 and to non

















The notion of relative degree. Well-posedness
Possible further assumptions for existence and uniqueness
◮ The Rational Complementarity problem [Heemels, 1999, Camlibel,
2001, Camlibel et al., 2002]. The P-matrix property plays henceforth
a fundamental role and provides the existence of global solution of
the LCS in the sense of Caratheodory.
◮ For the relative degree r = 1 case, ∃P > 0, such that PB = CT . A
standard monotone differential inclusion is retrieved such that
− [ż + f (z, t)] ∈ A(z) (12)
where A is a maximal monotone operator and f Lipschitz continuous.
➜ Existence and uniqueness of a solution u ∈ C0 and u̇ ∈ L∞.



















Mainly when Bλ singleton
◮ D positive definite (relative degree 0)
◮ D is a P-matrix
◮ D is a co-positive matrix
Absolutely continuous solutions
◮ relative degree 1 with CB > 0 or PB = CT and P > 0
◮ consistent initial conditions
Solution of Bounded Variations
◮ relative degree 1 with CB > 0 or PB = CT and P > 0

















Open issues of the well–posedness
Cases that are taken into account by the uniform relative
degree (MIMO case)
For instance, D or CB singular but non zero
◮ Generalize the differential index ?
Assumption of positive definiteness of the Markov parameters.







































ẋ = Ax + u(t) + r
–
Differential Equations





0 ∈ y + NRm+ (λ) ] Generalized equation


















Time–stepping schemes. Design principles.
First principle
The fully implicit evaluation of the generalized equation in (13), that is on
[tk , tk+1],
0 ∈ yk+1 + NRm+ (λk+1) (14)
Second principle
A consistent evaluation of the unknown variables and their derivatives
according to their smoothness.
For instance, time–stepping schemes must not approximate high order
time–derivatives of functions which are not sufficiently smooth or must

















Time–stepping schemes for a solution for class C 1
Required assumptions
◮ Bλ Lipschitz continuous function of x .
◮ In particular,
0 ∈ Cx + Dλ + a + NK (λ) (15)











xk+1 − xk = h
`
Axk+θ + uk+θ + rk+γ
´
,
yk+1 = Cxk+1 + Dλk+1 + ak+1,
rk+1 = Bλk+1,
0 ∈ yk+1 + NK (λk+1),
(16)
with θ ∈ [0, 1] and γ ∈ [0, 1]. xk+θ = (1 − θ)xk + θxk+1

















Time–stepping schemes for a solution for class C 1
One–step LCP

yk+1 = Mλk+1 + q
0 6 yk+1 ⊥ λk+1) > 0,
(17)
with
M = D + hγC(I − hθA)−1B, (18)
and
q = ak+1 + C(I − hθA)



















































(b) Phase portrait. x1 vs. x2.
Figure: Solution of the RLC circuit with the time–stepping scheme (16). (1) Exact
solution x(tk ). (2) xk with θ = 1, γ = 1. (3) xk with θ = 1/2, γ = 1. (4) xk with
θ = 1/2, γ = 1/2.
Influence of θ and γ
◮ Numerical parameters allows us to control numerical damping and
order
◮ Second order accuracy can be achieved with θ = γ = 1/2.

















Time–stepping schemes for an absolutely continuous
solution
Required assumptions
◮ Relative degree equal to 1 with consistent initial conditions
Cx0 + a(t0) ∈ R
m
+. (20)
and smooth function a( · )











xk+1 − xk = h (Axk+θ + uk+θ + rk+1) ,
yk+1 = Cxk+1 + Dλk+1 + ak+1,
rk+1 = Bλk+1,
0 ∈ yk+1 + NK (λk+1),
(21)

















Time–stepping schemes for an absolutely continuous
solution
Properties
◮ Order 1 is achieved for θ ∈ [0, 1]
◮ θ controls the numerical damping and the stability
Why do not use γ = 1/2 ?
◮ No improvements for the order of accuracy
◮ Severe instabilities and numerical artifacts on r and λ.


















Time–stepping schemes for solution of bounded variations
Required assumptions
◮ Relative degree equal to 1 with inconsistent initial conditions
Cx0 + a(t0) /∈ R
m
+. (22)
and/or nonsmooth function a( · ).
◮ Monotony, positive definiteness, passivity assumption, . . . ....

















Time–stepping schemes for solution of bounded variations
Measure differential equations (in a nutshell)
dx = Ax(t)dt + u(t)dt + Bdi , (23)
◮ dx is the differential measure associated with the RCBV function ẋ(t)
and di is also a measure
◮ The absolutely continuous function λ(t) is the Radon-Nikodym




















Time–stepping schemes for solution of bounded variations
Measure decomposition




where δti is the Dirac measure at time of discontinuities ti and σi the
amplitude.
◮ Smooth dynamics :
ẋ(t) = Ax(t) + u(t) + Bλ(t), dt − almost everywhere, (26)






















Time–stepping schemes for solution of bounded variations
Design of a consistent scheme
Only the measure of the time–intervals (tk , tk+1] are considered such that :
dx((tk , tk+1]) =
Z tk+1
tk
Ax(t) + u(t) dt + Bdi((tk , tk+1]). (28)
By definition of the differential measure, we get






The measure of the time–interval by di is kept as an unknown variable
denoted by
σk+1 = di((tk , tk+1]). (30)
































xk+1 − xk = h (Axk+1 + uk+1) + σk+1,
yk+1 = Cxk+1 + ak+1,
rk+1 = Bσk+1,
0 ∈ yk+1 + NK (σk+1).
(32)
Properties
◮ At best order 1 is achieved. (no rigorous proof for a finite
accumulation of jumps)

















Time–stepping schemes for solution of bounded variations






















0 6 w(t) = x(t) − i(t) ⊥ v(t) > 0


















Time–stepping schemes for solution of bounded variations





0 for all t ∈ [0, 5)
2 for all t ∈ (5, 10)
−2 for all t > 10





x(0+) = 0, x(t) = 0, v(t) = 0 on t ∈ (0, 5)
x(5+) = 2, x(t) = 2, v(t) = 2 on t ∈ [5, 10)











































































(d) variable σk vs tk
Figure: Simulation of system (33). (1) sheme (30). (2) scheme ( (21)) with









































































































































(d) Vramp and Verror










































(b) Vramp and Verror


















For more general formulations and more complex systems, are we able to
infer the nature of the solutions? That is to say,
◮ Define and predict an equivalent notion to index and relative degree
for instance, for a matrix D semi-definite positive.
◮ Given passive components, are we able to forecast the nature of the
solutions from some topological considerations ? (as for the DAE
case.)
◮ Adapt the time–stepping schemes in an hierarchical way in taking
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