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palavras-chave processos autorregressivos, valores inteiros, modelos definidos por limi-
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resumo A modelac¸a˜o e ana´lise de se´ries temporais de valores inteiros tem sido
alvo de grande investigac¸a˜o e desenvolvimento nos u´ltimos anos, com
aplicac¸o˜es va´rias em diversas a´reas da cieˆncia. Nesta tese a atenc¸a˜o
centrar-se-a´ no estudo na classe de modelos basedos no operador thin-
ning binomial.
Tendo como base o operador thinning binomial, esta tese focou-
se na construc¸a˜o e estudo de modelos SETINAR(2; p(1), p(2)) e
PSETINAR(2; 1, 1)T , modelos autorregressivos de valores inteiros com
limiares autoinduzidos e dois regimes, admitindo que as inovac¸o˜es for-
mam uma sucessa˜o de varia´veis independentes com distribuic¸a˜o de
Poisson.
Relativamente ao primeiro modelo analisado, o modelo
SETINAR(2; p(1), p(2)), ale´m do estudo das suas propriedades
probabil´ısticas e de me´todos, cla´ssicos e bayesianos, para estimar os
paraˆmetros, analisou-se a questa˜o da selec¸a˜o das ordens, no caso
de elas serem desconhecidas. Com este objetivo consideraram-se
algoritmos de Monte Carlo via cadeias de Markov, em particular
o algoritmo Reversible Jump, abordando-se tambe´m o problema
da selec¸a˜o de modelos, usando metodologias cla´ssica e bayesiana.
Complementou-se a ana´lise atrave´s de um estudo de simulac¸a˜o e uma
aplicac¸a˜o a dois conjuntos de dados reais.
O modelo PSETINAR(2; 1, 1)T proposto, e´ tambe´m um modelo au-
torregressivo com limiares autoinduzidos e dois regimes, de ordem
unita´ria em cada um deles, mas apresentando uma estrutura perio´dica.
Estudaram-se as suas propriedades probabil´ısticas, analisaram-se os
problemas de infereˆncia e predic¸a˜o de futuras observac¸o˜es e realizaram-
se estudos de simulac¸a˜o.

palavras-chave autoregressive processes, integer values, threshold models, periodic mo-
dels, reversible jump
abstract The analysis of integer-valued time series has become an important
area of research in the last two decades partially because its wide appli-
cability in many areas of science. Arguably, models for integer-valued
time series can be classified into two groups, namley integer-valued
autoregressive models based on thinning operators and autoregressive
conditional Poisson models. In this thesis, we restrict our attention to
models belonging to the first class.
In particular, in this work self-exciting threshold integer-valued au-
toregressive models with two regimes and orders p(1) and p(2)
(SETINAR(2; p(1), p(2)), in short) and periodic SETINAR models of or-
ders one and one (PSETINAR(2; 1, 1)T , in short) are introduced and
studied in detail.
Concerning the SETINAR(2; p(1), p(2)) model, basic probabilistics and
statistical properties of the models are analysed. Furthermore, the
problem of model order selection is also addressed.
In what concerns the PSETINAR(2; 1, 1)T model, issues related with
the existence and uniqueness of a periodically stationary and causal
PSETINAR(2; 1, 1)T process are discussed. In addition to that parame-
ter estimation and prediction are also covered.
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Introduc¸a˜o
“The most important questions of life are, for
the most part, really only problems of
probability.”
Pierre-Simon Laplace
Nas u´ltimas de´cadas o estudo de se´ries temporais de valores inteiros na˜o negativos
tornou-se mais presente em diversos ramos das cieˆncias. O crescente interesse no
estudo de se´ries de valores inteiros da´-se pelo fato da metodologia tradicional de
estudo de se´ries temporais ficar limitada, na maioria das vezes, a`s se´ries de dados de
valores reais.
Se´ries temporais de valores inteiros sa˜o obtidas atrave´s de processos de contagem
definidos como o nu´mero de acontecimentos, objetos ou indiv´ıduos em intervalos
consecutivos de tempo. Como exemplos tem-se o nu´mero de nascimentos ou mortes
num hospital a cada dia, o nu´mero de acidentes numa fa´brica a cada meˆs, o nu´mero
de viajantes de comboio a cada hora, o nu´mero de processos bina´rios num per´ıodo,
entre inu´meras outras possibilidades.
No aˆmbito do estudo das se´ries temporais de valores inteiros, diversos traba-
lhos podem ser citados nas mais diferentes a´reas das cieˆncias tais como o turismo
(Nordstro¨m, 1996; Bra¨nna¨s et al., 2002; Bra¨nna¨s & Nordstro¨m, 2006), cieˆncias do
ambiente (Thyregod et al., 1999; Scotto et al., 2014), sistemas de fila de espera (Ahn
1
2et al., 2000), biologia experimental (Zhou & Basawa, 2005), cieˆncias sociais (McCabe
& Martin, 2005), economia (Quoreshi, 2006; Bra¨nna¨s & Quoreshi, 2010; Quoreshi,
2012), telecomunicac¸o˜es (Weiß, 2008b) e sistemas de alarme o´timos (Monteiro et al.,
2008).
A contagem discreta de eventos nos modelos usuais, devido a` sua abordagem
cont´ınua, na˜o e´ o procedimento mais adequado dado que o produto de uma constante
real por uma varia´vel aleato´ria de valor inteiro resulta numa varia´vel aleato´ria real
(Silva & Silva, 2003). Assim torna-se necessa´rio o uso de uma metodologia adequada
para o tratamento desse tipo de observac¸o˜es. Uma soluc¸a˜o para este problema e´ subs-
tituir a multiplicac¸a˜o usual por uma operac¸a˜o aleato´ria discreta, chamada operac¸a˜o
thinning binomial, definida por Steutel & van Harn (1979), a qual sera´ detalhada
posteriormente.
A partir da definic¸a˜o da operac¸a˜o thinning binomial, diversos modelos de conta-
gem de dados utilizando esta operac¸a˜o teˆm sido propostos. Um desses modelos e´ o
INAR (INteger-valued AutoRegressive) onde o processo imita a estrutura de correlac¸a˜o
do conhecido processo linear Autorregressivo (AR).
Uma abordagem que e´ aliada aos modelos INAR no estudo de se´ries temporais e´
usar a Infereˆncia bayesiana. Os me´todos MCMC sa˜o uma ferramenta computacional im-
portante para gerar amostras de distribuic¸o˜es de probabilidade na˜o estandardizadas
e baseiam-se na construc¸a˜o de cadeias de Markov que apresentam como distribuic¸a˜o
estaciona´ria (de equil´ıbrio), a distribuic¸a˜o de probabilidade desejada. Para se imple-
mentarem os me´todos MCMC ha´ a necessidade de saber construir cadeias de Markov
com distribuic¸o˜es de equil´ıbrio espec´ıficas. Metropolis et al. (1953) desenvolveram um
algoritmo para esse fim, o qual foi posteriormente generalizado por Hastings (1970),
sendo conhecido na literatura por algoritmo de Metropolis-Hastings. A associac¸a˜o des-
tes algoritmos para a simulac¸a˜o de distribuic¸o˜es com o me´todo de Monte Carlo para
a aproximac¸a˜o de integrais conduz aos chamados me´todos MCMC (ver, por exemplo,
Gilks et al., 1996). Um caso particular destes me´todos e´ o me´todo de amostragem
3Gibbs, que foi introduzido por Geman & Geman (1984) para simular distribuic¸o˜es
multivariadas, muito complexas e comuns em problemas de reconstruc¸a˜o de imagens.
Gelfand & Smith (1990) mostraram como o algoritmo pode ser usado para simu-
lar distribuic¸o˜es a posteriori, e consequentemente a sua importaˆncia na resoluc¸a˜o de
problemas em Infereˆncia bayesiana.
De uma forma geral na˜o e´ muito dif´ıcil construir uma Cadeia de Markov com as
propriedades desejadas. O maior problema consiste em determinar a partir de que
iterac¸a˜o se pode considerar que a convergeˆncia para a distribuic¸a˜o de equil´ıbrio foi
atingida. Assim o desafio consiste em estudar o problema teo´rico da convergeˆncia.
Podem-se destacar, entre outros, os trabalhos de Tierney (1994), Roberts (1996),
Besag & Green (1993) e Chan (1993). Os me´todos de ana´lise da convergeˆncia mais
divulgados encontram-se na package CODA (Best et al., 1995) e na package BOA (Smith,
2004), funcionando no ambiente R.
A velocidade de convergeˆncia esta´ intimamente ligada com a escolha de distri-
buic¸o˜es proponentes que fazem parte integrante do algoritmo de Metropolis-Hastings.
Assim, e dependendo do campo de aplicac¸a˜o, teˆm surgido muitos trabalhos com su-
gesto˜es de amostradores. Gilks & Wild (1992) sugernum me´todo de rejeic¸a˜o adapta-
tivo, podendo ser aplicado para amostrar de func¸o˜es log-coˆncavas; Ritter & Tanner
(1992) sugerem o me´todo de inversa˜o (Griddy-Gibbs sampler); Gilks et al. (1996)
sugeriram o me´todo h´ıbrido - me´todo de rejeic¸a˜o adaptativo com o passo de Metro-
polis, que e´ tambe´m aplica´vel a func¸o˜es na˜o log-coˆncavas; Neal (2003) desenvolveu
algoritmos de amostragem em fatia (slice sampler) e Keith et al. (2008), usando
me´todos adaptativos, consideraram amostradores adaptativos independentes. E´ im-
portante salientar que toda a literatura referida anteriormente tem por objetivo a im-
plementac¸a˜o de me´todos MCMC eficientes, em termos da velocidade de convergeˆncia,
em modelos de natureza cont´ınua, usualmente lineares e gaussianos, mas na˜o dei-
xando de lado os na˜o-lineares e na˜o-gaussianos.
A incorporac¸a˜o no modelo da incerteza associada a`s estimativas dos paraˆmetros
4atrave´s da abordagem bayesiana, pode ser ainda expandida explorando alternativas
para os algoritmos do me´todo de Monte Carlo via Cadeias de Markov (MCMC), como
por exemplo, o algoritmo Reversible Jump. Em relac¸a˜o a`s se´ries temporais, e mais
especificamente, no caso de modelos autorregressivos, Brooks et al. (2003) e Vermaak
et al. (2004) adaptaram o algoritmo de saltos revers´ıveis, RJMCMC, introduzido por
Green (1995).
Este trabalho foi motivado pelo objetivo principal de implementar e desenvolver
um me´todo de Monte Carlo utilizando Cadeias de Markov apropriado no contexto
das se´ries temporais de valores inteiros, especificamente para modelos de valores in-
teiros com limiares autoinduzidos introduzido por Monteiro (2010) e posteriormente
publicado em Monteiro et al. (2012), seguido da construc¸a˜o de um modelo de valores
inteiros com limiares autoinduzidos com estrutura perio´dica.
Para atingir os objetivos inicialmente trac¸ados, numa primeira fase foi analisada
a metodologia Reversible Jump Markov Chain Monte Carlo em modelos autorre-
gressivos como apresentado em Brooks et al. (2003) e, ja´ no aˆmbito de modelos de
contagem, foi estudada a metodologia proposta por Neal & Subba Rao (2007) na
qual se explorou a possibilidade de o amostrador depender de uma amostra com
dados artificialmente aumentados (Data Augmentation).
As segunda e terceira fases do trabalho consistiram na construc¸a˜o de modelos
autorregressivos de valores inteiros com limiares autoinduzidos, sem e com uma es-
trutura perio´dica: generalizando o modelo introduzido por Monteiro (2010) para
ordens superiores em cada um dos regimes e considerando o modelo autorregressivo
de valores inteiros com limiares autoinduzidos de ordem 1 com estrutura perio´dica.
Este trabalho esta´ estruturado da seguinte forma:
O Cap´ıtulo 1 apresenta os fundamentos teo´ricos de: a) Modelos autorregressivos de
valores inteiros; b) infereˆncia bayesiana; c) me´todos de Monte Carlo via Cadeias de
Markov - MCMC d) Algoritmos de Ampliac¸a˜o de Dados. Faz-se uma breve s´ıntese dos
principais aspetos da teoria bayesiana e me´todos MCMC, ale´m das definic¸o˜es e estudos,
5pertinentes a este trabalho, relacionados aos modelos autorregressivos de valores in-
teiros. O estudo bibliogra´fico permitiu um maior entendimento dos diferentes aspetos
estudados anteriormente por diversos autores sobre os modelos INAR e me´todos MCMC.
No Cap´ıtulo 2 apresenta-se o modelo autorregressivo de valores inteiros com limi-
ares autoinduzidos, com ordens superiores a` unidade nos diferentes ramos, faz-se o
estudo das suas propriedades probabil´ısticas, a estimac¸a˜o de paraˆmetros - incluindo
a selec¸a˜o de modelos - do ponto de vista cla´ssico ou bayesiano, seguido de um estudo
de simulac¸a˜o e aplicac¸a˜o a dois conjuntos de dados reais.
O Cap´ıtulo 3 introduz o modelo autorregressivo de valores inteiros com limia-
res autoinduzidos com estrutura perio´dica; nele, ale´m do estudo das propriedades
probabil´ısticas do modelo, obteˆm-se estimadores dos paraˆmetros (usando abordagem
cla´ssica) e analisam-se as suas propriedades assinto´ticas, determinam-se preditores
pontuais h-passos a` frente e complementa-se com um estudo de simulac¸a˜o.

Capı´tulo1
Fundamentos Teo´ricos e Estado da Arte
“Today’s posterior distribution is tomorrow’s
prior.”
Dennis Victor Lindley
O objetivo desse cap´ıtulo e´ descrever os principais conceitos relacionados a` pre-
sente tese. Sa˜o apresentadas as bases teo´ricas necessa´rias para cap´ıtulos posteriores.
Parte-se da definic¸a˜o do operador thinning binomial e dos modelos autorregressivos
de valores inteiros seguido de um breve apanhado sobre os principais aspetos da teoria
bayesiana e dos me´todos MCMC.
1.1 Operador Thinning Binomial
O operador thinning binomial, representado por “◦”, proporciona uma operac¸a˜o
a qual retorna sempre um nu´mero inteiro. Tal operador foi introduzido por Steutel
& van Harn (1979) para adaptar o termo de varia´vel aleato´ria auto-decompon´ıvel a`s
se´ries de valores inteiros.
Definic¸a˜o 1.1. [Operador thinning binomial] Seja X uma varia´vel aleato´ria
discreta com suporte no conjunto N0 e α ∈ [0, 1]. O operador thinning binomial entre
α e X e´ dado por
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α ◦X :=
X∑
i=1
Ui(α),
onde {Ui(α)} e´ a sequeˆncia de varia´veis aleato´rias (v.a.) na˜o negativas independentes
e identicamente distribu´ıdas (i.i.d.) de Bernoulli com probabilidade de sucesso α, e
independente de X. A sucessa˜o {Ui(α)} e´ chamada processo de contagem tal que
Pr(Ui = 1) = 1− Pr(Ui = 0) = α.
Resumidamente, α ◦X e´ o somato´rio de X v.as de Bernoulli i.i.d., cada uma das
quais e´ unita´ria com probabilidade α. Assim α ◦X|X tem distribuic¸a˜o binomial com
paraˆmetros (X,α), onde X e´ o nu´mero de sucessos independentes e a probabilidade
de cada sucesso e´ α.
Dada uma populac¸a˜o com X elementos e α sendo a probabilidade de qualquer
um dos elementos apresentar uma caracter´ıstica espec´ıfica, o operador thinning bi-
nomial pode ser interpretado da seguinte forma: se um indiv´ıduo desta populac¸a˜o
apresenta uma determinada caracter´ıstica de forma independente dos outros mem-
bros da populac¸a˜o, enta˜o o nu´mero de elementos da populac¸a˜o que apresentam esta
caracter´ıstica e´ determinada por α ◦X. Segundo Weiß (2008a), o operador thinning
binomial e´ bastante atrativo na˜o somente por ser matematicamente elegante mas
tambe´m por ser de interpretac¸a˜o bastante intuitiva.
Este operador apresenta treˆs propriedades que sa˜o obtidas, diretamente, da de-
finic¸a˜o proposta por Steutel & van Harn (1979) as quais sa˜o apresentadas na Tabela
1.1.
Tabela 1.1: Propriedades do operador thinning binomial.
(i) 0 ◦X = 0
(ii) 1 ◦X = X
(iii) α ◦ (β ◦X) d= (αβ) ◦X α, β ∈ [0, 1]
As outras propriedades apresentadas na Tabela 1.2 foram estudadas por Oliveira
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(2000), Silva & Oliveira (2004, 2005) e Silva (2005a) entre outros. Em todas as
propriedades apresentadas X, Y e Z representam varia´veis aleato´rias independentes
de valores inteiros na˜o-negativos.
Tabela 1.2: Propriedades do operador thinning binomial, com α, β ∈ [0, 1]
(iv) (α + β) ◦X
d
6= (α ◦X) + (β ◦X)
(v) E[α ◦X] = αE[X]
(vi) E[(α ◦ Y )X] = αE[XY ]
(vii) E[(α ◦X)Y Z] = αE[XY Z]
(viii) E[(α ◦X)2] = α2E[X2] + α(1− α)E[X]
(ix ) E[(α ◦ Y )2X] = α2E[XY 2] + α(1− α)E[XY ]
(x ) E[(α ◦X)(α ◦ Y )] = αβE[XY ]
(xi) E[XY (β ◦ Z)] = βE[XY Z]
(xii) E[X(α ◦ Y )(β ◦ Z)] = αβE[XY Z]
(xiii) V [α ◦X] = α2V [X] + α(1− α)E[X]
A propriedade associativa da multiplicac¸a˜o usual tambe´m e´ va´lida para a operac¸a˜o
thinning binomial (iii). No entanto a propriedade distributiva da multiplicac¸a˜o usual
na˜o pode ser aplicada a` operac¸a˜o thinning binomial (iv). Note-se tambe´m que o
operador thinning binomial introduz um termo acrescido na variaˆncia, dado por α(1−
α)E[X]. Este termo corresponde a` variaˆncia de uma varia´vel aleato´ria Bi(E[X], α).
E´ tambe´m importante salientar que, em geral, os momentos de ordem superior a um
que envolvem o operador thinning binomial tambe´m na˜o sa˜o iguais aos respetivos
momentos quando se usa a multiplicac¸a˜o usual em vez do referido operador.
Franke & Subba Rao (1995) estenderam o operador thinning binomial para o
contexto multivariado.
Definic¸a˜o 1.2. [Operador thinning binomial vetorial] Seja X = [X1, . . . , Xp]
T
um vetor aleato´rio e A uma matriz de dimenso˜es p×p, com elementos aij satisfazendo
0 ≤ aij ≤ 1 para todo i, j = 1, . . . , p. O operador thinning binomial vetorial entre A
e X e´ definida como um vetor aleato´rio cuja i-e´ssima componente e´ dada por
[A ◦X]i :=
p∑
j=1
aij ◦Xj, i = 1, . . . , p,
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onde todas as se´ries de contagem aij ◦Xj, sa˜o independentes.
As propriedades anteriores apresentadas para o caso univariado, sa˜o tambe´m sa-
tisfeitas para a operac¸a˜o thinning binomial vetorial e foram estudadas por Franke &
Subba Rao (1995), Latour (1997) e Oliveira (2000). Algumas propriedades do ope-
rador thinning binomial vetorial, as quais sa˜o pertinentes no decorrer deste trabalho,
sa˜o apresentadas na Tabela 1.3.
Tabela 1.3: Propriedades do operador thinning vetorial
(i) E[A ◦X] = AE[X]
(ii) E[(A ◦X)(B ◦ Y )T ] = AE[XY T ]BT
(iii) E[(A ◦X)(A ◦X)T ] = AE[XXT ]AT + diag(CE[X])
onde diag(CE[X]) representa a matriz diagonal CE[X], onde C = [cij],
cij = aij(1− aij).
1.2 Modelos Autorregressivos de Valores Inteiros
(INAR)
O facto da operac¸a˜o thinning binomial retornar sempre um valor inteiro, propor-
cionou que McKenzie (1985) e Al-Osh & Alzaid (1987) propuseram um modelo autor-
regressivo de valores inteiros na˜o negativos baseados nesta operac¸a˜o. A operac¸a˜o de
multiplicac¸a˜o usual num modelo autorregressivo de primeira ordem, AR(1), foi subs-
titu´ıda pela operac¸a˜o thinning binomial, resultando num processo particular chamado
de INAR (INteger-valued AutoRegressive). Os modelos INAR foram tambe´m extendi-
dos para os casos de ordem p > 1 por Alzaid & Al-Osh (1990) e Du & Li (1991). Nas
secc¸o˜es que se seguem os modelos INAR(1) e INAR(p) sa˜o apresentados.
1.2.1 Modelo INAR(1)
Um processo de contagem INAR(1) define-se da seguinte maneira.
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Definic¸a˜o 1.3. [Modelo INAR(1)] Seja (Xt) um processo estoca´stico de valor in-
teiro na˜o negativo. Diz-se que (Xt) e´ um processo INAR(1) se Xt satisfaz a equac¸a˜o
recursiva
Xt = α ◦Xt−1 + t, (1.1)
com α ∈ [0, 1) e (t) e´ uma sequeˆncia de varia´veis aleato´rias inteiras i.i.d.
A interpretac¸a˜o deste modelo e´ bastante intuitiva: o nu´mero de elementos no
sistema no instante t, Xt, e´ a soma do nu´mero de elementos que permaneceram
no sistema, cada um com probabilidade de sobreviveˆncia α constante ao longo do
tempo, ate´ ao instante t como o nu´mero de elementos que entram no sistema durante
o intervalo de tempo (t− 1, t].
E´ importante referir que o processo (Xt) em (1.1) e´ (estritamente) estaciona´rio e
algumas das propriedades do modelo como esperanc¸a, variaˆncia, func¸o˜es de autoco-
variaˆncia e autocorrelac¸a˜o foram estudadas por Al-Osh & Alzaid (1987), Al-Osh &
Alzaid (1988), McKenzie (1988) e Bra¨nna¨s & Hellstro¨m (2001). Na Tabela 1.4 sa˜o
apresentadas algumas propriedades importantes do modelo INAR(1).
Tabela 1.4: Propriedades do modelo INAR(1)
(i) E[Xt] = µ/(1− α), µ = E[t]
(ii) E[Xt|Xt−1] = αXt−1 + µ
(iii) V [Xt] = (αµ + σ
2
 )/(1− α2), σ2 = V [t]
(iv) V [Xt|Xt−1] = α(1− α)Xt−1 + σ2
(v) γ(h) := Cov(Xt, Xt+h) = α
hV [Xt]
(vi) ρ(h) := Corr(Xt, Xt+h) = α
h
(vii) PXt(s) = Pt(s)PXt(1− α + αs), em que PX(s) := E[sX ]
Como se pode observar na Tabela 1.4, o processo INAR(1) partilha algumas pro-
priedades com o modelo AR(1). Por exemplo, a func¸a˜o de autocorrelac¸a˜o (FAC) tende
exponencialmente para zero quando h → ∞. No entanto para o processo INAR(1)
os valores da FAC sa˜o sempre positivos. Notar, pore´m, que a variaˆncia condicional
V [Xt|Xt−1] e´ uma func¸a˜o linear em Xt−1, situac¸a˜o esta, que na˜o se verifica no caso
convencional. Por outro lado, a partir da propriedade (vii) e do facto do processo
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(Xt) ser estaciona´rio, a distribuic¸a˜o marginal de (Xt) pode ser determinada a partir
da relac¸a˜o
PX(s) = P(s)PX(1− α + αs). (1.2)
A relac¸a˜o anterior e´ importante uma vez que permite concluir que qualquer distri-
buic¸a˜o auto-decompon´ıvel para inteiros pode ser usada como distribuic¸a˜o marginal
para Xt.
Por outro lado, da relac¸a˜o (1.2) pode-se tambe´m concluir que a distribuic¸a˜o margi-
nal de (Xt) e´ completamente especificada a partir da distribuic¸a˜o de t. Uma questa˜o
que habitualmente se coloca em relac¸a˜o a` distribuic¸a˜o marginal de (Xt) e´ saber em
que casos as distribuic¸o˜es de t e Xt pertencem a` mesma famı´lia. A este respeito,
Al-Osh & Alzaid (1988) mostraram que as duas distribuic¸o˜es sa˜o do mesmo tipo se
e so´ se uma delas pertencer a` classe de distribuic¸o˜es discretas esta´veis. No caso par-
ticular em que se quer garantir que E[Xt] <∞, Al-Osh & Alzaid (1987) mostraram
que para o modelo INAR(1), a distribuc¸a˜o Poisson desempenha um papel ana´logo ao
da distribuic¸a˜o Normal nos modelos ARMA de valores cont´ınuos, isto e´, a distribuic¸a˜o
de Xt sera´ Po(µ), com µ := λ/(1− α), se e so´ se t tiver distribuic¸a˜o Po(λ).
1.2.2 Modelo INAR(p)
De forma ana´loga aos modelos autorregressivos convencionais, no caso dos modelos
INAR tambe´m e´ poss´ıvel considerar modelos com ordens superiores a um. Alzaid &
Al-Osh (1990) e Du & Li (1991) generalizaram o modelo INAR(1) definido em (1.1) a
uma ordem p > 1 e obtiveram o modelo INAR(p).
Definic¸a˜o 1.4. [Modelo INAR(p)] Seja (Xt) um processo estoca´stico de valor inteiro
na˜o negativo. Xt e´ chamado de processo INAR(p) se satisfaz a seguinte condic¸a˜o
Xt = α1 ◦Xt−1 + α2 ◦Xt−2 + · · ·+ αp ◦Xt−p + t, (1.3)
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com αi ∈ [0, 1], i = 1, . . . , p − 1, αp ∈ (0, 1] e sendo (t) uma sucessa˜o de varia´veis
aleato´rias i.i.d. de valores inteiros na˜o negativos com me´dia e variaˆncia finitas, onde
para cada instante t, t e´ independente de Xt−i.
Cada um dos trabalhos acima citados apresentam a generalizac¸a˜o do modelo
INAR(p) sob diferentes interpretac¸o˜es. No caso do modelo INAR(p) proposto por Al-
zaid & Al-Osh (1990), os autores supuseram que a soma dos coeficientes associados
aos operadores thinning binomial e´ inferior a um, isto e´
p∑
i=1
αi < 1, e que cada uma
das se´ries de contagem, dado Xt, e´ independente da histo´ria passada do processo e dos
elementos que permanecem no sistema. Ale´m disso, estes autores tambe´m assumiram
que a distribuic¸a˜o condicionada do vetor (α1 ◦t+1Xt, α2 ◦t+2Xt, . . . , αp ◦t+pXt), dado
Xt e´ multinomial de paraˆmetros (Xt, α1, α2 . . . , αp). Sob esta formulac¸a˜o, o modelo
INAR(p) tem a mesma estrutura de segunda ordem que um modelo ARMA(p, p− 1).
A perspectiva adotada por Du & Li (1991) admite que o modelo (1.3) pode ser
tratado como um processo de renovamento mu´ltiplo com migrac¸a˜o, num per´ıodo
t fixo, onde todas as se´ries de contagem αi ◦ Xt−i, i = 1, . . . , p, sa˜o mutuamente
independentes e independente de t. Du & Li (1991) mostraram que as condic¸o˜es de
estacionaridade (de segunda ordem) do modelo INAR(p) assim definido sa˜o as mesmas
do modelo AR(p), isto e´, o processo e´ estaciona´rio quando as ra´ızes do polino´mio
caracter´ıstico de ordem p
ϕ[λ] = λp − α1λp−1 − · · · − αp−1λp − αp = 0, (1.4)
esta˜o dentro do c´ırculo unita´rio e verificaram ainda que o processo INAR(p) e´ ergo´dico.
Dion et al. (1995) provaram que a condic¸a˜o
p∑
i=1
αi < 1, implica que todas as ra´ızes
do polino´mio caracter´ıstico ϕ[λ] esta˜o dentro do c´ırculo unita´rio.
Como representac¸a˜o alternativa, Franke & Subba Rao (1995) apresentaram o
processo INAR(p) como sendo um processo INAR(1) p-dimensional.
Latour (1997) descreve um processo INAR(p) m-variado, o MGINAR(p), na forma
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vetorial. Associando o processo INAR(p) a` definic¸a˜o do processo MGINAR(p) dada por
Latour (1997), pode-se dizer que o processo INAR(p) pode ser visto como um subvetor
de um processo de dimensa˜o p multivariado INAR(1).
Definic¸a˜o 1.5. [Modelo INAR(p)- representac¸a˜o vetorial] Fazendo uso da de-
finic¸a˜o de operador thinning dado em (1.2) pode-se reescrever (1.4) na forma vetorial
Xt = A ◦Xt−1 + Zt, (1.5)
onde Xt = [Xt Xt−1 Xt−2 · · · Xt−p+1]T , Zt = [t 0 · · · 0]T , ai ∈ [0, 1], i = 1, . . . , p,
ap ≥ 0 e
A =

a1 . . . ap−1 ap
1 . . . 0
...
...
. . .
...
...
0 . . . 1 0

.
A partir desta representac¸a˜o do processo INAR(p), Franke & Subba Rao (1995)
demonstram a existeˆncia de uma soluc¸a˜o estaciona´ria para o processo.
Teorema 1.1. [Franke & Subba Rao, 1995] Seja (Xt), que satisfaz (2.3), uma cadeia
de Markov irredut´ıvel e aperio´dica em Np0. Se E||Zt|| < +∞ e se o maior vetor
pro´prio ρ de A e´ inferior a um, enta˜o existe uma soluc¸a˜o estritamente estaciona´ria
que satisfaz (1.5).
Franke & Subba Rao (1995) provaram tambe´m que qualquer soluc¸a˜o de (Xt) que
satisfaz (1.5) e´ uma cadeia de Markov irredut´ıvel e aperio´dica.
Lema 1.1. [Franke & Subba Rao, 1995] Para 0 < ai < 1, i = 1, . . . , p e 0 <
qβ(0) := P (t = 0) < 1, enta˜o qualquer soluc¸a˜o (Xt) de (1.5) e´ uma cadeia de
Markov irredut´ıvel e aperio´dica em Np0.
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1.2.3 Estado da Arte
De acordo com o que foi mencionado anteriormente, os modelos de se´ries temporais
para dados de contagem foram estudados por diversos autores. McKenzie (1986), Al-
Osh & Alzaid (1987), Du & Li (1991) e Franke & Subba Rao (1995) introduziram os
modelos INAR univariados e multivariados e estudaram algumas de suas propriedades.
Al-Osh & Alzaid (1987) estudaram os modelos PoInar(1) e propuseram estima-
dores de Yule-Walker, ma´xima verossimilhanc¸a e mı´nimos quadrados condicionais
para estimar α e λ. Em Franke & Seligmann (1993) e´ poss´ıvel verificar que o pro-
cesso e´ estritamente estaciona´rio e em Bra¨nna¨s (1994, 1995) foi introduzido o me´todo
dos momentos generalizados. Posteriormente Freeland (1998) tratou de uma forma
unificada o me´todo dos mı´nimos quadrados condicional ponderado e o me´todo da
ma´xima verosimilhanc¸a condicional. Silva (2005b) fez a comparac¸a˜o entre estimati-
vas cla´ssicas e bayesianas em simulac¸a˜o e para conjuntos de dados reais usados em
Freeland (1998).
McKenzie (1986) propoˆs o uso de modelos com distribuic¸a˜o geome´trica e binomial
negativa por analogia com os modelos AR com distribuic¸a˜o exponencial negativa e
gama introduzindo os modelos INMA(1) (INteger Moving Average). O trabalho de
McKenzie (1986) tambe´m considera o modelo INAR(1) com coeficientes na˜o constantes
e INAR(1) de margens com distribuic¸a˜o binomial negativa e usa a suposic¸a˜o que os
coeficientes apresentam distribuic¸a˜o beta.
Al-Osh & Alzaid (1991) sugerem o uso de uma distribuic¸a˜o binomial como distri-
buic¸a˜o marginal do processo. Alzaid & Al-Osh (1993) apresentam uma forma alter-
nativa para o modelo INAR(1) baseada numa operac¸a˜o thinning hipergeome´trica.
Em Al-Osh & Aly (1992) tambe´m sa˜o estudadas as propriedades dos modelos
INAR(1). Bra¨nna¨s & Hellstro¨m (2001) atenuaram algumas condic¸o˜es de independeˆncia
aplicadas a dados econo´micos e sugerem o uso de modelos INARCH e os modelos
INAR(1) por limiares. Franke & Seligmann (1993) introduziram os modelos SINAR
(Switching INAR) em que as inovac¸o˜es t correspondem a dois estados representados
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por varia´veis de Poisson com intensidades λ1 e λ2.
Latour (1998) generaliza o modelo INAR(p) como GINAR(p) ao substituir a varia´vel
aleato´ria de Bernoulli que consta na operac¸a˜o thinning por uma varia´vel aleato´ria na˜o
negativa qualquer com momento de segunda ordem finito. Outros autores ainda de-
monstraram a relac¸a˜o do modelo GINAR(p) a processos de ramificac¸a˜o multiplicativos
com imigrac¸a˜o e tambe´m indicam uma extensa˜o a um GINARMA(p, q).
No que diz respeito aos modelos INAR(p), algumas extenso˜es foram estudadas por
Bra¨nna¨s (1995), fazendo uso de varia´vies explicativas, Berglund & Bra¨nna¨s (1996)
trabalhando com dados em painel e Silva et al. (2005) para dados replicados. Franke
& Subba Rao (1995) generalizaram o modelo INAR(1) para o caso multivariado, dis-
cutiram condic¸o˜es de estacionariedade e estudaram as propriedades dos estimadores
dos mı´nimos quadrados condicionais para os paraˆmetros do modelo.
Para modelos auto-regressivos de ordem um de valores inteiros baseados no ope-
rador thinning cujos coeficientes variam de uma forma aleato´ria ao longo do tempo,
considera-se como formulac¸a˜o inicial o modelo de Bra¨nna¨s (1995) com duas modi-
ficac¸o˜es: a primeira e´ substituir o thinning binomial por uma generalizac¸a˜o - (opera-
dor thinning generalizado, Gomes & Canto e Castro, 2009) e a segunda e´ em lugar
de usar um vetor de covaria´veis fixas, considerar uma sucessa˜o de varia´veis aleato´rias
independentes e identicamente distribu´ıdas.
No domı´nio da frequeˆncia, os estimadores de Whittle foram propostos por Silva
& Oliveira (2004). As estimativas bayesianas foram introduzidas por Silva & Silva
(2004) e Silva et al. (2005). Outras distribuic¸o˜es foram consideradas na literatura,
ale´m da de Poisson, como a binomial, a binomial negativa, a geome´trica ou a Poisson
generalizada (McKenzie, 1986; Alzaid & Al-Osh, 1993; Bra¨nna¨s, 1994).
Dos resultados que se conhecem da ana´lise bayesiana aplicados a se´ries temporais
discretas para modelos parame´tricos, podem-se destacar West & Migon (1995), Chen
& Ibrahim (2000), Durbin & Koopman (2000) e Man-Suk & Bin Lim (2001). A
ana´lise bayesiana dos modelos auto-regressivos de valores inteiros ainda e´ limitada.
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Um deles e´ o de McCabe & Martin (2005) onde sa˜o feitas previso˜es para observac¸o˜es
futuras do modelo INAR(1) sob o ponto de vista bayesiano considerando distribuic¸o˜es
a priori uniforme para todos os paraˆmetros. Neal & Subba Rao (2007) apresentam
um algoritmo MCMC considerado eficiente para as estimativas dos coeficientes de um
processo INAR(p), sendo em Enciso-Mora et al. (2008) aplicado tal algoritmo para
estimar as ordens p e q num modelo INARMA. Bra¨nna¨s (1995) e Enciso-Mora et al.
(2009) incorporam varia´veis explicativas no seu estudo. Monteiro et al. (2008) aplica-
ram a metodologia cla´ssica e bayesiana na obtenc¸a˜o de sistemas de alarme o´timo para
processos de contagem INAR(1). O nu´mero reduzido de trabalhos bayesianos para a
classe dos modelos INAR deve-se principalmente ao facto da func¸a˜o de verosimilhanc¸a
ser, em geral, complexa.
1.3 Elementos Fundamentais de Estat´ıstica Baye-
siana
Um dos objetivos deste trabalho e´ atrave´s de uma abordagem bayesiana obter
estimativas dos paraˆmetros do modelo em estudo. Para isso torna-se necessa´rio de-
senvolver e implementar um me´todo de Monte Carlo utilizando Cadeias de Markov
apropriado no contexto das se´ries temporais de valores discretos, em espec´ıfico para
modelos de valores inteiros com limiares autoinduzidos introduzidos por Monteiro et
al. (2008).
Apesar de a estat´ıstica bayesiana estar bem documentada na literatura (ver,
por exemplo, Paulino et al., 2003), por uma questa˜o de clarificac¸a˜o do trabalho,
apresentam-se a seguir alguns conceitos fundamentais da infereˆncia bayesiana, utili-
zados neste trabalho.
Na infereˆncia bayesiana o paraˆmetro θ e´ encarado como um dos poss´ıveis valores
de um vetor aleato´rio. Assim, toda a informac¸a˜o a priori e´ quantificada em termos
de uma distribuic¸a˜o de probabilidades pi(θ) chamada distribuic¸a˜o a priori (Jeffreys,
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1998). Esta distribuic¸a˜o a priori pode ser considerada como uma medida de credi-
bilidade que e´ atribu´ıda pelo investigador na ana´lise de θ, baseada no conhecimento
dispon´ıvel sobre o feno´meno em estudo.
Ale´m da informac¸a˜o a priori, considera-se tambe´m a informac¸a˜o obtida atrave´s
da amostra, quantificada por f(x|θ). Combinando a distribuic¸a˜o e a func¸a˜o de ve-
rosimilhanc¸a atrave´s do Teorema de Bayes, e´ poss´ıvel atualizar a informac¸a˜o sobre o
paraˆmetro θ, mediante o conhecimento dos dados. Esta distribuic¸a˜o de probabilidade
e´ denominada de distribuic¸a˜o a posteriori para θ. Assim, a partir de uma amostra
aleato´ria x := (x1, x2, . . . , xn), de um modelo com func¸a˜o densidade de probabilidade
f(x|θ), obtem-se a distribuic¸a˜o a posteriori atrave´s do Teorema de Bayes:
pi(θ|x) = f(x|θ)pi(θ)
f(x)
,
onde o denominador f(x) representa a distribuic¸a˜o marginal de x
pi(x) =
∫
f(x, θ)dθ =
∫
f(x|θ)pi(θ)dθ. (1.6)
Quando na˜o for necessa´ria a especificac¸a˜o completa da distribuic¸a˜o a posteriori, usa-
se a densidade a posteriori na˜o normalizada
pi(θ|x) ∝ f(x|θ)pi(θ),
evitando-se o ca´lculo do integral (1.6), que por vezes so´ e´ poss´ıvel recorrendo a
me´todos de integrac¸a˜o nume´rica ou de simulac¸a˜o estoca´stica (Gamerman, 1996).
Os me´todos de simulac¸a˜o de Monte Carlo via Cadeias de Markov -MCMC (Markov
Chain Monte Carlo) teˆm-se popularizado em infereˆncia bayesiana como uma alterna-
tiva apropriada e eficiente para a resoluc¸a˜o de integrais principalmente em ambientes
multidimensionais (Paulino et al., 2003; Gelman e Rubin, 1992).
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1.4 Me´todos de Monte Carlo via Cadeias de Mar-
kov
Apesar de o me´todo de Monte Carlo (MC) ter uma aplicac¸a˜o mais alargada, vai-se
ser focalizado no aˆmbito da metodologia bayesiana. Uma vez que na metodologia
bayesiana a distribuic¸a˜o a posteriori e´ a base de toda a infereˆncia, nomeadamente a
obtenc¸a˜o das pro´prias estimativas dos paraˆmetros baseia-se no ca´lculo de medidas de
localizac¸a˜o, torna-se imprescind´ıvel calcular momentos e de um modo particular da
distribuic¸a˜o a posteriori. Neste contexto e´ fundamental poderem calcular-se integrais
do tipo
E[g(θ)|x] =
∫
pi(θ|x)g(θ)dθ,
ou suas aproximac¸o˜es.
O me´todo de MC permite obter um valor aproximado para o ca´lculo deste integral,
calculando a me´dia amostral da quantidade de interesse atrave´s da gerac¸a˜o de uma
amostra aleato´ria (θ1, . . . , θn) da distribuic¸a˜o a posteriori pi(θ|x). Assim
E[g(θ)|x] =
∫
pi(θ|x)g(θ)dθ ≈ 1
n
n∑
t=1
g(θi),
uma vez que,
1
n
n∑
t=1
g(θi)
q.c→ E[g(θ)|x].
A limitac¸a˜o do me´todo de MC reside na dificuldade de gerar amostras da distribuic¸a˜o
de interesse pi(θ|x) quando a sua expressa˜o anal´ıtica e´ muito complexa ou θ e´ um
vetor de dimensa˜o elevada (Paulino et al., 2003).
Em conjunto com os me´todos de MC, o conceito de Cadeia de Markov e´ importante
por estar inserido na teoria de processos estoca´sticos que leva em considerac¸a˜o a
interdependeˆncia temporal das varia´veis aleato´rias e o seu comportamento limite
(Gamerman, 1996).
Os me´todos de MC via cadeias de Markov, referidos simplesmente como MCMC
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(Markov Chain Monte Carlo) constituem um dos mais nota´veis avanc¸os na estat´ıstica
nos u´ltimos 30 anos. As suas origens remontam aos trabalhos de Metropolis et al.
(1953) e Hastings (1970). No entanto, foi apenas nos finais dos anos oitenta que esta
ideia comec¸ou a ser alvo de investigac¸a˜o. Inicialmente os me´todos MCMC foram usados
na estat´ıstica bayesiana, no entanto a sua utilizac¸a˜o e´ mais alargada, podendo ser
aplicada na dita estat´ıstica cla´ssica. De uma forma geral aplicam-se os algoritmos
MCMC para obter amostras da distribuic¸a˜o a posteriori dos paraˆmetros do modelo.
Assim, o objetivo do me´todo MCMC consiste em simular valores de uma cadeia
de Markov que, sob condic¸o˜es de regularidade, tera´ como distribuic¸a˜o estaciona´ria a
distribuic¸a˜o de pi(θ|x) da qual se pretende obter uma amostra aleato´ria. Os me´todos
MCMC requerem que a cadeia satisfac¸a algumas caracter´ısticas, nomeadamente:
• ser homoge´nea no tempo, ou seja, as probabilidades de transic¸a˜o na˜o dependem
dos instantes de transic¸a˜o mas apenas do tempo decorrido;
• ser irredut´ıvel e´ possuir apenas uma classe de equivaleˆncia, ou seja, cada estado
pode ser atingido a partir de qualquer outro num nu´mero finito de iterac¸o˜es;
• ser aperio´dica, ou seja, na˜o ter estados absorventes.
A metodologia de MCMC simplifica este ca´lculo fatorizando esta distribuic¸a˜o num
conjunto de distribuic¸o˜es condicionais, de dimensa˜o inferior e que podem ser mais
facilmente simuladas. Como construir a matriz de transic¸a˜o e por quanto tempo a
cadeia precisa ser percorrida ate´ que essa amostra reflita a distribuic¸a˜o estaciona´ria,
sa˜o dois problemas relacionados e relevantes no processo. Assim, os me´todos MCMC sa˜o
u´teis na construc¸a˜o da cadeia de Markov cuja distribuic¸a˜o estaciona´ria e´ a distribuic¸a˜o
pi(θ|x).
Os algoritmos de Metropolis-Hastings (Metropolis et al., 1953; Hastings, 1970) e
Amostrador de Gibbs (Gelfand & Smith, 1990) sa˜o algumas alternativas mais utili-
zadas para a construc¸a˜o das cadeias apropriadas. Nestes algoritmos a probabilidade
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de aceitac¸a˜o e´ obtida a partir da comparac¸a˜o de distribuic¸o˜es e assim so´ e´ poss´ıvel
para espac¸os parame´tricos de mesma dimensa˜o.
Em alguns casos pode-se admitir que o paraˆmetro θ pode variar ao longo dos
modelos sendo necessa´ria uma cadeia com espac¸o de estados que muda de dimensa˜o
no decorrer das iterac¸o˜es. Green (1995) sugeriu um algoritmo que pode ser visto como
uma generalizac¸a˜o dos me´todos MCMC onde sa˜o poss´ıveis movimentos entre espac¸os
parame´tricos de diferentes dimenso˜es.
MCMC com Saltos Revers´ıveis (RJMCMC)
O algoritmo RJMCMC (Reversible Jump Markov Chain Monte Carlo) permite efe-
tuar saltos entre os espac¸os e ainda manter a equac¸a˜o de equil´ıbrio detalhada de
maneira suficiente para garantir a irreversibilidade da cadeia. O algoritmo RJMCMC
move-se entre espac¸os de paraˆmetros de um conjunto de modelos, em geral em nu´mero
finito e na maioria das situac¸o˜es sa˜o modelos encaixados. Assim o me´todo e´ uma com-
binac¸a˜o do algoritmo MCMC para um dado modelo (fixo) com o passo adicional que
permite a movimentac¸a˜o entre diferentes modelos. Por uma questa˜o de simplificac¸a˜o
considera-se a situac¸a˜o de os modelos estarem encaixados, que e´ a situac¸a˜o mais
frequentemente usada. Isto significa incluir ou retirar paraˆmetros do modelo atual.
Suponham-se K modelos poss´ıveis, θk representa o conjunto de paraˆmetros do k-
e´simo modelo, k = 1, . . . , K, i.e., de Mk.
• Algoritmo RJMCMC, com N iterac¸o˜es
1. Escolher um modelo inicial Mk, i.e., inicializar k e θk, na iterac¸a˜o t = 1.
2. Para cada iterac¸a˜o t > 1, fazer
(a) movimento dentro do modelo: para o modelo fixo Mk - obtido no
fim da iterac¸a˜o t − 1 - atualizar os paraˆmetros θk, de acordo com a
metodologia MCMC;
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(b) movimento entre modelos: propor a mudanc¸a para um novo modelo
Mk′ , calcular a probabilidade de aceitac¸a˜o para o movimento e decidir
pela aceitac¸a˜o ou rejeic¸a˜o do novo modelo.
3. Incrementar a iterac¸a˜o t = t+ 1; se t < N voltar a 2.
• Movimento entre modelos
Admitam-se K modelos poss´ıveis e θk os paraˆmetros do modelo k, para k =
1, . . . , K. Suponha-se que se esta´ no modelo Mk de paraˆmetro θk e que se
pretende fazer a mudanc¸a para o modelo Mk′ de paraˆmetro θ
′
k′ . Sejam uk
as varia´veis auxiliares associadas ao modelo k, k = 1, . . . , K, tais que para
qualquer modelo k, (θk,u) tem sempre o mesmo nu´mero de elementos, por
exemplo L. Para 1 ≤ k, k′ ≤ K, seja gk→k′ uma func¸a˜o invert´ıvel tal que
(θ′k′ ,u
′) = gk→k′(θk,u) com gk′→k = g−1k→k′ e rk(u) a proponente para as varia´veis
auxiliares u. A probabilidade de aceitac¸a˜o do movimento do modelo k com
paraˆmetro θk, para o modelo k
′ com paraˆmetro θ′k′ , e´
α(θk, θ
′
k′) := min
{
1,
pi(k′, θ′k′ |x)
pi(k, θk|x) ×
q(k|k′)
q(k′|k) ×
rk′(u
′)
rk(u)
× J
}
,
onde pi(k′, θ′k′ |x) e´ a distribuic¸a˜o a posteriori dos paraˆmetros do modelo Mk′ ,
q(k′|k) e´ a probabilidade do movimento k → k′, rk(u) a distribuic¸a˜o proponente
para as varia´veis auxiliares u e J o jacobiano da transformac¸a˜o do movimento
descrito.
E´ necessa´rio calcular o jacobiano da transformac¸a˜o sempre que se faz um mo-
vimento entre modelos com diferentes paraˆmetros. Este jacobiano e´ o determi-
nante da matriz V de dimensa˜o L× L definida por
V =
[
∂gk→k′(θk,u)
∂(θk,u)
]
.
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Evidentemente que o movimento inverso de Mk′ para Mk e´ feito deterministi-
camente e e´ aceite com probabilidade
α(θ′k′ , θk) =
(
1
α(θk, θ′k′)
)
.
Admita-se que o novo modelo a propor Mk′ tem dimensa˜o superior, i.e., nk′ >
nk. Seguem-se os seguintes passos:
– propor o movimento Mk →Mk′ com probabilidade q(k′|k);
– gerar vetor u, nk′ − nk dimensional, a partir de rk(u);
– fazer (θ′k′ ,u
′) = gk→k′(θk,u);
– aceitar (θ′k′ ,u
′) com probabilidade α(θk, θ′k′).
1.5 Algoritmos de Ampliac¸a˜o de Dados
O termo ampliac¸a˜o de dados, designado pela sigla DA - (Data Augmentation) faz
refereˆncia aos me´todos que visam a construc¸a˜o de otimizac¸o˜es iterativas ou algorit-
mos de amostragem, atrave´s da introduc¸a˜o de varia´veis latentes ou de dados na˜o
observados (Dyk & Meng, 2001). Os algoritmos DA partilham uma abordagem co-
mum: quando a verosimilhanc¸a ou a posteriori sa˜o dif´ıceis de lidar em lugar de se
fazer uma maximizac¸a˜o ou simulac¸a˜o mais complicada, e´ poss´ıvel atrave´s destes al-
goritmos simplificar os ca´lculos envolvidos (Tanner, 1996). Aumentam-se os dados
observados com varia´veis latentes possibilitando que a verosimilhanc¸a ou a distri-
buic¸a˜o a posteriori se tornem trata´veis. Esses algoritmos requerem que sejam feitas,
no mı´nimo, duas suposic¸o˜es: uma sobre a distribuic¸a˜o dos dados e outra sobre o
mecanismo associado aos dados omissos.
Dois algoritmos bastante difundidos neste contexto sa˜o o Expectation-Maximization
(EM) (Dempster et al., 1977) e o Data Augmentation (Tanner & Wong, 1987). Quando
o objetivo do estudo e´ maximizar a verosimilhanc¸a ou a distribuic¸a˜o a posteriori o
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algoritmo apropriado e´ o EM. Se o objetivo e´ explorar a verosimilhanc¸a ou distribuic¸a˜o
a posteriori, depois de se fazer a ampliac¸a˜o dos dados, a abordagem escolhida deve
ser a do algoritmo DA.
O algoritmo EM maximiza a verosimilhanc¸a dos dados observados usando os dados
completos Y = {X,Z} de maneira conveniente e tornou-se bastante popular entre os
algoritmos determin´ısticos. Entre os algoritmos estoca´sticos teˆm-se o algoritmo DA
que explora a densidade a posteriori p(θ|x) usando a densidade condicional p(θ|x, z).
1.5.1 Algoritmo Data Augmentation
No contexto bayesiano os dados omissos e os paraˆmetros do modelo sa˜o tratados da
mesma maneira. Da mesma forma que se faz a infereˆncia a posteriori dos paraˆmetros
do modelo, pode-se tambe´m fazer a infereˆncia a posteriori sobre as varia´veis na˜o
observadas.
O algoritmo DA apresenta como ideia principal determinar a distribuic¸a˜o a poste-
riori do paraˆmetro θ, condicional aos dados observados X, pi(θ|x), ale´m de supor que
se pode ampliar os dados X em {X,Z} de tal modo que a distribuic¸a˜o a posteriori
dos dados ampliados seja trata´vel. Tal algoritmo baseia-se na interac¸a˜o entre duas
identidades: a identidade da a posteriori e a identidade preditiva.
A identidade da a posteriori e´ dada por
pi(θ|x) =
∫
pi(θ|x, z)p(z|x)dz,
onde p(z|x) e´ a densidade preditiva dos dados latentes, dado x, e resulta da identidade
preditiva dada por
p(z|x) =
∫
θ
p(z|θ, x)pi(θ|x)dθ.
Para implementar este procedimento, Tanner & Wong (1987) consideraram a
integrac¸a˜o de MC, sendo o algoritmo definido da seguinte maneira:
• Simular uma amostra i.i.d. z1, z2, . . . , zm de p(z|x);
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• Atualizar a aproximac¸a˜o atual de P (θ|x) pela me´dia das a posteriori ampliadas
em Z
pii+1(θ|x) ' 1
m
m∑
j=1
p(θ|x, zi).
• A partir de pii+1(θ|x), obter m novos θ∗i ;
• Gerar o pro´ximo zi’s de p(z|θ∗i , x). Usar estes zi no primeiro passo e repetir o
processo ate´ obter a convergeˆncia.
1.5.2 Algoritmo Expectation-Maximization (EM)
O algoritmo EM (Expectation Maximization) e´ um me´todo que permite calcular as
estimativas de ma´xima verosimilhanc¸a dos paraˆmetros de um modelo, na presenc¸a de
varia´veis na˜o observadas. Trata-se de um me´todo de ampliac¸a˜o de dados; os dados
observados sa˜o ampliados com dados latentes (i.e, na˜o observados), com o objetivo de
simplificar o problema de ca´lculo. E´, pois, um algoritmo de grande utilidade quando
os modelos dependem de dados incompletos.
Dempster et al. (1977) fizeram a descric¸a˜o e ana´lise formal do me´todo EM re-
saltando que, ao longo dos anos, este me´todo havia sido proposto muitas vezes em
circunstaˆncias especiais em diversos trabalhos. Detalhes adicionais e inu´meras alter-
nativas para o EM podem ser encontradas em McLachlan & Krishnan (1997).
A maior parte das aplicac¸o˜es do algoritmo EM fazem-se pelo facto de a pro´pria
estrutura dos dados sugerir a existeˆncia de dados omissos, dados censurados ou de
mistura de distribuic¸o˜es. Noutras situac¸o˜es a complexidade do ca´lculo para a ob-
tenc¸a˜o de estimativas de ma´xima verosimilhanc¸a leva a que se procure alternativas,
por exemplo atrave´s da introduc¸a˜o de varia´veis latentes no processo e da´ı esta meto-
dologia ser aplicada.
Seja X = (x1, . . . , xn) o conjunto de dados observados e Z uma varia´vel aleato´ria
cuja distribuic¸a˜o de probabilidade depende dos paraˆmetros desconhecidos θ e dos
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dados observados. Os dados completos Y = (X,Z) sa˜o definidos como os dados ob-
servados X e os dados aumentados Z, os quais podem ser uma varia´vel latente ou
dados incompletos. Denota-se por L(y; θ) = p(x, z|θ) a func¸a˜o de verosimilhanc¸a dos
dados completos; a estimativa de ma´xima verosimilhanc¸a dos paraˆmetros desconhe-
cidos e´ determinada atrave´s da verosimilhanc¸a marginal dos dados observados
L(x; θ) = pi(x|θ) =
∫
p(x, z|θ)dz.
De forma resumida o algoritmo EM e´ definido por dois passos: no passo "E" o algoritmo
calcula o valor esperado do logaritmo da verosimilhanc¸a e no passo "M" encontra seu
ma´ximo.
Algoritmo EM
Entrada: uma estimativa inicial θ(0)
Sa´ıda: sequeˆncia de θ(t), t = 1, 2, . . . de estimativas iteradas para θ
• Passo E (Expectation)
Q(θ|θ(t)) =
∫
z
ln[L(y; θ)]p(z|x, θ(t))dz
= EZ [lnL(y; θ)|x, θ(t)].
• Passo M (Maximization)
θ(t+1) = argmaxQ(θ|θ(t)),
fac¸a-se t = t+ 1 ate´ que θ(t+1) = θ(t), para determinada precisa˜o.
O crite´rio de paragem pode ser definido como ‖ θ(t+1) − θ(t) ‖< δ , com δ > 0
e suficientemente pequeno. A sequeˆncia θ(1), θ(2), θ(3), . . . , converge para a estima-
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tiva de ma´xima verosimilhanc¸a global quando a func¸a˜o Q tem um u´nico ma´ximo, de
outra forma converge para o ma´ximo local. A taxa de convergeˆncia nas primeiras
iterac¸o˜es e´ em geral bastante boa, mas pode tornar-se muito lenta se se aproximar
de um ma´ximo local. No trabalho de Dempster et al. (1977) sa˜o apresentados alguns
resultados que demostram que a taxa de convergeˆncia do algoritmo EM e´ linear ale´m
de depender da proporc¸a˜o de informac¸a˜o nos dados observado. Assim, quando com-
parado a um problema de dados completos, se existe uma grande proporc¸a˜o de dados
incompletos a convergeˆncia pode ser bastante lenta. Wu (1983) investigou porme-
norizadamente diversos pontos do algoritmo EM e afirma que sob condic¸o˜es bastante
gerais, o algoritmo tem convergeˆncia global confia´vel, isto e´, a convergeˆncia e´ quase
sempre num ma´ximo local.
Casella & Berger (2001) sugerem que o algoritmo EM converge quase certamente
para o MLE. Quando existem mu´ltiplos pontos de ma´ximo, o algoritmo EM, como
outros me´todos iterativos, na˜o garante a convergeˆncia para o ma´ximo global ale´m
do facto, da estimativa obtida depender do valor inicial. A taxa de convergeˆncia e´
geralmente mais lenta quando comparada com outros me´todos dispon´ıveis.
Em resumo considera-se o algoritmo EM com grande utilidade por apresentar sim-
plicidade conceptual e facilidade de implementac¸a˜o. Como desvantagem apresenta a
lenta convergeˆncia quando os dados sa˜o incompletos e em algumas situac¸o˜es o passo
E pode ser intrata´vel analiticamente sendo necessa´ria uma aproximac¸a˜o por me´todos
de MC.
1.5.3 Algoritmo Monte Carlo Expectation Maximization
O algoritmo Monte Carlo Expectation Maximization - MCEM (Wei & Tanner, 1990)
e´ uma modificac¸a˜o do algoritmo EM no qual o valor esperado do passo E e´ calculado
numericamente atrave´s de simulac¸o˜es de MC. Desta forma, pode-se dizer que o algo-
ritmo MCEM e´ uma aproximac¸a˜o ao algoritmo EM onde o ca´lculo do valor esperado
e´ substitu´ıdo pela me´dia de m elementos gerados aleatoriamente da distribuic¸a˜o de
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probabilidade das varia´veis latentes z dado os valores observados x.
O algoritmo MCEM e´ definido pelos seguintes passos:
• Simular uma amostra i.i.d z1, z2, . . . , zm de p(z|x, θ(t));
• Calcular
Q(θ|θ(t)) := 1
m
m∑
j=1
ln[L(zj; θ)|x, θ(t)];
• Determinar
θ(t+1) = argmaxQ(θ|θ(t)).
Nesta abordagem, a especificac¸a˜o do valor de m pode ser considerado um pro-
blema. Uma poss´ıvel soluc¸a˜o consiste em aumentar o valor de m a` medida que o
nu´mero de iterac¸o˜es cresce e ao mesmo tempo monitorizar a convergeˆncia como es-
pecificado anteriormente para o algoritmo EM.
1.5.4 Aplicac¸o˜es dos Algoritmo RJMCMC e EM em Se´ries
de Valores Inteiros
No que diz respeito a se´ries autorregressivas de valores inteiros, Pavlopoulos &
Karlis (2008) usaram um algoritmo EM apropriado para estimar numericamente as
estimativas de ma´xima verosimilhanc¸a dos paraˆmetros θ de uma mistura finita de m
varia´veis aleato´rias Poisson-Binomial. Dada uma estimativa inicial θ(0), admiss´ıvel
no espac¸o do paraˆmetro, o algoritmo EM estima primeiro o valor esperado condicional
da informac¸a˜o latente dados os valores observados e os valores atuais dos paraˆmetros
θ. O passo M atualiza θ com os novos valores θ
′
atrave´s da ma´xima verosimilhanc¸a
dos dados aumentados. No trabalho realizado por Pavlopoulos & Karlis (2008) fo-
ram encontradas expresso˜es expl´ıcitas para todos os paraˆmetros do modelo. Enciso-
Mora et al. (2008) utilizaram o algoritmo EM para estimar os paraˆmetros do modelo
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INAR(p), com p fixo, e atrave´s do crite´rio de selec¸a˜o de modelos BIC, compararam di-
ferentes modelos INAR(p). No mesmo artigo, os autores verificaram que para modelos
INARMA(p, q) o uso de um algoritmo EM, como apresentado ate´ agora, e´ invia´vel devido
a dependeˆncia de alguns valores no passo E sendo poss´ıvel, no entanto, a utilizac¸a˜o
de um algoritmo EM de MC. O algoritmo EM de MC pode apresentar tambe´m um mau
desempenho devido a convergeˆncia ser lenta e pelo facto do amostrador utilizado
para as estimativas no passo E apresentar uma elevada taxa de rejeic¸a˜o. Os auto-
res tambe´m constataram que o algoritmo EM para modelos INAR(p) gerou resultados
bastante similares aos outros algoritmos MCMC aplicados.
Com o objetivo de criarem um conjunto de dados completos Anderson & Karlis
(2010) utilizaram o me´todo bridge que permite gerar os dados em falta no modelo e em
todos os dados dispon´ıveis usando o condicionamento. Apo´s isso usaram o algoritmo
EM com passo de MC para encontrar as estimativas dos paraˆmetros desejados.
Tendo em considerac¸a˜o o algoritmo RJMCMC, Neal & Subba Rao (2007) apresentam
um algoritmo considerado eficiente para obter estimativas dos coeficientes de um
processo INAR(p) e da ordem correspondente.

Capı´tulo2
Processos Autorregressivos de Valores
Inteiros Definidos por Limiares
Autoinduzidos
“The essence of mathematics is not to make
simple things complicated, but to make
complicated things simple.”
Stanley Gudder
O objetivo deste cap´ıtulo e´ generalizar a classe de modelos SETINAR(2; 1, 1) in-
troduzida por Monteiro (2010) e Monteiro et al. (2012) para ordens superiores. Tal
classe de modelos permite caracterizar se´ries de contagem que apresentam mudanc¸as
da volatilidade no tempo e padro˜es do tipo linear que se repetem por troc¸os. O uso
de limiares permite representar uma se´rie temporal por meio de modelos autorre-
gressivos de valores inteiros por partes dividindo o conjunto de dados em grupos que
podem ser chamados regimes.
O modelo aqui estudado, designado por SETINAR
(
2; p(1), p(2)
)
, apresenta dois re-
gimes cujas ordens das componentes autorregressivas de cada ramo sa˜o dadas por
p(1) e p(2) e as inovac¸o˜es sa˜o varia´veis aleato´rias independentes com distribuic¸a˜o de
Poisson.
31
32
CAPI´TULO 2. PROCESSOS AUTORREGRESSIVOS DE VALORES INTEIROS
DEFINIDOS POR LIMIARES AUTOINDUZIDOS
Na Secc¸a˜o 2.1 e´ definido o modelo e apresentada a sua forma vetorial; na Secc¸a˜o 2.2
sa˜o apresentadas as suas propriedades probabil´ısticas; a Secc¸a˜o 2.3.1 apresenta os esti-
madores de mı´nimos quadrados condicionais; na Secc¸a˜o 2.3.2 tem-se a verosimilhanc¸a
seguida pela Infereˆncia bayesiana na Secc¸a˜o 2.3.3; o estudo de simulac¸a˜o e´ feito na
Secc¸a˜o 2.4 e conclui-se o cap´ıtulo com aplicac¸a˜o a dados reais na Secc¸a˜o 2.5.
2.1 Definic¸a˜o do Modelo SETINAR
A classe dos modelos autorregressivos de valores inteiros com limiar autoinduzido,
SETINAR, do ingleˆs Self-Exciting Threshold INteger-valued Autoregressive, e´ definida
por modelos da forma
Xt =

p(1)∑
i=1
α
(1)
i ◦Xt−i + Z(1)t , se Xt−d ≤ r
p(2)∑
i=1
α
(2)
i ◦Xt−i + Z(2)t , se Xt−d > r.
(2.1)
O modelo apresenta dois regimes (k = 1, 2) e um valor de limiar r. Assumem-se
diferentes ordens autorregressivas p(1) e p(2) para cada um dos regimes e um paraˆmetro
de desfasamento igual a d. Os coeficientes autorregressivos sa˜o definidos por
α(1) := [α
(1)
1 · · · α(1)p(1) ]T , α(2) := [α
(2)
1 · · · α(2)p(2) ]T , com
p(k)∑
i=1
α
(k)
i < 1, k = 1, 2.
O termo Z
(k)
t , com t ∈ Z, e´ uma sequeˆncia de varia´veis aleato´rias i.i.d. independentes
de Xt e de α
(k)◦Xt−d, com distribuic¸a˜o de Poisson de paraˆmetro λ(k). Assim, de forma
geral, pode-se definir o modelo SETINAR
(
2; p(1), p(2)
)
em (2.1) da seguinte maneira.
Definic¸a˜o 2.1. [Modelo SETINAR
(
2; p(1), p(2)
)
] O modelo SETINAR
(
2; p(1), p(2)
)
e´ de-
finido pela equac¸a˜o recursiva
Xt =
(
Y
(1)
t + Z
(1)
t
)
I
(1)
t−d +
(
Y
(2)
t + Z
(2)
t
)
I
(2)
t−d,
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com α
(k)
i ∈ [0, 1), i = 1, . . . , p(k), k = 1, 2, onde Y (k)t :=
p(k)∑
i=1
α
(k)
i ◦ Xt−i, Y (k)t,i :=
α
(k)
i ◦Xt−i|Xt−i ∼ Bin(Xt−i, α(k)i ), Zt e´ uma sequeˆncia de v.a. i.i.d. e
I
(1)
t−d :=
 1 se Xt−d ≤ r0 se Xt−d > r , I(2)t−d = 1− I(1)t−d. (2.2)
Desta forma o processo SETINAR
(
2; p(1), p(2)
)
pode ser escrito como um processo
INAR
(
p(1)I
(1)
t−d + p
(2)I
(2)
t−d
)
, onde cada regime e´ um processo INAR
(
p(k)
)
, isto e´,
Xt =
 INAR
(
p(1)
)
, se Xt−d ≤ r
INAR
(
p(2)
)
, se Xt−d > r
.
2.1.1 Representac¸a˜o Vetorial do Modelo SETINAR
O processo SETINAR
(
2; p(1), p(2)
)
pode ser escrito na representac¸a˜o p-variada de
um processo univariado INAR(1) (Franke & Subba Rao, 1995), tal como estudado por
Du & Li (1991) e aqui apresentado na Definic¸a˜o 1.4. Assim, a partir do operador
thinning binomial vetorial apresentado na Definic¸a˜o 1.2 pode-se expressar o processo
SETINAR
(
2; p(1), p(2)
)
como um processo p-dimensional INAR(1).
Definic¸a˜o 2.2. [Representac¸a˜o Vetorial SETINAR
(
2; p(1), p(2)
)
] Seja (Xt) um processo
estoca´stico de valores inteiros na˜o negativos. Assim, Xt admite a representac¸a˜o
Xt = A ◦Xt−1 + Zt, (2.3)
onde A e´ uma matriz p× p, com p := p(1)I(1)t−d + p(2)I(2)t−d,
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A =

2∑
k=1
α
(k)
1 I
(k)
t−d . . .
2∑
k=1
α
(k)
p−1I
(k)
t−d
2∑
k=1
α(k)p I
(k)
t−d
1 . . . 0 0
...
. . . . . .
...
0 . . . 1 0

, (2.4)
sendo Xt = [XtXt−1 · · · Xt−p+1]T , e Zt =
[
2∑
k=1
Z
(k)
t I
(k)
t−d 0 · · · 0
]T
, onde Z
(1)
t e Z
(2)
t
sa˜o sequeˆncias de varia´veis aleato´rias inteiras independentes, e com distribuic¸o˜es F1
e F2, respetivamente.
Esta representac¸a˜o mostra que o processo SETINAR
(
2; p(1), p(2)
)
pode ser visto
como um subvetor de um processo de dimensa˜o p-multivariado INAR(1).
Na Figura 2.1 apresentam-se duas realizac¸o˜es do processo SETINAR
(
2; p(1), p(2)
)
,
com valores distintos ou iguais entre os regimes, respetivamente para os paraˆmetros
das inovac¸o˜es. No gra´fico (a), as realizac¸o˜es movem-se bastante entre os dois regimes;
nesta situac¸a˜o os valores de λ(1) e λ(2) sa˜o iguais. No gra´fico (b), onde λ(1) e λ(2) sa˜o
diferentes, as mudanc¸as de regime sa˜o menos frequentes.
Figura 2.1: Realizac¸o˜es de dois modelos SETINAR
(
2; p(1), p(2)
)
.
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2.2 Propriedades Gerais
2.2.1 Estacionaridade Estrita
Ja´ se referiu anteriormente que o processo SETINAR
(
2; p(1), p(2)
)
pode-se expressar
como um processo p-dimensional INAR(1). Desta forma, para verificar-se a existeˆncia
de um processo SETINAR estritamente estaciona´rio que satisfaz (2.3), aplicam-se os
resultados obtidos do Teorema 1 de Franke & Subba Rao (1995) para um processo
INAR(p).
Teorema 2.1 (Distribuic¸a˜o estritamente estaciona´ria). Seja (Xt), o processo definido
em (2.3), uma cadeia de Markov irredut´ıvel e aperio´dica em Np0. Se E||Zt|| < +∞ e
se o maior valor pro´prio ρ de A e´ inferior a 1, enta˜o existe uma soluc¸a˜o estritamente
estaciona´ria que satisfaz (2.3).
Demonstrac¸a˜o. Pela proposic¸a˜o B em Dion et al. (1995, p. 126) tem-se que
p(1)∑
i=1
α
(1)
i I
(1)
t−d +
p(2)∑
i=1
α
(2)
i I
(2)
t−d < 1⇔ ρ < 1. (2.5)
A condic¸a˜o (2.5) implica que todas as ra´ızes do polino´mio caracter´ıstico A esta˜o
dentro do c´ırculo unita´rio. Ale´m disso, se E||Zt|| < +∞, enta˜o pelo Teorema 1 em
Franke & Subba Rao (1995) existe uma soluc¸a˜o estritamente estaciona´ria que satisfaz
(2.3). 
2.2.2 Propriedades Probabil´ısticas
Para determinar a me´dia, variaˆncia e a func¸a˜o de autocovariaˆncia do processo
SETINAR
(
2; p(1), p(2)
)
define-se, q := P (Xt−d ≤ r), u(1)i,d := E[Xt−i|Xt−d ≤ r], u(2)i,d :=
E[Xt−i|Xt−d > r], γ(1)s,h := Cov[Xt, Xt+s|Xt+h ≤ r], γ(2)s,h := Cov[Xt, Xt+s|Xt+h > r].
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Lema 2.1. Para o modelo SETINAR
(
2; p(1), p(2)
)
a me´dia e´ dada por
µ := E[Xt] = q
p(1)∑
i=1
α
(1)
i u
(1)
i,d + (1− q)
p(2)∑
i=1
α
(2)
i u
(2)
i,d + qµ
(1)
Z + (1− q)µ(2)Z ,
sendo µ
(k)
Z := E[Z
(k)
t ] for k = 1, 2. A variaˆncia e´
σ2 := V [Xt] = q
{
V
[ p(1)∑
i=1
α
(1)
i Xt−i|Xt−d ≤ r
]
+
p(1)∑
i=1
α
(1)
i (1− α(1)i )u(1)i,d
}
+ qσ
(1)
Z
+(1− q)
{
V
[ p(2)∑
i=1
α
(2)
i Xt−i|Xt−d > r
]
+
p(2)∑
i=1
α
(2)
i (1− α(2)i )u(2)i,d
}
+ (1− q)σ(2)Z
+q(1− q)
[ p(1)∑
i=1
α
(1)
i u
(1)
i,d −
p(2)∑
i=1
α
(2)
i u
(2)
i,d
]2
,
com σ
(k)
Z := V [Z
(k)
t ], para k = 1, 2. Finalmente, a func¸a˜o de autocovariaˆncia γ(s) e´
dada por
γ(s) = q
p(1)∑
i=1
α
(1)
i γ
(1)
s−i,s−d + (1− q)
p(2)∑
i=1
α
(2)
i γ
(2)
s−i,s−d +
+ q(1− q)(u(1)0,d−s − u(2)0,d−s)
{ p(1)∑
i=1
α
(1)
i u
(1)
i−s,d−s −
p(2)∑
i=1
α
(2)
i u
(2)
i−s,d−s
}
.
Demonstrac¸a˜o. A me´dia e´ dada por
E[Xt] = E
[ 2∑
k=1
( p(k)∑
i=1
α
(k)
i ◦Xt−i + Z(k)t
)
I
(k)
t−d
]
= q
[ p(1)∑
i=1
α
(1)
i E[Xt−i|Xt−d ≤ r] + E[Z(1)t ]
]
+
+ (1− q)
[ p(2)∑
i=1
α
(2)
i E[Xt−i|Xt−d > r] + E[Z(2)t ]
]
= q
p(1)∑
i=1
α
(1)
i u
(1)
i,d + (1− q)
p(2)∑
i=1
α
(2)
i u
(2)
i,d + qµ
(1)
Z + (1− q)µ(2)Z .
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A variaˆncia e´ dada por
V [Xt] = V
[ 2∑
k=1
( p(k)∑
i=1
α
(k)
i ◦Xt−i
)
I
(k)
t−d
]
+ V
[ 2∑
k=1
Z
(k)
t I
(k)
t−d
]
= V
[( p(1)∑
i=1
α
(1)
i ◦Xt−i
)
I
(1)
t−d +
( p(2)∑
i=1
α
(2)
i ◦Xt−i
)
I
(2)
t−d
]
+ V
[ 2∑
k=1
Z
(k)
t I
(k)
t−d
]
= V
[( p(1)∑
i=1
α
(1)
i ◦Xt−i
)
I
(1)
t−d
]
︸ ︷︷ ︸
I
+V
( p(2)∑
i=1
α
(2)
i ◦Xt−i
)
I
(2)
t−d
]
︸ ︷︷ ︸
II
+
+ 2Cov
{[ p(1)∑
i=1
α
(1)
i ◦Xt−i
]
I
(1)
t−d,
[ p(2)∑
i=1
α
(2)
i ◦Xt−i
]
I
(2)
t−d
}
︸ ︷︷ ︸
III
+V
[ 2∑
k=1
Z
(k)
t I
(k)
t−d
]
︸ ︷︷ ︸
IV
.
(2.6)
O termo I da variaˆncia e´ dado por
I = V
[( p(1)∑
i=1
α
(1)
i ◦Xt−i
)
I
(1)
t−d
]
= V
[
E
[( p(1)∑
i=1
α
(1)
i ◦Xt−i
)
I
(1)
t−d|Xt−i
]]
+ E
[
V
[( p(1)∑
i=1
α
(1)
i ◦Xt−i
)
I
(1)
t−d|Xt−i
]]
= V
[
I
(1)
t−dE
[ p(1)∑
i=1
α
(1)
i ◦Xt−i|Xt−i
]]
+ E
[
I
(1)
t−dV
[ p(1)∑
i=1
α
(1)
i ◦Xt−i|Xt−i
]]
= E
[
I
(1)
t−d
( p(1)∑
i=1
α
(1)
i Xt−i
)2]
− E
[
I
(1)
t−d
p(1)∑
i=1
α
(1)
i Xt−i
]2
+ E
[
I
(1)
t−d
p(1)∑
i=1
α
(1)
i (1− α(1)i )Xt−i
]
= P (Xt−d ≤ r)E
[( p(1)∑
i=1
α
(1)
i Xt−i
)2
|Xt−d ≤ r
]
−
[
P (Xt−d ≤ r)
p(1)∑
i=1
α
(1)
i ×
×E[Xt−i|Xt−d ≤ r]
]2
+ P (Xt−d ≤ r)
p(1)∑
i=1
α
(1)
i (1− α(1)i )E[Xt−i|Xt−d ≤ r]
= q
{
V
[ p(1)∑
i=1
α
(1)
i Xt−i|Xt−d ≤ r
]
+
p(1)∑
i=1
α
(1)
i (1− α(1)i )u(1)i,d
}
+ q(1− q)
p(1)∑
i=1
α
(1)
i
2
u
(1)
i,d
2
.
(2.7)
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De forma ana´loga verifica-se que o termo II e´ dado por:
II = (1− q)
{
V
[ p(2)∑
i=1
α
(2)
i Xt−i|Xt−d > r
]
+
p(2)∑
i=1
α
(2)
i (1− α(2)i )u(2)i,d
}
+
+q(1− q)
p(2)∑
i=1
α
(2)
i
2
u
(2)
i,d
2
.
(2.8)
Em relac¸a˜o ao termo III, este e´ dado por
III = 2Cov
[(
I
(1)
t−d
p(1)∑
i=1
α
(1)
i ◦Xt−i
)
,
(
I
(2)
t−d
p(2)∑
i=1
α
(2)
i ◦Xt−i
)]
= 2
{
E
[(
I
(1)
t−d
p(1)∑
i=1
α
(1)
i ◦Xt−i
)(
I
(2)
t−d
p(2)∑
i=1
α
(2)
i ◦Xt−i
)]
−
−E
[
I
(1)
t−d
p(1)∑
i=1
α
(1)
i ◦Xt−i
]
E
[
I
(2)
t−d
p(2)∑
i=1
α
(2)
i ◦Xt−i
]}
= −2q(1− q)
p(1)∑
i=1
α
(1)
i u
(1)
i,d
p(2)∑
i=1
α
(2)
i u
(2)
i,d .
(2.9)
O termo IV toma a forma
IV = V
[ 2∑
k=1
Z
(k)
t I
(k)
t−d
]
= qσ
(1)
Z + (1− q)σ(2)Z . (2.10)
Ao substituir os termos I, II , III e IV apresentados respetivamente pelas equac¸o˜es
(2.7), (2.8), (2.9) e (2.10) na equac¸a˜o (2.6) obtem-se facilmente a expressa˜o da
variaˆncia. Finalmente, para obter a func¸a˜o de autocovariaˆncia, tem-se que
γ(s) = Cov
[
Xt,
( p(1)∑
i=1
α
(1)
i ◦Xt+s−i + Z(1)t
)
I
(1)
t+s−d +
( p(2)∑
i=1
α
(2)
i ◦Xt+s−i + Z(2)t
)
I
(2)
t+s−d
]
= E
[
Xt
(( p(1)∑
i=1
α
(1)
i ◦Xt+s−i + Z(1)t
)
I
(1)
t+s−d +
( p(2)∑
i=1
α
(2)
i ◦Xt+s−i + Z(2)t
)
I
(2)
t+s−d
)]
−E[Xt]E
[( p(1)∑
i=1
α
(1)
i ◦Xt+s−i + Z(1)t
)
I
(1)
t+s−d +
( p(2)∑
i=1
α
(2)
i ◦Xt+s−i + Z(2)t
)
I
(2)
t+s−d
]
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= P (Xt+s−d ≤ r)E
[
Xt
( p(1)∑
i=1
α
(1)
i ◦Xt+s−i
)
|Xt+s−d ≤ r
]
+ E[XtZ
(1)
t I
(1)
t+s−d]
+P (Xt+s−d > r)E
[
Xt
( p(2)∑
i=1
α
(2)
i ◦Xt+s−i
)
|Xt+s−d > r
]
+ E[XtZ
(2)
t I
(2)
t+s−d]
−E[Xt]E
[( p(1)∑
i=1
α
(1)
i ◦Xt+s−i
)
I
(1)
t+s−d
]
− E[Xt]E[Z(1)t I(1)t+s−d]
−E[Xt]E
[( p(2)∑
i=1
α
(2)
i ◦Xt+s−i
)
I
(2)
t+s−d
]
− E[Xt]E[Z(2)t I(2)t+s−d].
Uma vez que Xt e´ independente de Z
(k)
t , para k = 1, 2 e s > 0 tem-se
E[XtZ
(k)
t I
(k)
t+s−d]− E[Xt]E[Z(k)t I(k)t+s−d] = Cov[Xt, Z(k)t ] = 0, k = 1, 2. (2.11)
Enta˜o,
Cov[Xt, Xt+s] = P (Xt+s−d ≤ r)E
[
Xt
( p(1)∑
i=1
α
(1)
i ◦Xt+s−i
)
|Xt+s−d ≤ r
]
+
+P (Xt+s−d > r)E
[
Xt
( p(2)∑
i=1
α
(2)
i ◦Xt+s−i
)
|Xt+s−d > r
]
−
−E[Xt]E
[( p(1)∑
i=1
α
(1)
i ◦Xt+s−i
)
I
(1)
t+s−d +
( p(2)∑
i=1
α
(2)
i ◦Xt+s−i
)
I
(2)
t+s−d
]
= P (Xt+s−d ≤ r)E
[
Xt
( p(1)∑
i=1
α
(1)
i ◦Xt+s−i
)
|Xt+s−d ≤ r
]
+ P (Xt+s−d > r)×
×E
[
Xt
( p(2)∑
i=1
α
(2)
i ◦Xt+s−i
)
|Xt+s−d > r
]
− E[Xt]
{
P (Xt+s−d ≤ r)×
×E
[ p(1)∑
i=1
α
(1)
i ◦Xt+s−i|Xt+s−d ≤ r
]
+ P (Xt+s−d > r)E
[ p(2)∑
i=1
α
(2)
i ◦Xt+s−i|Xt+s−d > r
]}
= q
p(1)∑
i=1
α
(1)
i E[XtXt+s−i|Xt+s−d ≤ r] + (1− q)
p(2)∑
i=1
α
(2)
i E[XtXt+s−i|Xt+s−d > r]−
−q
p(1)∑
i=1
α
(1)
i E[Xt]E[Xt+s−i|Xt+s−d ≤ r]− (1− q)
p(2)∑
i=1
α
(2)
i E[Xt]E[Xt+s−i|Xt+s−d > r]
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= q
p(1)∑
i=1
α
(1)
i
{
Cov[Xt, Xt+s−i|Xt+s−d ≤ r] + E[Xt|Xt+s−d ≤ r]E[Xt+s−i|Xt+s−d ≤ r]
}
+(1− q)
p(2)∑
i=1
α
(2)
i
{
Cov[Xt, Xt+s−i|Xt+s−d > r] + E[Xt|Xt+s−d > r]E[Xt+s−i|Xt+s−d > r]
}
−q
p(1)∑
i=1
α
(1)
i E[Xt]E[Xt+s−i|Xt+s−d ≤ r] + (1− q)
p(2)∑
i=1
α
(2)
i E[Xt]E[Xt+s−i|Xt+s−d > r]
= q
p(1)∑
i=1
α
(1)
i Cov[Xt, Xt+s−i|Xt+s−d ≤ r]− q
p(1)∑
i=1
α
(1)
i E[Xt+s−i|Xt+s−d ≤ r]×
×
{
E[Xt]− E[Xt|Xt+s−d ≤ r]
}
+ (1− q)
p(2)∑
i=1
α
(2)
i Cov[Xt, Xt+s−i|Xt+s−d > r]−
−(1− q)E[Xt+s−i|Xt+s−d > r]{E[Xt]− E[Xt|Xt+s−d > r]}.
Uma vez que
E[Xt] = qE[Xt|Xt−d ≤ r] + (1− q)E[Xt|Xt−d > r],
enta˜o
E[Xt]− E[Xt|Xt+s−d ≤ r] =
= qE[Xt|Xt+s−d ≤ r] + (1− q)E[Xt|Xt+s−d > r]− E[Xt|Xt+s−d ≤ r]
= (1− q)(E[Xt|Xt+s−d > r]− E[Xt|Xt+s−d ≤ r])
= (1− q)(u(2)i−s,d − u(1)i−s,d)
e
E[Xt]− E[Xt|Xt+s−d > r] =
= qE[Xt|Xt+s−d ≤ r] + (1− q)E[Xt|Xt+s−d > r]− E[Xt|Xt+s−d > r]
= qE[Xt|Xt+s−d ≤ r] + E[Xt|Xt+s−d > r]− qE[Xt|Xt+s−d > r]− E[Xt|Xt+s−d ≤ r]
= q(E[Xt|Xt+s−d ≤ r]− E[Xt|Xt+s−d > r])
= q(u
(1)
i−s,d − u(2)i−s,d).
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Assim, tem-se que
Cov[Xt, Xt+s] =
= q
p(1)∑
i=1
α
(1)
i Cov[Xt, Xt+s−i|Xt+s−d ≤ r] + (1− q)
p(2)∑
i=1
α
(2)
i Cov[Xt, Xt+s−i|Xt+s−d > r]
+q(1− q)
p(1)∑
i=1
α
(1)
i u
(1)
i−s,d−s(u
(1)
0,d−s − u(2)0,d−s)− q(1− q)
p(2)∑
i=1
α
(2)
i u
(2)
i−s,d−s(u
(1)
0,d−s − u(2)0,d−s)
= q
p(1)∑
i=1
α
(1)
i Cov[Xt, Xt+s−i|Xt+s−d ≤ r] + (1− q)
p(2)∑
i=1
α
(2)
i Cov[Xt, Xt+s−i|Xt+s−d > r]
+q(1− q)(u(1)0,d−s − u(2)0,d−s)
{ p(1)∑
i=1
α
(1)
i u
(1)
i−s,d−s −
p(2)∑
i=1
α
(2)
i u
(2)
i−s,d−s
}
= q
p(1)∑
i=1
α
(1)
i γ
(1)
s−i,s−d + (1− q)
p(2)∑
i=1
α
(2)
i γ
(2)
s−i,s−d+
+q(1− q)(u(1)0,d−s − u(2)0,d−s)
{ p(1)∑
i=1
α
(1)
i u
(1)
i−s,d−s −
p(2)∑
i=1
α
(2)
i u
(2)
i−s,d−s
}
.

2.3 Me´todos de Estimac¸a˜o
2.3.1 Estimadores de Minimos Quadrados Condicionais
Klimko & Nelson (1978) propuseram um me´todo de mı´nimos quadrados condicio-
nais(MQC) para processos estoca´sticos. O me´todo consiste em minimizar a soma dos
quadrados da diferenc¸a de cada observac¸a˜o, Xt, ao seu valor esperado dadas todas
observac¸o˜es anteriores para a obtenc¸a˜o dos estimadores desejados.
Al-Osh & Alzaid (1987), Du & Li (1991), Latour (1998) e Silva (2005b), entre ou-
tros autores, fizeram uso deste me´todo para estimar os paraˆmetros em modelos INAR.
Para o modelo SETINAR(2; 1, 1), Monteiro (2010) fez uso de estimadores de mı´nimos
quadrados condicionais para obter as estimativas dos coeficientes α(1), α(2), λ e do li-
miar r . A seguir, o me´todo MQC e´ apresentado para o modelo SETINAR
(
2; p(1), p(2)
)
.
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O estimador de MQC e´ o vetor que minimiza a expressa˜o:
Q(θ) :=
n∑
t=m+1
(
Xt − g(θ, Xt−1, . . . , Xt−m)
)2
≡
n∑
t=m+1
U2t , (2.12)
onde
θ :=
(
α
(1)
1 , . . . , α
(1)
p(1)
, λ(1), α
(2)
1 , . . . , α
(2)
p(2)
, λ(2)
)
, m := max{p(1), p(2)}
e
g(θ, Xt−1, . . . , Xt−m) :=
p(1)∑
i=1
(
α
(1)
i Xt−iI
(1)
t−d
)
+
p(2)∑
i=1
(
α
(2)
i Xt−iI
(2)
t−d
)
+λ(1)I
(1)
t−d +λ
(2)I
(2)
t−d,
(2.13)
cuja soluc¸a˜o e´ obtida atrave´s da resoluc¸a˜o do seguinte sistema

N(1) 0
0 N(2)


α
(1)
1
...
α
(1)
p(1)
λ(1)
α
(2)
1
...
α
(2)
p(2)
λ(2)

=

S
(1)
1
...
S
(1)
p(1)
S
(1)
λ
S
(2)
1
...
S
(2)
p(2)
S
(2)
λ

, (2.14)
onde 0 e´ uma matriz de dimensa˜o (p(1) + 1)× (p(2) + 1) de zeros,
S
(k)
i =
n∑
t=m+1
XtXt−iI
(k)
t−d, S
(k)
λ =
n∑
t=m+1
XtI
(k)
t−d,
e N(1) e N(2) sa˜o matrizes de dimensa˜o (p(1) + 1)× (p(1) + 1) e (p(2) + 1)× (p(2) + 1),
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respetivamente, definidas da seguinte maneira
N(k) =

n∑
t=m+1
X2t−1I
(k)
t−d
n∑
t=m+1
Xt−1Xt−2I
(k)
t−d . . .
n∑
t=m+1
Xt−1Xt−mI
(k)
t−d
n∑
t=m+1
Xt−1I
(k)
t−d
n∑
t=m+1
Xt−1Xt−2I
(k)
t−d
n∑
t=m+1
X2t−2I
(k)
t−d
. . .
...
n∑
t=m+1
Xt−2I
(k)
t−d
...
...
. . .
...
...
n∑
t=m+1
Xt−1Xt−mI
(k)
t−d . . . . . .
n∑
t=m+1
X2t−mI
(k)
t−d
n∑
t=m+1
Xt−mI
(k)
t−d
n∑
t=m+1
Xt−1I
(k)
t−d . . . . . .
n∑
t=m+1
X2t−m
n∑
t=m+1
I
(k)
t−d

,
para k = 1, 2.
A distribuic¸a˜o assinto´tica dos estimadores MQC pode ser obtida atrave´s dos re-
sultados em Klimko & Nelson (1978).
Proposic¸a˜o 2.1. Os estimadores MQC sa˜o fortemente consistentes e a sua distri-
buic¸a˜o e´ assintoticamente normal, i.e,
√
n(θˆ − θ) d−→ N(0,V−1WV−1), (2.15)
onde V e W sa˜o matrizes quadradas de ordem p(1) + p(2) + 2, e definidas da seguinte
forma:
V =

qM(1) 0
0 (1− q)M(2)

, W =
 q(D(1) + µ(1)Z M(1)) 0
0 (1− q)(D(2) + µ(2)Z M(2))
 ,
(2.16)
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com
M(k) =

m1
(k) m12
(k) . . . m1p(k)
(k) u
(k)
1,d
m12
(k) m2
(k) . . . m2p(k)
(k) u
(k)
2,d
...
...
. . .
...
...
m1p(k)
(k) m2p(k)
(k) . . . mp(k)
(k) u
(k)
p(k),d
u
(k)
1,d u
(k)
2,d . . . u
(k)
p(k),d
1

, k = 1, 2,
onde m
(1)
i := E[X
2
t−i|Xt−d ≤ r], m(2)i = m(2)ii := E[X2t−i|Xt−d > r], m(1)ij := E[Xt−iXt−j|Xt−d ≤
r] e m
(2)
ij := E[Xt−iXt−j|Xt−d > r]. Finalmente,
D(k) =

p(k)∑
l=1
α
(k)
l (1− α
(k)
l )w
(k)
l11 . . .
p(k)∑
l=1
α
(k)
l (1− α
(k)
l )w
(k)
l1p(k)
p(k)∑
l=1
α
(k)
l (1− α
(k)
l )m
(k)
l1
p(k)∑
l=1
α
(k)
l (1− α
(k)
l )w
(k)
l12 . . .
p(k)∑
l=1
α
(k)
l (1− α
(k)
l )w
(k)
l2p(k)
p(k)∑
l=1
α
(k)
l (1− α
(k)
l )m
(k)
l2
... · · ·
...
...
p(k)∑
l=1
α
(k)
l (1− α
(k)
l )w
(k)
l1p(k)
. . .
p(k)∑
l=1
α
(k)
l (1− α
(k)
l )w
(k)
lp(k)p(k)
p(k)∑
l=1
α
(k)
l (1− α
(k)
l )m
(k)
lp(k)
p(k)∑
l=1
α
(k)
l (1− α
(k)
l )m
(k)
l1 . . .
p(k)∑
l=1
α
(k)
l (1− α
(k)
l )m
(k)
lp(k)
p(k)∑
l=1
α
(k)
l (1− α
(k)
l )u
(k)
l,d

, k = 1, 2,
com w
(1)
ijl := E[Xt−iXt−jXt−l|Xt−d ≤ r] e w(2)ijl := E[Xt−iXt−jXt−l|Xt−d > r], para
l, i, j = 1, . . . , p(k).
Demonstrac¸a˜o. E´ simples verificar que a func¸a˜o g e as derivadas parciais
∂g(θ, Xt−1, . . . , Xt−m)
∂θi
,
∂2g(θ, Xt−1, . . . , Xt−m)
∂θi∂θj
,
∂3g(θ, Xt−1, . . . , Xt−m)
∂θi∂θj∂θk
,
com i, j, k = 1, . . . ,
(
p(1) + p(2) + 2
)
satisfazem todas as condic¸o˜es de regularidade do
Teorema 3.1 de Klimko & Nelson (1978). Desta forma os estimadores de mı´nimos qua-
drados condicionais para um processo SETINAR(2; 1, 1) sa˜o fortemente consistentes. A
prova da normalidade assinto´tica dos estimadores obtem-se a partir dos argumentos
utilizados na demostrac¸a˜o do Teorema 3.1 em Monteiro et al. (2012). 
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2.3.2 Verosimilhanc¸a Condicional
Para se obter a verosimilhanc¸a condicional L do modelo SETINAR e´ suficiente
conhecer as probabilidades de transic¸a˜o uma vez que
L
(
α
(1)
1 , . . . , α
(1)
p(1)
, α
(2)
1 , . . . , α
(2)
p(2)
, λ(1), λ(2)
)
=
n∏
t=m+1
P (Xt|Xt−1, . . . , Xt−m),
ondem := max(p(1), p(2)). Adaptando ao modelo SETINAR(2; p(1), p(2)) o procedimento
de Bu et al. (2008) usado no modelo INAR(p), verifica-se que
Xt =
 p(1)∑
i=1
α
(1)
i ◦Xt−i + Z(1)t
 I(1)t−d +
 p(2)∑
i=1
α
(2)
i ◦Xt−i + Z(2)t
 I(2)t−d,
pode ser visto como a convoluc¸a˜o de
(
α
(1)
1 ◦Xt−1
)
I
(1)
t−d +
(
α
(2)
1 ◦Xt−1
)
I
(2)
t−d,
com  p(1)∑
i=2
α
(1)
i ◦Xt−i + Z(1)t
 I(1)t−d +
 p(2)∑
i=2
α
(2)
i ◦Xt−i + Z(2)t
 I(2)t−d.
Analogamente,
 p(1)∑
i=2
α
(1)
i ◦Xt−i + Z(1)t
 I(1)t−d +
 p(2)∑
i=2
α
(2)
i ◦Xt−i + Z(2)t
 I(2)t−d,
pode ser interpretado como a convoluc¸a˜o entre
(
α
(1)
2 ◦Xt−2
)
I
(1)
t−d +
(
α
(2)
2 ◦Xt−2
)
I
(2)
t−d,
com  p(1)∑
i=3
α
(1)
i ◦Xt−i + Z(1)t
 I(1)t−d +
 p(2)∑
i=3
α
(2)
i ◦Xt−i + Z(2)t
 I(2)t−d
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e assim sucessivamente.
No caso em que as inovac¸o˜es teˆm distribuic¸a˜o de Poisson, vem a seguinte expressa˜o
para as probabilidades de transic¸a˜o
P (Xt|Xt−1, . . . , Xt−m) = P (Xt = xt|Xt−1 = xt−1, . . . , Xt−m = xt−m)
= P
 p(1)∑
i=1
α
(1)
i ◦Xt−i + Z(1)t
 I(1)t−d +
 p(2)∑
i=1
α
(2)
i ◦Xt−i + Z(2)t
 I(2)t−d = xt∣∣∣∣xt−1, . . . , xt−m

=
2∑
k=1

min(xt,xt−1)∑
i1=0
C
xt−1
i1
(
α
(k)
1
)i1 (
1− α(k)1
)xt−1−i1 ×
×
min(xt−2,xt−i1)∑
i2=0
C
xt−2
i2
(
α
(k)
2
)i2 (
1− α(k)2
)xt−2−i2 · · · ×
×
min(xt−m,xt−i1−···−im−1)∑
im=0
C
xt−m
im
(
α(k)m
)im (
1− α(k)m
)xt−m−im ×
×e−λ(k)
(
λ(k)
)xt−i1−···−im−1
(xt − i1 − · · · − im−1)!
]
. . .
]]}
.
Com vista a facilitar o processo de estimac¸a˜o de paraˆmetros no modelo SETINAR,
faz-se uma ampliac¸a˜o de dados, tal como foi efetuado para um modelo INARMA por
Neal & Subba Rao (2007) onde os dados ampliados sa˜o tratados como varia´veis
latentes a serem atualizadas. Estimativas de ma´xima verosimilhanc¸a (EMV) em
dados ampliados sa˜o realizadas, em geral, atrave´s do uso do algoritmo de ampliac¸a˜o
de dados EM proposto por Dempster et al. (1977).
O procedimento para imputac¸a˜o de varia´veis latentes no modelo SETINAR(2; p(1), p(2)),
o qual segue o procedimento eficiente utilizado por Neal & Subba Rao (2007) para a
obtenc¸a˜o da verosimilhanc¸a e para a atualizac¸a˜o dos dados ampliados, e´ descrito a
seguir.
Seja a se´rie temporal observada x := (x1−m, x2−m, . . . , xn) ondem := max
(
p(1), p(2)
)
representa a ordem ma´xima dos processos INAR(p) intervenientes. Seja Y
(k)
t,i :=
α
(k)
i ◦ Xt−i e Y (k)t =
p(k)∑
i=1
Y
(k)
t,i , para t ∈ N, i = 1, . . . , p(k) e k = 1, 2. Enta˜o
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Z
(k)
t = Xt − Y (k)t , t ∈ N, k = 1, 2. Isto significa que
Y
(1)
t =
p(1)∑
i=1
α
(1)
i ◦Xt−i, Xt−d ≤ r
Y
(2)
t =
p(2)∑
i=1
α
(2)
i ◦Xt−i, Xt−d > r
e 
Z
(1)
t = Xt −
p(1)∑
i=1
Y
(1)
t,i , Xt−d ≤ r
Z
(2)
t = Xt −
p(2)∑
i=1
Y
(2)
t,i , Xt−d > r
.
Definam-se ainda Y := (Y1, . . . , Yn), sendo Yt = Y
(1)
t I
(1)
t−d+Y
(2)
t I
(2)
t−d e Z := (Z1, . . . , Zn),
onde Zt = Z
(1)
t I
(1)
t−d + Z
(2)
t I
(2)
t−d. Em suma, considera-se como informac¸a˜o extra, ale´m
da fornecida pelos dados x, a fornecida por (y
(k)
1 , z
(k)
1 ), . . . , (y
(k)
n , z
(k)
n ). Uma vez que
os Y
(k)
t,1 , Y
(k)
t,2 , . . . Y
(k)
t,p sa˜o independentes e independentes de Z
(k)
t , a verosimilhanc¸a das
varia´veis latentes dados os valores observados x e os paraˆmetros θ := (α,λ) pode ser
escrita como
f(yt, zt|xt−1,α,λ) = f(yt|xt−1,α)f(zt|λ), (2.17)
onde α :=
(
α(1), α(2)
)
e λ :=
(
λ(1), λ(2)
)
, sendo
 α
(1) :=
(
α
(1)
1 , α
(1)
2 , . . . , α
(1)
p(1)
)
e λ(1) se xt−d ≤ r
α(2) :=
(
α
(2)
1 , α
(2)
2 , . . . , α
(2)
p(2)
)
e λ(2) se xt−d > r
.
A representac¸a˜o (2.17), que define a distribuic¸a˜o condicional, calculada no instante
1 ≤ t ≤ n, e´ dada por
f(yt, zt|xt−1,α,λ) =
2∑
k=1
f
(
yt
(k)|xt−1,α(k)
)
f
(
z
(k)
t |λ(k)t
)
I
(k)
t−d
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=
2∑
k=1
I
(k)
t−d
e(−λ
(k))λ(k)
z
(k)
t
z
(k)
t !
f
(
yt
(k)|xt−1, α(k)
)
=
2∑
k=1
I
(k)
t−d
e(−λ
(k))λ(k)
z
(k)
t
z
(k)
t !
f
(
y
(k)
t,1 , y
(k)
t,2 , . . . , y
(k)
t,p(k)
|xt−1, α(k)
)
=
2∑
k=1
I
(k)
t−d
e(−λ
(k))λ(k)
z
(k)
t
z
(k)
t !
f
(
y
(k)
t,1 |xt−1, α(k)1
)
× · · · × f
(
y
(k)
t,p(k)
|xt−p(k) , α(k)p(k)
)
=
2∑
k=1
I
(k)
t−d
e(−λ
(k))λ(k)
z
(k)
t
z
(k)
t !
 xt−1
y
(1)
t,1
α(k)1 y(k)t,1 (1− α(k)1 )xt−1−y(k)t,1 ×
× · · · ×
 xt−p(k)
y
(1)
t,p(k)
α(k)p y(k)t,p(k) (1− α(k)p(k))xt−p−y(k)t,p(k)
=
2∑
k=1
I
(k)
t−d
e(−λ
(k))λ(k)
z
(k)
t
z
(k)
t !
p(k)∏
i=1
 xt−i
y
(k)
t,i
α(k)i y(k)t,i (1− α(k)i )xt−i−y(k)t,i ,
com xt =
 p(1)∑
i=1
y
(1)
t,i + z
(1)
t
 I(1)t−d +
 p(2)∑
i=1
y
(2)
t,i + z
(2)
t
 I(2)t−d e y(k)t,i ≤ xt−i, para
i = 1, . . . , p(k), k = 1, 2. Assim, a distribuic¸a˜o conjunta de (Y ,Z) condicional a`s
observac¸o˜es x := {x1−m, x2−m, . . . , x1, . . . , xn} e θ := (α,λ) e´
L(y, z;θ) = f(y, z|x,θ) =
n∏
t=1
2∑
k=1
I(k)t−d e
(−λ(k))λ(k)
z
(k)
t
z
(k)
t !
p(k)∏
i=0
 xt−i
y
(k)
t,i
(α(k)i )y(k)t,i (1− α(k)i )xt−i−y(k)t,i

restrito a
xt =
 p(1)∑
i=1
y
(1)
t,i + z
(1)
t
 I(1)t−d +
 p(2)∑
i=1
y
(2)
t,i + z
(2)
t
 I(2)t−d.
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Algoritmo EM de Monte Carlo
Dado um vetor de estimativas iniciais θ(0), os dados observados x e os dados
ampliados w = (y, z), para se obter as estimativas de ML atrave´s do algoritmo MCEM
consideram-se dois passos como apresentado na Secc¸a˜o 1.5.3: o passo E - Expectation
e o passo M - Maximization.
No passo E o algoritmo calcula uma aproximac¸a˜o do logaritmo da func¸a˜o de
verosimilhanc¸a, l(θ) := ln
[
L(w; θ)|x, θ(t)] onde
l(θ) =
n∑
t=1
ln

2∑
k=1
I
(k)
t−d
e(−λ
(k))λ(k)
z
(k)
t
z
(k)
t !
p(k)∏
i=1
 xt−i
y
(k)
t,i
α(k)i y(k)t,i (1− α(k)i )xt−i−y(k)t,i

=
n∑
t=1
ln
I
(1)
t−d
e(−λ
(1))λ(1)
z
(1)
t
z
(1)
t !
p(1)∏
i=1
 xt−i
y
(1)
t,i
α(1)i y(1)t,i (1− α(1)i )xt−i−y(1)t,i
︸ ︷︷ ︸
+
l1
+ I
(2)
t−d
e(−λ
(2))λ(2)
z
(2)
t
z
(2)
t !
p(2)∏
i=1
 xt−i
y
(2)
t,i
α(2)i y(2)t,i (1− α(2)i )xt−i−y(2)t,i
︸ ︷︷ ︸
 .
l2
Essa aproximac¸a˜o e´ dada por Q(θ|θ(t)) = 1
m
m∑
j=1
ln
[
L(wj; θ)|x, θ(t)
]
. Seguidamente o
passo M consiste em maximizarQ(θ|θ(t)), isto e´, em determinar θˆ = argmax Q(θ|θ(t)).
A derivac¸a˜o parcial de Q em relac¸a˜o aos paraˆmetros α(k) e λ(k), com k = 1, 2 e
i = {1, . . . , p(k)}, resulta em

∂Q
∂α
(k)
i
=
1
m
m∑
j=1
n∑
t=1
y
(k)
t,i − α(k)i xt−i
α
(k)
i (1− α(k)i )
I
(k)
t−d
∂Q
∂λ(k)
=
1
m
m∑
j=1
n∑
t=1
{(
−1 + z
(k)
t
λ(k)
)
× I(k)t−d
} ,
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conduzindo a

αˆ
(k)
i =
m∑
j=1
n∑
t=1
y
(k)
t,i I
(k)
t−d
m∑
j=1
n∑
t=1
xt−iI
(k)
t−d
λˆ(k) =
m∑
j=1
n∑
t=1
z
(k)
t I
(k)
t−d
m∑
j=1
n∑
t=1
I
(k)
t−d
.
Esta metodologia pode ser implementada computacionalmente atrave´s dos seguin-
tes algoritmos:
Algoritmo 2.1: Algoritmo EM -SETINAR(2; p(1), p(2)) - Passo E
Entrada: θ(0), x, m
Sa´ıda: Q(θ|θ(t)) = 1
m
m∑
j=1
ln[L(wj; θ)|x, θ(t)]
inicio
para j ← 1 ate´ m hacer
Gerar Y
(k)
j
Calcular z
(k)
j
Qj ← ln[L(wj; θ)|x, θ(t)]
fin para
Q← 1
m
m∑
j=1
Qj
fin
2.3.3 Infereˆncia bayesiana
O problema da estimac¸a˜o bayesiana dos paraˆmetros pode ser analisado conside-
rando a situac¸a˜o de as ordens p(1) e p(2) dos processos INAR de cada um dos regimes
serem conhecidos ou desconhecidos.
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Algoritmo 2.2: Algoritmo EM -SETINAR(2; p(1), p(2)) - Passo M
Entrada: Q
Sa´ıda: θˆ = argmax Q
inicio
para k ← 1 ate´ 2 hacer
para p← 1 ate´ pk hacer
Calcular
∂Q
∂α
(k)
p
= 0
fin para
Calcular
∂Q
∂λ(k)
= 0
fin para
θˆ = argmax Q
fin
No caso de p(1) e p(2) serem conhecidos, o problema resolve-se usando o me´todo
MCMC, onde para cada regime k (k = 1, 2) os paraˆmetros α(k) e λ(k) sa˜o estimados
supondo a ordem fixa p(k). O movimento que lhe esta´ associado designa-se movimento
dentro do modelo.
No caso das ordens serem desconhecidas aplica-se o algoritmo Reversible Jump
Markov Chain Monte Carlo - RJMCMC - proposto por Green (1995) para que, ale´m
de se estimarem os paraˆmetros se possa tambe´m estimar as ordens dos modelos de
cada um dos regimes. O procedimento RJMCMC possibilita que o amostrador efetue
saltos entre espac¸os de dimenso˜es diferentes. Neste caso, a estimativa e´ feita em duas
etapas. A primeira consiste no movimento dentro do modelo, o que corresponde a
obter estimativas bayesianas para os paraˆmetros considerando as ordens fixas. Se-
guidamente estima-se a nova ordem usando o procedimento RJMCMC, proposto por
Enciso-Mora et al. (2008), designado por movimento entre modelos
Com o objetivo de se obterem estimativas bayesianas, considera-se o procedimento
anteriormente descrito de ampliac¸a˜o de dados. Consequentemente para determinar a
verosimilhanc¸a conjunta total de (yt, zt) condicionado aos dados x e´ necessa´rio definir
as distribuic¸o˜es a priori do conjunto de paraˆmetros θ := (α,λ) com α :=
(
α(1), α(2)
)
e λ :=
(
λ(1), λ(2)
)
. Optou-se por distribuic¸o˜es a priori tal como definidas em Neal
52
CAPI´TULO 2. PROCESSOS AUTORREGRESSIVOS DE VALORES INTEIROS
DEFINIDOS POR LIMIARES AUTOINDUZIDOS
& Subba Rao (2007): a prioris na˜o informativas uniformes e restritas ao espac¸o do
paraˆmetro α e uma distribuic¸a˜o gama conjugada para λ.
Seja k = 1, 2 os ramos do modelo SETINAR(2; p(1), p(2)), as distribuic¸o˜es a priori
sa˜o definidas como
pi
(
α
(k)
i |p(k)
)
∝ 1, 0 ≤ α(k)i < 1, 1 ≤ i ≤ p(k),
p(k)∑
i=1
α
(k)
i < 1;
pi
(
λ(k)
)
= Gama(A,B), para A,B > 0.
Supondo, numa primeira fase, que as ordens p(1) e p(2) sa˜o conhecidas a verosimi-
lhanc¸a conjunta condicional a x e´ dada por
f(y, z,α,λ|x) = L(yt, zt;θ)
2∏
k=1
pi
(
α(k)
)
pi
(
λ(k)
)
∝
n∏
t=1
2∑
k=1
I(k)t−d e
(−λ(k))[λ(k)]z(k)t
z
(k)
t !
p(k)∏
i=0
 xt−i
y
(k)
t,i
α(k)i y(k)t,i (1− α(k)i )xt−i−y(k)t,i
×
×(λ(1))A
(1)
e−B
(1)λ(1) × (λ(2))A
(2)
e−B
(2)λ(2) .
(2.18)
A distribuic¸a˜o condicional completa para o paraˆmetro α
(k)
i com k = 1, 2 e i =
1, . . . , p(k), obtem-se a partir da equac¸a˜o (2.18) e e´ dada por
pi
(
α
(k)
i
∣∣∣∣y, z,λ,x,α−i(k)) ∝ (α(k)i )
n∑
t=1
y
(k)
t,i I
(k)
t−d
(
1− α(k)i
) n∑
t=1
(
xt−i−y(k)t,i
)
I
(k)
t−d
,
isto e´,
α
(k)
i
∣∣∣∣y, z,λ,x,α−i(k)∼Beta
(
1+
n∑
t=1
y
(k)
t,i I
(k)
t−d,1+
n∑
t=1
(
(xt−i−y(k)t,i
)
I
(k)
t−d
)
.(2.19)
Analogamente, a partir da equac¸a˜o (2.18), atendendo a que
pi
(
λ
(k)
t
∣∣∣∣y, z,x, α(k)) ∝ (λ(k))A(k)+ n∑t=1I(k)t−dz(k)t e−λ(k)
[
B(k)+
n∑
t=1
I
(k)
t−d
]
,
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isto e´,
λ
(1)
t
∣∣∣∣y, z,x, α(k) ∼ Gama
(
1 + A(k) +
n∑
t=1
I
(k)
t−dz
(k)
t , B
(k) +
n∑
t=1
I
(k)
t−d
)
.
Movimento dentro de um modelo
Dispondo dos dados observados x e dos aumentados (y, z), ter-se-a´ de proceder
um processo de atualizac¸a˜o sucessivo dos paraˆmetros e dos dados aumentados.
A atualizac¸a˜o de cada paraˆmetro α
(k)
i e´ feita a partir da distribuic¸a˜o condicional
completa
α
(k)
i |y, z,λ,x,α−i(k) ∼ Beta
(
1 +
n∑
t=1
y
(k)
t,i I
(k)
t−d, 1 +
n∑
t=1
(
xt−i − y(k)t,i
)
I
(k)
t−d
)
,
sujeita a` restric¸a˜o
p(k)∑
i=1
α
(k)
i < 1.
Os paraˆmetros α(k) sa˜o atualizados de forma independente para os diferentes va-
lores de k. Quando xt−d ≤ r e´ atribu´ıdo k = 1 e atualiza-se α(1) caso contra´rio
k = 2 e os valores de α(2) e´ que sa˜o atualizados. Amostra-se α(k) de acordo com o
procedimento abaixo:
(i) Gerar o novo α
′
i
(k) ∼ Beta dada na equac¸a˜o (2.19);
(ii) Se
p(k)∑
i=1
α
′ (k)
< 1 enta˜o aceita α
′
i
(k)
sena˜o repete o passo (i).
A atualizac¸a˜o de λ e´ feita gerando o valor λ da distribuic¸a˜o condicional
λ(k)|y, z,x, α(k) ∼ Gama
(
1 + A(k) +
n∑
t=1
I
(k)
t−dz
(k)
t , B
(k) +
n∑
t=1
I
(k)
t−d
)
,
para i = 1, . . . , p(k) e k = 1, 2. Os paraˆmetros λ(1) e λ(2) sa˜o atualizados de forma
independente. Analogamente quando xt−d ≤ r e´ atribu´ıdo k = 1 e amostra-se o
novo λ
′ (1)
caso contra´rio k = 2 e o novo (λ
′
)(2) e´ amostrado. Em cada instante t, as
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componentes (y, z) sa˜o atualizadas da seguinte forma:
(i) Para 1 ≤ t ≤ n
* Se xt−d ≤ r enta˜o k ← 1;
* Sena˜o k ← 2 .
(ii) Para 1 ≤ i ≤ p(k), gerar y′t,i
(k) ∼ Bin
(
xt−i, α
′
i
(k)
)
;
(iii) Se xt <
p(k)∑
i=1
y
′
t,i
(k)
sena˜o repetir [ii];
(iv) Definir z
′
t = xt −
p(k)∑
i=1
y
′
t,i
(k)
;
(iv) Aceitar o movimento com probabilidade A = 1 ∧
(
λ(k)
)Z′t (k)−Z(k)t Z(k)t !
Z
′
t
(k)
!
, se mudanc¸a aceite,
toma-se (yt, zt) = (y
′
t, z
′
t) caso contra´rio mante´m-se (yt, zt).
Mostremos que a probabilidade de aceitac¸a˜o do movimento e´ dada por
A = 1 ∧ (λ(k))Z′t (k)−Z(k)t Z(k)t !
Z
′
t
(k)
!
. (2.20)
De acordo com o algoritmo Metropolis-Hastings, usando o amostrador independente,
a probabilidade de aceitac¸a˜o de A de cada par (y
′
t, z
′
t) e´ dada por
A = 1 ∧ f(y
′
t, z
′
t|x,α,λ)
f(yt, zt|x,α,λ)︸ ︷︷ ︸
I
× q(yt, zt|x,α)
q(y
′
t, z
′
t|x,α)︸ ︷︷ ︸
II
,
(2.21)
onde q(yt, zt|x,α) e´ a distribuic¸a˜o condicional proponente para (yt, zt). A distri-
buic¸a˜o proponente q foi escolhida de forma que a maioria dos termos de (2.21) fossem
cancelados.
O termo I da probabilidade de aceitac¸a˜o descrita na equac¸a˜o (2.20) e´ dado por
f
(
y
′
t, z
′
t|x,α,λ
)
f (yt, zt|x,α,λ) ,
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onde,
f
(
y
′
t, z
′
t|x,α,λ
)
=
2∑
k=1
I
(k)
t−d
e[−λ
(k)]λ(k)
z
′
t
(k)
z
′
t
(k)
!
p(k)∏
i=0
 xt−i
y
′
t,i
(k)
α(k)i y′t,i(k) (1− α(k)i )xt−i−y′t,i(k)
e
f (yt, zt|x,α,λ) =
2∑
k=1
I
(k)
t−d
e[−λ
(k)]λ(k)
z
(k)
t
z
(k)
t !
p(k)∏
i=0
 xt−i
y
(k)
t,i
α(k)i y(k)t,i (1− α(k)i )xt−i−y(k)t,i .
O termo II da probabilidade de aceitac¸a˜o e´ definido pela expressa˜o
q(yt, zt|x,α)
q(y
′
t, z
′
t|x,α)
,
com
q(yt, zt|x,α) =
2∑
k=1
I
(k)
t−d
p(k)∏
i=0
 xt−i
y
(k)
t,i
α(k)i y(k)t,i (1− α(k)i )xt−i−y(k)t,i
e
q(y
′
t, z
′
t|x,α) =
2∑
k=1
I
(k)
t−d
p(k)∏
i=0
 xt−i
y
′
t,i
(k)
α(k)i y′t,i(k) (1− α(k)i )xt−i−y′t,i(k) .
Assim quando estamos a estimar os paraˆmetros do primeiro regime, isto e´, quando
xt−d ≤ r os termos I e II da probabilidade de aceitac¸a˜o sa˜o dados por
f(y
′
t, z
′
t|x, α, λ)
f(yt, zt|x, α, λ) =
e[−λ
(1)]λ(1)
z
′ (1)
t
z′ (1)t !
p(1)∏
i=0
 xt−i
y
′ (1)
t,i
α(1)i y′t,i(1) (1− α(1)i )xt−i−y′t,i(1)
e[−λ
(1)]λ(1)
z
(1)
t
z
(1)
t !
p(1)∏
i=0
 xt−i
y
(1)
t,i
α(1)i y(1)t,i (1− α(1)i )xt−i−y(1)t,i
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q(yt, zt|x, α)
q(y
′
t, z
′
t|x, α)
=
p(1)∏
i=0
 xt−i
y
(1)
t,i
α(1)i y(1)t,i (1− α(1)i )xt−i−y(1)t,i
p(1)∏
i=0
 xt−i
y
′
t,i
(1)
α(1)i y′t,i(1) (1− α(1)i )xt−i−y′t,i(1)
.
De forma ana´loga, quando os paraˆmetros a estimar sa˜o os relativos ao segundo regime,
quando xt−d > r, os termos I e II da probabilidade de aceitac¸a˜o sa˜o determinados
por
f(y
′
t, z
′
t|x, α, λ)
f(yt, zt|x, α, λ) =
e[−λ
(2)]λ(2)
z
′
t
(2)
z
′
t
(2)
!
p(2)∏
i=0
 xt−i
y
′
t,i
(2)
α(2)i y′t,i(2) (1− α(2)i )xt−i−y′t,i(2)
e[−λ
(2)]λ(2)
z
(2)
t
z
(2)
t !
p(2)∏
i=0
 xt−i
y
(2)
t,i
α(2)i y(2)t,i (1− α(2)i )xt−i−y(2)t,i
q(yt, zt|x, α)
q(y
′
t, z
′
t|x, α)
=
p(2)∏
i=0
 xt−i
y
(2)
t,i
α(2)i y(2)t,i (1− α(2)i )xt−i−y(2)t,i
p(2)∏
i=0
 xt−i
y
′
t,i
(2)
α(2)i y′t,i(2) (1− α(2)i )xt−i−y′t,i(2)
.
Assim a probabilidade de aceitac¸a˜o se resume em

A = 1 ∧ λ(1)[z
′
t
(1)
−z(1)t ] z
(1)
t !
z
′
t
(1)
!
se xt−d ≤ r,
A = 1 ∧ λ(2)[z
′
t
(2)
−z(2)t ] z
(2)
t !
z
′
t
(2)
!
se xt−d > r.
Movimento entre modelos
No caso em que p(1) e p(2) sa˜o desconhecidos, para estimar estas ordens e se-
guindo a metodologia bayesiana ter-se-a´ de considerar distribuic¸o˜es a priori para
estes paraˆmetros e de usar o procedimento que permitam mudanc¸as entre modelos.
Consideram-se distribuic¸o˜es a priori na˜o informativas para p(k) e distribuic¸o˜es
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uniformes tambe´m na˜o informativas para α|p(k) dadas por
pi
(
α|p(k)) ∝ p(k)!, 0 < α(k)i , i = 1, . . . , p(k), p(k)∑
i=1
α
(k)
i < 1;
pi (λ) ∝ e−Aλ(k) (λ(k))B−1 , λ(k) > 0 e A,> 0.
Para obter f
(
(y), (z), (α), (λ), p(1), p(2)|x) basta multiplicar a expressa˜o (2.18) pelo
fator p(1)!p(2)!pi
(
p(1)
)
pi
(
p(2)
)
sujeitas a
m∑
i=1
yt,i+zt = xt, 1 ≤ t ≤ n em := max(p(1), p(2)).
As atualizac¸o˜es de α
(k)
i e λ
(k) sa˜o feitas da forma anteriormente indicada, uma vez
que as distribuic¸o˜es condicionais completas na˜o se alteram.
Para proceder a` atualizac¸a˜o dos valores de p(1) e p(2), que envolve a mudanc¸a de
dimensionalidade, usa-se o movimento com reversible jump.
Considera-se a passagem de um modelo de ordem p para um outro modelo de or-
dem p
′
e para que isso ocorra e´ necessa´rio que se mantenha uma equac¸a˜o de equil´ıbrio
detalhada que requer uma mapa determin´ıstico invert´ıvel para estabelecer o ajuste de
dimenso˜es. Enciso-Mora et al. (2009) apresenta um procedimento para aumentar ou
diminuir a ordem p numa unidade utilizando um mapeamento para dividir ou juntar
os coeficientes autorregressivos para modelos INARMA(p, q); tal procedimento e´ aqui
extendido para os modelos SETINAR(2; p(1), p(2)).
O modelo SETINAR(2; p(1), p(2)) apresenta dois ramos em que as ordens podem ser
iguais ou distintas. Determinar a ordem p deste modelo e´ determinar o par (p(1), p(2))
onde p(1) e´ a ordem do ramo superior e p(2) e´ a ordem do ramo inferior.
O primeiro passo e´ definir um dos ramos k para iniciar o movimento de uma ordem
p(k) para uma ordem maior p(k) + 1 ou para uma ordem inferior p(k) − 1. Tem-se por
objetivo manter E[Xt] fixo em cada passo do procedimento pelo que, de acordo com
Enciso-Mora et al. (2008), gera-se um novo α
(k)
′
i tal que
p
′ (k)∑
i=1
α
′ (k)
i =
p(k)∑
i=1
α
(k)
i .
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Definindo θ := (α,p,λ) e θ
′
:= (α
′
,p
′
,λ
′
), a probabilidade de aceitac¸a˜o da mudanc¸a
de ordem e´ dada por
A = 1 ∧
f
(
y
′
, z
′
, θ
′ |x
)
f
(
y, z, θ|x
)
︸ ︷︷ ︸
×
q
(
y
′
, z
′
, θ
′ → y, z, θ
)
q
(
y, z, θ → y′ , z′ , θ′
)
︸ ︷︷ ︸
×|J |
I II
,
onde J e´ o jacobiano das transformac¸o˜es a serem definidas posteriormente. De forma
aleato´ria escolhe-se um dos ramos k para se propor uma nova ordem p
′ (k)
. No ramo
escolhido, tambe´m de forma aleato´ria, escolhe-se um movimento de nascimento ou de
morte. Green (1995) chama de nascimento quando se aumenta o espac¸o do paraˆmetro,
e de morte quando se diminui.
Considere-se o movimento p(k) → p′ (k) = p(k) + 1. Para se fazer a transformac¸a˜o
(α,y, z, λ)→ (α′ ,y′ , z, λ) tem-se o seguinte procedimento:
(i) Gerar U de U(0, 1);
(ii) Gerar s de Uniforme discreta em {1, 2, . . . , p(k)};
(iii) Para cada i ∈ {1, 2, . . . , p}/s, tomar α′ (k)i = α(k)i ;
(iv) Considerar α
′ (k)
s = Uα
(k)
s e α
′ (k)
p(k)+1 = (1− U)α(k)s ;
(v) Gerar Dt ∼ Bin(yt,s, U) e a tomar y′t,s = Dt e y
′
t,p(k)+1 =yt,s−Dt com 1 ≤ t ≤ n.Os restantes
permanecem fixos.
O movimento de um modelo p(k) → p′ (k) e´ proposto com probabilidade dependente
de s e U dada por
q
(
y, z, θ → y′ , z′ , θ′
)
=
(
1
2
)2
× 1
p(k)
× 1×
n∏
t=1
 yt−s
y
′
t,s
Uyt,s(1− U)yt,s−y′t,s .
O movimento contra´rio, o movimento de morte, acontece quando um dos coefi-
cientes autorregressivos precisa ser eliminado. Para diminuir a ordem p
′ (k)
+ 1 →
p
′ (k)
= p(k), gera-se somente um s de uma distribuic¸a˜o uniforme discreta entre 1 e
p(k) e ajusta-se o termo α
′
s = αs + αp(k)+1 . O procedimento de juntar os termos y e´
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dado por y
′
t,s = yt,s+y
′
t,p(k)+1. A probabilidade proposta para o movimento do modelo
p(k) +1→ p′ (k), depende neste caso somente da probabilidade de reduzir a ordem que
e´
1
2
e a probabilidade de escolher o valor s, pelo o que e´ dada por
q
(
y
′
, z
′
, θ
′ → y, z, θ
)
=
(
1
2
)2
× 1
p(k)
.
Assim, supondo que se esta´ a aumentar a ordem p(k) do modelo no ramo k, o termo
II da probabilidade de aceitac¸a˜o resume-se a
q
(
y
′
, z
′
, θ
′ → y, z, θ)
q (y, z, θ → y′ , z′ , θ′) =
1
n∏
t=1
 yt−s
y
′
t,s
Uyt,s(1− U)yt,s−y′t,s
.
O termo I para o ca´lculo da probabilidade de aceitac¸a˜o do movimento e´ dado a partir
da raza˜o entre as func¸o˜es de verosimilhanc¸a conjuntas condicionadas a x,
f
(
y
′
, z
′
, θ
′ |x)
f (y, z, θ′|x) =
λ(1)
A(1)
e−B
(1)λ(1)p
′ (1)
pi
(
p
′ (1)
)
× λ(2)A(2)e−B(2)λ(2)p′ (2)pi
(
p
′ (2)
)
λ(1)
A(1)
e−B(1)λ(1)p(1)pi (p(1))× λ(2)A(2)e−B(2)λ(2)p(2)pi (p(2))
×
n∏
t=1
2∑
k=1
I
(k)
t−d
e(−λ
(k))λ(k)
z(k)
z(k)!
p
′ (k)∏
i=0
 xt−i
y
′
t,i
(k)
α′i(k)y′t,i(k) (1− α′i(k))xt−i−y′t,i(k)
2∑
k=1
I
(k)
t−d
e(−λ
(k))λ(k)
z(k)
z(k)!
p(k)∏
i=0
 xt−i
y
(k)
t,i
α(k)i y(k)t,i (1− α(k)i )xt−i−y(k)t,i
.
Considerem-se separadamente poss´ıveis movimentos e na perspectiva de se aumentar
a ordem do regime k = 1 numa unidade, ou seja,
(
p(1), p(2)
) → (p′ (1), p′ (2)), com
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p
′ (1)
= p(1) + 1 e p
′ (2)
= p(2), tem-se
f(y
′
, z
′
, θ
′ |x)
f(y, z, θ′|x) = p
(1) ×
n∏
t=1
2∑
k=1
I(1)t−d e(−λ(1))λ(1)z(1)z(1)!
 xt−s
y
′(1)
t,s
α′s(1)y′t,s(1) (1− α′s(1))xt−s−y′ (1)t,s
2∑
k=1
I(1)t−d e(−λ(1))λ(1)z(1)z(1)!
 xt−s
y
(1)
t,s
 xt−p′ (1)−1
y
′ (1)
t,p′ (1)+1
(α′ (1)
p′ (1)+1
)y′ (1)
t,p(1)+1
(
1− α′ (1)
p′ (1)+1
)x
t−p′ (1)−1
−y′
t,p
′ (1)
+1
(1)

α
(1)
s
y
(1)
t,s
(
1− α(1)i
)xt−s−y(1)t,s] .
Da mesma forma, aumentar a ordem do regime k = 2 numa unidade:
(
p(1), p(2)
) →
(p
′ (1)
, p
′ (2)
), com p
′ (2)
= p(2) + 1 e p
′ (1)
= p(1), e´ dada por
f(y
′
, z
′
, θ
′ |x)
f(y, z, θ′|x) = p
(2) ×
n∏
t=1
2∑
k=1
I(2)t−d e(−λ(2))λ(2)z(2)z(2)!
 xt−s
y
′(2)
t,s
α′s(2)y′t,s(2) (1− α′s(2))xt−s−y′ (2)t,s
2∑
k=1
I(2)t−d e(−λ(2))λ(2)z(2)z(2)!
 xt−s
y
(2)
t,s
 xt−p′ (2)−1
y
′ (2)
t,p′ (2)+1
(α′ (2)
p′ (2)+1
)y′ (2)
t,p(2)+1
(
1− α′ (2)
p′ (2)+1
)x
t−p′ (2)−1
−y′
t,p
′ (2)
+1
(2)

α
(2)
s
y
(2)
t,s
(
1− α(2)i
)xt−s−y(2)t,s] .
O u´ltimo termo necessa´rio para o ca´lculo da probabilidade de aceitac¸a˜o de um deter-
minado modelo e´ o jacobiano que pode ser fatorizado em n+1 partes correspondendo a`
transformac¸a˜o (α(k), U)→ (α(k)s U, (1−U)α(k)s ) e (yt,s, Dt)→ (y
′
t,s, y
′
t,p+1), t = 1, . . . , n
que conduz a |J | = α(k)s × 1. Tal traduz que o jacobiano e´ |J | = α(k)s se estivermos a
alterar a ordem p(k), sendo α(k)s o valor de α
(k) correspondente ao paraˆmetro associado
a` sa´ıda s de uma distribuic¸a˜o uniforme U{1, 2, . . . , p(k)}.
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Este procedimento e´ tratado de uma forma similar, com pequenas adaptac¸o˜es,
quando se pretende diminuir a ordem p(k) de uma unidade, em vez de aumentar.
2.4 Estudo de Simulac¸a˜o
O objetivo principal do estudo de simulac¸a˜o desta secc¸a˜o consiste em analisar o
comportamento dos estimadores MQC, os de ma´xima verosimilhanc¸a, calculados pelo
algoritmo EM e as estimativas bayesianas obtidas pelo (RJ)MCMC apresentados nas
secc¸o˜es anteriores, variando as dimenso˜es das amostras.
O estudo de simulac¸a˜o contempla quatro diferentes conjuntos de paraˆmetros θ =
(α(1), α(2), λ(1), λ(2), d, r) apresentados na Tabela 2.1.
Tabela 2.1: Paraˆmetros dos modelos SETINAR(2;p(1),p(2))
p(1) = 1 p(2) = 2
α
(1)
1 α
(2)
1 α
(2)
2 λ
(1) λ(2) r d
M1 0.2 0.1 0.1 3 7 9 1
M2 0.3 0.2 0.1 3 3 6 1
p(1) = 2 p(2) = 1
α
(1)
1 α
(1)
2 α
(2)
2 λ
(1) λ(2) r d
M3 0.2 0.1 0.1 3 3 6 1
M4 0.6 0.3 0.6 4 1 9 1
Os modelos M1 e M2 teˆm ordem 1 no primeiro regime e ordem 2 no segundo
regime, enquanto que os modelos M3 e M4 apresentam ordens 2 e 1 respetivamente
no primeiro e segundo regimes. Para cada combinac¸a˜o de paraˆmetros o valor do
limiar r foi escolhido de forma que, pelo menos 50% das observac¸o˜es estivessem no
primeiro regime e o paraˆmetro de atraso, d, foi considerado constante igual a 1.
A Figura 2.2 apresenta realizac¸o˜es dos quatro modelos considerados. As 3 li-
nhas verticais ponteadas representadas em cada gra´fico limitam superiormente as
observac¸o˜es a serem consideradas para cada conjunto de dimensa˜o n= 50, 100 200.
As situac¸o˜es (a) e (d), onde λ(1) 6= λ(2), ilustram como o aumento do tamanho da
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(a) M1 : λ
(1) 6= λ(2) (b) M2 : λ(1) = λ(2)
(c) M3 : λ
(1) = λ(2) (d) M4 : λ
(1) 6= λ(2)
Figura 2.2: Realizac¸o˜es do modelo SETINAR
amostra incorpora informac¸a˜o relevante sobre o comportamento da se´rie. Nos casos
(b) e (c), onde λ(1) = λ(2), a permaneˆncia no primeiro regime e´ superior a` do segundo.
Para cada modelo simularam-se dados de dimensa˜o 500 e consideraram-se as n pri-
meiras observac¸o˜es para n = 50, 100, 200, 500; fizeram-se 500 re´plicas. Com o objetivo
de se proceder a` comparac¸a˜o dos me´todos de estimac¸a˜o anteriormente apresentados,
apenas se consideraram as realizac¸o˜es cujos valores estimados para os paraˆmetros
fossem admiss´ıveis.
Para calcular as estimativas bayesianas, usando os algoritmos MCMC ou RJMCMC,
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correspondentes a p(1) e p(2) serem conhecidas ou na˜o, respetivamente, para cada
conjunto de dados de dimensa˜o n = 50, 100, 200, 500 simulou-se uma u´nica cadeia de
dimensa˜o 10000, com um per´ıodo de burn-in de 21000 e desfasamento 20 entre as
observac¸o˜es selecionadas. Foram consideradas as distribuic¸o˜es a priori na˜o informa-
tivas, supondo A ≈ 0 e B ≈ 0, de acordo com a especificac¸a˜o feita na Secc¸a˜o 2.3.3.
A apresentac¸a˜o e discussa˜o dos resultados esta´ dividida em duas partes. Na pri-
meira parte faz-se uma ana´lise comparativa dos 3 me´todos de estimac¸a˜o apresentados
e a segunda parte debruc¸a-se sobre a questa˜o da selec¸a˜o de modelos.
2.4.1 Ana´lise dos Resultados de Estimac¸a˜o
As me´dias amostrais obtidas para os paraˆmetros estimados θˆ dos modelos M1 e M2
sa˜o apresentadas na Tabela 2.2 com os respetivos erros quadra´ticos me´dios (EQM)
em pareˆntesis e os correspondentes vie´s sa˜o apresentados nas Figuras 2.3 e 2.4. Ao
fazer a ana´lise dos resultados pode-se dizer que, globalmente as estimativas obtidas
pelos me´todos MQC e MVC - referidas por EM - teˆm pior desempenho e apresentam uma
maior dispersa˜o do que as estimativas bayesianas - referidas por MCMC. Para todos os
paraˆmetros, tanto para as amostras pequenas (n = 50) como para as amostras grandes
(n = 500), a metodologia bayesiana MCMC apresenta menor vie´s nas estimativas.
Para o modelo M1, o algoritmo MCMC conduz a estimativas bayesianas com menor
erro quadra´tico me´dio para todos os valores estimados de α
(2)
1 e α
(2)
2 , no entanto as
boas propriedades assinto´ticas dos estimadores de mı´nimos quadrados e de ma´xima
verosimilhanc¸a sa˜o noto´rias para estimar o paraˆmetros λ
(1)
1 e α
(2)
1 , com n = 500.
Neste modelo, deve-se ainda destacar a dificuldade que qualquer uma das metodo-
logias apresenta para estimar o paraˆmetro λ(2), sobrestimando-o (com excec¸a˜o da
estimativa bayesiana com n = 500) e apresentando um grande enviesamento. Con-
siderando o modelo M2 as estimativas bayesianas continuam a ter globalmente um
melhor desempenho, quer em termos do enviesamento, quer em termos do seu EQM;
apenas apresenta um comportamento ligeiramente menos bom para estimar λ(1) para
64
CAPI´TULO 2. PROCESSOS AUTORREGRESSIVOS DE VALORES INTEIROS
DEFINIDOS POR LIMIARES AUTOINDUZIDOS
n 6= 50 e pior para estimar α(2)2 , com n = 200. E´ de referir que, apesar de os valores
me´dios das inovac¸o˜es serem iguais entre si, isto e´, λ(k) = 3, para k = 1, 2, o enviesa-
mento das estimativas para estimar o paraˆmetro da inovac¸a˜o do 2o regime e´ bastante
superior. As me´dias amostrais obtidas para os paraˆmetros estimados θˆ dos modelos
M1 e M2 sa˜o apresentadas na Tabela 2.2 com os respetivos erros quadra´ticos me´dios
(EQM) em pareˆntesis e os correspondentes vie´s sa˜o apresentados nas Figuras 2.3 e
2.4. Seguindo um procedimento ana´logo ao anteriomente feito para os modelos M1
e M2 os resultados obtidos para os modelos M3 e M4 esta˜o apresentados na Tabela
2.3 e o vie´s das estimativas esta˜o apresentados nas Figuras 2.5 e 2.6. Uma carac-
ter´ıstica que diferencia os modelos M3 e M4 e´ a escolha dos valores dos paraˆmetros
autorregressivos α de cada um dos regimes para gerar as amostras. No modelo M3
os valores escolhidos sa˜o pequenos, α(1) = (0.2, 0.1) e α(2) = (0.1), enquanto que para
o modelo M4 optou-se por valores maiores, α
(1) = (0.6, 0.3) e α(2) = (0.6), mas que
satisfizessem as condic¸o˜es de estacionariedade impostas,
∑
α(k) < 1. As estimativas
obtidas para o paraˆmetro α(1), nos modelos M3 e M4, apresentam comportamento
distinto. Quando os verdadeiros valores de α(1) sa˜o pequenos (M3) o vie´s e´ menor
do que quando o verdadeiro valor do paraˆmetro e´ grande (M4). O paraˆmetro α
(2)
possui comportamento contra´rio: quando o valor real do paraˆmetro e´ pequeno (M3)
o enviesamento das estimativas e´ maior e o paraˆmetro e´ sobrestimado, enquanto que,
quando α(2) e´ grande (M4) o vie´s e´ menor e o paraˆmetro e´ subestimado. Os modelos
M1 e M4 possuem λ
(1) 6= λ(2) e em ambos os casos λˆ para o ramo de ordem 2 apre-
sentou valores sobrestimados com grande vie´s.
Globalmente verifica-se que, em cada regime, o mau(bom) desempenho de qualquer
me´todo para estimar os paraˆmetros autorregressivos esta´ associado ao mau(bom)
desempenho das estimativas dos paraˆmetros dos processos de inovac¸a˜o. O envie-
samento das estimativas dos paraˆmetros diminui a` medida que a dimensa˜o das rea-
lizac¸o˜es aumenta, o que esta´ de acordo com as propriedades dos estimadores de serem
assintoticamente centrados e consistentes.
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Figura 2.3: Vie´s das estimativas de θ = (0.2; 0.1, 0.1; 3; 7) do modelo M1.
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Figura 2.4: Vie´s das estimativas de θ = (0.3; 0.2, 0.1; 3; 3) do modelo M2.
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Figura 2.5: Vie´s das estimativas de θ = (0.2, 0.1; 0.1; 3; 3) do modelo M3.
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Figura 2.6: Vie´s das estimativas de θ = (0.6, 0.3; 0.6; 4; 1) do modelo M4.
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2.4.2 Selec¸a˜o de Modelos
Com vista a fazer a selec¸a˜o de modelos segundo a metodologia cla´ssica, os modelos
podem ser comparados usando crite´rios de informac¸a˜o baseados na verosimilhanc¸a,
em particular o crite´rio de informac¸a˜o de Akaike (Akaike, 1973) designado por AIC
(Akaike Information Criterion) ou o crite´rio de informac¸a˜o bayesiano (Bayesian In-
formation Criterion), introduzido por Schwarz (1978) e designado por BIC. Alterna-
tivamente existe uma se´rie de aproximac¸o˜es bayesianas para fazer o ajustamento e
selec¸a˜o de modelos, destacando-se o DIC (Deviance Information Criterion) e os Fato-
res de Bayes (Spiegelhalter et al., 2002). No entanto o algoritmo de Monte Carlo via
cadeias de Markov com saltos revers´ıveis - RJMCMC - introduzido por Green (1995),
permite tratar simultaneamente a questa˜o da selec¸a˜o do modelo e da estimac¸a˜o dos
paraˆmetros.
Nesta secc¸a˜o ira˜o ser usados os crite´rios BIC, DIC e o algoritmo RJMCMC. Assim, o
modelo selecionado sera´ o que apresentar menor valor de
BIC(x) := −2 lnL(θˆi|x) + p lnn,
onde θˆ sa˜o as estimativas de ma´xima verosimilhanc¸a, p o nu´mero de paraˆmetros do
modelo e n a dimensa˜o da amostra, ou de
DIC(x) := 2Eθ|x[D(θ)]−D(θ¯),
onde θ¯ = Eθ|x(θ) e D(θ) = −2 ln f(x|θ), segundo os crite´rios BIC e DIC, respetiva-
mente. No caso de se utilizar o algoritmo RJMCMC escolhe-se o modelo para o qual a
cadeia convergiu.
Nas Tabelas 2.4 e 2.5 esta˜o apresentados os valores do BIC e DIC obtidos. Os
modelos corretos esta˜o destacados a negrito e os valores marcados com ∗ indicam
a combinac¸a˜o modelo-dimensa˜o da amostra que possui os menores valores de BIC e
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DIC, ou seja, a combinac¸a˜o considerada correta para o modelo em questa˜o. Pode-se
verificar que para todos os 4 modelos, qualquer um dos crite´rios escolheu o modelo
correto.
Tabela 2.4: Selec¸a˜o de modelos pelo crite´rio BIC.
Modelo n (p(1), p(2))
(1,1) (1,2) (2,1) (2,2)
50 1252.16 1154.21 1553.12 1354.21
100 1298.10 1080.61 1194.17 1124.02
M1 200 1325.14 851.02 1258.21 1111.87
500 1270.00 832.22∗ 1227.29 1102.13
50 1785.12 1244.77 1985.12 1752.00
100 1244.77 780.16 1744.77 1542.01
M2 200 1231.27 681.01 1531.27 1354.20
500 1222.99 675.23∗ 1422.99 1309.22
50 1012.12 1985.12 1512.12 1655.00
100 999.54 1744.77 1004.98 1584.01
M3 200 1000.12 1531.27 1000.12 1901.00
500 982.51 1422.99 981.50∗ 1458.96
50 1458.03 1122.12 1098.36 1374.23
100 1268.00 1164.03 909.01 1325.64
M4 200 1321.02 1002.44 689.01 962.27
500 1265.19 974.73 688.09∗ 974.74
Para fazer uma ana´lise do desempenho do RJMCMC, repetiu-se o algoritmo 500
vezes e calculou-se a percentagem de escolha de ordem correta; os resultados podem
ser observados na Tabela 2.6 e as Figuras 2.7 a 2.10 indicam o nu´mero de vezes que
cada modelo foi escolhido.
Quando a dimensa˜o da amostra aumenta ela torna-se mais informativa melho-
rando o desempenho do algoritmo tal como constatado por Enciso-Mora et al. (2008).
Na Tabela 2.7 apresentam-se os resultados obtidos usando as 3 abordagens.
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Tabela 2.5: Selec¸a˜o de modelos pelo crite´rio DIC.
Modelo n (p(1), p(2))
(1,1) (1,2) (2,1) (2,2)
50 691 641 711 699
100 690 638 725 698
M1 200 685 627 687 688
500 674 624∗ 667 661
50 715 712 717 865
100 718 709 718 882
M2 200 801 702 708 879
500 798 698∗ 708 867
50 709 698 689 739
100 722 699 612 716
M3 200 710 702 591 766
500 716 702 589∗ 763
50 839 865 849 1045
100 841 857 826 1030
M4 200 840 842 825 1033
500 856 869 822∗ 1041
Tabela 2.6: Selec¸a˜o de modelos usando o algoritmo RJMCMC
Modelo n (p(1), p(2))
(1,1) (1,2) (2,1) (2,2)
% % % %
50 28 38 151 19
100 26 43 14 17
M1 200 20 48 14 18
500 15 49∗ 17 19
50 30 35 25 10
100 28 40 20 12
M2 200 18 50 21 11
500 17 51∗ 21 10
50 24 30 32 14
100 14 26 44 16
M3 200 22 20 51 7
500 19 22 56∗ 3
50 33 28 30 9
100 30 29 31 12
M4 200 30 30 31 11
500 28 28 34∗ 10
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Figura 2.7: Modelo M1.
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Figura 2.8: Modelo M2.
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Figura 2.9: Modelo M3.
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Figura 2.10: Modelo M4.
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2.5 Aplicac¸a˜o a Dados Reais
Nesta secc¸a˜o usa-se dois conjuntos de dados relativos a manchas solares para
ilustrar o modelo introduzido na equac¸a˜o (2.1).
Uma mancha solar e´ uma regia˜o na superf´ıcie solar, fotosfera, que esta´ tempora-
riamente mais fria (2000K) e mais escura por contraste comparada as regio˜es que a
circundam (5700K). A regia˜o denominada mancha emite menos energia por possuir
um campo magne´tico mais intenso o qual bloqueia parcialmente a energia transmi-
tida por convecc¸a˜o. Tais regio˜es apresentam campos magne´ticos milhares de vezes
mais forte que o campo magne´tico da terra. As manchas mudam a cada momento
em forma e intensidade e a sua durac¸a˜o pode ser de poucos dias ate´ meses, tendo
em me´dia a durac¸a˜o de 2 semanas. Em geral surgem em grupos de 2 conjuntos de
manchas, onde um conjunto formara´ o campo magne´tico positivo e o outro conjunto
o campo magne´tico negativo.
A regia˜o central mais escura das manchas solares, chamada de umbra, apresenta
o campo magne´tico mais forte. A parte mais clara, chamada penumbra, apresenta
aproximadamente 2.5 vezes o tamanho da umbra e seu campo magne´tico e´ mais fraco.
Sabe-se tambe´m que nem todas as manchas apresentam penumbra.
A ana´lise das se´ries temporais de observac¸a˜o de manchas solares mostram um ciclo
regular me´dio da atividade solar de aproximadamente 11 anos com variac¸a˜o da sua
forma e amplitude. Rudolf Wolf em 1848 (ver Izenman, 1983) introduziu o nu´mero
relativo de manchas solares como medida da atividade de manchas solares. As se´ries
temporais registradas por Wolf foram compiladas apo´s sua morte por seu assistente
Wolfer e tambe´m sa˜o conhecidas como se´ries de manchas solares de Wolfer. Hoyt &
Schatten (1998) fazem uso do nu´mero de grupos de manchas observadas ao inve´s de
manchas individuais.
Box & Jenkins (1976) usaram o nu´mero de manchas solares de Wolfer para de-
monstrar suas te´cnicas de previsa˜o na ana´lise de se´ries temporais e verificaram que
um modelo o´timo para os dados de 1770-1869 seria um modelo autorregressivo de 2o
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ou 3o ordem. Wei (1989) ampliou o estudo feito por Box & Jenkins (1976) e sugere
que a periodicidade do nu´mero de manchas solares e´ de 11 anos. Tong (1983) fez
uso de 280 observac¸o˜es do per´ıodo de 1700-1979 analisando a se´rie temporal sob a
perspectiva de um modelo threshold.
Stramer & Lin (2002) usaram os mesmos dados de Tong (1983) numa perspectiva
bayesiana e o algoritmo RJMCMC. Campbell (2004) fez uso dos dados me´dios de man-
chas solares (1749-1984) para ajustar um modelo SETAR com uma cadeia de Markov
com saltos revers´ıveis. Silva et al. (2005) consideraram o nu´mero total de manchas
solares semanais do per´ıodo de 2 anos (1990-1991) para ajustarem um modelo au-
torregressivo de valores inteiros. Monteiro et al. (2008) desenvolveram um sistema
de alarme o´timo para o modelo DSINAR(1) e exemplificaram usando dados dia´rios de
manchas solares (dez/1998-abr/1999).
A Figura 2.11 representa um grupo de manchas solares na regia˜o ativa do sol
identificada por Active Region 10030 observada em 15/7/2002. A imagem foi obtida
pelo telesco´pio solar Swedish 1-m1 pertence a Academia Real de Cieˆncias da Sue´cia.2
2.5.1 Aplicac¸a˜o 1
Os dados aqui utilizados foram retirados de Box et al. (2008) e sa˜o relativos a`
se´rie cla´ssica do nu´mero anual de manchas solares de Wolfer entre os anos de 1770 e
1869.
Para a se´rie de Wolfer usou-se como limiar r = 34 e como desfasamento d = 11.
A escolha do valor do limiar foi baseada em valores discutidos por Campbell (2004).
O limiar foi escolhido baseado no ciclo aproximado de 11 anos das manchas solares
sugerido em diversos trabalhos. Com vista a` selec¸a˜o do modelo, consideraram-se
todas as combinac¸o˜es dos modelos SETINAR(2; p(1), p(2)), 1 ≤ p(k) ≤ 2, k = 1, 2 e
1Swedish 1-m Solar Telescope ou SST - e´ um telesco´pio solar de refrac¸a˜o situado no Observato´rio
Roque de los Muchachos em La Palma nas Ilhas Cana´rias.
2Em ingleˆs - Royal Swedish Academy of Sciences.
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Figura 2.11: Mancha solar - 15/7/2002 - Royal Swedish Academy of Sciences.
aplicaram-se os crite´rios BIC, DIC e o algoritmo RJMCMC. De acordo com os resultados
apresentados na Tabela 2.8 foi selecionado o modelo SETINAR(2; 2, 1). As estimativas
dos paraˆmetros encontram-se na Tabela 2.9.
Figura 2.12: Se´rie temporal do nu´mero anual de manchas solares de Wolfer ano
per´ıodo 1770-1869.
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Figura 2.13: FAC da se´rie de Boulder.
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Tabela 2.8: Selec¸a˜o do modelo,usando BIC, DIC e RJMCMC
Modelo Wo¨lfer
BIC % DIC
(1,1) 721.05 14 723.00
(1,2) 612.74 36 521.33
(2,1) 501.24 40 486.20
(2,2) 760.12 10 871.02
Tabela 2.9: Estimativas de θ para a se´rie de Wo¨lfer.
Modelo (1,1) (1,2) (2,1) (2,2)
θi EM MCMC EM MCMC EM MCMC EM MCMC
α
(1)
1 0.2996 0.2980 0.2815 0.2872 0.2511 0.2812 0.2312 0.2013
α
(1)
2 - - - - 0.2001 0.1124 0.2200 0.1446
α
(2)
1 0.3101 0.1526 0.2012 0.2001 - - 0.3101 0.2813
α
(2)
2 - - 0.1811 0.1512 0.1901 0.1201 0.1121 0.1342
λ(1) 15.3217 15.2110 15.008 15.2364 13.0023 15.3701 13.1001 14.1529
λ(2) 10.2311 13.4422 10.2012 11.9518 11.0201 12.0081 9.2100 10.1211
2.5.2 Aplicac¸a˜o 2
Os dados aqui utilizados sa˜o dispon´ıveis on-line no site National Geophysical Data
Center (http://www.ngdc.noaa.gov/) e foram analisados por Silva et al. (2005). A
se´rie temporal consiste no nu´mero total de grupos de manchas solares por semana no
per´ıodo de 2 anos (1990-1991) resultando um total de 104 observac¸o˜es registradas por
dois observato´rios solares: Centro nacional de dados geof´ısicos de Boulder (Colorado,
EUA) e Palehua Solar Obsevatory (Hawai, EUA). Interpreta-se o nu´mero de grupo
de manchas solares numa semana como sendo a soma entre o nu´mero de grupos de
manchas existentes na semana anterior, com probabilidade α, e o nu´mero de grupos
de manchas que se formaram na semana corrente.
A Figura 2.14 representa as se´ries temporais de Boulder e Palehua, que podem
ser encontradas na ı´ntegra no Apeˆndice C.1.
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(a) Palehua
(b) Boulder
Figura 2.14: Se´rie temporal do nu´mero total de grupos de manchas solares no per´ıodo
de 1 de Janeiro de 1990 a 31 de Dezembro de 1991.
Procedendo como anteriormente, foram consideradas todas as combinac¸o˜es dos
modelos SETINAR(2; p(1), p(2)), 1 ≤ p(k) ≤ 2, k = 1, 2. Para a se´rie Palehua usou-se
como limiar r = 14 e como desfasamento d = 2, para a se´rie temporal do observato´rio
de Boulder admitiu-se limiar r = 16 e desfasamento d = 2. A escolha do modelo com
melhor ajuste, para ambas as se´ries, pode ser verificada na tabela 2.10 onde sa˜o
apresentados os valores do BIC, DIC e percentagens da escolha do modelo obtidas
pelo RJ. O modelo escolhido para a se´rie de Palehua foi o SETINAR(2; 1, 2) e para
a se´rie de Boulder o modelo SETINAR(2; 2, 1). Em ambos os casos os 3 me´todos
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utilizados para a selec¸a˜o de modelos (DIC,BIC e %RJ) corroboram a escolha.
Nas Tabelas 2.11 e 2.12, respectivamente, esta˜o as me´dias amostrais das estima-
tivas obtidas para o paraˆmetro θ para as se´ries de Palehua e Boulder, atrave´s do uso
dos algoritmos EM e RJMCMC obtidos nos cap´ıtulos anteriores.
Tabela 2.10: Selec¸a˜o do modelo,usando BIC, DIC e RJMCMC
Modelo Palehua Boulder
BIC % DIC BIC % DIC
(1,1) 755.95 18 823.12 685.52 20 656.20
(1,2) 625.38 32 755.23 421.21 23 645.51
(2,1) 707.53 24 781.20 402.87 47 591.71
(2,2) 703.28 26 808.17 587.33 10 725.27
Tabela 2.11: Me´dia amostral das estimativas de θ para a se´rie Palehua
Modelo (1,1) (1,2) (2,1) (2,2)
θi EM RJ EM RJ EM RJ EM RJ
α
(1)
1 0.5819 0.4253 0.3820 0.3520 0.2765 0.2845 0.2415 0.2911
α
(1)
2 - - - - 0.1340 0.1624 0.1881 0.1004
α
(2)
1 0.4486 0.4102 0.3789 0.2213 0.2469 0.3021 0.3210 0.2315
α
(2)
2 - - 0.1112 0.1361 - - 0.1001 0.1131
λ(1) 7.4922 11.2254 9.2013 10.5833 10.526 9.0020 9.1200 10.1421
λ(2) 7.7622 3.2145 3.0214 3.5515 3.1420 2.9630 3.0123 3.1516
Tabela 2.12: Me´dia amostral das estimativas de θ para a se´rie Boulder
Modelo (1,1) (1,2) (2,1) (2,2)
θi EM RJ EM RJ EM RJ EM RJ
α
(1)
1 0.3312 0.3520 0.3341 0.3121 0.2362 0.2822 0.2011 0.1108
α
(1)
2 - - - - 0.2122 0.2051 0.1235 0.1012
α
(2)
1 0.3724 0.3855 0.1627 0.1227 0.3356 0.3014 0.1787 0.2350
α
(2)
2 - - 0.2851 0.3350 - - 0.2541 0.2142
λ(1) 7.2513 7.9120 7.2143 7.4231 7.8212 7.0012 5.2314 3.0078
λ(2) 16.2010 11.0003 13.0430 10.8181 11.0210 10.032 7.5512 7.6527
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Figura 2.15: FAC da se´rie de Palehua.
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Figura 2.16: FAC da se´rie de Boulder.
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2.6 Concluso˜es
Neste cap´ıtulo foi introduzida a classe de modelos autorregressivos de valores intei-
ros com limiares autoinduzidos designado por SETINAR
(
2; p(1), p(2)
)
, a qual apresenta
dois regimes cujas componentes autorregressivas de cada ramo sa˜o dadas por p(1) e
p(2) e as inovac¸o˜es sa˜o varia´veis aleato´rias independentes com distribuic¸a˜o de Pois-
son. Estabeleceram-se as suas propriedades probabil´ısticas, me´dia, variaˆncia e func¸a˜o
de autocovariaˆncia do processo; bem como se verificou a existeˆncia de um processo
estritamente estaciona´rio. Consideraram-se que as inovac¸o˜es eram independentes e
identicamente distribu´ıdas, diferentes para cada um dos troc¸os.
Determinaram-se os estimadores de mı´nimos quadrados condicionais e as suas
propriedades assinto´ticas e as estimativas de ma´xima verosimilhanc¸a foram obti-
das atrave´s do algoritmo EM. Para completar, fez-se um estudo de simulac¸a˜o onde
se analisaram os desempenhos das estimativas obtidas pela metodologia cla´ssica e
pela metodologia bayesiana, usando me´todos MCMC. No estudo de simulac¸a˜o efetuado,
consideraram-se conhecidas as ordens dos modelos de cada regime e tambe´m se ad-
mitiram desconhecidas, procedendo-se adicionalmente a` selec¸a˜o de modelos, usando
o RJMCMC e os crite´rios BIC e DIC.
Verificou-se a superioridade do me´todo RJMCMC na estimac¸a˜o dos paraˆmetros e na
determinac¸a˜o das ordens de cada um dos regimes do modelo.
Capı´tulo3
Processos Autorregressivos de Valores
Inteiros Definidos por Limiares Perio´dicos
Autoinduzidos
“Nothing occurs at random, but everything
for a reason and by necessity.”
Leucippus - 5th century B.C.
A classe de processos de valores cont´ınuos periodicamente correlacionadosforam
estudados por Bennett (1958) e Gladyshev (1961) sendo a classe de modelos au-
torregressivos com estrutura perio´dica inicialmente estudada por Jones & Brelsford
(1967). Monteiro et al. (2010) introduziu uma classe de modelos autorregressivos de
valores inteiros na˜o negativos com estrutura perio´dica de primeira ordem e per´ıodo T -
PINAR(1)T . Monteiro et al. (2010) demonstrou a existeˆncia e unicidade de um processo
estaciona´rio, apresentou expresso˜es para me´dia, variaˆncia e func¸a˜o de autocorrelac¸a˜o
para a distribuic¸a˜o ciclo-estaciona´ria. A estimac¸a˜o dos paraˆmetros tambe´m foi abor-
dada no trabalho de Monteiro et al. (2010). No intuito de explorar os modelos autor-
regressivos inteiros com estrutura perio´dica e os modelos SETINAR apresentados no
cap´ıtulo anterior, desenvolveu-se um modelo autorregressivo de valores inteiros com
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limiares perio´dicos autoinduzidos (PSETINAR1) o qual introduzir-se-a´ neste cap´ıtulo.
Na Secc¸a˜o 3.1 apresenta-se o modelo, a existeˆncia de uma distribuic¸a˜o estaciona´ria e
a expressa˜o para a me´dia. A estimac¸a˜o dos paraˆmetros e´ abordada na Secc¸a˜o 3.2 e
um estudo simulado e´ apresentado na Secc¸a˜o 3.3. Um estudo de predic¸a˜o de novos
valores e´ abordado na Secc¸a˜o 3.4 e conclui-se o cap´ıtulo com aplicac¸a˜o a dados reais
na Secc¸a˜o 3.5.
3.1 O Modelo PSETINAR(2; 1, 1)T
A classe dos modelos autorregressivos de valores inteiros de estrutura perio´dica
com limiares autoinduzidos de primeira ordem em cada ramo e per´ıodo T , designado
por PSETINAR(2; 1, 1)T , e´ definida por
Xt =
 α
(1)
j ◦Xt−1 + Z(1)t , se Xt−d ≤ Rt
α
(2)
j ◦Xt−1 + Z(2)t , se Xt−d > Rt
, t ∈ N0, (3.1)
com Rt = rj, t = j + sT , j = 1, . . . , T e s ∈ N0. Para o per´ıodo j tem-se que
Xj+sT = (α
(1)
j ◦Xj+sT−1 + Z(1)j+sT )I(1)j + (α(2)j ◦Xj+sT−1 + Z(2)j+sT )I(2)j ,
onde I
(k)
j , k = {1, 2}, e´ a func¸a˜o indicatriz definida por
I
(1)
j :=
 1, Xj+sT−d ≤ rj0, Xj+sT−d > rj e I(2)j = 1− I(1)j .
A equac¸a˜o (3.1) admite a representac¸a˜o
Xt = φt ◦Xt−1 + Zt,
1do ingleˆs - Periodic Self-Excinting Threshold INteger-valued Autoregressive.
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sendo Zt = Z
(1)
j I
(1)
j + Z
(2)
j I
(2)
j , φt = αj ≡ α(1)j I(1)j + α(2)j I(2)j tal que αj ∈ (0, 1),
t = j + sT , j = 1, . . . , T , s ∈ N. O operador thinning binomial “◦” e´ definido por
φt ◦Xt−1 d=
Xt−1∑
i=1
Ui,t(α
(1)
j )I
(1)
j +
Xt−1∑
i=1
Ui,t(α
(2)
j )I
(2)
j ,
sendo (Ui,t(α
(1)
j )) e (Ui,t(α
(2)
j )), i = 1, 2, . . . , sucesso˜es perio´dicas de varia´veis aleato´rias
de Bernoulli com probabilidade de sucesso P (Ui,t(α
(1)
j ) = 1) = α
(1)
j e P (Ui,t(α
(2)
j ) =
1) = α
(2)
j . O processo das inovac¸o˜es (Zt) e´ uma sucessa˜o perio´dica de varia´veis
aleato´rias independentes com distribuic¸a˜o de Poisson de me´dia vt, Zt ∼ Po(vt), com
vt = λj para t = j + sT , j = 1, . . . , T , s ∈ N0, sendo para cada t, independentes de
Xt−1 e de αt◦Xt−1. Apo´s alguns ca´lculos pode-se escrever o modelo PSETINAR(2; 1, 1)T
na forma de um processo INAR(1) multivariado.

X1+sT = α1 ◦X1+sT−1 + Z1+sT
X2+sT = α2 ◦X2+sT−1 + Z2+sT
= α2 ◦ (α1 ◦X1+sT−1 + Z1+sT ) + Z2+sT
= (α2α1) ◦X1+sT−1 + α2 ◦ Z1+sT + Z2+sT
X3+sT = α3 ◦X3+sT−1 + Z3+sT
= (α3α2α1) ◦X1+sT−1 + α3α2 ◦ Z1+sT + α3 ◦ Z2+sT ) + Z3+sT
...
XT+sT = (αTαT−1 · · ·α2α1) ◦X1+sT−1 + {(αTαT−1 · · ·α2) ◦ Z1+sT
+(αTαT−1 · · ·α3) ◦ Z2+sT + · · ·+ αT ◦ Z(T−1)+sT + ZT+sT
=
(
T−1∏
l=0
αT−l
)
◦X1+sT−1 +
T−1∑
i=1
(
T−1∏
l=0
αi−l
)
◦ ZT−i+sT + ZT+sT
.
De uma forma geral,
Xj+sT =
(
j−1∏
l=0
αj−l
)
◦X1+sT−1 +
j−1∑
i=1
(
i−1∏
l=0
αj−l−i
)
◦ Zi+sT + Zj+sT ,
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para j = 1, . . . , T e s ∈ N0. A equac¸a˜o (3.1) admite a seguinte representac¸a˜o vetorial
Yt = A ◦Yt−1 + ζt, (3.2)
com Yt = [X1+tT X2+tT · · · XT+tT ]′ e ζt = B ◦ Zt,
AT×T =

0 0 . . . α1
0 0 . . . α1α2
...
. . . . . .
...
0 0 . . .
T−1∏
j=0
αT−j

e
BT×T =

1 0 . . . 0 0
α2 1 . . . 0 0
α3α2 α3 . . . 0 0
...
. . . . . . . . .
...
T−1−2∏
i=0
αT−1−i
T−1−3∏
i=0
αT−1−i . . . 1 0
T−1−1∏
i=0
αT−i
T−1−2∏
i=0
αT−i . . . αT 1

.
Nos resultados que se seguem, introduz-se a distribuic¸a˜o (ciclo)estaciona´ria de (Xt)
para cada um dos T per´ıodos.
Proposic¸a˜o 3.1. Seja 0 < αt < 1, j = 1, . . . , T e 0 < P (Zt = 0) < 1. Enta˜o
qualquer soluc¸a˜o (Yt) de (3.2) e´ uma cadeia de Markov irredut´ıvel e aperio´dica.
Demonstrac¸a˜o. A partir da equac¸a˜o (3.2) verifica-se que Yt e´ uma cadeia de Markov
irredut´ıvel e aperio´dica. Para mostrar a irredutibilidade equivale a verificar que todos
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os estados da cadeia comunicam-se entre si, tem-se
P (m,n) = P (A ◦Yt−1 + ζt = n|Yt−1 = m)
=
n1∑
i1=0
. . .
nT∑
iT=0
T∏
j=1
P (Zj+tT = ij)× P
(
j∏
k=1
αk ◦mT +
j−1∑
k=1
(
j−k−1∏
l=0
αT−l
)
◦ Zj+tT =
nj − ij
∣∣∣∣Z1+tT = i1, . . . , ZT+tT = iT)
≥
T∏
j=1
P (Zj+tT = nj)× P
(
j∏
k=1
αk ◦mT +
j−1∑
k=1
(
j−k−1∏
l=0
αT−l
)
◦ Zj+tT
= nj − ij
∣∣∣∣ Z1+tT = i1, . . . , ZT+tT = iT)
≥
T∏
j=1
j−1∏
k=1
P (Zj+tT = nj)×
(
1−
j∏
k=1
αj
)
mT
(
1−
j∏
k=1
αk
)n1
× · · · ×
(
1−
j∏
k=T
αk
)nT−1
> 0,
com
j∏
k=i
αk = 0, i > j. Assim,
P (m,0) =
T∏
j=1
P (Zj+tT = 0)
(
1−
j∏
k=1
αk
)mT
P (0,n) =
T∏
j=1
P (Zj+tT = nj)
(
1−
k−1∏
l=0
αj−l
)nj−l
> 0,
o que implica que Yt e´ irredut´ıvel. Uma vez que
P (0,0) =
T∏
j=1
P (Zj+sT = 0) > 0,
enta˜o, Yt e´ uma cadeia de Markov aperio´dica (Franke & Subba Rao, 1995). 
A existeˆncia quase certa de um u´nico processo estritamente estaciona´rio para
o modelo PSETINAR(2; 1, 1)T segue a proposta de Latour (1997) para o processo
MGINAR(1). Para tal considera-se as condic¸o˜es da Proposic¸a˜o 3.1 em Latour (1997).
• A e´ um operador tal que det(Iz − A) = 0 tem todas as ra´ızes do polino´mio
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caracter´ıstico dentro do c´ırculo unita´rio, ou seja o maior valor pro´prio η de A
e´ menor que 1;
• ζt e´ uma sequeˆncia i.i.d. de vetores aleato´rios de me´dia finita E[ζt] = B[λ1, . . . , λT ]′.
Proposic¸a˜o 3.2. O processo (Yt) em (3.2) e´ uma cadeia de Markov irredut´ıvel e
aperio´dica. Se E[ζt] <∞ e o maior valor pro´prio η de A e´ menor que 1, enta˜o existe
um processo estritamente estaciona´rio que satisfaz (3.2).
Demonstrac¸a˜o. Pela Proposic¸a˜o 3.1 tem-se que a cadeia de Markov e´ irredut´ıvel e
aperio´dica. O vetor ζt e´ independente de ζt+j por serem func¸o˜es dos vetores Zt e
Zt+j que sa˜o independentes entre si. A variaˆncia e´ dada por V [ζt] = B
∑
Z
B′ onde∑
Z
:= Cov(Zt,Zt+j) = diag[λ1, . . . , λT ]
′. Resta verificar que ζt e´ uma sucessa˜o i.i.d.
de vetores aleato´rios e independentes de Yt. Note-se que
P (ζt = k) = P (B ◦ Zt = k)
= P
 Z1+tT = k1, α2 ◦ Z1+tT + Z2+tT = k2, α3α2 ◦ Z1+tT + α3 ◦ Z2+tT+
Z3+tT = k3, . . . ,
T−1∑
i=1
(
T−1−i∏
m=0
αs−m
)
◦ Zi+tT + ZT+tT = kT

= P
 Z1 = k1, α2 ◦ Z1 + Z2 = k2, α3α2 ◦ Z1 + α3 ◦ Z2 + Z3 = k3,
. . . ,
T−1∑
i=1
(
T−1−i∏
m=0
αt−m
)
◦ Zi + ZT = kT

= P
 Z1+hT = k1, α2 ◦ Z1+hT + Z2+hT = k2, α3α2 ◦ Z1+hT + α3 ◦ Z2+hT+
Z3+hT = k3, . . . ,
T−1∑
i=1
(
T−1−i∏
m=0
αT−m
)
◦ Zi+hT + ZT+hT = kT

= P (B ◦ Zh = k)
= P (ζh = k),
logo P (ζt = k) = P (B ◦ Zt = k) ∀ t, h, enta˜o ζt e´ i.i.d. Desta forma sendo (ζt)
uma sucessa˜o i.i.d de vetores aleato´rios e independentes de Yt, E[ζt] <∞ e sendo o
maior valor pro´prio da matriz A menor que 1 pode-se verificar que existe um processo
estritamente estaciona´rio que satisfaz (3.2). 
CAPI´TULO 3. PROCESSOS AUTORREGRESSIVOS DE VALORES INTEIROS
DEFINIDOS POR LIMIARES PERIO´DICOS AUTOINDUZIDOS 95
Lema 3.1. Para o modelo PSETINAR(2; 1, 1)T com t = j+ sT , j = 1, . . . , T e s ∈ N0
a me´dia e´ dada pela expressa˜o
E[Xt] =
2∑
k1=1
2∑
k2=1
. . .
2∑
kj=1
[
α
(k1)
1 α
(k2)
2 · · ·α(kj)j × u(k1,k2,...,kj)1,2,...,j × p(k1,k2,...,kj)1,2,...,j
]
+
j∑
l=1
λl
 2∑
kl+1=1
. . .
2∑
kj=1
α
(kl+1)
l+1 · · ·α(kj)j × pkl+1,...,kjl+1,...,j
 ,
onde
u
(k1,k2,...,kj)
1,2,...,j := E
[
XsT |X1+sT−d ∈ r(k1)1 , X2+sT−d ∈ r(k2)2 , . . . , Xj+sT−d ∈ r(kj)j
]
,
p
(k1,k2,...,kj)
1,2,...,j := P
[
X1+sT−d ∈ r(k1)1 , X2+sT−d ∈ r(k2)2 , . . . , Xj+sT−d ∈ r(kj)j
]
,
para k1, k2, . . . , kj = 1, 2 e onde rj representa o ramo do per´ıodo j, isto e´,
rj =
 ramo r
(1)
j se Xj+sT−d ≤ rj
ramo r
(2)
j se Xj+sT−d > rj
.
Demonstrac¸a˜o. Note-se que
E[Xj+sT ] = E
[(
j−1∏
l=0
αj−l
)
◦X1+sT−1
]
︸ ︷︷ ︸
I
+E
[
j−1∑
i=1
(
j−i−1∏
l=0
αj−l
)
◦ Zi+sT
]
︸ ︷︷ ︸
II
+E [Zj+sT ]︸ ︷︷ ︸
III
.
(3.3)
O termo I de (3.3) e´ dado por
E
[(
j−1∏
l=0
αj−l
)
◦X1+sT−1
]
= E
[
(α1 · · ·αj) ◦XsT
]
= E
[(
α
(1)
1 I
(1)
1 + α
(2)
1 I
(2)
1
)
×
(
α
(1)
2 I
(1)
2 + α
(2)
2 I
(2)
2
)
× · · · ×
(
α
(1)
j I
(1)
j + α
(2)
j I
(2)
j
)
◦XsT
]
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= E
[((
α
(1)
1 I
(1)
1 α
(1)
2 I
(1)
2 + α
(1)
1 I
(1)
1 α
(2)
2 I
(2)
2 + α
(2)
1 I
(2)
1 α
(1)
2 I
(1)
2 + α
(2)
1 I
(2)
1 α
(2)
2 I
(2)
2
)
× · · ·×
×
(
α
(1)
j I
(1)
j + α
(2)
j I
(2)
j
))
◦XsT
]
...
= E
[(
α
(1)
1 I
(1)
1 α
(1)
2 I
(1)
2 · · ·α(1)j I(1)j + α(1)1 I(1)1 α(2)2 I(2)2 · · ·α(1)j I(1)j + α(2)1 I(2)1 α(1)2 I(1)2 · · ·
α
(1)
j I
(1)
j + α
(2)
1 I
(2)
1 α
(2)
2 I
(2)
2 · · ·α(1)j I(1)j + · · ·+ α(2)1 I(1)1 α(1)2 I(1)2 · · ·α(2)j I(2)j + α(1)1 I(1)1
α
(2)
2 I
(2)
2 · · ·α(2)j I(2)j + α(2)1 I(2)1 α(1)2 I(1)2 · · · j(2)I(2)j + α(2)1 I(2)1 α(2)2 I(2)2 · · ·α(2)j I(2)j
)
◦XsT
]
= E
[(
α
(1)
1 I
(1)
1 α
(1)
2 I
(1)
2 · · ·α(1)j I(1)j
)
◦XsT
]
+ E
[(
α
(1)
1 I
(1)
1 α
(2)
2 I
(2)
2 · · ·α(1)j I(1)j
)
◦XsT
]
+E
[(
α
(2)
1 I
(2)
1 α
(1)
2 I
(1)
2 · · ·α(1)j I(1)j
)
◦XsT
]
+ E
[(
α
(2)
1 I
(2)
1 α
(2)
2 I
(2)
2 · · ·α(1)j I(1)j
)
◦XsT
]
+ · · ·+ E
[(
α
(2)
1 I
(1)
1 α
(1)
2 I
(1)
2 · · ·α(2)j I(2)j
)
◦XsT
]
+
+E
[(
α
(1)
1 I
(1)
1 α
(2)
2 I
(2)
2 · · ·α(2)j I(2)j
)
◦XsT
]
+ E
[(
α
(2)
1 I
(2)
1 α
(1)
2 I
(1)
2 · · · j(2)I(2)j
)
◦XsT
]
+E
[(
α
(2)
1 I
(2)
1 α
(2)
2 I
(2)
2 · · ·α(2)j I(2)j
)
◦XsT
]
.
A cada uma das 2T parcelas anteriores, aplicam-se as propriedades do operador thin-
ning e do valor esperado tal como
E
[(
α
(1)
1 I
(1)
1 α
(1)
2 I
(1)
2 · · ·α(1)j I(1)j
)
◦XsT
]
= α
(1)
1 α
(1)
2 · · ·α(1)j E
[
XsT
∣∣∣∣X1+sT−d ≤ r1,
X2+sT−d ≤ r2, . . . , Xj+sT−d ≤ rj
]
P
[
X1+sT−d ≤ r1, X2+sT−d ≤ r2, . . . , Xj+sT−d ≤ rj
]
= α
(1)
1 α
(1)
2 · · ·α(1)j u(1,1,...,1)1,2,...,j p(1,1,...,1)1,2,...,j
E
[(
α
(1)
1 I
(1)
1 α
(2)
2 I
(2)
2 · · ·α(1)j I(1)j
)
◦XsT
]
= α
(1)
1 α
(2)
2 · · ·α(1)j E
[
XsT
∣∣∣∣X1+sT−d ≤ r1,
X2+sT−d > r2, . . . , Xj+sT−d ≤ rj
]
P
[
X1+sT−d ≤ r1, X2+sT−d > r2, . . . , Xj+sT−d ≤ rj
]
= α
(1)
1 α
(2)
2 · · ·α(1)j u(1,2,...,1)1,2,...,j p(1,2,...,1)1,2,...,j
...
E
[(
α
(2)
1 I
(2)
1 α
(2)
2 I
(2)
2 · · ·α(2)j I(2)j
)
◦XsT
]
= α
(2)
1 α
(2)
2 . . . α
(2)
j E
[
XsT
∣∣∣∣X1+sT−d > r1,
X2+sT−d > r2, . . . Xj+sT−d > rj
]
P
[
X1+sT−d > r1, X2+sT−d > r2, . . . , Xj+sT−d > rj
]
= α
(2)
1 α
(2)
2 · · ·α(2)j u(2,2,...,2)1,2,...,j p(2,2,...,2)1,2,...,j .
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Logo, tem-se
E
[(
j−1∏
l=0
αj−l
)
◦X1+sT−1
]
=
=
(
α
(1)
1 α
(1)
2 · · ·α(1)j
)
u
(1,1,...,1)
1,2...,j p
(1,1,...,1)
1,2,...,j +
(
α
(1)
1 α
(2)
2 · · ·α(1)j
)
u
(1,2,...,1)
1,2,...,j p
(1,2,...,1)
1,2,...,j
+
(
α
(1)
1 α
(2)
2 · · ·α(1)j
)
u
(1,2,...,1)
1,2...,j p
(1,2,...,1)
1,2,...,j +
(
α
(1)
1 α
(2)
2 . . . α
(2)
j
)
u
(1,2,...,2)
1,2,...,j p
(1,2,...3)
1,2,...,j
+ · · ·+
(
α
(2)
1 α
(1)
2 · · ·α(1)j
)
u
(2,1,...,1)
1,2...,j p
(2,1,...,1)
1,2,...,j +
(
α
(2)
1 α
(1)
2 · · ·α(2)j
)
u
(2,1,...,2)
1,2,...,j p
(2,1,...,2)
1,2,...,j
+
(
α
(2)
1 α
(2)
2 · · ·α(1)j
)
u
(2,2,...,1)
1,2...,j p
(2,2,...,1)
1,2,...,j +
(
α
(2)
1 α
(2)
2 · · ·α(2)j
)
u
(2,2,...,2)
1,2,...,j p
(2,2,...2)
1,2,...,j
=
2∑
k1=1
. . .
2∑
kj=1
α
(k1)
1 α
(k2)
2 · · ·α(kj)j u(k1,k2,...,kj)1,2,...,j p(k1,k2,...,kj)1,2,...,j .
O termo II de (3.3) e´ dado por
E
[
j−1∑
i=1
(
j−i−1∏
l=0
αj−l
)
◦ Zi+sT
]
= E
[
(α2α3 · · ·αj) ◦ Z1+sT + (α3 . . . αj) ◦ Z2+sT + . . .
+ (αj−1αj) ◦ Z(j−2)+sT + (αj) ◦ Z(j−1)+sT
]
= E
[((
α
(1)
2 I
(1)
2 + α
(2)
2 I
(2)
2
)
×
(
α
(1)
3 I
(1)
3 + α
(2)
3 I
(2)
3
)
× · · · ×
(
α
(1)
j I
(1)
j + α
(2)
j I
(2)
j
))
◦Z1+sT
]
+ E
[((
α
(1)
3 I
(1)
3 + α
(2)
3 I
(2)
3
)
× · · · ×
(
α
(1)
j I
(1)
j + α
(2)
j I
(2)
j
))
◦ Z1+sT
]
+
+ · · ·+ E
[((
α
(1)
j−1I
(1)
j−1 + α
(2)
j−1I
(2)
j−1
)
×
(
α
(1)
j I
(1)
j + α
(2)
j I
(2)
j
))
◦ Z(j−2)+sT
]
+E
[(
α
(1)
j I
(1)
j + α
(2)
j I
(2)
j
)
◦ Z(j−1)+sT
]
.
Apo´s alguma a´lgebra simples tem-se
E
[
j−1∑
i=1
(
j−i−1∏
l=0
αj−l
)
◦ Zi+sT
]
= λ1
{ 2∑
k2=1
. . .
2∑
kj=1
[
α
(k2)
2 α
(k3)
3 · · ·α(kj)j × p(k2,k3,...,kj)2,3,...,j
]}
+λ2
{ 2∑
k3=1
. . .
2∑
kj=1
[
α
(k2)
3 · · ·α(kj)j × p(k2,k3,...,kj)2,3,...,j
]}
+ · · ·+ λj−2
{ 2∑
kj−1=1
2∑
kj=1
[
α
(kj−1)
j−1
α
(kj)
j × p(kj−1,kj)j−1,j
]}
+ λj−1
2∑
kj=1
[
α
(kj)
j × p(kj)j
]
E
[
j−1∑
i=1
(
j−i−1∏
l=0
αj−l
)
◦ Zi+sT
]
=
j−1∑
l=1
λl

2∑
kl+1=1
. . .
2∑
kj=1
α
(kl+1)
l+1 · · ·α(kj)j × p(kl+1,...,kj)l+1,...,j
 .
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O termo III de (3.3) e´ dado por
E [Zj+sT ] = λj.
Assim E[Xt] = E[Xj+sT ] = I + II + III e´ dada pela expressa˜o
E[Xt] =
2∑
k1=1
2∑
k2=1
. . .
2∑
kj=1
[
α
(k1)
1 α
(k2)
2 · · ·α(kj)j × u(k1,k2,...,kj)1,2,...,j × p(k1,k2,...,kj)1,2,...,j
]
+
+
j−1∑
l=1
λl
 2∑
kl+1=1
. . .
2∑
kj=1
α
(kl+1)
l+1 · · ·α(kj)j × p(kl+1,...,kj)l+1,...,j
+ λj
=
2∑
k1=1
2∑
k2=1
. . .
2∑
kj=1
[
α
(k1)
1 α
(k2)
2 · · ·α(kj)j × u(k1,k2,...,kj)1,2,...,j × p(k1,k2,...,kj)1,2,...,j
]
+
j∑
l=1
λl
 2∑
kl+1=1
. . .
2∑
kj=1
α
(kl+1)
l+1 · · ·α(kj)j × p(kl+1,...,kj)l+1,...,j
 .

3.2 Me´todos de Estimac¸a˜o
O objetivo desta secc¸a˜o e´ aplicar o me´todo dos mı´nimos quadrados condicio-
nais proposto por Klimko & Nelson (1978) e o me´todo de ma´xima verosimilhanc¸a
condicional aos modelos de valores inteiros de limiares autoinduzidos com estru-
tura perio´dica (PSETINAR(2; 1, 1)T ) e apresentar as suas propriedades assinto´ticas.
Seja (X1, . . . , Xn) uma sucessa˜o de varia´veis aleato´rias que satisfazem (3.1) e θ :=
(α
(1)
1 , α
(2)
1 , λ1, . . . , α
(1)
T , α
(2)
T , λT ), o vetor dos paraˆmetros desconhecidos. Ao longo
desta secc¸a˜o assume-se que os limiares R sa˜o conhecidos.
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3.2.1 Estimadores de Mı´nimos Quadrados Condicionais
O estimador de MQC e´ o vetor
θˆMQC := (αˆ
(1)
1,MQC , αˆ
(2)
1,MQC , λˆ1,MQC , . . . , αˆ
(1)
T,MQC , αˆ
(2)
T,MQC , λˆT,MQC),
o qual minimiza a expressa˜o
Q(θ) :=
N−1∑
s=0
T∑
j=1
(
Xj+sT − gj(θj, Xj+sT−1)
)2
,
ondeN e´ o nu´mero de ciclos completos, T e´ o nu´mero de per´ıodos, θj :=
(
α
(1)
j , α
(2)
j , λj
)
,
gj(θj, Xj+sT−1) = α
(1)
j Xj+sT−1I
(1)
j + α
(2)
j Xj+sT−1I
(2)
j + λj,
e θ =: (θj, j = 1, . . . , T ). Para minimizar
Q(θ) =
N−1∑
s=0
T∑
j=1
(
Xj+sT − α(1)j Xj+sT−1I(1)j + α(2)j Xj+sT−1I(2)j + λj
)2
,
e´ necessa´ria a resoluc¸a˜o de T sistemas da forma:

∂Q
∂α
(1)
j
= 0
∂Q
∂α
(2)
j
= 0 , j = 1, . . . , T.
∂Q
∂λj
= 0
(3.4)
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A representac¸a˜o matricial do sistema (3.4), relativamente aos paraˆmetros associados
ao per´ıodo j, e´ dado por

N−1∑
s=0
X2j+sT−1I
(1)
j 0
N−1∑
s=0
Xj+sT−1I
(1)
j
0
N−1∑
s=0
X2j+sT−1I
(2)
j
N−1∑
s=0
Xj+sT−1I
(2)
j
N−1∑
s=0
Xj+sT−1I
(1)
j
N−1∑
s=0
Xj+sT−1I
(2)
j N


α
(1)
j
α
(2)
j
λj
 =

N−1∑
s=0
Xj+sTXj+sT−1I
(1)
j
N−1∑
s=0
Xj+sTXj+sT−1I
(2)
j
N−1∑
s=0
Xj+sT

.
Assim
N−1∑
s=0
α
(1)
j X
2
j+sT−1I
(1)
j +
N−1∑
s=0
λjXj+sT−1I
(1)
j =
N−1∑
s=0
Xj+sTXj+sT−1I
(1)
j
α
(1)
j
N−1∑
s=0
X2j+sT−1I
(1)
j =
N−1∑
s=0
Xj+sTXj+sT−1I
(1)
j − λj
N−1∑
s=0
Xj+sT−1I
(1)
j
α
(1)
j =
N−1∑
s=0
Xj+sTXj+sT−1I
(1)
j − λj
N−1∑
s=0
Xj+sT−1I
(1)
j
N−1∑
s=0
X2j+sT−1I
(1)
j
(3.5)
N−1∑
s=0
α
(2)
j X
2
j+sT−1I
(2)
j +
N−1∑
s=0
λjXj+sT−1I
(2)
j =
N−1∑
s=0
Xj+sTXj+sT−1I
(2)
j
α
(2)
j
N−1∑
s=0
X2j+sT−1I
(2)
j =
N−1∑
s=0
Xj+sTXj+sT−1I
(2)
j − λj
N−1∑
s=0
Xj+sT−1I
(2)
j
α
(2)
j =
N−1∑
s=0
Xj+sTXj+sT−1I
(2)
j − λj
N−1∑
s=0
Xj+sT−1I
(2)
j
N−1∑
s=0
X2j+sT−1I
(2)
j
(3.6)
N−1∑
s=0
α
(1)
j Xj+sT−1I
(1)
j +
N−1∑
s=0
α
(2)
j Xj+sT−1I
(2)
j +
N−1∑
s=0
λj =
N−1∑
s=0
Xj+sT
N−1∑
s=0
λj =
N−1∑
s=0
Xj+sT −
N−1∑
s=0
α
(1)
j Xj+sT−1I
(1)
j −
N−1∑
s=0
α
(2)
j Xj+sT−1I
(2)
j
Nλj =
N−1∑
s=0
Xj+sT − α(1)j
N−1∑
s=0
Xj+sT−1I
(1)
j − α(2)j
N−1∑
s=0
Xj+sT−1I
(2)
j
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λj = N
−1
(
N−1∑
s=0
Xj+sT − α(1)j
N−1∑
s=0
Xj+sT−1I
(1)
j − α(2)j
N−1∑
s=0
Xj+sT−1I
(2)
j
)
.
Desta forma os estimadores dos MQC para o modelo PSETINAR sa˜o dados por

αˆ
(1)
j,MQC =
N
N−1∑
s=0
Xj+sTXj+sT−1I
(1)
j −
N−1∑
s=0
Xj+sT
N−1∑
s=0
Xj+sT−1I
(1)
j
N
N−1∑
s=0
X2j+sT−1I
(1)
j −
(
N−1∑
s=0
Xj+sT−1I
(1)
j
)2
αˆ
(2)
j,MQC =
N
N−1∑
s=0
Xj+sTXj+sT−1I
(2)
j −
N−1∑
s=0
Xj+sT
N−1∑
s=0
Xj+sT−1I
(2)
j
(N
N−1∑
s=0
X2j+sT−1I
(2)
j −
(
N−1∑
s=0
Xj+sT−1I
(2)
j
)2 , j = 1, . . . , T.
λˆj,MQC = N
−1
(
N−1∑
s=0
Xj+sT − α(1)j
N−1∑
s=0
Xj+sT−1I
(1)
j − α(2)j
N−1∑
s=0
Xj+sT−1I
(2)
j
)
A distribuic¸a˜o assinto´tica dos estimadores MQC pode ser obtida usando os resultados
de Klimko & Nelson (1978).
Teorema 3.1. Num modelo PSETINAR(2; 1, 1)T os estimadores de MQC sa˜o assitoti-
camente normais, i.e,
√
n(θˆ − θ) d−→ N(0,V−1WV−1),
onde V e W sa˜o matrizes quadradas de ordem 3T definidas por blocos de dimensa˜o
3× 3 dadas por,
V =

Ψ:1 0 . . . 0
0 Ψ:2 . . . 0
...
...
. . .
...
0 0 . . . Ψ:T

e W =

Ω:1 0 . . . 0
0 Ω:2 . . . 0
...
...
. . .
...
0 0 . . . Ω:T

,
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onde cada bloco Ψj e Ωj tem seus elementos definidos, respetivamente, por
Ψ(k,l):j = E
[
∂
∂θk:j
gj(θj, Xj+sT−1)
∂
∂θl:j
gj(θj, Xj+sT−1)
]
,
Ω(k,l):j = E
[
U2j+sT
∂
∂θa:j
gj(θj, Xj+sT−1)
∂
∂θl:j
gj(θj, Xj+sT−1)
]
,
com k, l = 1, 2, 3 e j = 1, . . . , T , e θj := (θ1:j, θ2:j, θ3:j) ≡
(
α
(1)
j , α
(2)
j , λj
)
, sa˜o os
paraˆmetros associados ao per´ıodo j.
Demonstrac¸a˜o. Monteiro et al. (2010, 2012) verificaram as condic¸o˜es de norma-
lidade assinto´tica de Klimko & Nelson (1978) para modelos PINAR(1)T e modelos
SETINAR(2; 1, 1) respectivamente, onde a matriz de covariaˆncia assinto´tica e´ dada por
J−1 = V−1WV−1. Antes de obter as matrizes V eW para o modelo PSETINAR(2; 1, 1)T
define-se:
u
(1)
j := E [Xj−1+sT |Xj−1+sT−d ≤ rj], u(2)j := E [Xj−1+sT |Xj−1+sT−d > rj],
m
(1)
j,i := E
[
X ij−1+sT |Xj−1+sT−d ≤ rj
]
, m
(2)
j,i := E
[
X ij−1+sT |Xj−1+sT−d > rj.
]
, q
(1)
j :=
P [Xj+sT−d ≤ rj], e q(1)j := P [Xj+sT−d > rj].
As componentes das matrizes V e W, sa˜o matrizes por blocos de dimensa˜o 3 × 3
tais que
V =

Ψ:1 0 . . . 0
0 Ψ:2 . . . 0
...
...
. . .
...
0 0 . . . Ψ
:T

e W =

Ω:1 0 . . . 0
0 Ω:2 . . . 0
...
...
. . .
...
0 0 . . . Ω:T

,
onde cada bloco Ψ:j e Ω:j e´ dado por
Ψ:j =
 q(1)j m(1)j,2 0 q(1)j u(1)j0 q(2)j m(2)j,2 q(2)j u(2)j
q
(1)
j u
(1)
j q
(2)
j u
(2)
j 1

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e
Ω:j =
 q(1)j (α(1)j (1− α(1)j )m(1)j,3 + σ2j m(1)j,2 ) 0 q(1)j (α(1)j (1− α(1)j )m(1)j,2 + σ2ju(1)j )0 q(2)j α(2)j (1− α(2)j )m(2)j,3 + σ2jm(2)j,2 q(1)j (α(2)j (1− α(2)j )m(2)j,2 + σ2ju(2)j )
q
(1)
j (α
(1)
j (1− α(1)j )m(1)j,2 + σ2ju(1)j ) q(2)j (α(2)j (1− α(2)j )m(2)j,2 + σ2ju(2)j ) σ2j (q(1)j m(1)j,2 + q(2)j m(2)j,2 + 1)
 .
Calculando J−1 = V−1WV−1 a demonstrac¸a˜o fica completa desde que a matriz V
seja na˜o singular. Para verificar essa condic¸a˜o basta verificar que o bloco gene´rico Ψ:j
e´ na˜o singular, ou seja, det|Ψ:j| 6= 0, ∀j = 1, . . . , T . Dado que Ψ:j e´ definida como
sendo uma matriz na˜o negativa, isto e´ o mesmo que assumir que Ψ:j e´ na˜o singular
o que completa a prova. 
3.2.2 Estimadores de Ma´xima Verosimilhanc¸a Condicional
Dado x0 fixo, a func¸a˜o de verosimilhanc¸a condicional, para o modelo PSETINAR(2; 1, 1)T ,
e´ dada por
L(θ) :=
N−1∏
s=0
T∏
j=1
Pj (Xj+sT = xj+sT |Xj−1+sT = xj−1+sT )
=
N−1∏
s=0
T∏
j=1
pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
)
com
I
(1)
j :=
 1, Xj+sT−d ≤ rj0, Xj+sT−d > rj e I(2)j = 1− I(1)j
e
pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
)
=
= e−λj
min(xj−1+sT ,xj+sT )∑
m=0
2∑
k=1
Cxj−1+sTm α
(k)
j
m
(
1− α(k)j
)(xj−1+sT−m) λxj+sT−m
(xj+sT −m)!I
(k)
j
= pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j , λj
)
+ pj
(
xj−1+sT , xj+sT , α
(2)
j I
(2)
j , λj
)
=: pj (xj−1+sT , xj+sT )
(1) + pj (xj−1+sT , xj+sT )
(2) .
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Os estimadores MVC,
θˆMVC :=
(
αˆ
(1)
1 MV C , αˆ
(2)
1 MVC , λˆ1MVC , . . . , αˆ
(1)
T MV C , αˆT
(2)
MVC , λˆTMV C
)
,
sa˜o os valores que maximizam o logaritmo da func¸a˜o de ma´xima verosimilhanc¸a
condicional
l(θ) =
N−1∑
s=0
T∑
j=1
ln pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
)
.
Para a obtenc¸a˜o dos estimadores MVC calcula-se as derivadas parciais de primeira
ordem de pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
)
em relac¸a˜o aos paraˆmetros α
(1)
j ,
α
(2)
j e λj com j = 1, . . . , T . Por simplicidade nas equac¸o˜es que seguem fazem-se as
seguintes substituic¸o˜es:
xj−1+sT = a, xj+sT = b e pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
)
= pj(b|a).
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Para cada ramo k = 1, 2, a derivada parcial da func¸a˜o de verosimilhanc¸a relativo aos
paraˆmetros α
(k)
j e´ dada por
∂pj(b|a)
∂α
(k)
j
=
∂
∂α
(k)
j
e−λjmin(a,b)∑
m=0
Camα
(k)
j
m
(
1− α(k)j
)a−m λb−mj
(b−m)!

= e−λjI(k)j
min(a,b)∑
m=0
[
Cam
λb−mj
(b−m)!
(
mα
(k)
j
m−1 (
1− α(k)j
)a−m
−
− bm(a−m)
(
1− α(k)j
)a−m−1)]
= e−λjI(k)j
min(a,b)∑
m=0
[
Cam
λb−mj
(b−m)!α
(k)
j
m
(
1− α(k)j
)a−m( m
α
(k)
j
− a−m
1− α(k)j
)]
=
e−λj
α
(k)
j
(
1− α(k)j
)I(k)j min(a,b)∑
m=0
[
Cam
λb−mj
(b−m)!α
(k)
j
m
(
1− α(k)j
)b−m (
m− aα(k)j
)]
=
e−λj
α
(k)
j
(
1− α(k)j
)I(k)j min(a,b)∑
m=0
[
mCam
λb−mj
(b−m)!α
(k)
j
m
(
1− α(k)j
)a−m
−aα(k)j Cam
λb−mj
(b−m)!α
(k)
j
m
(
1− α(k)j
)a−m]
=
I
(k)
j
α
(k)
j
(
1− α(k)j
)
e−λj
min(a,b)∑
m=0
(
mCam
λb−mj
(b−m)!α
(k)
j
m
(
1− α(k)j
)a−m
︸ ︷︷ ︸
A
−e−λj
min(a,b)∑
m=0
(
aα
(k)
j C
a
m
λb−mj
(b−m)!α
(k)
j
m
(
1− α(k)j
)a−m) .
(3.7)
Para o termo A na equac¸a˜o (3.7), quer-se mostrar que
A = e−λj
min(a,b)∑
m=0
mCamα
(k)
j
m
(
1− α(k)j
)a−m λb−mj
(b−m)!
= mpj(b|a)(k) = bpj(b|a)(k) − λjpj(b− 1|a)(k).
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Assim,
e−λj
min(a,b)∑
m=0
mCamα
(k)
j
m
(
1− α(k)j
)a−m λb−mj
(b−m)! = mpj(b|a)
(k) + bpj(b|a)(k) − bpj(b|a)(k)
= (m− b)pj(b|a)(k) + bpj(b|a)(k)
= −(b−m)e−λj
min(a,b)∑
m=0
mCamα
(k)
j
m
(
1− α(k)j
)a−m λb−mj
(b−m)! + bpj(b|a)
(k)
= −e−λj
min(a,b)∑
m=0
mCamα
(k)
j
m
(
1− α(k)j
)a−m λb−mj
(b− 1−m)!
(b−m)
(b−m) + bpj(b|a)
(k)
= −e−λjλj
min(a,b)∑
m=0
mCamα
(k)
j
m
(
1− α(k)j
)a−m λb−1−mj
(b− 1−m)! + bpj(b|a)
(k)
= −λjpj(b− 1|a)(k) + bpj(b|a)(k).
(3.8)
Substituindo (3.8) em (3.7) tem-se a derivada parcial da func¸a˜o de verosimilhanc¸a
relativo aos paraˆmetros α
(k)
j
∂pj(b|a)
∂α
(k)
j
=
I
(k)
j
α
(k)
j
(
1− α(k)j
) [bpj(b|a)(k) − λjpj(b− 1|a)(k) − aα(k)j pj(b|a)(k)]
=
I
(k)
j
α
(k)
j
(
1− α(k)j
) [pj(b|a)(k)(b− aα(k)j )− λjpj(b− 1|a)(k)] .
A derivada parcial de p
(k)
j em relac¸a˜o a λj e´ dada por
∂pj(b|a)(k)
∂λj
=
∂pj(b|a)(1)
∂λj
+
∂pj(b|a)(2)
∂λj
,
onde para cada ramo k = 1, 2, tem-se
∂pj(b|a)(k)
∂λj
=
∂
∂λj
e−λjmin(a,b)∑
m=0
Camα
(k)
j
m
(
1− α(k)j
)a−m λb−mj
(b−m)!

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= e−λj
min(a,b)∑
m=0
Camα
(k)
j
m
(
1− α(k)j
)a−m λb−1−mj (b−m)
(b−m)! −
−e−λj
min(a,b)∑
m=0
Camα
(k)
j
m
(
1− α(k)j
)a−m λb−mj
(b−m)!
= e−λj
min(a,b)∑
m=0
Camα
(k)
j
m
(
1− α(k)j
)a−m λb−1−mj (b−m)
(b−m)! − pj(b|a)
(k)
= e−λj
min(a−1,b)∑
m=0
Camα
(k)
j
m
(
1− α(k)j
)a−m λb−1−mj (b−m)
(b−m)! − pj(b|a)
(k)
= pj(b− 1|a)(k) − pj(b|a)(k).
As derivadas de primeira ordem da func¸a˜o de verosimilhanc¸a sa˜o dadas por:

∂l(θ)
∂α
(k)
j
=
I
(k)
j
α
(k)
j (1− α(k)j )
N−1∑
s=0
(b− aα(k)j )− λj
pj(b− 1|a)(k)
pj(b|a)(k)
∂l(θ)
∂λj
=
N−1∑
s=0
pj(b− 1|a)(k)
pj(b|a)(k) −N
,
para k = 1, 2 e j = 1, . . . , T . Igualando a zero resulta em

I
(k)
j
α
(k)
j (1− α(k)j )
N−1∑
s=0
(b− aα(k)j )− λj
pj(b− 1|a)(k)
pj(b|a)(k) I
(k)
j = 0
N−1∑
s=0
(
pj(b− 1|a)(k)
pj(b|a)
(k)
I
(1)
j +
pj(b− 1|a)(k)
pj(b|a)(k) I
(2)
j
)
= N
,
para k = 1, 2 e j = 1, . . . , T . Substituindo a, b e pj(b|a) pelos seus valores originais
tem-se os estimadores de ma´xima verosimilhanc¸a condicional dados pela resoluc¸a˜o de
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T sistemas da forma
I
(k)
j
α
(k)
j (1− α(k)j )
N−1∑
s=0
(xj+sT − xj−1+sTα(k)j )−
−λj
pj
(
xj−1+sT , xj+sT − 1, α(1)j I(1)j + α(2)j I(2)j , λj
)
pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
) = 0
N−1∑
s=0
pj
(
xj−1+sT , xj+sT − 1, α(1)j I(1)j + α(2)j I(2)j , λj
)
pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
) = N
,
para k = 1, 2 e j = 1, . . . , T . O sistema anterior na˜o tem soluc¸a˜o anal´ıtica sendo,
portanto, necessa´rio usar me´todos nume´ricos para o resolver. No entanto, para λj,
tem-se que no entanto resulta
λˆj =
1
N
N−1∑
s=0
(
xj+sT − αˆ(k)j xj−1+sT
)
.
A distribuic¸a˜o assinto´tica dos estimadores de ma´xima verosimilhanc¸a condicional e´
apresentada no pro´ximo resultado, ca´lculos auxiliares podem ser encontrados nos
anexos.
Teorema 3.2. Para o modelo PSETINAR(2; 1, 1)T os estimadores de ma´xima verosi-
milhanc¸a tem a seguinte distribuic¸a˜o assinto´tica
√
n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
αˆ
(1)
1 − α(1)1
αˆ
(2)
1 − α(2)1
λˆ1 − λ1
...
αˆ
(1)
T − α(1)T
αˆ
(2)
T − α(2)T
λˆT − λT
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
D→ N(0, I−1), onde I =

M1 0 . . . 0
0 M2 . . . 0
...
...
. . .
...
0 0 . . . MT

,
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e´ a matriz de informac¸a˜o de Fisher e, para j = 1, . . . , T ,
Mj =

−E
[
∂2l(θ)
∂(α
(1)
j )
2
]
−E
[
∂2l(θ)
∂α
(1)
j ∂α
(2)
j
]
−E
[
∂2l(θ)
∂α
(1)
j ∂λj
]
−E
[
∂2l(θ)
∂α
(1)
j ∂α
(2)
j
]
−E
[
∂2
∂(α
(2)
j )
2
]
−E
[
∂2l(θ)
∂α
(2)
j ∂λj
]
−E
[
∂2l(θ)
∂α
(1)
j ∂λj
]
−E
[
∂2l(θ)
∂α
(2)
j ∂λj
]
−E
[
∂2l(θ)
∂λ2j
]

,
sendo
E
[
∂2l(θ)
∂α
(k)
j
2
]
= N
+∞∑
a
+∞∑
b
P (Xj+sT = b)
I
(k)
j
α
(k)
j (1− α(k)j )
{[
(2α
(k)
j − 1)b− aα(k)
2
j )
]
pj(b|a) + 2(1− α(k)j )λjpj(b− 1|a)(k) + λ2jpj(b− 2|a)(k) −λ2j
p2j(b− 1|a)(k)
pj(b|a)(k)
}
E
[
∂2l(θ)
∂α
(k)
j ∂λj
]
=
N
α
(k)
j (1− α(k)j )
+∞∑
a
+∞∑
b
P (Xj+sT = b)
{
− pj(b− 1|a)(k) − λjpj(b− 2|a)(k)
+λj
p2(b− 1|a)(k)
p(b|a)(k)
}
E
[
∂2l(θ)
∂
]
= N
+∞∑
a
+∞∑
b
P (Xj+sT = b)
{
λjpj(b− 2|a)(k) −
p2j(b− 1|a)(k)
pj(b|a)(k)
}
.
Demonstrac¸a˜o. Franke & Seligmann (1993) mostraram que as 6 condic¸o˜es a seguir
sa˜o verificadas para um modelo quando as inovac¸o˜es tem distribuic¸a˜o de Poisson, que
e´ o caso do modelo PSETINAR. Verificaram ainda que estas condic¸o˜es implicam as
condic¸o˜es dos resultados de Billingsley (1961) sobre os estimadores de um processo
de Markov para um modelo INAR.
• [C1] O conjunto z = P (Zj+sT = z) = f(z, λj) = e−λ
λzj
z!
na˜o depende de λj;
• [C2] E [Z3j+sT ] <∞ ;
• [C3] P (Zj+sT = z) e´ 3 vezes diferencia´vel relativamente a λj no espac¸o dos
paraˆmetros, B ;
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• [C4] Para todo λj ∈ B existe uma vizinhanc¸a U de λj tal que
1.
∞∑
z=0
sup
λj∈U
f(z, λj) <∞;
2.
∞∑
z=0
sup
λj∈U
∣∣∣∣∂f(z, λj)∂λj
∣∣∣∣ <∞;
3.
∞∑
z=0
sup
λj∈U
∣∣∣∣∂2f(z, λj)∂λ2j
∣∣∣∣ <∞.
• [C5] Para qualquer λj ∈ B existe uma vizinhanc¸a U de λj e sequeˆncias crescen-
tes ψj(n) = const1.n, ψji(n) = const2.n
2 e ψijl(n) = const3.n
3, const1, const2
e const3 constantes adequadas, n ≥ 0, tal que ∀λj ∈ B e ∀m ≤ n com f(z, λj)
na˜o nulos:
*
∣∣∣∣∂f(m,λj)∂λj
∣∣∣∣ ≤ ψj(n)f(m,λj);
*
∣∣∣∣∂2f(m,λj)∂λ2j
∣∣∣∣ ≤ ψji(n)f(m,λj);
*
∣∣∣∣∂3f(m,λj)∂λ3j
∣∣∣∣ ≤ ψjil(n)f(m,λj)
e relativamente a` estacionariedade de (Xj+sT )
* E
[
ψ3j (Xj+sT+1)
]
<∞;
* E [Xj+sTψji(Xj+sT+1)] <∞
* E [ψj(Xj+sT )ψji(Xj + sT + 1)] <∞;
* E [ψjik(Xj+sT )] <∞.
• [C6] A matriz de informac¸a˜o de Fisher
∑
(θ) e´ na˜o singular.
As condic¸o˜es [C1]-[C5] dizem respeito somente a distribuic¸a˜o das inovac¸o˜es e, como
tal sa˜o, Monteiro (2010) e Monteiro et al. (2012) mostraram que tais implicam as
condic¸o˜es dos resultados de Billingsley (1961) sobre os estimadores dos paraˆmetros
de processos de Markov tambe´m para os modelos PINAR(1)T e SETINAR(2; 1, 1) res-
petivamente. Dado que para cada um dos per´ıodos do modelo PSETINAR(2; 1, 1)T ,
pj(·|·) e´ a func¸a˜o de transic¸a˜o do modelo SETINAR com paraˆmetros α(1)j , α(2)j e λj,
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fica garantido que tambe´m neste caso as condic¸o˜es [C1]-[C6] impliquem nas condic¸o˜es
gerais do Teorema de Billingsley (1961) para o modelo PSETINAR(2; 1, 1)T . 
3.3 Estudo de Simulac¸a˜o
O objetivo do estudo de simulac¸a˜o apresentado nesta secc¸a˜o e´ ilustrar o compor-
tamento dos estimadores MQC, e MVC apresentados em secc¸o˜es anteriores e aplicados
a` amostras de dimenso˜es variadas. Foram simuladas 1000 realizac¸o˜es do processo
definido na Secc¸a˜o 3.1, com per´ıodo T = 2, dado por
Xt = φt ◦Xt−1 + Zt.
As amostras utilizadas apresentam dimensa˜o n = 2N , com N = 100, 250, 500 e o
estudo de simulac¸a˜o contempla 4 diferentes conjuntos de paraˆmetros θ = (α(1), α(2),
λ(1), λ(2), d, r) apresentados na Tabela 3.1. Os valores escolhidos para os paraˆmetros
Tabela 3.1: Paraˆmetros dos modelos PSETINAR(2;p(1),p(2))
α
(1)
1 α
(1)
2 α
(2)
1 α
(2)
2 λ
(1) λ(2) r(1) r(2)
M1 0.2 0.65 0.2 0.1 7 3 8 4
M2 0.2 0.1 0.2 0.1 7 3 8 4
M3 0.6 0.3 0.6 0.35 6 6 9 12
M4 0.8 0.1 0.65 0.2 7 3 8 4
tem em conta modelos cujos os valores de α
(k)
1 sa˜o todos inferiores a 0.5 ou todos
superiores a 0.5. Os modelos M1 e M2 diferem somente no valor do paraˆmetro α
(1)
2 ,
sendo a principal caracter´ıstica nestes dois modelos que os valores dos paraˆmetros
α sa˜o na˜o superiores a 0.5 excetuando-se no modelo M1 onde α
(1)
2 = 0.65. Ja´ os
modelos M3 e M4 apresentam os valores dos paraˆmetros α
(k)
1 maiores que 0.5 e todos
os paraˆmetros α
(k)
2 apresentam valores inferiores a 0.5.
A Figura 3.1 apresenta os gra´ficos de algumas realizac¸o˜es dos modelos M1 a` M4.
Em cada um dos gra´ficos tem-se 2 linhas horizontais que representam os limiares r
de cada um dos per´ıodos.
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(a) M1 : λ
(1) 6= λ(2) (b) M2 : λ(1) = λ(2)
(c) M3 : λ
(1) = λ(2) (d) M4 : λ
(1) 6= λ(2)
Figura 3.1: Gra´fico de algumas realizac¸o˜es do modelo PSETINAR.
Para cada conjunto de paraˆmetros o valor do limiar r foi escolhido de forma que,
para cada re´plica, entre 30% e 70% das observac¸o˜es estivessem num dos ramos. O
paraˆmetro de atraso, d, foi considerado constante igual a 1 para todos os conjuntos
de dados. Foram simuladas 2000 conjuntos de dados independentes para cada um dos
modelos e exigiu-se sempre que os valores estimados estivessem dentro do suporte dos
paraˆmetros. Desta forma o nu´mero final de re´plicas admitidas sa˜o 500 de dimensa˜o
1000 para cada um dos modelos. A ana´lise foi baseada nas n primeiras observac¸o˜es
para n = 2N = 200, 500, 1000, sendo N a dimensa˜o de cada per´ıodo T .
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A apresentac¸a˜o e discussa˜o dos resultados consiste num apanhado geral dos dois
me´todos de estimac¸a˜o, seus valores estimados e ana´lises gra´ficas.
3.3.1 Ana´lise dos Resultados da Estimac¸a˜o
As me´dias amostrais obtidas para os paraˆmetros estimados θˆ dos modelos M1 e M2
sa˜o apresentados na Tabela 3.2 e o enviesamento de tais estimativas sa˜o apresentadas
nas Figuras 3.2 e 3.3. Para os modelos M3 e M4, as me´dias amostrais dos paraˆmetros
estimados θˆ sa˜o apresentados na Tabela 3.3 e o enviesamento de tais estimativas
podem ser verificados nas Figuras 3.4 e 3.5. A partir das tabela e figuras referidas,
conclui-se que para o modelo PSETINAR, ambos os me´todos de estimac¸a˜o utilizados,
o me´todo dos mı´nimos quadrados e me´todo da ma´xima verosimilhanc¸a condicional,
apresentaram resultados bastante semelhantes. Cabe destacar que as estimativas
obtidas pelos me´todos MQC apresentam maior dispersa˜o em relac¸a˜o a` me´dia que as
estimativas obtidas pelo MV. Para todos os paraˆmetros, tanto para as amostras mais
pequenas (n = 200) como para as amostras de grande dimensa˜o (n = 1000), o me´todo
MV apresenta menor vie´s nas estimativas.
Considerem-se os casos em que as realizac¸o˜es sa˜o de pequena e me´dia dimensa˜o.
Para cada per´ıodo, as estimativas de α
(k)
j , (k = 1, 2), apresentam o mesmo com-
portamento encontrado nas estimativas do modelo SETINAR(2; p(1), p(2)). Quando α
e´ inferior a 0.5 as respectivas estimativas sa˜o mais dispersas e possuem assimetria
positiva. Quando α e´ maior que 0.5 as estimativas apresentam maior simetria. Em
todos os modelos as estimativas de λ(1) sa˜o subestimadas e apresentam um maior
vie´s quando comparadas com as estimativas do paraˆmetro λ(2). Globalmente pode
dizer-se que: na˜o existe diferenc¸a significativa entre as estimativas de MQC e de MV;
existe tendeˆncia para sobrestimac¸a˜o dos paraˆmetros autorregressivos; relativamente
ao desempenho dos estimadores dos paraˆmetros de inovac¸a˜o nota-se, de uma forma
geral, que subestimam os paraˆmetros e teˆm um desempenho pior, apesar de na˜o muito
evidente, quando existe uma maior variabilidade no modelo.
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Tabela 3.2: Me´dia amostral das estimativas de θ para os modelos M1 e M2
Modelo n
200 500 1000
θi MQC MV MQC MV MQC MV
α
(1)
1 0.2872 0.2788 0.2362 0.2299 0.2230 0.2188
0.2 (0.0872) (0.0788) (0.0362) (0.0299) (0.0230) (0.0188)
α
(1)
2 0.7154 0.7051 0.6811 0.6712 0.6701 0.6637
0.65 (0.0654) (0.0551 ) (0.0311) (0.0212) (0.0201) (0.0137)
M1 λ
(1) 6.6280 6.6360 6.8333 6.8590 6.8990 6.9260
7 (0.3720) (0.3640) (0.1670) (0.1410) (0.1010) (0.0740)
α
(2)
1 0.2189 0.2206 0.2074 0.2088 0.2040 0.2024
0.2 (0.0189) (0.0206) (0.0074) (0.0088 (0.0040) (0.0024)
α
(2)
2 0.1153 0.1128 0.1060 0.1062 0.1032 0.1020
0.1 (0.0153) (0.0128) (0.0060) (0.0062) (0.0032) (0.0020)
λ(2) 2.8380 2.8310 2.9320 2.9250 2.959 2.9750
3 (0.1620) (0.1690) (0.0680) (0.0075) (0.0410) (0.0025)
α
(1)
1 0.2842 0.2760 0.2337 0.2298 0.2163 0.2200
0.2 (0.0842) (0.0760) (0.0337) (0.0298) (0.0163) (0.0200)
α
(1)
2 0.1810 0.1747 0.1322 0.1324 0.1156 0.1193
0.1 (0.0810) (0.0747) (0.0322) (0.0394) (0.0156) (0.0193)
M2 λ
(1) 6.6100 6.6450 6.8330 6.8570 6.9210 6.9070
7 (0.3900) (0.3550) (0.1670) (0.1430) (0.0790) (0.0930)
α
(2)
1 0.2198 0.2164 0.2109 0.2053 0.2071 0.2000
0.2 (0.0198) (0.0164) (0.0109) (0.0053) (0.0071) (0.0000)
α
(2)
2 0.1168 0.1174 0.1087 0.1044 0.1055 0.0994
0.1 (0.0168) (0.0174) (0.0087) (0.0044) (0.0055) (0.0006)
λ(2) 2.8400 2.8690 2.9030 2.9520 2.9410 2.9910
3 (0.1600) (0.1310) (0.0970) (0.0480) (0.0590) (0.0090)
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Figura 3.2: Vie´s das estimativas de θ = (0.2, 0.65; 0.2, 0.1; 7; 3) do modelo M1.
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Figura 3.3: Vie´s das estimativas de θ = (0.2, 0.1; 0.2, 0.1; 7; 3) do modelo M2.
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Tabela 3.3: Me´dia amostral das estimativas de θ para os modelos M3 e M4.
Modelo n
200 500 1000
θi MQC MV MQC MV MQC MV
α
(1)
1 0.6760 0.6636 0.6318 0.6291 0.6156 0.6149
0.65 (0.0260) (0.0136) (0.0182) (0.0209) (0.0344) (0.0311)
α
(1)
2 0.3584 0.3529 0.3241 0.3243 0.3129 0.3127
0.3 (0.0584) (0.0529) (0.0241) (0.0243) (0.0129) (0.0127)
M3 λ
(1) 5.1550 5.3130 5.6500 5.6940 5.8180 5.8270
6 (0.0845) (0.6870) (0.0350) (0.3060) (0.0182) (0.1730)
α
(2)
1 0.6026 0.6040 0.5979 0.6046 0.59990 0.6026
0.60 (0.0026) (0.0040) (0.0021) (0.0046) (0.0010) (0.0026)
α
(2)
2 0.3550 0.3491 0.3510 0.3526 0.3510 0.3535
0.35 (0.0050) (0.0009) (0.0010) (0.0026) (0.0010) (0.0035)
λ(2) 5.9940 5.9780 6.0250 5.9630 6.0000 5.9650
6 (0.0060) (0.0022) (0.0250) (0.0037) (0.0000) (0.0035)
α
(1)
1 0.8567 0.8548 0.8213 0.8256 0.8083 0.8127
0.8 (0.0567) (0.0548) (0.0213) (0.0256) (0.0083) (0.0127)
α
(1)
2 0.1455 0.1532 0.1177 0.1237 0.1059 0.1020
0.1 (0.0455) (0.0532) (0.0177) (0.0237) (0.0059) (0.0020)
M4 λ
(1) 6.6410 6.9210 6.8600 6.8240 6.9400 6.6520
7 (0.3590) (0.0790) (0.1400) (0.1760) (0.0600) (0.3480)
α
(2)
1 0.6501 0. 6548 0.6502 0.6508 0.6507 0.6511
0.65 (0.0001) (0.0048) (0.0002) (0.0008) (0.0007) (0.0011)
α
(2)
2 0.2014 0.2044 0.2005 0.2001 0.2000 0.2011
0.2 (0.0014) (0.0044) (0.0005) (0.0.0001) (0.0000) (0.0.0011)
λ(2) 3.0020 2.9690 3.0010 3.0070 3.0010 2.9850
3 (0.0020) (0.0210) (0.0001) (0.0070) (0.0001) (0.0015)
118
CAPI´TULO 3. PROCESSOS AUTORREGRESSIVOS DE VALORES INTEIROS
DEFINIDOS POR LIMIARES PERIO´DICOS AUTOINDUZIDOS
Figura 3.4: Vie´s das estimativas de θ = (0.65, 0.3; 0.6, 0.35; 6; 6) do modelo M3.
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Figura 3.5: Vie´s das estimativas de θ = (0.8, 0.1; 0.65, 0.2; 7; 3) do modelo M4.
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3.4 Predic¸a˜o no modelo PSETINAR(2; 1, 1)T
Nesta secc¸a˜o pretende-se fazer previso˜es para observac¸o˜es futuras do modelo de-
finido anteriormente, o modelo PSETINAR(2; 1, 1)T .
3.4.1 Predic¸a˜o Pontual
Considerando o processo definido em (3.1), pretende-se prever a observac¸a˜o h-
passos a` frente, Xi+NT+h, considerando h = j + lT . Com vista a` obtenc¸a˜o do esti-
mador pontual ter-se-a´ de determinar a expressa˜o de Xi+NT+h definida a` custa das
observac¸o˜es atuais Xi+NT . Atendendo a` definic¸a˜o do modelo e aplicando recursiva-
mente a equac¸a˜o (3.1), tem-se
Xt
d
=
(
n−1∏
j=0
φt−j
)
◦Xt−n +
n−1∑
i=1
(
i−1∏
j=0
φt−j
)
◦ Zt−i + Zt
d
= βt,n ◦Xt−n +
n−1∑
i=0
βt,i ◦ Zt−i
,
onde, para t > i
βt,i :=

i−1∏
j=0
φt−j, se i > 0
1, se i = 0
=
 βt,jβ
l
T,T , se i = j + lT, j = 1, . . . , T
1, se i = 0
,
pelo que
Xi+NT+h
d
= βi+NT+h,h ◦Xi+NT +
h−1∑
m=0
βi+NT+h,m ◦ Zi+NT+h−m.
Como h = j + lT , tem-se
Xi+NT+h
d
= βi+j+(N+l)T,j+lT ◦Xi+NT +
j+lT−1∑
m=0
βi+j+(N+l)T,m ◦ Zi+j+(N+l)T−m.
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Pela periodicidade dos β’s, βi+j+(N+l)T,j+lT = βi+j,j+lT = βi+j,jβ
l
T,T , e considerando a
seguinte relac¸a˜o
lT−1∑
m=0
βj+lT,m ◦ Zj+lT−m d=
l−1∑
w=0
T−1∑
m=0
βj+lT,mβ
l
T,T ◦ Zj+(l−w)T−m,
tem-se, finalmente que
Xi+NT+h
d
=
(
βi+j,jβ
l
T,T
) ◦Xi+NT + Vi+j+lT ,
onde
Vi+j+lT :=
i−1∑
m=0
βi+j,m ◦ Zi+j−m+NT +
l−1∑
w=0
T−1∑
m=0
βi+j+(N+l)T,m+j+Tw ◦ Zi+(N+l−w)T−m.
Uma vez que o preditor pontual h-passos a` frente que minimiza o EQM e´ dado por
Xˆi+NT+h = E [Xi+NT+h|Xi+NT ] ,
tem-se
Xˆi+NT+h = E
[(
βi+j,jβ
l
T,T
) ◦Xi+NT |Xi+NT ]
+
j−1∑
m=0
βi+j,m
(
λ
(1)
i+j−mp
(1)
i+j−m + λ
(2)
i+j−mp
(2)
i+j−m
)
+
l−1∑
w=0
T−1∑
m=0
βi+j,m+j+Tw
(
λ
(1)
i−mp
(1)
i−m + λ
(2)
i−mp
(2)
i−m
)
,
com
p
(1)
i+j−m = P (Xi+j−m+NT−1 ≤ ri+j−m), p(2)i+j−m = 1− p(1)i+j−m, i+ j > m,
p
(1)
i−m = P
(
Xi+(N+l−w)T−m−1 ≤ ri−m
)
, p
(2)
i−m = 1− p(1)i−m, i > m.
Suponha-se como caso particular a predic¸a˜o um passo a` frente, i.e., h = 1. Neste caso,
Xj+NT+1 =
(
α
(1)
j+1 ◦Xj+NT + Z(1)j+NT+1
)
I
(1)
j+1 +
(
α
(2)
j+1 ◦Xj+NT + Z(2)j+NT+1
)
I
(2)
j+1.
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A distribuic¸a˜o preditiva a um passo e´ dada pela expressa˜o
P (Xj+NT+1 = y|Xj+NT = x)
=
min(x,y)∑
m=0
2∑
k=1
Cxm
(
α
(k)
j+1
)m (
1− α(k)j+1
)x−m
e−λ
(k)
j+1
(
λ
(k)
j+1
)(y−m)
(y −m)! I
(k)
j+1,
onde λ
(k)
j+1 = E
[
Z
(k)
j+NT+1
]
, k = 1, 2. O preditor mais usual e´ o definido pela esperanc¸a
da distribuic¸a˜o anterior, i.e., dado por
Xˆj+NT+1 =
(
α
(1)
j+1Xj+NT + λ
(1)
j+1
)
P (Xi+NT ≤ ri+1)
+
(
α
(2)
j+1Xj+NT + λ
(2)
j+1
)
P (Xi+NT > ri+1).
Como preditores ainda se teˆm a mediana e a moda da distribuic¸a˜o preditiva, que
minimizam o erro absoluto me´dio (condicional) e a func¸a˜o perda tudo ou nada, res-
petivamente.
3.4.2 Estudo de Simulac¸a˜o
Para analisar e comparar os previsores determinados anteriormente, utilizam-se os
modelos apresentados no estudo de simulac¸a˜o da Secc¸a˜o 3.3, especificados na seguinte
tabela:
Tabela 3.4: Paraˆmetros dos modelos PSETINAR(2;p(1),p(2))
α
(1)
1 α
(1)
2 α
(2)
1 α
(2)
2 λ
(1) λ(2) r(1) r(2)
M1 0.2 0.65 0.2 0.1 7 3 8 4
M2 0.2 0.1 0.2 0.1 7 3 8 4
M3 0.6 0.3 0.6 0.35 6 6 9 12
M4 0.8 0.1 0.65 0.2 7 3 8 4
Recorda-se que o nu´mero de re´plicas admitidas para cada modelo e´ 500 e simularam-
se 1000 observac¸oes para cada re´plica. As amostras utilizadas para o estudo de pre-
visa˜o sa˜o as n primeiras observac¸o˜es de cada re´plica n = 2N = 200, 400, 800.
O procedimento geral realizado para a previsa˜o a` um passo pode ser descrito da
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seguinte forma: a partir de uma amostra de comprimento n, estima-se os valores
dos paraˆmetros a partir dos estimadores de ma´xima verosimilhanc¸a e realiza-se a
previsa˜o de n + 1; a nova amostra agora e´ de comprimento n + 1, estima-se os novo
valores dos paraˆmetros e preveˆ-se n+ 2 e assim sucessivamente. Consideraram-se as
estimativas de ma´xima verosimilhanc¸a por serem as estimativas que apresentaram
melhores resultados de estimac¸o˜es anteriormente.
Com o objetivo de se comparar os treˆs preditores, pode-se usar a medida dada
pelo erro absoluto percentual me´dio (EAPM) dado por
EAPM =
1
E
E∑
h=1
∣∣X?t+1 −Xt+1 |
Xt
,
onde X?t+1 representa o preditor de Xt+1 e E o nu´mero de previso˜es efetuadas.
Para comparar preditores entre difentes modelos e dimenso˜es utilizaram-se o erro
quadra´tico me´dio (EQM) para a me´dia condicional, o erro absoluto me´dio (EAM) para
a mediana e a func¸a˜o perda tudo ou nada (FPTN) para a moda dada por
FPTN =
1
m
m∑
T=1
I (xt+1) ,
onde m e´ o nu´mero de re´plicas e
I (xt+1) =
 1 se|mˆot+1 − xt+1| > 10 se|mˆot+1 − xt+1| ≤ 1 .
Na Tabela 3.5 apresentam-se as medidas EQM para a me´dia condicional (Xˆt+1), EAM
para a mediana (mˆt+1) e FPTN para moda (mˆot+1) a partir de 20 previso˜es 1-passo a`
frente para todos os modelos e todas as dimenso˜es consideradas. Percebe-se que para
os preditores da me´dia e da moda diminuem a` medida que a dimensa˜o da amostra
aumenta.
Analisando os valores do erro absoluto percentual me´dio na Tabela 3.6, pode-se
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concluir que, para os modelos analisados, a mediana da distribuic¸a˜o produz melhores
resultados que os outros previsores. O modelo M3, o u´nico com λ
(1) 6= λ(2), apresenta
o EAPM, para as estimativas da me´dia e da mediana, maior quando N = 200 do que
quando N = 100, voltando a diminuir quando N = 400.
Tabela 3.5: EQM, EAM e FPTN de 20 predic¸o˜es uma passo a` frente para M1, M2 e M3
Xˆt+1 mˆt+1 mˆot+1
EQM EAM FPTN
M1 N=100 9.0616 2.2 0.8
N=200 8.4229 1.0 0.4
N=400 7.6240 1.8 0.6
M2 N=100 15.8232 2.2 0.8
N=200 15.0285 2.0 0.6
N=400 9.6190 1.8 0.4
M3 N=100 21.3561 3.4 0.7
N=200 14.0241 2.9 0.7
N=400 9.009 2.1 0.6
M4 N=100 12.2791 3.3 0.6
N=200 16.2878 3.4 0.7
N=400 14.1214 2.1 0.6
Tabela 3.6: EAPM de 20 predic¸o˜es uma passo a` frente para M1, M2 e M3
Xˆt+1 mˆt+1 mˆot+1
M1 N=100 0.7738 0.6736 0.6986
N=200 0.5456 0.3723 0.4390
N=400 0.3443 0.3041 0.2546
M2 N=100 0.7751 0.4502 0.5619
N=200 0.5851 0.4100 0.4458
N=400 0.4047 0.4007 0.4142
M3 N=100 0.4101 0.5958 0.5355
N=200 0.4591 0.3239 0.3551
N=400 0.4047 0.2923 0.2932
M4 N=100 0.4595 0.6999 0.6979
N=200 0.3927 0.3987 0.3104
N=400 0.2887 0.2825 0.2983
Percebeu-se que quanto maior a dimensa˜o da amostra o erro absoluto percentual
me´dio diminui, mas os valores preditos nem sempre acompanham o comportamento
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Figura 3.6: Valores de xt+1(preto), xˆt+1 (vermelho), mˆt+1 (verde) e mˆot+1 (azul) de
uma realizac¸a˜o de M1 e M2.
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Figura 3.7: Valores de xt+1(preto), xˆt+1 (vermelho), mˆt+1 (verde) e mˆot+1 (azul) de
uma realizac¸a˜o de M3 e M4.
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do real valor dos dados. Na Figura 3.6 pode-se observar o comportamento dos valores
preditos para os modelos M1 e M2. Em ambos os modelos as previso˜es baseadas na
me´dia, moda e mediana sa˜o bastante pro´ximas. Quando os valores dos paraˆmetros
α
(k)
1 , k = 1, 2, sa˜o valores maiores que 0.5 como nos modelos M3 e M4, os valores
preditos pela moda e mediana sa˜o bastante diferentes dos valores preditos baseados na
me´dia. Estes modelos tendem a oscilar bastante entre um ramo e outro em cada um
dos per´ıodos, o que pode talvez possa justificar o comportamento dos dados preditos
apresentados na Figura 3.7.
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3.5 Concluso˜es
Neste cap´ıtulo apresentou-se o modelo autorregressivo de valores inteiros de estru-
tura perio´dica com limiares autoinduzidos de primeira ordem em cada ramo e per´ıodo
T , designado por PSETINAR(2; 1, 1)T , cujas inovac¸o˜es sa˜o sucesso˜es perio´dicas de
varia´veis aleato´rias independentes com distribuic¸a˜o de Poisson. Verificou-se que o pro-
cesso e´ estritamente estaciona´rio. Foram apresentados os me´todos de estimac¸a˜o dos
mı´nimos quadrados condicionais e de ma´xima verosimilhanc¸a condicional e estuda-
das as suas propriedades assinto´ticas. Realizou-se um estudo de simulac¸a˜o tendo em
vista a comparac¸a˜o de modelos com diferentes valores de paraˆmetros. Apresentaram-
se previsores pontuais, h passos a` frente e previlegiou-se a previsa˜o um passo a` frente,
verificando-se que a mediana amostral da distribuic¸a˜o preditiva produz em me´dia me-
lhores resultados.

Capı´tulo4
Considerac¸o˜es Finais
“A mathematician is a blind man in a dark
room looking for a black cat which isn’t there.
”
Charles Darwin
Esta tese focou-se na ana´lise de modelos de se´ries de contagem pertencentes a`
classe de modelos autorregressivos definidos por dois patamares autoinduzidos, com
dois regimes, baseados no operador thinning binomial e considerando para o pro-
cesso das inovac¸o˜es sequeˆncias de varia´veis aleato´rias independentes e identicamente
distribu´ıdas com distribuic¸a˜o de Poisson.
O Cap´ıtulo 1 incidiu na abordagem de alguns conceitos teo´ricos relevantes para
o desenvolvimento deste trabalho, de um modo particular focando diferentes aspetos
estudados na literatura por diversos autores sobre os modelos INAR e suas extenso˜es.
No Cap´ıtulo 2 apresentou-se a classe de modelos autorregressivos de valores in-
teiros definido por dois limiares autoinduzidos designado por SETINAR
(
2; p(1), p(2)
)
,
que apresenta dois regimes cujas ordens dos processos autorregressivas de cada ramo
sa˜o dadas por p(1) e p(2). Um dos objetivos deste trabalho foi estender o estudo
realizado por Monteiro (2010) e Monteiro et al. (2012) no qual foi considerado a
situac¸a˜o particular de as ordens p(1) e p(2) serem ambas unita´rias. Apo´s se terem
estabelecido propriedades do modelo e condic¸o˜es para a ergodicidade do processo,
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determinaram-se os estimadores de mı´nimos quadrados condicionais e respetivas pro-
priedades assinto´ticas e os estimadores de ma´xima verosimilhanac¸a condicional, para
os paraˆmetros. Ainda sob o conhecimento das ordens de cada um dos modelos dos re-
gimes determinaram-se as estimativas dos paraˆmetros de cada um dos ramos usando
a metodologia bayesiana. Verificou-se, atrave´s de um estudo de simulac¸a˜o efetuado,
que as estimativas bayesianas apresentam um melhor desempenho. Ainda na perspe-
tiva bayesiana, e pretendendo estimar tambe´m as ordens dos modelos de cada um dos
regimes no caso de elas serem desconhecidas, usou-se o algoritmo RJMCMC, permitindo
simultaˆneamente estimar paraˆmetros e fazer a selec¸a˜o de modelos. Como se viu, isto
e´ possivel pelo facto de o algoritmo RJMCMC ser uma generalizac¸a˜o do algoritmo de
Metropolis-Hastings para um espac¸o de estados mais geral, permitindo a variac¸a˜o
da dimensa˜o do espac¸o do paraˆmetro entre diferentes iterac¸o˜es da cadeia de Markov
usada. Este problema da selec¸a˜o de modelos e consequente determinac¸a˜o das ordens
p(1) e p(2) foi tambe´m abordado atrave´s de um estudo de simulac¸a˜o, usando os crite´rios
tradicionalmente utilizados, o BIC e o DIC. Os resultados obtidos pelos diferentes
me´todos utilizados para a selec¸a˜o de modelos foram sempre concordantes entre si e
corroboraram a escolha do modelo correto. No entanto, esta dupla funcionalidade
(estimac¸a˜o de paraˆmetros e selec¸a˜o de modelos) do algoritmo RJMCMC, que o torna
muito atrativo, foi tambe´m acompanhada pelo bom desempenho na pro´pria selec¸a˜o
do modelo, como se viu no estudo de simulac¸a˜o feito. Uma outra forma de analisar
os resultados obtidos pelo RJMCMC poderia ser atrave´s das respetivas distribuic¸o˜es a
posteriori dos paraˆmetros p(1) e p(2), em lugar de se calcular as percentagens associa-
das a` escolha de cada modelo. Conclui-se este cap´ıtulo com duas aplicac¸o˜es a dados
reais considerando se´ries “histo´ricas”de nu´mero de manchas solares e, em ambos os
casos, os 3 me´todos utilizados para a selec¸a˜o de modelos (DIC, BIC e RJ) escolheram
o mesmo modelo.
No Cap´ıtulo 3 propoˆs-se um modelo autorregressivo de valores inteiros, com es-
trutura perio´dica de per´ıodo T , definido por limiares autoinduzidos de primeira or-
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dem em cada ramo, designado por PSETINAR(2; 1, 1)T , cujas inovac¸o˜es sa˜o sucesso˜es
tambe´m perio´dicas de varia´veis aleato´rias independentes com distribuic¸a˜o de Pois-
son. Apresentaram-se os me´todos de estimac¸a˜o dos mı´nimos quadrados condicionais
e de ma´xima verosimilhanc¸a condicional para os paraˆmetros do modelo em estudo e
foram estudadas as suas propriedades assinto´ticas. No estudo de simulac¸a˜o realizado
constatou-se que, apesar de ambos os me´todos apresentarem resultados semelhantes,
o me´todo de ma´xima verosimilhanc¸a condicional teve um desempenho ligeiramente
superior. Esta conclusa˜o e´ a esperada devido ao facto de se estarem a usar amostras
com dimensa˜o elevada, estando em conformidade com as propriedades assinto´ticas
dos me´todos. O problema da predic¸a˜o pontual tambe´m foi abordado. Deduziu-se a
expressa˜o para o preditor h passos a` frente que minimiza o EQM e estudou-se com
mais detalhe a situac¸a˜o de h = 1. No estudo de simulac¸a˜o feito para a predic¸a˜o
da observac¸a˜o futura um passo a` frente, verificou-se que a mediana da distribuic¸a˜o
amostral produziu, de uma forma geral, melhores resultados.
Modelos perio´dicos com limiares autoinduzidos ainda apresentam inu´meras possibi-
lidades de estudos, um das quais e´ a ampliac¸a˜o do nu´mero de regimes assim como a
ordem de cada um deles tambe´m pode ser generalizada. Este to´pico pode ser sugerido
como um futuro trabalho de investigac¸a˜o.
ApeˆndiceA
Ca´lculos Auxiliares
A.1 Algoritmo EM de Monte Carlo
A derivac¸a˜o parcial de Q em relac¸a˜o aos paraˆmetros α(k) e λ(k), com k = 1, 2 e
i = {1, . . . , p(k)}, resulta em

∂Q
∂α
(k)
i
=
1
m
m∑
j=1
n∑
t=1
y
(k)
t,i − α(k)i xt−i
α
(k)
i (1− α(k)i )
I
(k)
t−d
∂Q
∂λ(k)
=
1
m
m∑
j=1
n∑
t=1
{[
−1 + z
(k)
t
λ(k)
]
× I(k)t−d
} . (A.1)
Para verificar (A.1) deriva-se parcialmente Q em relac¸a˜o a cada um dos paraˆmetros.
Aqui inicia-se a derivac¸a˜o pelo paraˆmetro α
(1)
1 ,
∂Q
∂α
(1)
1
=
∂
∂α
(1)
1
{
1
m
m∑
j=1
l(θ)j
}
=
∂
∂α
(1)
1
{
1
m
[l(θ)1 + l(θ)2 + · · ·+ l(θ)m]
}
=
1
m
{
∂l(θ)1
∂α
(1)
1
+
∂l(θ)2
∂α
(1)
1
+ · · ·+ ∂l(θ)m
∂α
(1)
1
}
=
1
m
{
m∑
j=1
∂l(θ)j
∂α
(1)
1
}
.
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Cada
∂l(θ)j
∂α
(1)
1
com 1 ≤ j ≤ m e´ dado por
∂l(θ)
∂α
(1)
1
=
n∑
t=1
{
I
(1)
t−d
e(−λ
(1))λ(1)
z
(1)
t
z
(1)
t !
p(1)∏
i=1,i 6=1

 xt−i
y
(1)
t,i
α(1)i y(1)t,i (1− α(1)i )xt−i−y(1)t,i

 xt−1
y
(1)
t,1

[
y
(1)
t,1α
(1)
1
y
(1)
t,1−1
(1− α(1)1 )xt−1−y
(1)
t,1 − α(1)1
y
(1)
t,1
(1− α(1)1 )xt−1−y
(1)
t,1−1(xt−1 − y(1)t,1 )
]
×
{
1
l1 + l2
}}
=
n∑
t=1
{
I
(1)
t−d
e(−λ
(1))λ(1)
z
(1)
t
z
(1)
t !
p(1)∏
i=1,i 6=1

 xt−i
y
(1)
t,i
α(1)i y(1)t,i (1− α(1)i )xt−i−y(1)t,i

 xt−1
y
(1)
t,1

α
(1)
1
y
(1)
t,1
(1− α(1)1 )xt−1−y
(1)
t,1
[
y
(1)
t,1
α
(1)
1
− (xt−1 − y
(1)
t,1 )
(1− α(1)1 )
]
×
{
1
l1 + l2
}}
.
(A.2)
Dada a func¸a˜o indicatriz descrita em (2.2) tem-se que para cada (xt−d ≤ r) a derivada
parcial de Q em relac¸a˜o a α
(1)
1 , apresentada em (A.2), e´
∂l(θ)
∂α
(1)
1
= I
(1)
t−d
e(−λ
(1))λ(1)
z
(1)
t
z
(1)
t !
p(1)∏
i=1
 xt−1
y
(1)
t,1
α(1)i y(1)t,i (1− α(1)i )xt−i−y(1)t,i
×
[
y
(1)
t,1
α
(1)
1
− (xt−1 − y
(1)
t,1 )
(1− α(1)1 )
]
× 1
I
(1)
t−d
e(−λ
(1))λ(1)
z
(1)
t
z
(1)
t !
p(1)∏
i=1
 xt−i
y
(1)
t,i
α(1)i y(1)t,i (1− α(1)i )xt−i−y(1)t,i
.
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enta˜o
∂l(θ)
∂α
(1)
1
=
n∑
t=1
[
y
(1)
t,1
α
(1)
1
− xt−1 − y
(1)
t,1
(1− α(1)1 )
]
I
(1)
t−d
=
n∑
t=1
y
(1)
t,1 − α(1)1 y(1)t,1 − α(1)1 xt−1 + α(1)1 y(1)t,1
α
(1)
1 (1− α(1)1 )
I
(1)
t−d
=
n∑
t=1
y
(1)
t,1 − α(1)1 xt−1
α
(1)
1 (1− α(1)1 )
I
(1)
t−d.
Voltando a` equac¸a˜o (A.1), tem-se
∂Q
∂α
(1)
1
=
1
m
m∑
j=1
∂l(θ)j
∂α
(1)
1
=
1
m
m∑
j=1
n∑
t=1
y
(1)
t,1 − α(1)1 xt−1
α
(1)
1 (1− α(1)1 )
I
(1)
t−d. (A.3)
A derivac¸a˜o descrita em (A.3) e´ realizada para todos os α
(1)
i , com i = {1, . . . , p(1)} e
desta forma pode-se generalizar como
∂Q
∂α
(1)
i
=
1
m
m∑
j=1
n∑
t=1
y
(1)
t,i − α(1)i xt−i
α
(1)
i (1− α(1)i )
I
(1)
t−d. (A.4)
Igualando cada uma das derivadas de (A.4) a zero,
∂Q
∂α
(1)
i
= 0, encontra-se o estimador
de ma´xima verosimilhanc¸a de cada um dos paraˆmetros α
(1)
i ,
αˆ
(1)
i =
m∑
j=1
n∑
t=1
y
(1)
t,i I
(1)
t−d
m∑
j=1
n∑
t=1
xt−iI
(1)
t−d
. (A.5)
Da mesma forma que foram obtidas as equac¸o˜es anteriores para α
(1)
i , dada a func¸a˜o
indicatriz descrita em (2.2) tem-se que para cada (xt−d > r) a derivada parcial de Q
em relac¸a˜o a α
(2)
i e´ dada por
∂Q
∂α
(2)
i
=
1
m
m∑
j=1
n∑
t=1
y
(2)
t,i − α(2)i xt−i
α
(2)
i (1− α(2)i )
I
(2)
t−d
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e o estimador de ma´xima verosimilhanc¸a de cada um dos paraˆmetros α
(2)
i e´:
αˆ
(2)
i =
m∑
j=1
n∑
t=1
y
(2)
t,i I
(2)
t−d
m∑
j=1
n∑
t=1
xt−iI
(2)
t−d
. (A.6)
Dadas as equac¸o˜es (A.5) e (A.6) a forma geral do o estimador de α e´ definido por
αˆ
(k)
i =
m∑
j=1
n∑
t=1
y
(k)
t,i I
(k)
t−d
m∑
j=1
n∑
t=1
xt−iI
(k)
t−d
.
Derivando parcialmente Q em relac¸a˜o a λ(1) tem-se
∂Q
∂λ(1)
=
∂
∂λ(1)
{
1
m
m∑
j=1
l(θ)j
}
=
∂
∂λ1
{
1
m
[l(θ)1 + l(θ)2 + · · ·+ l(θ)m]
}
=
1
m
{
∂l(θ)1
∂λ(1)
+
∂l(θ)2
∂λ(1)
+ · · ·+ ∂l(θ)m
∂λ(1)
}
=
1
m
m∑
j=1
∂l(θ)j
∂λ(1)
.
(A.7)
Cada
∂l(θ)j
∂λ(1)
, para 1 ≤ j ≤ m, e´ dado por
∂l(θ)j
∂λ(1)
=
n∑
t=1
I
(1)
t−d
p(1)∏
i=1
 xt−i
y
(1)
t,i
α(1)i y(1)t,i (1− α(1)i )xt−i−y(1)t,i
z
(1)
t !
×
(
−e(−λ(1))λ(1)z
(1)
t + e(−λ
(1))z
(1)
t λ
(1)z
(1)
t −1
)
×
{
1
l1 + l2
}
.
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Dada a func¸a˜o indicatriz descrita em (2.2) tem-se que para cada (xt−d ≤ r) a derivada
parcial de Q em relac¸a˜o ao paraˆmetro λ(1) resume-se em
∂l(θ)
∂λ(1)
=
p(1)∏
i=1
 xt−i
y
(1)
t,i
α(1)i y(1)t,i (1− α(1)i )xt−i−y(1)t,i
z
(1)
t !
×
(
−e(−λ(1))λ(1)z
(1)
t + e(−λ
(1))z
(1)
t λ
(1)z
(1)
t −1
)
× 1
l1
× I(1)t−d
=
p(1)∏
i=1
 xt−i
y
(1)
t,i
α(1)i y(1)t,i (1− α(1)i )xt−i−y(1)t,i
z
(1)
t !
×
(
−e(−λ(1))λ(1)z
(1)
t + e(−λ
(1))z
(1)
t λ
(1)z
(1)
t −1
)
× 1
p(1)∏
i=1
 xt−i
y
(1)
t,i
α(1)i y(1)t,i (1− α(1)i )xt−i−y(1)t,i × [e(−λ(1))λ(1)z(1)t ]
z
(1)
t !
× I(1)t−d
=
e(−λ
(1))λ(1)
z
(1)
t + e(−λ
(1))z
(1)
t λ
(1)z
(1)
t −1
e(−λ(1))λ(1)z
(1)
t
× I(1)t−d
=
−e(−λ(1))λ(1)z
(1)
t
e(−λ(1))λ(1)z
(1)
t
×
(
−1 + z
(1)
t
λ(1)
)
× I(1)t−d =
(
−1 + z
(1)
t
λ(1)
)
× I(1)t−d.
Retornando a equac¸a˜o (A.7), tem-se
∂Q
∂λ(1)
=
1
m
m∑
j=1
∂l(θ)j
∂λ(1)
=
1
m
m∑
j=1
n∑
t=1
(
−1 + z
(1)
t
λ(1)
)
× I(1)t−d. (A.8)
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Igualando a derivada de (A.8) a zero encontra-se o estimador de ma´xima verosimi-
lhanc¸a do paraˆmetro λ(1)
λˆ(1) =
m∑
j=1
n∑
t=1
z
(1)
t I
(1)
t−d
m∑
j=1
n∑
t=1
I
(1)
t−d
.
Seguindo o racioc´ınio aplicado ate´ a obtenc¸a˜o de λ(1) e dada a func¸a˜o indicatriz
descrita em (2.2) tem-se que para cada (xt−d > r) a derivada parcial Q em relac¸a˜o a
λ(2) e´ dada por
∂Q
∂λ(2)
=
1
m
m∑
j=1
∂l(θ)j
∂λ(2)
=
1
m
m∑
j=1
n∑
t=1
(
−1 + z
(2)
t
λ(2)
)
× I(2)t−d.
Assim, generalizando o estimador de λ, para k = 1, 2, tem-se
λˆ(k) =
m∑
j=1
n∑
t=1
z
(k)
t I
(k)
t−d
m∑
j=1
n∑
t=1
I
(k)
t−d
.
A.1.1 Distribuic¸o˜es Condicionais Completas
A distribuic¸a˜o condicional completa para o paraˆmetro α
(k)
i com k = {1, 2}, a
partir da equac¸a˜o (??) e´ obtida na sequeˆncia.
pi
(
α
(k)
i |y, z, λ,x, α(1)i− , α(2)i− , p(1), p(2)
)
∼
∼
n∏
t=1
{
I
(1)
t−dα
(1)
i
y
(1)
t,i
(
1− α(1)i
)xt−i−y(1)t,i
+ I
(2)
t−dα
(2)
i
y
(2)
t,i
(
1− α(2)i
)xt−i−y(2)t,i }
×λ(1)A
(1)
e−B
(1)λ(1)p(1)pi(p(1))︸ ︷︷ ︸×λ(2)A(2)e−B(2)λ(2)p(2)pi(p(2))︸ ︷︷ ︸ .
(a prioris para k = 1) (a prioris para k = 2)
Como o modelo SETINAR considerado apresenta dois regimes, e´ necessa´rio que se
verifique em que ramo esta˜o os paraˆmetros αi, desta forma a distribuic¸a˜o de α
(k)
i
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resume-se em aproximadamente o produto das func¸o˜es

(
α
(1)
i
)y(1)t,i (
1− α(1)i
)xt−i−y(1)t,i
, t = 1, . . . , n se xt−d ≤ r(
α
(2)
i
)y(2)t,i (
1− α(2)i
)xt−i−y(2)t,i
, t = 1, . . . , n se xt−d > r
,
sendo por fim
n∏
t=1
{(
α
(k)
i
)y(k)t,i (
1− α(k)i
)xt−i−y(k)t,i }
, t = 1, . . . , n e
 k = 1 se xt−d ≤ rk = 2 se xt−d > r .
Dado um t ∈ {1, . . . , n} tal que xt−d ≤ r define-se k = 1, a distribuic¸a˜o condicional
completa para um α
(1)
i e´ da forma:
pi
(
α
(1)
i |y, z, λ,x, α(1)i− , α(2)i− ,p(1),p(2)
)
∝
(
α
(1)
i
) n∑
t=1
y
(1)
t,i I
(1)
t−d
(
1− α(1)i
) n∑
t=1
(
xt−i−y(1)t,i
)
I
(1)
t−d
.
logo tem-se que

pi
(
α
(1)
i | . . .
)
∝
(
α
(1)
i
)( n∑
t=1
y
(1)
t,i I
(1)
t−d+1
)
−1 (
1− α(k)i
)( n∑
t=1
(
xt−i−y(1)t,i
)
I
(1)
t−d+1
)
−1
;
pi
(
α
(1)
i | . . .
)
∼ Beta
(
1 +
n∑
t=1
y
(1)
t,i I
(1)
t−d, 1 +
n∑
t=1
(xt−i − y(1)t,i )I(1)t−d
)
.
Repetindo o racioc´ınio anterior, dado um t ∈ {1, . . . , n} tal que xt−d > r define-se
k = 2, a distribuic¸a˜o condicional completa para um α
(2)
i e´
pi
(
α
(2)
i | . . .
)
∼ Beta
(
1 +
n∑
t=1
y
(k)
t,i I
(2)
t−d, 1 +
n∑
t=1
(
xt−i − y(2)t,i
)
I
(2)
t−d
)
.
De forma geral a distribuic¸a˜o de α
(k)
i , k = {1, 2} e i = 1, . . . , p(k) e´ dada por:
pi
(
α
(k)
i |y, z, λ,x, α(1)i− , α(2)i− , p(1), p(2)
)
∼ Beta
(
1 +
n∑
t=1
y
(k)
t,i I
(k)
t−d, 1 +
n∑
t=1
(
xt−i − y(2)t,i
)
I
(k)
t−d
)
.
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A distribuic¸a˜o condicional completa para o paraˆmetro λ a partir da equac¸a˜o (??) e´
obtida na sequeˆncia.
pi
(
λ(1)|y, z,x, α(1)i , α(2)i , p(1), p(2)
)
∝
∝
n∏
t=1
{
I
(1)
t−dα
(1)
i
y
(1)
t,i
(
1− α(1)i
)xt−i−y(1)t,i
+ I
(2)
t−dα
(2)
i
y
(2)
t,i
(
1− α(2)i
)xt−i−y(2)t,i }
×λ(1)A
(1)
e−B
(1)λ(1)p(1)pi
(
p(1)
)︸ ︷︷ ︸×λ(2)A(2)e−B(2)λ(2)p(2)pi (p(2))︸ ︷︷ ︸ .
(a prioris para k = 1) (a prioris para k = 2)
Como os paraˆmetros λ(k) sa˜o independentes, parat ∈ {1, . . . , n} tal que xt−d ≤ r,
define-se k = 1, logo a distribuic¸a˜o condicional completa para λ(1) e´ dada por:
pi
(
λ
(1)
t | . . .
)
∝ (λ(1))A(1) e−B(1)λ(1) n∏
t=1
I
(1)
t−d e
(−λ(1)) (λ(1))z(1)t ;
pi
(
λ
(1)
t | . . .
)
∼ (λ(1))A(1) e−B(1)λ(1) e(−λ(1) n∑t=1I(1)t−d) (λ(1))( n∑t=1I(1)t−dz(1)t ) ;
pi
(
λ
(1)
t | . . .
)
∼ (λ(1))A(1)+( n∑t=1I(1)t−dz(1)t ) e(λ(1)(−B(1)+ n∑t=1I(1)t−d));
pi
(
λ
(1)
t | . . .
)
∝ (λ(1))1+A(1)+( n∑t=1I(1)t−dz(1)t ) e(λ(1)(−B(1)+ n∑t=1I(1)t−d));
pi
(
λ
(1)
t | . . .
)
∼ Gama
(
1 + A(1) +
n∑
t=1
I
(1)
t−dz
(1)
t , B
(1) +
n∑
t=1
I
(1)
t−d
)
.
Repetindo o racioc´ınio anteiror, dado um t ∈ {1, . . . , n} tal que xt−d > r define-se
k = 2, a distribuic¸a˜o condicional completa para cada λ
(2)
t e´
pi
(
λ
(2)
t | . . .
)
∼ Gama
(
1 + A(1) +
n∑
t=1
I
(2)
t−d.z
(2)
t , B
(2) +
n∑
t=1
I
(2)
t−d
)
.
De uma forma geral a distribuic¸a˜o de λ
(k)
t , k = {1, 2} e i = 1, . . . , p(k) e´ dada por
pi
(
λ
(k)
t ||y, z,x, α(1)i , α(2)i , p(1), p(2)
)
∼ Gama
(
1 + A(k) +
n∑
t=1
I
(k)
t−dz
(k)
t , B
(k) +
n∑
t=1
I
(k)
t−d
)
.
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A.2 Ca´lculos para o Modelo PSETINAR
A.2.1 Derivadas Parciais de
pj(b− 1|a)
pj(b|a)
∂
∂α
(k)
j
(
pj(b− 1|a)(k)
pj(b|a)(k)
)
=
∂pj(b− 1|a)(k)
∂α
(k)
j
pj(b|a)(k) − ∂∂pj(b|a)
(k)
∂α
(k)
j
pj(b− 1|a)
pj(b|a)(k)2
=
1
α
(k)
j (1− α(k)j )
[
(b− 1− α(k)j a)pj(b− 1|a)(k) − λjpj(b− 2|a)(k)
]
pj(b|a)(k)
pj(b|a)(k)2
−
1
α
(k)
j (1− α(k)j )
[
(b− α(k)j a)pj(b|a)(k) − λjpj(b− 1|a)(k)
]
pj(b− 1|a)(k)
pj(b|a)(k)2
=
1
α
(k)
j (1− α(k)j )
{
(a− 1− α(k)j b)
pj(b− 1|a)(k)pj(b|a)(k)
pj(b|a)(k)2
− λj p(b− 2|a)
(k)pj(b|a)(k)
pj(b|a)(k)2
−(b− α(k)j a)
p(b− 1|a)(k)pj(b|a)(k)
pj(b|a)(k)2
+ λj
p(b− 1|a)(k)2
pj(b|a)(k)2
}
=
1
α
(k)
j (1− α(k)j )
{
(b− 1− α(k)j a)
p(b− 1|a)(k)
pj(b|a)(k) − λj
p(b− 2|a)(k)
pj(b|a)(k)
−(b− α(k)j a)
p(b− 1|a)
pj(b|a) + λj
p(b− 1|a)2
pj(b|a)2
}
= − 1
α
(k)
j (1− α(k)j )
{
p(b− 1|a)(k)
pj(b|a)(k) + λj
p(b− 2|a)(k)
pj(b|a)(k) −
p(b− 1|a)(k)2
pj(b|a)(k)2
}
∂
∂λj
(
pj(b− 1|a)
pj(b|a)
)
=
∂pj(b− 1|a)
∂λj
pj(b|a)− ∂pj(b|a)
∂λj
pj(b− 1|a)
pj(b|a)2
=
[pj(b− 2|a)− pj(b− 1|a)] pj(b|a)− [pj(b− 1|a)− pj(b|a)] pj(b− 1|a)
pj(b|a)2
=
pj(b− 2|a)pj(b|a)
pj(b|a)2 −
pj(b− 1|a)pj(b|a)
pj(b|a)2 −
pj(b− 1|a)2
pj(b|a)2 +
pj(b− 1|a)pj(b|a)
pj(b|a)2
=
pj(b− 2|a)pj(b|a)
pj(b|a)2 −
pj(b− 1|a)2
pj(b|a)2
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
∂
∂α
(k)
j
(
pj(b− 1|a)(k)
pj(b|a)(k)
)
=
1
α
(k)
j (1− α(k)j )
{
p(b− 1|a)(k)
pj(b|a)(k) + λj
p(b− 2|a)(k)
pj(b|a)(k) −
p(b− 1|a)(k)2
pj(b|a)(k)2
}
∂
∂λj
(
pj(b− 1|a)(k)
pj(b|a)
)
=
pj(b− 2|a)
pj(b|a)2 −
pj(b− 1|a)2
pj(b|a)2

∂
∂α
(k)
j
(
pj(xj+sT − 1|xj−1+sT )
pj(xj+sT |xj−1+sT )
)
=
1
α
(k)
j (1− α(k)j )
{
p(xj+sT − 1|xj−1+sT )
pj(xj+sT |xj−1+sT )
+λj
p(xj+sT − 2|xj−1+sT )
pj(xj+sT |xj−1+sT ) −
p(xj+sT − 1|xj−1+sT )2
pj(xj+sT |xj−1+sT )2
}
∂
∂λj
(
pj(xj+sT − 1|xj−1+sT )
pj(xj+sT |xj−1+sT )
)
=
pj(xj+sT − 2|xj−1+sT )
pj(xj+sT |xj−1+sT )2 −
pj(xj+sT − 1|xj−1+sT )2
pj(xj+sT |xj−1+sT )2
.
Substituindo p(·|·) pelos seus valores originais, tem-se

∂
∂α
(k)
j
pj
(
xj−1+sT , xj+sT − 1, α(1)j I(1)j + α(2)j I(2)j , λj
)
pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
)
 =
=
1
α
(k)
j (1− α(k)j )
pj
(
xj−1+sT , xj+sT − 1, α(1)j I(1)j + α(2)j I(2)j , λj
)
pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
)
+λj
pj
(
xj−1+sT , xj+sT − 2, α(1)j I(1)j + α(2)j I(2)j , λj
)
pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
) −
−
pj
(
xj−1+sT , xj+sT − 1, α(1)j I(1)j + α(2)j I(2)j , λj
)2
pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
)2
∂
∂λj
pj
(
xj−1+sT , xj+sT − 1, α(1)j I(1)j + α(2)j I(2)j , λj
)
pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
)
 =
=
pj
(
xj−1+sT , xj+sT − 2, α(1)j I(1)j + α(2)j I(2)j , λj
)
pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
)2 − pj
(
xj−1+sT , xj+sT − 1, α(1)j I(1)j + α(2)j I(2)j , λj
)2
pj
(
xj−1+sT , xj+sT , α
(1)
j I
(1)
j + α
(2)
j I
(2)
j , λj
)2
.
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A.2.2 Derivadas Parciais de Segunda Ordem do Logaritmo
da Func¸a˜o de Verosimilhanc¸a
∂2l(θ)
∂α
(k)
j
2
=
∂
∂α
(k)
j
(
I
(k)
j
α
(k)
j (1− α(k)j )
N−1∑
s=0
(b− aα(k)j )− λj
pj(b− 1|a)(k)
pj(b|a)(k) I
(k)
j
)
= − 1− 2α
(k)
j
α
(k)
j
2(1− α(k)j )2
n∑
s=1
{
(b− aα(k)j )− λj
pj(b− 1|a)(k)
pj(b|a)(k)
}
I
(k)
j +
I
(k)
j
α
(k)
j (1− α(k)j )
n∑
s=1
{
−a+ λj
α
(k)
j (1− α(k)j )
[
pj(b− 1|a)(k)
pj(b|a)(k) + λj
pj(b− 2|a)(k)
pj(b|a)(k) − λj
pj(b− 1|a)(k)2
pj(b|a)(k)2
]}
= − I
(k)
j
α
(k)
j (1− α(k)j )
n∑
s=1
{
−b+ aα(k)j + 2bα(k)j − 2aα(k)
2
j + λj
pj(b− 1|a)(k)
pj(b|a)(k) − 2α
(k)
j λj
pj(b− 1|a)(k)
pj(b|a)(k) −aα
(k)
j + aα
(k)
j
2 + λj
pj(b− 1|a)(k)
pj(b|a)(k) + λ
2
j
p(b− 2|a)(k)
p(b|a)(k) − λ
2
j
p(b− 1|a)(k)2
p(b|a)(k)2
}
= − I
(k)
j
α
(k)
j (1− α(k)j )
n∑
s=1
{
(2α
(k)
j − 1)b− aα(k)j )2 + (1− 2α(k)j )λj
pj(b− 1|a)(k)
pj(b|a)(k)
+λ2j
p(b− 2|a)(k)
p(b|a)(k) −λ
2
j
p(b− 1|a)2
p(b|a)2
}
.
(A.9)
∂2l(θ)
∂λ2j
=
∂
∂λj
N−1∑
s=0
(
pj(b− 1|a)(1)
pj(b|a)(1) I
(1)
j +
pj(b− 1|a)(2)
pj(b|a)(2) I
(2)
j − (N − 1)
)
=
n∑
s=1
∂
∂λj
(
pj(b− 1|a)(1)
pj(b|a)(1) I
(1)
j +
pj(b− 1|a)(2)
pj(b|a)(2) I
(2)
j
)
=
n∑
s=1
2∑
k=1
[
pj(b− 1|a)(k)
pj(b|a)(k)
]
I
(k)
j .
(A.10)
∂2l(θ)
∂α
(1)
j ∂α
(2)
j
= 0, k = 1, 2; j = 1, . . . , T. (A.11)
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∂2l(θ)
∂α
(k)
j ∂λj
=
∂
∂α
(k)
j
N−1∑
s=0
(
pj(b− 1|a)(1)
pj(b|a(1)) I
(1)
j +
pj(b− 1|a)(2)
pj(b|a)(2) I
(2)
j − (N − 1)
)
=
n∑
s=1
∂
∂α
(k)
j
(
pj(b− 1|a)(k)
pj(b|a)(k)
)
I
(k)
j
=
n∑
s=1
− 1
α
(k)
j (1− α(k)j )
{
pj(b− 1|a)(k)
pj(b|a)(k) + λj
pj(b− 2|a)(k)
pj(b|a)(k) −
pj(b− 1|a)(k)2
pj(b|a)(k)2
}
I
(k)
j .
Para a determinac¸a˜o das estimativas da matriz de Fisher usa-se o me´todo sugerido
por Silva et al. (2005) que baseia-se nas propriedades do valor me´dio. Verifica-se nas
expresso˜es das derivadas de segunda ordem do logaritmo da func¸a˜o de verosimilhanc¸a,
equac¸o˜es (A.9), (A.10) e (A.2.2), que para cada j a variar de 1− T , as derivadas so´
dependem de xj+sT e xj−1+sT e portanto calcular a estimativa da matriz de Fischer
basta calcular a esperanc¸a conjunta usando as estimativas de ma´xima verosimilhanc¸a
dos paraˆmetros no lugar dos verdadeiros valores.

∂2l(θ)
∂α
(k)
j
2
=
N−1∑
s=0
G
(k)
1,j (Xj−1+sT , Xj+sT ) I
(k)
j
∂2l(θ)
∂α
(k)
j ∂λj
=
N−1∑
s=0
G
(k)
2,j (Xj−1+sT , Xj+sT ) I
(k)
j
∂2l(θ)
∂λ2j
=
N−1∑
s=0
G3,j (Xj−1+sT , Xj+sT ) I
(k)
j .
(A.12)
Assim,
E
[
∂2l(θ)
∂α
(k)
j
2
]
= N
+∞∑
a
+∞∑
b
P (Xj+sT = b)
I
(k)
j
α
(k)
j (1− α(k)j )
{[
(2α
(k)
j − 1)b− aα(k)
2
j )
]
pj(b|a) + 2(1− α(k)j )λjpj(b− 1|a)(k) + λ2jpj(b− 2|a)(k) −λ2j
p2j(b− 1|a)(k)
pj(b|a)(k)
} ;
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E
[
∂2l(θ)
∂α
(k)
j ∂λj
]
=
N
α
(k)
j (1− α(k)j )
+∞∑
a
+∞∑
b
P (Xj+sT = b)×
×
(
−pj(b− 1|a)(k) − λjpj(b− 2|a)(k) + λj p
2(b− 1|a)(k)
p(b|a)(k)
)
;
E
[
∂2l(θ)
∂
]
= N
+∞∑
a
+∞∑
b
P (Xj+sT = b)
{
λjpj(b− 2|a)(k) −
p2j(b− 1|a)(k)
pj(b|a)(k)
}
.
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Func¸o˜es Implementadas no Programa R
B.1 Func¸o˜es Utilizadas para o Modelo SETINAR
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ApeˆndiceC
Dados de Manchas Solares
C.1 Aplicac¸a˜o 1
Tabela C.1: Nu´mero da manchas solares de Wo¨lfer - anual
Anos
( 1770 ) 101 82 66 35 31 7 20 92 154 125
( 1780 ) 85 68 38 23 10 24 83 132 131 118
( 1790 ) 90 67 60 47 41 21 16 6 4 7
( 1800 ) 14 34 45 43 48 42 28 10 8 2
( 1810 ) 0 1 5 12 14 35 46 41 30 24
( 1820 ) 16 7 4 2 8 17 36 50 62 67
( 1830 ) 71 48 28 8 13 57 122 138 103 86
( 1840 ) 63 37 24 11 15 40 62 98 124 96
( 1850 ) 66 64 54 39 21 7 4 23 55 94
( 1860 ) 96 77 59 44 47 30 16 7 37 74
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3.2 Aplicac¸a˜o 2
Tabela 3.2: Se´rie temporal do nu´mero total de grupos de manchas solares no per´ıodo
de 1 de janeiro de 1990 a 31 de dezembro de 1991 - Centro nacional de dados geof´ısicos
de Boulder (Colorado, EUA)
Semanas
( 1 ) 12 15 21 25 18 12 12 20 14 7 13 17 10 15
( 15 ) 11 12 15 9 9 15 13 13 15 12 11 19 15 10
( 29 ) 9 20 19 19 23 24 15 17 18 12 11 17 16 16
( 43 ) 14 13 19 9 8 13 25 14 4 8 15 11 10 15
( 57 ) 18 16 20 15 14 11 13 15 12 16 18 10 19 11
( 71 ) 12 14 16 15 17 21 19 20 19 15 9 17 18 12
( 85 ) 23 30 23 18 13 15 13 10 21 15 12 11 14 8
( 99 ) 12 16 14 17 14 8
Tabela 3.3: Se´rie temporal do nu´mero total de grupos de manchas solares no per´ıodo
de 1 de janeiro de 1990 a 31 de dezembro de 1991 - Palehua Solar observatory (Hawai,
EUA)
Semanas
( 1 ) 12 17 13 0 18 14 19 17 0 11 20 23 17 17
( 15 ) 16 21 13 16 16 17 15 16 17 14 15 22 17 16
( 29 ) 20 21 20 26 25 24 17 20 20 22 16 22 20 21
( 43 ) 17 21 18 6 10 23 25 14 5 15 19 17 15 16
( 57 ) 17 17 26 23 23 17 12 5 12 19 26 16 18 17
( 71 ) 14 18 19 19 21 23 19 25 22 22 18 19 26 17
( 85 ) 26 28 22 19 15 20 18 17 22 16 15 16 22 10
( 99 ) 18 22 21 18 16 9
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