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Resumo
Esta dissertac¸a˜o propo˜e uma infraestrutura para alocac¸a˜o dinaˆmica de tempo de processa-
dor em aplicac¸o˜es tempo real multi-modais. A infraestrutura distribui reservas de banda usando
modelos de otimizac¸a˜o que podem ser combinados e estendidos para contemplar as necessida-
des do sistema. Uma vez que a natureza das aplicac¸o˜es varia, diversos modelos sa˜o propostos de
forma a suportar modos de operac¸a˜o discretos, contı´nuos ou hı´bridos e otimizar um dado crite´rio
de desempenho global do sistema ou a justic¸a entre tarefas. Os modelos sa˜o generalizac¸o˜es de
variada complexidade para o problema da mochila, para os quais algoritmos exatos, heurı´sticas
com garantias de desempenho e esquemas de aproximac¸a˜o em tempo polinomial sa˜o propostos.
Para fins de avaliac¸a˜o, a infraestrutura foi aplicada no sistema de visa˜o, controle e navegac¸a˜o
de um roboˆ mo´vel, e tambe´m num decodificador multimı´dia real. Ambas sa˜o aplicac¸o˜es que
capturam a natureza das tarefas que esta infraestrutura busca suportar.
Abstract
This dissertation proposes a framework for dynamic, value-based processor time allocation
in multi-modal real-time applications. The framework distributes time reservations using opti-
mization models that can be combined and extended to meet the system’s needs. Because the
nature of applications varies, several models were proposed to handle discrete, continuous or
hybrid modes of operation and optimize task fairness or a given criterion of optimal system
performance. The models range from simple to complex generalizations of the knapsack pro-
blem for which exact algorithms, heuristics with performance guarantees, and polynomial-time
approximation schemes were proposed. As a means of evaluation, the framework was applied
to the vision, control and guidance systems on a mobile robot and to a real multimedia decoder,
applications that capture the nature of the tasks this framework aims to support.
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1 Introduc¸a˜o
Sistemas tempo real sa˜o aqueles que devem responder a estı´mulos do seu ambiente dentro
de prazos especı´ficos [15]. Um exemplo seria um sistema digital de controle realimentado, onde
a tarefa que calcula a lei de controle deve ser executada periodicamente, e onde cada execuc¸a˜o
deve ser feita sem atrasos para garantir o funcionamento correto do sistema controlado. O
escalonamento perio´dico de mu´ltiplas tarefas com diferentes requisitos temporais requer o co-
nhecimento pre´vio do tempo de execuc¸a˜o das tarefas e uma se´rie de cuidados. Possibilitar o
escalonamento correto destes sistemas e´ um dos objetivos da a´rea de sistemas tempo real.
O restante deste capı´tulo visa apresentar a motivac¸a˜o e a contribuic¸a˜o deste trabalho, termi-
nando com a apresentac¸a˜o da estrutura desta dissertac¸a˜o.
1.1 Motivac¸a˜o
O espectro de aplicac¸o˜es de sistemas tempo real tem se ampliado consideravelmente nas
u´ltimas de´cadas; isto tem tornado simplı´stica demais sua caracterizac¸a˜o cla´ssica onde tarefas
teˆm comportamentos perio´dicos simples e previsı´veis [26]. As arquiteturas modernas de hard-
ware e software tornam difı´cil ou ate´ impossı´vel a estimativa precisa do tempo de execuc¸a˜o de
pior caso de tarefas de tempo real. A alta variabilidade do tempo de decodificac¸a˜o de quadros
de a´udio ou vı´deo e´ um exemplo disso. Ale´m disso, o ambiente no qual as tarefas esta˜o inse-
ridas pode ser altamente dinaˆmico, como num roboˆ mo´vel que deve responder a estı´mulos do
ambiente.
Escalonamento baseado em reserva de banda [35] e´ uma boa abordagem quando se precisa
lidar com sistemas que apresentam alta variabilidade nos tempos de chegada ou de computac¸a˜o
de suas tarefas [29]. Usualmente, esta abordagem e´ implementada estruturando-se o sistema
como um conjunto de servidores, definidos em termos de paraˆmetros que limitam a parcela
do processador que eles utilizara˜o em tempo de execuc¸a˜o. Normalmente estes paraˆmetros sa˜o
configurados estaticamente durante o tempo de projeto dos sistemas. Entretanto, em um sis-
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tema com diversas tarefas, podem ocorrer eventos que causam a necessidade da redistribuic¸a˜o
de reservas de processador entre as tarefas durante o tempo de execuc¸a˜o. Esta necessidade de
realizar ajustes dinaˆmicos aos paraˆmetros do escalonador devido a dados externos ou proprie-
dades da arquitetura na qual a aplicac¸a˜o executa tem sido alvo de pesquisa recente [9]. Estes
sistemas reconfigura´veis podem ser estruturados em diversos modos de operac¸a˜o.
Por exemplo, um sistema de seguranc¸a que faz captura digital de imagens: ao detectar
movimento em um coˆmodo monitorado, ele pode passar a requerer mais poder computacio-
nal para realizar ca´lculos de reconhecimento facial na imagem de um possı´vel intruso. Um
sistema de visa˜o de um roboˆ mo´vel pode passar por diferentes modos de operac¸a˜o de acordo
com mudanc¸as no ambiente, como condic¸o˜es de iluminac¸a˜o, obsta´culos, aˆngulos de visa˜o ou
mudanc¸as no objetivo do roboˆ durante seu tempo de execuc¸a˜o. Estas e outras mudanc¸as ambi-
entais imprevisı´veis podem ser modeladas em diferentes modos de operac¸a˜o. Neste contexto,
suporte para a migrac¸a˜o entre modos de operac¸a˜o e´ necessa´rio em nı´vel de escalonador.
1.2 Contribuic¸a˜o
Este trabalho busca resolver o problema da reconfigurac¸a˜o dinaˆmica de escalonadores base-
ados em reserva durante o tempo de execuc¸a˜o. Mais especificamente, assume-se que a aplicac¸a˜o
de diferentes paraˆmetros nos servidores pode trazer diferentes nı´veis de benefı´cio para o sis-
tema como um todo. Desta forma, o problema de reconfigurac¸a˜o e´ visto como um problema de
otimizac¸a˜o de acordo com o qual um crite´rio de desempenho global total do sistema deve ser
maximizado, obedecendo restric¸o˜es de escalonabilidade.
Diversos modelos do problema de reconfigurac¸a˜o sa˜o definidos, e para cada um deles sa˜o
apresentados algoritmos exatos ou de aproximac¸a˜o ra´pidos o suficiente para execuc¸a˜o em tempo
de execuc¸a˜o. Entre os modelos esta˜o o Modelo Discreto, que assume a presenc¸a de valores
discretos de utilizac¸a˜o nas tarefas, o Modelo Contı´nuo, que assume um intervalo de possı´veis
utilizac¸o˜es e o Modelo Hı´brido, que assume valores discretos de utilizac¸a˜o com um grau de
liberdade. Pode ser demonstrado que este problema, para o modelo de sistema com modos
discretos de operac¸a˜o, e´ uma generalizac¸a˜o do problema da mochila e e´, portanto, NP-Difı´cil.
1.3 Estrutura
Esta dissertac¸a˜o e´ estruturada da seguinte forma: o restante da Parte I apresenta a fun-
damentac¸a˜o do escalonamento tempo real, o problema do tratamento de tarefas na˜o-crı´ticas e
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a motivac¸a˜o por tra´s da reconfigurac¸a˜o dinaˆmica de escalonadores tempo real no Capı´tulo 2.
Ale´m disso, no Capı´tulo 3, e´ apresentada a notac¸a˜o utilizada ao longo do texto, e e´ dado um
exemplo da tarefa que a infraestrutura apresentada pretende suportar.
A Parte II apresenta os diferentes modelos desenvolvidos para o suporte de diferentes tipos
de aplicac¸a˜o. Algoritmos exatos e de aproximac¸a˜o para os diferentes problemas de otimizac¸a˜o
que emergem destes modelos sa˜o descritos. No Capı´tulo 4 e´ apresentado o Modelo Discreto, no
Capı´tulo 5 o Contı´nuo e no Capı´tulo 6 o Hı´brido. Os algoritmos sa˜o avaliados numericamente
para confirmar a possibilidade de seu uso em tempo de execuc¸a˜o. Finalmente, no Capı´tulo 7
sa˜o apresentados algoritmos para o tratamento de func¸o˜es objetivo na˜o-aditivas nestes modelos.
A Parte III apresenta, no Capı´tulo 8, um estudo de caso detalhado, aplicando a infraestrutura
no sistema de visa˜o, controle e navegac¸a˜o de um roboˆ mo´vel. Este estudo de caso tem o objetivo
de demonstrar o uso da infraestrutura numa aplicac¸a˜o ja´ existente. Ale´m disso, no Capı´tulo
9, a infraestrutura e´ utilizada em uma aplicac¸a˜o multimı´dia com dados reais de execuc¸a˜o, para
avaliar a sua habilidade de tratar sobrecargas no escalonador. No Capı´tulo 10 e´ feita a integrac¸a˜o
da infraestrutura proposta com o escalonamento baseado na teoria de controle realimentado
(Feedback Scheduling), uma abordagem que vem sendo difundida na literatura.
Finalmente, a Parte IV traz as concluso˜es e sugere trabalhos futuros.
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2 Reconfigurac¸a˜o Dinaˆmica de
Escalonadores Tempo Real
Este Capı´tulo faz uma revisa˜o da teoria de escalonadores tempo real, introduzindo as po-
lı´ticas de escalonamento de prioridade fixa Rate Monotonic, Deadline Monotonic e a polı´tica
de escalonamento de prioridade dinaˆmica Earliest Deadline First. O problema do tratamento
de tarefas na˜o-crı´ticas e´ descrito, juntamente com algumas abordagens que visam resolveˆ-lo.
Posteriormente, a reconfigurac¸a˜o dinaˆmica de reservas de processador e´ discutida, passando
por abordagens encontradas na literatura e finalmente terminando numa breve introduc¸a˜o ao
que foi realizado no contexto deste trabalho.
2.1 Escalonamento Tempo Real
Um sistema de tempo real e´ composto por tarefas que devem reagir ao seu ambiente entre-
gando resultados computacionais em prazos especı´ficos [15]. De acordo com esta definic¸a˜o, o
seu comportamento correto na˜o depende apenas da integridade dos resultados de sua compu-
tac¸a˜o, mas tambe´m da entrega pontual destes resultados. Exemplos de sistema tempo real sa˜o
sistemas de controle digital, de processamento de sinais e sistemas de telecomunicac¸a˜o. Todos
estes sa˜o compostos por tarefas perio´dicas com prazos bem definidos que, se perdidos, incorrem
numa perda de qualidade de servic¸o.
Mais formalmente, definimos uma tarefa tempo real τ como um conjunto de instaˆncias (de
ı´ndice k) que em conjunto proveˆem a funcionalidade da tarefa. Uma instaˆncia de uma tarefa de
decodificac¸a˜o de vı´deo seria a decodificac¸a˜o de um quadro individual.
O tempo de chegada rk de uma instaˆncia e´ o momento no qual ela se torna disponı´vel para a
execuc¸a˜o. Num sistema de telecomunicac¸a˜o digital, por exemplo, o tempo de chegada de cada
quadro depende da periodicidade definida pela taxa de quadros da codificac¸a˜o em questa˜o.
O tempo de resposta de uma instaˆncia e´ igual ao perı´odo de tempo entre sua chegada e o
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momento onde sua execuc¸a˜o e´ completada. O deadline dk de uma instaˆncia e´ o momento ate´ o
qual a sua execuc¸a˜o deve terminar. Em um sistema de controle digital onde a lei de controle e´
computada periodicamente, cada instaˆncia de computac¸a˜o desta lei deve ser completada antes
da chegada da sua pro´xima instaˆncia. Em outras palavras, neste caso as instaˆncias teˆm um
deadline dk igual ao pro´ximo tempo de chegada rk+1.
Deadlines podem ainda ser classificados como crı´ticos ou na˜o-crı´ticos. Deadlines crı´ticos
sa˜o aqueles cuja perda e´ considerada uma falha se´ria, e sa˜o aplicados a instaˆncias cuja resposta
tardia podem ter consequeˆncias catastro´ficas (como perda de vidas ou de grandes valores). De-
adlines na˜o-crı´ticos sa˜o aplicados a instaˆncias cuja resposta tardia e´ indeseja´vel, pore´m na˜o
causam danos se´rios; a perda de deadlines causa apenas uma perda de qualidade de servic¸o.
Em seu artigo de 1973, Liu e Layland [26] definiram um modelo de tarefas e polı´ticas de
escalonamento que vieram a ser utilizados por uma grande quantidade de trabalhos na a´rea de
tempo real. As principais restric¸o˜es impostas por Liu e Layland para resolver o problema de
escalonamento usando polı´ticas orientadas a prioridades sa˜o as seguintes:
• Chegadas de instaˆncias de todas tarefas para as quais existem deadlines sa˜o perio´dicas,
com intervalos mı´nimos constantes entre chegadas chamados de perı´odo Ti;
• Deadlines dk sa˜o iguais a` soma do tempo de chegada rk com o perı´odo Ti, ou seja, cada
instaˆncia deve ser completada antes que a pro´xima instaˆncia dessa tarefa chegue;
• As tarefas sa˜o independentes entre si, no sentido que suas chegadas independem da
iniciac¸a˜o ou te´rmino da execuc¸a˜o de outra;
• O tempo de execuc¸a˜o ma´ximo das tarefas e´ conhecido a priori e na˜o varia com o tempo;
• Tarefas aperio´dicas na˜o teˆm deadlines crı´ticos, e sa˜o tratadas especialmente.
Uma tarefa (denotada por τi), e´ enta˜o definida pelo seu tempo de execuc¸a˜o Ci e seu perı´odo
Ti. A estimac¸a˜o do valor de Ci, chamado de tempo ma´ximo de execuc¸a˜o, e´ por si so´ alvo
de grande esforc¸o de pesquisa, dado que a execuc¸a˜o de software complexo em arquiteturas
complexas aumentam bastante a imprevisibilidade deste valor. A estimac¸a˜o da quantidade de
lac¸os iterativos em software ou do comportamento de caches e previsa˜o das ramificac¸o˜es de
execuc¸a˜o em hardware, por exemplo, sa˜o fatores contribuintes para essa imprevisibilidade. Os
valores usados sa˜o geralmente, portanto, estimativas pessimistas com uma certa margem de
seguranc¸a.
Um sistema com um conjunto de n tarefas tem no ma´ximo a seguinte utilizac¸a˜o:
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U =
n
∑
i=1
Ci
Ti
(2.1)
U ∈ [0,1] representa a frac¸a˜o de tempo gasto executando o conjunto de tarefas. Um pro-
blema interessante e´ encontrar o menor limite superior U lub para o valor de U , que tem diferente
valor dependendo de qual polı´tica de escalonamento e´ utilizada. No mesmo artigo, Liu e Lay-
land definem duas das mais conhecidas polı´ticas de escalonamento de sistemas tempo real, Rate
Monotonic (RM) e Earliest Deadline First (EDF) (que no texto ainda levava o nome de Dea-
dline Driven Scheduling). A seguir sa˜o discutidas as propriedades destas polı´ticas e exemplos
cla´ssicos de cada um deles sa˜o descritos em mais detalhes.
2.1.1 Prioridade Fixa
A classe de polı´ticas de escalonamento de prioridade fixa engloba toda aquela polı´tica na
qual todas as instaˆncias de uma tarefa manteˆm um so´ valor de prioridade ao longo do tempo
de vida do sistema. Isto significa que a prioridade escolhida pelo projetista do sistema ou pela
polı´tica de escalonamento sera´ mantida ao longo do tempo, o que traz alguns benefı´cios:
• A definic¸a˜o da ordem de prioridades pode ser feita associada a alguma noc¸a˜o de im-
portaˆncia ou criticalidade das tarefas;
• Tarefas de baixa prioridade na˜o interferem nas de alta prioridade.
Polı´ticas conhecidas de prioridade fixa incluem Rate Monotonic e Deadline Monotonic
discutidas a seguir.
Rate Monotonic (RM)
A polı´tica de escalonamento Rate Monotonic definida por Liu e Layland no mesmo artigo
atribui prioridades para as tarefas de acordo com o seu perı´odo; quanto menor o perı´odo Ti,
maior a prioridade da tarefa τi. E´ demonstra´vel que esta polı´tica de escalonamento e´ o´tima,
no sentido que nenhuma outra polı´tica de prioridade fixa consegue escalonar um conjunto de
tarefas que Rate Monotonic na˜o consegue escalonar, quando o deadline de todas elas e´ igual
aos seus respectivos perı´odos.
O diagrama de Gantt da Figura 2.1, retirado de [15], mostra um exemplo de escalonamento
pela polı´tica RM. As tarefas, τ1, τ2 e τ3, sa˜o descritas na Tabela 2.1. Instaˆncias de todas tarefas
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Ci Ti Ui
τ1 20 100 0.2
τ2 40 150 0.267
τ3 100 350 0.286
Tabela 2.1: Tarefas do exemplo do escalonamento por RM.
tarefa - 
tarefa - 
tarefa  - 0 40 80 120 200160 240 280 320 360 t
τ1 2τ 3τ τ1 τ12τ τ1 2τ 3ττ
τ
τ
1
2
3
Figura 2.1: Exemplo de escalonamento atrave´s do Rate Monotonic.
chegam em t = 0. Por ser mais frequente (maior prioridade segundo o RM), τ1 assume o
processador. Em t = 20, a tarefa τ1 conclui e τ2 toma posse do processador por ser a mais
priorita´ria com instaˆncias pendentes. A tarefa τ3 assume em t = 60 e e´ interrompida por τ1,
que tem a chegada de uma nova instaˆncia em t = 100 que, por sua vez, toma o processador
(preempc¸a˜o de τ3 por τ1A). τ3 sofre mais interrupc¸o˜es de novas ativac¸o˜es das tarefas τ2 e τ1 em
t = 150 e t = 200, respectivamente.
A prova apresentada no artigo demonstra que o menor limite superior de utilizac¸a˜o de qual-
quer polı´tica de escalonamento de prioridade fixa quando deadlines sa˜o iguais aos perı´odos
e´:
U lub = n(2
1
n −1) (2.2)
Esta relac¸a˜o e´ suficiente, pore´m na˜o necessa´ria, para a escalonabilidade, de forma que pode
existir um conjunto de tarefas com utilizac¸a˜o acima desse limite que o RM consiga escalonar.
Um teste de escalonabilidade baseado no tempo de resposta das tarefas foi apresentado
em [4] por Audsley et al. Este teste, necessa´rio e suficiente, usa um algoritmo iterativo pseudo-
polinomial, o que pode impedir seu uso em tempo de execuc¸a˜o. Em [8], Buttazzo et al. des-
crevem um teste de escalonabilidade que usa um limite hiperbo´lico da utilizac¸a˜o para o RM.
Como o tempo de execuc¸a˜o deste teste e´ O(n) e ele e´ menos pessimista que o teste original de
Liu e Layland, ele se torna um bom candidato para uso durante o tempo de execuc¸a˜o.
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Deadline Monotonic (DM)
Como foi mencionado, Rate Monotonic e´ o´timo para o escalonamento de tarefas de priori-
dade fixa no modelo de Liu e Layland. Em [22], entretanto, Leung e Whitehead argumentam
que e´ possı´vel que as definic¸o˜es sejam restritivas demais, e o caso onde elas tenham deadlines
menores do que seus perı´odos deve ser observado. Neste artigo a polı´tica Deadline Monoto-
nic e´ apresentada. Nesta polı´tica a atribuic¸a˜o de prioridade e´ feita de acordo com os deadlines
das tarefas. Apesar de ser demonstrada a otimalidade do Deadline Monotonic neste caso, na˜o
e´ apresentado um teste de escalonabilidade ao qual um conjunto de tarefas pode ser subme-
tido. Em [5], Audsley et al. apresentam um teste suficiente ra´pido pore´m pessimista e um teste
suficiente e necessa´rio pore´m mais complexo.
Limite Superior de Utilizac¸a˜o
O limite superior mostrado na Equac¸a˜o (2.2) ocorre no pior caso, onde os perı´odos das ta-
refas sa˜o completamente na˜o harmoˆnicos. Em sistemas onde perı´odos das tarefas sa˜o mu´ltiplos
entre si, e´ possı´vel atingir ate´ 100% de utilizac¸a˜o mesmo com polı´ticas de escalonamento de
prioridade fixa.
Ainda assim, e´ possı´vel que para grandes conjuntos de tarefas mais de 25% (U lub para n= 5
e´ menor que 0.744, por exemplo) do processador seja desperdic¸ado. Esta possibilidade levou
ao desenvolvimento das polı´ticas de prioridade dinaˆmica, para as quais o U lub = 1 no modelo
de Liu e Layland.
2.1.2 Prioridade Dinaˆmica
Ainda no seu artigo original de 1973, Liu e Layland apresentam uma soluc¸a˜o para a subutilizac¸a˜o
causada pela atribuic¸a˜o de prioridades fixas; o uso de prioridades dinaˆmicas. No artigo e´ apre-
sentada a polı´tica de escalonamento que veio a ser conhecida como Earliest Deadline First
(EDF), com o intuito de aumentar a utilizac¸a˜o alcanc¸a´vel em sistemas tempo real.
Earliest Deadline First (EDF)
No EDF, a qualquer dado momento a prioridade de cada instaˆncia de uma tarefa e´ atribuı´da
de acordo com o seu deadline. Se o deadline de uma tarefa e´ o mais pro´ximo, ela recebera´
a maior prioridade. Se for o mais distante, recebera´ a menor. A qualquer dado momento,
a instaˆncia incompleta com a maior prioridade sera´ executada. Este me´todo de atribuic¸a˜o
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Ci Ti Ui
A 10 20 0.5
B 25 50 0.5
Tabela 2.2: Tarefas do exemplo do escalonamento por EDF.
dinaˆmica de prioridades e´ bastante contrastante com os me´todos de prioridade fixa vistos ante-
riormente, ja´ que diferentes instaˆncias de uma tarefa podem ter prioridades diferentes. Uma vez
que e´ possı´vel alcanc¸ar 100% de utilizac¸a˜o do processador, o u´nico teste de escalonabilidade
que precisa ser feito e´ um somato´rio das utilizac¸o˜es de cada tarefa, se estas forem independen-
tes:
n
∑
i=1
Ui ≤ 1 (2.3)
No exemplo mostrado na Figura 2.2, o conjunto de tarefas definido na Tabela 2.2 e´ sub-
metido a escalonamentos EDF e RM. A utilizac¸a˜o individual das duas tarefas e´ 0.5, ocupando,
portanto, 100% do processador. Usando o teste descrito em (2.2), percebe-se que o escalona-
mento na˜o e´ garantido pelo RM (o somato´rio de utilizac¸o˜es ultrapassa o U lub), mas de acordo
com (2.3) e´ garantido com o EDF. Na Figura 2.2(a), no tempo t = 50, a tarefa τ2 perde seu
deadline. Ao mesmo tempo, na Figura 2.2(b) se percebe o escalonamento sem falhas pela parte
do EDF.
perda de deadl ine de 
0 10 20 30 5040 60 t
τ1 2τ τ1 τ1 2τ2τ
(a) Rate Monotonic.
0 10 20 30 5040 60 t
2ττ1 2τ τ1 τ1
(b) Earliest Deadline First.
Figura 2.2: EDF escalonando um conjunto de tarefas onde RM falha.
Entre as desvantagens do EDF (bem como outras polı´ticas de prioridade dinaˆmica) esta´ o
fato que todas a tarefas teˆm, a priori, a capacidade de gerar uma preempc¸a˜o em todas as outras.
Se uma subestimac¸a˜o do tempo de execuc¸a˜o no pior caso de alguma tarefa leve a Equac¸a˜o (2.3)
a ser violada, e´ muito difı´cil prever qual tarefa perdera´ seu deadline.
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Caso Médio
Pior Caso
Figura 2.3: Probabilidade da ocorreˆncia do pior caso e do caso me´dio.
2.1.3 Deadlines Na˜o-Crı´ticos vs. Deadlines Crı´ticos
Apesar do EDF garantir 100% de utilizac¸a˜o do processador, isto parte do princı´pio que
todas as tarefas sa˜o de igual criticalidade, e sa˜o tratadas com a mesma importaˆncia. Isto na˜o
se observa necessariamente em todo sistema tempo real; pode ser necessa´rio escalonar tarefas
com restric¸o˜es temporais crı´ticas no mesmo processador que tarefas com restric¸o˜es temporais
na˜o-crı´ticas.
A Figura 2.3 mostra uma distribuic¸a˜o normal representando a probabilidade de ocorreˆncia
de diferentes valores de Ci durante va´rias execuc¸o˜es de uma tarefa. Fica claro que quando a
tarefa e´ crı´tica, na˜o ha´ alternativa fora contemplar o pior caso nos ca´lculos de escalonabilidade
do sistema. Isto tambe´m significa que quanto maior a distaˆncia entre o pior caso e o caso me´dio,
mais subutilizac¸a˜o de processador ocorrera´.
Se uma tarefa na˜o e´ crı´tica, se torna interessante contemplar o caso me´dio do tempo de
execuc¸a˜o nos ca´lculos de escalonabilidade, visando garantir o cumprimento de deadlines apenas
numa parcela das instaˆncias que seja compatı´vel com a qualidade de servic¸o desejada.
2.2 Escalonamento Baseado em Servidores
O problema de tratar tarefas na˜o-crı´ticas da mesma forma que as crı´ticas e´ o fato das tarefas
na˜o-crı´ticas poderem enta˜o fazer tarefas crı´ticas perderem seus deadlines, uma vez que seu caso
me´dio e´ utilizado nos ca´lculos de escalonamento. Este impacto pode ser amenizado ao se se-
parar as tarefas na˜o-crı´ticas das crı´ticas, escalonando-as em um servidor de tarefas aperio´dicas.
Um servidor de tarefas aperio´dicas e´ uma tarefa perio´dica que tem o papel de executar instaˆncias
de tarefas na˜o-crı´ticas da maneira mais ra´pida o possı´vel.
Da mesma forma que uma tarefa perio´dica, um servidor de tarefas aperio´dicas Si e´ definido
por um perı´odo Ti e um tempo de execuc¸a˜o fixo, chamado de orc¸amento Qi. Este orc¸amento,
descrito em unidades de tempo, da mesma forma que os tempos de execuc¸a˜o Ci das tarefas, e e´
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gasto na mesma medida em que o servidor executa tarefas. Isto e´, se uma tarefa tratada por um
servidor executa por 3 unidades de tempo, o servidor deve subtrair 3 unidades de tempo do seu
orc¸amento.
Dos valores de perı´odo e orc¸amento e´ possı´vel derivar a banda ui de um servidor, sendo
ui = Qi/Ti. Assim como a utilizac¸a˜o de tarefas perio´dicas, a banda de um servidor e´ a frac¸a˜o
do processador (ui ∈ [0,1]) que ele tera´ reservado para uso no escalonamento de instaˆncias de
tarefas na˜o-crı´ticas.
Cada servidor possui ainda uma fila interna, onde as instaˆncias de tarefas na˜o-crı´ticas sa˜o
enfileiradas quando chegam, e sa˜o executadas de acordo com a polı´tica estabelecida pelo servi-
dor.
O mais simples dos servidores de tarefas aperio´dicas, o Background Server [27], consiste
em uma tarefa com prioridade menor que todas as outras no sistema. Uma vez que o Back-
ground Server (e por consequeˆncia as instaˆncias em sua fila) so´ recebe o processador quando
nenhuma outra tarefa o estiver utilizando, e´ garantido que nenhuma tarefa crı´tica perdera´ seu
deadline. Em contrapartida, isso tambe´m pode levar a tempos de resposta inaceita´veis para as
tarefas escalonadas no servidor, tanto no caso me´dio quanto no pior caso.
Diversas outras abordagens foram enta˜o exploradas, e uma se´rie de servidores com dife-
rentes polı´ticas foram criados com o objetivo de melhorar diferentes propriedades. Ale´m de
minimizac¸a˜o do tempo de resposta das tarefas aperio´dicas, entre estas propriedades esta˜o a sim-
plicidade de implementac¸a˜o, a garantia de isolamento temporal (na˜o interfereˆncia de tarefas
na˜o-crı´ticas em tarefas crı´ticas) e minimizar o nu´mero de preempc¸o˜es.
A seguir sera˜o rapidamente descritas diversas destas abordagens, todas elas concebidas
com base sobre a polı´tica EDF, que serviram como base para o desenvolvimento do Constant
Bandwidth Server (CBS) [2]. O CBS e´ o servidor utilizado no restante desta dissertac¸a˜o, e e´
portanto definido em mais detalhes na Sec¸a˜o 2.2.3. .
2.2.1 Deadline Sporadic Server
O Deadline Sporadic Server (DSS), de Ghazalie e Baker [17], e´ uma extensa˜o para prio-
ridade dinaˆmica do Sporadic Server criado por Sprunt, Sha e Lehoczky [35] para polı´ticas de
prioridade fixa.
O DSS tem como um de seus objetivos espalhar sua execuc¸a˜o de forma uniforme ao longo
do tempo. Para este fim, seu orc¸amento Qi e´ dividido em j pedac¸os de tamanho σi,k. Estes
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pedac¸os de orc¸amento devem sempre somar o orc¸amento total, de forma que a Equac¸a˜o (2.4)
sempre se verifique:
j
∑
k=1
σi,k = Qi, i = 1, . . . ,n (2.4)
Estes pedac¸os sa˜o utilizados e recarregados individualmente de acordo com uma polı´tica
que garante que um pedac¸o so´ sera´ reutilizado pelo menos um perı´odo, ou seja, Ti unidades
de tempo depois da u´ltima vez que ele esteve disponı´vel. Isto leva a` garantia que o efeito do
servidor na escalonabilidade de tarefas crı´ticas nunca e´ pior do que uma tarefa crı´tica de tempo
de execuc¸a˜o Qi e perı´odo Ti, e, portanto, utilizac¸a˜o igual a sua banda ui.
A sua implementac¸a˜o relativamente complexa, uma vez que um nu´mero ilimitado de pedac¸os
de orc¸amento podem ser criados, cada um com seu momento de recarga, necessitando a realizac¸a˜o
de operac¸o˜es de aglutinac¸a˜o de pedac¸os adjacentes.
2.2.2 Total Bandwidth Server
A ide´ia principal do Total Bandwidth Server (TBS), de Spuri e Buttazzo [36], e´ que a banda
total disponı´vel para o servidor e´ dedicada a uma tarefa assim que ela entra na fila do servidor.
O TBS e´ definido pela sua banda ui, em contraste com o DSS que recebe os paraˆmetros Qi e
Ti separadamente. Isto e´ causado pela forma pela qual o TBS aplica deadlines a instaˆncias de
tarefas aperio´dicas rece´m chegadas. Seja dk o deadline a ser atribuı´do para a uma nova instaˆncia,
dk−1 o deadline que foi atribuı´do a` instaˆncia anterior, rk o tempo de chegada da nova instaˆncia,
Ck o tempo de execuc¸a˜o da instaˆncia e ui a banda dedicada ao servidor, a Equac¸a˜o (2.5) mostra
esta atribuic¸a˜o:
dk = max{rk,dk−1}+Ckui (2.5)
O deadline do servidor e´, portanto, dinaˆmico, e dependente do valor do tempo de execuc¸a˜o
da instaˆncia Ck. E´ de grande importaˆncia que a atribuic¸a˜o dos deadlines seja feita de forma
que um deadline curto (que levaria o servidor a` cabec¸a da lista do EDF) na˜o leve a utilizac¸a˜o
do servidor a ultrapassar ui, o seu valor de configurac¸a˜o. Como a implementac¸a˜o do TBS se
resume a` definic¸a˜o de deadlines corretos para as instaˆncias aperio´dicas que chegam, ele e´ um
dos servidores mais simples encontrados na literatura.
O Constant Utilization Server (CUS), de Sun et al. [14], usa essencialmente a mesma
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polı´tica que o TBS, com a excec¸a˜o do momento onde a recarga do orc¸amento e´ feita; enquanto
o TBS recarrega o orc¸amento (implicitamente, pela atribuic¸a˜o do deadline) imediatamente se
uma instaˆncia se encontra pronta na cabec¸a de sua fila, o CUS recarrega seu orc¸amento apenas
sob condic¸o˜es especiais onde a fila esta´ vazia ou o deadline do servidor foi alcanc¸ado.
2.2.3 Constant Bandwidth Server
O Constant Bandwidth Server [2] e´ um servidor de tarefas aperio´dicas que busca garantir
o isolamento temporal entre tarefas crı´ticas e na˜o-crı´ticas, ou seja, garantir que uma sobrecarga
nas tarefas na˜o-crı´ticas na˜o acarretara´ em uma perda de deadline em uma tarefa crı´tica. Para
atingir este objetivo, o CBS usa uma polı´tica de recarga de orc¸amento que garante que sua
utilizac¸a˜o ma´xima na˜o ultrapassara´ em nenhuma hipo´tese o limite definido em sua configurac¸a˜o.
Os seus paraˆmetros sa˜o o seu orc¸amento ma´ximo Qi e perı´odo Ti. Como visto anteriormente, a
raza˜o Qi/Ti define a banda ui do servidor, que deve ser utilizada no teste de escalonabilidade da
polı´tica EDF.
Para garantir o isolamento temporal, o orc¸amento e´ reinicializado toda vez que acaba,
pore´m o deadline associado ao servidor e´ incrementado por um valor igual ao seu perı´odo.
Isto pode levar a` perda do processador pelo CBS, caso outra tarefa passe a ter maior prioridade.
Formalmente, um CBS, denotado Si, e´ definido por:
• Seu orc¸amento ma´ximo: Qi
• Seu perı´odo: Ti
• Sua banda: ui = Qi/Ti
• Seu orc¸amento atual: ci
• Seu ke´simo deadline: di,k
Cada uma das instaˆncias da tarefa a ser tratada pelo CBS Si, indexadas por j, recebe o
deadline corrente de Si na sua chegada. Em outras palavras, a tarefa herda o deadline do servidor
responsa´vel por seu escalonamento. A execuc¸a˜o de uma instaˆncia por um tempo t decresce o
valor do orc¸amento ci pelo mesmo valor t. A prorrogac¸a˜o do deadline e a recarga do orc¸amento
no evento da sua deplec¸a˜o e´ mostrada no Algoritmo 1.
Seja r o tempo de chegada de uma instaˆncia de tarefa servida por Si. O Algoritmo 2 mostra
a forma pela qual os valores de deadline e orc¸amento sa˜o atualizados se a chegada ocorre em
um momento no qual a fila de instaˆncias do servidor esta´ vazia.
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Algoritmo 1: Condic¸a˜o de recarga do orc¸amento do CBS Si(Qi,Ti)
if ci = 0 then
ci := Qi
di,k+1 := di,k +Ti
Algoritmo 2: Tratamento de chegada de uma instaˆncia em um CBS
if Fila de Si esta´ vazia then
if ci ≥ (di,k− r)ui then
ci := Qi
di,k+1 := di,k +Ti
else
Mante´m ci
Mante´m di,k
A Figura 2.4 [2] mostra um exemplo do servidor CBS escalonando instaˆncias de uma tarefa
na˜o-crı´tica (τ2) no mesmo sistema que uma tarefa crı´tica (τ1). Ele recebe treˆs instaˆncias para
execuc¸a˜o (c2,1, c2,2 e c2,3), e, de acordo com as regras descritas acima, faz a manutenc¸a˜o de seu
orc¸amento e deadline garantindo o isolamento temporal.
Na primeira linha da simulac¸a˜o pode-se observar a tarefa crı´tica τ1 de C1 = 2 e T1 = 3
sendo executada periodicamente. Sua utilizac¸a˜o de U1 = 2/3 permite, segundo a regra de es-
calonabilidade do EDF, que mais 1/3 do processador seja distribuı´do entre outras tarefas ou
servidores. Na linha de tempo mostrada, τ1 tem sempre o menor deadline e portanto e´ a tarefa
mais priorita´ria, tendo instaˆncias executadas assim que chegam.
Na segunda linha e´ possı´vel ver a execuc¸a˜o da tarefa na˜o-crı´tica τ2, com sua primeira
instaˆncia chegando no tempo r1 = 2, com 3 unidades de tempo de execuc¸a˜o. Todas as instaˆncias
desta tarefa sa˜o tratadas por um CBS, de orc¸amento Q2 = 2 e perı´odo T2 = 7, o que faz sua
τ  (2,3)
HARD
τ
SOFT
CBS(2,7)
t
tc1=3 c2=2
r1 r2 r3
d2 c3=1d1 d3
1 2 3 4 5 7 8 9 t10 11 13 14 15 16 17 19 20 21 22 236 12 18t1 t2 t3
1
2
   =321 c   =222 c   = 123
Figura 2.4: Exemplo de funcionamento de um servidor CBS.
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banda ser U2 = 2/7. Ja´ que o somato´rio das utilizac¸o˜es e bandas e´ 2/3+2/7 ≤ 1, o sistema e´
escalona´vel pela polı´tica EDF.
A terceira linha da Figura 2.4 mostra o orc¸amento do CBS, inicialmente igual ao seu valor
ma´ximo 2. Quando a primeira instaˆncia de τ2 chega para execuc¸a˜o, o processador esta´ livre
e portanto o CBS pode comec¸ar a sua execuc¸a˜o. Do instante 2 a 3 o CBS executa a primeira
instaˆncia de τ2, decrescendo seu orc¸amento para 1. Ele e´ interrompido por τ1 (que tem deadline
mais pro´ximo, igual a 6). τ2 volta a executar de T = 5 a T = 6, esgotando seu orc¸amento.
Utilizando o Algoritmo 1, o orc¸amento e´ recarregado para o seu valor ma´ximo, passando para
2, e o deadline do CBS e´ acrescido de um perı´odo (era 9, passa a ser 16).
Antes do CBS ter finalizado a execuc¸a˜o da instaˆncia atual de τ2 (que leva 3 unidades
de tempo para completar) uma segunda instaˆncia de τ2 chega, com 2 unidades de tempo de
execuc¸a˜o. Uma vez que a fila do CBS na˜o esta´ vazia, a instaˆncia e´ enfileirada e a execuc¸a˜o
continua normalmente. Nos tempos de 8 a 9 o CBS executa e termina a execuc¸a˜o da primeira
instaˆncia. Continuando com o mesmo deadline, executa a primeira unidade de tempo da se-
gunda instaˆncia entre os instantes 11 e 12, quando seu orc¸amento acaba e a regra do Algoritmo
1 e´ novamente aplicada.
A segunda instaˆncia termina em 15, esvaziando a fila do CBS. No instante 17 chega uma
nova instaˆncia de tempo de execuc¸a˜o igual a uma unidade de tempo. Como a fila do CBS
esta´ vazia, deve-se aplicar a regra apresentada no Algoritmo 2. A condic¸a˜o para a recarga do
orc¸amento na˜o se verifica, portanto sa˜o mantidos deadline e orc¸amento. Quando a instaˆncia
termina sua execuc¸a˜o, o orc¸amento e´ novamente esgotado e a regra do Algoritmo 1 e´ aplicada
recarregando o orc¸amento e redefinindo o deadline para T = 23.
Por ser de fa´cil implementac¸a˜o e ter a propriedade do isolamento temporal, o CBS foi
escolhido para os ensaios pra´ticos desta dissertac¸a˜o.
Existe ainda uma se´rie de extenso˜es do CBS que permitem a retomada eficiente de recursos
na˜o utilizados, como CASH [11], BACKSLASH [24], GRUB [25] e BASH [12]. O BASH de
Buttazzo et al., por exemplo, relaxa com seguranc¸a as restric¸o˜es de banda que garantem o isola-
mento temporal no CBS simples e estende o modelo de tarefas permitindo o compartilhamento
de recursos.
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Como pode ser visto, o escalonamento baseado em servidores de aperio´dicas (em especial
o CBS, que garante isolamento temporal) e´ capaz de resolver satisfatoriamente o problema de
escalonar tarefas de tempo real crı´ticas e na˜o-crı´ticas no mesmo sistema. No entanto, a reserva
de banda e´ geralmente feita em tempo de projeto e fixada ao longo da execuc¸a˜o do sistema.
Para sistemas com tarefas multimodais tal abordagem pode na˜o ser suficiente.
Tarefas multi-modais [32] sa˜o aquelas que consistem de va´rios modos de operac¸a˜o. Cada
modo produz um diferente comportamento temporal (tempo de computac¸a˜o e perı´odo), fruto de
um diferente conjunto de objetivos a serem alcanc¸ados pela tarefa em cada um dos seus modos.
Um exemplo seria o software em execuc¸a˜o em uma aeronave, onde os modos de cruzeiro,
decolagem e pouso teˆm um comportamento distinto devido aos seus objetivos distintos. Na
pro´xima sec¸a˜o este problema e´ descrito, e algumas das abordagens encontradas na bibliografia
sa˜o discutidas. Neste contexto, e´ interessante ter mecanistmos para redefinic¸a˜o das bandas dos
servidores em tempo de execuc¸a˜o.
O tratamento da migrac¸a˜o entre os diferentes modos de cada tarefa deve ser feito no nı´vel do
escalonador, uma vez que cada modo e´ caracterizado por diferentes atributos/demandas tempo-
rais. Esta mudanc¸a dos paraˆmetros de escalonamento em tempo de execuc¸a˜o e´ alvo de pesquisa
contı´nua desde pelo menos a de´cada de 1990.
Neste ponto cabe definir a diferenc¸a conceitual entre atuar nos paraˆmetros do escalona-
dor em tempo de execuc¸a˜o – um processo tratado por protocolos de mudanc¸a de modo – e os
me´todos de escolha de que valores aplicar em cada paraˆmetro – o que e´ chamado neste trabalho
de reconfigurac¸a˜o dinaˆmica de escalonadores tempo real. A decisa˜o de que modo usar (o avia˜o
esta´ decolando ou aterrissando?) cabe a` reconfigurac¸a˜o dinaˆmica; aplicar o modo no escalona-
dor (a tarefa aterrissar tem perı´odo 1s ou 100ms?) cabe ao protocolo de mudanc¸a de modo. Esta
linha diviso´ria e´ menos clara em algumas das abordagens discutidas a seguir mas no contexto
deste trabalho serve como uma definic¸a˜o satisfato´ria do escopo.
A seguir sa˜o descritos alguns dos cuidados realizados durante as mudanc¸as de modo, e
depois algumas abordagens de reconfigurac¸a˜o dinaˆmica.
2.3.1 Protocolos de Mudanc¸a de Modo
Pode-se imaginar que a mudanc¸a do comportamento temporal de uma ou mais tarefas em
um sistema de tempo real e´ um processo complicado; no mı´nimo o teste de escalonabilidade
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deve ser refeito (em tempo de projeto ou execuc¸a˜o) para garantir que os deadlines ainda sera˜o
alcanc¸ados. Em [32], Crespo e Real fazem um estudo sobre as diferentes polı´ticas de mudanc¸a
de modo existentes para sistemas com prioridade fixa, separando diferentes abordagens encon-
tradas na bibliografia em duas classes, protocolos sı´ncronos e assı´ncronos. Dependendo da
forma com a qual as tarefas respondem a um “Pedido de Mudanc¸a de Modo”, os protocolos
caem em uma das duas categorias.
Nos protocolos sı´ncronos, todas as tarefas do sistema que migrara˜o de modo o fazem si-
multaneamente. O exemplo mais simples dessa classe e´ o Idle Time Protocol, que espera algum
momento no qual o processador fica livre para realizar a mudanc¸a de modo. Este protocolo
tem a vantagem de ser de simples implementac¸a˜o, pore´m o tempo entre o pedido de mudanc¸a
de modo e a verificac¸a˜o da condic¸a˜o que permite a mudanc¸a pode ser grande demais para ser
satisfato´rio.
Os protocolos assı´ncronos fazem a mudanc¸a de modo de diferentes tarefas independen-
temente, causando a existeˆncia de uma mistura de tarefas em seu modo antigo (esperando a
mudanc¸a de modo) e tarefas que ja´ fizeram a mudanc¸a e se encontram no novo modo. Apesar
disto permitir mudanc¸as de modo mais ra´pidas, tambe´m leva a uma complexidade maior de
implementac¸a˜o ja´ que qualquer combinac¸a˜o de tarefas em modos velhos e novos pode gerar
uma violac¸a˜o de condic¸a˜o de escalonabilidade.
2.3.2 Abordagens de Reconfigurac¸a˜o Dinaˆmica de Escalonadores
Com a breve descric¸a˜o de protocolos de mudanc¸as de modo acima ja´ e´ possı´vel compre-
ender algumas das abordagens de reconfigurac¸a˜o dinaˆmica de escalonadores tempo real encon-
tradas na bibliografia. O problema da reconfigurac¸a˜o dinaˆmica foi estudado anteriormente por
diversos pesquisadores da a´rea [6, 10, 18, 19, 23, 34], mas a maioria deles na˜o lida com iso-
lamento temporal ou escalonamento baseado em reserva. Algumas abordagens nota´veis sa˜o
descritas em mais detalhes a seguir, juntamente com uma breve descric¸a˜o da abordagem que
sera´ descrita nesse trabalho.
No contexto do CBS foram feitos avanc¸os interessantes no ajuste dinaˆmico dos paraˆmetros
dos servidores utilizando teoria de controle em malha fechada [1,3,28,31,39]. A ide´ia principal
destas abordagens e´ atuar nos paraˆmetros dos servidores ajustando sua banda de forma a fazer
com que alguma me´trica de qualidade de servic¸o seja ta˜o pro´xima a um valor de refereˆncia
quanto possı´vel. Por exemplo, pode-se definir o erro de escalonamento de uma instaˆncia como
a diferenc¸a entre seu instante de te´rmino e o deadline do servidor [1]. Se as instaˆncias de uma
tarefa terminam tarde demais (ou cedo demais), mais (ou menos) banda deve ser alocada para o
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servidor que a trata. A principal dificuldade em aplicar estas abordagens e´ determinar uma lei
de controle esta´vel de forma a permitir a modelagem da dinaˆmica do sistema.
Em [10], Buttazzo et al. apresentam uma polı´tica de escalonamento capaz de “redimensio-
nar” as tarefas como se fossem molas. Nesta modelagem a utilizac¸a˜o de uma tarefa representa
o comprimento de uma mola real. Ale´m disso, um comprimento mı´nimo e um ı´ndice de elasti-
cidade sa˜o atribuı´dos a cada uma delas. O comprimento mı´nimo impede que a tarefa na˜o receba
nenhuma fatia do processador e o ı´ndice de elasticidade representa a toleraˆncia da tarefa a ter
seu perı´odo reduzido.
No modelo ela´stico, cada tarefa e´ capaz de modular seu perı´odo para prover diferentes
taxas de qualidade de servic¸o. Se isto causar uma possı´vel sobrecarga no sistema (o somato´rio
de utilizac¸o˜es passara´ do U lub do sistema), todas as outras tarefas sa˜o comprimidas de acordo
com sua elasticidade e tamanho mı´nimo. No artigo e´ ate´ apresentada uma extensa˜o para lidar
com recursos compartilhados durante este processo.
Em [34], Mosse´ et al. levantam um modelo “energy-aware” de escalonamento onde as
tarefas teˆm mu´ltiplas implementac¸o˜es, cada uma com um valor atribuı´do pelo programador.
Utilizando soluc¸o˜es dinaˆmicas e esta´ticas os autores maximizam o valor agregado do sistema
mantendo a sua escalonabilidade e tambe´m garantindo um nı´vel mı´nimo de carga de bateria
em um sistema mo´vel recarrega´vel. Para realizar esta maximizac¸a˜o de valor, eles modelam o
sistema como um problema de otimizac¸a˜o restrito na˜o so´ pela escalonabilidade como tambe´m
pelo consumo energe´tico.
Em [18], Jehuda e Israeli apresentam uma abordagem automatizada para meta-controle de
software, atribuindo uma noc¸a˜o de valores a`s tarefas e minimizando seus tempos de resposta
mantendo sempre a escalonabilidade das tarefas crı´ticas. Sa˜o apresentados dois algoritmos de
aproximac¸a˜o, e testes mostram que na pra´tica ambos sa˜o sub-o´timos por apenas alguns pontos
percentuais.
Em [21], Lehoczky et al. mostram um modelo multi-dimensional de sistemas computaci-
onais, onde se visa maximizar a qualidade de servic¸o de va´rias tarefas, observando o limite de
mu´ltiplos recursos como memo´ria, tempo de processamento e banda de rede. No mesmo artigo
sa˜o apresentados algoritmos exatos e de aproximac¸a˜o, estes u´ltimos com tempos de execuc¸a˜o
que possibilitariam seu uso em tempo de execuc¸a˜o.
Diferentemente das abordagens citadas acima, este trabalho visa prover suporte a grandes
ajustes aos paraˆmetros de servidores baseados em reserva de banda em tempo de execuc¸a˜o.
Para tanto, a modelagem do sistema deve levar em conta as propriedades de cada tarefa, como
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por exemplo a existeˆncia de modos bem definidos ou de um intervalo contı´nuo de possı´veis
nı´veis de utilizac¸a˜o. Tambe´m pode existir a necessidade de distribuir fatias do processador com
alguma noc¸a˜o de justic¸a.
2.4 Suma´rio
Este capı´tulo apresentou a fundamentac¸a˜o de escalonamento de sistemas tempo real, con-
textualizando as polı´ticas de prioridade fixa e dinaˆmica. O problema do tratamento de tarefas
na˜o-crı´ticas tambe´m foi apresentado, seguido de uma revisa˜o de algumas das abordagens mais
conhecidas de escalonamento baseado em servidores. Em particular, o CBS foi detalhado por
ser o servidor escolhido para os testes pra´ticos deste trabalho. O problema da reconfigurac¸a˜o
dinaˆmica dos paraˆmetros destes servidores poˆde enta˜o ser definido, e uma revisa˜o da literatura
que visa resolver este problema foi feita, seguida de uma ra´pida descric¸a˜o da proposta deste
trabalho, que sera´ detalhada a seguir.
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3 Notac¸a˜o, Aplicac¸a˜o e Modelos de
Sistema
Para ilustrar mais formalmente o tipo de aplicac¸a˜o que a infraestrutura deste trabalho pre-
tende suportar, este capı´tulo introduz o modelo de sistema e a notac¸a˜o utilizada (Sec¸a˜o 3.1),
e enta˜o descreve nestes termos uma aplicac¸a˜o com comportamento distintamente multi-modal:
os sistemas de visa˜o, controle e navegac¸a˜o de um roboˆ mo´vel de competic¸a˜o (Sec¸a˜o 3.2). No
Capı´tulo 8, esta mesma aplicac¸a˜o e´ detalhada e integrada a` infra-estrutura, mostrando como ela
administra o seu comportamento dinaˆmico. Na Sec¸a˜o 3.3 e´ apresentada uma visa˜o introduto´ria
dos modelos que sera˜o apresentados na Parte II dessa dissertac¸a˜o.
3.1 Notac¸a˜o
Este trabalho considera um sistema monoprocessado composto por n servidoresS = {S1,
S2, . . . ,Sn} do tipo CBS (Constant Bandwidth Server) [2]. Cada servidor Si ∈ S e´ definido
em termos da tupla (Qi,Ti), onde Qi representa seu orc¸amento ma´ximo e Ti seu perı´odo. Cada
servidor Si consome o ma´ximo de ui = Qi/Ti de processador e serve a um conjunto especı´fico
de tarefas. Em outras palavras, um sistema construı´do desta forma aloca, para cada conjunto de
tarefas servidas pelo servidor Si, uma banda constante determinada por ui. Como cada servidor
e´ escalonado por EDF (Earliest Deadline First) [26], pode-se usar 100% de processador para
escalonar os servidores emS . Ou seja,
∑
Si∈S
ui ≤ 1 (3.1)
Usualmente, os paraˆmetros Qi e Ti de cada servidor sa˜o definidos em tempo de projeto
de acordo com as necessidades de cada aplicac¸a˜o. Por exemplo, geralmente uma tarefa crı´tica
perio´dica pode ser servida por um servidor com Qi igual ao custo ma´ximo de execuc¸a˜o da tarefa
e Ti igual ao seu perı´odo. Semelhantemente, pode-se definir tais paraˆmetros considerando os
custos me´dios de execuc¸a˜o e tempo me´dio entre ativac¸o˜es de tarefas na˜o crı´ticas. Seja qual for
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o caso, e´ importante ressaltar que o uso do CBS proporciona ao sistema isolamento temporal
entre as tarefas servidas por diferentes servidores, o que e´ muito importante para sistemas de
tempo real modernos. Por exemplo, pode-se, desta forma, tolerar falhas temporais de tarefas
que executam ale´m do seu custo computacional estimado, pois tais falhas na˜o sera˜o prejudicadas
por outras tarefas do sistema.
Neste trabalho, estamos interessados em elaborar mecanismos de suporte a` reconfigurac¸a˜o
dinaˆmica de um sistema escalonado por um conjunto S de servidores do tipo CBS. Tal funci-
onalidade e´ bastante u´til para atender a modificac¸o˜es dinaˆmicas da aplicac¸a˜o ou do ambiente.
Por exemplo, dependendo do nı´vel de iluminac¸a˜o ou proximidade dos objetos sendo monito-
rados, um sistema de vigilaˆncia pode requerer diferentes custos ou perı´odos de execuc¸a˜o para
as tarefas de processamento de imagem. Requisitos semelhantes de reconfigurac¸a˜o teˆm sido
identificados em diversos campos de aplicac¸a˜o.
No contexto deste trabalho, assumimos que a aplicac¸a˜o pode, a qualquer momento, requi-
sitar uma reconfigurac¸a˜o dos paraˆmetros dos servidores emS . Para tanto, atrave´s da chamada
de sistema reconfig(U1,v1,U2,v2, . . . ,Un,vn), a aplicac¸a˜o indica quais os percentuais de pro-
cessador que devem ser alocados a cada servidor Si. Se o sistema puder alocar pelo menos Ui
ao servidor Si, ha´ um benefı´cio vi ≥ 0 para o sistema. De forma geral, assumimos que a func¸a˜o
benefı´cio associada a Si assume a seguinte forma:
Ai(Ui,ui,vi) =
min(ui,Ui)
Ui
vi , (3.2)
onde ui representa o percentual de processador efetivamente alocado a Si.
Esta notac¸a˜o e´ aplicada no exemplo a seguir, apresentada rapidamente aqui para fins ilus-
trativos. O mesmo caso de uso e´ revisitado no Capı´tulo 8 em detalhes.
3.2 Sistemas de Visa˜o, Controle e Navegac¸a˜o de um Roboˆ
Mo´vel
Para ilustrar o modelo de sistema utilizado neste trabalho, considere o software executado
em um roboˆ de competic¸a˜o acadeˆmica. O seu objetivo e´ percorrer um labirinto sem nenhum
conhecimento pre´vio sobre a disposic¸a˜o de suas paredes.
Este software e´ composto por va´rias tarefas: Software de controle em malha fechada con-
trola seus motores. Sensores infra-vermelho detectam as paredes, usando tarefas de background
para periodicamente atualizar o modelo interno que o roboˆ possui do labirinto. Um sistema de
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visa˜o captura objetos de interesse (ı´cones nas paredes), os catalogando e reconhecendo atrave´s
do labirinto.
Estes quatro sub-sistemas (controle de motores, detecc¸a˜o de paredes, manutenc¸a˜o do ma-
pa/definic¸a˜o de caminho e, finalmente, visa˜o) compartilham o mesmo processador. Portanto,
servidores CBS podem ser usados para garantir seu isolamento temporal. Na notac¸a˜o usada
neste trabalho, um servidor S1 poderia receber a tarefa de controle dos motores, S2 a tarefa de
visa˜o e assim por diante.
Cada uma destas tarefas tem mu´ltiplos modos de operac¸a˜o. A tarefa de controle de motores,
por exemplo, na˜o necessita de uma reserva de tempo de CPU enquanto o roboˆ esta´ parado. En-
tretanto, enquanto o roboˆ esta´ em movimento ela se torna crı´tica: se um obsta´culo e´ detectado,
ela precisa responder rapidamente para garantir que o roboˆ pare em tempo ha´bil.
Pode-se perceber, portanto, que o benefı´cio A1 para a tarefa atribuı´da ao servidor S1 (con-
trole de motores) muda ao longo do tempo de execuc¸a˜o do sistema. Enquanto o roboˆ esta´
parado, A1 = 0. Enquanto esta´ em movimento, A1 0. Estas mudanc¸as em benefı´cio ocorrem
em todas as tarefas do roboˆ, e cada uma delas requer a reconfigurac¸a˜o do escalonador para que
a reserva de processador seja redistribuı´da, maximizando o benefı´cio agregado do sistema.
Outros exemplos de mudanc¸a de benefı´cio podem ser encontrados no sistema de visa˜o. Este
sistema tem treˆs nı´veis de ana´lise que devem ser executados para que uma imagem na parede
seja reconhecida em sua base de dados. Inicialmente, imagens de baixa resoluc¸a˜o sa˜o captu-
radas em alta frequeˆncia, calculando periodicamente a chance do quadro conter uma imagem.
Uma vez que esta chance ultrapassa um certo limiar, a tarefa troca de nı´vel para confirmar a
presenc¸a da imagem. Finalmente, confirmada a presenc¸a da imagem, um terceiro nı´vel e´ ati-
vado. Neste nı´vel final, a imagem e´ comparada com aquelas armazenadas pelo roboˆ, com o
objetivo de identifica´-la em sua base de dados. A cada mudanc¸a de nı´vel, a utilizac¸a˜o de pro-
cessador e importaˆncia (e portanto, benefı´cio) da tarefa crescem. No u´ltimo destes nı´veis, a
frequeˆncia da tarefa e´ diminuı´da para um quinto do seu valor original, enquanto a utilizac¸a˜o se
multiplica por dez.
Seja S2 o servidor a tratar o sistema de visa˜o. Pode-se imaginar que cada um destes nı´veis
leva tanto o benefı´cio A2 e a utilizac¸a˜o requerida U2 a aumentar. Quando a soma da utilizac¸a˜o
requerida por todas as tarefas viola a condic¸a˜o (3.1), cabe ao sistema de reconfigurac¸a˜o deci-
dir qual alocac¸a˜o de tempo de CPU fazer, sacrificando tarefas menos importantes (que trazem
menos benefı´cio) no processo.
Como pode-se notar, reconfigurar os paraˆmetros (Qi,Ti) dos servidores em S para maxi-
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mizar o benefı´cio total do sistema requer a soluc¸a˜o de um problema de otimizac¸a˜o, no qual a
equac¸a˜o (3.1) e´ uma das restric¸o˜es. Diversos modelos diferentes deste problema foram criados,
cada um com a capacidade de capturar diferentes aspectos de diferentes aplicac¸o˜es, como por
exemplo, a natureza discreta ou contı´nua dos modos de cada uma das tarefas.
3.3 Modelos de Sistema
Este trabalho apresenta treˆs modelos para os sistemas Tempo Real compostos por servidores
CBS, os modelos Discreto, Contı´nuo, Hı´brido, e mais a aplicac¸a˜o de objetivos na˜o aditivos para
estes treˆs modelos. Segue uma descric¸a˜o mais detalhada de cada um destes:
Modelo Discreto (MD) Para este modelo, assume-se que existem valores pre´-determinados de
(Qi,Ti) para cada servidor Si, o que torna as instaˆncias deste modelo um problema de
Programac¸a˜o Inteira (PI). Este modelo e´ particularmente u´til para uso em aplicac¸o˜es cu-
jas tarefas possuem implementac¸o˜es alternativas e/ou diferentes possı´veis perı´odos. Por
exemplo, diferentes algoritmos de decodificac¸a˜o ou taxas de quadro podem ser obser-
vadas no processamento de um vı´deo comprimido digitalmente. Custos de execuc¸a˜o e
taxas de quadros mais altos levam a uma qualidade de servic¸o mais alta, e vice-versa.
Como sera´ visto no Capı´tulo 4, o MD leva a um problema de otimizac¸a˜o NP-Difı´cil.
Um algoritmo exato baseado em programac¸a˜o dinaˆmica e dois esquemas eficientes de
aproximac¸a˜o sa˜o apresentados para este problema.
Modelo Contı´nuo (MC) Neste modelo de sistema, as varia´veis de decisa˜o sa˜o contı´nuas, uma
vez que os possı´veis valores de (Qi,Ti) na˜o sa˜o pre´-determinados. Sa˜o definidos inter-
valos dentro dos quais os valores ui = Qi/Ti devem ser fixados de forma a maximizar o
benefı´cio total do sistema. No Capı´tulo 5 este modelo e´ detalhado e uma soluc¸a˜o o´tima
para instaˆncias do MC podem ser encontradas analiticamente com um algoritmo muito
eficiente.
Modelo Hı´brido (MH) Em alguns cena´rios, ale´m da selec¸a˜o de implementac¸o˜es distintas de
uma tarefa durante uma reconfigurac¸a˜o (como no MD) tambe´m pode existir a liberdade
para um ajuste fino da utilizac¸a˜o de cada um dos modos. O MH compartilha enta˜o a
pre´-definic¸a˜o de modos com o MD, e desfruta de parte da flexibilidade presente no MC.
O Capı´tulo 6 descreve o modelo e uma soluca˜o baseada em programac¸a˜o dinaˆmica, com
a possibilidade de um passo adicional baseado no MC para o aumento da qualidade das
soluc¸o˜es encontradas.
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Func¸o˜es Objetivo Na˜o-Aditivas (NA) Um dos aspectos na˜o contemplados pelos modelos des-
critos acima e´ justic¸a, u´til quando e´ de interesse da aplicac¸a˜o fazer uma distribuic¸a˜o equa-
lita´ria de parte dos recursos de processamento. Por exemplo, e´ possı´vel que a maximizac¸a˜o
do benefı´cio total do sistema levaria a` reduc¸a˜o excessiva dos recursos alocados a um
grupo de servidores. Este aspecto e´ contemplado pela definic¸a˜o de func¸o˜es objetivo na˜o-
aditivas para os modelos MD, MC e MH. Estas novas func¸o˜es objetivo sa˜o apresenta-
das no Capı´tulo 7, onde tambe´m se demonstra que a resoluc¸a˜o dos novos problemas de
otimizac¸a˜o e´ feita de forma eficiente.
3.4 Suma´rio
Este capı´tulo apresentou a notac¸a˜o que sera´ utilizada ao longo deste trabalho, seguida de
um exemplo de aplicac¸a˜o que a infraestrutura definida aqui pretende contemplar. A natureza
multi-modal das tarefas da aplicac¸a˜o descrita esclarece a motivac¸a˜o para a infraestrutura de
reconfigurac¸a˜o proposta nesta dissertac¸a˜o. Va´rios modelos de reconfigurac¸a˜o foram descritos
para contemplar diferentes tipos de aplicac¸a˜o. Suas respectivas formulac¸o˜es e soluc¸o˜es sera˜o
apresentadas a partir do pro´ximo capı´tulo.
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4 Modelos Discretos
Os modelos discretos sa˜o caracterizados por configurac¸o˜es pre´-determinadas para os ser-
vidores. Uma configurac¸a˜o k de um server Si tem uma utilizac¸a˜o ui,k = Qi,k/Ti,k dada pelo
orc¸amento Qi,k e perı´odo Ti,k. Desta forma, pode-se obter a seguinte formulac¸a˜o:
PD : f d = Maximize ∑
Si∈S
∑
k∈Ki
Ai,kxi,k (4.1a)
Sujeito a :
∑
Si∈S
∑
k∈Ki
ui,kxi,k ≤ 1 (4.1b)
ui,k =
Qi,k
Ti,k
(4.1c)
∑
k∈Ki
xi,k = 1, Si ∈S (4.1d)
xi,k ∈ {0,1}, Si ∈S ,k ∈ Ki (4.1e)
O paraˆmetro Ai,k define o benefı´cio induzido ao se alocar ui,k unidades de recurso compu-
tacional ao servidor Si. A varia´vel xi,k, definida pela equac¸a˜o (4.1e), indica a escolha de uma
das k ∈ Ki configurac¸o˜es relativas ao servidor Si. Apenas uma configurac¸a˜o deve ser selecio-
nada, o que e´ representado pela restric¸a˜o (4.1d). A restric¸a˜o (4.1b) garante a escalonabilidade
de S de acordo com a polı´tica EDF. O problema cla´ssico da mochila e´ trivialmente redutı´vel
ao problema de reconfigurac¸a˜o dinaˆmica discreta, logo PD e´ NP-Difı´cil. Sem perda de genera-
lidade, vamos assumir que ui,k ≤ ui,k−1 para todo Si ∈S e k ≥ 2. Para modelar a possibilidade
de cancelamento de um servidor Si basta definir Ai,1 = 0 e ui,1 = 0. Assumimos tambe´m que
∑Si∈S ui,1 < 1 pois, de outra forma, os servidores na˜o seriam escalona´veis ou na˜o haveria po-
tencial para otimizar as aplicac¸o˜es. Assume-se ainda que Ai,k e Ti,k sa˜o racionais.
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Servidor Si
i = 1 i = 2 i = 3 i = 4
ui,1 10/100 15/100 5/100 7/100
ui,2 30/100 25/100 20/100 15/100
ui,3 50/100 40/100 35/100 20/100
ui,4 70/100 55/100 60/100 30/100
ui,5 80/100 75/100 65/100 40/100
Tabela 4.1: Recursos computacionais associados aos servidores.
Servidor Si
i = 1 i = 2 i = 3 i = 4
Ai,1 0.125 0.2 0.076 0.175
Ai,2 0.375 0.333 0.307 0.375
Ai,3 0.625 0.533 0.538 0.5
Ai,4 0.875 0.733 0.923 0.75
Ai,5 1 1 1 1
Tabela 4.2: Benefı´cios associados a`s diferentes verso˜es dos servidores.
4.1 Instaˆncia Exemplo
A instaˆncia exemplo apresenta n = 4 servidores cujas demandas computacionais sa˜o dadas
na Tabela 4.1. Os benefı´cios aparecem na Tabela 4.2. Note que o nu´mero de verso˜es de cada
servidor Si ∈S e´ Ki = 5.
4.2 Algoritmos de Programac¸a˜o Dinaˆmica
Esta subsec¸a˜o apresenta dois algoritmos de programac¸a˜o dinaˆmica para o problema de
reconfigurac¸a˜o discreta PD. O primeiro algoritmo maximiza o benefı´cio para o sistema to-
mando como restric¸a˜o a utilizac¸a˜o relativa das tarefas. Por outro lado, o segundo algoritmo
minimiza a utilizac¸a˜o relativa assumindo como restric¸a˜o um benefı´cio mı´nimo especificado
para o sistema. Chamamos a primeira versa˜o de primal e a segunda de dual. Ambos os algorit-
mos resolvem verso˜es generalizadas do problema cla´ssico da mochila [38] onde um item pode
ser selecionado com diferentes nı´veis discretos de peso e valor.
4.2.1 Versa˜o Primal
O princı´pio por tra´s da programac¸a˜o dinaˆmica esta´ na divisa˜o do problema PD em sub-
problemas, cada um deles considerando um subconjunto dos servidores e um percentual do
recurso disponı´vel. Contudo, o projeto do algoritmo de programac¸a˜o dinaˆmica exige que
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os valores ui,k e o lado direito da restric¸a˜o (4.1b) sejam inteiros. Isto pode ser contornado
multiplicando-se a desigualdade (4.1b) pelo menor mu´ltiplo comum dos paraˆmetros Ti,k, diga-
mos Λ, o que leva a` desigualdade equivalente:
∑
Si∈S
∑
k∈Ki
Λui,kxi,k ≤ Λ (4.2)
Seja PD(m,λ ) a versa˜o de PD que se restringe a encontrar as verso˜es dos servidores emSm =
{S1,S2, . . . ,Sm} ⊆S quando a fatia de recursos disponı´vel e´ λ ∈ {0,1, . . . ,Λ}. Formalmente,
esta versa˜o restrita e´ dada por:
PD(m,λ ) : f d(m,λ ) = Max ∑
(i,k)∈Ω(m)
Ai,kxi,k (4.3a)
S. a :
∑
(i,k)∈Ω(m)
Λui,kxi,k ≤ λ (4.3b)
∑
(i,k)∈Ω(m)
xi,k = 1, Si ∈Sm (4.3c)
xi,k ∈ {0,1}, (i,k) ∈Ω(m) (4.3d)
onde Ω = {(i,k) : Si ∈ S , k ∈ Ki} define o conjunto de todos os pares servidor e nı´vel de
configurac¸a˜o, enquanto Ω(m) = {(i,k) ∈ Ω : Si ∈ Sm} define o conjunto de pares restrito ao
subconjunto de servidoresSm.
Obviamente PD ≡ PD(n,Λ) e portanto f d = f d(n,Λ). Note que f d(m,λ ′) ≥ f d(m,λ ′′)
sempre que λ ′′ ≥ λ ′, mas na˜o se pode assegurar que f d(m′,λ ) ≥ f d(m′′,λ ) quando m′ ≥ m′′
devido a` igualdade (4.3c). A versa˜o restrita PD(m,λ ) pode facilmente ser colocada em uma
forma recursiva:
PD(m,λ ) : f d(m,λ ) = Max ∑
k∈Km
Am,kxm,k + f d(m−1,λ −λm) (4.4a)
S. a :
λm = ∑
k∈Km
Λum,kxm,k (4.4b)
∑
k∈Km
xm,k = 1 (4.4c)
xm,k ∈ {0,1}, k ∈ Km (4.4d)
com f d(i,λ ) =−∞ se λ < Λui,1 para todo Si ∈S . O caso terminal da recursa˜o ocorre quando
m = 0, neste caso f d(0,λ ) = 0 se λ ≥ 0 e f d(0,λ ) = −∞ se λ < 0. A recursa˜o (4.4a)–(4.4d)
leva a um algoritmo de programac¸a˜o dinaˆmica com pseudo-co´digo explicitado abaixo.
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Algoritmo 3: Algoritmo de programac¸a˜o dinaˆmica para o modelo discreto
input: ServidoresS , paraˆmetros Ai,k, ui,k e Λ
initialize: n := |S |
for m = 1, . . . ,n do
f d(m,0) :=−∞
p(m,0) := 0
for λ = 0, . . . ,Λ do
f d(0,λ ) := p(0,λ ) := 0
for λ = 1, . . . ,Λ do
for m = 1, . . . ,n do
f d(m,λ ) :=−∞
p(m,λ ) := 0
for k = 1, . . . ,κ(m) do
if λ ≥ Λum,k and f d(m−1,λ −Λum,k +Am,k)> f d(m,λ ) then
f d(m,λ ) := f d(m−1,λ −Λui,k)+Am,k
p(m,λ ) := k
return ( f d, p)
No algoritmo acima, p(m,λ ) registra qual configurac¸a˜o, dentre as κ(m) disponı´veis, e´ sele-
cionada na soluc¸a˜o de PD(m,λ ). Por exemplo, se o servidor Sm executa segundo a configurac¸a˜o
k ∈ Km, enta˜o p(m,λ ) = k e f d(m,λ ) = f d(m− 1,λ −Λum,k)+Am,k. Note que os primeiros
dois lac¸os correspondem ao caso base da formulac¸a˜o recursiva (4.4a)–(4.4d). O terceiro e maior
lac¸o constitui o procedimento recursivo.
O algoritmo consome Θ(Λn) unidades de memo´ria para armazenar as tabelas f d(m,λ ) e
p(m,λ ) e finaliza em Θ(Λnmax{κi : Si ∈S }) passos computacionais. O tempo de execuc¸a˜o
do algoritmo e´ pseudo-polinomial em func¸a˜o da dependeˆncia de Λ.
A aplicac¸a˜o do algoritmo de programac¸a˜o dinaˆmica a` instaˆncia exemplo dada na Subsec¸a˜o
4.1 produz a Tabela 4.3 com o benefı´cio o´timo e a Tabela 4.4 com a soluc¸a˜o o´tima da famı´lia de
sub-problemas {PD(m,λ )}. As tabelas trazem apenas as colunas que fazem parte da soluc¸a˜o
o´tima. As entradas em negrito indicam as deciso˜es o´timas associadas aos sub-problemas:
• a soluc¸a˜o de PD(4,100) define x4,5 = 1 (u4,5 = 0.40) com benefı´cio A4,5 = 1;
• a soluc¸a˜o de PD(3,60) define x3,3 = 1 (u3,3 = 0.35) com benefı´cio A3,3 = 0.538;
• a soluc¸a˜o de PD(2,25) define x2,1 = 1 (u2,1 = 0.15) com benefı´cio A2,1 = 0.200;
• a soluc¸a˜o de PD(1,10) define x1,1 = 1 (u1,1 = 0.10) com benefı´cio A1,1 = 0.125.
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f d(m,λ )
m\λ 0 10 25 60 100
0 0 0 0 0 0
1 −∞ 0.125 0.125 0.625 1.000
2 −∞ −∞ 0.325 0.708 1.208
3 −∞ −∞ −∞ 0.863 1.458
4 −∞ −∞ −∞ 1.151 1.863
Tabela 4.3: Tabela f d(m,λ ).
p(m,λ )/um,p(m,λ )
m\λ 0 10 25 60 100
0 0 0/ 0/ 0/ 0/
1 0 1/0.10 1/0.10 3/0.50 5/0.80
2 0 0/ 1/0.15 2/0.25 2/0.25
3 0 0/ 0/ 3/0.35 5/0.65
4 0 0/ 0/ 4/0.30 5/0.40
Tabela 4.4: Tabela p(m,λ ).
O benefı´cio ma´ximo gerado durante a reconfigurac¸a˜o e´ de A4,5+A3,3+A2,1+A1,1 = 1.863 =
f d(n,Λ), como indicado na Tabela 4.3.
4.2.2 Versa˜o Dual
Aqui apresenta-se uma formulac¸a˜o alternativa para resolver o problema de reconfigurac¸a˜o
dinaˆmica discreta. A ide´ia esta´ em transformar a restric¸a˜o de escalonabilidade (4.1b) em func¸a˜o
objetivo, enquanto o objetivo original dado por (4.1a) passa a ser modelado como restric¸a˜o. Tal
formulac¸a˜o pode levar a uma reduc¸a˜o da complexidade computacional visto que esta passa a
ser independente do valor de Λ. De fato, como sera´ visto, a soluc¸a˜o para a formulac¸a˜o dual
depende apenas do nu´mero de servidores, do nu´mero de suas reconfigurac¸o˜es e dos valores dos
benefı´cios associados a`s suas respectivas verso˜es.
Para a sı´ntese do algoritmo de programac¸a˜o dinaˆmica os paraˆmetros Ai,k teriam de ser intei-
ros. Assumindo que estes paraˆmetros sa˜o nu´meros racionais, Ai,k =Ni,k/Di,k, pode-se encontrar
uma formulac¸a˜o inteira equivalente substituindo Ai,k por ΨAi,k onde Ψ e´ o menor mu´ltiplo co-
mum dos paraˆmetros Di,k.
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A formulac¸a˜o dual para o problema de reconfigurac¸a˜o fica:
P̂D(ψ) : f̂ d(ψ) = Minimize ∑
(i,k)∈Ω
ui,kxi,k (4.5a)
Sujeito a :
∑
(i,k)∈Ω
ΨAi,kxi,k ≥Ψψ (4.5b)
∑
k∈Ki
xi,k = 1, Si ∈S (4.5c)
xi,k ∈ {0,1}, (i,k) ∈Ω (4.5d)
onde f̂ d(ψ) e´ o menor consumo de recursos necessa´rio para que os servidores produzam um
benefı´cio de pelo menos ψ .
Para se chegar a um algoritmo de programac¸a˜o dinaˆmica, teremos que desenvolver uma
versa˜o restrita e recursiva para P̂D(ψ) atrave´s da noc¸a˜o de benefı´cio ajustado ΨAi,k, com
restric¸a˜o de benefı´cio ajustado mı´nimo assumindo valores δ ∈ {0,1, . . . ,Ψψ}, e se restringindo
ao subconjuntoSm = {S1, . . . ,Sm} de servidores. Formalmente, esta versa˜o restrita e recursiva
e´ dada por:
P̂D(m,δ ) : f̂ d(m,δ ) = Minimize ∑
k∈Km
um,kxm,k + f̂ d(m−1,max{δ −δm,0}) (4.6a)
Sujeito a :
δm = ∑
k∈Km
ΨAm,kxm,k (4.6b)
∑
k∈Km
xm,k = 1 (4.6c)
xm,k ∈ {0,1}, k ∈ Km (4.6d)
Em outras palavras, f̂ d(m,δ ) e´ o esforc¸o computacional mı´nimo para reconfigurar os servidores
do sub-conjuntoSm enquanto gerando um benefı´cio ajustado de pelo menos δ unidades.
Caso na˜o seja possı´vel induzir este benefı´cio mı´nimo, enta˜o f̂ d(m,δ ) assume o valor +∞.
Obviamente, f̂ d(m,δ ) = +∞ sempre que Ψ∑Si∈Sm Ai,κ(i) < δ para qualquer Sm. A condic¸a˜o
de contorno e´ obtida definindo f̂ d(0,δ ) = +∞ para todo δ > 0 e f̂ d(0,0) = 0. Um limite
superior para o benefı´cio ma´ximo e´ ∆ = Ψ∑Si∈S Ai,κ(i). ∆
∗ ≤ ∆ e´ o menor valor para o qual
f̂ d(n,∆∗)≤ 1 induz a reconfigurac¸a˜o o´tima. Seja x = (xi,k : (i,k) ∈Ω) um vetor com a soluc¸a˜o
o´tima para PD(n,Λ) e x¯ = (x¯i,k : (i,k) ∈ Ω) um vetor com a soluc¸a˜o o´tima para P̂D(n,∆∗).
Enta˜o, ∑Si∈S Ai,kxi,k = ∑Si∈S Ai,kx¯i,k/Ψ, enquanto ∑Si∈S ui,kxi,k/Λ≤ 1 e ∑Si∈S ui,kx¯i,k ≤ 1. O
valor ∆∗ pode ser encontrado algoritmicamente por meio da programac¸a˜o dinaˆmica.
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Algoritmo 4: Algoritmo de programac¸a˜o dinaˆmica dual para o modelo discreto
input: ServidoresS , paraˆmetros Ai,k, ui,k e Ψ
initialize: n := |S |
initialize: ∆ :=Ψ∑Si∈S Ai,κ(i)
initialize: f̂ d(0,0) := p̂(0,0) := 0
for δ = 1, . . . ,∆ do
f̂ d(0,δ ) :=+∞
p̂(0,δ ) := 0
δ := 0
while δ ≤ ∆ do
for m = 1, . . . ,n do
f̂ d(m,δ ) :=+∞
p̂(m,δ ) := 0
for k = 1, . . . ,κ(m) do
if um,k + f̂ d(m−1,max{δ −Am,k,0})< f̂ d(m,δ ) then
f̂ d(m,δ ) := um,k + f̂ d(m−1,max{δ −Am,k,0})
p̂(m,δ ) := k
if f̂ d(m,δ )> 1 then
∆? := ∆−1
return ( f̂ d, p̂,∆?)
δ := δ +1
f̂ d(m,δ )
m\δ/Ψ 0 0.125 0.325 0.863 1.863
0 0 ∞ ∞ ∞ ∞
1 0 0.10 0.30 0.70 ∞
2 0 0.25 0.25 0.70 1.45
3 0 0.30 0.30 0.60 1.35
4 0 0.37 0.37 0.50 1.00
Tabela 4.5: Tabela f̂ d(m,λ ).
Inicialmente, algumas atribuic¸o˜es sa˜o feitas no primeiro lac¸o for do algoritmo. O lac¸o
principal, o while, termina quando o valor de f̂ d(m,δ ) > 1, ou seja, quando consome-se mais
recursos computacionais do que disponı´vel implicando a na˜o escalonabilidade dos servidores.
As linhas que atribuem f̂ d(m,δ ) :=+∞ e p̂(m,δ ) := 0 correspondem a`s condic¸o˜es de contorno
explicadas anteriormente. O lac¸o for mais interno, que itera de k = 1, . . . ,κ(m), e´ o responsa´vel
pelo procedimento recursivo definido pela equac¸a˜o (4.6a).
Como pode ser observado pelo co´digo do algoritmo de programac¸a˜o dinaˆmica dual, sa˜o
necessa´rios Θ(∆∗n) ∈ O(∆n) unidades de memo´ria. O tempo de execuc¸a˜o e´ da ordem de
O(∆∗nmax{κ(i) : Si ∈S }).
O algoritmo de programac¸a˜o dinaˆmica produz a Tabela 4.5 com o consumo de recursos
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p̂(m,δ )/Am,p̂(m,δ )
m\δ/Ψ 0 0.125 0.325 0.863 1.863
0 0 0/ 0/ 0/ 0/
1 0 1/0.125 2/0.375 4/0.875 0/
2 0 1/0.20 1/0.20 3/0.533 5/1.00
3 0 1/0.076 1/0.076 3/0.538 4/0.923
4 0 1/0.175 1/0.175 3/0.50 5/1.00
Tabela 4.6: Tabela p̂(m,δ ).
mı´nimos e a Tabela 4.6 com as deciso˜es de reconfigurac¸a˜o se aplicado a` instaˆncia exemplo dada
na Subsec¸a˜o 4.1. Utilizou-se Ψ= 1000 e ∆= 4000. Observe que ∆∗/Ψ= 1.863 = f d(n,Λ). A
reconfigurac¸a˜o produzida pelo algoritmo dual determina x4,5 = 1, x3,3 = 1, x2,1 = 1 e x1,1 = 1,
conferindo com a soluc¸a˜o produzida pelo algoritmo primal.
4.3 Algoritmos de Aproximac¸a˜o
Um algoritmo que retorna uma soluc¸a˜o pro´xima da o´tima e´ dito algoritmo de aproximac¸a˜o.
Tais algoritmos podem ser u´teis na busca de uma soluc¸a˜o de boa qualidade quando o tempo com-
putacional e´ restrito, em particular quando se tratando de problemas NP-Difı´ceis. No que segue
apresentamos alguns conceitos fundamentais e especializamos algoritmos de aproximac¸a˜o do
problema da mochila para o problema de reconfigurac¸a˜o discreta.
4.3.1 Noc¸o˜es Preliminares
Alguns conceitos fundamentais para o projeto de algoritmos de aproximac¸a˜o sa˜o apresen-
tados tomando como base [30].
Definic¸a˜o 1. Um problema de otimizac¸a˜o P e´ caracterizado por:
• [Instaˆncias] D : um conjunto de verso˜es de paraˆmetros.
• [Soluc¸o˜es] S(I) : o conjunto de todas as soluc¸o˜es factı´veis para uma instaˆncia I ∈ D.
• [Valor] f : uma func¸a˜o que associa um valor a cada soluc¸a˜o, ou seja, f : S(I)→ R.
Definic¸a˜o 2. Dada uma instaˆncia I ∈ D de um problema de maximizac¸a˜o P, uma soluc¸a˜o
ω?I ∈ S(I) e´ dita o´tima se f (ω?I )≥ f (ω), ∀ω ∈ S(I). O valor da soluc¸a˜o o´tima sera´ designado
por OPT (I) = f (ω?I ).
Definic¸a˜o 3. Um algoritmo de aproximac¸a˜o A, para um problema de otimizac¸a˜o P, e´ um
algoritmo de tempo polinomial que produz uma soluc¸a˜o ω ∈ S(I) dada uma instaˆncia I. A(I)
vai denotar o valor f (ω) da soluc¸a˜o produzida por A.
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Definic¸a˜o 4. Seja A um algoritmo de aproximac¸a˜o para um problema de maximizac¸a˜o P. O
desempenho relativo RA(I) do algoritmo A em uma instaˆncia de entrada I e´ definido como:
RA(I) =
OPT (I)
A(I)
Para um problema de minimizac¸a˜o, o desempenho relativo e´ definido como:
RA(I) =
A(I)
OPT (I)
O desempenho relativo e´ definido diferentemente para problemas de minimizac¸a˜o e maxi-
mizac¸a˜o de forma a se ter uma medida padra˜o de qualidade da soluc¸a˜o produzida por A. Note
que o desempenho relativo e´ pelo menos 1 e a qualidade da soluc¸a˜o aproximada melhora a`
medida que o desempenho relativo se aproxima de 1.
Definic¸a˜o 5. Um algoritmo A e´ dito esquema de aproximac¸a˜o se para qualquer instaˆncia I e
toleraˆncia de erro ε > 0, o algoritmo produz uma soluc¸a˜o com objetivo A(I) tal que:
• A(I)≥ (1− ε)OPT (I) quando o problema e´ de maximizac¸a˜o; e
• A(I)≤ (1+ ε)OPT (I) quando o problema e´ de minimizac¸a˜o.
Definic¸a˜o 6. Um esquema de aproximac¸a˜o A e´ dito esquema de aproximac¸a˜o polinomial se
para um valor fixo ε > 0, o tempo de execuc¸a˜o de A e´ limitado por um polinoˆmio no tamanho da
instaˆncia I. A e´ dito esquema de aproximac¸a˜o polinomial completo se o tempo de execuc¸a˜o
de A e´ limitado polinomialmente no tamanho de I e 1/ε .
Para um subconjunto de pares de servidor e nı´vel de reconfigurac¸a˜o ω ⊆Ω, seja:
1. S(ω) = {Si : (i,k) ∈ ω} o conjunto de servidores presentes em ω;
2. f (ω) = ∑(i,k)∈ω Ai,k o benefı´cio induzido por ω; e
3. u(ω) =∑(i,k)∈ω ui,k a quantidade de recursos consumidos pelos servidores para as verso˜es
especificadas em ω .
Definic¸a˜o 7. ω ⊆ Ω e´ uma reconfigurac¸a˜o factı´vel1 se e somente as seguintes condic¸o˜es sa˜o
satisfeitas:
i) |S(ω)|= |S |;
1Soluc¸a˜o factı´vel para PD
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ii) u(ω)≤ 1.
A condic¸a˜o (i) indica que o conjunto ω deve conter exatamente um par (i,k) para cada
servidor Si. A condic¸a˜o (ii) corresponde a` condic¸a˜o de escalonabilidade segundo a polı´tica
EDF.
4.3.2 Algoritmo Guloso Densidade
Algoritmo 5: Algoritmo AGD
input: ServidoresS , paraˆmetros Ai,k e ui,k
initialize: Ordene os pares de Ω−{(i,1) : Si ∈S } na sequeˆncia
〈(i1,k1), . . . ,(i|Ω|−|S |,k|Ω|−|S |)〉 tal que Aˆip,kp > Aˆiq,kq ou Aˆip,kp = Aˆiq,kq e
uˆip,kp ≥ uˆiq,kp para todo p < q
initialize: ω := /0
initialize: b := 1−∑Si∈S ui,1
initialize: t := 1
while t ≤ |Ω| and |ω|< |S | do
if Sit 6∈ S(ω) and (uit ,kt −uit ,1)≤ b then
ω := ω ∪{(it ,kt)}
b := b− (uit ,kt −uit ,1)
t := t+1
for Si ∈S −S(ω) do
ω := ω ∪{(i,1)}
return ω
O algoritmo guloso densidade (Algoritmo 5) apresenta dois passos distintos. Primeiro, sa˜o
alocados os mı´nimos de recursos a cada um dos servidores para assegurar a factibilidade da
reconfigurac¸a˜o. Esta reserva de recursos se faz necessa´ria em func¸a˜o da equac¸a˜o (4.1d) que
exige que cada servidor receba uma fatia dos recursos. Segundo, sa˜o distribuidos os recur-
sos restantes aos servidores seguindo uma ordem na˜o crescente do benefı´cio adicional relativo
Aˆi,k = (Ai,k−Ai,1)/(ui,k−ui,1) como chave prima´ria de ordenac¸a˜o e decrescente de demanda de
recurso relativo uˆi,k = (ui,k−ui,1) com chave secunda´ria de ordenac¸a˜o.
Pre´-alocando ui,1 unidades a cada servidor Si ∈S , o problema PD pode ser reformulado
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como:
PD : f d = Maximize ∑
Si∈S
∑
k∈Ki−{1}
(Ai,k−Ai,1)xadi,k + ∑
Si∈S
Ai,1 (4.7a)
Sujeito a :
∑
Si∈S
∑
k∈Ki−{1}
(ui,k−ui,1)xadi,k ≤ 1− ∑
Si∈S
ui,1 (4.7b)
∑
k∈Ki−{1}
xadi,k ≤ 1, Si ∈S (4.7c)
xadi,k ∈ {0,1}, Si ∈S ,k ∈ Ki−{1} (4.7d)
Observe que existe uma relac¸a˜o de um-para-um entre as soluc¸o˜es da formulac¸a˜o (4.1a)–(4.1e)
e da formulac¸a˜o (4.7a)–(4.7d). Em particular, para todo servidor Si ∈S se ∑k∈Ki−{1} xadi,k = 0
enta˜o xi,1 = 1 e xi,k = 0 para todo k ∈ Ki−{1}. Caso contra´rio, se ∑k∈Ki−{1} xadi,k = 1, enta˜o
xi,1 = 0 e xi,k = xadi,k para todo k ∈ Ki−{1}.
Algoritmo 6: Algoritmo AGD-M
input: ServidoresS , paraˆmetros Ai,k e ui,k
initialize: (i′,k′) := arg max
(i,k)∈Ω
{Ai,k−Ai,1 : ui,k−ui,1 ≤ 1−∑St∈S ut,1}
initialize: ω ′ := {(i,1) : Si ∈S , i 6= i′}∪{(i′,k′)}
initialize: ω := AGD(S ,{A},{u})
if f (ω ′)> f (ω) then
return ω ′
else
return ω
O algoritmo guloso densidade modificado (AGD-M, Algoritmo 6) retorna a reconfigurac¸a˜o
produzida por AGD, ω , a menos que a reconfigurac¸a˜o de um servidor Si′ em um nı´vel de
execuc¸a˜o k′, (i′,k′), induza um valor objetivo maior que o produzido pelo algoritmo guloso
densidade. Neste caso, AGD-M retorna ω ′ = {(i,1) : Si ∈S , i 6= i′}∪{(i′,k′)}.
Teorema 1. O desempenho do algoritmo guloso densidade modificado e o desempenho o´timo
esta˜o relacionados pela expressa˜o:
AGD-M(I)≥ OPT (I)+∑Si∈S Ai,1
2
(4.8)
Prova: Seja I uma instaˆncia do problema de reconfigurac¸a˜o PD. Seja ω? a soluc¸a˜o produzida
por AGD-M, onde ω? = ω se f (ω) ≥ f (ω ′) e, caso contra´rio, ω? = ω ′. Defina (iω ,kω) =
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arg max
(i,k)∈Ω:k>1
{(Ai,k−Ai,1)/(ui,k−ui,1) : (i,1) ∈ ω}. Claramente,
OPT (I)≤ f (ω)+ Aiω ,kω −Aiω ,1
uiω ,kω −uiω ,1
(1− ∑
(i,k)∈ω
ui,k)
Ha´ dois casos possı´veis. Se ω? = ω , enta˜o vale:
OPT (I)≤ 2 f (ω)− ∑
Si∈S
Ai,1 = 2AGD-M(I)− ∑
Si∈S
Ai,1
=⇒ AGD-M(I)≥ OPT (I)+∑Si∈S Ai,1
2
Por outro lado, se ω? = ω ′, enta˜o vale:
OPT (I)≤ 2 f (ω ′)− ∑
Si∈S
Ai,1 = 2AGD-M(I)− ∑
Si∈S
Ai,1
=⇒ AGD-M(I)≥ OPT (I)+∑Si∈S Ai,1
2
Assim demonstrando a relac¸a˜o (4.8) entre OPT (I) e AGD-M(I). 
Corola´rio 1. O algoritmo guloso densidade modificado tem desempenho relativo RAGD−M ≤ 2.
Prova: Do teorema acima, tem-se que:
OPT (I)
AGD-M(I)
≤ OPT (I)
(OPT (I)+∑Si∈S Ai,1)/2
≤ 2
Demonstrando que RAGD−M = 2. 
O algoritmo AGD-M produz as reconfigurac¸o˜es ω = {(1,1),(2,1),(3,3),(4,5)} com be-
nefı´cio total f (ω) = 1,863 e ω ′ = {(1,1),(2,1),(3,5),(4,1)} com f (ω ′) = 1,5 quando apli-
cado a` instaˆncia I do exemplo. Logo a soluc¸a˜o final e´ ω com benefı´cio f (ω) = 1,863. Observe
que a soluc¸a˜o o´tima ω? gerada pelo algoritmo de programac¸a˜o dinaˆmica induz um benefı´cio de
f (ω?) = 1,863. Concluı´mos que o algoritmo de aproximac¸a˜o obteve a soluc¸a˜o o´tima global e
a relac¸a˜o (4.8) e´ obviamente satisfeita: ∑Si∈S Ai,1 = 0,576 e OPT (I) = 1,863, o que implica
(OPT (I)+∑Si∈S Ai,1)/2 = 1,2195≤ AGD-M(I).
4.3.3 Esquema de Aproximac¸a˜o Polinomial Completo
Da mesma forma que os algoritmos de programac¸a˜o dinaˆmica, podemos estender o es-
quema de aproximac¸a˜o polinomial completo (EAPC) [37] do problema da mochila ao problema
de reconfigurac¸a˜o dinaˆmica. Tal esquema toma como base a formulac¸a˜o dual P̂D(ψ) e assume
que os paraˆmetros de benefı´cio sa˜o inteiros na˜o negativos, o que e´ garantido com o emprego
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de ΨAi,k no lugar de Ai,k e Ψψ no lugar de ψ . Seja ∆ um limite superior para o benefı´cio
ma´ximo—um limite trivial e´ nAmax onde Amax =max{ΨAiκ(i) : Si ∈S }. Lembre que a soluc¸a˜o
de P̂D(ψ) via programac¸a˜o dinaˆmica tem limite superior O(∆nκmax) = O(n2Amaxκmax) onde
κmax = max{κ(i) : Si ∈S }. Se os valores dos benefı´cios fossem limitados por um polinoˆmio
em n, enta˜o ∆ tambe´m seria limitado por um polinoˆmio em n e, consequentemente, o algoritmo
executaria em tempo polinomial. A ide´ia por tra´s do EAPC esta´ em ignorar os bits menos sig-
nificativos dos benefı´cios de acordo com o paraˆmetro ε , tornando os benefı´cios limitados por
um polinoˆmio em n e 1/ε . Tal estrate´gia leva a um algoritmo com tempo de execuc¸a˜o limi-
tado por um polinoˆmio em n e 1/ε , enquanto produz uma soluc¸a˜o com objetivo de pelo menos
(1− ε)OPT (I).
Algoritmo 7: Algoritmo EAPC
input: ServidoresS , paraˆmetros Ai,k, ui,k,ε
initialize: α := εAmaxn
initialize: Substitua ΨAi,k por
⌊
ΨAi,k
α
⌋
e Ψψ por
⌊
Ψψ
α
⌋
em P̂D(ψ)
Denomine o problema resultante de P̂D(ψ)ε
Resolva P̂D(ψ)ε utilizando o algoritmo de programac¸a˜o dinaˆmica dual, obtendo a
soluc¸a˜o o´tima ωε
return ωε
Seja I uma instaˆncia do algoritmo de reconfigurac¸a˜o PD onde os benefı´cios sa˜o substituı´dos
por ΨAi,k. Seja ω? a soluc¸a˜o o´tima deste problema. Denomine por Iε a instaˆncia obtida a
partir de I por meio do arredondamento dos benefı´cios e seja f dε a func¸a˜o objetivo segundo
os benefı´cios arredondados. Considere o benefı´cio induzido por uma configurac¸a˜o (i,k) ∈ ω?.
Ao se arredondar os benefı´cios, α
⌊
ΨAi,k
α
⌋
pode ser menor que ΨAi,k mas na˜o mais do que α .
Portanto,
f d(ω?)−α f dε(ωε)≤ nα
O algoritmo de programac¸a˜o dinaˆmica dual produz uma soluc¸a˜o ωε de qualidade igual ou su-
perior a ω? segundo os custos arredondados. Portanto:
f d(ωε)≥ α f dε(ωε)
≥ f d(ω?)−nα
= OPT (I)−n
⌊
εAmax
n
⌋
≥ OPT (I)− εAmax
≥ (1− ε)OPT (I)
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ε max{
⌊
ΨAmax
α
⌋
: Si ∈S } f d(ωε) n2
⌊ n
ε
⌋
κmax
10−3 1000 1,863 320000
10−2 100 1,863 32000
10−1 10 1,863 3200
100 1 1,401 320
Tabela 4.7: Aplicac¸a˜o do esquema de aproximac¸a˜o polinomial a` instaˆncia exemplo.
uma vez que OPT (I) ≥ Amax, sob a hipo´tese que existe uma soluc¸a˜o factı´vel que conte´m uma
configurac¸a˜o qualquer (i,k) ∈ Ω com k 6= 1. Note que o algoritmo de programac¸a˜o dinaˆmica
dual resolve Iε com um tempo de execuc¸a˜o O(n2
⌊
Amax
α
⌋
κmax) = O(n2
⌊n
ε
⌋
κmax), que e´ polino-
mial em n e 1/ε .
A Tabela 4.7 mostra a aplicac¸a˜o do esquema de aproximac¸a˜o polinomial a` instaˆncia exem-
plo definida nas Tabelas 4.1 e 4.2. Pode ser visto que o valor de ε pode ser aumentado signifi-
cativamente antes que exista alguma degradac¸a˜o na qualidade da soluc¸a˜o. Ao mesmo tempo, o
valor de (n2
⌊n
ε
⌋
κmax) chegou a um mile´simo do seu valor original na primeira degradac¸a˜o da
qualidade de soluc¸a˜o observada.
4.4 Ana´lise Nume´rica
Para avaliar o desempenho dos algoritmos de aproximac¸a˜o (EAPC e AGD-M), diversos
testes foram conduzidos, inicialmente de forma isolada e posteriormente com o objetivo de
comparar o desempenho das duas abordagens. Ambos os algoritmos foram implementados em
C++ e executados sobre Linux em um processador Intel Core2Duo 2.20GHz CPU com 2GB de
RAM.
Para avaliar o desempenho do EAPC, 100 instaˆncias aleato´rias de PD com |S | = 100
e 3 ≤ κ(i) ≤ 10 foram geradas, usando distribuic¸o˜es uniformes para todas as varia´veis. As
soluc¸o˜es o´timas foram alcanc¸adas usando programac¸a˜o dinaˆmica e um valor me´dio foi obtido.
As mesmas 100 instaˆncias foram enta˜o solucionadas com EAPC usando valores de ε entre 0.1
e 0.9.
Como pode se ver na Figura 4.1(a), que mostra a performance relativa do EAPC, o valor
de ε pode ser significativamente incrementado antes que a degradac¸a˜o da qualidade da soluc¸a˜o
ocorra, e mesmo enta˜o, o decre´scimo em valor e´ pequeno. Com ε = 0.9 a soluc¸a˜o me´dia dada
pelo EAPC para as 10 instaˆncias de PD foi 99.978% do valor o´timo me´dio. A Figura 4.1(b)
mostra o tempo de execuc¸a˜o do EAPC para 25≤ |S | ≤ 100 e 0.05≤ ε ≤ 0.95. Pode-se ver que
o tempo de execuc¸a˜o diminui drasticamente com o uso de valores maiores de ε , e nas instaˆncias
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Figura 4.1: Avaliac¸a˜o do EAPC.
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Figura 4.2: Avaliac¸a˜o do AGD-M.
com 100 servidores a diminuic¸a˜o no tempo de execuc¸a˜o de ε = 0.25 para ε = 0.95 foi maior
que 75%. E´ va´lido notar que a plotagem do tempo de execuc¸a˜o para valores maiores de |S |
na˜o comec¸a antes que ε atinja um certo valor pois, para as instaˆncias geradas, um valor menor
de ε levaria a α < 1 e a um problema desnecessariamente mais complexo.
Para avaliar o tempo de execuc¸a˜o e a qualidade das soluc¸o˜es do algoritmo AGD, 50 instaˆncias
aleato´rias de PD com 25≤ |S | ≤ 250 (em incrementos de 25) e 3≤ κ(i)≤ 10 foram geradas,
novamente usando distribuic¸o˜es uniformes para todas varia´veis. As soluc¸o˜es o´timas foram ob-
tidas usando programac¸a˜o dinaˆmica, e seu valor me´dio foi calculado.
A Figura 4.2(a) mostra o desempenho relativo do AGD-M. Pode-se ver que as soluc¸o˜es
dadas pelo AGD-M ficam, na pra´tica, muito mais pro´ximas do valor o´timo do que do limite
superior calculado pelo Teorema 4.8.
A Figura 4.2(b) mostra que o tempo de execuc¸a˜o de ambos AGD e AGD-M para diferentes
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Figura 4.3: Comparac¸a˜o entre AGD-M e EAPC.
valores de |S |. O AGD-M e´ ligeiramente mais lento devido a` procura inicial por uma soluc¸a˜o
trivial que ele realiza. Uma comparac¸a˜o com o algoritmo PD (na˜o mostrado no gra´fico) mostra
que estes me´todos teˆm um tempo de execuc¸a˜o aproximadamente vinte mil vezes menor.
Finalmente, para comparar o tempo de execuc¸a˜o do AGD-M com o do EAPC, o seguinte
teste foi conduzido: 100 instaˆncias de PD com 10≤ |S | ≤ 100 (em incrementos de 10) e 3≤
κ(i)≤ 10 foram geradas. Suas soluc¸o˜es o´timas foram obtidas usando programac¸a˜o dinaˆmica, e
seu valor valor me´dio para cada valor de |S | foi calculado. As me´dias das soluc¸o˜es dadas pelo
AGD-M tambe´m foram calculadas. O EAPC foi enta˜o executado com valores cada vez maiores
de ε ate´ que a func¸a˜o objetivo (mostrada na Figura 4.3(b)) se tornasse menor que aquela dada
pelo AGD-M para cada instaˆncia. Isto tem o efeito de mostrar quanto tempo o EAPC leva para
retornar uma soluc¸a˜o ta˜o pro´xima quanto possı´vel daquela dada pelo AGD-M. A Figura 4.3(a)
mostra que, apesar de muito mais ra´pido que programac¸a˜o dinaˆmica, o EAPC leva pelo menos
7 e ate´ 210 vezes mais tempo para retornar uma soluc¸a˜o igual a`quela dada pelo AGD-M, e a
diferenc¸a aumenta junto com o valor de |S |.
Os resultados indicam que o AGD-M deve ser favorecido ja´ que ele produz soluc¸o˜es pro´ximas
do o´timo na maioria dos casos. Quando a diferenc¸a entre o o´timo e a soluc¸a˜o dada pelo AGD-M
e´ substancial, o EAPC pode ser usado uma vez que a qualidade da soluc¸a˜o pode ser trocada por
velocidade de soluc¸a˜o atrave´s do paraˆmetro ε .
4.5 Suma´rio
Neste capı´tulo foi apresentado um modelo de sistema que assume a existeˆncia de valores
conhecidos para a utilizac¸a˜o de cada um dos modos Ui,k dos servidores Si. Foram apresentados
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ainda os algoritmos de programac¸a˜o dinaˆmica primal e dual para o problema, o segundo dos
quais foi utilizado na definic¸a˜o de um esquema de aproximac¸a˜o polinomial completo (EAPC).
Um algoritmo de aproximac¸a˜o guloso (AGD-M) tambe´m foi apresentado, e uma comparac¸a˜o
entre ele e o EAPC mostrou que o AGD-M tem uma melhor relac¸a˜o custo/benefı´cio por trazer
boas soluc¸o˜es em uma frac¸a˜o do tempo que o EAPC leva.
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5 Modelos Contı´nuos
A versa˜o contı´nua do problema de otimizac¸a˜o e´ caracterizada pela auseˆncia de configurac¸o˜es
pre´-definidas de cada servidor Si. Em outras palavras, na˜o ha´ valores pre´-estabelecidos para
ui =Qi/Ti. Resolver a versa˜o contı´nua e´, portanto, encontrar os valores para cada ui, 0< ui≤Ui
de tal forma que haja benefı´cio ma´ximo para o sistema. Mais formalmente,
PC : f c = Maximize ∑
Si∈S
Ai(Ui,ui,vi) (5.1a)
Sujeito a :
∑
Si∈S
ui ≤ 1 (5.1b)
0 < ui ≤Ui, ∀Si ∈Si (5.1c)
Semelhantemente a` versa˜o discreta, a escalonabilidade e´ garantida pela equac¸a˜o (5.1b). O fato
de na˜o haver mais benefı´cio em atribuir valores de ui > Ui ao servidor Si e´ expressado pela
restric¸a˜o (5.1c).
Introduzindo limites inferiores para ui e uma func¸a˜o objetivo linear, o problema (5.1a)–
(5.1c) se torna um problema de programac¸a˜o linear que admite uma soluc¸a˜o analı´tica. A versa˜o
linear e´ dada por:
PC′ : Maximize ∑
Si∈S
Aiui (5.2a)
Sujeito a :
∑
Si∈S
ui ≤ 1 (5.2b)
Li ≤ ui ≤Ui, ∀Si ∈Si (5.2c)
onde Li (Ui) e´ um limite inferior (superior) para alocac¸a˜o de processador ao servidor Si, Ai
e´ a taxa de benefı´cio por unidade de processador induzida pela tarefa e ui e´ o consumo de
processador por Si.
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Suponha que os servidores esta˜o em ordem decrescente de taxa de benefı´cio, isto e´, Ai ≥
Ai+1 para todo i < n. Seja i∗ = argmax{∑ij=1(U j − L j) ≤ 1−∑nj=1 L j : Si ∈ S }. Pode-se
demonstrar que a soluc¸a˜o o´tima para PC′ e´:
ui =

Ui, se i≤ i∗
1−∑i∗j=1U j−∑nj=i∗+2 L j, se i = i∗+1
Li, se i≥ i∗+2
(5.3)
O Teorema 2 apresenta uma demonstrac¸a˜o de otimalidade da soluc¸a˜o (5.3).
Nota-se que ∑ni=1 ui = U , o que significa que alocar a banda de acordo com a Equac¸a˜o
(5.3) maximiza o uso total de banda do sistema, uma condic¸a˜o necessa´ria para que a soluc¸a˜o
u = (u1,u2, . . . ,un) seja o´tima.
Lema 1. Seja u = (u1,u2, . . . ,un) uma soluc¸a˜o factı´vel para o problema PC′, definido pe-
las Equac¸o˜es (5.2a)-(5.2c). Se ∑ni=1 ui < U, existe outra soluc¸a˜o u′ = (u′1,u
′
2, . . . ,u
′
n) tal que
f c(u′)> f c(u) e ∑ni=1 u′i =U.
Demonstrac¸a˜o. Seja ∑ni=1 ui =U ′ < U . Deve existir, portanto, ui e ε > 0 tal que U ′+ ε ≤U
e ui + ε ≤ Ui. Seja u′j = u j para todo j 6= i e u′i = ui + ε . Uma vez que a func¸a˜o objetivo e´
monotonicamente crescente em ui, e´ claro que f c(u′) > f c(u). A repetic¸a˜o deste argumento
leva a ∑ni=1 u′i =U .
O Teorema abaixo mostra de forma concisa a otimalidade da soluc¸a˜o derivada.
Teorema 2. O problema PC′, definido pelas equac¸o˜es (5.2a)-(5.2c), tem soluc¸a˜o dada pela
Equac¸a˜o (5.3).
Demonstrac¸a˜o. A prova sera´ feita por contradic¸a˜o. Considere um sistema S composto por n
servidores cujos benefı´cios sa˜o ordenados de forma na˜o-crescente em A1, . . . ,An. Assumindo
u = (u1, . . . ,un) como a soluc¸a˜o na˜o o´tima dada pela Equac¸a˜o (5.3). Deve, portanto, existir
u′ = (u′1, . . . ,u
′
n) tal que
f c(u′)> f c(u). Se αi = u′i−ui, pode-se escrever
f c(u′)− f c(u) = ∑
u′
( j)>u( j)
α( j)A( j)+ ∑
u′
(k)<u(k)
α(k)A(k) > 0 (5.4)
Se u′( j)> u( j), pode-se concluir que j≥ i∗+1 uma vez que u( j)=U( j) para todo j < i∗+1. Ale´m
disso, u′(k) < u(k), k≤ i∗+1 uma vez que u(k) = L(k) para todo k > i∗+1. Destas observac¸o˜es e
do fato que A(i+1) ≤ A(i) para todo i < n a desigualdade (5.4) implica que
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i Li Ui Ai
1 0.0667 0.2000 3
2 0.0667 0.6000 2
3 0.0400 0.3333 1
Tabela 5.1: Instaˆncia exemplo do PC′.
i ui
1 0.2000
2 0.6000
3 0.2000
Tabela 5.2: Soluc¸a˜o da instaˆncia exemplo do PC′.
A(i∗+1) ∑
u′
( j)>u( j)
α( j)+A(i∗+1) ∑
u′
(k)<u(k)
α(k) > 0
Atrave´s da Equac¸a˜o (5.3) sabe-se que ∑ni=1 ui =U . Pelo Lema 1, tambe´m pode-se assumir que
∑ni=1 u′i =U . Portanto,
α = ∑
u′
( j)>u( j)
α( j) =− ∑
u′
(k)<u(k)
α(k)
enta˜o α(A(i∗+1)−A(i∗+1))> 0, o que e´ uma contradic¸a˜o.
A Tabela 5.1 mostra uma instaˆncia de PC′. Para aplicar a soluc¸a˜o (5.3), e´ necessa´rio ordenar
os servidores pela ordem na˜o-crescente de benefı´cio Ai, levando a ordem apresentada nas linhas
desta Tabela.
A partir deste ponto, a definic¸a˜o de i∗, o ı´ndice do u´ltimo servidor a receber seu Ui de
utilizac¸a˜o, e´ questa˜o apenas de calcular o somato´rio que garante a escalonabilidade do sistema.
Feito este ca´lculo chega-se em i∗ = 2, o que leva a` soluc¸a˜o o´tima apresentada na Tabela 5.2.
5.1 Modelo com Representac¸a˜o de Consumo e Perı´odo
O modelo anterior, por usar os valores de utilizac¸a˜o ui como varia´veis de decisa˜o, deixa em
aberto os valores de tempo de computac¸a˜o Qi e o perı´odo Ti das tarefas a serem reconfiguradas.
A seguinte extensa˜o do modelo contı´nuo visa separar estes valores de forma a permitir que cada
servidor redefina o tempo de computac¸a˜o e o perı´odo, que passam a ser varia´veis de decisa˜o.
Isto permite que o projetista do sistema mantenha o perı´odo das tarefas dentro dos limites T mini
e T maxi e o tempo de computac¸a˜o dentro dos limites Q
min
i e Q
max
i , assim limitando a degradac¸a˜o.
Apesar desta vantagem, este novo mecanismo de reconfigurac¸a˜o leva a uma formulac¸a˜o na˜o-
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linear e na˜o-convexa:
PC2 : f c = Maximize ∑
Si∈S
Ai
Qi
Ti
(5.5a)
Sujeito a :
∑
Si∈S
Qi
Ti
≤ 1 (5.5b)
Qmini ≤ Qi ≤ Qmaxi , ∀Si ∈S (5.5c)
T mini ≤ Ti ≤ T maxi , ∀Si ∈S (5.5d)
Podemos entretanto lineariza´-lo atrave´s de uma mudanc¸a de varia´vel:
ui =
Qi
Ti
(5.6)
Assim, PC2 se torna o seguinte problema de programac¸a˜o linear:
Maximize ∑
Si∈S
Aiui (5.7a)
Sujeito a : (5.7b)
∑
Si∈S
ui ≤ 1 (5.7c)
Qmini ≤ Qi ≤ Qmaxi , ∀Si ∈S (5.7d)
Qi
T maxi
≤ ui ≤ QiT mini
, ∀Si ∈S (5.7e)
Vamos agora definir outra mudanc¸a de varia´vel, fazendo:
Qi = Qmini +∆Qi
ui =
Qi
T maxi
+∆ui =
Qmini +∆Qi
T maxi
+∆ui
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Com isso o problema acima assume a forma:
Maximize ∑
Si∈S
Ai
T maxi
Qmini + ∑
Si∈S
Ai
T maxi
∆Qi+ ∑
Si∈S
Ai∆ui (5.8a)
Sujeito a :
∑
Si∈S
∆ui+ ∑
Si∈S
∆Qi
T maxi
≤ 1− ∑
Si∈S
Qmini
T maxi
(5.8b)
∆ui−∆Qi
(
1
T mini
− 1
T maxi
)
≤ Qmini
(
1
T mini
− 1
T maxi
)
, ∀Si ∈S (5.8c)
∆Qi ≤ Qmaxi −Qmini , ∀Si ∈S (5.8d)
∆ui ≥ 0, ∀Si ∈S (5.8e)
∆Qi ≥ 0, ∀Si ∈S (5.8f)
Suponha que os servidores esta˜o em ordem decrescente de taxa de benefı´cio, isto e´, Ai ≥
Ai+1 para todo i < n. Pode-se mostrar que uma soluc¸a˜o o´tima para o problema dado por (5.8a)–
(5.8f) e´ obtida como segue. Seja:
i∗ = argmax
{
i
∑
j=1
Qmaxj
T minj
≤ 1−
n
∑
j=i+1
Qminj
T maxj
: i≤ n
}
α(i∗) = 1−
i∗
∑
i=1
Qmaxi
T mini
−
n
∑
i=i∗+1
Qmini
T maxi
Ha´ duas possibilidades:
Caso 1:
Qmaxi∗+1−Qmini∗+1
T maxi∗+1
6< α(i∗)
Enta˜o a soluc¸a˜o e´ dada por:
i) ∆Qi = Qmaxi −Qmini e ∆ui = Qmaxi
(
1
T mini
− 1T maxi
)
para i = 1, . . . , i∗
ii) ∆Qi∗+1 = α(i∗)T maxi∗+1 e ∆ui∗+1 = 0
iii) ∆Qi = 0 e ∆ui = 0 para i = i∗+2, . . . ,n
Caso 2:
Qmaxi∗+1−Qmini∗+1
T maxi∗+1
< α(i∗)
Enta˜o a soluc¸a˜o e´ dada por:
i) ∆Qi = Qmaxi −Qmini e ∆ui = Qmaxi
(
1
T mini
− 1T maxi
)
para i = 1, . . . , i∗
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ii) ∆Qi∗+1 = Qmaxi∗+1−Qmini∗+1 e ∆ui∗+1 = α(i∗)−
Qmaxi∗+1−Qmini∗+1
T maxi∗+1
iii) ∆Qi = 0 e ∆ui = 0 para i = i∗+2, . . . ,n
Em termos da formulac¸a˜o (5.5a)–(5.5d), a soluc¸a˜o o´tima e´ dada por:
Caso 1:
Qmaxi∗+1−Qmini∗+1
T maxi∗+1
6< α(i∗)
Enta˜o a soluc¸a˜o e´ dada por:
i) Qi = Qmaxi e Ti = T
min
i para i = 1, . . . , i
∗
ii) Qi∗+1 = Qmini∗+1+α(i
∗)T maxi∗+1 e Ti∗+1 = T
max
i∗+1
iii) Qi = Qmini e Ti = T
max
i para i = i
∗+2, . . . ,n
Caso 2:
Qmaxi∗+1−Qmini∗+1
T maxi∗+1
< α(i∗)
Enta˜o a soluc¸a˜o e´ dada por:
i) Qi = Qmaxi e Ti = T
min
i para i = 1, . . . , i
∗
ii) Qi∗+1 = Qmaxi∗+1 e Ti∗+1 =
Qmaxi∗+1T
max
i∗+1
Qmini∗+1+α(i
∗)T maxi∗+1
iii) Qi = Qmini e Ti = T
max
i para i = i
∗+2, . . . ,n
Exemplo
Os dados da instaˆncia exemplo sa˜o:
i Qmini Q
max
i T
min
i T
max
i Ai
1 1 5 15 25 3
2 2 4 20 30 3
3 2 6 10 30 2
4 1 5 15 25 1
5 2 4 20 30 1
Resolvendo o modelo (5.7b)–(5.7e) usando um solver de programac¸a˜o linear, obte´m-se a
soluc¸a˜o abaixo com valor objetivo 2.42667:
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i Qi ui Ti
1 5 0.333333 15
2 4 0.2 20
3 6 0.36 16.6667
4 1 0.04 25
5 2 0.0666667 30
Resolvendo o modelo (5.8a)–(5.8f), obte´m-se a soluc¸a˜o abaixo com valor objetivo 1.8674
+ 0.56 = 2.4274:
i ∆Qi ∆ui Qi ui Ti
1 4 0.1335 5 0.3335 14.9925
2 2 0.0667 4 0.2 20
3 4 0.16 6 0.36 16.6667
4 0 0 1 0.04 25
5 0 0 2 0.0667 29.985
A discrepaˆncia entre as soluc¸o˜es se deve ao emprego de poucas casas decimais na representac¸a˜o
(5.8a)–(5.8f).
Aplicando o procedimento analı´tico de soluc¸a˜o descrito acima, verifica-se que i∗ = 2 e
α(i) = 0.2933. Uma vez que Q
max
i∗+1−Qmini∗+1
T maxi∗+1
= 0.1333 < 0.2933 = α(i∗), o caso 2 define a soluc¸a˜o
que segue abaixo:
i ∆Qi ∆ui Qi ui Ti
1 4 0.1333 5 0.3333 15
2 2 0.0667 4 0.2 20
3 4 0.16 6 0.36 16.6667
4 0 0 1 0.04 25
5 0 0 2 0.0667 30
5.2 Equivaleˆncia entre Modelos com Carga Relativa e com
Representac¸a˜o de Consumo e Perı´odo
Aqui desenvolvemos a equivaleˆncia entre o modelo com carga relativa (PC′), dado por
(5.2a)–(5.2c), e o modelo com representac¸a˜o de consumo e perı´odo (PC2), dado por (5.5a)–
(5.5d).
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Lema 2. O modelo PC′ e´ equivalente a PC2 se ui = Qi/Ti, Li = Qmini /T
max
i , e Ui = Q
max
i /T
min
i
para todo Si ∈S .
Prova: Seja (T,Q) = (Ti,Qi : Si ∈S ) uma soluc¸a˜o para PC2. Seja u = (ui = Qi/Ti : Si ∈S )
a soluc¸a˜o candidata para PC′. A restric¸a˜o (5.5d) implica 1/T maxi ≤ 1/Ti ≤ 1/T mini e juntamente
com (5.5c) tem-se Qmini /T
max
i ≤Qi/Ti ≤Qmaxi /T maxi e, portanto, Li ≤ ui ≤Ui para todo Si ∈S .
A restric¸a˜o (5.2a) e´ satisfeita por u pois (5.5b) e´ sastifeita por (T,Q). Logo u e´ factı´vel para
PC′. Ale´m disso, u e (T,Q) teˆm o mesmo valor objetivo pois ∑Si∈S AiQi/Ti = ∑Si∈S Aiui.
Tome uma soluc¸a˜o u= (ui : Si ∈S ) para PC′. Esta satisfaz a restric¸a˜o (5.2c) que e´ expressa
como Qmini /T
max
i ≤ Qi/Ti ≤ Qmaxi /T maxi . Ha´ que se encontrar uma soluc¸a˜o (T,Q) factı´vel para
PC2 tal que Qi/Ti = ui. Fazendo Qi = uiTi, as restric¸o˜es (5.5c) e (5.5d) se tornam Qmini ≤
uiTi ≤ Qmaxi e T mini ≤ Ti ≤ T maxi . A soluc¸a˜o (T,Q) = (Ti,Tiui : Si ∈ S ) e´ factı´vel se existir
Ti tal que max{T mini ,Qmini /ui} ≤ Ti ≤ min{T maxi ,Qmaxi /ui} para todo Si ∈S . Na˜o existiria Ti
satisfazendo estas desigualdades somente se T mini > Q
max
i /ui ou se T
max
i < Q
min
i /ui. Mas isto
ocorreria apenas se ui >Ui ou se ui < Li. Logo (T,Q) e´ factı´vel para PC2 pois a desigualdade
(5.5b) tambe´m e´ satisfeita. Note que u e (T,Q) teˆm o mesmo valor objetivo.
Conclui-se que PC′ e PC2 sa˜o equivalentes. 
Para ilustrar a equivaleˆncia, tome a instaˆncia de PC2 dada na Sec¸a˜o 5.1. Os dados da
instaˆncia PC′ equivalente sa˜o:
i Li Ui Ai
1 0.0400 0.3333 3
2 0.0667 0.2000 3
3 0.0667 0.6000 2
4 0.0400 0.3333 1
5 0.0667 0.2000 1
O algoritmo para soluc¸a˜o de PC′ determina que i∗ = 2, produzindo a soluc¸a˜o:
i ui Ti Qi
1 0.3333 15 5
2 0.2000 20 4
3 0.3600 10 3.6
4 0.0400 25 1
5 0.0667 30 2
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Para obter a soluc¸a˜o para PC2, utilizou-se Ti = max{T mini ,Qmini /ui} e Qi = Tiui. O valor da
func¸a˜o objetivo induzida por esta soluc¸a˜o e´ 2.42667, que, como esperado, e´ o valor exato
alcanc¸ado pela soluc¸a˜o de PC2 utilizando um solver de programac¸a˜o linear.
5.3 Ana´lise Nume´rica
Problemas de diferentes valores de |S | foram gerados para verificar o tempo de execuc¸a˜o
do algoritmo. Especificamente, 25 ≤ |S | ≤ 250. Todos valores foram gerados usando uma
distribuic¸a˜o uniforme tanto para valores de utilizac¸a˜o quanto de benefı´cio. A me´dia do tempo de
soluc¸a˜o de 5 instaˆncias de cada tamanho e´ mostrada para minimizar erros de medic¸a˜o. A Figura
5.1 mostra os tempos de execuc¸a˜o do solucionador analı´tico da formulac¸a˜o PC. Em comparac¸a˜o
com os algoritmos de aproximac¸a˜o do modelo discreto, este algoritmo leva aproximadamente a
metade do tempo para instaˆncias do mesmo tamanho.
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Figura 5.1: Tempo de execuc¸a˜o da soluc¸a˜o analı´tica.
5.4 Suma´rio
Neste capı´tulo foram apresentados dois modelos de sistema que na˜o assumem a pre´-determinac¸a˜o
de modos bem definidos, mas um intervalo contı´nuo de possı´veis utilizac¸o˜es que podem ser re-
servadas para cada tarefa. Para este modelo foi apresentado um algoritmo que alcanc¸a a soluc¸a˜o
analiticamente. Ensaios experimentais mostraram que a sua execuc¸a˜o e´ ainda mais ra´pida que
a dos algoritmos gulosos do modelo discreto do capı´tulo anterior.
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6 Modelos Hı´bridos
Para suportar aplicac¸o˜es com mu´ltiplas implementac¸o˜es da mesma tarefa e permitir que a
utilizac¸a˜o atribuı´da a cada uma seja ajusta´vel, foi definido um modelo que permite a definic¸a˜o
de nı´veis discretos de Qi como no modelo discreto, pore´m admitem-se ajustes contı´nuos no
perı´odo Ti. Formalmente,
PH : f h = Maximize ∑
Si∈S
∑
k∈Ki
Ai,k
Qi,k
Ti,k
xi,k (6.1a)
Sujeito a : ∑
Si∈S
∑
k∈Ki
Qi,k
Ti,k
xi,k ≤ 1 (6.1b)
T mini,k ≤ Ti,k ≤ T maxi,k , Si ∈S , k ∈ Ki (6.1c)
∑
k∈Ki
xi,k = 1, Si ∈S (6.1d)
xi,k ∈ {0,1}, Si ∈S , k ∈ Ki (6.1e)
onde Ai,k e´ o valor de benefı´cio, Qi,k e´ o orc¸amento ma´ximo, T mini,k e´ o perı´odo mı´nimo
e T maxi,k e´ o perı´odo ma´ximo para o k
esimo modo do servidor Si, sendo xi,k e Ti,k varia´veis de
decisa˜o. Se o servidor Si opera no modo k, enta˜o xi,k = 1 e o perı´odo deve-se encontrar no
intervalo [T mini,k ,T
max
i,k ]. Sendo Ω o conjunto de modos (i,k) de todos servidores Si do conjunto
S , as seguintes suposic¸o˜es sa˜o feitas:
1. T maxi,k ≥ T mini,k para todo (i,k) ∈Ω;
2. Qi,k−1 ≤ Qi,k para todo Si ∈S e k ∈ Ki−{1};
3. T mini,k−1 ≥ T maxi,k para todo Si ∈S e k ∈ Ki−{1}.
Apesar do modelo ser de natureza inteiro-mista na˜o-linear, ele pode ser redefinido como
um programa inteiro-misto linear atrave´s de uma troca de varia´vel:
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ui,k =
Qi,k
Ti,k
xi,k =⇒ Ti,k =
Qi,k
ui,k
xi,k
Enta˜o, a formulac¸a˜o hı´brida e´ redefinida como:
PH : f h = Maximize ∑
(i,k)∈Ω
Ai,kui,k (6.2a)
Sujeito a : ∑
(i,k)∈Ω
ui,k ≤ 1 (6.2b)
Qi,k
T maxi,k
xi,k ≤ ui,k ≤
Qi,k
T mini,k
xi,k, (i,k) ∈Ω (6.2c)
∑
k∈Ki
xi,k = 1, Si ∈S (6.2d)
xi,k ∈ {0,1}, (i,k) ∈Ω (6.2e)
Esta reformulac¸a˜o e´ linear com xi,k e ui,k como varia´veis de decisa˜o bina´ria e contı´nua,
respectivamente. O modelo hı´brido generaliza os modelos discreto e contı´nuo: ele se torna o
modelo discreto se T maxi,k = T
min
i,k para todo (i,k) ∈ Ω; e ele e´ redutı´vel ao modelo contı´nuo se
Qi,k
T maxi,k
=
Qi,k−1
T mini,k−1
para todo Si ∈S e k > 1. Obviamente, o modelo hı´brido e´ NP-Difı´cil.
6.1 Algoritmo de Programac¸a˜o Dinaˆmica
Sendo PHi(u) um sub-problema restrito aos servidores Si = {S1, . . . ,Si} e com uma dis-
ponibilidade de utilizac¸a˜o de uδ , onde u ∈ {0, . . . ,∆} e ∆ e´ um inteiro determinando o nu´mero
de intervalos nos quais a utilizac¸a˜o total e´ dividida, cada intervalo com comprimento δ = 1/∆.
Formalmente, PHi(u) e´ definido como:
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PHi(u) : f hi(u) = max ∑
k∈Ki
Ai,kui,k + f hi−1(u−ui) (6.3a)
Sujeito a : ∑
k∈Ki
ui,k ≤ δui (6.3b)
Qi,k
T maxi,k
xi,k ≤ ui,k ≤
Qi,k
T mini,k
xi,k, k ∈ Ki (6.3c)
∑
k∈Ki
xi,k = 1 (6.3d)
ui ∈ {0, . . . ,u} (6.3e)
xi,k ∈ {0,1}, k ∈ Ki (6.3f)
onde f hi(u) recebe o valor de −∞ quando PHi(u) e´ infactı´vel. O caso terminal PH1(u) e´
ideˆntico ao PHi(u) dado acima, exceto na func¸a˜o objetivo, que se torna ∑k∈Ki Ai,kui,k. Clara-
mente, PHn(∆) e´ uma aproximac¸a˜o de PH que se torna mais precisa e leva f hn(∆) na direc¸a˜o
de f h quando ∆ tende a ∞.
O conjunto {PHi(u)} de sub-problemas e´ soluciona´vel atrave´s de programac¸a˜o dinaˆmica,
como mostrado no Algoritmo 8. O algoritmo retorna o valor objetivo f hi(u), juntamente com
o nı´vel o´timo pi(u) ∈ Ki e a decisa˜o ui(u) para todo Si ∈ S e u ∈ {0, . . . ,∆}. O algoritmo
tem complexidade O(n∆2κmax) e tem uma complexidade de memo´ria de O(n∆), onde κmax =
max{κ(i) : Si ∈ S }. A soluc¸a˜o aproximada e´ controlada pelo paraˆmetro ∆, de forma que a
qualidade da soluc¸a˜o tende a aumentar junto com ∆, ao custo de maior tempo de execuc¸a˜o.
Uma forma de reduzir o tempo de computac¸a˜o e melhorar a qualidade da soluc¸a˜o consiste
na combinac¸a˜o do algoritmo de programac¸a˜o dinaˆmica para o modelo hı´brido com a soluc¸a˜o
analı´tica do modelo contı´nuo. Seja x(∆) = (xi,k : (i,k) ∈ Ω) um vetor que conte´m as deciso˜es
discretas e u(∆) = (ui,k : (i,k) ∈Ω) um vetor que conte´m as deciso˜es contı´nuas produzidas pelo
algoritmo de programac¸a˜o dinaˆmica quando o nı´vel de discretizac¸a˜o e´ ∆. Resultados pra´ticos
mostram que mesmo com um valor pequeno de ∆, o algoritmo de programac¸a˜o dinaˆmica tende
a chegar em um x(∆) que se aproxima do o´timo. Dado x(∆), o problema pode ser redefinido
de forma equivalente ao modelo contı´nuo PC ao se fixar as varia´veis xi,k de acordo com x(∆)
em PHn(∆). Portanto, uma soluc¸a˜o alternativa e´ obtida computando-se x(∆) e ulp(∆) atrave´s
da soluc¸a˜o deste modelo contı´nuo. Seja f hlpn (∆) o valor objetivo gerado pela soluc¸a˜o x(∆) e
ulp(∆). Percebe-se que ulp(∆) sera´ o´timo se x(∆) for o´timo. Claramente, f hlpn (∆)≥ f hn(∆) e a
diferenc¸a entre eles tende a aumentar enquanto o nı´vel de discretizac¸a˜o diminui.
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Algoritmo 8: Algoritmo de programac¸a˜o dinaˆmica para o modelo hı´brido de
reconfigurac¸a˜o de servidores
input: ServidoresS , paraˆmetros Ai,k, Qi,k, T mini,k , T
max
i,k , e ∆
initialize: δ := 1∆
for u = 0, . . . ,∆ do
f h1(u) :=−∞
p1(u) := 0
u1(u) := 0
for all k ∈ K1 do
if Q1,k/T max1,k ≤ uδ then
u1,k := min{uδ ,Q1,k/T min1,k }
if A1,ku1,k > f h1(u) then
f h1(u) := A1,ku1,k
p1(u) := k
u1(u) := u1,k
for i = 2, . . . ,n do
for u = 0, . . . ,∆ do
f hi(u) :=−∞
pi(u) := 0
ui(u) := 0
for ui = 0, . . . ,u do
for all k ∈ Ki do
if Qi,k/T maxi,k ≤ uiδ then
ui,k := min{uiδ ,Qi,k/T mini,k }
if Ai,kui,k + f hi−1(u−ui)> f hi(u) then
f hi(u) := Ai,kui,k + f hi−1(u−ui)
pi(u) := k
ui(u) := ui,k
return ( f hi, pi,ui)
6.2 Instaˆncia Ilustrativa
Uma instaˆncia exemplo do modelo hı´brido para reconfigurac¸a˜o de servidores e´ dado nas
Tabelas 6.1 e 6.2. Esta instaˆncia foi obtida atrave´s da modificac¸a˜o da instaˆncia discreta mostrada
na Sec¸a˜o 4.1. A soluc¸a˜o o´tima para PH e´ x1,5 = 1 e u1,5 = 0.864286, x2,1 = 1 e u2,1 = 0.071429,
x3,1 = 1 e u3,1 = 0.035714, x4,1 = 1 e u4,1 = 0.028571 que levam ao valor da func¸a˜o objetivo
f h = 0.886286. Esta soluc¸a˜o foi obtida atrave´s da soluc¸a˜o da instaˆncia em um solver IP.
A Tabela 6.3 mostra os valores da func¸a˜o objetivo para a soluc¸a˜o (x(∆),u(∆)) produzida
pelo algoritmo de programac¸a˜o dinaˆmica e a soluc¸a˜o (x(∆),ulp(∆)) produzida pela combinac¸a˜o
do algoritmo de programac¸a˜o dinaˆmica e a soluc¸a˜o analı´tica do modelo contı´nuo. Nota-se que
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Servidor Si
i = 1 i = 2 i = 3 i = 4
(
Qi,1
T maxi,1
,
Qi,1
T mini,1
) ( 15140 ,
15
130) (
10
140 ,
10
130) (
5
140 ,
5
130) (
4
140 ,
4
130)
(
Qi,2
T maxi,2
,
Qi,2
T mini,2
) ( 30130 ,
30
120) (
25
130 ,
25
120) (
20
130 ,
20
120) (
15
130 ,
15
120)
(
Qi,3
T maxi,3
,
Qi,3
T mini,3
) ( 50120 ,
50
110) (
32
120 ,
32
110) (
35
120 ,
35
110) (
20
120 ,
20
110)
(
Qi,4
T maxi,4
,
Qi,4
T mini,4
) ( 70110 ,
70
100) (
50
110 ,
50
100) (
60
110 ,
60
100) (
30
110 ,
30
100)
(
Qi,5
T maxi,5
,
Qi,5
T mini,5
) ( 80100 ,
80
90) (
60
100 ,
60
90) (
65
100 ,
65
90) (
40
100 ,
40
90)
Tabela 6.1: Orc¸amentos e perı´odos.
Server Si
i = 1 i = 2 i = 3 i = 4
Ai,1 0.125 0.2 0.076 0.175
Ai,2 0.375 0.333 0.307 0.375
Ai,3 0.625 0.533 0.538 0.5
Ai,4 0.875 0.733 0.923 0.75
Ai,5 1 1 1 1
Tabela 6.2: Valores de benefı´cio das configurac¸o˜es de servidores.
as deciso˜es discretas x(∆) coincidem com o o´timo para ∆≥ 25.
Os valores o´timos da func¸a˜o objetivo f h foram obtidos resolvendo o modelo linear inteiro-
misto definido nas Equac¸o˜es (6.1a)–(6.1e) atrave´s da utilizac¸a˜o um solver disponı´vel no pacote
NEOS [20].
6.3 Ana´lise Nume´rica
Para avaliar o desempenho do algoritmo de programac¸a˜o dinaˆmica para o modelo hı´brido e
o efeito da adic¸a˜o do passo contı´nuo, 90 instaˆncias aleato´rias de PH com |S |= 5 e 3≤ κ(i)≤
10 foram geradas usando distribuic¸o˜es uniformes para todas as varia´veis. As soluc¸o˜es o´timas
∆ δ f hn(∆) ( f h− f hn(∆))f h f h
lp
n (∆) ( f h− f h
lp
n (∆))
f h
10 0.1000 0.636192 28.22% 0.721717 18.57%
25 0.0400 0.863692 2.55% 0.886286 0.00%
50 0.0200 0.863692 2.55% 0.886286 0.00%
100 0.0100 0.873557 1.42% 0.886286 0.00%
200 0.0050 0.878173 0.92% 0.886286 0.00%
300 0.0033 0.882703 0.40% 0.886286 0.00%
Tabela 6.3: Soluc¸o˜es produzidas pelo algoritmo de programac¸a˜o dinaˆmica.
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Figura 6.1: Avaliac¸a˜o do algoritmo de programac¸a˜o dinaˆmica para o modelo hı´brido.
foram obtidas usando um solver inteiro-misto GLPK [16] , e o seu valor me´dio foi calculado.
A Figura 6.1(a) mostra o desempenho relativo do algoritmo de programac¸a˜o dinaˆmica por
si so´ e o algoritmo com o passo contı´nuo. Como pode ser visto, o algoritmo de programac¸a˜o
dinaˆmica sozinho atinge 95.74% do o´timo com ∆ = 50, e a adic¸a˜o do passo contı´nuo leva a
soluc¸a˜o dada a atingir 98.18% do valor o´timo com o mesmo ∆. A` medida que o ∆ cresce, as
soluc¸o˜es dadas pelo algoritmo com o passo contı´nuo se tornam quase o´timas. O aumento no
valor da func¸a˜o objetivo causado pelo passo contı´nuo custa um aumento praticamente insigni-
ficante no tempo de execuc¸a˜o devido a` natureza analı´tica do algoritmo.
A Figura 6.1(b) mostra o efeito do ∆ no tempo de execuc¸a˜o do algoritmo de programac¸a˜o
dinaˆmica para 25 ≤ |S | ≤ 100. Nota-se que, para as instaˆncias geradas, a soluc¸a˜o dada por
programac¸a˜o dinaˆmica com ∆ = 50 ja´ era mais do que 90% do valor o´timo. Um estudo de
que ∆ usar, analisando o intercaˆmbio entre tempo de execuc¸a˜o e qualidade de soluc¸a˜o deve ser
realizado antes da aplicac¸a˜o do algoritmo.
6.4 Suma´rio
Neste capı´tulo foi definido um modelo hı´brido, que busca incorporar na˜o so´ a presenc¸a de
modos bem definidos mas tambe´m um grau de liberdade para cada um desses modos. Apesar
de ter de selecionar um dos modos de cada tarefa, a infraestrutura de reconfigurac¸a˜o dispo˜e
de intervalos de utilizac¸a˜o dentro dos quais ajustes finos podem ser realizados. Para a soluc¸a˜o
deste modelo foi apresentado um algoritmo baseado em programac¸a˜o dinaˆmica parametrizado
em ∆, um fator de discretizac¸a˜o que permite o aumento da precisa˜o em troca de um aumento
no tempo de obtenc¸a˜o da soluc¸a˜o. Este algoritmo foi estendido por um passo que utiliza o
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algoritmo analı´tico do modelo contı´nuo para melhorar a qualidade das soluc¸o˜es.
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7 Modelos com Objetivos Na˜o-Aditivos
Uma alocac¸a˜o mais homogeˆnea de banda e´ obtida atrave´s do uso de func¸o˜es objetivo na˜o-
aditivas. A seguir, algoritmos para a soluc¸a˜o dos modelos discreto, contı´nuo e hı´brido com
objetivos na˜o-aditivos sa˜o desenvolvidos.
7.1 Modelo Discreto
O modelo discreto de reconfigurac¸a˜o de servidores com func¸a˜o objetivo na˜o-aditiva e´:
PDna : f dna = Maximize min
Si∈S ∑k∈Ki
Ai,kxi,k (7.1a)
Sujeito a : ∑
Si∈S
∑
k∈Ki
Ui,kxi,k ≤ 1 (7.1b)
Ui,k =
Qi,k
Ti,k
(7.1c)
∑
k∈Ki
xi,k = 1, Si ∈S (7.1d)
xi,k ∈ {0,1}, Si ∈S ,k ∈ Ki (7.1e)
O Algoritmo 9 e´ um procedimento guloso que encontra uma soluc¸a˜o o´tima para PDna.
Teorema 3. O algoritmo guloso soluciona PDna se Ui,k ≥ Ui,k−1 e Ai,k ≥ Ai,k−1 para todo
(i,k) ∈Ω, k > 1.
Demonstrac¸a˜o. Por contradic¸a˜o, assume-se que o algoritmo guloso retorna ω tal que a soluc¸a˜o
induzida x = x(ω) na˜o e´ o´tima, significando que f dna(x) < f dna(x?) onde x? e´ uma soluc¸a˜o
o´tima. Seja ω≥(x?) = {(i,k) ∈ ω : Ai,k ≥ f dna(x?)} e ω<(x?) = {(i,k) ∈ ω : Ai,k < f dna(x?)}.
Seja ω? = {(i,k) : x?i,k = 1} os pares ativos em x?. Seja tambe´m (i′,k′) = argmin{Ai,k : (i,k) ∈
ω} o par para qual o algoritmo guloso falhou ao tentar substituı´-lo por (i′,k′+1) e seja (i′,k′′)∈
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Algoritmo 9: Algoritmo guloso para a reconfigurac¸a˜o discreta de servidores com objetivo
na˜o-aditivo
input: ServidoresS , valores de benefı´cio Ai,k e utilizac¸o˜es Ui,k
Q := /0 e´ uma fila de prioridade
for todo Si ∈S do
Insira (i,1) com chave Ai,1 em Q
r := 1−∑Si∈SUi,1
while r > 0 do
(i,k) := o par com a menor chave em Q
if (r− (Ui,k+1−Ui,k))≥ 0 then
r := r− (Ui,k+1−Ui,k)
Remover (i,k) de Q
Inserir (i,k+1) com chave Ai,k+1 em Q
ω := {(i,k) : (i,k) ∈ Q}
retornar ω
ω? o par correspondente em x?. Enta˜o,
∑
(i,k)∈ω?
Ui,k = ∑
(i,k)∈ω?:(i,l)∈ω<(x?)
Ui,k + ∑
(i,k)∈ω?:(i,l)∈ω≥(x?)
Ui,k (7.2a)
≥ ∑
(i,k)∈ω<(x?)−{(i′,k′)}
Ui,k +Ui′,k′′+ ∑
(i,k)∈ω?:(i,l)∈ω≥(x?)
Ui,k (7.2b)
≥ ∑
(i,k)∈ω<(x?)−{(i′,k′)}
Ui,k +Ui′,k′′+ ∑
(i,k)∈ω≥(x?)
Ui,k (7.2c)
≥ ∑
(i,k)∈ω−{(i′,k′)}
Ui,k +Ui′,k′+1 (7.2d)
> 1 (7.2e)
contradizendo a suposic¸a˜o que x? e´ factı´vel. A desigualdade (7.2c)-(7.2d) procede do fato que
Ui,k ≥Ui,l para todo (i,k) ∈ ω? e (i, l) ∈ ω≥(x?), uma vez que caso contra´rio o algoritmo na˜o
teria selecionado (i, l), l > k, ja´ que Q continha (i′,k′) com Ai′,k′ < f dna(x?)≤min{Ai,k : (i,k)∈
ω?,(i, l) ∈ ω≥(x?), l > k} ≤min{Ai,l : (i,k) ∈ ω?,(i, l) ∈ ω≥(x?), l > k}.
Usando uma a´rvore de pesquisa balanceada ou um heap bina´rio como a estrutura de dados
para a fila de prioridades, o Algoritmo 9 executa em tempo O(|Ω| lgn). A aplicac¸a˜o deste
algoritmo para a instaˆncia das Tabelas 4.1 e 4.2 produz a soluc¸a˜o x mostrada na Tabela 7.1. O
objetivo e´ f dna(x) =min{0.375,0.333,0.307,0.375}= 0.307. Para melhorar a parte aditiva do
objetivo sem comprometer a parte na˜o-aditiva, o algoritmo pode ser complementado com uma
fase de po´s-processamento para usar a banda residual. Seria suficiente substituir a computac¸a˜o
de ω com o Algoritmo 10.
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Algoritmo 10: Po´s-processamento do algoritmo guloso para o modelo discreto com ob-
jetivo na˜o-aditivo
ω := /0
r := 1−∑Si∈SUi,1
for todo (i,k) ∈ Q do
if r ≥Ui,k+1−Ui,k then
ω := ω ∪{(i,k+1)}
r := r− (Ui,k+1−Ui,k)
else
ω := ω ∪{(i,k)}
Pares selecionados para ω
(i,k) Ai,k Ui,k
(1,2) 0.375 0.30
(2,2) 0.333 0.25
(3,2) 0.307 0.20
(4,2) 0.375 0.15
Tabela 7.1: Soluc¸a˜o de instaˆncia discreta com objetivo na˜o-aditivo.
7.2 Modelo Contı´nuo
A versa˜o do modelo contı´nuo com objetivo na˜o-aditivo e´:
PCna : f cna = Maximize min
Si∈S
Aiui (7.3a)
Sujeito a : ∑
Si∈S
ui ≤ 1 (7.3b)
Li ≤ ui ≤Ui, Si ∈S (7.3c)
Um algoritmo para a soluc¸a˜o de PCna e´ o seguinte. Partindo dos limites inferior e superior
para o objetivo na˜o-aditivo, a e b respectivamente, o algoritmo faz uma pesquisa bina´ria no
intervalo [a,b] ate´ que a diferenc¸a entre os limites do intervalo se torne menor que uma dada
toleraˆncia ε . Nota-se que f cna ≥ a = min{AiLi : Si ∈S } e f cna ≤ b = min{AiUi : Si ∈S }. O
Algoritmo 11 formaliza esta pesquisa bina´ria.
O Algoritmo 11 leva tempo O(n lg((b− a)/ε)) para alcanc¸ar uma soluc¸a˜o factı´vel u tal
que f cna(u)≥ f cna− ε , onde f cna(u) e´ o objetivo dado por u. Os limites para o objetivo na˜o-
aditivo para a instaˆncia mostrada na Tabela 5.1 sa˜o a = 0.04 e b = 1.2. As soluc¸o˜es produzidas
pelo Algoritmo 11 para diferentes toleraˆncias de erro aparecem na Tabela 7.2. O algoritmo
encontrou uma soluc¸a˜o u com um objetivo na˜o-aditivo f cna(u) = 0.20. Esta soluc¸a˜o tambe´m
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Algoritmo 11: Pesquisa bina´ria para reconfigurac¸a˜o contı´nua de servidores com objetivo
na˜o-aditivo
input: ServidoresS , benefı´cios Ai, e limites Li e Ui
a := min{AiLi : Si ∈S }
b := min{AiUi : Si ∈S }
while b−a≥ ε do
ξ := (a+b)/2
if (∑Si∈S
ξ
Ai
≤ 1) e ( ξAi ≤Ui para todo Si ∈S ) then
a := ξ
else
b := ξ
u = (0 : Si ∈S )
for todo Si ∈S do
ui = a/Ai
return u
induz um objetivo aditivo de f c(u)= 5×0.20= 1.0, menor que o valor aditivo o´timo de 1.8635.
ε iterac¸o˜es k ak bk
10−1 1 0.0400 0.2000
10−2 5 0.1900 0.2000
10−3 8 0.1988 0.2000
10−4 11 0.1998 0.2000
10−5 14 0.2000 0.2000
Tabela 7.2: Soluc¸o˜es da instaˆncia contı´nua com objetivo na˜o-aditivo para diferentes
toleraˆncias.
7.3 Modelo Hı´brido
O modelo hı´brido com um objetivo na˜o-aditivo e´ obtido ao se substituir f h por f hna =
minSi∈S {∑k∈Ki Ai,kui,k} na formulac¸a˜o (6.2a) a (6.2e). Seja PHna o modelo hı´brido com obje-
tivo na˜o-aditivo. Um algoritmo para a soluc¸a˜o de PHna e´ facilmente derivado do algoritmo de
programac¸a˜o dinaˆmica para PH. E´ suficiente substituir f hi(u) por:
f hnai (u) = max
ui,k:k∈Ki
min {∑
k∈Ki
Ai,kui,k, f hnai−1(u−ui)}
na formulac¸a˜o PHi(u) para obter PHnai (u). Ajustes similares no Algoritmo 8 resultam num al-
goritmo de programac¸a˜o dinaˆmica para PHna com a mesma complexidade de tempo e memo´ria.
A aplicac¸a˜o deste algoritmo na instaˆncia dada nas Tabelas 6.1 e 6.2 produz os resultados mos-
trados na Tabela 7.3. Um solver linear inteiro-misto foi usado para obter a soluc¸a˜o o´tima, que
e´ composta por: x1,2 = 1 e u1,2 = 0.25, x2,3 = 1 e u2,3 = 0.276515, x3,3 = 1 e u3,3 = 0.291667,
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∆ δ f hnan (∆)
( f hna− f hnan (∆))
f hna f h
na,lp
n (∆) ( f h
na− f hna,lpn (∆))
f hna
10 0.1000 0.066600 26.74% 0.069375 23.69%
25 0.0400 0.069375 23.69% 0.069375 23.69%
50 0.0200 0.090000 0.99% 0.090909 0.00%
100 0.0100 0.090000 0.99% 0.090909 0.00%
200 0.0050 0.090909 0.00% 0.090909 0.00%
300 0.0033 0.090909 0.00% 0.090909 0.00%
Tabela 7.3: Soluc¸o˜es produzidas pelo algoritmo de programac¸a˜o dinaˆmica para o modelo
hı´brido com objetivo na˜o aditivo.
e x4,3 = 1 e u4,3 = 0.181818 com objetivo f hna = 0.090909. Pode-se perceber que o algoritmo
de programac¸a˜o dinaˆmica encontra a soluc¸a˜o o´tima com um nı´vel de discretizac¸a˜o baixo se
combinado com o modelo contı´nuo como explicado no Capı´tulo 6.
7.4 Suma´rio
Este capı´tulo apresenta o uso de func¸o˜es objetivos na˜o-aditivas em cada um dos modelos
apresentados nos capı´tulos anteriores, com algoritmos ra´pidos para a soluc¸a˜o de cada um deles.
O uso de func¸o˜es objetivos na˜o-aditivas, isto e´, que visam maximizar a mı´nima das relac¸o˜es
benefı´cio vezes a alocac¸a˜o, busca realizar uma distribuic¸a˜o mais homogeˆnea do tempo de pro-
cessador entre as tarefas, u´til quando alguma noc¸a˜o de justic¸a e´ interessante para a aplicac¸a˜o.
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8 Estudo de Caso
Este capı´tulo tem o objetivo de ilustrar o uso da infraestrutura de reconfigurac¸a˜o em uma
aplicac¸a˜o, desde a definic¸a˜o de estados e modos e a escolha de um modelo de otimizac¸a˜o ate´
a simulac¸a˜o de escalonamento para avaliar os efeitos das escolhas feitas nos primeiros passos
do processo. Para utilizar esta infraestrutura na aplicac¸a˜o de robo´tica mo´vel introduzida no
Capı´tulo 3, e´ necessa´rio primeiro isolar as tarefas que a compo˜e e os seus modos. Depois disso,
um modelo de otimizac¸a˜o pode ser escolhido, aplicado e avaliado.
Como visto no Capı´tulo 3, a aplicac¸a˜o de visa˜o, controle e navegac¸a˜o de um roboˆ mo´vel
e´ composta por cinco tarefas: Controle de Motores, Detecc¸a˜o de Obsta´culos, Definic¸a˜o de
Caminho, Manutenc¸a˜o de Mapa e Visa˜o. Uma vez que do ponto de vista do escalonador as
tarefas de Controle de Motores e Detecc¸a˜o de Obsta´culos apresentam comportamento ideˆntico,
elas sera˜o agrupadas em uma u´nica tarefa.
8.1 Modelo de Escalonamento
Para formalizar esta aplicac¸a˜o no contexto da infraestrutura de reconfigurac¸a˜o, e´ necessa´rio
definir os valores de benefı´cio e utilizac¸a˜o de cada tarefa para todos os seus possı´veis modos
de operac¸a˜o. Ale´m disso, as transic¸o˜es que causam a mudanc¸a desses valores precisam ser
identificadas, ja´ que sera˜o nesses pontos de transic¸a˜o que uma reconfigurac¸a˜o sera´ requisitada.
Os valores apresentados aqui sa˜o uma aproximac¸a˜o de valores aferidos de uma aplicac¸a˜o real
para o controle de roboˆs mo´veis desenvolvida na Universidade Federal de Santa Catarina [33],
que atualmente usa um sistema simples de executivo cı´clico no seu escalonamento. Os valores
de benefı´cio sa˜o definidos com base na importaˆncia de cada tarefa para a aplicac¸a˜o como um
todo.
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Sensor/Atuador
A tarefa Sensor/Atuador (unia˜o das tarefas de Controle de Motores e Detecc¸a˜o de Obsta´culos)
tem apenas um modo de operac¸a˜o que, dependendo do estado do sistema, pode ter dois valores
diferentes de benefı´cio e utilizac¸a˜o. Quando o roboˆ esta´ parado, o valor de benefı´cio desta tarefa
para o sistema e´ zero, uma vez que qualquer reserva de tempo feita para ela seria desperdic¸ado.
Quando o roboˆ se move, o seu valor se torna bastante elevado uma vez que a tarefa e´ crı´tica para
a aplicac¸a˜o; ela e´ a u´nica capaz de evitar coliso˜es, e se o roboˆ colide, a competic¸a˜o e´ perdida. A
Tabela 8.1 define os valores para esta tarefa durante ambos estes estados.
Servidor S1 - Tarefa Sensor/Atuador
Parado Movendo
k = 1 U1,1 = 0 A1,1 = 0 U1,1 = 0.1 A1,1 = 100
T = ∞ T = 0.1s
Tabela 8.1: Utilizac¸o˜es e valores de benefı´cio para os estados tarefa de Sensor/Atuador.
Enquanto o roboˆ se move, o valor de A1 = 100 e´ atribuı´do ao modo. Este valor sera´ usado
como uma marca inicial de criticalidade para as outras tarefas. O fato de ser o u´nico modo para
esta tarefa, entretanto, garante que ele sera´ selecionado pelo algoritmo de otimizac¸a˜o sempre
que estiver disponı´vel.
Definic¸a˜o de Caminho
A tarefa de Definic¸a˜o de Caminho geralmente se mante´m ociosa, ja´ que ela so´ e´ ativada
quando o roboˆ detecta um obsta´culo no seu caminho atual. Enquanto um caminho esta´ sendo
percorrido e nenhum obsta´culo e´ detectado, todos os seus modos teˆm valor de benefı´cio nulo.
Uma vez que um obsta´culo e´ detectado, a definic¸a˜o de um novo caminho a percorrer se torna de
grande importaˆncia, pore´m na˜o-crı´tica. Isto permite a definic¸a˜o de dois modos para esta tarefa,
onde o mais valioso tem alta utilizac¸a˜o e benefı´cio por ser capaz de calcular um caminho rapi-
damente. Um modo de menor utilizac¸a˜o e benefı´cio tambe´m e´ definido, e quando utilizado leva
a tarefa a demorar mais para definir um caminho. A Tabela 8.2 define os valores de utilizac¸a˜o e
benefı´cio para esta tarefa.
Note que o modo k = 3 da tarefa de Definic¸a˜o de Caminho efetivamente ocupara´ o proces-
sador todo (U2,3 = 1), mas tem um benefı´cio menor que a tarefa Sensor/Atuador (A2,3 = 90,
enquanto para o Sensor/Atuador, A1,1 = 100). Isto e´ uma maneira de atribuir valores relativos
entre as tarefas. Uma vez que durante movimentac¸o˜es pelo menos 10% do processador sera´
reservado, o modo k = 3 sera´ ativado apenas se o roboˆ se encontrar parado.
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Servidor S2 - Tarefa de Definic¸a˜o de Caminho
Ocioso Definindo Caminho
k = 1 U2,1 = 0 A2,1 = 0 U2,1 = 0 A2,1 = 0
k = 2 U2,2 = 0.5 A2,2 = 50
k = 3 U2,3 = 1 A2,3 = 90
T = ∞ T = 0.5s
Tabela 8.2: Utilizac¸o˜es e valores de benefı´cio para os estados tarefa de Definic¸a˜o de Caminho.
Tambe´m e´ va´lido notar que k = 1 e´ um modo de benefı´cio e utilizac¸a˜o nulos para esta
tarefa. Uma vez que ela na˜o recebe dados externos como as outras, ela pode ser adiada sem
perda de dados (como as perdas causadas por sobrecargas no buffer de entrada dos sensores
ou da caˆmera, por exemplo). Se esta opc¸a˜o e´ selecionada pelo solucionador, esta tarefa na˜o
recebera´ reserva de banda ate´ pelo menos um novo pedido de reconfigurac¸a˜o.
Manutenc¸a˜o de Mapa
A tarefa de Manutenc¸a˜o de Mapa se comporta de maneira bastante similar. Existe uma
utilizac¸a˜o nominal causada pela necessidade de adicionar qualquer novo segmento a` represen-
tac¸a˜o interna do mapa toda vez que os sensores infravermelho detectam um obsta´culo. Pore´m,
periodicamente, a representac¸a˜o interna do mapa se tornara´ complexa o suficiente para justificar
uma simplificac¸a˜o. Isto e´ feito para liberar memo´ria e acelerar os ca´lculos de definic¸a˜o de
caminhos.
A Tabela 8.3 define os valores de utilizac¸a˜o e benefı´cio para esta tarefa. Enquanto o mapa
se mante´m simples, os modos de utilizac¸a˜o mais alta na˜o sa˜o de interesse. Uma vez que o mapa
e´ complexo o suficiente, simplifica´-lo requer mais tempo de processador e traz um benefı´cio
maior ao sistema.
Servidor S3 - Tarefa de Manutenc¸a˜o de Mapa
Nominal Simplificac¸a˜o Necessa´ria
k = 1 U3,1 = 0.1 A3,1 = 40 U3,1 = 0.1 A3,1 = 40
k = 2 U3,2 = 0.25 A3,2 = 50
k = 3 U3,3 = 0.5 A3,3 = 70
T = 1s T = 1s
Tabela 8.3: Utilizac¸o˜es e valores de benefı´cio para os estados tarefa de Manutenc¸a˜o de Mapa.
Visa˜o
Finalmente, o sistema de Visa˜o tem treˆs estados, migrando entre eles de acordo com a
probabilidade da imagem captada conter um dos sı´mbolos que ele deve reconhecer. A utilizac¸a˜o
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nominal e´ baixa, fruto da ana´lise de imagens de baixa resoluc¸a˜o capturadas em alta frequeˆncia.
Os estados seguintes, Grosso e Fino, necessitam de resoluc¸o˜es cada vez maiores em frequeˆncias
cada vez mais baixas.
A Tabela 8.4 define estes treˆs estados. Cada um deles tem um modo especı´fico, garantindo
a utilizac¸a˜o que a tarefa necessita no pior caso e, portanto, levando ao desempenho ma´ximo.
No caso nominal, apenas o processamento em alta frequeˆncia de imagens de baixa resoluc¸a˜o
importa. Uma vez que a ana´lise destas imagens encontra algo de interesse, alcanc¸a-se o estado
Grosso. Se a presenc¸a de uma imagem e´ detectada neste modo, o estado Fino e´ alcanc¸ado para
que seja realizada a sua identificac¸a˜o.
Uma vez que o processo de identificac¸a˜o de imagens e´ feito atrave´s de um algoritmo de
inteligeˆncia artificial de alta complexidade, o modo mais consumidor do estado Fino e´ capaz de
utilizar 100% do tempo do processador. O mesmo na˜o pode ser dito do algoritmo utilizado no
modo Grosso, onde a reserva de uma utilizac¸a˜o ta˜o alta levaria ao desperdı´cio de processador.
As disponibilidades dos modos k = 1 e k = 2 no estado Fino permitem que a tarefa seja
realizada com uma reserva de tempo menor, causando um atraso no seu tempo de resposta.
Servidor S4 - Tarefa de Visa˜o
Nominal Grosso Fino
k = 1 U4,1 = 0.25 A4,1 = 55 U4,1 = 0.25 A4,1 = 55 U4,1 = 0.25 A4,1 = 55
k = 2 U4,2 = 0.5 A4,2 = 75 U4,2 = 0.5 A4,2 = 75
k = 3 U4,3 = 1 A4,3 = 95
T = 0.25s T = 0.5s T = 1s
Tabela 8.4: Utilizac¸o˜es e valores de benefı´cio para os estados tarefa de Visa˜o.
Discussa˜o
Cada uma destas tarefas pode alcanc¸ar qualquer um dos seus estados de forma independente
entre si. A utilizac¸a˜o da infraestrutura de reconfigurac¸a˜o para definir quanto tempo de processa-
dor alocar para cada tarefa em tempo de execuc¸a˜o de acordo com seu valor de benefı´cio libera o
projetista do sistema do trabalho de considerar todas as combinac¸o˜es de estados estaticamente.
Enquanto o exemplo desta sec¸a˜o e´ simples, um sistema complexo com diversas tarefas, es-
tados e modos faria a tarefa de atribuir fatias de processador manualmente extremamente demo-
rada e suscetı´vel a erros. A atribuic¸a˜o de valores para as tarefas, entretanto, e´ significativamente
mais simples e na˜o suscetı´vel a` explosa˜o combinato´ria.
A questa˜o de que modelo matema´tico usar na reconfigurac¸a˜o deste sistema persiste. Devido
a` natureza discreta dos modos de cada tarefa, o Modelo Discreto apresentado no Capı´tulo 4 sera´
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utilizado. O uso de um esquema de aproximac¸a˜o permitira´ soluc¸o˜es satisfato´rias com uma baixa
sobrecarga, o que e´ importante num sistema mo´vel com capacidade de processamento limitada.
8.2 Exemplo de Execuc¸a˜o
Para ilustrar o uso da infraestrutura de reconfigurac¸a˜o nesta aplicac¸a˜o, uma linha de tempo
com va´rias migrac¸o˜es entre estados (e, portanto, pedidos de reconfigurac¸a˜o) e´ apresentada na
Figura 8.1 e detalhada a seguir. Uma simulac¸a˜o do escalonamento desta sec¸a˜o do tempo de
execuc¸a˜o do roboˆ sera´ apresentada, ilustrando como um nu´mero de reconfigurac¸o˜es modifica
os paraˆmetros de escalonemento maximizando o valor agregado do sistema.
Parado
Encontrou Parede Definiu Novo
Caminho
Movendo MovendoDefinindo
Caminho
Pre
cisa
 Sim
plifi
car
 Ma
pa 
T = 5s T = 8s
T =
 15
s
Visão Encontrou Possível Ícone
Movendo,
e Simplifica
Mapa
ObservandoT = 23s
Movendo
Simplifica
Mapa
Movendo
Observando Não Confirma Ícone 
MovendoT = 38.8s
Te
rm
ina
 Si
mp
lifi
ca
çã
o d
o M
ap
a  
T =
 32
.8s
Figura 8.1: Evoluc¸a˜o de estados do roboˆ.
No inı´cio do tempo de vida do roboˆ, ele se encontra parado, com um mapa vazio e sem
nenhuma imagem de interesse no seu campo de visa˜o. Sua primeira instruc¸a˜o e´ para que ele
comece a se movimentar; a primeira reconfigurac¸a˜o faz com que os estados e modos para cada
tarefa se tornem aqueles mostrados na primeira coluna da Tabela 8.5. Neste estado, a utilizac¸a˜o
total do sistema e´ U = 0.45.
Quando T = 5s, depois de algum movimento, o roboˆ detecta uma parede em sua frente.
Isto leva a tarefa Sensor/Atuador a parar, e a Definic¸a˜o de Caminho a alcanc¸ar seu estado De-
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Figura 8.2: Linha de tempo das alocac¸o˜es de orc¸amento.
Estado 1 (T = 0s) Estado 2 (T = 5s) Estado 3 (T = 15s) Estado 4 (T = 23s)
Tarefa Estado Modo Estado Modo Estado Modo Estado Modo
Sens./Atu. Movendo U1 = 0.1 Parado U1 = 0 Movendo U1 = 0.1 Movendo U1 = 0.1
Def. Cam. Ocioso U2 = 0 Definindo U2 = 0.5 Ocioso U2 = 0 Ocioso U2 = 0
Mapa Nominal U3 = 0.1 Nominal U3 = 0.1 Simplif. U3 = 0.5 Simplif. U3 = 0.25
Visa˜o Nominal U4 = 0.25 Nominal U4 = 0.25 Nominal U4 = 0.25 Grosso U4 = 0.5
Total Ut = 0.45 Ut = 0.85 Ut = 0.85 Ut = 0.85
Tabela 8.5: Mudanc¸as de estado para cada tarefa durante o tempo de execuc¸a˜o da aplicac¸a˜o.
finindo Caminho. Esta mudanc¸a de estado leva a uma reconfigurac¸a˜o, que resolve o problema
de otimizac¸a˜o e redistribui o tempo de processador da forma mostrada na segunda coluna da
Tabela 8.5. Nesta mudanc¸a de modo, o terceiro modo da tarefa de Definic¸a˜o de Caminho (com
U3 = 1) estava disponı´vel para selec¸a˜o pore´m na˜o foi escolhido porque o estado Nominal das
tarefas de Definic¸a˜o de Caminho e de Visa˜o tornam essa escolha impossı´vel. Apesar da tarefa
de Definic¸a˜o de Caminho ter a capacidade de ocupar todo o processador, isto nunca ocorrera´
devido a` alocac¸a˜o mı´nima destas outras tarefas.
Depois de definir que caminho percorrer, o roboˆ comec¸a a se mover novamente em T = 8s.
Os paraˆmetros de escalonamento retornam a`queles definidos na primeira coluna da Tabela 8.5.
A Figura 8.2 mostra como a infraestrutura de reconfigurac¸a˜o desalocou a utilizac¸a˜o previamente
reservada para a tarefa Sensor/Atuador em T = 5s e depois a realocou em T = 8s, quando o
algoritmo de Definic¸a˜o de Caminho completou seus ca´lculos.
Em T = 15s o modelo interno do labirinto se torna grande o suficiente para justificar uma
simplificac¸a˜o. A tarefa de Manutenc¸a˜o de Mapa alcanc¸a o estado Simplificac¸a˜o Necessa´ria
e pede uma reconfigurac¸a˜o. A alocac¸a˜o de processador se torna aquela mostrada na terceira
coluna da Tabela 8.5. Quando T = 23s a tarefa de Visa˜o muda seu estado para Grosso.
Como pode-se perceber ao contrastar as duas u´ltimas colunas da Tabela 8.5, a infraestrutura
de reconfigurac¸a˜o teve de desalocar tempo de processador da tarefa de Manutenc¸a˜o de Mapa
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para que o benefı´cio total do sistema fosse maximizado. Isto pode ser atribuı´do ao benefı´cio
mais alto dado a modos com valores de utilizac¸a˜o iguais; quando todo o resto e´ igual e as
restric¸o˜es permitem, o solucionador da otimizac¸a˜o sempre escolhera´ a opc¸a˜o de maior valor de
benefı´cio.
Em T = 32.8s, a simplificac¸a˜o da representac¸a˜o interna do mapa termina, enta˜o U3 se torna
10%. Em T = 38.8s, o sistema de Visa˜o para de seguir o que tinha levantado seu interesse, e
U4 volta aos 25% nominais. A Figura 8.2 mostra estas desalocac¸o˜es de orc¸amento, e o estado
do sistema retorna ao original, da primeira coluna da Tabela 8.5.
A Figura 8.2 mostra como a infraestrutura de reconfigurac¸a˜o faz a administrac¸a˜o das re-
servas de tempo de processador ao longo do tempo de vida do roboˆ, mas um segundo gra´fico,
mostrando o efeito destas reservas no atraso das tarefas tambe´m deve ser analisado. A Figura
8.3 mostra as perdas de deadline causadas pela retirada de tempo de processador da tarefa de
Manutenc¸a˜o de Mapa. Ate´ a chegada da tarefa de Visa˜o em T = 23, a soma de utilizac¸o˜es no
sistema era sempre menor que 100%, portanto na˜o havia perda de deadlines. A reconfigurac¸a˜o
que realocou tempo de processador da tarefa de Manutenc¸a˜o de Mapa para a tarefa de Visa˜o
tambe´m teve o efeito de distribuir sobrecarga entre as duas, e, sem ela, a tarefa de Visa˜o teria
sofrido atrasos mais severos, um maior nu´mero de perdas de deadline e um tempo de resposta
mais longo.
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Figura 8.3: Linha de tempo do atraso das tarefas.
Este e´ o propo´sito da infraestrutura de reconfigurac¸a˜o; quando uma situac¸a˜o de sobrecarga
se apresenta, cabe a ela pesar a importaˆncia de cada tarefa para o sistema como um todo e
redistribuir tempo de processador entre elas. O efeito disso e´ mostrado entre os segundos 23 e
38.8 da simulac¸a˜o, onde perdas de deadline sa˜o compartilhadas entre as tarefas de Manutenc¸a˜o
de Mapa e Visa˜o em vez de ocorrer em alguma delas exclusivamente.
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8.3 Suma´rio
Este capı´tulo expandiu e detalhou a descric¸a˜o do sistema de visa˜o, controle e navegac¸a˜o de
um roboˆ mo´vel que foi inicialmente apresentado como motivac¸a˜o no Capı´tulo 4. Foi analisado
um segmento do tempo de vida da aplicac¸a˜o, demonstrando a mudanc¸a de estados simultaˆnea
de va´rias das tarefas da aplicac¸a˜o, culminando na necessidade de se realocar uma parcela do
tempo de processador para maximizar o benefı´cio agregado do sistema, mesmo na ocorreˆncia
de perdas de deadline.
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9 Avaliac¸a˜o com Dados Reais
Para avaliar o desempenho da infraestrutura de reconfigurac¸a˜o em um ambiente mais realı´s-
tico, o decodificador de vı´deo FFmpeg [7] foi modificado para gerar um histo´rico dos tempos
de chegada e tempos de computac¸a˜o dos quadros de um fluxo de vı´deo de alta definic¸a˜o. Alta
variabilidade na utilizac¸a˜o por perı´odo foi observada, como se pode ver nas figuras 9.1 e 9.2.
Os valores de utilizac¸a˜o foram calculados atrave´s da divisa˜o do tempo de computac¸a˜o de cada
quadro pelo intervalo entre seu tempo de chegada e o tempo de chegada do pro´ximo quadro.
Enquanto a utilizac¸a˜o me´dia foi de 19.7%, o perı´odo de maior carga teve utilizac¸a˜o de 88%. O
tempo de computac¸a˜o me´dio entre todos os quadros foi de 8.4ms, e o perı´odo me´dio foi 42.5ms
(uma taxa de aproximadamente 23.5 quadros por segundo).
Nesta simulac¸a˜o, treˆs CBS recebem instaˆncias na maneira especificada no histo´rico de
execuc¸a˜o. Como consequeˆncia, toda vez que a utilizac¸a˜o passa de 33.3%, deadlines sera˜o
perdidos, ja´ que a soma das utilizac¸o˜es ultrapassara´ 100%. Isto permitira´ que os benefı´cios da
reconfigurac¸a˜o sejam diretamente percebidos pelo seu efeito na perda de deadlines. O perı´odo
de cada CBS foi configurado para 42ms, o perı´odo nominal do vı´deo, e seus orc¸amentos foram
calculados utilizando a utilizac¸a˜o retornada pelo solver do modelo escolhido.
O modelo escolhido para esta demonstrac¸a˜o foi o PC, de natureza contı´nua. Resulta-
dos similares podem ser atingidos com as outras formulac¸o˜es, pore´m com maiores tempos de
execuc¸a˜o do mecanismo de reconfigurac¸a˜o devido a` maior complexidade dos outros modelos.
Inicialmente, todos os servidores teˆm benefı´cio igual Ai = 1 e recebem fatias iguais do pro-
cessador de aproximadamente 33%. O u´ltimo 1% de CPU foi atribuı´do a um quarto servidor,
dedicado a` soluc¸a˜o do problema de otimizac¸a˜o que e´ criado a todo pedido de reconfigurac¸a˜o.
Aos 50 segundos, uma reconfigurac¸a˜o e´ requisitada, aumentando o valor do CBS nu´mero 3
de forma que A3 = 2. Este tipo de pedido de reconfigurac¸a˜o representa um cena´rio de sobrecarga
onde a pontualidade de uma aplicac¸a˜o especı´fica e´ considerada mais crı´tica do que a das outras.
O solucionador analı´tico neste caso particular (com |S | = 3) levou 19.5us, que corresponde
a 0.2% do tempo me´dio necessa´rio para a decodificac¸a˜o de um quadro. Depois da soluc¸a˜o
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Figura 9.1: Tempo de computac¸a˜o de decodificac¸a˜o de vı´deo.
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Figura 9.2: Utilizac¸a˜o necessa´ria para a decodificac¸a˜o de vı´deo.
do problema de otimizac¸a˜o, os novos paraˆmetros dos servidores sa˜o aplicados. A simulac¸a˜o
foi executada ate´ que 100 segundos do histo´rico fossem processados. O mesmo cena´rio foi
executado sem a reconfigurac¸a˜o para fins de comparac¸a˜o.
A Tabela 9.1 mostra os paraˆmetros do CBS e os resultados de simulac¸a˜o. Duas me´tricas de
qualidade de servic¸o foram usadas: taxa de perda de deadlines (T.P.D.) e atraso me´dio (A.M.).
As medic¸o˜es foram realizadas antes e apo´s o pedido de reconfigurac¸a˜o. Li e Ui foram defini-
dos como aproximadamente a metade e o dobro da utilizac¸a˜o me´dia da tarefa de decodificac¸a˜o,
respectivamente. O atraso me´dio, mostrado em segundos, foi calculado como medida de severi-
dade do atraso das instaˆncias. Pode-se perceber que a taxa de perda de deadlines do CBS 3 caiu
de 24.2% para 3.9% apo´s a reconfigurac¸a˜o, e o atraso me´dio foi 2% do que o observado nos
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outros servidores. A melhoria obtida no CBS 3 se torna evidente ao se comparar os resultados
de antes e depois do pedido de reconfigurac¸a˜o.
Tabela 9.1: Paraˆmetros e resultados de simulac¸a˜o.
Antes da Reconf. Depois da Reconf. Sem Reconf.
Li Ui Ai ui T.P.D. A.M. Ai ui T.P.D. A.M. T.P.D. A.M.
CBS 1 0.065 0.395 1 0.328 0.246 0.293 1 0.295 0.562 0.516 0.422 0.202
CBS 2 0.065 0.395 1 0.328 0.239 0.296 1 0.295 0.711 0.542 0.416 0.198
CBS 3 0.065 0.395 1 0.328 0.242 0.296 2 0.395 0.039 0.011 0.418 0.201
A Figura 9.3 mostra o padra˜o de atrasos para os 3 servidores. A Figura 9.3(a) mos-
tra o sistema sem reconfigurac¸a˜o, e a Figura 9.3(b) o padra˜o de atraso do mesmo sistema
com a reconfigurac¸a˜o. Todos servidores sa˜o representados pela mesma linha no caso sem
reconfigurac¸a˜o uma vez que eles demonstram desempenho praticamente ideˆntico. E´ va´lido no-
tar que enquanto o CBS 1 e 2 tiveram desempenho pior que na simulac¸a˜o sem reconfigurac¸a˜o,
o servidor que teve sua criticalidade aumentada no pedido de reconfigurac¸a˜o deixou completa-
mente de perder deadlines 1.6 segundo depois dos seus novos paraˆmetros serem aplicados. Este
atraso de 1.6 segundo se deve a`s instaˆncias acumuladas devido a` sobrecarga presente antes da
reconfigurac¸a˜o.
9.1 Suma´rio
Este capı´tulo apresentou a aplicac¸a˜o da infraestrutura em um histo´rico real de um decodi-
ficador multimı´dia, mostrando sua capacidade de lidar com sobrecargas transientes limitando
tanto o atraso me´dio quanto a taxa de perdas de deadlines das tarefas julgadas mais importantes
pelo projetista do sistema ou pelo usua´rio.
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Figura 9.3: Simulac¸a˜o do histo´rico do FFmpeg
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10 Integrac¸a˜o com Feedback Scheduling
Como mencionado no Capı´tulo 2, progresso tem sido feito na aplicac¸a˜o da teoria de con-
trole realimentado para realizar o ajuste dinaˆmico de paraˆmetros de servidores. Ao atuar nos
paraˆmetros dos servidores, ajustando sua banda, e´ possı´vel fazer com que diversas me´tricas de
qualidade de servic¸o se aproximem do seu valor desejado. Esta abordagem e´ melhor aplicada
quando na˜o existe conhecimento pre´vio suficiente sobre o comportamento temporal das tarefas
para fazer alocac¸o˜es de processador o´timas em tempo de projeto, e e´ esperado que variac¸o˜es
graduais na utilizac¸a˜o das tarefas ocorram dinamicamente.
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Figura 10.1: Controle realimentado aplicado a escalonamento baseado em servidores
10.1 Ana´lise Experimental de Feedback Scheduling
A Figura 10.1 mostra a estrutura do controlador descrito em [3] por Abeni et al.. O erro de
escalonamento e´ definido como a diferenc¸a entre o Virtual Finishing Time (VFT) e o perı´odo
efetivo da tarefa. O Virtual Finishing Time V FTi de uma instaˆncia e´ o instante no qual ela
terminaria se executada em um processador dedicado de velocidade igual a` parcela reservada
por uma banda ui. Se a tarefa termina cedo demais (V FTi < Ti), o controlador dara´ menos banda
ao servidor que a recebe. Se a tarefa termina tarde demais (V FTi > Ti), o controlador o dara´
uma fatia maior do processador.
A principal dificuldade de aplicar esta abordagem e´ determinar um modelo para a dinaˆmica
do sistema de forma que uma lei de controle esta´vel possa ser definida. A escolha de polos
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do controlador pode levar a um controlador insta´vel ou um controlador restritivo demais, no
sentido que o tempo ate´ a convergeˆncia no valor de refereˆncia seja inaceitavelmente longo.
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Figura 10.2: Feedback Scheduling.
A Figura 10.2(a) mostra o controlador atuando no orc¸amento de um servidor CBS de forma
a diminuı´-lo de um valor inicial de ui = 2700 e estabiliza´-lo no valor alvo de 2500. A Figura
10.2(b) mostra o erro de escalonamento gradualmente subindo ate´ atingir o seu valor alvo,
zero. Um valor de erro negativo significa que a tarefa esta´ adiantada e, portanto, deve receber
menos tempo de processador. Devido a` sua configurac¸a˜o conservadora, este controlador levou
60 perı´odos da tarefa para neutralizar o erro de escalonamento.
10.2 Sobrecusto
A Figura 10.3(a) mostra o tempo gasto realizando ca´lculos para o controlador em cada
perı´odo da tarefa. Uma vez que apenas algumas operac¸o˜es simples sa˜o necessa´rias para cada
perı´odo, o sobrecusto do Feedback Scheduler e´ muito pequeno, com uma me´dia de um de´cimo
de milissegundo por perı´odo.
Uma vez que os ca´lculos sa˜o feitos uma vez por perı´odo, a fatia de processador que deve
ser dedicada ao controlador e´ relativa a` frequeˆncia da tarefa. A Figura 10.3(b) mostra que seria
necessa´ria uma tarefa com T = 1ms para fazer com que o controlador tomasse mais de 10% do
processador.
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Figura 10.3: Sobrecusto de Feedback Scheduling.
10.3 Composic¸a˜o das Abordagens
Enquanto a infraestrutura de reconfigurac¸a˜o baseada em otimizac¸a˜o definida neste trabalho
tem como objetivo realizar ajustes grandes nos paraˆmetros dos servidores, um controlador em
malha fechada faz um melhor trabalho de correc¸a˜o automa´tica de pequenos erros de escalona-
mento. A integrac¸a˜o destas duas abordagens leva a uma infraestrutura de escalonamento robusta
que proveˆ suporte a aplicac¸o˜es com tempos de computac¸a˜o e perı´odos altamente dinaˆmicos.
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Figura 10.4: Composic¸a˜o das duas abordagens.
A Figura 10.4 mostra a composic¸a˜o das duas abordagens [13]. As primeiras 50 instaˆncias
sa˜o escalonadas sem erro com um orc¸amento de 1000 unidades de tempo. As instaˆncias a partir
da 51a necessitam de um orc¸amento de 2500, representando um aumento instantaˆneo no tempo
de computac¸a˜o da tarefa. O Feedback Scheduler, quando usado de forma isolada, oscila ate´
convergir no orc¸amento correto na instaˆncia de nu´mero 142.
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Para ilustrar a composic¸a˜o da infraestrutura de reconfigurac¸a˜o deste trabalho e o controle
realimentado, foi simulada uma superestimac¸a˜o do orc¸amento necessa´rio da parte do projetista
do sistema. Em vez de se aplicar o valor correto de 2500 para o orc¸amento depois da mudanc¸a
de modo, usa-se um orc¸amento de 3000 unidades de tempo. O controlador em malha fechada
atua enta˜o com muito menos oscilac¸a˜o e converge no valor correto de 2500 na instaˆncia 120.
Como pode-se ver na figura, uma resposta adequada para uma variac¸a˜o dra´stica na utilizac¸a˜o
e´ alcanc¸ada pela infraestrutura descrita neste trabalho, enquanto o controle realimentado e´ me-
lhor utilizado para fazer ajustes finos no escalonador de forma a contemplar pequenas variac¸o˜es
na utilizac¸a˜o das tarefas. O melhor desempenho e´ obtido ao se integrar ambas as abordagens.
Enquanto a abordagem baseada em otimizac¸a˜o carrega um alto custo de processamento para
grandes nu´meros de servidores, ela e´ executada apenas uma vez a cada grande mudanc¸a na
utilizac¸a˜o das tarefas. O Feedback Scheduling, pelo outro lado, e´ executado uma vez a cada
instaˆncia pore´m requer muito pouco tempo de processador.
10.4 Suma´rio
Este capı´tulo mostrou que a unia˜o do Feedback Scheduling – a abordagem que usa controle
realimentado para atuar nos paraˆmetros dos servidores – com a infraestrutura definida neste tra-
balho tem resultados favora´veis, gerando uma infraestrutura combinada capaz de lidar com mais
tipos de comportamento dinaˆmico das tarefas que qualquer uma das abordagens em isolamento.
Enquanto a infraestrutura baseada em otimizac¸a˜o trata grandes ajustes com mais facilidade, ela
na˜o pode ser usada com frequeˆncia e necessita de um conhecimento pre´vio do comportamento
temporal da tarefa. O Feedback Scheduling, por outro lado, faz pequenos ajustes contı´nuos
automaticamente e com muito pouco sobrecusto.
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11 Conclusa˜o
A` medida que a complexidade das aplicac¸o˜es tempo real cresce, mais imprevisı´vel se torna
o comportamento temporal de suas tarefas. Em virtude disto, se torna difı´cil e ate´ impossı´vel a
estimativa correta do tempo ma´ximo de execuc¸a˜o das suas instaˆncias, tornando ainda mais im-
portante o suporte em nı´vel de escalonador para lidar com a variabilidade do tempo de execuc¸a˜o
das tarefas.
Os servidores de tarefas aperio´dicas mostram bom desempenho ao lidar com tarefas com
alta variabilidade na utilizac¸a˜o do processador, pore´m a definic¸a˜o esta´tica de seus paraˆmetros
traz problemas quando se deve suportar tarefas com diferentes padro˜es de comportamento
temporal. Por exemplo, diferentes modos de execuc¸a˜o podem ter utilizac¸o˜es me´dias entre
instaˆncias drasticamente diferentes, o que na˜o e´ tratado satisfatoriamente por servidores de ta-
refas aperio´dicas exclusivamente, necessitando de mecanismos de reconfigurac¸a˜o dinaˆmica no
escalonador.
Nesta dissertac¸a˜o foi apresentada uma infraestrutura para a reconfigurac¸a˜o dinaˆmica de es-
calonadores tempo real que utiliza otimizac¸a˜o para realizar a divisa˜o de tempo de processador
entre tarefas. Para este fim foram definidos treˆs modelos de sistema, visando contemplar dife-
rentes tipos de aplicac¸o˜es: o Modelo Discreto, o Modelo Contı´nuo e o Modelo Hı´brido. Em
adic¸a˜o a estes modelos foi ainda estudado o uso de func¸o˜es objetivo na˜o-aditivas para que uma
noc¸a˜o de justic¸a fosse incorporada a` soluc¸a˜o dos problemas de otimizac¸a˜o.
O Modelo Discreto representa o sistema como um conjunto de servidores onde o inter-
valo de possı´veis utilizac¸o˜es e´ discretizado; existe um nu´mero finito de configurac¸o˜es dentre as
quais uma deve ser selecionada. Para este modelo, que leva a um problema de otimizac¸a˜o NP-
Difı´cil, foram definidos dois esquemas de aproximac¸a˜o, um deles guloso e outro polinomial.
Foi demonstrado que o desempenho do algoritmo guloso foi pro´ximo do o´timo numa frac¸a˜o
muito pequena do tempo de execuc¸a˜o de um algoritmo de programac¸a˜o dinaˆmica, permitindo
o seu uso em sistemas reais onde o tempo de processador e´ escasso e o tempo de resposta das
reconfigurac¸o˜es deve ser curto.
11 Conclusa˜o 95
O Modelo Contı´nuo, o mais simples dentre os apresentados, representa o sistema como um
conjunto de servidores que podem ter sua banda definida como qualquer valor dentro de um
intervalo contı´nuo. Uma soluc¸a˜o analı´tica foi apresentada para este modelo, e sua equivaleˆncia
com um modelo onde orc¸amento e perı´odo sa˜o apresentados separadamente foi comprovada. A
avaliac¸a˜o nume´rica do algoritmo tambe´m mostrou sua aplicabilidade em sistemas reais. Apesar
do Modelo Contı´nuo ser mais simples, e portanto ser aplica´vel a um nu´mero menor de sistemas,
a velocidade do algoritmo o´timo torna sua utilizac¸a˜o atraente.
O Modelo Hı´brido permite a definic¸a˜o de modos discretos como o Modelo Discreto, pore´m
com um certo grau de liberdade contı´nua como no Modelo Contı´nuo. Para este modelo foi
apresentado um algoritmo baseado em programac¸a˜o dinaˆmica, que pode ter seu resultado me-
lhorado por um passo adicional baseado na soluc¸a˜o do Modelo Contı´nuo. Por ser o mais geral
dos modelos, ele pode ser aplicado em mais sistemas do que os modelos listados anteriormente.
Esta maior aplicabilidade vem em consequeˆncia de uma maior complexidade, o que e´ refle-
tido nos tempos de execuc¸a˜o dos seus algoritmos. Ainda assim, num sistema suficientemente
complexo este modelo pode ser o u´nico dos apresentados capaz de capturar o comportamento
temporal dos modos das aplicac¸o˜es.
Foi apresentada ainda a possibilidade do uso de func¸o˜es objetivo na˜o-aditivas em cada um
dos modelos apresentados, visando a distribuic¸a˜o mais uniforme dos recursos em sistemas onde
isso e´ de interesse. Algoritmos ra´pidos para os treˆs modelos foram apresentados.
Para exemplificar o uso da infraestrutura e fazer uma avaliac¸a˜o de como ela se adapta a uma
aplicac¸a˜o real, um estudo de caso foi realizado usando dados aproximados de uma aplicac¸a˜o
real, a saber, o sistema de visa˜o, controle e navegac¸a˜o de um roboˆ mo´vel. Para avaliar rea-
listicamente os benefı´cios do uso da infraestrutura, histo´ricos de aplicac¸o˜es multimı´dia reais
foram usados em simulac¸a˜o, demonstrando a aplicabilidade deste trabalho no tratamento de so-
brecarga em sistemas reais. Foi realizada ainda a integrac¸a˜o de uma polı´tica de escalonamento
baseada em controle realimentado na infraestrutura, o que levou a uma infraestrutura ainda mais
robusta para o tratamento de comportamento temporal dinaˆmico.
Como trabalho futuro fica o tratamento de consumo estoca´stico de tempo de processamento,
onde cada valor de utilizac¸a˜o de cada modo seria uma varia´vel aleato´ria. Isto permitiria um
controle direto da qualidade de servic¸o do sistema atrave´s da probabilidade do cumprimento dos
deadlines. A extensa˜o dos modelos para contemplar polı´ticas de escalonamento para sistemas
multiprocessados tambe´m teria resultados importantes.
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