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A latent variable approach to heat load prediction in thermal grids⋆
Johan Simonsson1,2,†, Khalid Tourkey Atta1, Dave Zachariah3, Wolfgang Birk1
Abstract—In this paper a new method for heat load predic-
tion in district energy systems is proposed. The method uses a
nominal model for the prediction of the outdoor temperature
dependent space heating load, and a data driven latent variable
model to predict the time dependent residual heat load. The
residual heat load arises mainly from time dependent operation
of space heating and ventilation, and domestic hot water
production. The resulting model is recursively updated on the
basis of a hyper-parameter free implementation that results
in a parsimonious model allowing for high computational
performance. The approach is applied to a single multi-dwelling
building in Lulea˚, Sweden, predicting the heat load using a rel-
atively small number of model parameters and easily obtained
measurements. The results are compared with predictions
using an artificial neural network, showing that the proposed
method achieves better prediction accuracy for the validation
case. Additionally, the proposed methods exhibits explainable
behavior through the use of an interpretable physical model.
I. INTRODUCTION
District heating and cooling systems are essential tech-
nologies towards reaching climate goals and rendering an
expected growth of district heating capacity in Europe
[1], [2]. Moreover, 4th generation district heating networks
(4GDH)[3], with lower supply temperatures generated from
a wide variety of energy sources including renewable energy
sources and waste heat utilization, requires novel control
schemes and has ultimately increased the demand for dy-
namic simulation of district heating grids. In the Digital
Roadmap for District Heating and Cooling [4], the digital
twin, a simulation model with embedded intelligence that is
updated alongside the process, is identified as an important
tool for this new generation of district heating networks.
Within this scope, accurate and computationally efficient
heat load predictions for consumers are crucial. District
heating grids often range over thousands of consumers, and
better computationally performance means a higher resolu-
tion can be used in the grid simulation. Common use cases
for a digital twin include, but are not limited to, design of
new district heating grids or subnetworks, design of novel
control and operation schemes, and production scheduling
optimization.
Prediction of heat load for district heating consumers is
not new and has been investigated by several studies, e.g
using seasonal dynamic models such as SARIMAX [5] and
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by artificial neural networks (ANN) [6], [7]. Models using
separation of heating and domestic tap water consumption
heat load has been thoroughly covered in [8], and usage for
prediction of a single house using has been covered in [9]. It
should be noted that single buildings, in general, show more
erratic patterns of consumption than the total consumption
in the grid, and that the same level of prediction accuracy
can not be reached. A comprehensive overview of predictive
methods for district heating load can be found in [10].
In the present study, a heat load prediction model is
proposed, using a nominal model for prediction of outdoor
temperature dependent space heating load, and a latent
variable model for the residual heat load, where the model
is updated simultaneously and recursively. The theoretical
framework is introduced in [11] and adapted to suit the
district heating heat load prediction use case. The model is
verified against a single multi-dwelling building in Lulea˚,
Sweden.
The prediction accuracy is compared to a neural network
approach, with the latent variable method showing a higher
prediction accuracy for the test case. Compared to using
artificial neural networks, the latent variable method allows
for explainability due to the composition of the model.
Here, the nominal model represents the physical building and
substation, and the data driven latent variable part represents
the time dependent user and control behavior. Compared to
SARIMAX and more specialized models also using a split
between heat load used for hot tap water consumption and
space heating load, as described in [8], the presented method
produces a model that is recursively and simultaneously
updated for the split model, is straight forward to aggregate
for simulating larger groups of buildings, and requires less
parameters.
The paper is organized as follows. The first section provide
the general structure of the model and a motivation for it.
The following two sections introduce the nominal model that
is used to represent the thermal behavior of the building, and
the latent variable model. Therein, the latent variable model
for the residual heat is discussed in detail. The results from
the test case are given together with the comparison with the
ANN model in the Result section. The paper ends with some
conclusions and outlook.
II. GENERAL STRUCTURE
The observed heat load is the output of the substation
control system including domestic hot water production, in
conjunction with the thermal grid. The substation control
strategy is generally not known for the entire grid, and the
hot tap water use is largely stochastic in its nature. However,
by using appropriate covariates we can identify the most
commonly used control strategies for district heating. Here,
a hybrid model approach, described in detail in [11], is
used where yˆnom(t) = Θϕ(t) is a predictive model for the
outdoor temperature dependent nominal heat load, mainly
space heating. The residual load, mainly predicting time
dependent space heating and ventilation, and domestic hot
water production, ε(t) = y(t)− yˆnom(t) is then assumed to
be gaussian
ε(t) ∼ N (Zγ(t),Σ) (1)
with a time-varying expected value Zγ(t), where the latent
variable Z and covariance matrix Σ is unknown. The total
predicted heat load is consequently
yˆ(t) = yˆnom(t) + yˆres(t) = Θϕ(t) + Zγ(t). (2)
The split model serves three purposes. For one, the
nominal model is assumed to have a long term dynamic
component due to possible feedback and the thermal inertia
of the building, whereas we for computation efficiency do
not desire to include these time lags in the user behavior-
dependent part. Second, by using a suitable basis function
γ(t) it is possible to approximate both periodic and non
periodic time dependent behavior without pre-processing of
the data. Third, the explicit separation of outdoor temperature
dependent and time dependent behavior allows for physical
interpretability of the nominal model that can be exploited
in future separate categorizations of the two when a larger
building stock is targeted.
Joint estimation of the nominal model and the residual
load model is based on the maximum likelihood approach
with a latent variable Z that is distributed as
vec(Z) ∼ N (0, D). (3)
The nominal model parameters Θ are found by the maxi-
mum likelihood approach, maximizing
p(Y |Ω) =
∫
p(Y |Ω, Z)p(Z)dz (4)
where Ω = {Θ, D,Σ}. The problem may have local minima,
and an estimation of the parameters is found using the Expec-
tation Maximization technique [12] where the cost function
obtained from the maximization (4) is guaranteed to decrease
monotonically. The latent variables Z can then be estimated
at the optimal estimate of Ω. The calculations include a
data-adaptive regularizing term that produces parsimonious
estimates of Z [13] without user-specified hyperparameters.
Notably, the nominal model must be linear in the param-
eters, but nonlinear inputs can be provided if applicable. As
the total heat load for the grid is predicted as the sum of
distributed loads it allows for the use of specific models for
consumers that cannot be predicted from readily available
data, e.g. certain types of industrial plants. For the individual
consumer heat load prediction, the following information is
updated and stored for every time step
• Θ matrix – Parameters of the nominal model
• Z matrix – Parameters of the latent variable model
• Σ matrix – Variance of the total model error
• n – Number of observations used for the model
The aggregation of distributed heat loads is straight-
forward since the total predicted heat load at a given time
instance is the sum of individual predictions. The errors
are uncorrelated, and the total predicted heat load for N
consumers and the total variance is given by:
yˆtot(t) =
N∑
i=1
yˆi(t) and Σtot =
N∑
i=1
Σi, (5)
which can be learned recursively.
III. NOMINAL MODEL
The space heating load is often mainly outdoor temper-
ature dependent due to the most common control strate-
gies, involving possible combinations of outdoor tempera-
ture dependent supply temperature from the grid operator,
outdoor temperature dependent feed forward control for the
substation, and indoor temperature feedback control for the
substation. The latter is indirectly affected by the outdoor
temperature. The control strategies can also directly or indi-
rectly (for feedback control) depend on factors such as wind
speed, solar radiation and precipitation.
The goal of the space heating control strategy is gen-
erally to keep the indoor temperature at a stable comfort
temperature. However, by manipulating the stored heat in
the building by raising or lowering the indoor temperature
slightly, the building can be used as a passive thermal storage
for the grid [14].
A simplified energy balance for the building adapted from
[15] describes the dynamics of the building
Cth
∂Tb(t)
∂t
= Qsh(t) +Qv(t) +Qint(t)−Qout(t) (6)
where Qsh(t) is the space heating load that we want to
predict with the nominal model, Cth is the thermal mass of
the building, Tb(t) the lumped temperature of the building,
Qv(t) is heat flow from ventilation air, Qint(t) the energy
from e.g. electrical equipment and residents, and Qout(t)
the temperature losses to ambient. The temperature losses to
ambient can be approximated [16] with a linear function of
the outdoor temperature and the lumped building temperature
Qout(t) = khtAht(Tb(t)− To(t)). (7)
If the supply temperature or substation only uses a feed
forward based on the outdoor temperature, identification of
the outdoor temperature dependency of the heat load is
straight forward Qsh(t) = θ1To(t) under the assumption that
the feed forward curve is reasonably linear. For the feedback
case we can view the system as the block diagram shown in
Figure 1.
If we first consider the blocks within the dotted line in
Figure 1, in Laplace form we have the building temperature
Tb(s) = (Qsh(s) + V (s)
+khtAht(Tb(s)− To(s)))Gb(s) (8)
C(s) Gs(s) Gb(s)
−kthAth
Qsh Tb
Tr(s)
To(s)
V (s)
Σ
Σ
Σ
−
−
Fig. 1. Block diagram of the feedback system.
that we can rearrange to get
Tb(s) = G˜(s)(Qsh(s) + V (s) + khtAhtTo(s)) (9)
where, by inserting (6) in Laplace form, we have
G˜(s) =
Gb(s)
(1 + khtAhtGb(s))
=
1
khtAht + Cths
. (10)
The substation dynamics are fast compared to the building
dynamics, so we approximate the blocks within the dashed
line in Figure 1 as C˜(s) = C(s)Gs(s). We have thus
simplified the block diagram from Figure 1 to the form seen
in Figure 2.
C˜(s) G˜(s)
kthAth
Qsh Tb
Tr(s)
To(s)
V (s)
Σ
Σ
−
Fig. 2. Simplified representation of the feedback system.
We can now look at Qsh that is our target quantity for the
prediction, once again in Laplace form
Qsh(s) = C˜(s)G˜(s)(Tr(s)− (Qsh(s)
+khtAhtTo(s) + V (s))), (11)
where rearranging the equation gives us three parts
Qsh(s) = −
C˜(s)G˜(s)
1 + C˜(s)G˜(s)
V (s)︸ ︷︷ ︸
QR
sh
(s)
−
khtAhtC˜(s)G˜(s)
1 + C˜(s)G˜(s)︸ ︷︷ ︸
QT
sh
(s)
To(s) +
C˜(s)
1 + C˜(s)G˜(s)
Tr(s). (12)
Here, QTsh(s) is the outdoor temperature dependent space
heating load, that is target quantity for the nominal model.
The set point of the indoor temperature Tr(s) can be assumed
to be constant in relation to the outdoor temperature To(s),
and the building temperature Tb(s) can be assumed to be
close to the reference temperature Tr(s) so that the third term
is relatively small. We then leave the prediction of QRsh as
a time dependent residual part that is modeled by the latent
variable model. The most common approach for feedback
control of the indoor temperature is a PID controller, so that
we get
C˜(s) = Kp +
Ki
s
+Kds, (13)
where inserting (13) and (10) into QTsh(s) from the equation
above we get
QTsh(s) =
−khtAht(Ki +Kps+Kds2)
Ki + (khtAht +Kp)s+ (Cth +Kd)s2
To(s) (14)
that can be approximated by an ARX model of sufficiently
high order. Further, exploiting the knowledge that there is
generally no space heating when the outdoor temperature
is high enough, we can substitute the outdoor temperature
with ∆T (t) = max(Tc − To(t), 0) where Tc is a user
specified threshold temperature, to avoid the discontinuity.
The nominal model can then be written as
yˆnom(t) = Θϕ(t) = Θ


1
∆T (t)
∆T (t− 1)
...
∆T (t− nb)

 . (15)
Using nb = 24, that is 24h of time lags, has shown to give
good predictions even during sharp outdoor temperature gra-
dients for the building and substation used in the examples.
Results show that including precipitation, wind speed or sun
radiation has a negligible impact on the prediction accuracy
of the example building. However, this is influenced by the
control strategy in conjunction with factors such as where
the building is located geographically, if it is shielded from
wind, and the isolation of the building. Lulea˚ is also located
in the north of Sweden where the sun radiation during winter
is low, whereas in the summer when the sun radiation is high
there is no need for space heating.
IV. LATENT VARIABLE MODEL
The residual heat load that is predicted by the latent
variable model is
yres(t) = Q
R
sh(t) +Qtw(t) (16)
including the residual part from (12), and Qtw(t) that is
the heat used for domestic hot water production. At the
substation level it is concluded in [17] that there exists
four main heat load patterns based on the most commonly
used control strategies for radiator and ventilation systems:
continuous operation control, night set-back control, time
clock operation control 5 days a week and time clock
operation control 7 days a week.
The hot tap water heat load patterns are highly dependent
on the type of building, where a school is expected to have
distinctively different hot tap water consumption patterns
than a multi-dwelling apartment building. However, these
patterns tend to show periodic behavior depending on time
dependent covariates such as time of the day, day of the
week, period of the year and weekend / not weekend,
something that also holds for the time dependent control
strategies above. These covariates are used as input uγ(t)
to the latent variable model.
The binary and continuous or periodic inputs to the latent
variable model are denoted uγb(t) and uγp(t), with sizes
nγb and nγp respectively. By using a Fourier expansion
of uγ(t) as input to the latent variable model we can fit
both periodic and continuous behavior from the covariates.
Periodic and continuous signals are then approximated by the
vector γp(t) of orthogonal Fourier series basis expansions up
to M harmonics. Using the time of day expressed in hours
td(t), day of week dw(t), and week number wy(t) for the
periodic or continuous part, and weekend/not weekend wk(t)
and summer/not summer s(t) as a binary inputs, we get
uγp(t) =

 td(t)dw(t)
wy(t)

 and uγb(t) = [wk(t)s(t)
]
. (17)
where the weekend signal includes official holidays, and
May-August are considered as summer months. The basis
expansion for each input of uγp,i(t) and basis number j can
be written as
bi,j(t) =

cos
(
jπuγp,i(t)
2ℓi
)
sin
(
jπuγp,i(t)
2ℓi
)

 (18)
where ℓi is the boundary for each input. The γp(t) vector
contains the basis expansions of the periodic inputs
γp(t) =


b1,1(t)
...
b1,M (t)
b2,1(t)
...
bnγp,M (t)


. (19)
For the binary variables we have
γb(t)=

 1uγb,1(t)
(1− uγb,1(t))

⊗ . . .⊗

 1uγb,nγb(t)
(1 − uγb,nγb(t))

 (20)
where ⊗ denotes the Kronecker product, and finally
γ(t) =
([
0B IB
]
γb(t)
)
⊗ γp(t) (21)
where 0B and IB are nb × 1 and nb × nb respectively, with
nb = ((2 + 1)
nγb − 1). The latent variable model will then
have nγ = 2Mnγp((2 + 1)
nγb − 1) variables, where in the
results section we have used M = 8 and thus 128 variables
in Z . For the case study including cross-terms of γ(t) have
not provided better prediction accuracy and have been left
out for higher computational performance.
V. RESULTS
Hourly heat load measurements were acquired from a sin-
gle multi-dwelling building connected to the district heating
network of Lulea˚, Sweden. The data was provided by Lulea˚
Energi AB and anonymized in compliance with the General
Data Protection Regulation (GDPR). Furthermore, weather
data from the Swedish Metereological Institute (SMHI) and
temporal data such as date and time was used. The heat load
measurement has a dead band of 10kW causing a quantiza-
tion effect on the signal, where the percentage relative heat
load can be seen in Figure 3.
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Fig. 3. Sample of heat load data series.
The model has been trained with one year of measurement
data, and is then continuously predicting 24h ahead out of
sample for the following year, updating the model for every
step ahead (walk-forward prediction). Each sample in the
plot is the 24h ahead prediction. Predictions use the actual
temperature ahead, where in real life weather predictions
needs to be used.
As a reference for the prediction accuracy a feed forward
Artificial Neural Network (ANN) has been used. For a single
hidden layer the ANN can be represented [7] as
f(x) =
N∑
j=1
wjψj
[
M∑
i=1
wijxi + wio
]
+ wjo (22)
where M is the number of inputs, N the number of hidden
units and ψ the transfer function for each hidden unit. The
mean square error (MSE) has been used as cost function, and
the tanh(x) as activation function. The neural network has
been implemented with 1-3 hidden layers, that has previously
been shown to produce good prediction results in [7]. The
results presented are from the best prediction, which in this
case was using three layers. The ANN has been implemented
using the MATLAB Deep Learning Toolbox. The same
covariates as for the latent variable model have been used.
In order to evaluate the results, the relative root mean
square error (rRMSE) of the data has been used as a
performance metric. Since this is a metric commonly used
for time series prediction the results are comparable to other
methods, and indeed show that the estimates are in line with
what has been previously reported. The reported rRMSE
is for the whole validation data set, including the summer
months with low heat load.
rRMSE =
1
y¯
√√√√ 1
n
n∑
i=1
(yi − yˆi)2 (23)
The resulting rRMSE% can be seen in Table I, where the
latent variable approach performs significantly better than
the ANN method for this test case.
TABLE I
PREDICTION, RELATIVE RMSE RESULTS
LAVA Validation dataset 18.2%
ANN Validation dataset 28.8%
Two prediction plots are provided, one time period of 10
days with a relatively sharp temperature gradient, and one for
a summer month without any space heating load. Prediction
results can be seen in Figure 4 and 5, with the results from
the ANN prediction as a reference. Notably, some very sharp
morning peaks in load occur during some weekdays, but not
other weekdays, nor the same weekdays the week after. Such
irregularities in consumer behaviour can not be predicted
from cyclic variables like the time of the day, and would
need additional covariates for prediction, if they are at all
predictable.
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Fig. 4. 24h forecast and measured heat load for 10 winter days.
The output from the nominal model yˆnom(t) = Θϕ(t) is
seen in Figure 6. As expected the nominal model follows the
∆T temperature closely, but also has a dynamic component.
The output of the latent variable model yˆres(t) = Zγ(t)
that can be seen in Figure 7 shows that the models have
adapted to the diurnal pattern of the heat load, with distinct
different patterns for workdays and the weekend. The result-
ing Z in this case has 70 non-zero parameters.
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Fig. 5. 24h forecast and measured heat load for 10 summer days.
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Fig. 6. Prediction contribution from the nominal model.
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Fig. 7. Prediction contribution from the latent variable model, showing
heat load patterns for both weekend and workday.
A comparison between the outputs from yˆres(t) = Zγ(t)
using different number of harmonics M for the latent vari-
able model can be seen in Figure 8, with the corresponding
rRMSE metrics for the validation data set listed in Table II.
Since more harmonics renders a larger Z matrix this comes
with a computational performance penalty.
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Fig. 8. Output from the latent variable model using different number of
harmonics.
TABLE II
PREDICTION RELATIVE RMSE RESULTS
M=2 19.0%
M=4 18.4%
M=8 18.2%
M=12 18.49%
Over the year the largest deviations from the actual load
are typically found around certain holidays, suggesting that
the workday-weekend split might not be fine grained enough
for the most accurate predictions.
VI. CONCLUSIONS AND FUTURE RESEARCH
In this article, it is shown how a hybrid approach using a
nominal model for outdoor temperature dependent heat load
together with a latent variable model for the residual heat
load, can be used for prediction of the total heat load for
a multi-dwelling building. The model structure is suitable
both for offline simulation and in an online setup where
the models are continuously updated. The implementation
of the parameter estimation is recursive and hyper-parameter
free, allowing for an easy parameterization of the model.
The algorithm produces parsimonious models that can be
efficiently simulated on a standard computer.
In order to simulate a city scale district heating network,
with use cases such as the addition of new city quarters to
the grid, further research on the classification of different
types of buildings is needed. The proposed model structure
allows for separate categorization of the nominal and latent
variable model structures.
The model structure allows for a straight-forward aggre-
gation of the distributed heat loads, whereas aggregation
of consumers for a specific point in the network requires
accounting for the distribution of the thermal heat.
For a city scale simulation, different models, such as
models with more detailed dynamics, consumer dependency
on other covariates, and consumers where the heat load
cannot be predicted from acquirable signals, need to be
integrated in the same simulation. Accordingly, a generic
consumer heat load framework needs to be considered, where
the proposed model is a piece of a larger puzzle.
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