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Abst rac t - - In  this paper, we investigate the problem of how to schedule n independent jobs on 
an m-dimensional star graph based network. We develop a feasibility algorithm for preemptively 
scheduling a given set of jobs with dimension and time requirements on a star graph network of given 
size with a given deadline. We show that the algorithm runs in O(n logn) time where n is the number 
of jobs. We also develop a simple heuristic for nonpreemptive scheduling of jobs and study its lower 
and upper bounds. 
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1. INTRODUCTION 
One of the attractive topologies for constructing the symmetric interconnection networks is the 
star graph [1,2]. The star graph, being a member of the class of Cayley graphs, has been shown 
to possess appealing features including low degree of the node, small diameter, partition-ability, 
symmetry, and high degree of fault-tolerance. For this reason, in recent years much research as 
been directed toward studying properties of these star graphs [3,4], its fault-tolerance aspects [5], 
or implementing various algorithms on it [6-9]. 
When parallel algorithms are mapped and implemented on a massively parallel architecture, 
the dimension of the network plays an important role as a parameter of the algorithm. This 
is especially true for highly regular and hierarchical networks such as the hypercube and star 
graph. Depending on the size of the incoming task, a portion of the network (which preserves 
the topological properties of the original network) is allocated to it. Subsequent tasks are then 
assigned to disjoint subnetworks and if no subnetwork of the required size is available, the task(s) 
are queued until some tasks run to completion and make subnetworks with the required size 
available. There are many important issues of concern in this area of scheduling jobs on a 
network. One of the fundamental problem is of preemptive scheduling of independent jobs (each 
with a processing time and a size requirement); the ultimate goal is to compute the minimum 
finish time given the network size. To do that, we need to determine the feasibility of scheduling 
given a network and a specific deadline. This problem has been recently solved for hypercube 
networks [10,11]. Our first purpose in the present paper is to propose a feasibility algorithm that 
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decides if a given set of jobs, where each job J~ is associated with a dimension di and a processing 
time t~ (meaning that the job needs be processed on a d~-dimensional star graph for ti units 
of time), can be preemptively scheduled on an m-dimensional star graph system within a given 
deadline T. We assume that the preemption of jobs can be done at no cost. We show that our 
algorithm has a O(n log n) run time complexity where n is the number of jobs in the given set of 
jobs. Then, we note that computation of the minimum finish time can be done by using binary 
"~ V ti/mI] where tmax max( t l , t2 , . . . , tn} .  search over a time interval [tmax, ~i=l di. * = 
In the second part of our paper, we investigate the problem of scheduling jobs in a star based 
network when no preemption is allowed. Since for this nonpreemptive scheduling the problem 
is NP-Complete, we look at a simple list scheduling strategy called Largest Dimension First or 
LDF and prove its asymptotic upper bound. We also look at the lower bound of performance for 
a certain class of scheduling algorithms called on-line algorithms, of which LDF is a member. 
2. PREL IMINARIES  
In this section, we briefly introduce the basic terminology about star graphs and scheduling of 
jobs in star graph networks. Graph theoretic terms not defined here can be found in [12] and a 
detailed treatment of star graphs can be found in [1,2]. 
A star graph Sn, of order n, is defined to be a symmetric graph G = (V, E) where V is the 
set of n! vertices, each representing a distinct permutation of n elements, and E is the set of 
symmetric edges such that two permutations (nodes) are connected by an edge iff one can be 
reached from the other by interchanging its first symbol with any other symbol. For example, 
in $3, the node representing permutation 123 has edges to two other permutations (nodes) 213 
and 321. Throughout our discussion, we denote the nodes by permutations of English numerals. 
For example, the identity permutation is denoted by I = (1234...) .  
REMARKS. 
* These star graphs are members of the family of Cayley group graphs. For a star graph Sn 
of dimension , there are n - 1 generators, g2, g3,. - . ,  gn, where gi swaps the first symbol 
with the i th symbol of any permutation. Each generator is its own inverse, i.e., the star 
graph is symmetric. Also, the star graph Sn is a (n - 1)-regular graph with n! nodes and 
n!(n - 1)/2 edges. 
• It is easy to see that any permutation ofn elements can also be specified in terms of its cycle 
structure with respect o the identity permutation I. For example, 345216 = (135)(24)(6). 
The maximum number of cycles in a permutation of n elements is n, and the minimum 
number is one. When a cycle has only one symbol, that symbol is in its correct position 
in the permutation with respect o the identity permutation. The singleton cycles may 
be omitted in the cycle representation f a permutation if the number of symbols in the 
permutation is understood from the context. 
The problem of job scheduling on star graphs can be formulated as follows. We are given a 
set of n independent jobs J = {Ji : 1 < i < n) and a star graph Sm of dimension m. Each job 
J~ = (d~, ti), 1 < i < n requires a star graph of dimension di (i.e., a d~-substar) for ti units of time 
where 0 < di <_ m and ti is a rational number, ti > 0. The problem is to compute a schedule such 
that the finish time (the time when all jobs are finished) is minimized (we call this an optimal 
schedule). A schedule is called preemptive if a job may be preempted before completion and can 
resume at a later time, possibly on a different substar. We also assume for the sake of simplicity 
(without any loss of rigor), that the jobs are ordered, i.e., Vi, 1 < i < n, d~ > di+l. 
Each Sm contains m disjoint Sm-l 'S.  Let A be the symbol set (1,2 . . . .  m-  1 ,m,x) ,  where x 
denotes a don't care symbol. Every substar of Sm can be uniquely labeled by a string of symbols 
in A such that the only repeated symbol be x. Notably, the number of x symbols in the label 
determines the dimension of the substar. For instance, the substar x3x2x is 3-dimensional nd 
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contains the set of nodes {13425, 13524,43125,43521, 53124, 53421}. The first position (i.e., the 
leftmost position) of the label of any substar is always equal to x due to connectivity conditions 
of the star graph, unless the substar is a single node. The Sm is labeled as x m, where the 
superscript is the repetition factor. It is also well known [13] that all the m! permutations of 
m distinct symbols can be uniquely numbered from 0 through m! - 1. We use this scheme to 
number the vertices of any star graph Sin. For details of the numbering scheme, see [13]. 
DEFINITION 1. For any a, b E V with a < b, let [a, b] denote the set of processors (p E V : a < 
p < b). We call [a, b] a processor interval or a p-interval. 
REMARK 1. For any given £, g > 0, an m-star Sm can be divided into ~ consecutive p-intervals 
[al,bl], . . . .  [at, bt] where al = 0, bt = m! - 1, and (Vi : 1 <_ i < e : ai+l = bi + 1). 
REMARK 2. Not all p-intervals of size x! (x is a positive integer) are x-substar. In this paper, 
we are interested only in those p-intervals which are valid substars, and hence, we use the terms 
p-interval and substar interchangeably. 
DEFINITION 2. The profile [10,11] of a schedule is defined to be a function F that maps a 
processor p E V to a time f = F(p) such that the processor p has been busy until t ime f and 
T - f denotes the t ime when the processor p is available for more work. 
So, if T denotes the given deadline for the job set, r = T - f denotes the Remaining Processing 
Time or the RPT  of the processor p. If we attempt o find the schedule of one job at a time, we 
need to know the finish time of all the processors for the existing schedule and this information 
is stored in the profile. We use S(i) to denote the schedule after job J~ is scheduled, and use P(i)  
to denote the corresponding profile. 
When we schedule the jobs on a star (each job needs a substar of some dimension), the profile 
function maps a p-interval (all the processors in the interval) to a time. Thus, the profile of the 
complete schedule on the star is a sequence of ordered pairs of p-intervals and finish times 
P = ([al, bl], f l ) ,  ([a2, b2], f2 ) , - . . ,  ([au, by], fy) 
for some integer y, where the y intervals are consecutive and divide the given m-star. Again, 
we logically extend the concept of RPT to the intervals; RPT of an interval is the RPT of its 
processors. More specifically, for a give deadline of the jobs, rj = T - f j  will denote the RPT  of 
the p-interval [aj, bj]. 
REMARK 3. If a p-interval has zero RPT in a schedule, it cannot be used for scheduling further 
jobs and will be deleted from the profile. 
DEFINITION 3. A profile P is called stair-like [11] ffVi : f i+l < fi. 
3. PREEMPTIVE  SCHEDULE-FEAS IB IL ITY  ALGORITHM 
Given a set of jobs J = {J1, J2 . . . .  , Jn}, where Ji = (di, ti) as explained earlier and an m-star, 
the feasibility algorithn~ computes if the given jobs can be scheduled on the m-star to meet a given 
deadline T. Obviously, if the given deadline T is feasible, we must have V i : 1 < i < n : T >_ t~ and 
T > 1/m! ~-~in=l tidi!. We can safely assume that the given T satisfies both of these requirements 
or we can declare the deadline to be infeasible. 
We assume that the job set J is sorted in descending order of dimensions of the substars 
needed, as explained earlier. We attempt o schedule the jobs in this order one at a time. Let 
S(i) and P( i )  denote, respectively, the schedule and the profile after the job Ji is scheduled. 
S(0) is the initial schedule (null) and P(0) is the initial profile (before any job is scheduled). So, 
P(0) = ([0, m! - 1], 0). We use k to denote the number of p-intervals with nonzero RPT in the 
profile P( i  - 1). If k = 0, job Ji cannot be scheduled; otherwise, P( i  - 1) will look like 
P( i  - 1) = ([al, bl], f l ) ,  ([a2, b2], f2 ) , . . . ,  ([ak, bk], fk ) .  
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(Note: if this profile is stair-like, the p-intervals in P( i  - 1) are ordered in increasing order of 
their RPTs.) 
THE ALGORITHM TO SCHEDULE J i  = (di, t i) .  
Step 1: If ti > rk, then return "infeasible" (Job Ji cannot be scheduled). 
Step 2: If t~ < rl, then schedule job Ji entirely on the substar (p-interval) [al, al -{-di! - 1] from 
time fl  to time fl  + ti. 
Step 3: If there exists an integer j such that t~ = rj, then schedule the job Ji entirely on the 
substar [aj,aj % di! - 1] to use up all its RPT. 
Step 4: Compute an integer j such that t~ > rj A ti _~ rj+l; schedule the job Ji on the substar 
[aj,aj -{-di!- 1] to use up all its RPT rj and schedule the remaining time ti - r j  of job J~ 
on the substar [aj+l,aj+l -{- d~! - 1] from time f j+l to time f j+l + (ti - rj). 
REMARK 4. For any job J~ if Step 1 does not apply, our algorithm is able to schedule the job by 
either one of the three steps, 2, 3 or 4. 
REMARK 5. Note that application of the steps of the algorithm involves appropriate update of 
the profile. Scheduling of a job J~ may split a particular p-interval into two or may necessitate 
deletion of a p-interval (due to its RPT being completely used up). This updating of the profile P 
will depend on the data structure used and is not relevant o the correctness of the scheduling 
algorithm. 
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Figure 1. Schedule for the example job set. 
EXAMPLE.  Consider a 5-star, a deadline T = 4, and a Job set J = (J1, J2, J3, J4, Js, J6), where 
J1 = (4, 2), J2 = (4, 4), J3 = (4, 3), J4 = (3, 3), Js = (3, 3.5), and J6 = (1, 4). Note that the jobs 
are arranged in nonincreasing order of dimension. The initial profile is ([0, 119], 0) and Figure 1 
shows the final schedule obtained by the algorithm. We show below the profiles generated after 
scheduling each job in the set. 
J1 scheduled J2 scheduled 
([0, 119], O) , ([0, 23], 2), ([24, 119], 4) , ([0, 23], 2), ([48, 119], O) 
Step 2 Step 3, j=2 
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Ja scheduled J4 scheduled J~ scheduled 
) ([48, 71], 1), ([72,119], 0) ~ ([54, 71], 1), ([72,119], 0) 
Step 4, j= l  Step 3, j----1 Step 4, j= l  
J6 scheduled 
([60, 71], 1), ([72, 77], 0.5), ([78,119], o) , ([60, 71], 1), ([73, 78], 0.5), ([79,119], o). 
Step 4, j=2 
LEMMA 1. The profiles P( i ) ,O < i < n are stair-like. 
PROOF. The profile P(0) is trivially stair-like. Assume that P( i  - 1) is stair-like; we need to 
show that P( i )  is stair-like after the job Ji is scheduled by the algorithm. 
• Assume Step 2 is executed to schedule Ji. There are two cases: if I[al,bl]l -- di!, the 
profile P( i )  is obtained by replacing the first entry ([al, bl], f l )  in P( i  - 1) by an entry 
([al, bl], f i  -t-ti); else if t[al, bill > di!, then the profile P( i )  is obtained by replacing the first 
entry ([al, bl], f l )  in P( i -  1) by two elements ([aN, al +d i ! -  1], f l  +ti)  and ([aN +di!, bl], f l ) .  
In either case, the resulting profile P( i )  maintains the stair-like property. 
• Assume Step 3 is executed to schedule Ji. Profile P( i )  is obtained by replacing the entry 
([aj, bj], f j )  by a new entry ([aj + dil, bj], f j); the stair-like property is maintained. Note 
that if bj = aj + di!, then the original entry is simply deleted. 
• Assume Step 4 is executed to schedule Ji. Profile P( i )  is obtained by deleting the en- 
try ([aj, bj], f j )  and replacing the entry ([aj+l, bj+l], f j+l)  by two entries ([aj+i, aj+l + 
d~! - 1],f j+l + (ti - r j ) )  and ([aj+i + di! ,bj+l] , f j+l) .  Since f j+l  + (t~ - r j )  <_ f j ,  the 
stair-like property is maintained in the profile P(i) .  I 
LEMMA 2. The algorithm generates a feasible schedule iff one exists. 
PROOF. We only need to prove that the algorithm generates a schedule if a feasible schedule 
exists. We use contradiction. Let S ~ be a feasible schedule of the job set J and the deadline T. 
Assume that the jobs J0, J1 , . . . ,  J i-1 are scheduled in S t in the same way as in S( i -  1) and job Ji 
is scheduled ifferently in S t than it would be in S(i).  We show that S t can be modified so that 
Ji is scheduled in S ~ as in S(i). Thus, the schedule St can be transformed to S(n),  the schedule 
generated by the proposed algorithm. Let P( i  - 1) = ([al, bl], fx) . . . .  , ([ak, bk], fk).  Since the 
job 3"/ is scheduled in S'  - S( i  - 1), fk + ti <_ T, and hence, our algorithm is able to schedule Ji 
and can generate S(i) .  Assume our algorithm schedules Ji in S(i)  on substar A = [aj, aj +di! - 1] 
from time fj to time f j  + ti (= T, say) (Step 2 or 3 of our algorithm); or on substar A from 
time f j  to T and on substar B = [aj+l, aj+l + di! - 1] from time f j+l to time f j+l  + (ti - r j)  
(= T t, say) (Step 4 of our algorithm). If the job Ji is scheduled in S ~ in the same way, we are 
finished. If not, we rearrange jobs Ji, J i+l,.  • •, Jn in S t - S( i  - 1) using the following procedure 
such that Ji is scheduled in S' just like in S(i).  
• Divide the entire time interval [0, T] into equal ength intervals of size/i (call those intervals 
/i-intervals) such that each job in S t is preempted or finished at the end of some/f-interval; 
this can always be done by choosing/i sufficiently small. For an arbitrary &interval a, let 
J S (a )  denote the set of jobs (from among Ji, J i+ l , . . . ,  Jn) that are scheduled in S t in the 
&interval a, i.e., J S (a )  = {Jk : i < k < n, and Jk is scheduled in S t over a }. 
• Divide the m-star into m(m - 1). . .  (m - di + 1) di-substars across the entire interval 
[0,T]; line up jobs in J S (a )  over each interval a such that no job is scheduled on two 
di-substars--this  possible because V Jk E JS (a )  : dk <_ di. 
Let T ~ = T - t i .  Divide the schedule St into two parts: left and right of Tq Let I1 = {a : a 
is a &interval on the left of T ~ and Ji qL JS (a )}  and let 12 = {a t : a I is a &interval on 
the right of T p and Ji E JS(at)}.  Obviously, number of intervals in I1 and/2  are equal. 
Now we can think of a one-to-one function from I1 to/2.  Consider an interval a in I1 and 
the corresponding a t in/2.  Since the profile P( i  - 1) is stair-like, number of di!-substars 
over a in S t - S( i  - 1) is at least as many as over a t. Thus, since Ji is over a ~ and not 
over a, there is at least a di!-substar over a which is either an empty interval or occupied 
by a job in J S (a )  - JS (a ' ) - - thus ,  we can interchange. 
CAI~h ]Z-6-E 
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• Now the job Ji is in the interval IT', T]; we now move it to the desired subcubes and time 
intervals as is done in S(i). We use the following rules. 
(1) If Step 2 is used to schedule Ji on S(i - 1) to produce S(i), Ji is scheduled on substar 
A = [al,al +di! - 1] from fl  to f l  +t i  = r. In this case, T' > f l  and T > fl .  For 
each a in [T ~, T] in S ~, we interchange Ji in its di-substar with jobs in A; we then 
swap Ji in A over IT', T] with that in A over [fl, X]. Because A extends from f l  to 
T in S ~ - S(i - 1), the swapping can always be done. 
(2) If Step 3 is used to schedule Ji on S(i - 1) to produce S(i), Ji is scheduled entirely 
on substar A = [aj, aj + di! - 1] from time fj to time fj + ti = r. In this case, T' = fj  
and T = r. For each a in [T ~, T] in S', we just interchange Ji in its di-substar with 
jobs in A. 
(3) If Step 4 is used to schedule Ji on S( i -1)  to produce S(i), J~ is scheduled on substar A 
from time fj to T and on substar B = [aj+l,aj+x + di! - 1] from time f j+l to time 
f j+l + (t~ - rj) = r'. In this case, .fj > T' > fj+l and fj > r '  > f j+l.  For each a in 
[fj, T] in S ~, we interchange Ji in its di-substar with jobs in A; we interchange Ji in 
substar B over IT', fj] with that in B over [fj+l, ~"]. Because B extends from f j+l 
to T in S ~ - S(i - 1), the swapping can always be done. | 
THEOREM 1. The number of preemptions in a feasible schedule produced by the algorithm is 
upper bounded by n -  1. 
PROOF. The first job J1 is scheduled without any preemption, and for each subsequent job we 
need at most one preemption. Thus, the result follows. | 
THEOREM 2. The feasibility algorithm has a run time complexity of O(n log n). 
PROOF. The feasibility algorithm involves updating the profile by scheduling one job at a time 
from the job set starting from a profile of a single entry and assuming that the job set is ordered 
in nonincreasing order of dimension requirement. The jobs can be ordered in O(nlogn) time 
using a sorting algorithm like heapsort. The profile can be maintained by using some kind of 
a balanced tree structure like AVL trees. The initial tree contains only one node. Update of 
the tree for scheduling one job involves, in the worst case, one deletion and one insertion (i.e., 
one entry of the profile may need be deleted and one additional entry may need be inserted). 
Insertion and/or deletion in an AVL tree can be done in O(log n) time where n is the number of 
elements in the tree. Thus, the entire operation of the profile updating can be done in O(n log n) 
time. Lastly, to schedule ach job, we need to decide on the particular step of the algorithm. 
There are only four steps in the algorithm. To decide if a particular step is applicable, we need 
to do a search on the tree which can take at most O(log n) time, and hence, the decision process 
for all the n jobs will take O(n log n) time. | 
4. NONPREEMPTIVE  SCHEDULING 
For nonpreemptive scheduling of jobs on star graphs, the problem is NP-complete because it 
involves an identical multiprocessor scheduling problem which is known to be NP-complete [14]. 
So, we want to study approximation algorithms. Among approximate algorithms, the general 
class of list scheduling algorithms are probably most popular and useful. The general idea behind 
any list scheduling algorithm is to put all the jobs in a list L in a particular order (using any 
set of criteria depending on the application at hand) and then to schedule the jobs in that order 
(jobs are assumed to be independent in most cases; but that is not essential). The performance 
of the algorithm is measured by comparing the length of the schedule generated by the algorithm 
to that of the optimal schedule. 
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4.1. Largest  D imens ion  First (LDF)  List Schedu l ing  
An LDF algorithm uses the simple idea of prioritizing the jobs in descending order of size 
requirement of the substar on which the job can run. We are given a set of n independent jobs 
J = {Ji : 1 < i < n} and as tar  graph Sm of dimensionm. Each job J~ = (d~,ti),l < i < n 
requires a star graph of dimension di (i.e., a di-substar) for ti units of time where 0 < d~ <_ m 
and ti is a rational number, ti > 0. The list L of jobs L = {J1, J2 , . . . ,  Jn} is made such that 
dl > d2 >_ "." >_ dn. The algorithm is simple: schedule ach job from L one after the other. To 
schedule Ji, 1 < i < n, the m-star is divided into m!/di! di-substars and Ji is assigned to the first 
available substar. Ties (multiple substaxs have the same finish time) are resolved in favor of the 
one with smallest index. One can immediately observe, that under this policy, no processor can 
be idle until the start time of the job Jn. We use LDF (L) and OPT (L) to denote the schedule 
length for the given list L by the algorithm LDF and by the optimal algorithm, respectively. 
THEOREM 3. LDF (L ) /OPT(L )  < 2 - 1/m! and the bound is tight. 
PROOF. Let ri denote the start point of job Ji and ti denote the execution time of job Ji, 
1 < i < n. Let k be the minimum integer such that job Jk finishes at time LDF (L). Consider 
the list L' = {J1, J2 , - . . ,  Jk}. Obviously, LDF(L') = LDF(L) and OPT(L')  > OPT (L), and 
hence, the ratio bound is not affected (we are looking for an upper bound). Since no processor 
can be idle before time r(k) ,  we have 
k-1  
E dj! * tj >_ m! * rk. 
j~l  
The optimal schedule length OPT(L ~) must satisfy the relation m!*OPT(L r) > k d V E i= l  ~" * ti" 
Also, by definition of the list L ~, we have LDF(L') = LDF (L) -- Tk + tk. Combining the two, we 
can write 
m! ,  LDF(L) = m! 
k-1  
-<E 
i=1 
k 
-<E 
i=1 
< m! 
* rk + m! * tk 
di * t~ + m! • tk 
di * ti + (m! -d i ! )  * tk 
• OPT(L)  + (m! - di!) * tk. 
Thus ,  
This proves the absolute bound. 
To show the tightness of the bound, consider the following job set J = {Ji : 1 < i < (m!) 2 - 
m! + 1 } where 
(1, 1), if 1 < i < (m!) 2 - m!, 
J i=  (1,m!), i f i - - (m! )  2 -m!+1.  
The corresponding list is L = ( J1 , J2 , . . . ,  J(m!)2-m!+l). The LDF and optimal schedules are 
shown in Figure 2. In the LDF schedule, the first (m! )  2 --  m! jobs in L fill the m-star completely 
up to the time m! - 1 and the last job results LDF (L) -- 2m! - 1. In the optimal schedule, we 
can assign the last job first on the first processor up to the time m! and use the other jobs to fill 
the remaining area up to time m!; thus, OPT (L) = m!. | 
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Worst Case LDF Schedule Corresponding Optimal Schedule 
Figure 2. Tightness of LDF bound. 
THEOREM 4. I f  each job J, = (di,ti) is such that di! = ti, for ali i, 1 < i < n, then LDF always 
produces an optimal schedule. 
PROOF. The proof readily follows from the fact that LDF performs optimally for a hypercube 
connected network when the each job is a square [15]. The only difference in this case is that the 
side of the square here is a factorial of an integer instead of being some power of two. | 
We also want to evaluate the performance of online algorithms on star graph scheduling. An 
algorithm is on-line if, given a list of jobs, it schedules the jobs in that order without looking at 
any job ahead of the current job and never moves any already scheduled job. In other words, the 
on-line scheduling algorithms always schedule the jobs as they arrive without any look-ahead. 
LDF may be viewed as an on-line algorithm, but only with a presorted job list. The following 
theorem gives an absolute lower bound for the schedules generated by any on-line algorithm using 
decreasing dimension lists. 
THEOREM 5. Let A be any on-line algorithm. There exists a list of jobs ordered by decreasing 
dimension such that A(L) > ((1 + V~)/2)OPT(L) > 1.7247OPT(L). 
PROOF. Consider a 6-star. Let the list L be L = L1L2L3L4, where L1 consists of 30 jobs of 
size (4, 1), L2 consists of 60 jobs of size (3, 2 - x), L3 consists of 90 jobs of size (2, 2 + x) and L4 
consists of 181 jobs of size (1, 4). We need to show that there exists an x, 0 < x < 1 such that 
the following two conditions are met. 
• The optimal schedules of the lists, L1, L1Lg~, L1L2L3, and L1L2L3L4 = L are as shown in 
Figure 3 and OPT(L1) = 1, OPT(LxL2) = 2, OPT(L1L2L3) = 3-x ,  and OPT(L1L2L3L4) 
= OPT(L)  = 4. 
• The following four inequalities hold: 
A(L1) A(L) < -  
OPT(L1) OPT(L) '  
A(LIL2) A(L) < - -  
OPT(L l lL2)  OPT(L) '  
A(L1L2L3) A(L) < - -  
OPT(L1L2L3) OPT(L) '  
A(L) > 7-______~_x 
OPT(L ) -  4 
We search for an appropriate z in the following way. If we consider the scheduling of list L1, 
(1) must be satisfied and we do not want to schedule two jobs in L1 above each other. In other 
words, we get 
2 A(L I )  A(L)  7 - x 
->  < - -  > - -  or - l _<x<3.  
1 - OPT(L I )  OPT(L )  - 4 
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Figure 3. Optimal schedules of the lists. 
Consider scheduling the list LIL2: since L: is already scheduled, jobs in L2 must be scheduled 
over jobs in LI, and (2) must be satisfied. 
7 - x A(L) l+(2 -x )  < A(LIL2) <- -< 
2 - OPT(LIL2)  4 - OPT(L)" 
Again, we do not want two jobs in L2 to be scheduled over each other, and hence, 
1+2(2-x )  > A(L) > 7 -  x 
- -  - -  o r  - l < x < l .  
2 - OPT(L)  - 4 
Similarly, consider scheduling of the list L:L2L3. Note that jobs in L3 cover only half of the 
given star, and hence, can be scheduled over jobs in L1. 
l+(2+x)  < A(L:L2L3) 7 -  x A(L) < - - <  
3-x  - OPT(LIL2L3) 4 - OPT(L)" 
We prevent scheduling a job of L3 over a job of either L2 or L3 by requiring (3) to be violated 
when that happens. 
l+(2 -x )+(2+x)  > A(L) > 7-x  
- -  - -  or 5 -2v / -6<x<7-2v /~.  
3 -x  - OPT(L)  - 4 
Combining all the constraints on x, we get 
5 -  2v~ < x < 7 -  2v/~,  
Now, if we want to schedule the jobs in L4, at least one job of L4 must be placed over a job 
from L2 or La; see Figure 4. From (4), we see that (7 - x)/4 is maximum when x is smallest or 
x = 5 - 2vf6, i.e., A(L)/OPT(L) > (1 + vf6)/2. Thus, it is impossible to have 
A(L:)  A(L1L2) A(L:L2La) A(L) } 
max OPT(L : ) '  OPT0(L :L2) '  OPT(L:L2L3)' OPT(L)  < - -  2 
Hence, the theorem is proved. | 
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Figure 4. Forced schedule of L. 
5. CONCLUSION 
We have developed a feasibi l ity a lgor i thm to preempt ively  schedule a set of jobs with t ime and 
dimension requirements on a given star  graph with a given deadline. We have shown that  the 
a lgor i thm runs in O(n log n) t ime, where n is the number of jobs. Once we have the feasibi l ity 
a lgor i thm, min imum finish t ime for a given job set and a given m-star  can be easi ly computed by 
using b inary  search over a t ime interval [tmax, EL1  (di! • ti)/m[] where tma x = max{t1, ~:2, • • • , tn}. 
It  would be interest ing to design strategies to compute the minimal  finish t ime of a job set for 
a given star  graph network without  using the b inary search. We have also developed results on 
lower and upper  bounds for s imple heurist ic nonpreempt ive scheduling of jobs on a star  graph 
network. 
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