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Let H be a Hopf algebra with invertible antipode. Two different actions of the
braid group Bn on H⊗n are described. These are representations of the braid group
associated to solutions of the Yang–Baxter equation. By passing to a submodule for
one action and to a quotient module for the other, we obtain two actions of Bn
on H⊗n−1. In this way we recover the actions described by the author in [Comm.
Algebra 29 (2001) 3351–3363] that arise naturally in stable homotopy theory.  2002
Elsevier Science (USA)
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INTRODUCTION
Let H be a commutative or cocommutative Hopf algebra over a ground
ﬁeld k. Tensor products over k will be denoted simply by ⊗. Two differ-
ent actions of the braid group Bn on H⊗n−1 were described in [10]. One
of these actions passes to an action of the symmetric group n when H
is commutative; the other passes to n when H is cocommutative. In the
case n = 2, the action of the generator is simply given by the conjugation
(antipode) of H. Therefore the actions may be thought of as “higher con-
jugations.” These actions arise naturally in stable homotopy theory. In this
paper we recover the actions as reduced versions of actions on H⊗n arising
from solutions of the Yang–Baxter equation.
In the ﬁrst section we begin from homomorphisms of Bn and of n into
AutFn, where Fn is the free group on n generators. For the symmetric
group this is the obvious map by permutation of generators and for Bn this
is the Artin representation; see, for example, [2]. We show how to obtain
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homomorphisms of Bn and n to AutFn−1, the automorphism group of
the free group on n− 1 generators.
In the second section we describe two different actions of Bn on H⊗n,
for H any Hopf algebra with invertible antipode. This is done by providing
solutions c H ⊗H → H ⊗H of the Yang–Baxter equation. These actions
essentially come from the homomorphisms into AutFn of Section 1. As we
explain, this works automatically in the case of H commutative, because of
a close relationship between the category of ﬁnitely generated free groups
and the category of commutative Hopf algebras. We show that it can be
made to work without assuming H to be commutative. When H is com-
mutative one of the actions passes from the braid group to the symmetric
group.
In the third section we describe two Bn actions on H⊗n−1. They essen-
tially come from the homomorphisms to AutFn−1 of Section 1 and in
this way we recover the actions described in [10]. We show how these Bn-
modules may be viewed as reduced versions of those in Section 2, that is
as a submodule in one case and as a quotient module in the other.
1. BRAID GROUPS, SYMMETRIC GROUPS, AND
AUTOMORPHISMS OF FREE GROUPS
Let Bn denote the braid group on n strings. We use the standard presen-
tation
Bn = σ1	 σ2	 
 
 
 	 σn−1 	 σiσi+1σi = σi+1σiσi+1	 for 1 ≤ i ≤ n− 2	
σiσj = σjσi for 	i− j	 ≥ 2

Let Fn denote the free group on n generators, x1	 
 
 
 	 xn and let AutFn
denote the group of automorphisms of Fn. The Artin representation is a
faithful representation β Bn → AutFn; see, for example, [2]. Writing βi
for βσi, this representation is determined by
βixj =


xixi+1x
−1
i if j = i,
xi if j = i+ 1,
xj for all j = i	 i+ 1.
All elements of Imβ ﬁx the product x1x2 · · ·xn of the generators of
Fn and one may use this fact to produce a representation of Bn on the
automorphism group of the free group on n− 1 generators.
Proposition 1.1. Let AutFn−1 be the group of automorphisms of the
free group on n− 1 generators, y1	 
 
 
 	 yn−1. There is a commutative diagram
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of group homomorphisms
Bn Imβ ⊂ AutFn
AutFn−1
β
β¯
p
where, letting β¯i denote β¯σi ∈ AutFn−1	 β¯ is determined by
β¯iyi =


y−11 y2 for i = 1,
yi−1y
−1
i yi+1 for 2 ≤ i ≤ n− 2,
yn−2y
−1
n−1 for i = n− 1
and
β¯iyj = yj for i = j

Proof. Let N denote the normal subgroup of Fn generated by the ele-
ment x1x2 · · ·xn ∈ Fn. Let p1Imβ → AutFn/N be given by p′f w =
f w, for f ∈ Imβ and w ∈ Fn. It is easily checked that this is a well-
deﬁned group homomorphism. There is an isomorphism θ Fn/N → Fn−1
determined by
xi →


y−11 if i = 1,
yi−1y
−1
i if 2 ≤ i ≤ n− 1,
yn−1 if i = n.
Therefore there is an isomorphism θ¯ AutFn/N → AutFn−1, given by
θ¯f  = θfθ−1. Set p = θ¯p1Imβ → AutFn−1. Then it is straightforward
to check that β¯ = pβ.
In the following proposition we note that β¯ is not injective. This is an
analogue of [10, 1.6].
Proposition 1.2. The centre of Bn lies in the kernel of β¯.
Proof. Let λi = σiσi+1 · · ·σn−1 ∈ Bn. Recall that the centre of Bn is
generated by λn1 = λn−1λn−2 · · ·λ2λ12. By downward induction on i, we
have
β¯λiyj =


yj if j ≤ i− 1,
yi−1y
−1
i yj+1 if i ≤ j ≤ n− 2,
yi−1y
−1
i if j = n− 1.
Then a further induction, on k, gives for 1 ≤ k ≤ n− 2,
β¯λkλk−1 
 
 
 λ1yj =
{
y−1k yj+k if 1 ≤ j ≤ n− k− 1	
y−1n−j if n− k ≤ j ≤ n− 1.
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Finally, we ﬁnd that
β¯λn−1λn−2 · · ·λ1yj = y−1n−j for all j	
and this is clearly of order two.
Let n denote the nth symmetric group. We use the standard presenta-
tion
n = s1	 s2	 
 
 
 	 sn−1 	 sisi+1si = si+1sisi+1 for 1 ≤ i ≤ n− 2	
sisj = sjsi for 	i− j	 ≥ 2	
s2i = 1 for 1 ≤ i ≤ n− 1

Let γ n → AutFn be the obvious homomorphism given by the action
of the symmetric group n on Fn by permuting the generators.
Proposition 1.3. Let AutFn−1 be the group of automorphisms of the
free group on n− 1 generators, y1	 
 
 
 	 yn−1. There is a commutative diagram
of group homomorphisms
n AutFn
Imγ¯ ⊂ AutFn−1
γ
γ¯
ι
where, letting γ¯i denote γ¯si ∈ AutFn−1	 γ¯ is determined by
γ¯1yj =


y−11 if j = 1,
y1y2 if j = 2,
yj if j > 2,
γ¯n−1yj =


yj if j < n− 2,
yn−2yn−1 if j = n− 2,
y−1n−1 if j = n− 1,
and for 2 ≤ i ≤ n− 2,
γ¯iyj =


yi−1yi if j = i− 1,
y−1i if j = i,
yiyi+1 if j = i+ 1	
yj if j = i− 1	 i	 i+ 1.
Proof. Consider the subgroup of Fn generated by yi = xix−1i+1 for 1 ≤
i ≤ n− 1. This is a free group on n− 1 generators and it is easy to check
that this subgroup is invariant under the symmetric group action, and the
action is as claimed.
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2. BN -ACTIONS ON H⊗N
There is a well-known relationship between homomorphisms of free
groups and linear maps on tensor products of a commutative Hopf alge-
bra. Any linear map H⊗n → H⊗m constructed using the structural data
of a commutative Hopf algebra H is encoded in the category of ﬁnitely
generated free groups.
To be more precise, we recall that a PROP, A	 , is a permutative cate-
gory whose set of objects is indexed by (or identiﬁed with) the set of natural
numbers and whose monoidal structure is given on objects by addition [4].
Let Vect denote the tensor category of vector spaces over k. An A-algebra
is a strict symmetric monoidal functor from A to Vect. Many types of alge-
bras can be described as algebras over PROPs. For example, commutative
algebras are precisely F-algebras, where F is the PROP of ﬁnite sets with
respect to disjoint union. Now let Gr denote the category of ﬁnitely gener-
ated free groups. This may be thought of as a PROP with nth object the
free group on n generators, Fn, and monoidal structure given by coproduct.
Commutative Hopf algebras are exactly Gr-algebras.
Explicitly, if H = H	µ	η		  	 S is a commutative Hopf algebra, there
is a functor χH  Gr → Vect which assigns H⊗n to Fn. It assigns the product
µ to the map F2 → F1	 x1	 x2 → x1, the coproduct  to the map F1 → F2,
x1 → x1x2, and the antipode S to F1 → F1	 x1 → x−11 . The action of χH
on more complicated morphisms can be calculated from the above.
Thus, for a commutative Hopf algebra H, we can immediately translate
the results of Section 1 to give actions of the braid group Bn and the sym-
metric group n on H⊗n and H⊗n−1. In fact, in this section we show that,
with suitable choices, the braid group actions on H⊗n can be made to work
without the hypothesis of commutativity. The actions on H⊗n−1 will be dis-
cussed in the next section.
For V a vector space over k, we write 1 V → V for the identity map. A
linear map c V ⊗ V → V ⊗ V is a solution of the Yang–Baxter equation if
c ⊗ 11⊗ cc ⊗ 1 = 1⊗ cc ⊗ 11⊗ c
as maps V ⊗3 → V ⊗3. Any invertible solution, c, of the Yang–Baxter equa-
tion gives rise to a representation of the braid group ρcn Bn → AutV ⊗n
by
σi →


c ⊗ 1⊗n−2 if i = 1,
1⊗i−1 ⊗ c ⊗ 1⊗n−i−1 if 2 ≤ i ≤ n− 2,
1⊗n−2 ⊗ c if i = n− 1.
We let the symmetric group n act on the left of V ⊗n by
πv1 ⊗ v2 ⊗ · · · ⊗ vn = vπ−11 ⊗ vπ−12 ⊗ · · · ⊗ vπ−1n

We use the notation a =∑ a1 ⊗ a2 for the coproduct.
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Theorem 2.1. Let H	µ	η		  	 S be a Hopf algebra over k. Deﬁne
c H ⊗H → H ⊗H by
c = µ⊗ 1 ◦ µ⊗ 1⊗ 1 ◦ 1⊗ S ⊗ 1⊗ 1 ◦ 2 4 3 ◦ ⊗ 1⊗ 1 ◦ ⊗ 1
that is,
cx⊗ y =∑x1Sx3y ⊗ x2

Then c is a solution of the Yang–Baxter equation. If the antipode S of H is
invertible then c is invertible.
Proof. The map c is a solution of the Yang–Baxter equation by a direct
calculation. It turns out that c⊗ 11⊗ cc⊗ 1 and 1⊗ cc⊗ 11⊗ c
are both given by
x⊗ y ⊗ z →∑x1Sx5y1Sy3z ⊗ x2Sx4y2 ⊗ x3

If the antipode S of H is invertible, the map c is an automorphism of
H ⊗H with inverse given by
c−1=1⊗µ◦1⊗1⊗µ◦1423◦1⊗S−1⊗1⊗1◦1⊗1⊗◦1⊗
that is, c−1x⊗ y =∑ y2 ⊗ y3S−1y1x.
Remarks. 1. The braid group representation ρcn Bn → AutH⊗n asso-
ciated to this Yang–Baxter solution comes from the Artin representation
β Bn → AutFn in the following sense. As explained above, the relation-
ship between commutative Hopf algebras and free groups means that the
Artin representation of Bn gives rise to an action of Bn on AutH⊗n, for H
a commutative Hopf algebra. Furthermore, given the form of the Artin rep-
resentation, it is clear that this representation on H⊗n is a representation
associated to a Yang–Baxter solution. This Yang–Baxter solution is a map
H ⊗H → H ⊗H associated to the automorphism F2 → F2	 x1 → x1x2x−11 ,
x2 → x1.
For H commutative, this map is uniquely determined. For general H,
there are, a priori, six different possible formulae, corresponding to the
six possible orders of the three terms in the product that appears in the
formula for c. However, by direct checking, we ﬁnd that the only choice
that actually gives a Yang–Baxter solution for general H is c as in 2.1.
2. Let P	  be the PROP for (not necessarily commutative or
cocommutative) Hopf algebras with invertible antipode. Such a PROP cer-
tainly exists since it may be described by generators and relations; see [5].
Let Pn denote the nth object of this PROP. The above remark amounts to
the statement that the Artin representation β Bn → AutFn lifts uniquely
to β Bn → AutPn. However, it seems that at present no good conceptual
description for Pn is known. (See [6] for some related work.)
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3. The theorem gives a representation Bn → AutH⊗n for any ﬁnite
dimensional Hopf algebra H, since the antipode of a ﬁnite dimensional
Hopf algebra is of ﬁnite order; in particular it is invertible [7]. This can fail
for inﬁnite dimensional Hopf algebras: there exist examples in which the
antipode S is not bijective [9].
4. If H is cocommutative, c is simply the ﬂip map and the braid
group representation passes to the usual permutation representation of the
symmetric group n.
We recall that the dual H∗ = HomH	k of a ﬁnite dimensional Hopf
algebra is also a Hopf algebra, H∗ = H∗	 ∗	  ∗	 µ∗	 η∗	 S∗. The following
Yang–Baxter solution is dual to that of 2.1.
Theorem 2.2. Let H	µ	η		  	 S be a Hopf algebra over k. Deﬁne
c H ⊗H → H ⊗H by
c = µ⊗ 1 ◦ µ⊗ 1⊗ 1 ◦ 2 3 4 ◦ 1⊗ S ⊗ 1⊗ 1 ◦ ⊗ 1⊗ 1 ◦ ⊗ 1
that is,
cx⊗ y =∑x1ySx2 ⊗ x3

Then c is a solution of the Yang–Baxter equation. If the antipode S of H is
invertible then c is invertible.
Proof. Both c⊗ 11⊗ cc⊗ 1 and 1⊗ cc⊗ 11⊗ c are given by
x⊗ y ⊗ z →∑x1y1zSy2Sx2 ⊗ x3y3Sx4 ⊗ x5

If the antipode S of H is invertible, the map c is an automorphism of
H ⊗H with inverse given by
c−1x⊗ y =∑ y3 ⊗ S−1y2xy1

Remarks. 1. The braid group representation ρcn Bn → AutH⊗n asso-
ciated to this Yang–Baxter solution is closely related to the permutation
action γ of Proposition 1.3. In fact, by abuse of notation, let us regard γ
as deﬁned on the braid group rather than the symmetric group, γ Bn →
AutFn. Then ρcn corresponds to a lift γ Bn → AutPn, where Pn is again
the nth object of the PROP, P	 , for Hopf algebras. When H is commu-
tative, c is simply the ﬂip map and the braid group representation passes
to the usual permutation representation of the symmetric group.
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2. Versions of Propositions 1.1 and 1.3 could be formulated in terms
of maps Bn → AutPn. In passing from Hopf algebras to commutative
Hopf algebras, Pn is replaced by Fn and we would recover Propositions 1.1
and 1.3.
Similarly, one could pass from Hopf algebras to cocommutative Hopf
algebras. We recall that the opposite of a PROP is still a PROP with the
same monoidal structure. The PROP for cocommutative Hopf algebras is
Grop. Using this PROP one would obtain a version of 1.1 with the symmet-
ric group n and a version of 1.3 with the braid group Bn.
The asymmetry between 1.1 and 1.3 is thus seen to be a result of for-
mulating the statements in terms of free groups, that is, in terms of the
PROP for commutative Hopf algebras. It disappears if the statements are
formulated in terms of the self-dual PROP, P	 .
The Yang–Baxter solutions of Theorems 2.1 and 2.2 are closely related
to solutions of the quantum Yang–Baxter equation studied by Lambe,
Radford, and Yetter [3, 8, 11]. We give the details of this relationship for
2.2; there is a similar statement for 2.1. Let H be a bialgebra over k. We
recall that M = M	 ·	 ρ is said to be a left quantum Yang–Baxter H-module
if M	 · is a left H-module and M	ρ is a right H-comodule with the
structures related by
∑
h1 ·mM ⊗ h2mH =
∑h2 ·mM ⊗ h2 ·mHh1
for h ∈ H and m ∈ M , where ρm = ∑mM ⊗ mH ∈ M ⊗ H. (Some
authors use the term left crossed Hcop-bimodule for this; it is equivalent to
the structure of a left DH-module, here D denotes the Drinfel’d quantum
double.)
For such modules, cM  M ⊗M →M ⊗M given by
cMx⊗ y =
∑
xH · y ⊗ xM
is a solution of the Yang–Baxter equation. (See [3, 3.2.2, 8, Proposition 2,
11]; note that these references give an equivalent result, phrased in terms
of the quantum Yang–Baxter equation.)
The Yang–Baxter solution c of 2.2 can be seen as an example of this type
as follows.
Proposition 2.1. 1. Let H	µ	η		  	 S	 S−1 be a Hopf algebra over
k with invertible antipode S. Then H is a left quantum Yang–Baxter Hcop-
module with respect to the left module structure x · y = ∑x1ySx2 and
the right comodule structure ρ = 12.
2. Let c be the Yang–Baxter solution of 2.2. Then c = cH , where cH
is the Yang–Baxter solution associated to the above left quantum Yang–Baxter
Hcop-module structure on H.
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3. BN -ACTIONS ON H⊗N−1
In this section we give two actions of Bn on H⊗n−1 and explain how they
may be obtained from the actions on H⊗n of the previous section. First we
set up a general framework in which to describe these actions.
Deﬁnition 3.1. Let V be a vector space over a ﬁeld k. Let α ∈
AutV ⊗3 and let αl	 αr ∈ AutV ⊗2. We say that αl	 α	 αr is a braided
triple on V if six relations are satisﬁed,
αl ⊗ 1ααl ⊗ 1 = ααl ⊗ 1α
α⊗ 11⊗ αα⊗ 1 = 1⊗ αα⊗ 11⊗ α
1⊗ αrα1⊗ αr = α1⊗ αrα
αl ⊗ 1⊗ 11⊗ α = 1⊗ ααl ⊗ 1⊗ 1
α⊗ 1⊗ 11⊗ 1⊗ α = 1⊗ 1⊗ αα⊗ 1⊗ 1
α⊗ 11⊗ 1⊗ αr = 1⊗ 1⊗ αrα⊗ 1

As before 1 denotes the identity map V → V and the equations are
required to hold in AutV ⊗m for m = 3	 4	 5 as appropriate.
Proposition 3.1. Let αl	 α	 αr be a braided triple on V . Then for n ≥ 5
there is a representation of the braid group ραn  Bn → AutV ⊗n−1, determined
by
σi →


αl ⊗ 1⊗n−3 if i = 1,
α⊗ 1⊗n−4 if i = 2,
1⊗i−2 ⊗ α⊗ 1⊗n−i−2 if 3 ≤ i ≤ n− 3,
1⊗n−4 ⊗ α if i = n− 2,
1⊗n−3 ⊗ αr if i = n− 1.
Proof. It is easy to check that the relations of the braid group hold
among the images of the σi’s, using the conditions on the automorphisms
αl	 α, and αr .
Just as in the Yang–Baxter situation one can obtain new solutions to the
equations of 3.1 from any given solution.
Proposition 3.2. Let λ ∈ k∗. Suppose that αl	 α	 αr is a braided triple
on V . Then so are λαl	 λα	 λαr, α−1l 	 α−1	 α−1r , and α′l	 α′	 α′r, where
α′l = 1 2αr1 2	 α′ = 1 3α1 3	 α′r = 1 2αl1 2
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Proof. The ﬁrst two cases use 1⊗ λα⊗ 1 = λ1⊗ α⊗ 1	 1⊗ α−1 ⊗ 1 =
1⊗ α⊗ 1−1, and other similar relations. The third case follows from the
relations
α′ ⊗ 1 = 1 42 31⊗ α1 42 3
1⊗ α′ = 1 42 3α⊗ 11 42 3
α′l ⊗ 1 = 1 31⊗ αr1 3
1⊗ α′r = 1 3αl ⊗ 11 3

Deﬁnition 3.1 was motivated by the following natural examples.
Proposition 3.3. Let H	µ	η		  	 S	 S−1 be a Hopf algebra over k
with invertible antipode S. Set
αl = S ⊗ µ ◦ ⊗ 1 H⊗2 → H⊗2	
α = µ⊗ S ⊗ µ ◦ 1⊗ ⊗ 1 ◦  ⊗ 1 H⊗3 → H⊗3	
αr = µ⊗ S ◦ 1⊗  H⊗2 → H⊗2

Then αl	 α	 αr is a braided triple on H.
Proof. The given maps are automorphisms of the appropriate tensor
power of H; their inverses are given by
α−1 = S−1 ⊗ µ ◦ 1 2 ◦ ⊗ 1	
α−1 = µ⊗ S−1 ⊗ µ ◦ 2 4 ◦ 1⊗ ⊗ 1 ◦  ⊗ 1	
α−1r = µ⊗ S−1 ◦ 2 3 ◦ 1⊗ 

The relations may be easily checked directly. (Compare [10, 1.4]; the
hypothesis of cocommutativity assumed there is not necessary.) For exam-
ple, for the second relation, it is a routine exercise to show that both sides
are given by
x⊗ y ⊗ z ⊗ t →∑xy1z1 ⊗ Sz2 ⊗ Sy2 ⊗ y3z3t

Remark. It may be readily checked that the representation ραn  Bn →
H⊗n−1 associated to the braided triple of 3.3 corresponds to (a lift of) the
representation β¯ Bn → AutFn−1 of 1.1.
We can dualize to obtain another braided triple.
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Proposition 3.4. Let H	µ	η		  	 S	 S−1 be a Hopf algebra over k
with invertible antipode S. Set
α1 = µ⊗ 1 ◦ S ⊗ H⊗2 → H⊗2	
α = 1⊗ µ ◦ µ⊗ 1 ⊗ 1 ◦ ⊗ S ⊗  H⊗3 → H⊗3	
αr = 1⊗ µ ◦ ⊗ S H⊗2 → H⊗2

Then αl	 α	 αr is a braided triple on H.
Remarks. 1. We note that in the two main examples the maps αl and
αr are “degenerate versions” of α. For example, in 3.4,
αl =  ⊗ 1⊗ 1 ◦ α ◦ η⊗ 1⊗ 1	
αr = 1⊗ 1⊗   ◦ α ◦ 1⊗ 1⊗ η

2. There is a parallel here with the classical Burau representation of
the braid group. Indeed one may easily replace tensor products by direct
sums in Deﬁnition 3.1, so that a braided triple then gives a representation
of Bn on V ⊕n−1. In the case V = Zt±1,
αl =
(−t 0
1 1
)
	 α =

 1 t 00 −t 0
0 1 1

 	 αr =
(
1 t
0 −t
)

we retrieve the reduced Burau representation from Proposition 3.1.
3. In [10] it was shown that the representation associated to 3.3 (resp.
3.4) passes to the symmetric group if H is cocommutative (resp. commu-
tative). The symmetric group actions were called higher conjugations, since
they may be viewed as generalizing the action of 2 on H by conjugation
(antipode). Some further information about higher conjugations may be
found in [1].
It was also shown in [10] that everything works for A	H a Hopf alge-
broid. Indeed the n-action of 3.4 in the commutative case arises naturally
for Hopf algebroids in stable homotopy theory. For E a sufﬁciently nice
ring spectrum, π∗E∧n ∼= E∗E⊗n−1, where the tensor product is over
the coefﬁcients π∗E. The action induced in homotopy by the obvious per-
mutation action of n on the n-fold smash product is given by 3.4.
We now explain how to obtain the actions of 3.3 and 3.4 from the actions
of Section 2.
Proposition 3.5. Let H	µ	η		  	 S	 S−1 be a Hopf algebra over k
with invertible antipode S. Let
φ = µ⊗n−1 ◦ S ⊗ 1⊗n−1 ◦ 1⊗ ⊗n−2 ⊗ 1 H⊗n → H⊗n−1
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that is
φa1 ⊗ · · · ⊗ an
=∑ Sa1a12 ⊗ S
(
a
2
2
)
a
1
3 ⊗ · · · ⊗ S
(
a
2
n−2
)
a
1
n−1 ⊗ S
(
a
2
n−1
)
an

Then φ is a surjective Bn-module homomorphism, where the action on H⊗n
is that associated to Theorem 2.1 and the action on H⊗n−1 is that associated
to 3.3.
Proof. To show that φ is a Bn-module homomorphism, one checks by
direct calculation that φσi = σiφ for the generators σi	 1 ≤ i ≤ n − 1, of
Bn. (In fact, one only needs to do the calculations for αl	 α, and αr .)
Consider ψ H⊗n−1 → H⊗n given by
ψa1 ⊗ · · · ⊗ an−1 =
∑
S−1a1 ⊗ 1⊗ a12 ⊗ a22 a13 ⊗ a32 a23 a14
⊗ · · · ⊗ an−22 an−33 · · · a3n−3a2n−2an−1

(This is not a Bn-module map.) Then φψ = IdH⊗n−1 and so φ is surjective.
This shows how to obtain 3.3 from 2.1: the Bn-module H⊗n−1 with the
action associated to 3.3 is isomorphic to the quotient module H⊗n/Ker φ
of the Bn-module H⊗n with the action associated to Theorem 2.1.
We also have the dual result.
Proposition 3.6. Let H	µ	η		  	 S	 S−1 be a Hopf algebra over k
with invertible antipode S. Let
θ = 1⊗ µ⊗n−2 ⊗ 1 ◦ S ⊗ 1⊗n−1 ◦ ⊗n−1 H⊗n−1 → H⊗n	
that is
θa1 ⊗ · · · ⊗ an =
∑
S
(
a
1
1
)
⊗ a21 S
(
a
2
2
)
⊗ a22 S
(
a
1
3
)
⊗ · · · ⊗ a2n−2S
(
a
1
n−1
)
⊗ a2n−1

Then θ is an injective Bn-module homomorphism, where the action on H⊗n−1
is that associated to 3.4 and the action on H⊗n is that associated to 2.2.
Proof. Again one checks directly that θσi = σiθ for 1 ≤ i ≤ n− 1. The
map θ is injective since one can construct ω H⊗n → H⊗n−1 such that
ωθ = IdH⊗n−1 .
This shows how to obtain 3.4 from 2.2: the Bn-module H⊗n−1 with the
action associated to 3.4 is isomorphic to the submodule Imθ of the Bn-
module H⊗n with the action associated to 2.2.
When H is cocommutative (resp. commutative) the representation of
the symmetric group, n → AutH⊗n−1, associated to 3.3 (resp. 3.4) is
thus seen to be a reduced version of the usual permutation action on H⊗n.
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