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In this work, we investigate the radiation-induced segregation (RIS) resulting from the coupling
between the atomic and point defect (PD) fluxes towards the structural defects of the microstructure.
This flux coupling depends on the migration mechanisms of PDs and atoms, including thermal
diffusion mechanisms and forced atomic relocations (FAR) occurring in displacement cascades. We
derive an analytic model of the PD and solute RIS profiles accounting for PD production and
mutual recombination, the FAR mechanism, and the overall sink strength of the microstructure
controlling the elimination of PDs at structural defects. From this model, we present a parametric
investigation of diffusion and RIS properties in dilute Fe-B (B = P, Mn, Cr, Si, Ni, and Cu) binary
alloys, in the form of quantitative temperature/radiation flux/sink strength maps. As in previous
works, we distinguish three kinetic domains for the diffusion and RIS properties: the recombination
domain, the sink domain, and the thermal domain. Both our analytical approach and numerical
applications demonstrate that the diffusion and RIS behaviors of PDs and solute atoms largely differ
from one kinetic domain to another. Moreover, at high radiation flux, low temperature, and large
sink strength, FARs tend to destroy the solute RIS profiles and therefore reduce the overall amount
of RIS by forcing the mixing of solute and host atoms, especially close to PD sinks. Finally, we
provide quantitative criteria to emulate in-reactor RIS behaviors by ion irradiation.
I. INTRODUCTION
The radiation-induced redistribution of solute atoms
in materials is largely controlled by the kinetic coupling
between fluxes of lattice point defects (PDs) and atomic
fluxes [1]. PDs are created by irradiation in the form of
Frenkel pairs consisting of a vacancy and a self-interstitial
atom (SIA). They diffuse and interact with atoms and
other PDs, as well as with the microstructure of the ma-
terial [2]. Irradiation therefore enhances and induces re-
distribution of solute atoms, and affects their interplay
with the microstructure, leading to strong modifications
of the mechanical, corrosion and dimensional properties
of materials [2]. Long-range diffusion of atoms under irra-
diation is mediated by successive exchanges of atoms with
nearest neighbour PDs as well as forced atomic relocation
(FAR) events taking place in a displacement cascade [2–
6]. The relative importance of each diffusion mechanism
depends on the nature of the irradiation particles and on
the rate of particle irradiation. The number of Frenkel
pairs created (or displacement per atom per second in
dpa/s) and the number of FAR events (or replacement
per atom per second in rpa/s) are proportional to the ra-
diation flux, which enables comparison between various
irradiation particles [7–9].
Under a sustained radiation flux, the steady-state cre-
ation and elimination of PDs generates net fluxes of PDs
towards the extended structural defects acting as PD
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sinks such as grain-boundaries (GBs), dislocation lines,
dislocation loops and voids. Net fluxes of PDs make so-
lute atoms diffuse towards or away from the PDs sinks.
Since the PD-solute flux coupling differs from one chem-
ical species to another, a change of the alloy composition
occurs close to the PDs sinks. This is the so-called ra-
diation induced segregation (RIS) phenomenon [10–13].
Recently, we have shown that when the FAR frequency is
close to the thermal PD jump frequency, FAR may either
enhance or reduce the PD-solute flux coupling [6]. Note
that both chemical species and PDs form a RIS profile at
sinks. The RIS of PDs is systematically negative, with
a concentration profile dropping to thermal equilibrium
concentration at sinks. RIS occurs at every PDs sink even
at very small radiation dose [14]. Therefore, RIS is often
a precursor for heterogeneous precipitation of secondary
phases at PDs sinks, as for example the precipitation
of the ordered phase Ni3-Si in austenitic steels [11, 15],
and the formation of Mn-Ni-Si-rich clusters in RPV fer-
ritic steels [16–20]. RIS can induce failure of materials
through various mechanisms [2, 21], for instance the low-
ering of corrosion resistance due to depletion of chromium
at GBs in austenitic steels [22], material embrittlement
resulting from phosphorus enrichment at GBs [16], or
the shift of the ductile-to-brittle transition temperature
in reactor pressure vessel steels due to the formation of
solute-rich clusters [19].
The sign of solute RIS, positive for solute enrichment
and negative for solute depletion, is directly related to
the relative magnitude of solute-vacancy and solute-SIA
flux coupling [23]. Calculation methods of flux coupling
coefficients rely on the Onsager formulation of solute and
2PDs fluxes within the framework of the thermodynam-
ics of irreversible processes [24] where these fluxes are
expressed as linear combinations of chemical potential
gradients. The coefficient of proportionality between the
flux of species i and the gradient of the chemical poten-
tial of species j is the so-called phenomenological trans-
port coefficient denoted Lij . These transport coefficients
are material specific and depend on the diffusion mecha-
nism [12]. For a given system, the experimental measure-
ment of all the transport coefficients is challenging and in
most cases impossible. For instance, one cannot measure
equilibrium diffusion properties mediated by SIA in met-
als because the equilibrium concentration of SIA is too
small. Furthermore, it is almost impossible to measure
the off-diagonal phenomenological coefficients that are
responsible for positive vacancy-solute flux coupling be-
cause these coefficients control the solute flux only when
the alloying driving force is weak, which is not the case
in standard thermal diffusion experiments [12]. The re-
cent progress of first-principles methods allows to com-
pute these phenomenological transport coefficients from
ab initio [23, 25–28] energetics combined with statisti-
cal models of diffusion on a lattice. The Lij essentially
depend on the PDs diffusion mechanism and the varia-
tion of PD jump frequencies with the local alloy com-
position. At steady state, the RIS factor relating the
solute local concentration gradients to the local PD con-
centration gradient normalized by the local PD concen-
tration is essentially a function of the phenomenological
coefficients Lij , the concentration derivatives of chemi-
cal potentials, and the solute and PD local concentra-
tions [12, 13]. When the RIS factor is assumed to be a
constant, the amplitude of the solute concentration gra-
dient is proportional to the normalized PD concentration
gradients [29]. Therefore, the amplitude and shape of the
stationary RIS profile depends not only on the RIS fac-
tor, but also on the local concentration of PDs [12, 29].
The evolution of the PD concentration fields depends on
their mobility, the radiation flux, their mutual interac-
tion and their interaction with the microstructure and
the solutes. Among PD reactions, let us mention the
mutual recombination of vacancy and SIA, the cluster-
ing of PDs leading to the formation of dislocation loops
and voids, and the elimination of PDs at sinks. The
analysis of PD-microstructure interactions may be sim-
plified by introducing an effective PD sink strength gov-
erning the average PD elimination rate at all PD sinks.
However, the microstructure is in constant evolution due
to PD clustering, production, elimination at sinks, and
their interplay with solute reactions. It is therefore cru-
cial to take the latter phenomena into account, but up
to now, there is no modeling method able to account for
the evolution of both the sink microstructure and the so-
lute redistribution. Most of the RIS models either work
at fixed concentrations of PDs [30–32], or for the most
advanced ones at a fixed value of the overall PD sink
strength [29, 33, 34].
There are experimental studies investigating the de-
pendence of RIS on the microstructure of the irradiated
sample and the irradiation conditions, including the na-
ture of the irradiation particles [35, 36], the radiation
dose and dose rate [37, 38], and temperature [39, 40].
However, it is still very difficult to obtain an accurate
estimation of the PD sink strength from the observation
of the microstructure due to the limitations of resolution,
even for nanoscale experimental techniques. In order to
obtain an accurate estimation of the sink strength, ex-
perimental measurements need to be complemented with
modeling [41]. Predicting the evolution of RIS in nu-
clear power plant materials from a direct observation of
neutron irradiated materials is difficult, mainly because
neutron irradiation activates the sample and the radi-
ation exposure times of several years needed to reach a
few dpas are rarely available [2]. Radiation fluxes of elec-
trons and heavy ions can be high, which allows radiation
doses to reach up to hundreds of dpas in a much shorter
time. However, most of the phenomena occurring under
irradiation are sensitive to the radiation flux. According
to simple mean-field rate theories, the PD concentrations
obtained at a low radiation flux and a given temperature
are identical to the ones obtained at a higher flux pro-
vided the temperature is increased by a specific amount,
which suggests that a difference in radiation flux can be
compensated by a temperature shift [2, 42, 43]. This
theory has been first applied to investigate the swelling
phenomena, but it relies on the assumption that solute
atoms do not interfere with the kinetics of PDs and the
overall PD sink strength is fixed by the initial microstruc-
ture. According to this theory, there are three kinetic
domains: (i) at low temperature and high radiation flux,
the recombination domain in which the PD concentra-
tion is controlled by the PD recombination reaction, (ii)
at intermediate temperature and low radiation flux, the
sink domain in which the PD concentration is controlled
by the elimination of PDs at sinks, and (iii) at high tem-
perature and low radiation flux, the thermal domain in
which the PD concentration are close to thermal equi-
librium concentrations [42]. Estimations of the temper-
ature shift required to compensate for a large radiation
flux depend on the kinetic domain of the experiment and
whether the system is at steady state or in a transient
state. These temperature shifts require the definition
of an invariant quantity, either the bulk concentration of
PDs at steady state [2] or the amount of PDs absorbed by
sinks [43]. Attempts have been made to apply Mansur’s
invariant PD-absorption relation to the study of solute
RIS [2, 35, 36]. The estimation of the temperature shift
was good enough to yield similar RIS profiles of Cr and
Ni in 304L stainless steels, respectively irradiated with
neutrons and self ions [36]. Nevertheless, in the same
publication, the authors observe that the temperature
shift predicted by Mansur’s invariant relation is not ac-
curate for alloys with a high dislocation density. Yet, a
material with an initial high dislocation density seems to
be more appropriate to test Mansur’s invariant relation,
because the high PD sink strength of a microstructure
3full of dislocations is less sensitive to the radiation flux
and dose, and can be considered to be fixed as assumed
in Mansur’s theory. A recent analytical model of steady-
state RIS in the sink domain precisely predicts that so-
lute RIS does not depend on the radiation flux, whereas
PD concentration does [29]. However, as explained by
the authors, we should not ignore that an increase of
the dislocation density may induce a transition from the
recombination domain to the sink domain, hence, shift
the system from a radiation-flux dependence to another.
Therefore, there is a need for a PD-RIS model accounting
for both the transitions between the various PDs kinetic
domains, and the effect of the irradiation conditions and
the microstructure on the RIS profile within each PDs
kinetic domain.
As an important step towards a fully consistent model
of solute redistribution coupled with sink-strength evo-
lution, we derive a novel analytical RIS model, aimed at
(i) taking into account all PD reactions, solute-PD inter-
actions, and FAR mechanisms; (ii) quantitatively study-
ing the effect of a variation of either the sink strength,
the radiation flux, or the temperature on the RIS prop-
erties; and (iii) understanding and quantifying the flux-
temperature effect in experiments for each kinetic domain
(recombination/sink/thermal).
To this end, we extend the analytical approach of
Ref. [29] to the whole temperature/radiation flux domain
by including the effect of FAR and PD recombination re-
actions. Furthermore, we account for the variation of
the RIS factor with PD and solute concentration along
the segregation profiles. Recent developments of the
self-consistent mean-field theory [44, 45] provide a pro-
cedure to treat the interplay between thermal PD dif-
fusion mechanisms that satisfy the microscopic detailed
balance, and the FAR diffusion mechanism that satisfies
the global detailed balance only. The resulting fluxes
under a steady-state gradient of chemical potential are
still linear combinations of gradients of chemical poten-
tials even though the transport coefficients do no longer
obey the Onsager reciprocal relations [6]. Relying on the
implementation of these theoretical developments in the
KineCluE code [46], and on the recently published DFT
database of vacancy and SIA hop frequencies, we present
a quantitative study of flux coupling in dilute Fe-B (B =
P, Mn, Cr, Si, Ni, and Cu) binary alloys [47] with respect
to radiation flux, temperature, and PD sink strength.
Combining flux-coupling factors with the analytical RIS
model leads to quantitative maps of RIS with respect to
these parameters. Based on the analytical PD-RIS model
and its application to the Fe alloys, we discuss the valid-
ity and relevance of the temperature-shift criteria in the
three PDs kinetic domains.
This paper is organized as follows: Sec. II is devoted
to a short presentation of the methods used to compute
flux-coupling coefficients and bulk concentrations of PDs
at steady state, and to the derivation of our RIS analyt-
ical model. Results and discussion on diffusion and RIS
properties of Fe alloys are found in Sec. III. A summary,
concluding remarks and perspectives are given in Sec. V.
II. MODELS
A solute RIS profile is a complex function of the local
concentrations of PDs and solute atoms, the local con-
centration dependent diffusion coefficients, the radiation
flux, and the PD sink strength. We will present the pro-
cedure that we used to compute the diffusion coefficients,
the flux coupling coefficients (also called flux coupling ra-
tios), and the RIS factor from the Onsager formulation
of fluxes in a binary dilute alloy A(B).
A. Diffusion properties
Following the Onsager formulation, we write the fluxes
of PDs and atoms as functions of the phenomenological
transport coefficients and the chemical potential gradi-
ents. Then, we briefly introduce the cluster expansion of
the transport coefficients. This expansion provides an ex-
plicit variation of the transport coefficients with respect
to the local PD and solute concentrations and their ther-
modynamic interactions. From these fluxes, we introduce
the flux coupling coefficient that relates the solute flux to
the PD flux in the presence of a PD chemical potential
gradient. In the infinitely dilute limit—when the interac-
tions between solute atoms, PDs, and solute-PD clusters
larger than pairs are ignored—we express the chemical
potential gradients in terms of concentration gradients
and to obtain the expressions of partial, PD, and solute
diffusion coefficients.
1. Atomic fluxes and phenomenological coefficients
Following Onsager’s formalism [24, 48], we express the
flux Jα of species α as a linear combination of chemical
potential gradients (e.g., ∇µβ for species β). We as-
sume that fluxes arising from the vacancy (V) diffusion
mechanism and from the self-interstitial atom (SIA or I)
diffusion mechanism are additive. In a binary alloy A(B),
the flux of atomic species α (α = A or B), reads
Jα = J
V
α + J
I
α, (1)
with
J
V
α = −
1
kBT
∑
β=A,B,V
LVαβ∇µβ , (2)
J
I
α = −
1
kBT
∑
β=A,B,I
LIαβ∇µβ. (3)
4Similarly, the fluxes of vacancies and SIAs read
JV = − 1
kBT
∑
β=A,B,V
LVVβ∇µβ , (4)
JI = − 1
kBT
∑
β=A,B,I
LIIβ∇µβ. (5)
In Eqs. (2), (3), (4), and (5), the coefficients LVαβ and
LIαβ are the phenomenological transport coefficients that
characterize the diffusion mediated respectively by va-
cancies and SIAs. For the sake of simplicity, LVαV and
LIαI are respectively denoted LαV and LαI.
By using the self-consistent mean-field theory, we com-
pute the transport coefficients from the atomic jump fre-
quencies [44, 45]. This theory has been applied to quan-
titative studies of vacancy-mediated diffusion proper-
ties [23, 27, 28, 49, 50], combined with the direct intersti-
tial migration mechanism [50, 51], and the SIA diffusion
mechanism in dilute [47, 52] and concentrated alloys [53].
It has also been extended to diffusion mechanisms that do
not satisfy the microscopic detailed balance such as the
FAR mechanism [6]. The recent development of a cluster
formulation of the self-consistent mean field theory and
its implementation into the KineCluE code [46], allows
for systematic and sensitivity studies of the solute con-
centration, strain, and temperature effects on transport
coefficients in multi-component alloys [26, 47, 50].
Now we introduce the vacancy and SIA diffusion mech-
anisms, as well as the FAR diffusion mechanism. Accord-
ing to the parametric study of the effect of FAR on trans-
port coefficients, varying the range of FAR does not fun-
damentally change the diffusion properties, in particular
the flux coupling coefficients [6]. Therefore, for the sake
of simplicity, we restrict the FAR mechanism to forced
exchanges of atoms with their first nearest neighbours
(1NN) that can be either an atom of a different chemical
species or a vacancy. Note that we ignore the FAR events
with SIAs because FAR frequencies are always negligible
compared to SIA thermal jump frequencies. For each
Frenkel pair created, the number of FAR events, nFAR,
ranges from a few units for electron irradiation to several
hundreds for neutron irradiation [3]. The contribution
of the FAR mechanism to the atomic transport increases
with nFAR. In the following, we set nFAR = 100 unless
specified otherwise.
In a dilute binary alloy A(B), we consider five different
cluster configurations. The B-d pair configurations corre-
spond to a single PD (d = V or I) bound to a single solute
atom B up to a distance lower than a kinetic radius Rk.
Whenever the distance between B and d is larger than
Rk, we consider B and d as isolated monomers. There-
fore, the five cluster contributions considered here are
the three monomers B, V and I and the two pairs B-V
and B-I. We use the code KineCluE [46] to compute the
transport coefficients of each cluster from the ab initio
atomic jump frequencies. Following the kinetic cluster
expansion formulation of the transport coefficients in di-
lute alloys, we deduce the overall transport coefficients
from the cluster transport coefficients [46]
LdBB = L
d,pair
BB C
pair
Bd + L
mono
BB C
mono
B ,
Ldd = L
pair
dd C
pair
Bd + L
mono
dd C
mono
d ,
LBd = L
pair
Bd C
pair
Bd ,
LdB = L
pair
dB C
pair
Bd . (6)
Note that cluster transport coefficients are intrinsic clus-
ter properties and independent of the local atomic frac-
tion Cα of species α = {A,B, d}. The cluster atomic
fractions CpairBd , C
mono
d , and C
mono
B are deduced from Cα,
and are computed in the framework of low-temperature
expansions [54–56]. In most irradiation conditions of in-
terest, Cd ≪ CB. Therefore, the cluster atomic fractions
are given by [47]:
CpairBd =
CBCdZBd
Zd + CB(ZBd − Z0Bd)
,
Cmonod = Cd
[
1− CBZBd
Zd + CB(ZBd − Z0Bd)
]
,
CmonoB = CB, (7)
where ZBd is the partition function of the pair B-d, Z
0
Bd
is the number of pair configurations, ZV = 1 for vacan-
cies, and ZI = 6 for 〈110〉-dumbbells. In this case, Ldd,
LBd and LdB are proportional to Cd whereas L
d
BB can be
decomposed into two parts, the first being proportional
to Cd and the other one independent of Cd. Note that
the coefficient LmonoBB is zero unless the FAR mechanism
in included, because under equilibrium conditions a sub-
stitutional solute requires the presence of PDs to diffuse.
2. Flux-coupling coefficients
To investigate the flux coupling driven by an excess of
vacancy or SIA, we consider the ratio between fluxes of
V (respectively SIA) and solute atoms (B) in a binary
alloy A(B). Before irradiation, solute atoms are mostly
at local equilibrium in the vicinity of PD sinks, i.e., their
gradient of chemical potential is zero. From its very be-
ginning, irradiation produces an excess of PDs which is
increases as we move away from PD sinks, leading to a
gradient of PD chemical potential. Therefore, ∇µV (re-
spectively ∇µI) are the main diffusion driving forces, at
least at the beginning of irradiation. In order to investi-
gate the flux coupling induced by these PD driving forces,
we set to zero all the other gradients of chemical poten-
tial. Hence, JV/JB and JI/JB are respectively given by
the flux coupling coefficients [40, 57, 58]:
δV =
LBV
LVV
, (8)
for the B-V coupling and
δI =
LBI
LII
, (9)
5for the B-SIA coupling.
These factors δV and δI give the average number of
solute atoms dragged by a vacancy and an SIA, respec-
tively. Note that LVV, LII and LBI are systematically
positive, while LBV may be negative. The off-diagonal
coefficient LBV determines the sign of the B-V flux cou-
pling. When δV < 0, the atom flux is on average opposite
to the vacancy flux. When δV > 0, vacancies drag solute
atoms towards PD sinks through correlated sequences of
solute-vacancy exchanges. Note that when the atomic
relocation frequency of the FAR mechanism is close to
the thermal jump frequency, the flux coupling is reduced
in magnitude [6].
3. Partial and intrinsic diffusion coefficients
Even under irradiation, PDs can be considered as di-
lute species due to their relatively low concentrations.
Thus, we choose to ignore the effect of thermodynamic
and kinetic interactions between PDs on any diffusion
properties. Furthermore, we limit the study to in-
finitely dilute binary alloys A(B), meaning that we ignore
thermodynamic and kinetic interactions between solute
atoms B. Therefore, in the A(B) binary alloy with a sin-
gle type of PD (either V or SIA), the transport coeffi-
cients are linear functions of the point defect concentra-
tion. To highlight the dependency of the transport coeffi-
cients upon the PD concentrations, normalized transport
coefficients are introduced, the so-called partial diffusion
coefficients [12, 30, 31, 33], which are independent of PD
concentration:
dAV = −L
V
AA + L
V
AB
CACV
, dBV = −L
V
BB + L
V
BA
CBCV
,
dAI =
LIAA + L
I
AB
CACI
, dBI =
LIBB + L
I
BA
CBCI
,
dcAV =
LVAA
CACV
− L
V
AB
CBCV
+ dAV
1
Φ
ξVA,
dcBV =
LVBB
CBCV
− L
V
BA
CACV
+ dBV
1
Φ
ξVB,
dcAI =
LIAA
CACI
− L
I
AB
CBCI
+ dAI
1
Φ
ξIA,
dcBI =
LIBB
CBCI
− L
I
BA
CACI
+ dBI
1
Φ
ξIB, (10)
where Φ is the thermodynamic factor [12], ξdα =
(∂ lnCeqd )/(∂ lnCα), and C
eq
d is the equilibrium PD con-
centration. Since multiple-solute and multiple-defect ef-
fects are neglected in the dilute-limit approximation, Φ
is equal to 1, and the factors ξdα are assumed to be zero.
Moreover, transport coefficients and intrinsic diffusion
coefficients are related by
Dβ = d
c
βVCV + d
c
βICI, β ∈ {A,B}. (11)
Combining Eqs. (6), (7) and (11), Dβ is rewritten as
Dβ = d
c,0
βVCV + d
c,0
βI CI + L
mono
BB , β ∈ {A,B}, (12)
where dc,0βd is given by
dc,0Ad =
(
Ld,pairAA
CACd
− L
d,pair
AB
CBCd
)
CpairBd , (13)
dc,0Bd =
(
Ld,pairBB
CBCd
− L
d,pair
BA
CACd
)
CpairBd . (14)
Note that LmonoBB is independent of PD concentrations.
Finally, we express the diffusion coefficients of vacan-
cies (DV) and SIAs (DI) in terms of transport coefficients
DV =
LVV
CV
and DI =
LII
CI
. (15)
B. Concentration profiles of point defects at sinks
The sustained creation of PDs under irradiation and
their elimination at sinks leads to a steady-state depleted
concentration profile of PDs at sinks. By analogy with
the solute RIS, we call it the RIS profile of PDs. We
introduce an analytical method to calculate this concen-
tration profile. First, we derive the bulk concentration of
PDs at steady state from standard mean-field rate the-
ory [42]. Then, we calculate the steady-state profile by
splitting the PD concentration profile in two parts and
then integrating the flux of PDs.
1. Rate theory
The concentration of PDs varies under irradiation,
mainly due to the production of Frenkel pairs, the mutual
recombination between SIA and vacancy, and the elimi-
nation of PDs at sinks. We deduce the time-derivative of
the bulk concentration of PDs d = {V, I} under irradia-
tion Cbd from a classic rate-theory model [42, 55, 59]
dCbd
dt
= φ−KR CbVCbI −Kd(Cbd − Ceqd ), (16)
where KR = (4pirc/Ω)(DI + DV) stands for the SIA-
V recombination rate whereas KV = k
2
VDV and KI =
k2IDI correspond respectively to the elimination rate of
vacancies and SIAs at PD sinks. At PD sinks, we assume
that local equilibrium is established and concentrations of
PDs correspond to the equilibrium ones. rc is the SIA-V
recombination radius, usually assumed to be in the same
order of magnitude as the lattice parameter a0. Ω is the
atomic volume, φ the radiation dose rate, i.e., the PD
production rate, while k2V and k
2
I are the sink strength
respectively for vacancies and SIAs. We assume that the
PD sinks are neutral (i.e., any sink bias is neglected),
hence k2V = k
2
I = k
2. Note that k2 =
∑
s k
2
s is the total
sink strength, which is summed up over all contributions
of the various PD sinks (k2s ). In steady state, we have
DV(C
b
V − CeqV ) = DI(CbI − CeqI ). (17)
6Note that, in general, SIAs diffuse much faster than va-
cancies (i.e., DI ≫ DV) [2]. Furthermore, the equilibrium
SIA concentration CeqI in metals is in general negligible
with respect to CbI [2]. Therefore, the steady-state solu-
tion of Eq. (16) for CbV is given by
CbV =
CeqV
2
− k
2Ω
8pirc
+
√(
CeqV
2
+
k2Ω
8pirc
)2
+
Ω
4pirc
(
φ
DV
)
.
(18)
and the general solution for CbI is obtained from Eq.(17).
Based on alow temperature expansion formalism [6, 54–
56], applied to the infinitely dilute binary alloy A(B) at
equilibrium, we have
CeqV = C
eq,0
V
[
1 +
(ZBV − Z0BV)CB
1 + (ZBV − Z0BV)Ceq,0V
]
, (19)
where CB is the nominal concentration of solute atoms B
and Ceq,0V is the equilibrium concentration in pure metal
obtained from the vacancy formation enthalpy H fV and
entropy SfV by:
Ceq,0V = exp
(
−H
f
V − T SfV
kB T
)
. (20)
Note that we may neglect CeqV with respect C
b
V in the
recombination and sink domains of PDs [2]. We will take
CeqV into account to define the transition between thermal
and sink domains.
In the sink domain, the elimination of PDs at sinks is
dominant versus the SIA-V recombination, i.e. K ≫ R
with K = KV(C
b
V − CeqV ) and R = KRCbVCbI . There-
fore, the bulk vacancy concentration CbV at steady state
is proportional to the ratio φ/DV and given by
CbV =
1
k2
(
φ
DV
)
. (21)
In the recombination domain, i.e., when K ≪ R, the
vacancy concentration is proportional to
√
φ/DV, so that
we have CbV = C
b
I because Eq. (18) is not valid anymore.
In this case, the bulk concentration reads
CbV =
√
Ω
4pirc
(
φ
DV
)
. (22)
2. Steady-state RIS profile of point defects
Homogeneous mean-field rate theory does not provide
the concentration profiles of PDs at sinks that form under
sustained irradiation. From the continuity equation, we
express the elimination rate of PDs as a divergence of the
vacancy flux JV and the SIA flux JI:
∂CV
∂t
= φ−KRCVCI −∇ · JV, (23)
∂CI
∂t
= φ−KRCVCI −∇ · JI. (24)
To compute JV and JI, we assume ∇µV and ∇µI to be
the dominant driving forces compared to∇µA and∇µB.
Moreover, we assume that the chemical potential of PDs
does not depend on the solute concentration. Thus, we
have
JV = −LVV
kBT
∇µV = −DV∇CV, (25)
JI = − LII
kBT
∇µI = −DI∇CI. (26)
We present the calculation of the PD concentration pro-
file in a one-dimensional symmetric system delimited by
two planar sinks parallel to each other, as illustratd in
Fig. 1. These planar sinks may represent ideal surfaces,
grain-boundaries, or interfaces. We define the PD con-
centration profile along the coordinate axis (Oz) perpen-
dicular to the planar sinks. We assume that DV and DI
do not depend on the spatial coordinates, i.e. they do
not vary along the solute RIS profile. At steady state
and along the axis (Oz), the diffusion equations of SIAs
and vacancies lead to the partial differential equations:
0 = φ−KRCVCI +DV ∂
2CV
∂z2
, (27)
0 = φ−KRCVCI +DI ∂
2CI
∂z2
, (28)
where CV(z) and CI(z) are respectively the local concen-
trations of vacancies and SIAs at coordinate z. At any
position z, these local concentrations are related to each
other by the steady-state relation DV [CV(z)− CeqV ] =
DICI(z), as demonstrated in A1. Since CV and CI are
related, in the following we consider only the spatial vari-
ation of CV. Assuming that DI ≫ DV, Eq. (27) is rewrit-
ten as follows:
∂2CV(z)
∂z2
= − φ
DV
+
4pirc
Ω
CV(z) [CV(z)− CeqV ] . (29)
Note that, for the time being, a general analytical solu-
tion of Eq. (29) does not exist [60–62] Close to a planar
sink and if we neglect the mutual recombination reactions
between PDs (i.e. rc = 0), there is a simple analytical so-
lution of the PD concentration profile [29]). As explained
in Ref. [29], the solution of Eq. (29) with rc = 0, reads:
CV(z) = −a(z2 − h
2
4
) + CeqV , (30)
where a = φ/(2DV), h is the average spacing between
planar sinks. and the position of the origin of axis (0z) is
chosen to be at the mid-point between two planar sinks
(see Fig. 1).
Close to a PD sink, ignoring the recombination reac-
tions should be a reasonable hypothesis, because locally
concentrations of PDs are very low. Hence their probabil-
ity of recombination, that is proportional to the square
of the PD concentrations, should be very low as well.
Therefore, we split the PD concentration profiles in two
7FIG. 1. Schema of vacancy concentration profile divided into
two regions. In the first region (0 < z < l), the vacancy
concentration is assumed to be uniform in space and given by
a mean-field kinetic approach. In the second region (l < z <
h/2), the PD recombination reactions are neglected and the
vacancy concentration is given by ∇ · JV = φ.
regions: a bulk region far from sinks in which concen-
trations are uniform, and a sink region in which we ac-
count for the z-variation of the PD concentration profile
(cf. Fig. 1). The z coordinate of the bulk region ranges
between 0 and l, whereas the z-coordinate of the sink re-
gion ranges from l to h/2, h being the distance between
the planar sinks. In the bulk region, CV(z) is constant
and equal to the steady-state bulk concentration CbV (see
Eq. (16)). From Eq. (30), we deduce the vacancy concen-
tration profile CV(z), with l ≤ z ≤ h/2. In order to
ensure the continuity of the vacancy concentration and
its spatial derivative (i.e., the vacancy flux), we apply the
boundary conditions
CV(l
−) = CV(l
+),
∂CV
∂z
(l−) =
∂CV
∂z
(l+) = 0. (31)
At PD sinks, the vacancy concentration corresponds to
the equilibrium one:
CV(
h
2
) = CeqV . (32)
The solution is then given by
CV(z) =
{
CbV, 0 ≤ z < l;
−a (z − l)2 + CbV, l ≤ z ≤ h/2,
(33)
where the characteristic distance l is defined as
l =
h
2
−
√
CexcV
a
, (34)
where CexcV = C
b
V−CeqV corresponds to the vacancy excess
concentration with respect to the equilibrium one. Note
that the characteristic distance l depends on the inter-
planar distance h and CexcV . Both quantities are related
to the microstructure. The interplanar distance h deter-
mines the sink strength of the parallel planar sinks [63]:
k2 =
8
h2
. (35)
In case there is no other PDs sinks in the system, this
sink strength fully determines the bulk concentration of
vacancy, CbV. Note that in case there are other sinks,
in addition to the local sink strength of the planar sinks,
CbV depends on the overall sink strength of the other PDs
sinks of the microstructure. If l < 0, Eq. 33 is no longer
appropriate, because the PDs planar sinks are so close
that it is not possible to introduce a bulk region with
uniform concentrations. In this case, we set l = 0, and
the obtained PD concentration profile is given by Eq. 30.
Using the Gibbs formalism of interface excess quanti-
ties, we define the vacancy concentration excess at sinks
by the following integral:
SV =
∫ h/2
0
[CV(z)− CV(0)] dz. (36)
We obtain from Eq. (33) and Eq. (36) that:
SV = −
(
CbV − CeqV
) 3
2
3
√
a
. (37)
As expected, SV is always negative. Note that the latter
depends on the PD recombination reactions through the
variation of CbV with R. Therefore, as stated in Sec. II B 1,
we cannot ignore the recombination reactions, unless the
recombination rate (R) is negligible with respect to the
PD elimination rate at sinks (K).
In the sink domain, i.e., K ≫ R, we have
SV = −
√
2
3 (k2)3/2
(
φ
DV
)
. (38)
Therefore, SV is proportional to the ratio φ/DV, and it
decreases with the sink strength k2.
In the recombination domain, i.e. R≫ K, we have
SV = −1
6
(
Ω
pirc
)3/4(
φ
DV
)1/4
. (39)
Thus, SV is proportional to (φ/DV)
1
4 , and it is indepen-
dent of k2.
C. Radiation induced segregation of solute atoms
From the vacancy RIS profile and the RIS factor ex-
pressed as functions of the local PD and solute concen-
trations, we derive an analytical expression of the solute
RIS profile.
1. Local concentration-dependent RIS factor α
According to Wiedersich [12, 13, 31], at steady-state,
the concentration gradients of solutes and vacancies near
an ideal sink are related by
∇CB = −α(z)∇CV, (40)
8with the RIS factor
α(z) =
dAIdAVCACB
dAIDBCA + dBIDACB
αs, (41)
and
αs =
dBI
dAI
− dBV
dAV
. (42)
αs determines the sign of the RIS factor α, which in turn
determines the sign of RIS. In a dilute binary alloys A(B),
the partial diffusion coefficients dBI, dAI are systemati-
cally positive, while dAV is systematically negative. On
the other hand, dBV is either positive or negative. The
off-diagonal coefficient LBV determines the sign of dBV.
Concerning the sign of αs, we consider two cases. When
dBV is positive, i.e., vacancies drag solute atoms, αs is
positive and RIS leads to solute enrichment around sinks.
When dBV is negative, the sign of αs depends on the rel-
ative amplitude of the partial diffusion coefficient ratios
dBI/dAI and dBV/dAV. Note that a steady-state gradi-
ent of solute concentration can only be established if a
backward diffusion opposes the solute gradient resulting
from flux coupling. The rate of this backward reaction
is governed by the intrinsic diffusion coefficients DA and
DB that appear in the denominator of α(z).
The local RIS factor α depends on the z coordinate
through the variation of the local concentration CB and
CV with z (see Eq. (41)). In order to analyze the variation
of α with the local concentrations of vacancies and solute
atoms, we rewrite α by making explicit its variation with
CB and CV. Note that we neglect PD concentration with
respect to the solute and solvent concentration, i.e., CA ≡
1− CB. We deduce from Eqs. (12), (17) and (41) that
α(z) =
α1CB(z)
CV(z) + α2
, (43)
where
α1 =
α0
αV + αI
, (44)
α2 =
αmono − αICeqV
αV + αI
, (45)
with
α0 = αs CAdAIdAV,
αV = CAdAId
c
BV + CBdBId
c
AV,
αI = (CAdAId
c
BI + CBdBId
c
AI)DV/DI,
αmono = (CAdAI + CBdBI)L
mono
BB .
Therefore, α decreases with CV. The RIS factors α1 and
α2 are independent of the PD concentrations. Instead,
they vary with CB because the partial diffusion coeffi-
cients dij depend on CB. However, along a RIS profile,
the relative variation of the solute concentration is a lot
smaller than that of the PD concentration. Hence, we
assume that α1 and α2 do not vary along the RIS pro-
file, and we compute these coefficients at CB equal to the
nominal solute concentration. This assumption is later
justified by a comparison between the solute RIS pro-
file obtained from our analytical approximation and the
exact solution (cf. Fig. 12).
2. Steady-state RIS profile of solute atoms
Following Eq. (33), we deduce the vacancy concentra-
tion gradient ∇CV. Then, from Eqs. (40) and (43), we
obtain the solute concentration gradient
∇CB
CB
(z) =
{
0, 0 ≤ z < l;
− 2α1(z−l)
(z−l)2−b2
, l ≤ z ≤ h/2, (46)
with b2 = (CbV + α2)/a.
We determine α1 and α2 from the nominal solute con-
centration, CB. We derive the concentration profile of
the solute atoms by integrating Eq. (46) with respect to
z. We deduce the constants of integration from the fol-
lowing boundary conditions
CB(l
−) = CB(l
+), (47)∫ h/2
0
CB(z)dz =
h
2
CB. (48)
These conditions ensure the continuity of the solute con-
centration profile CB at z = l and the mass conservation
of the solute atoms along the RIS profile.
Note that in this study we neglect the equilibrium seg-
regation of solutes resulting from the interaction of so-
lutes with the sink [64–66]. This thermodynamic prop-
erty may strongly modify the solute concentration over
the first two or three atomic planes of the sink [64, 65]. Its
amplitude and width (generally less than 1 nm) vary with
the temperature, the chemical nature of solute atoms,
and the nature of the sink. A quantitative investigation
of this phenomenon would require a detailed knowledge of
the structure of the sink as well as the solute segregation
energies at different atomic sites near the sink. Never-
theless, the total amount of solute RIS segregation, as
well as the average width of the RIS profiles (spreading
over a few tens of nanometers [2]) should not be much
affected by the equilibrium segregation.
According to the boundary conditions, i.e., Eqs (47)
and (48), we obtain
CB(z) =
{
K1 b
−2α1 , 0 ≤ z < l;
K1
[
b2 − (z − l)2]−α1 , l ≤ z ≤ h/2, (49)
with
K1 =
h
2
CB
lb−2α1 +
∫ (h/2)−l
0
(b2 − z2)−α1 dz
. (50)
Note that there is no simple analytical expression of the
integral I =
∫ (h/2)−l
0
(
b2 − z2)−α1 dz. Nevertheless, we
9can calculate it from the hypergeometric function 2F1 [67]
(presented in A2 ).
Similarly to Eq. (37), we define the total amount of so-
lute atoms segregated at sinks as the solute concentration
excess SB = (h/2)
(
CB − CB(0)
)
. It writes
SB =
h
2
(
CB −K1 b−2α1
)
. (51)
In cases where we cannot ignore the FAR mechanism,
the diffusion of isolated solute atoms (LmonoBB ) and thus,
α2 are not negligible. α2 increases with the FAR fre-
quency, which in turn decreases the RIS of solute atoms.
In the extreme case where α2 ≫ CbV, we obtain for
0 < z < (h/2)− l:
z2 <
(
h
2
− l
)2
< CbV/a≪ b2. (52)
In this case, I ≃ [(h/2)− l]b−2α1 , K1 = CB b2α1 , and the
amount of segregated solute is zero (SB = 0).
On the contrary, if we ignore FAR, α2 ≪ CbV. If we
also neglect CeqV , b = (h/2)− l and we obtain
I =
∫ b
0
(b2 − z2)−α1dz,
= b−2α1+1Iα1 , (53)
with
Iα1 =
∫ 1
0
(1− z2)−α1dz. (54)
Note that Iα1 is positive and only depends on the RIS
factor α1. Moreover, it is larger than 1 if the solute
RIS is positive (i.e., α1 > 0), and smaller than 1 in the
opposite case. Then, after Eqs. (50), (51), and (53), we
may approximate SB as follows
SB =
h
2
CB
Iα1 − 1
Iα1 +
l
(h/2)−l
, (55)
=
h
2
CB
Iα1 − 1
Iα1 − 1 + h2
√
a
Cb
V
. (56)
According to Eq. (55), SB is positive if the solute RIS
factor is positive, and negative otherwise.
Besides, following Eqs.(37) and (56), we obtain a direct
relationship between SB and SV
SB =
h
2
CB
Iα1 − 1
Iα1 − 1− h2
Cb
V
SV
. (57)
We observe that the amount of solute RIS, SB, is directly
related to α1 and SV/C
b
V. In the denominator, C
b
V is
the signature of the backward diffusion opposing the RIS
solute concentration gradient. This backward diffusion is
the reason why solute RIS (SB), unlike PD RIS (SV), is
not systematically governed by the ratio φ/DV.
In the sink domain (K ≫ R), we obtain from Eq. (21)
and Eq. (56) that
SB =
h
2
CB
Iα1 − 1
Iα1 − 1 + h2
√
k2
2
. (58)
In this case, SB is independent of the ratio φ/DV,
whereas it decreases with k2, as already shown in
Ref. [29]. Thus, at fixed k2, if we neglect the small varia-
tion of α1 with the dose rate φ, the solute RIS amount is
independent of φ [29]. Besides, SB varies with tempera-
ture through the variation of α1 with temperature. Note
that the present expression of SB is not exactly the same
as the one published in Ref. [29], because here we do not
assume that the RIS factor is independent of solute and
PD concentrations.
In the recombination domain (K ≪ R), we obtain from
Eq. (22) and Eq. (56) that
SB =
h
2
CB
Iα1 − 1
Iα1 − 1 + h2
(
Ω
pirc
)
−1/4 (
φ
DV
)1/4 (59)
SB is then governed by the ratio φ/DV as well as by the
RIS factor α1. Moreover, it decreases with the dose rate
φ.
D. Interplay between RIS and the microstructure
According to the analytical derivation, the RIS seg-
regation profiles between parallel planar sinks depend
upon the spacing h between the parallel planar sinks,
and the total sink strength k2 =
∑
s k
2
s of the overall
microstructure including the local parallel planar sink
strength (Eq. (35)). Such a modeling of the PD sink pop-
ulation allows for the investigation of the RIS profile of
a local sink interacting with the overall microstructure.
Note that our analytical model of RIS could be easily ex-
tended to other local sinks, such as dislocation lines k2line
and dislocation loops k2loop.
In the following, for the sake of simplicity, we con-
sider parallel sink planes are the major PD sinks. This
means that we ignore the contributions of other types of
sinks, and relate the inter-planar distance to the total
sink strength: h =
√
8/k2.
III. RESULTS
We apply the above RIS models to the specific case of
Fe-based dilute alloys. We start this section with a brief
presentation of these alloys from a perspective of their PD
energy properties. Then we present a parametric study of
the variation of steady-state vacancy concentration with
temperature, radiation flux, and sink strength, with the
aid of 2-D maps. We extend this parametric approach to
the solute diffusion coefficients, the flux coupling and RIS
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TABLE I. Ab initio solute-PD binding energies (in eV) of Fe
alloys obtained in Ref. [28] for mixed B-I dumbbell configu-
ration, and Ref. [47] for 1-NN and 2-NN B-V pairs configura-
tions. Negative energies stand for attractive interactions.
Configuration Fe-P Fe-Mn Fe-Cr Fe-Si Fe-Ni Fe-Cu
Mixed B-I -1.03 -0.56 -0.05 +0.00 +0.19 +0.38
1-NN B-V -0.38 -0.17 -0.06 -0.30 -0.10 -0.26
2-NN B-V -0.27 -0.11 -0.01 -0.11 -0.21 -0.17
factors, and the vacancy and solute RIS profiles. Note
that in the temperature–radiation flux maps, the sink
strength is set to k2 = 5 × 1014m−2 and the recombina-
tion radius rc is set to
√
3 a0 unless otherwise specified.
A. DFT energy database of dilute Fe-based alloys
The vacancy formation enthalpy H fV and entropy S
f
V
in pure iron are respectively set to 2.18 eV and 4.1 kB,
and the lattice parameter a0 to 2.831 A˚ according to
previous DFT calculations [28]. The ab initio solute-PD
binding energies, migration energies, and jump frequency
prefactors are found in Ref. [28] for the vacancy diffusion
mechanism, and in Ref. [47] for the dumbbell diffusion
mechanism.
The computation of the RIS factors in these alloys has
shown that the general flux coupling behavior is largely
governed by the short-range thermodynamic interaction
between PDs and solute atoms [28]. We list in Tab. I the
binding energy values of the mixed dumbbell and the 1-
and 2-NN solute-vacancy pairs. In the six binary alloys,
the 1- and 2-NN solute-vacancy binding energies are neg-
ative, i.e., the solute atoms are attracted by the vacancy.
Moreover, Cr has a very weak interaction with vacan-
cies compared with the other solute atoms. Concerning
the SIAs, the most stable configuration is the dumbbell
one. Based on the binding energies of the solute-Fe mixed
dumbbells, we can divide the Fe-based dilute alloys into
two groups: those with stable (P, Mn, Cr) and non-stable
(Si, Ni, Cu) mixed dumbbells.
Note that the kinetic behaviors of the solute atoms
forming non-stable mixed dumbbells (Si, Ni, Cu) should
be predominantly controlled by the vacancy mecha-
nism [47]. In addition, the values of the 1-NN an 2-NN
solute-vacancy binding energies in Fe-Si, Fe-Ni, and Fe-
Cu alloys are close. Therefore, the kinetic properties of
the solute atoms are expected to be similar in these al-
loys. On the other hand, for the group of solutes forming
stable mixed dumbbells (P, Mn, Cr), the values of solute-
PD binding energies cover a wider range, suggesting that
the kinetic properties can be very different in Fe-P, Fe-
Mn, and Fe-Cr alloys.
10−12 10−10 10−8 10−6 10−4 10−2
1.00
1.25
1.50
1.75
2.00
2.25
2.50
2.75
3.00
3.25
Fe-Mn1000/T [K−1]
[dpa/s]
K=
R
C eqV =C excV
Recombination
domain
Sink domain
Thermal domain
log10CbV
-14.0
-12.5
-11.0
-9.5
-8.0
-6.5
-5.0
-3.5
-2.0
FIG. 2. Bulk vacancy concentration CbV as a function of dose
rate (in dpa/s) and inverse temperature (in K−1) for the dilute
Fe-Mn alloy. The nominal solute concentration CMn is set to
1 at.% and the sink strength k2 is set to 5 × 1014 m−2. The
main trends of CbV with T and φ are similar for the other
investigated Fe alloys.
B. Bulk vacancy concentration at steady state
As shown in Sec. II C, the RIS of solute atoms is re-
lated to the bulk vacancy concentration. Thus, the ki-
netic domains of solute RIS are similar to the PD kinetic
domains. Therefore, we compute the steady-state bulk
concentration of vacancies with respect to temperature,
radiation flux, and sink strength.
First, we compute the variation of the bulk vacancy
concentration, CbV, with temperature (T ) and dose rate
(φ). In Fig. 2, the result of Fe-Mn system is represented
in the form of a φ–T map, in which the colors indicate
the amplitude of CbV. This map can be divided into three
domains: thermal domain when the bulk vacancy concen-
tration is lower than twice the equilibrium vacancy con-
centration, i.e., the effect of irradiation is negligible; sink
domain for K > R; recombination domain for R > K.
As expected from the analytical results (cf. Eqs. (21)
and (22)), CbV decreases with T , whereas it increases with
φ. In the recombination domain, CbV increases linearly
with φ. In both the recombination and sink domains,
each level line corresponds to a fixed value of φ/DV. In
the thermal domain, the level lines are horizontal because
CbV is close to the equilibrium vacancy concentration C
eq
V ,
and independent of φ.
We find that the main trends of CbV with T and φ
are similar for the other investigated Fe alloys (not pre-
sented), with only slight variations of the extent of the
kinetic domains. Therefore, we conclude that the solute
effect on the bulk concentration of vacancies is negligible.
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C. Solute diffusion
We compute the intrinsic solute diffusion coefficient,
DB, which is equivalent in a dilute alloy to the solute
tracer diffusion coefficient. The φ–T maps of DB are
presented in Fig. 3. For the six alloys, we recover the
three kinetic domains of CbV. Over most irradiation con-
ditions of interest, CB ≫ CbV (see Fig. 2). In this case, the
solute diffusion coefficient varies linearly with the bulk
vacancy concentration (cf. Eq. (11)), provided the effect
of FAR is negligible. Therefore, we expect the same ki-
netic domains, except in the low-temperature and high-
flux domain where FAR may affect the solute diffusion
properties and CB has the same order of magnitude than
CbV.
DB increases with temperature in the recombination
and thermal domains, though the increasing rate is dif-
ferent in the two domains. In the sink domain, DB is
nearly T -independent. As for the effect of the radiation
flux, DB increases with φ except in thermal domain. Sim-
ilarly to CbV, the solute effect on the main trends is weak.
D. Flux coupling
1. Flux coupling coefficients
As expected from the solute-PD binding energy
database (Tab. I), the overall RIS of solute atoms in Fe-
Si, Fe-Ni and Fe-Cu alloys is mainly due to flux coupling
mediated by the vacancy diffusion mechanism, whereas
in Fe-P, Fe-Mn, and Fe-Cr alloys both the dumbbell and
vacancy mechanisms contribute to the solute RIS [47]. In
addition, in Fe-Cr alloys flux coupling mediated by va-
cancies and SIAs have opposite sign, and the subsequent
sign and amplitude of Cr RIS results from a temperature-
dependent balance between the vacancy-induced deple-
tion and the dumbbell-induced enrichment.
In Fig. 4, we plot the variation of the flux coupling coef-
ficients with dose rate in Fe-Mn, Fe-Cr, and Fe-Cu alloys
at different temperatures. For φ < 10−2 dpa/s, we ob-
serve that in the Fe-Cu alloy, δI is much smaller than δV
because of the instability of the mixed solute-dumbbell
configuration. We observe similar trends in Fe-Si and Fe-
Ni alloys. For Fe-Mn, Fe-P and Fe-Cr alloys, both δI and
δV have a non-negligible contribution. The above results
are consistent with the flux coupling behaviors presented
in Ref. [47], even though the FAR mechanism was therein
not included. In Ref. [6], we have shown that there is an
effect of FAR whenever the jump frequencies of PDs at
equilibrium are comparable with FAR frequencies within
1 to 2 orders of magnitude. Therefore, as expected, we
observe an effect of FAR on δV at significant dose rates
(> 10−2 dpa/s) and low temperatures (< 400K), a flux-
temperature domain in which the FAR frequency is close
to or higher than thermal jump frequencies. Note that at
temperatures above 350 K, the flux-coupling coefficient
δI is nearly independent of dose rate below 1 dpa/s. This
is because the dumbbell-mediated jump frequencies are
much higher than the FAR frequency.
2. RIS factor α1
The RIS factor results from the balance between flux
coupling and backward diffusion opposing the segrega-
tion of solute atoms at sinks. Here, we consider the RIS
factor α1, which, in the absence of FAR, corresponds to
the overall RIS factor (cf. Eq. (44)). In Fig. 5, we show
the temperature-radiation flux maps of α1. As expected
from the solute-PD binding energies (Eb), α1 has the
same behavior in Fe-Si, Fe-Ni, and Fe-Cu alloys. When
φ < 10−2 dpa/s, the absolute value of α1 decreases with
temperature because of the drop of the vacancy-solute
pair probability proportional to exp(−Eb/kBT ) [28]. In
the Fe-P, Fe-Mn, and Fe-Cr systems, the variation of α1
with temperature is quite different. In Fe-P, the absolute
value of α1 increases with temperature. As for the Fe-
Mn alloy, |α1| increases up to around 650K. The binding
energy of the Fe-Mn dumbbell is lower than that of the
Fe-P dumbbell. As a consequence, above 650K, |α1| de-
creases with temperature. Regarding the Fe-Cr alloy, we
observe a change of sign of α1 around 530K.
At low temperatures, roughly below 600K, α1 de-
creases with radiation flux. At temperatures below 300K
and under very high radiation fluxes (above φ = 1dpa/s),
α1 is close to 0 because flux coupling is totally destroyed
by FAR. Above 600K and/or below 10−2 dpa/s, there
is no effect of FAR on α1. Note that even though FAR
may reduce the magnitude of α1, it does not qualitatively
change the extent of the three kinetic domains, nor the
sign of the RIS factor.
3. RIS factor α2
In addition to α1, the RIS magnitude depends also
on the RIS factor α2, which is directly related to the
FAR mechanism (i.e., LmonoBB ). As stated in Sec. II C 1,
the ratio γ = α2/C
b
V indicates the extent of the FAR
effect on the solute RIS. If γ ≫ 1, SB is equal to 0. In
Fig. 6, we plot the φ–T maps of |γ| = |α2|/CbV. Dashed
lines represent level lines of γ. We observe that over
most flux-temperature conditions, γ is smaller than 0.1.
It is close to or larger than 1 at high φ and low T , and
increases with dose rate. Furthermore, it decreases with
temperature, and becomes negative above a threshold
temperature linearly increasing with radiation flux. The
domain where γ < 0 coincides with the thermal domain
of Fig. 2. At the limit of this domain, CbV is close to the
equilibrium vacancy concentration CeqV .
In order to highlight the effect of sink strength on γ,
we plot the k2-T maps of |γ| in Fig. 7. Since γ increases
with k2, the FAR effect on RIS should be significant at
large values of k2.
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FIG. 3. Solute diffusion coefficient DB as a function of dose rate (in dpa/s) and inverse temperature (in K
−1) for several dilute
binary Fe-based alloys. The nominal solute concentration CB is set to 1 at.% and the sink strength k
2 is set to 5× 1014 m−2.
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FIG. 4. Flux coupling coefficients for Fe-Mn, Fe-Cr and Fe-Cu
alloys, mediated by vacancies (solid lines) and SIAs (dashed
line), as functions of dose rate. The results are obtained for
three different temperatures: 350K, 450K and 800K. The
nominal solute concentration CB is set to 1 at.% and the sink
strength k2 is set to 5× 1014 m−2.
Note that the variation of γ with T , φ, and k2 is alloy-
specific. For a given set of parameters, the value of γ
is relatively high in Fe-Ni and Fe-Cr, small in Fe-P and
Fe-Mn, and in an intermediate range in Fe-Si and Fe-Cu
alloys.
E. Radiation induced segregation of PDs
In order to investigate the effect of PD recombination
on the RIS profiles, we compare the profiles given by
two different methods: (i) the analytical approximation
proposed in this work (Eq. (33) for CV(z)), and (ii) the
one proposed in Ref. [29] where the recombination rate is
set to zero.
The concentration profiles of vacancies at different
temperatures and sink strengths are plotted in Fig. 8. In
order to assess the accuracy of the analytical approxi-
mations, we plot as well the reference profile obtained
from the exact solution of Eq. (29) computed by a finite-
difference method. We observe that the concentration
profiles obtained from the present analytical approach
are in good agreement with the reference profiles.
When recombination reactions are neglected, the va-
cancy concentration along the RIS profile is overesti-
mated, especially at low temperatures (e.g., 600K) and
small sink strength (e.g., 5 × 1013m−2), because the ra-
tio K/R is relatively large. Therefore, the recombination
effect is not negligible (see Sec. II B 2).
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FIG. 5. RIS factor α1 normalized by its maximum value α
max
1 as a function of dose rate (in dpa/s) and inverse temperature
(in K−1) in several dilute binary Fe-based alloys. The solid line in Fe-Cr system corresponds to α1 = 0. The nominal solute
concentration CB is set to 1 at.% and the sink strength k
2 is set to 5× 1014 m−2.
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FIG. 8. Concentration profiles of vacancies under irradiation.
The solid lines are the exact solutions of Eq. (29). The dashed
and dash-dotted lines are the analytical approximations of
Eq. (29), obtained from Eq. (33) (this work) and Eq. (30) (cf.
Ref. [29]), respectively. The shaded area indicates the sink.
The results for (a) and (b) are respectively given for T =600K
and 750K, with φ = 10−4 dpa/s and k2 = 5× 1013 m−2 (i.e.,
h = 400 nm). The results for (c) and (d) are respectively given
for k2 = 5× 1014 m−2 and 5× 1015 m−2, with φ = 10−6 dpa/s
and T =500K.
In order to investigate the shape of the vacancy RIS
profile at different irradiation conditions, we define an
effective width leV of the vacancy concentration profile as
follows:
leV =
√√√√∫ h/20 [(h/2)− z]2 [CV(z)− CV(0)] dz∫ h/2
0 [CV(z)− CV(0)]dz
. (60)
This parameter represents the average distance between
a vacancy and a PD sink. It is also related to the width
of the vacancy-depleted zone near sinks [68]. In Fig. 9,
we plot the maps of leV as a function of the inverse tem-
perature and dose rate. In the sink domain, the width
of the vacancy profile does not change with the irradi-
ation conditions. According to the analytical solution
of Eq. (60), leV increases with h. Therefore, the smaller
the sink density, the larger the distance between sinks,
and the wider the vacancy-depleted zone. In the recom-
bination domain, leV decreases with dose rate, while it
increases with temperature.
Furthermore, we investigate the effect of temperature,
dose rate, and sink strength on the segregation amount of
vacancies. Note that, using Eq. (38) and Eq. (39), log |SV|
is given by
log |SV| =
{
logφ− logDV − 32 log k2 +K2, K ≫ R;
1
4 logφ− 14 logDV +K3, K ≪ R,
(61)
with K2 = log
(√
2/3
)
and K3 = log
[
(Ω/pirc)
3/4 /6
]
.
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FIG. 9. The effective width of RIS profiles of vacancies as a function of dose rate (in dpa/s) and inverse temperature (in K−1)
for several dilute binary Fe-based alloys. The nominal solute concentration CB is set to 1 at.% and the sink strength k
2 is set
to 5× 1014 m−2. The corresponding distance between planar sinks is h = 126 nm.
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FIG. 10. Total amount of segregated vacancies SV as a function of dose rate (in dpa/s) and inverse temperature (in K
−1) for
several dilute binary Fe-based alloys. The nominal solute concentration CB is set to 1 at.% and the sink strength k
2 is set to
5× 1014 m−2.
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FIG. 11. Total amount of segregated vacancies SV as a function of sink strength (in m
−2) and inverse temperature (in K−1)
for several dilute binary Fe-based alloys. The nominal solute concentration CB is set to 1 at.% and the dose rate φ is set to
2× 10−4 dpa/s.
Fig. 10 shows the maps of log |SV| near the interface
(given by Eq. (37)) as a function of inverse temperature
and dose rate. The maps are divided into two domains
corresponding to the two limit cases of Eq. (61). The first
kinetic domain is the one dominated by recombination
reactions (K < R), and the second one is the sink domain
(K > R). In both regimes, log |SV| increases linearly
with logφ and 1/T , but the slopes are different.
Fig. 11 shows the temperature-sink strength maps of
the same quantity, divided as well into recombination
and sink domains. log |SV| decreases linearly with log k2
in the sink domain, whereas it is nearly k2-independent
in the recombination domain. The variations of SV with
φ and k2 are similar in all investigated Fe-based binary
alloys, whereas the variations with 1/T are a bit more
varied because the average vacancy diffusion coefficient
DV is alloy-specific.
F. Radiation induced segregation of solute atoms
In the analytical model, α1 and α2 are assumed to
be independent of the local atomic concentration CB,
although it is shown in Sec. II C 1 that this is not true
in general. For validation, we compare the RIS profiles
given by the analytical model (Eq. (49)) and a reference
profile obtained by the numerical integration of Eq. (40).
The variation of α1 and α2 with CB is entirely accounted
for in the reference profile. The solute RIS profiles at
different temperatures are plotted in Fig. 12. In Fe-Cr,
Fe-Si, Fe-Ni, and Fe-Cu alloys, the analytical profiles are
in very good agreement with the numerical results at ev-
ery temperature. In Fe-P and Fe-Mn alloys, we observe
slightly different profile shapes between the analytical
and reference results at 550 and 700K. However, we sys-
tematically obtain a very good agreement on the solute
bulk concentration and the solute segregation amount.
As for the vacancy concentration profile, we introduce
an effective width of the concentration profile of solute
atoms (leB) to characterize the shape of the solute RIS
profile. Its definition is similar to that of the vacancies
(Eq. (60)), where subscript V is replaced by B. Fig. 13
shows the φ–T maps of leB. This quantity is large and
almost uniform in the thermal domain. In the recombi-
nation domain, leB decreases with dose rate and increases
with temperature. These trends are very similar to the
ones observed for leV. As a result, we expect the RIS
profiles of vacancies and solute atoms to have almost
the same width in thermal and recombination domains.
In these domains, we could rely on the measured width
of the solute RIS profiles to obtain information on the
vacancy RIS profile, and subsequently on the PDs sink
strength. On the other hand, in the sink domain, the
larger the solute RIS amount, SB, the smaller the width
of the RIS profile, leB. Moreover, l
e
B is smaller than l
e
V in
this domain, especially in Fe-P and Fe-Mn alloys where
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FIG. 12. Solute RIS profiles obtained by our analytical models in several dilute Fe-based alloys. The profiles obtained by the
exact solution of Eq. (40) are also plotted as references. The nominal solute concentration CB is set to 1 at.% and the sink
strength k2 is set to 1015 m−2. The corresponding distance between planar sinks is h = 86 nm.
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FIG. 13. The effective width of RIS profiles of solute atoms as a function of dose rate (in dpa/s) and inverse temperature (in
K−1) for several dilute binary Fe-based alloys. The nominal solute concentration CB is set to 1 at.% and the sink strength k
2
is set to 5× 1014 m−2. The corresponding distance between planar sinks is h = 126 nm. The dose rate is set to 10−5 dpa/s.
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FIG. 14. Total amount of segregated solute atoms SB normalized by its maximum over all considered irradiation conditions
SmaxB as a function of dose rate (in dpa/s) and inverse temperature (in K
−1) for several dilute binary Fe-based alloys. The
nominal solute concentration CB is set to 1 at.% and the sink strength k
2 is set to 5× 1014 m−2.
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FIG. 15. Total amount of segregated solute atoms SB as a function of sink strength (in m
−2) and inverse temperature (in
K−1) for several dilute binary Fe-based alloys. The nominal solute concentration CB is set to 1 at.% and the dose rate
φ = 2× 10−4 dpa/s.
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FIG. 16. Total amount of segregated Cr atoms SCr as a function of dose rate (in dpa/s) and inverse temperature (in K
−1) com-
puted for different sink strengths: 1013 m−2, 1014 m−2 and 1015 m−2. The results are normalized by the maximum segregation
amount SmaxCr . The nominal solute concentration CB is set to 1 at.%.
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FIG. 17. Ni segregation profile CNi(z) near an interface (indicated by the shaded area) computed for (a) k
2 = 5 × 1014 m−2
and T = 750K; (b) k2 = 1016 m−2 and T = 750K; and (c) Ni segregation amount with different FAR intensities at T = 600
and 700K. S0Ni is the segregation amount obtained with nFAR = 0. The nominal solute concentration CNi is set to 1 at.% and
the dose rate φ is set to 10−4 dpa/s.
the tendency to positive RIS is significant.
Furthermore, Figs. 14 and 15 show the temperature-
radiation flux-sink strength maps of the solute RIS
amount given by Eq. (51). As shown in Fig. 3, the flux-
temperature (φ–T ) domains of SB are mainly determined
by PD kinetics. SB is significant in the sink domain,
whereas it is relatively small in the recombination do-
main because, after the SIA-V recombination, only a few
PDs are left for the long-distance solute diffusion towards
the sinks. In the thermal domain, since the amount of
excess PDs is very small, so is the net flux of PDs towards
sinks, which leads to small SV and SB.
In Fig. 14, we show the maps of the solute RIS amount
SB as a function of T and φ at fixed sink strength k
2 = 5×
1014m−2. As expected, SB does not depend on dose rate
in the sink domain (cf. Eq. (58)), and SB decreases with
dose rate in the recombination domain (cf. Eq. (59)). In
Fig. 15, we show the maps of SB as a function of k
2 and
T at fixed radiation flux φ = 2 × 10−4 dpa/s. In the
domain of PD elimination (K > R), SB decreases with
k2, as expected from Eq. (58).
We take the Fe-Cr alloy as an example to illustrate
the effect of sink strength on the extent of the kinetic
domains and the maximum of solute RIS. Fig. 16 shows
the Cr RIS amount maps at different sink strength k2.
Note that the sink domain grows wider with increasing
k2. However, the maximum RIS amount, SmaxCr , decreases
with sink strength. Therefore, an increase of sink con-
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centration or strength decreases the solute RIS at each
sink. We obtain the same trends for the other Fe-based
alloys (not represented).
The variation of SB with T , φ and k
2 strongly de-
pends on the chemical nature of solute atoms because α1
and α2 are alloy-specific (see Fig. 5 and Fig. 6). As ex-
pected from the DFT-based data of the solute-PD bind-
ing energies (I), the main trends are similar in Fe-Si, Fe-
Ni, and Fe-Cu alloys, but very different in Fe-P, Fe-Mn,
and Fe-Cr alloys. In Fe-Si, Fi-Ni, and Fe-Cu alloys, the
highest solute enrichment tendency is at low tempera-
tures (about 400K) and dose rate (about 10−12 dpa/s),
whereas the highest solute enrichment tendency in Fe-P is
at high temperatures (> 1000K) and dose rates (around
10−3 dpa/s). As for Mn solutes, the peak of RIS occurs at
intermediate temperatures (about 650K) and dose rate
(from 10−10 to 10−6 dpa/s). For Cr solutes, the peak of
positive RIS occurs at low temperatures (about 300K)
and dose rates (about 10−11 dpa/s), whereas the peak of
negative RIS occurs at high temperatures (> 800K) and
dose rates (> 10−6 dpa/s).
As stated in Sec. III D 3, the FAR effect on the solute
RIS should be significant at large k2 because, in this case,
γ is close to or larger than 1. We take the Fe-Ni alloy
as an example to investigate the FAR effect on the so-
lute RIS profile. In order to identify the FAR effect, we
calculate and compare the CNi profiles and segregation
amounts SNi at different FAR intensities, which are char-
acterized by the values of nFAR (i.e., the number of FAR
per dpa). Note that nFAR = 0 indicates that there is
no FAR in the displacement cascade. The concentration
profiles are plotted in Fig. 17 (a) and (b) with two dif-
ferent sink strengths and nFAR equal to 0, 50, 100, and
500. At k2 = 5 × 1014m−2, the segregation profiles are
practically insensitive to FAR effects, because γ < 0.01
and FAR can be neglected. However, at k2 = 1016m−2,
the RIS profiles strongly depend on the FAR intensity
nFAR. The concentration of solute atoms at the interface
decreases with nFAR. Moreover, the amount of segre-
gated Ni atoms also decreases with nFAR (Fig. 17 (c)).
At k2 = 1016m−2 and nFAR = 500, SNi is less than
about half the one without FAR (i.e., nFAR = 0) at both
investigated temperatures (600 and 750K). We observe
similar tendencies in the other five Fe-based dilute al-
loys. This FAR effect is significant close to the inter-
face. In this region, the vacancy concentration is low,
and the thermally-activated backward diffusion of solutes
is limited. In this case, FAR is the major mechanism
for backward diffusion. Therefore, RIS models ignoring
FAR events overestimate the RIS tendencies in Fe-based
alloys, especially at large sink strengths.
IV. DISCUSSION: DOSE RATE
COMPENSATION BY A TEMPERATURE SHIFT
One objective of this work is to provide quantitative
temperature-shift criteria for ion-irradiation experiments
aimed at emulating RIS generated by neutron irradiation.
We ascribe the difference of structural evolution between
neutron and ion irradiations to a difference of radiation
flux. A change of temperature may compensate the effect
of a change of the radiation flux on the vacancy profile
or on the solute RIS. With this work, we can suggest
temperature shifts that should be applied depending on
the (evolving) microstructure and the RIS quantity that
one wants to reproduce (SV or SB). Even though SB and
SV are inter-dependent quantities (cf. Eq. (57)), the be-
havior of solute RIS is very different from that of PDs,
mainly because solute RIS results from a balance between
the solute flux triggered by a PD driving force and the
backward solute flux triggered by a solute concentration
gradient, whereas such backward flux does not occur for
PDs. Another difficulty is that the behavior of both PDs
and solutes depends not only on the radiation flux and
temperature, but also on the evolving microstructure sink
strength. The latter is a complex function of tempera-
ture, radiation dose rate, and radiation dose (i.e., dose
rate× time), as shown in Fig. 18. Besides, the evolution
of SV and SB as a function of sink strength, radiation flux
and temperature differs from one kinetic domain to an-
other, and the extent of each kinetic domain in terms of
temperature and radiation flux depends itself on the sink
strength which evolves over time. Nevertheless, there are
a few limiting cases (defined in Tab. II) which provide
some insights in this rather complex interplay and from
which some quantitative temperature-shift criteria can
be proposed.
In case (i), the sink strength is assumed to be con-
stant during irradiation. This is a good approximation
for alloys with initially high dislocation density, for in-
stance, cold-worked materials. At fixed sink strength,
the amount of vacancy RIS, SV, increases linearly with
the ratio φ/DV in the sink domain, and with (φ/DV)
1/4
in the recombination domain. On the other hand, SB
is independent of φ in the sink domain, whereas, in the
recombination domain, it decreases with φ/DV. Thus, if
the vacancy RIS is to be conserved from a neutron to a
higher flux ion irradiation, we prescribe a shift of temper-
ature such as to keep the ratio φ/DV constant. Concern-
ing the RIS of PDs, we recover the Mansur’s invariant
relation, which has been established in the recombina-
tion domain for swelling phenomena [43]. However, for
the solute RIS in the sink domain, there is no need for a
change of temperature to keep the amount of solute RIS
constant. In the recombination domain, a temperature
shift conserving the ratio φ/DV does not necessary en-
sure a correct emulation of a neutron radiation-induced
solute RIS. Therefore, one temperature shift only en-
ables to reproduce one RIS quantity. Indeed, the solute-
PDs flux couplings leading to RIS are strongly non-linear
and alloy specific functions of temperature. Neverthe-
less, we may use our temperature-flux maps to obtain
an estimation of the temperature shift leading to the
same amount of solute RIS. According to the maps of
Fig. 10 and Fig. 14, for k2 = 5 × 1014m−2, an emula-
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TABLE II. Definition of cases in which quantitative criteria of temperature shift ∆T can be proposed.
Cases Assumptions Criteria for SV Criteria for SB
(i) k2 independent of φ and T Invariant φ/DV • K ≪ R
a: invariant
Iα1−1
Iα1−1+
h
2
(
Ω
pirc
)
−1/4( φ
DV
)
1/4
• K ≫ Ra: no temperature shift is needed (∆T = 0)
• K ≃ R: use of φ–T maps (e.g., Tab. III)
(ii) K ≪ Ra Invariant φ/DV Invariant
Iα1−1
Iα1−1+
h
2
(
Ω
pirc
)
−1/4( φ
DV
)
1/4
(iii) K ≫ Ra Invariant
1
(k2)3/2
(
φ
DV
) • If ∆T is sufficiently small such that the variation of α1 is
negligible (e.g., within about ±50K from Fig. 5): invariant
k2
• Else: invariant h
2
Iα1−1
Iα1−1+
h
2
√
k2
2
(iv) k2(φ, T ) is given We use our models to calculate SV and SB with k
2 varying with φ and T . We search
for at which temperature (T2), the ion irradiation at φ = φ2 reproduces the same SV
or SB obtained from the neutron irradiation at T = T1 and φ = φ1 (e.g., Fig. 18).
a Conditions for both neutron and ion irradiations. One can refer to Fig. 16 to help identifying the kinetic domains at different
irradiation conditions and sink strengths.
TABLE III. Temperature shift required to simulate the solute
RIS from the neutron irradiation with a flux of 10−7 dpa/s at
400K by means of an ion irradiation of 10−5 dpa/s. The sink
strength is assumed to be constant during irradiation (case
(i)).
Fe-P Fe-Mn Fe-Cr Fe-Si Fe-Ni Fe-Cu
∆T [K] +95 +40 — +90 +105 +100
tion of neutron irradiation with a flux of 10−7 dpa/s at
T = 360K (i.e., 1000/T = 2.75) by means of an ion irra-
diation of 10−5 dpa/s would require a shift of tempera-
ture ∆T ≃ +90K for the PDs, and alloy dependent ∆T
for solute RIS as listed in Table III. Note that no tem-
perature shift is proposed for Fe-Cr alloy because SCr at
φ = 10−5 dpa/s, at any temperature, is systematically
smaller than that at φ = 10−7 dpa/s and T = 360K.
In case (ii), both neutron and ion irradiations take
place in the recombination domain, our results suggest
that SV and SB are nearly independent of k
2 (cf. Figs. 11
and 15). The temperature-shift criterion for SV is the
same as the one in case (i). To estimate the temperature
shift for SB, we use the φ–T maps of SB in the same way
as presented in case (i).
In case (iii), both neutron and ion irradiations take
place in the sink domain. We assume that the tempera-
ture shift is sufficiently small such that the variation of
α1 can be neglected. Thus, SB only depends on the mi-
crostructure (cf. Eq. (58)). We assume that the time for
the establishment of PD and solute RIS is much shorter
than the characteristic time of the evolving microstruc-
ture. In this case, the temperature-shift criterion for SB
is the one ensuring an invariant sink strength. Therefore,
given the variations of k2 with temperature and dose rate,
the variations of SB should have the same trends. This is
consistent with the experimental observation in Ref. [36].
In this experiment, the authors attempted to emulate
the microstructure of a cold-worked 316-stainless steel
produced by a neutron irradiation at 320 ◦C by a self-ion
irradiation at higher temperatures. In such cold-worked
material, the sink density was relatively high; thereby
the irradiation must take place in the sink domain. Au-
thors in this study observed that self-ion irradiation at
380 ◦C produces dislocation loop size and density which
matched well with those obtained with neutron irradia-
tion. In the same study, they showed that the RIS be-
haviors from these two irradiation conditions coincided as
well. Therefore, this experiment shows that a relatively
small temperature shift (+60 ◦C in this experiment) en-
suring an invariant microstructure (i.e., sink strength) is
able to reproduce as well the RIS behaviors for materials
irradiated in the sink domain.
In case (iv), we assume that the evolution of the sink
strength is not affected by the RIS of solutes. In this
case, there are simulation methods and/or experimental
studies yielding the evolution of the PDs microstructure
with respect to the irradiation conditions and the radi-
ation dose [69, 70]. Authors in Ref. [70] simulated the
microstructural evolution of a Fe-Cr alloy irradiated by
neutrons (3.4×10−7 dpa/s) and ions (5.2×10−5 dpa/s) at
similar temperatures using cluster dynamics and atomic
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kinetic Monte Carlo simulations. Relying on their re-
sults, we can predict the evolution of the RIS behaviors.
Note that their results indicate that the PD clusters are
the major sinks. Due to the lack of information on cluster
densities, we estimate the average distance between sinks
directly from the sink strength by Eq. (35). In Fig. 18,
we plot k2 (from Ref. [70]), SV and SB (from our calcula-
tion) as a function of the radiation dose. The evolution
of k2 indicates that, up to 0.01 dpa for neutron irradia-
tion and 0.1 dpa for ion irradiation, the system is at the
frontier between the recombination and sink domains.
After these doses, the system is in the sink domain and
the sink strengths of both neutron and ion irradiation
conditions are close to each other. The calculated SB
in the two irradiation conditions are as well very similar
after 0.1 dpa. This is because, in the sink domain, SB
depends only on α1 and k
2 (as presented in case (iii));
since the temperatures are close in the two irradiation
conditions, the calculated SB is nearly the same when-
ever the sink strengths are very close to each other. Below
0.01dpa, both SV and SB in the two irradiation condi-
tions are different. Given the variation trends of the sink
strength with the irradiation conditions, we propose a
temperature-shift that would reproduce either the same
SV or the same SB as in neutron irradiation from an ion
irradiation experiment. As a qualitative approach, we
assume that the sink strength k2 is proportional to SV.
This approach should be reasonable because PD clusters
are major sinks and their growth should be proportional
to the PD segregation amount. Thus, by assuming that
the ion irradiation is in the recombination domain, we set
k2 as a linear function of (φ/DV)
0.25. Hence, from the
simulated k2(φ) resulting from an ion irradiation [70],
we can deduce the sink strength evolution at different
temperatures. Relying on our model, we calculate the
evolution of SV and SB from the ion irradiation at dif-
ferent temperatures. From these results, we find out at
which temperature the evolution of SV or SB matches
well with that obtained by neutron irradiation. By this
approach, we obtain the temperature shifts of an ion ir-
radiation (5.2× 10−5 dpa/s) required to emulate the RIS
behaviors from neutron irradiation (3.4×10−7 dpa/s) (cf.
Fig. 18-(d)). For a dose below 0.01dpa, the temperature
shift (∆T ) required for an invariant SV is about +90
◦C
and the one for an invariant SB is about +110
◦C. After
0.01dpa, ∆T for SV increases up to +200
◦C, whereas
∆T for SB notably decreases.
Apart from the simulation methods, direct observa-
tions of the microstructure may inform on the sink
strength evolution. However, a precise estimation of the
latter is difficult because small PD nano-clusters form-
ing under irradiation are not detectable by current mi-
croscopy techniques. Nevertheless, investigating the vari-
ation of the solute RIS profiles with radiation flux and
radiation dose should give an insight on the sink strength,
provided the time scale of RIS is smaller than that of the
microstructure evolution, so that we may assume steady-
state solute RIS. For instance, we have shown that the
RIS amount of solute atoms is directly related to the
bulk concentration of vacancies. Therefore, measuring
the solute RIS provides a way to estimate the bulk con-
centration of vacancies—thereby the global sink strength
of the microstructure—provided the diffusion properties
of PDs are known.
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FIG. 18. The evolution of (a) the sink strength k2, (b) the
amount of vacancy RIS SV, and (c) the amount of solute RIS
SB in the Fe-Cr alloy irradiated by neutrons and ions. The
evolution of the temperature shift for ion irradiation that is
required to emulate the neutron RIS is plotted in (d). The
plots of k2 are reproduced from the results in Ref. [70]. The
dotted guiding lines obtained from K/R = 1 are plotted in
(a) to help identifying the kinetic domain.
V. CONCLUSIONS
In this work, the cluster-expansion version of the self-
consistent mean field theory is applied to calculate the
transport coefficients of dilute iron-base alloys Fe-B (B =
P, Mn, Cr, Si, Ni, and Cu) under irradiation. We add to
the recent calculation of the transport coefficients [28, 47]
the contribution of forced atomic relocations (FARs) [6]
From these transport coefficients, we compute the flux-
coupling coefficients, the solute and vacancy diffusion co-
efficients, and the RIS factors with respect to tempera-
ture (T ), radiation flux (φ), and point-defect (PD) sink
strength (k2). We highlight the specificity of each alloy
as well as the effect of FAR on these parameters.
We provide a general PD-RIS model yielding the con-
centration profile of vacancies in the vicinity of sinks in
the three kinetic domains. The profile is divided into
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two regions: a region of uniform vacancy concentration
far from the sinks where we account for PD production,
recombination, and elimination at sinks, and a second
region near the PD sinks where we neglect recombina-
tion reactions because PD concentrations are lower. This
approximation leads to first-order differential equations
that can be solved analytically.
From the RIS factor relating the solute concentration
gradient to the vacancy one, we deduce an analytical ex-
pression of the steady-state solute RIS profile. This an-
alytical RIS model includes the full set of PD reactions,
solute-PD interactions, and FAR mechanisms.
We summarize below the most relevant results ob-
tained from an application of the analytical results to
the investigated dilute Fe-based alloys.
• The consideration of the complete PD reactions
enables a consistent investigation of RIS be-
haviors in all PD kinetic domains (recombina-
tion/sink/thermal). We show that the RIS kinetic
domains are directly related to the PD kinetic do-
mains, i.e., to the variation of PD concentration in
the bulk. RIS profiles of PDs do not vary much with
the chemical nature of the solute atom, whereas so-
lute RIS profiles are very alloy-specific. In general,
the RIS of PDs and solutes is favored in the sink
domain because the rate of PD elimination at sinks
is significant. In the recombination domain, even
though the PD RIS amount is relatively small, the
solute RIS amount can be high in certain alloys,
such as for instance in Fe-Mn where the RIS factor
α1 is relatively large.
• The comparison between our results and a previ-
ous study [29] highlights the sensitivity of RIS to
recombination reactions. Models that would ne-
glect these reactions would overestimate the va-
cancy concentration along the RIS profile, espe-
cially at low temperatures and sink strengths (i.e.,
in the recombination domain).
• Parametric T –φ–k2 studies show that the effect of
FAR on solute RIS is significant. At high sink
strengths, FAR leads to a sharp decrease of solute
RIS. Moreover, our results show that, among the
investigated alloys, the effect of FAR is the most
important in Fe-Ni and Fe-Cr systems.
• T –φ–k2 maps of the RIS amount of PDs and solute
atoms can be used as a tool to provide quantita-
tive temperature-shift criteria for the comparison
between neutron and ion irradiation. We empha-
size that these criteria are alloy and kinetic-domain
specific. In the case where we may ignore the vari-
ation of sink strength with temperature and dose
rate, for instance in alloys with a high sink den-
sity, we show how to rely on the maps to deduce
the temperature shifts. Otherwise, in most cases,
an estimation of the temperature shift requires the
knowledge of the explicit relationship between the
sink strength, temperature, and dose rate.
Even though the present investigation is focused on
dilute Fe-base binary alloys, the present RIS model can
be applied to any alloys, provided that one is able to
compute the RIS factor and the solute and PD diffusion
coefficients. This RIS model can be extended to non-
neutral PDs sinks by including the elastic interactions
between PDs, solute atoms, and sinks into the calcula-
tion of the chemical potential gradients and the transport
coefficients [71].
Finally, radiation-induced solute enrichment at sinks
can exceed the alloy solubility limit and trigger the pre-
cipitation of a secondary phase. Such a radiation-induced
precipitation phenomenon would require different bound-
ary conditions on the solute RIS profile, as for example
a backward solute diffusion set to zero. These points are
left for future work.
Appendix A: Mathematical descriptions
1. Relation between CV(z) and CI(z)
Following Eq. (27) and (28), we have:
0 = DV
∂2CV
∂z2
−DI ∂
2CI
∂z2
=
∂2
∂z2
(DVCV −DICI) . (A1)
Therefore, DVCV(z)−DICI(z) = K2z +K3, with K2
and K3 two integration constants to be determined. By
symmetry, the PD flux at the mid-point (z = 0) is zero,
hence we have:
∂CV
∂z
(z = 0) = 0,
∂CI
∂z
(z = 0) = 0, (A2)
and therefore K2 = 0. Moreover, the PD concentrations
at the sink are equal to the equilibrium concentrations.
Therefore, we have:
CV(z = h/2) = C
eq
V , CI(z = h/2) = C
eq
I . (A3)
Using Eq. (A3), K3 = DVC
eq
V − DICeqI . Assuming that
DIC
eq
I ≪ DVCeqV , we get K3 ≃ DVCeqV . Accordingly,
CV(z) and CI(z) are related by:
DV [CV(z)− CeqV ] = DICI(z). (A4)
2. Introduction of the hypergeometric function 2F1
The hypergeometric function 2F1(a, b, c, x) is defined
by the series
2F1(a, b, c, x) =
∞∑
n=0
(a)n(b)n
(c)nn!
xn (A5)
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for |x| ≤ 1, where (a)n, (b)n, and (c)n are the Pochham-
mer’s symbol [67] given by
(a)n =
{
a(a+ 1) · (a+ n− 1), for n ≥ 1;
1, for n = 0
. (A6)
For Re(c) > Re(b) > 0, we have
2F1(a, b, c, x) =
Γ(c)
Γ(b)Γ(c− b)f(a, b, c, x), (A7)
where Γ is the Gamma function [67], and
f(a, b, c, x) =
∫ 1
0
tb−1(1− t)c−b−1(1− xt)−adt. (A8)
We can deduce the integral (Eq. (53)), I, from the hyper-
geometric function
I =
(
h
2
− l
)
b−2α1
∫ 1
0
[
1−
(
h/2− l
b
)2
t
]
−α1
dt
2
√
t
=
(
h
2
− l
)
b−2α1 2F1
(
α1,
1
2
;
3
2
;
(
h/2− l
b
)2)
. (A9)
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