A különböző modalitások hozzájárulásának vizsgálata a témairányítás eseteinek osztályozásához a HuComTech korpuszon by Kovács, György & Váradi, Tamás
Szeged, 2017. január 26–27. 193  
 
A ku¨lo¨nbo¨zo˝ modalita´sok hozza´ja´rula´sa´nak
vizsga´lata a te´maira´ny´ıta´s eseteinek
oszta´lyoza´sa´hoz a HuComTech korpuszon
Kova´cs Gyo¨rgy1, Va´radi Tama´s1
Magyar Tudoma´nyos Akade´mia, Nyelvtudoma´nyi Inte´zet,
Budapest VI., Benczu´r utca 33.
e-mail:gykovacs@inf.u-szeged.hu, varadi.tamas@nytud.mta.hu
Kivonat Az ember e´s ge´p ko¨zo¨tti, valamint az emberek ko¨zo¨tti inter-
akcio´ fontos ke´rde´se a te´maira´ny´ıta´s. Ge´pi felismere´se´nek vizsga´latakor
nem csak az e´rdekes sza´munkra, hogy milyen pontossa´g- vagy fede´s-
e´rte´keket tudunk ele´rni, hanem az is, hogy mely jellemzo˝k mennyiben
ja´rultak hozza´ ehhez az eredme´nyhez. Kı´se´rleteink sora´n egye´ni neu-
ronha´lo´kat tan´ıtottunk a ku¨lo¨nbo¨zo˝ modalita´sokbo´l kinyert jellemzo˝k
felhaszna´la´sa´val, hogy leme´rju¨k az ı´gy kapott neuronha´lo´k teljes´ıtme´nye´t
a te´maira´ny´ıta´si c´ımke´k oszta´lyoza´sa´ban. Tova´bba´ megvizsga´ltuk, hogy a
ku¨lo¨nbo¨zo˝ neuronha´lo´k kimeneteke´nt kapott valo´sz´ınu˝se´g-becsle´sek mely
su´lyoza´sa´val e´rhetju¨k el a legjobb oszta´lyoza´si eredme´nyt. Ke´t moda-
lita´s (multimoda´lis, szintaktikai) emelkedett ki a to¨bbi ko¨zu¨l, a helyes
oszta´lyoza´shoz valo´ hozza´ja´rula´sukkal Az ezen modalita´sokbo´l sza´rmazo´
jellemzo˝k megfelelo˝ kombina´cio´ja ugyanolyan jo´ eredme´nyt adott, mint
az o¨sszes modalita´s jellemzo˝inek kombina´cio´ja. Tova´bba´ mindke´t kom-
bina´cio´ jobb eredme´nyt adott mint az o¨sszes jellemzo˝t kombina´cio´ ne´lku¨l
felhaszna´lo´ neuronha´lo´, so˝t ez uto´bbi teljes´ıme´nye´t a kiza´ro´lag multi-
moda´lis jellemzo˝ket felhaszna´lo´ neuronha´lo´ is felu¨lmu´lta.1
Kulcsszavak: HuComTech, te´maira´ny´ıta´s, valo´sz´ınu˝se´gi mintave´teleze´s,
jellemzo˝kiva´laszta´s
1. Bevezete´s
Az ember-sza´mı´to´ge´p interakcio´ elo˝seg´ıte´se´hez fontos, hogy a ge´p tudja, besze´l-
geto˝ta´rsa mikor fejti ki az aktua´lis te´ma´t, mikor te´r el atto´l (kis me´rte´kben
mo´dos´ıtva azt, az elo˝zme´nyek ﬁgyelembeve´tele´vel, vagy teljesen elte´rve atto´l),
e´s mikor nem ja´rul hozza´ e´rdemben a te´ma´hoz. Eze´rt kutata´sunk egyik ce´lja,
hogy besze´lgete´s-szegmentumokat te´maira´ny´ıta´s szempontja´bo´l ku¨lo¨nbo¨zo˝ ka-
tego´ria´kba soroljunk. a HuComTech multimoda´lis besze´dadatba´zisban ezek a
katego´ria´k a ko¨vetkezo˝k:
1 A szerzo˝k ko¨szo¨netu¨ket fejezik ki az Orsza´gos Tudoma´nyos Kutata´si Alapprogramok
(OTKA) programnak, amely a K116938 sza´mu´ projekt kerete´ben az itt ismertete´sre
keru¨lo˝ kutata´st ta´mogatta.
194 XIII. Magyar Számítógépes Nyelvészeti Konferencia 
 
– Te´makezdeme´nyeze´s: a besze´lo˝ a kora´bban elhangzottakto´l motiva´ltan u´j
te´ma´ba kezd, mely illeszkedik a ta´rsalga´s addigi menete´be.
– Te´mava´lta´s: a besze´lo˝ oly mo´don kezd u´j te´ma´ba, hogy az a kora´bbi besze´l-
gete´sbe keve´sbe´ illeszkedik, az nem indokolja a te´ma va´laszta´sa´t.
– Te´ma kifejte´se: a besze´lo˝ az aktua´lis te´ma´t taglalja.
– Hozza´ja´rula´s hia´nya: szakaszok, melyek nem sorolhato´k be egyik kora´bbi
katego´ria´ba sem. Meg kell jegyezzu¨k, hogy ez inka´bb az egye´b c´ımke´k hia´nya,
mint o¨na´llo´ katego´ria.
Kora´bbi cikku¨nkben [1] k´ıse´rleteink to¨bbse´ge´ben ko¨vettu¨k ezt a feloszta´st, azon-
ban jelento˝sen jobb eredme´nyeket e´rtu¨nk el, amikor a te´makezdeme´nyeze´st (mo-
tiva´lt te´mava´lta´st) e´s a motiva´latlan te´mava´lta´st egyetlen katego´riake´nt, te´ma-
va´lta´ske´nt kezeltu¨k. Eze´rt jelen cikku¨nkben ez uto´bbi megko¨zel´ıte´sre koncentra´-
lunk, e´s k´ıse´rleteink to¨bbse´ge´ben a te´maira´ny´ıta´si c´ımke´k oszta´lyoza´sa´t ha´rom
oszta´ly esete´re vizsga´ljuk.
A te´maira´ny´ıta´s ke´rde´sko¨re nem csak az ember e´s ge´p ko¨zo¨tti kommunika´cio´
elo˝seg´ıte´se miatt lehet hasznos, hanem az emberek ko¨zo¨tti kommunika´cio´ jobb
mege´rte´se´hez is. To¨bbek ko¨zo¨tt ez okbo´l nem csak annak lesz jelento˝se´ge sza´munk-
ra, hogy ge´pi oszta´lyoza´sa´ban milyen pontossa´g- vagy fede´se´rte´keket tudunk
ele´rni, hanem hogy mely jellemzo˝k/jellemzo˝csoportok ja´rulnak hozza´ leginka´bb
az oszta´lyoza´si eredme´nyekhez. Eze´rt jelen cikku¨nkben o¨t jellemzo˝csoportot e-
lemzu¨nk, ke´t ku¨lo¨nbo¨zo˝ mo´dszerrel. Elo˝szo¨r azt vizsga´ljuk, hogy a ku¨lo¨nbo¨zo˝ jel-
lemzo˝csoportokokat o¨nmagukban haszna´lva milyen eredme´nyeket kapunk, majd
azt elemezzu¨k, hogy a jellemzo˝csoportok mely kombina´cio´ja´val kapjuk a legjobb
eredme´nyt.
A te´ma´ban szu¨letett kora´bbi munka´k fo˝leg lexika´lis [2,3,4] e´s prozo´diai [5,6]
informa´cio´ra, vagy ezek egy kombina´cio´ja´ra ta´maszkodtak [7,8]. Egyebek mellett
a prozo´diai informa´cio´ felhaszna´la´sa´t is megvizsga´ltuk, a´m a lexika´lis informa´cio´
ko¨zvetlen felhaszna´la´sa´ra nem volt leheto˝se´gu¨nk, az adatba´zis annota´cio´ja´nak sa-
ja´tossa´gai miatt. A ko¨vetkezo˝ fejezetben az adatba´zis bemutata´sa sora´n ezekro˝l
is eml´ıte´st teszu¨nk. Majd az azt ko¨veto˝ fejezetben ismertetju¨k a k´ıse´rletek sora´n
felhaszna´lt mo´dszereket, miuta´n bemutatjuk az eredme´nyeket, e´s ve´gu¨l ismer-
tetju¨k konklu´zio´inkat, valamint terveinket a jo¨vo˝beni munka´ra.
2. HuComTech multimoda´lis korpusz
A HuComTech projekt kerete´ben 111 besze´lo˝vel ke´szu¨lt 222 interju´ [9]. Minden
besze´lo˝vel ke´t besze´lgete´s, egy forma´lis (szimula´lt a´lla´sinterju´), e´s egy informa´lis
besze´lgete´s keru¨lt felve´telre. A felve´teleket azta´n az adatforra´st tekintve hat mo-
dalita´s szerint (Multimoda´lis, Szintaktikai, Prozo´diai, Unimoda´lis, Video´, Audio´)
o¨sszesen 39 szinten annota´lta´k. Az annota´cio´ elso˝sorban az interju´alanyra kon-
centra´l, de to¨bb olyan eleme is van, amely az interju´t ke´sz´ıto˝ viselkede´se´t is le´ırja.
Ba´r a ke´so˝bbiekben ro¨viden minden modalita´sro´l szo´t ejtu¨nk, bo˝vebb le´ıra´sra je-
len cikk keretei ko¨zo¨tt nincs leheto˝se´g, az adatba´zis re´szletesebb le´ıra´sa azonban
ele´rheto˝ a projekthez kapcsolo´do´ kora´bbi publika´cio´kban [9,10,11].
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2.1. Modalita´sok
Az adatba´zis annota´cio´ja hat modalita´sban to¨rte´nt, melyek o¨sszesen 221 jel-
lemzo˝t adtak az oszta´lyoza´shoz. A jellemzo˝ket oly mo´don haszna´ltuk, hogy az
interju´kat 0,32 ma´sodperces keretekre (frame) bontottuk, e´s az adott interval-
lumra jellemzo˝ c´ımke´t rendeltu¨k az ege´sz kerethez (a bina´ris jellemzo˝k kive´tele´vel
ezuta´n az o¨sszes jellemzo˝t 0 a´tlagra e´s 1 variancia´ra standardiza´ltuk). A ku¨lo¨nbo¨-
zo˝ modalita´sokhoz az ala´bbi szintek e´s jellemzo˝k tartoznak:
Multimoda´lis annota´cio´. Az annota´cio´ ebben a modalita´sban a video´ e´s
audio´ adatok egyu¨ttes felhaszna´la´sa´val ke´szu¨lt a Qannot program seg´ıtse´ge´vel.
Itt minden informa´cio´ ke´tszer jelenik meg: egyszer az interju´alanyra, egyszer
az interju´t ke´sz´ıto˝re vonatkozo´an. A katego´ria´bo´l sza´rmazo´ informa´cio´t 29 jel-
lemzo˝ben ko´doltuk.
– Kommunikat´ıv aktus: az interju´alany/interju´t ke´sz´ıto˝ kommunikat´ıv aktu-
sai, 14 (7-7) bina´ris (0 vagy 1 e´rte´ku˝) jellemzo˝ben ko´dolva, a lehetse´ges
c´ımke´knek (none, other, acknowledging, commissive, constative, directive,
indirect) megfelelo˝en.
– Ta´mogato´ aktus: az interju´alany/interju´t ke´sz´ıto˝ ta´mogato´ aktusai, 8 (4-
4) bina´ris jellemzo˝ben ko´dolva, a lehetse´ges c´ımke´knek (other, backchannel,
politeness marker, repair) megfelelo˝en.
– Te´maira´ny´ıta´s: az interju´t ke´sz´ıto˝ te´maira´ny´ıta´si aktusai, 3 bina´ris jellemzo˝-
ben ko´dolva, a lehetse´ges c´ımke´knek (te´mava´lta´s, te´makezdeme´nyeze´s, te´ma
kifejte´se) megfelelo˝en.
– Informa´cio´: azt ı´rja le, hogy az interju´alany/interju´t ke´sz´ıto˝ kapott-e olyan
informa´cio´t, amely u´j volt sza´ma´ra, vagy olyat, amelyet ma´r ismert, esetleg
nem kapott semmilyen informa´cio´t. 4 (2-2) bina´ris jellemzo˝ben ko´doljuk.
Szintaktikai annota´cio´. A szintaktikai modalita´sben egyetlen szint tala´lhato´,
melynek 7 mezo˝je´t 20 jellemzo˝ben ko´doltuk.
– Clause ID: az aktua´lis tagmondat helye a mondatban. 1 ege´sz t´ıpusu´ jel-
lemzo˝ben ko´dolva.
– Ala´rendeltse´g: azon tagmondatok azonos´ıto´ja, melyeknek a jelenlegi tag-
mondat ala´ van rendelve, 1 ege´sz t´ıpusu´ jellemzo˝ben (az azonos´ıto´k sza´ma)
ko´dolva.
– Egyeztete´s: azon tagmondatok azonos´ıto´ja, melyek egyeztetve vannak a je-
lenlegi tagmondattal, 1 ege´sz t´ıpusu´ jellemzo˝ben (az azonos´ıto´k sza´ma) ko´-
dolva.
– Ala´rendele´s: azon tagmondatok azonos´ıto´ja, melyek a jelenlegi tagmondat ala´
vannak rendelve, 1 ege´sz t´ıpusu´ jellemzo˝ben (az azonos´ıto´k sza´ma) ko´dolva.
– Bea´gyaza´s: azon tagmondatok azonos´ıto´ja, melyek a jelenlegi tagmondatba
a´gyazo´dnak be, 1 bina´ris jellemzo˝ben ko´dolva.
– Bea´gyazo´da´s: azon tagmondatok azonos´ıto´ja, melyekbe a jelenlegi tagmon-
dat bea´gyazo´dik, 1 bina´ris jellemzo˝ben ko´dolva.
– Hia´nyzo´ katego´ria´k: a tagmondatbo´l hia´nyzo´ katego´ria´k. 14 bina´ris jellem-
zo˝ben ko´doljuk, a 14 lehetse´ges c´ımke´nek megfelelo˝en.
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Prozo´diai annota´cio´. A prozo´diai annota´cio´ a Prosotool [12] eszko¨zzel to¨rte´nt.
Az ezen modalita´sbo´l sza´rmazo´ informa´cio´t 37 jellemzo˝ben ko´doltuk.
– F0-mozga´s: a simı´tott F0 mozga´s az aktua´lis szegmensben. 5 bina´ris jel-
lemzo˝ke´nt ko´doljuk az o¨t mozga´s-katego´ria´nak (ese´s, cso¨kkene´s, stagna´la´s,
no¨vekede´s, emelkede´s) megfelelo˝en.
– F0 szint: az alapfrekvencia szintje a jelenlegi szegmens eleje´n e´s ve´ge´n. 10
(5-5) bina´ris jellemzo˝ben ko´doljuk, a szegmens eleje´n e´s ve´ge´n a´llo´ c´ımke´k
(L2, L1,M,H1, H2 ahol L2 < T1 < L1 < T2 < M < T3 < H1 < T4 < H2, e´s
ahol a Ti e´rte´keket ku¨szo¨bke´nt haszna´ljuk) alapja´n.
– F0 e´rte´k: az alapfrekvencia e´rte´ke a jelenlegi szegmens eleje´n e´s ve´ge´n, 2
valo´s t´ıpusu´ jellemzo˝ben ko´dolva.
– Nyers F0 e´rte´kek a´tlaga: az alapfrekvencia e´rte´kek a´tlaga az adott keretre
ne´zve, 1 valo´s t´ıpusu´ jellemzo˝ben ko´dolva.
– Zo¨nge´s e´s zo¨nge´tlen invervallumok: a megadott intervallum zo¨nge´s, zo¨nge´tlen
(vagy egyik sem), 2 bina´ris jellemzo˝ben ko´dolva.
– I-mozga´s: az intenzita´s va´ltoza´s az adott szegmensben. A jellemzo˝k ko´dola´sa
ugyan olyan, mint az F0-mozga´s esete´n
– I-szint: az intenzita´s szintje az aktua´lis szegmens eleje´n e´s ve´ge´n. A jellemzo˝k
ko´dola´sa ugyan olyan, mint az F0 szint esete´n.
– I e´rte´k: az intezita´s e´rte´ke az aktua´lis szegmens eleje´n e´s ve´ge´n. A jellemzo˝k
ko´dola´sa ugyan olyan, mint az F0 e´rte´k esete´n.
Unimoda´lis annota´cio´. Ebben a modalita´sban az annota´cio´ kiza´ro´lag a video´
adatok felhaszna´la´sa´val ke´szu¨lt, a HuComTech projekt kerete´ben fejlesztett Qan-
not program seg´ıtse´ge´vel. Az ezen modalita´sbo´l sza´rmazo´ informa´cio´t 15 jel-
lemzo˝ben ko´doltuk.
– Fordulo´kezele´s: a ta´rsalga´si fordulo´k az interju´alany szemszo¨ge´bo˝l, 5 bina´ris
jellemzo˝ben ko´dolva.
– Figyelem: le´ırja, hogy az interju´alany az interju´ke´sz´ıto˝re ﬁgyel-e, vagy ﬁgyel-
met va´r az interju´ke´sz´ıto˝to˝l, 2 bina´ris jellemzo˝ben ko´dolva.
– Egyete´rte´s: az interju´alany a´ltal mutatott egyete´rte´s szintje, 7 bina´ris jel-
lemzo˝ben ko´dolva.
– U´jdonsa´ge´rte´k: azt ı´rja le, hogy az interju´alany kapott-e u´j informa´cio´t, vagy
nem, 1 bina´ris jellemzo˝ben ko´dolva.
Video´ annota´cio´. Ebben a modalitasban az annota´cio´ ke´t katego´ria´ban – funk-
ciona´lis e´s ﬁzikai)– to¨rte´nt. Amikor az annota´torok a funkciona´lis szinten dolgoz-
tak (e´rzelmek e´s emble´ma´k, a video´hoz tartozo´ audio´ jelet is felhaszna´lhatta´k.
A katego´ria´bo´l sza´rmazo´ informa´cio´t 111 jellemzo˝ben ko´doltuk.
– Arckifejeze´s: a besze´lo˝ arckifejeze´se a´ltal tu¨kro¨zo¨tt e´rzelmek, 7 bina´ris jel-
lemzo˝ben ko´dolva.
– Tekintet: a besze´lo˝ tekintete´nek ira´nya, 6 bina´ris jellemzo˝ben ko´dolva.
– Szemo¨ldo¨k: a besze´lo˝ szemo¨ldo¨kmozga´sa, 4 bina´ris jellemzo˝ben ko´dolva.
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– Fejmozga´s: a besze´lo˝ feje´nek mozga´sa, 8 bina´ris jellemzo˝ben ko´dolva.
– Ke´z alakja: a besze´lo˝ kezei ku¨lo¨nbo¨zo˝ alakzatokat forma´lhatnak a besze´lgete´s
alatt. Itt ezen alakzatok keru¨lnek le´ıra´sra, 15 bina´ris jellemzo˝ben ko´dolva.
– E´rinte´s: annak a le´ıra´sa, hogy a besze´lo˝ melyik keze´vel, milyen testre´sze´n
e´rintette/vakarta meg maga´t, 30 bina´ris jellemzo˝ben ko´dolva.
– Testtarta´s: a besze´lo˝ testtarta´sa´nak le´ıra´sa, 10 bina´ris jellemzo˝ben ko´dolva.
– Deixis: a besze´lo˝ deiktikus mozga´sa, 10 bina´ris jellemzo˝ben ko´dolva.
– E´rzelem: a besze´lo˝ la´tszo´lagos e´rzelmi a´llapota, 7 bina´ris jellemzo˝ben ko´dolva.
Fontos ku¨lo¨nbse´g az arckifejeze´shez ke´pest, hogy itt az annota´tor az audio´
csatorna´t is haszna´lhatta a c´ımke kioszta´sakor.
– Emble´ma: a besze´lo˝ho¨z kapcsolo´do´ emble´ma c´ımke´k (agree, attention, block,
disagree, doubt, doubt-shrug, ﬁnger-ring, hands-up, more-or-less, number,
one-hand-other-hand, other, refusal, surprise-hands), 14 bina´ris jellemzo˝ben
ko´dolva.
Audio´ annota´cio´. Az audio´ annota´cio´ a tagmondatok szintje´n to¨rte´nt. Ez azzal
ja´rt, hogy az olyan informa´cio´kat, mint az egyes szavak, hezita´cio´k, isme´tle´sek, a
25 sza´zadma´sodpercet meghalado´ szu¨netek, nem tudjuk ido˝ben ele´g pontosan el-
helyezni, azaz nem tudjuk ezen jelense´geket a 0,32 ma´sodperces keretekhez ko¨tni.
I´gy az audio´ annota´cio´bo´l egyedu¨l az e´rzelmi c´ımke´ket haszna´ltuk fel, mivel
e´sszeru˝en felte´telezhetju¨k, hogy ezek az adott tagmondatra ne´zve a´llando´ak. I´gy
az audio´ annota´cio´bo´l elso˝ k´ıse´rleteinkben egyetlen szintet tudtunk felhaszna´lni,
melyet 9 bina´ris jellemzo˝ben ko´doltunk, a megadott c´ımke´knek (silence, overlap-
ping speech, other, happy, neutral, surprised, recalling, sad, tense) megfelelo˝en.
Mivel a modalita´s c´ımke´inek egyelo˝re csak to¨rede´ke´t tudtuk jellemzo˝ke´nt hasz-
nos´ıtani, ezt a jellemzo˝csoportot jelen cikku¨nk kerete´ben nem vizsga´ltuk.
2.2. Tan´ıto´/Valida´cio´s/Teszt felbonta´s
A modellek tan´ıta´sa´hoz, parame´tereiknek bea´ll´ıta´sa´hoz valamint a modellek
kie´rte´kele´se´hez ha´rom ku¨lo¨na´llo´ halmazra van szu¨kse´gu¨nk: egy tan´ıto´-, egy va-
lida´cio´s- e´s egy teszthalmazra. Ezt a feloszta´st a HuComTech adatba´zis esete´re
75/10/15 ara´nyban hata´roztuk meg. Ezt a kora´bban le´trehozott feloszta´st [1]
haszna´ltuk jelen munka´kban is.
2.3. Az adatok kiegyensu´lyozatlansa´ga
A besze´lgete´sek terme´szete miatt sokkal to¨bbszo¨r fordul elo˝, hogy kifejtu¨nk
egy te´ma´t, vagy e´pp egya´ltala´n nem ja´rulunk hozza´ e´rdemben egy te´ma´hoz
(besze´lgeto˝ta´rsunk viszi a szo´t) mint az, hogy te´ma´t va´ltunk, vagy u´j te´ma´t kez-
deme´nyezu¨nk (a besze´lgete´sek to¨bb mint harminc sza´zale´ka´ban pe´lda´ul egya´lta-
la´n nincs motiva´latlan te´mava´lta´s az interju´alanyok re´sze´ro˝l). E´s az elo˝bbi esetek
a´ltala´ban hosszabbak is, mint az uto´bbi, ritka´bb esetek. I´gy az adatok olyan ki-
egyensu´lyozatlansa´ga le´p fel, amely megnehez´ıti a tan´ıta´st e´s a kie´rte´kele´st is. A
ko¨vetkezo˝ fejezetben le´ırt mo´dszerekkel to¨bbek ko¨zo¨tt erre keresu¨nk megolda´st.
198 XIII. Magyar Számítógépes Nyelvészeti Konferencia 
 
3. Kı´se´rleti mo´dszerek
3.1. Su´lyozatlan a´tlagolt fede´s
Az oszta´lyok kiegyensu´lyozatlan eloszla´sa proble´ma´t jelenthet modelljeink kie´rte´-
kele´se´ne´l. Teszthalmazunkban pe´lda´ul az esetek mindo¨ssze 18 sza´zale´ka tartozik
a (motiva´lt vagy motiva´latlan) te´mava´lta´s katego´ria´ja´ba, ami azt jelenti, hogy
aka´r 82 sza´zale´kos pontossa´got is ele´rhetu¨nk, ane´lku¨l, hogy a te´mava´lta´snak
aka´r csak egy esete´t is helyesen felismerne´nk. Ez azt mutatja, hogy a nagyon
kiegyensu´lyozatlan eloszla´su´ oszta´lyoza´si feladatok esete´n a pontossa´g nem fel-
te´tlenu¨l megb´ızhato´ me´rte´ke a teljes´ıtme´nynek. A modellek e´rte´kele´se´nek egy
ne´pszeru˝bb me´rte´ke (to¨bbek ko¨zo¨tt annak ko¨szo¨nheto˝en, hogy gyakran haszna´lt
az Interspeech kih´ıva´sokban [13]) a su´lyozatlan a´tlagolt fede´s (UAR).
Az UAR az oszta´lyok fede´se´nek su´lyozatlan a´tlaga. E´rte´ke kisza´mı´thato´ az A
te´veszte´si ma´trixbo´l, ahol Aij jelzi j oszta´ly azon elemeit, melyeket az i oszta´lyba









ahol N az oszta´lyok sza´ma.
3.2. Valo´sz´ınu˝se´gi mintave´teleze´s
Az oszta´lyok kiegyensu´lyozatlan eloszla´sa a kie´rte´kele´s mellett a tan´ıta´s sora´n
is proble´ma´t okozhat. Ha az algoritmusunk egyes oszta´lyokbo´l jelento˝sen to¨bbet
la´t a tan´ıta´s sora´n, mint ma´s oszta´lyokbo´l, az a ritka´bb oszta´lyok rosszabb fel-
ismere´se´hez vezethet [14]. Ez olyan extre´m mo´dokon nyilva´nulhat meg, mint
pe´lda´ul bizonyos oszta´lyok teljes ﬁgyelmen k´ıvu¨l hagya´sa. Ezt a proble´ma´t a
ku¨lo¨nbo¨zo˝ oszta´lyokba tartozo´ elemek sza´ma´nak manipula´la´sa´val oldhatjuk meg.
Ennek ke´t u´tja ke´pzelheto˝ el: cso¨kkenthetju¨k a gyakoribb oszta´lyokba tartozo´
elemek sza´ma´t, vagy megpro´ba´lhatjuk no¨velni a ritka´bb oszta´lyokba tartozo´ ele-
mek sza´ma´t. Az elo˝bbi esete´n e´rte´kes, nehezen megszerzett tan´ıto´ adatokat do-
bunk el, az uto´bbi pedig a´ltala´ban csak igen ko¨ltse´gesen kivitelezheto˝. Azonban
harmadik leheto˝se´gke´nt manipula´lhatjuk u´gy az egyes oszta´lyokba tartozo´ ele-
mek sza´ma´t, hogy bizonyos elemeket to¨bbszo¨r felhaszna´lunk a tan´ıta´s sora´n.
Erre a valo´sz´ınu˝se´gi mintave´teleze´s mo´dszere ke´t le´pe´sben ad leheto˝se´get. Az
elso˝ le´pe´sben ve´letlenszeru˝en kiva´lasztjuk az oszta´lyt, majd az adott oszta´lybo´l
ve´letlenszeru˝en va´lasztunk egy elemet [15]. Az oszta´ly kiva´laszta´sa´t tekinthetju¨k
u´gy, mint mintave´telt egy multinomia´lis eloszla´sbo´l, felte´telezve, hogy minden ci
oszta´lyhoz tartozik egy
P (ci) = λ(1/N) + (1− λ)Prior(ci) (2)
valo´sz´ınu˝se´g, aholN az oszta´lyok sza´ma, Prior(ci) a ci oszta´ly a priori valo´sz´ınu˝-
se´ge, e´s λ ∈ [0, 1] az eloszla´s egyenletesse´ge´t meghata´rozo´ parame´ter. Ha λ = 0,
az eredeti eloszla´st kapjuk, mı´g λ = 1 esete´n egyenletes eloszla´shoz jutunk [16].
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3.3. Me´ly neuronha´lo´k
Kı´se´rleteinkben egyenira´ny´ıtott me´ly neuronha´lo´kat alkalmaztunk. Ezek olyan
neuronha´lo´k, melyeknek egyne´l to¨bb rejtett re´tegu¨k van, e´s rejtett re´tegeikben a
neuronok egyenira´ny´ıta´su´ (rectiﬁer) aktiva´cio´s fu¨ggve´nyt2 alkalmaznak a stan-
dard szigmoid fu¨ggve´nyt helyett. Az elmu´lt e´vekben jelento˝sen no˝tt ennek az
architektu´ra´nak a ne´pszeru˝se´ge, to¨bbek ko¨zo¨tt a besze´dfelismere´s teru¨lete´n [17].
Az a´ltalunk haszna´lt neuronha´lo´k ha´rom rejtett re´teggel ke´szu¨ltek, minden rej-
tett re´tegben 250 illetve 1000 neuronnal (atto´l fu¨ggo˝en, hogy csak egy adott
jellemzo˝csoportot, vagy az o¨sszes jellemzo˝t haszna´lta´k bemenetu¨kke´nt). A neu-
ronha´lo´k tan´ıta´sa a tan´ıto´ halmazon to¨rte´nt, ku¨lo¨nbo¨zo˝ λ parame´terek e´s kon-
textus-me´retek mellett. Valida´cio´hoz, valamint a tanula´si ra´ta meghata´roza´sa´hoz
a valida´cio´s halmazt haszna´ltuk, az UAR e´rte´ket haszna´lva kie´rte´kele´sre.
4. Kı´se´rletek egyedu¨la´llo´ jellemzo˝csoportokon
Elo˝szo¨r azt vizsga´ltuk, milyen UAR e´rte´keket e´rhetu¨nk el az egyes jellemzo˝-
csoportok felhaszna´la´sa´val tan´ıtott neuronha´lo´k seg´ıtse´ge´vel. Ehhez minden jel-
lemzo˝csoporthoz ke´t parame´tert kellett meghata´roznunk, a bemenetke´nt haszna´lt
szomsze´dos keretek sza´ma´t, valamint a valo´sz´ınu˝se´gi mintave´teleze´sne´l haszna´lt
λ parame´ter e´rte´ke´t. Elo˝bbit 0 e´s 15 (illetve mivel a neuronha´lo´ a szomsze´dokat
szimmetrikusan haszna´lja, ı´gy valo´ja´ban 0 e´s 30) ko¨zo¨tt, uto´bbit pedig 0 e´s 1
ko¨zo¨tt (0,1-es le´pe´sko¨zzel) pro´ba´ltuk meghata´rozni. Minden parame´terpa´rra o¨t
neuronha´lo´t tan´ıtottunk ku¨lo¨nbo¨zo˝ su´lyokkal inicializa´lva, majd megvizsga´ltuk,
hogy mely parame´terpa´rra kapjuk a legjobb a´tlagos UAR e´rte´ket a valida´cio´s
halmazon. A kie´rte´kele´st a teszthalmazon ezzel a parame´terpa´rral ve´geztu¨k el.
4.1. Eredme´nyek ne´gy oszta´ly esete´n
A valida´cio´s halmazon kapott eredme´nyek jobb vizualiza´la´sa e´rdeke´ben min-
den felhaszna´lt szomsze´dos keretsza´m esete´re kiva´lasztottuk azt a λ parame´tert,
amellyel a legjobb UAR eredme´nyt e´rtu¨k el, e´s ezt az eredme´nyt rendeltu¨k
az aktua´lisan felhaszna´lt keretsza´mhoz. Az eredme´nyu¨l kapott diagram a 1.
a´bra´n la´thato´. Az a´bra´ro´l leolvashatjuk, hogy a ku¨lo¨nbo¨zo˝ jellemzo˝csoportok
egyma´shoz viszony´ıtott teljes´ıtme´nye megleheto˝sen stabil. Fu¨ggetlenu¨l a fel-
haszna´lt keretek sza´ma´to´l, a legjobb eredme´nyt a multimoda´lis jellemzo˝csoporttal
kapjuk, azt ko¨veti a szintaktikai e´s prozo´diai jellemzo˝csoport, majd az unimoda´lis
jellemzo˝csoport, a legrosszabb UAR eredme´nyeket pedig az egye´bke´nt legto¨bb
jellemzo˝t tartalmazo´ video´ jellemzo˝csoport adja. Az egyes jellemzo˝csoportok e´s
az o¨sszes jellemzo˝bo˝l a´llo´ csoport kapcsolata nem ilyen egye´rtelmu˝. Amikor a
szomsze´dos kereteket nem haszna´ljuk fel a tan´ıta´s sora´n, vagy csak keveset
haszna´lunk ko¨zu¨lu¨k, az o¨sszes jellemzo˝t felhaszna´lo´ neuronha´lo´ teljes´ıt a leg-
jobban, ahogy azt va´rna´nk. Ha´rom felhaszna´lt szomsze´dos keret uta´n azonban
a multimoda´lis jellemzo˝csoporttal jobb eredme´nyeket kapunk.
2 recitifer(x) = max(0, x)
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1. a´bra. A legjobb ele´rt UAR a ku¨lo¨nbo¨zo˝ jellemzo˝csoportokkal a felhaszna´lt
szomsze´dos keretek sza´ma´nak fu¨ggve´nye´ben (o¨t neuronha´lo´ a´tlaga).
A valida´cio´s halmaz alapja´n minden jellemzo˝csoporthoz megtala´ltuk azokat
a parame´tereket, amelyekkel a teszthalmazon kie´rte´kelju¨k o˝ket. Az ı´gy kapott
eredme´nyek la´thato´k az 1. ta´bla´zatban. A valida´cio´s halmazhoz hasonlo´an a
teszthalmaz esete´n is a multimoda´lis jellemzo˝csoport felhaszna´la´sa´val kapjuk a
legjobb eredme´nyt, valamint a jellemzo˝csoportok sorrendje sem va´ltozik. A´m az
unimoda´lis e´s video´ jellemzo˝csoportok ko¨zo¨tti ku¨lo¨nbse´g szinte teljesen eltu˝nik
aza´ltal, hogy az unimoda´lis jellemzo˝csoporton tan´ıtott neuronha´lo´k eredme´nye
valamelyest romlik a valida´cio´s halmazhoz ke´pest, mı´g a video´ jellemzo˝csoport
eredme´nye nagy me´rte´kben javul. Az ı´gy kapott eredme´nyek tova´bbra is alacso-
nyak, eze´rt tova´bbi k´ıse´rleteinkben a ha´rom oszta´lyos esetre koncentra´lunk.
1. ta´bla´zat. A ku¨lo¨nbo¨zo˝ jellemzo˝csoportokon, valamint az o¨sszes jellemzo˝n
tan´ıtott neuronha´lo´k teszthalmazon to¨rte´no˝ kie´rte´kele´se´vel kapott UAR
eredme´nyek (o¨t fu¨ggetlenu¨l tan´ıtott neuronha´lo´ a´tlaga).
Jellemzo˝ Szomsze´dos keretek sza´ma λ Valida´cio´ Teszt
O¨sszes 12 1,0 62,0% 62,6%
Multimoda´lis 15 1,0 65,9% 65,0%
Szintaktikai 5 1,0 56,3% 55,0%
Prozo´diai 15 1,0 51,7% 51,5%
Unimoda´lis 14 1,0 43,2% 40,7%
Video´ 13 1,0 34,4% 40,5%
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2. a´bra. A legjobb ele´rt UAR a ku¨lo¨nbo¨zo˝ jellemzo˝csoportokkal a felhaszna´lt
szomsze´dos keretek sza´ma´nak fu¨ggve´nye´ben (o¨t neuronha´lo´ a´tlaga).
4.2. Eredme´nyek ha´rom oszta´ly esete´n
A ne´gy oszta´lyra elve´gzett k´ıse´rleteket megisme´teltu¨k ha´rom oszta´ly esete´re.
A valida´cio´s halmazon kapott eredme´nyek leolvashato´k a 2. a´bra´ro´l. A ne´gy-
oszta´lyos esethez nagyon hasonlo´ ke´pet la´tunk: a ku¨lo¨nbo¨zo˝ jellemzo˝csoportok
teljes´ıtme´nye´nek sorrendje va´ltozatlan, e´s isme´telten azt la´tjuk, hogy amint
a felhaszna´lt szomsze´dos keretek sza´ma a´tle´p egy korla´tot (ezu´ttal ez 5 ke-
ret), egyedu¨l a multimoda´lis jellemzo˝kkel konzisztensen jobb eredme´nyeket ka-
punk, mint az o¨sszes jellemzo˝vel. Mivel ez esetben a go¨rbe´k lapultabbak voltak,
mint ne´gy oszta´lyna´l, a felhaszna´lt szomsze´dos keretsza´mot az unimoda´lis jel-
lemzo˝csoport alapja´n a´llap´ıtottuk meg, 10 szomsze´dos keretben.
Isme´t a valida´cio´s halmazon va´lasztott parame´terekkel e´rte´keltu¨k ki modellje-
inket a teszthalmazon. A 2. ta´bla´zatbo´l le tudjuk olvasni, hogy ebben az esetben
is a multimoda´lis jellemzo˝csoport adta a legjobb eredme´nyt. La´thatjuk tova´bba´,
2. ta´bla´zat. A ku¨lo¨nbo¨zo˝ jellemzo˝csoportokon, valamint az o¨sszes jellemzo˝n
tan´ıtott neuronha´lo´k teszthalmazon to¨rte´no˝ kie´rte´kele´se´vel kapott UAR
eredme´nyek (o¨t neuronha´lo´ a´tlaga).
Jellemzo˝ Szomsze´dos keretek sza´ma λ Valida´cio´ Teszt
O¨sszes 10 1,0 76,7% 75,7%
Multimoda´lis 10 1,0 77,3% 76,3%
Szintaktikai 10 0,9 67,6% 67,4%
Prozo´diai 10 0,9 64,9% 64,6%
Unimoda´lis 10 0,9 56,5% 55,5%
Video´ 10 1,0 45,3% 49,6%
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3. a´bra. A ku¨lo¨nbo¨zo˝ jellemzo˝csoportokhoz tartozo´ su´lyok doboz diagramja.
hogy a jellemzo˝csoportok ko¨zo¨tt a valida´cio´s halmazon kapott eredme´nyek alap-
ja´n fela´ll´ıtott sorrend ezu´ttal sem va´ltozik a teszthalmaz eredme´nyein.
5. Kı´se´rletek jellemzo˝csoportok kombina´la´sa´ra
Mivel a neuronha´lo´k kimeneti re´tege´ben a neuronok softmax fu¨ggve´nyt valo´s´ıta-
nak meg, ı´gy minden neuron kimenete a [0,1] intervallumba esik, e´s a kimenetek
o¨sszege 1. Teha´t az egyes neuronok kimenete´t tekinthetju¨k az adott oszta´lyba
tartoza´s valo´sz´ınu˝se´ge´nek becsle´seke´nt. A ku¨lo¨nbo¨zo˝ jellemzo˝csoportokon tan´ı-
tott o¨t ku¨lo¨nbo¨zo˝ neuronha´lo´ teha´t o¨t ku¨lo¨nbo¨zo˝ valo´sz´ınu˝se´gi becsle´st ad az
oszta´lyainkra. A jellemzo˝csoportokat u´gy pro´ba´ljuk kombina´lni, hogy ezeknek
a valo´sz´ınu˝se´geknek a su´lyozott o¨sszege´t vesszu¨k, e´s ez alapja´n hozunk do¨nte´st
az oszta´lyoza´sro´l. Ehhez 4,5 millio´ ve´letlen su´lyvektort a´ll´ıtottunk elo˝ 0,01-es
le´pe´sko¨zzel, melyeket a valida´cio´s halmazon e´rte´keltu¨nk ki, e´s kiva´lasztottuk
ko¨zu¨lu¨k a legjobb UAR eredme´nyre vezeto˝ ke´tezret (itt a legjobb e´s legrosszabb
su´lyvektor a´tlagos teljes´ıtme´nye ko¨zo¨tt kevesebb, mint 0,05 sza´zale´kpontos ku¨-
lo¨nbse´g volt). Ezen ke´tezer su´lyvektorban a ku¨lo¨nbo¨zo˝ jellemzo˝csoportokhoz ren-
delt su´lyok terjedelme´t, interkvartilis terjedelme´t, valamint maximuma´t, mini-
muma´t e´s media´nja´t a 3. a´bra´n a´bra´zoltuk. La´thato´, hogy a valida´cio´s halma-
zon legjobban teljes´ıto˝ su´lyoza´sok esete´n a legnagyobb su´lyokat a multimoda´lis
jellemzo˝csoport kapta, media´n e´rte´ke 0,55, mı´g a szintaktikai jellemzo˝csoport
media´n e´rte´ke kevesebb, mint annak a fele (0,27). A su´lyok media´nja´nak sor-
rendje etto˝l a pontto´l kezdve azonban elte´r a jellemzo˝csoportok kora´bbi sor-
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4. a´bra. UAR eredme´nyek a valida´cio´s e´s teszthalmazon, ke´t jellemzo˝csoport
esete´n a multimoda´lis jellemzo˝csoport su´lya´nak fu¨ggve´nye´ben.
rendje´to˝l: a prozo´diai jellemzo˝csoportot megelo˝zve, a (kora´bban legrosszabbul
teljes´ıto˝) video´ jellemzo˝csoport ko¨vetkezik, e´s az unimoda´lis jellemzo˝csoport
za´rja a sort.
A 3. a´bra´n la´thato´, hogy a prozo´diai, unimoda´lis e´s a video´ jellemzo˝csoport
minima´lis su´lya a legjobban teljes´ıto˝ su´lyvektorok ko¨zo¨tt 0. Ezen megﬁgyele´s
alapja´n megvizsga´ltuk, milyen UAR eredme´nyeket kaphatunk a valida´cio´s hal-
mazon kiza´ro´lag a multimoda´lis e´s a szintaktikai jellemzo˝csoportok haszna´lata´val.
Az ı´gy kapott eredme´nyeket vizualiza´lja a 4. a´bra. A valida´cio´s halmazon akkor
kaptuk a legjobb eredme´nyt, ha a multimoda´lis jellemzo˝csoport su´lya 0,69, a
szintaktikai jellemzo˝csoport su´lya pedig 0,31 volt. Az ezekkel a su´lyokkal (2 cso-
port) kapott eredme´nyt o¨sszehasonl´ıta´sa az o¨sszes jellemzo˝csoportot haszna´lo´
su´lyvektorok ko¨zu¨l a valida´cio´s halmazon legjobban teljes´ıto˝ su´lyvektorral ka-
pott eredme´nnyel (5 csoport) e´s az o¨sszes jellemzo˝t felhaszna´lo´ (O¨sszes) neu-
ronha´lo´ eredme´nye´vel la´thato´ a 3. ta´bla´zatban. A ke´t kombina´cio´ eredme´nye
ko¨zo¨tt sem a valida´cio´s, sem a teszt halmazon nincs szigniﬁka´ns ku¨lo¨nbse´g, e´s
mindketto˝ szigniﬁka´nsan jobb eredme´nyt ad, mint az o¨sszes jellemzo˝t felhaszna´lo´
neuronha´lo´ maga´ban.
3. ta´bla´zat. Az o¨sszes jellemzo˝t felhaszna´lo´ neuronha´lo´ eredme´nye´nek o¨sszeha-
sonl´ıta´sa a jellemzo˝csoportok kombina´cio´ja´val ele´rt eredme´nyekkel.
T´ıpus Valida´cio´ Teszt
O¨sszes 76,7% 75,7%
5 csoport 78,1% 77,1%
2 csoport 77,9% 77,1%
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6. Konklu´zio´ e´s jo¨vo˝beni munka
Kı´se´rleteink alapja´n u´gy tu˝nik, hogy a neuronha´lo´s oszta´lyoza´s eredme´nyesse´ge´-
hez leginka´bb a multimoda´lis e´s a szintaktikai jellemzo˝csoportok ja´rulnak hozza´.
Csak ezen ke´t csoport felhaszna´la´sa´val el tudunk e´rni az o¨sszes csoport kom-
bina´cio´ja´val kapott eredme´nnyel egyezo˝ eredme´nyt, amely szigniﬁka´nsan jobb
az o¨sszes jellemzo˝t kombina´cio´ ne´lku¨l felhaszna´lo´ eredme´nyne´l. A jo¨vo˝ben ter-
vezzu¨k az audio´ jellemzo˝csoport vizsga´lata´t is, miuta´n a szo´szintu˝ annota´cio´ ren-
delkeze´su¨nkre a´ll. Valamint tervezzu¨k, hogy az oszta´lyoza´si feladatro´l felismere´si
feladatra le´pu¨nk tova´bb, HMM/ANN hibrid modell haszna´lata´val.
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