A new array signal processing technique is proposed to estimate the direction-of-arrivals (DOAs), time delays, Doppler shifts and amplitudes of a known waveform impinging on an array of antennas from several distinct paths. The proposed technique detects the presence of multipath components by integrating cross-ambiguity functions (CAF) of array outputs, hence, it is called as the cross-ambiguity function direction finding (CAF-DF). The performance of the CAF-DF technique is compared with the space-alternating generalized expectation-maximization (SAGE) and the multiple signal classification (MUSIC) techniques as well as the Cramér-Rao lower bound. The CAF-DF technique is found to be superior in terms of root-mean-squared-error (rMSE) to the SAGE and MUSIC techniques.
Introduction
The next generation mobile radio communication systems are faced with the ever increasing demand for higher communication rates. In order to meet this demand, the communication systems should obtain an accurate model for the communication channel [1] . For fuller utilization of multipath communication channels, communication systems utilize antenna arrays and sophisticated signal processing techniques to produce estimates for multipath channel parameters including direction-of-arrivals (DOA), time delays, Doppler shifts and amplitudes. There are a multitude of array signal processing techniques proposed for reliable and accurate estimation for these channel parameters. Multipath channel parameter estimation techniques can be grouped into three categories [2] : spectral-based estimation, parametric subspace-based estimation and deterministic parametric estimation. Conventional beamformer, Capon's beamformer [3] and MUSIC [4] can be stated within the first category. In contrast to beamforming techniques, MUSIC algorithm provides statistically consistent estimates and became a highly popular algorithm [5] [6] [7] [8] [9] . The signal subspace fitting (SSF) [10] , weighted subspace fitting (WSF) [11] , estimation of signal parameter estimation via rotational invariance techniques (ESPRIT) [12] and unitary ESPRIT [13] are computationally efficient techniques and belong to the second category. In the last category, maximum likelihood (ML) techniques should be stated [2, 14] . Compared to all other estimation methods, ML has the superior asymptotic performance. The major issue of the ML technique is its high computational complexity associated with the direct maximization of likelihood function. Various indirect maximization * Corresponding author. Fax: +46(0)13 139282.
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techniques, such as, data-supported grid search [15] , alternating projection method [16] , and simulated annealing algorithms [17] are proposed to obtain the ML estimates more efficiently. However, these approaches cannot guarantee global convergence in general.
Alternatively, a very popular method to facilitate simple implementation of likelihood function is the expectation maximization (EM) algorithm formulated by Dempster et al. [18] . The maximization of the original likelihood function can be replaced by simpler maximizations in lower dimensional parameter spaces. To further improve the performance of the EM algorithm various techniques have been developed [19] [20] [21] . The SAGE algorithm, which was developed by Fessler and Hero [22] , is a very powerful technique to further improve the EM algorithm. It sequentially estimates the channel parameters, whereas the EM simultaneously updates all parameters. Main advantage of the SAGE algorithm compared to the EM algorithm is its faster convergence resulting in a correspondingly lower complexity. The SAGE algorithm has been applied for joint channel parameter estimation and some of these efforts are reported in [19, [23] [24] [25] [26] [27] [28] [29] .
In wideband communication channels with peak power limitations, typically coded waveforms with the time-bandwidth products significantly larger than one are employed. In these systems, pulse compression of the receiver is a necessity to provide optimal extraction of the transmitted information. In delay only channels with bandlimited white noise, pulse compression can be achieved by a simple matched filter that implements correlation of the incoming signal with the transmitted waveform. However, in the presence of Doppler shifts, a single matched filter cannot provide the optimal performance, rather a bank of matched filters each matched to a specific Doppler shift should be employed [30] , providing individual Doppler slices of the CAF between the transmitted and received signals. Therefore, it is of both theoretical and practical interest to develop array signal processing techniques where CAF is an integrated component of the processing chain [31] . Here we present details of the proposed technique and comparison results of it with commonly used the SAGE and the MUSIC techniques, where two criterions used to quantitatively measure the performance. The first criterion is based on the accuracy of the obtained channel parameters. The second criterion is based on the overall performance of a communication receiver which utilizes the estimated channel parameters to form its decision on the transmitted information bit.
The paper is organized as follows. The parametric channel model is outlined in Section 2. Details of the CAF-DF algorithm are presented in Section 3. Performance results of each technique are presented in Section 4. Details of the MUSIC-based and the SAGE algorithms are given in Appendices A and B, respectively. The CRLB derivations are provided in Appendix C.
Parametric channel model
In this section, we describe a commonly used parametric model for multipath channels. For this purpose, we will consider transmitted signals that can be written as a train of modulated pulses:
where p(t) is the modulated pulse with time-bandwidth product is larger than 1, and b k are ±1. In a typical communication system {b k : 1 k q} are set differently for different transmitters sharing the same channel. In the following, we will assume that there is only one transmitter in the channel with b k = 1, 1 k q. In this way, we will be able to provide our main results with significantly less notational complexity. In Fig. 1 , delayed, Doppler shifted and attenuated copies of the transmitted signal from a transmitter (TX) impinge on M element receiver antenna array (RX) from different paths. Under the narrowband assumption which is valid when the reciprocal of the bandwidth is much bigger than the propagation of the waveform across the array, passband output signal of the mth receiving antenna can be modeled as: (2) where the parameters are defined as follows:
• q: number of coded pulses in the transmitted signal, • ζ i : complex scaling factor of the ith path containing all the attenuation and phase terms,
• p: coded pulse signal,
• τ m,i : time delay of the ith path for the mth antenna,
• T : pulse repetition interval in seconds,
• ν m,i : Doppler shift of the ith path for the mth antenna,
• θ i : azimuth angle in degrees, • φ i : elevation angle in degrees, • ξ m,i : relative phase of the mth antenna due to the ith impinging signal with respect to the origin of the antenna array,
• ν c : carrier frequency,
• n m : complex additive noise, which is assumed to be spatially and temporally white Gaussian distributed with covariance σ 2 .
DOA (θ i , φ i ) and the speed of an impinging electromagnetic wave on an antenna array can be defined by the vector, α =
, called as the slowness vector based on the reference coordinate system in Fig. 1 . Position of the each antenna in the array is represented with the vector
T . Here, r m is the distance of the mth antenna to the array origin, (θ a m ) is the angle on the x-y-axis from x-axis to the antenna and superscript a denotes antenna. Assuming that the relative orientations of the antennas are known, relative phase of the mth antenna due to the ith impinging signal with respect to the origin of the antenna array ξ m,i can be written as
where (θ i , φ i ) is the DOA for the ith path and c is the propagation velocity in the channel. The received signal model given in (2) can be further simplified under mild assumptions. For narrowband signals, the time delay appears as a pure phase delay of the reference signal. Moreover, this phase delay depends only on the spacing between the array elements and the DOA of the plane wave. Therefore, the same delay can be used across the receiving antennas which is the delay, τ i , between the transmitter and the array origin. Since the receiving antennas are closely spaced, the Doppler shifts across the receiving antennas corresponding to an impinging signal can be taken the same ν m,i = ν i . Furthermore, for typical Doppler spreads encountered in multipath wireless communications e − j2π ν m,i ξ m,i (θ i ,φ i ) can be safely assumed to be one [32, 33] . Hence, under these conditions, received baseband signals at each antenna can be simplified to: Then by using (1), array output can also be expressed as in the following vector-matrix form:
j2π ν i t + n(t) = As(t) + n(t), (5) where
T is the spatial signature of the ith arrival,
T is the noise vector,
T is the vector of delayed and Doppler shifted sig-
j2π ν i t . Assuming N snapshots are taken, a more compact matrix representation can be written as
where X and N are M × N matrices with each snapshot forming a column: (8) 
where E{.} represents the statistical averaging operation. Covariance matrix of the received signal is usually unavailable. Therefore, usually sample covariance matrix is used and can be estimated aŝ Note that the first assumption is the most restrictive one. Although we will not go into detail here, there are excellent techniques to determine the number of paths [34] [35] [36] [37] . An important performance criterion in multipath channel parameter estimation is the effect of the estimated channel parameters to the performance of the communication receiver system where the estimated channel parameters can be used to form the following decision metric:
where( ·) represents the estimated value of the parameter inside the parentheses and (·)
H is the conjugate transpose operator. This decision signal is very similar to the decision signal generated by a rake receiver [38] . Here we employed a raking strategy in both delay and Doppler as well as between various DOAs of the multipath components. Eq. (12) can also be written as:
where h m,i are i.i.d. random variables for all m and i, with
Variance of the noise in Eq. (13) is:
The estimated or decision SNR given below serves as a performance criterion between alternative techniques:
where E s is the transmitted signal energy.
The cross-ambiguity function domain direction finding technique
The cross-ambiguity function domain direction finding (CAF-DF) is an iterative technique, where at each iteration, parameters of a single path are estimated [39] . In the rest of this section, we present the steps of the technique in detail. The received signals are often modeled as delayed, Doppler shifted and scaled versions of the transmitted signal. As it is used in radar signal processing, the CAF can be used in order to estimate the time delay of a Doppler shifted signal for the received signal x m (t) and the transmitted signal s(t) [30, 40] . In terms of SNR, matched filtering is the optimum solution for detection. When the Doppler shift is not known, performance of the receiver, that makes use of a matched filter matched to the transmitted signal, may significantly degrade. The ambiguity function characterizes the output of a matched filter when the input signal is delayed and Doppler shifted. In the case of one multipath component, CAF calculation is the optimal solution for detection. If there exist two or more multipath components separated enough in delay-Doppler domain, the CAF surface offers a very useful detection surface by using properly chosen waveforms for the application of interest [30, 41] . Although there exist several different representations, we prefer symmetrical version of the CAF:
Starting point of the CAF-DF technique is to estimate the DOA information which is captured in e − j2π ν c ξ m,i (θ i ,φ i ) of (4). This information will be gathered by collecting M complex values from calculated CAFs on each antenna of the array. For this purpose, CAF with the known transmitted waveform is computed on each antenna. When the phase of each impinging signal on the array is unknown, to detect the delay and Doppler coordinates of a multipath component (highest peak point on the CAF surface), absolute value of each CAF calculated at the output of each antenna is incoherently integrated as:
Coordinates of the peak of the χ incoh (τ , ν) provide us initial delay-Doppler estimates of the path in consideration. These initial estimates are updated in the end of each iteration based on a coherent integration process. Since antennas in the array are closely spaced, peak location of each CAF will be nearly the same for each antenna. This means that, after incoherent integration, desired highest peak power on the incoherently integrated CAF surface is not changed notably but noise power is reduced all around the highest peak. In another words, compared to detecting highest peak on a CAF surface, same probability of detection can be obtained with less SNR if detection of the highest point is performed on the incoherently integrated CAF surface. Detection performance of the initial delay and Doppler coordinates (τ i ,ν i ) of the highest peak that exceeds a predefined detection threshold is improved by this way. This practical approach is widely used in radar signal processing and there are excellent references presenting details of the procedure [30, 41, 42] . The incoherent integration-based peak detection procedure is illustrated in Fig. 2 , by using a 15-element circular antenna array output. Note that the resolution of delay and Doppler in the CAF domain are τ = 1/BW and ν = 1/T coh , respectively. Here, BW corresponds to the bandwidth and T coh is the duration of s(t). One important principle that should be mentioned at this point is the uncertainty principle [30] . Briefly, it says that, if one narrow the peak on AF surface to increase the estimator's local accuracy, the volume removed will reappear somewhere away from the peak and will decrease the estimator's global accuracy. This behavior of the AF indicates that there have to be trade-offs made among the resolution, accuracy, and ambiguity. Therefore, type of the waveform determines the accuracy in resolving multipath components and should be chosen based on the interested problem. Maybe the most famous family of phase codes are the Barker codes [30] . In this paper, as a transmitted signal, s(t), Barker-13 phase coded pulse train is used, which provides good delay and Doppler resolution for the interested area on the AF surface. Barker-13 phase coded waveforms yield a peak-topeak sidelobe ratio of 13. Fig. 2 (a)-(d) are the sample CAF surfaces calculated for four antennas and Fig. 2 (e), (g) are the incoherent integration of fifteen CAF surfaces for path-1 and path-2, respectively. It is seen from the resultant normalized CAF that the noise level is suppressed relative to the peak when compared to the individual CAFs. In short, peak detection on the incoherently integrated CAF surface provided more accurate initial delay-Doppler estimates (τ i ,ν i ) of the ith multipath component than an individually calculated CAF on one antenna, yielding more accurate DOA estimation.
As we have pointed out previously, receiver performance is severely degraded if Doppler effect is not an integral part of the processing chain. Therefore, joint delay-Doppler estimation is required to have optimal detection and accurate DOA estimation. Especially, at low SNR level, joint delay-Doppler processing using CAF significantly improves the success in separating overlapped (closely spaced) multipath components. By this way, accuracy in DOA estimation is significantly increased. In order to motivate the usage of incoherently integrated CAF processing, consider that the initial delay and Doppler parameters are estimated using separate optimizations: (18) 
Delay estimates in (18) are not accurate, due to not considering the Doppler effect. Moreover, delay estimation error is propagated to Doppler estimates in (19) . Clearly, DOA estimation will include this propagated estimation error. However, in the CAF-DF technique, once the largest peak exceeding the detection threshold is identified, the following vector P i is formed from the complex values of individual CAF surfaces at the detected peak location (τ i ,ν i ).
where
Here, β notates for sum of inter-path interference and noise terms.
The DOA of the detected multipath component can be estimated from phase of each element of P i by optimizing the following criterion:
In this cost function, if we concentrate on the first term in the absolute value, accuracy of the maximization procedure is directly related with the accuracy of the integral that is calculated with delay and Doppler estimates (τ i ,ν i ). Therefore, joint estimation approach on incoherently integrated CAF surface not only provides good initial delay and Doppler estimates but also accuracy of DOA estimates are improved. Note that, if there were a single path in the detected delay-Doppler cell, this criterion would have provided highly accurate estimates. Having obtained the DOA of the ith multipath component, in order to further improve the accuracy of the initial delay and Doppler estimates, each antenna output is coherently integrated. To motivate the coherent integration, let's write the output of the mth antenna as:
Estimatedθ i andφ i values enable coherent combination of individual antenna outputs to obtain x coh (t) as follows:
Here, the first term is the sum of phase corrected versions of the ith multipath component at each antenna, second term is the inter-path interference, and the third one is the noise term. If we had one multipath component, inter-path interference would have been zero. Noise power in x coh (t) can be written as:
Therefore, after coherent integration signal power is unchanged and noise power is reduced by the factor, 1/M, in the ideal case. Due to the estimation errors in DOA of the ith multipath component and inter-path interference, reduction in noise variance will not exactly be equal to 1/M. However, in each iteration of the CAF-DF algorithm, DOA estimates are updated and inter-path interferences are effectively suppressed. As a result positive effect of the coherent integration in estimation is increased. Therefore, coherent integration process, (24) , of the antenna outputs results in an improvement in the SNR. The phase correction procedure, with respect to the array origin, given in (24) is illustrated in Fig. 3 , where the slow-time versions (sampled version of the pulse train with pulse repetition interval) of the antenna outputs are seen. If phase shifting with respect to the array origin occurs with the correct DOA estimates, then output slow-time signals overlap as in Fig. 3 . As demonstrated in Fig. 2(f) , (h), the CAF between the transmitted signal and the signal obtained by coherent integration,
yields more accurate detection of delay and Doppler of the detected path than the initial delay and Doppler estimates. In order to visualize the effect of the coherent integration clearly, a 1-D delay slice of the peak point on the incoherently integrated CAF and coherently integrated CAF surfaces, shown in Fig. 2 (e)-(h), are presented in Fig. 4 . Bold line represents the 1-D slice across the coherently integrated surface and the dashed line represents the 1-D slice across the incoherently integrated surface. Note that, interference from other signal paths and the noise is less detrimental around the peak of the coherently integrated CAF. Therefore, the delay-Doppler estimates for the detected path become more accurate. Also note that, in Fig. 4(b) , peak location of the incoherently (27) where i represents the ith detected signal path and ζ m,i is a complex scalar, which covers all the phase shifts and attenuation effects and modeled as a uniformly distributed phase between 0 and 2π . The least-squares solution of the this quadratic cost function is [43] :
Note that, if there is negligible calibration issue between the antennas, ζ m,i will be approximately the same for each antenna and can be estimated optimally as:
Once the complex scaling parameter,ζ m,i is obtained, the identified path is fully characterized. Hence, a copy of the first multipath component at each antenna output can be generated to eliminate it from the array output to recurse on the residual for detection of the remaining multipath components. Although it is in the class of greedy optimization techniques, this iterative approach is highly efficient. Note that, elimination of a multipath component from the array outputs eliminates both its main and sidelobes from the CAF domain. Thus, weaker paths that are buried under the sidelobes of the detected and eliminated path might become detectable as well. An illustration of this fact is shown in Fig. 2 , where the CAF of the (θ i ,φ i ).
-Correct the phases of each antenna output with respect to the array origin with (θ i ,φ i ) and add them up by (24).
-Estimateτ i andν i using (26) . -Estimate complex scalar using either (29) or (30) .
-Create a copy of the ith signal path with estimated parameters. -Subtract the copy signal from each antenna output. end end residual array outputs reveals the presence of a weaker path that was partially buried under the sidelobes of the eliminated path. This detection and elimination process is repeated until there is no peak exceeding the detection threshold that can be set to satisfy a constant false alarm rate or a predefined number of iterations. In Table 1 , steps of the CAF-DF algorithm are summarized.
Simulation results
In this section, performances of the CAF-DF, SAGE and MU-SIC algorithms are compared on synthetic signals at different SNR values by using Monte Carlo simulations. Implementation details for the MUSIC-based and SAGE techniques are presented in Appendices A and B, respectively. The joint-rMSE, the basis of our comparisons, is defined as: Barker-13 coded pulses with a duration of 13 τ where τ is the chip duration. The pulse repetition interval is 30 τ resulting a total signal duration of qT = 167 τ . The SNR is defined at a single sensor relative to the noise variance. Both the CAF-DF and the SAGE algorithms are iterated only 4 times, which is found to be sufficient for convergence. All simulations are conducted on a DELL Latitude E6410 Laptop with Intel-i7 2. Obtained results show that both the CAF-DF and the SAGE techniques provide significantly better parameter estimates than the MUSIC technique. Furthermore, the CAF-DF technique outperforms the SAGE technique and provides more reliable estimates at all simulated SNR values. Since in many applications low SNR performance is a deciding factor, the superior performance of the CAF-DF at low SNRs is a significant improvement. Delay and Doppler parameter estimates of the CAF-DF algorithm achieved the CRLB bound. However, for the considered SNR values in the simulation, DOA estimates could not achieved the lower bound. We think that, this is due to the separate and suboptimal approach used in the iterations of the algorithm. Using the same settings of the first experiment, Fig. 6 illustrates the convergence of rMSE for the CAF-DF and the SAGE techniques at 30 dB SNR. As expected, the rMSE of each parameter has a monotonic decrease with iterations. Both algorithms converge in a few iterations. In the second simulation study, there exist two equal power Table 2 . As in the first experiment, MUSIC is not able to separate the paths. Performances of the CAF-DF and the SAGE are degraded slightly, as expected. In this scenario, except the Doppler estimates at high SNRs, the CAF-DF consistently performs better than the SAGE. In the third experiment, we investigated the identification of 10 paths with a circular array of 8 sensors. The path parameters are given in Table 3 . The delay-Doppler domain spread of these paths are shown in Fig. 7 . Note that the number of paths exceeds the number of sensors which would made it impossible to resolve with narrowband systems. However, in wideband communication systems, delay-Doppler domain diversity of the paths can be exploited to resolve the paths as long as there are fewer paths than the number of array elements in each resolvable delay-Doppler cell. The joint-rMSE of the estimated multipath parameters by the proposed CAF-DF and the SAGE algorithms are shown in Fig. 8 . We observed that the CAF-DF technique provided significantly better estimates at all SNR levels. The main reason for failure of the SAGE is that, when the number of paths increases, the maximum likelihood-based approach faces significant challenges in finding the global maximum of the likelihood function. This is mainly because of the fact that likelihood maximization is performed in time domain, where there is a considerable overlap between the signals received from different paths. However, CAF-DF technique transforms the array signal outputs to the CAF domain where different multipath signals are localized to their respective delay and Doppler cell. Therefore, overlapping signals in time domain are separated in delay-Doppler domain resulting in the observed performance improvement. Moreover, in Fig. 9 , SNR CAF-DF / SNR SAGE ratio is plotted for threshold and asymptotic regions of estimation performance at various SNR values using Eqs. (12) and (15) . Parallel with the results shown in Fig. 8 , at all SNR levels CAF-DF combines diversity better than the SAGE which enable detector to accurately retrieve the transmitted information.
Conclusions
A new array signal processing technique, called as CAF-DF, is proposed for the estimation of multipath channel parameters including the path amplitude, delay, Doppler shift and DOAs. The proposed CAF-DF technique makes use of the CAF computation for joint and reliable estimation of path parameters of individual multipath components. Extensive simulation results show that the CAF-DF technique is superior in terms of rMSE to the SAGE technique over a wide range of SNR levels. Furthermore, the CAF-DF technique provides 2 to 3 dB improvement over the SAGE technique in the SNR of diversity combined detection signal. This improvement provided over the practical operational SNR range of receivers is a very significant advantage of the CAF-DF technique.
Then, in order to compress noise a simple averaging scheme is applied. To do this, a q × 1 vector is created at each antenna output by taking samples that are periodic with T ; 
(A.5) matrix. Using this matrix as an input to the classical MUSIC algorithm, DOAs of the each signal source are found [4] . As discussed in coherent integration step of the CAF-DF technique, in order to increase the SNR, with the estimated DOAs each antenna correlated output is phase corrected with respect to the origin of the array and added up. Lastly, Fourier transform of the resultant vector is evaluated to find the Doppler shift of the impinging signal source.
A limitation of the MUSIC occurs when two or more sources are highly correlated, which is the scenario considered in the simulations. Contrary to this bottleneck, for accurate signal models and in medium-high SNR conditions, the MUSIC is a statistically consistent, computationally very efficient and well studied technique in the literature [2] . Moreover, due to its ease of implementation and computational efficiency, it has been used in many different realtime applications successfully [6, 7] . Therefore, since it is a very well-known technique, we wanted to include its relative performance to the CAF-DF and the SAGE techniques in two different channel estimation scenarios.
Appendix B. The SAGE algorithm
One of the most popular approaches to obtain more efficient ML estimates is the EM algorithm [18] . EM is an iterative method for solving the ML estimation problem in situations where a part of the observations are missing. To further improve the speed of convergence of the EM approach, SAGE algorithm has been proposed [22] . Each iteration of the algorithm contains EM iteration phase where some of the parameters are fixed at the previous iteration values, while other parameters are re-estimated. Instead of simultaneous parameter estimation, parameters are estimated sequentially. In order to reduce the complexity of the algorithm, suboptimal but faster one-dimensional optimization procedures along each parameter are used. In Table 4 , the basic form of the SAGE algorithm is presented [25] . Formulization of the SAGE algorithm relies on two crucial points of unobservable (complete) and observable (incomplete) data. Considering the model given in (5), complete data can be defined as follows:
The received signal is called as incomplete data and it is related to complete data by
The SAGE algorithm can be divided into two parts namely: expectation and maximization phases. In the expectation phase, complete data can be formed as:
where η is the algorithm iteration index. In the first iteration, η = 1,ẑ i (t; η) is initialized asẑ i (t; η) = x(t). Once the complete information is formed, the maximization phase takes place to yield a new set of parameter estimates for each multipath component by using the following equations: 
(B.7)
In these equations, g i (τ , θ, φ, ν; z i (t)) is defined as: 
(B.10)
As seen from the equations above, signal estimates for the multipaths with initialized parameters are subtracted from the observed data x(t). Parameter update procedure is continued until there is no considerable improvement in the sense of rMSE between consecutive iterations.
Appendix C. THE Cramér-Rao bound
In this appendix, derivation of the CRLB for the joint estimation problem is presented. CRLB provides a lower bound on the variance of the parameter estimates of an unbiased estimator [43] : 
