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Abstract 
A great number of sensors are nowadays available, this has stressed the need for new approaches to merge low-level 
measurements to realize what facts they refer to in the real environment. Ambient Intelligence (AmI) techniques exploit 
information about the environment state to adapt the environment itself to the users’ preferences. Even if traditional 
sensors allow a rough understanding of the users’ preferences, ad-hoc sensors are required to obtain a deeper 
comprehension of users’ habits and activities. In this paper we propose a framework to recognize users’ activities via the 
Microsoft Kinect. The approach proposed here takes advantage of the position of some human body parts estimated by 
using Kinect depth information. In our system, significant patterns of joints (i.e., postures) are discovered by applying a 
clustering technique and then classified by means of a multi-class SVM. Each activity is then modeled as a sequence of 
known postures by using HMMs. A prototype has been implemented by connecting the Kinect to a miniature PC with 
limited computational resources. Experimental tests have been performed on a dataset we collected at our laboratory and 
results look very promising. 
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1. Introduction 
In recent years, the ever-increasing availability of innovative sensors has fostered the production of novel 
techniques for pervasively monitoring real environments. The goal of such a trend is to make the environment 
“smart”, that is to provide intelligent mechanisms to connect the user to the environment and vice versa. 
Ambient Intelligence (AmI) is a novel research that aims at producing intelligent methods for adapting the 
environment characteristics to the users’ preferences [1] . 
The method proposed here is part of an AmI system [2]  designed to monitor an office environment in 
order to achieve the energy efficiency of the building while satisfying a number of constraints related to the 
preferences expressed by the user. In our architecture, the sensory component [3]  is designed using [4]  and 
consists of a Wireless Sensor and Actuator Network (WSAN) capable of measuring some of the most relevant 
environmental conditions (e.g., temperature, humidity, light [5] ). However, even if traditional sensor nodes 
allow to capture the environmental characteristic preferred by the user, basic nodes are not sufficient to 
provide high-level information about the activities the user is performing; for this purpose, high-level vision 
sensors are a possible solution. 
In this work we present a system to perform user activity recognition via the Microsoft Kinect sensor in 
some offices of our University. In our vision, the activities are described as sequences of different postures 
defined by the positions of some body joints detected by means of a skeleton tracking algorithm [6] . The most 
frequent patterns of joints positions (i.e., postures) are discovered by applying a clustering algorithm and then 
classified using Support Vector Machines. Hidden Markov Models (HMMs) are finally applied to build a 
representation of each activity as a sequence of known body postures. 
In the considered scenario, the sensory system is pervasively deployed in different rooms of the 
Department; for this reason, the Kinect sensor is also connected to a fanless PC that allows for high levels of 
mobility and pervasiveness. 
The paper is organized as follows: related works are outlined in Section 2, whilst the overall architecture 
proposed here is illustrated in Section 3. Experimental results are detailed in Section 4, and conclusions are 
discussed in Section 5. 
2. Related Work 
Recently, the question of human activity recognition has been analyzed in various works. 
Many solutions have been based on the processing of color images captured by traditional cameras. In [7] , 
the authors used a set of binary images representing human silhouettes as input of a system based on HMMs. 
The silhouettes were obtained by processing RGB images, thus this method requires a great number of typical 
image processing steps (e.g., background removal) to produce a reliable output. Another activity recognition 
technique based on silhouettes and discrete HMMs is presented in [8] . The authors used Fourier analysis to 
describe the human silhouettes and Support Vector Machines (SVMs) [9]  to classify them into different 
postures. Then, postures were described as the symbols emitted from the HMM in order to recognize different 
activities. Other works [10] [11]  focused on the issue of activity recognition by analyzing the data captured 
by intrusive sensors, e.g., sensors that can be worn by the user. 
Our perspective is to consider Kinect as a sensor to transparently gather observations about users’ behavior 
[12] . 
The vision system of the Microsoft Kinect is composed of two cameras (i.e., an RGB camera and an IR 
camera) with 640x480 resolution, and an IR projector that is responsible of shooting infrared rays toward the 
environment. The distortion degree of each ray projected against the scene is used to estimate a depth map in 
which each pixel value represents the distance of a specific 3D point from the Kinect. 
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The Kinect has already been chosen as input sensor in some other works. A model for human actions 
representation using the Kinect is presented in [13] . Human bodies are represented in terms of joints and 
actions are expressed as the interactions that occur between subsets of these joints. Due to the great number of 
possible features, a data mining algorithm is used to discover the most discriminative features, called 
Actionlets, so that a specific action can be defined as an Actionlet Ensemble, i.e., a combination of Actionlets. 
In [14]  a fully automatic and robust real-time system for dynamic hand gesture recognition is described. The 
authors propose an action graph based approach, which shares similar properties with standard HMM but 
requires less training data since it allows state sharing among different gestures. 
3. System Overview 
The system proposed here (see Fig. 1(a)) is designed to automatically discover the activity performed by 
the user by reasoning on a set of known features, i.e., postures. Firstly, the coordinates of a set of 3D points of 
the human body are detected by means of a skeleton tracker algorithm [4], then the K-means algorithm [15]  
is applied on this set in order to build a set of known postures. The obtained postures are validated by means 
of a Support Vector Machines (SVMs) classifier whilst Hidden Markov Models (HMMs) are finally used to 
express each activity as a sequence of known postures. 
The OpenNI/NITE 1.5 skeleton detection method [6]  is able to detect (i.e., to find the 3D coordinates) in 
real time the position of 15 body joints (see Fig. 1(b)). In the considered scenario, to overcome the noise of 
the IR sensor a subset of 11 joints was selected, discarding those whose detection is less reliable. In particular, 
some low-mobility joints (i.e., hips and shoulders) have not been considered as suggested by the results 
obtained in [12] , where Principal Component Analysis was applied to evaluate if and how a reduced feature 
space affects the system performance. 
Since the relative distances of the detected joints depends on a number of factors related to the user (e.g., 
height, arms length) and its position in the scene, we moved the coordinates of the detected joints to a new 
coordinate system fixed at the torso (x-axis coinciding with the left-right hip axis) and the features has been 
scaled with respect to the distance between neck and torso. Reference joints (red dots) are shown in Fig. 1(b), 
the joints we use for our analysis are depicted in green, while the discarded ones are in gray. 
After detecting the joints of interest, we applied the K-means algorithm is applied to reduce to K the 
number of the observed joint patterns, that is we build a vocabulary of K-words. By adopting this model, we 
can consider each posture as a specific word of the vocabulary, so that each activity can be modeled as a 
consistent sequence of words. 
A better statistical description of each cluster is obtained by applying a SVM approach. In particular, the 
K-means produces as output the associations features/cluster that we use to train a multi-class SVM with 
Gaussian radial basis kernel function. Moreover, since sequences of joint configurations are transformed into 
a sequence of K-words, we obtain that all the consecutive occurrences of the same posture are merged. In this 
way a more efficient representation is also obtained allowing for recognizing different instances of activities 
performed with variable time durations.  
Next, we modeled each activity by means of a discrete Hidden Markov Model (HMM) [16] . Each HMM 
is trained using known posture sequences, then a new (unknown) activity is classified according to the largest 
posterior probability computed by testing the corresponding posture sequence against the set of HMMs. If a 
unreliable (i.e., low) probability is measured, the sequence is marked as “unknown”. 
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Fig. 1. (a) System Overview; (b) The 15 joints detected by the OpenNI/NITE skeleton tracker. Reference joints (red): neck, torso. 
Selected joints (green): head, elbows, hands, knees, feet. Discarded joints (grey): shoulders, hips. 
4. Results 
The method proposed in this paper is part of a bigger system that aims at controlling the actuators installed 
in a building to create and maintain environmental conditions according to both users preferences and power 
consumption constraints. In this context, the Kinect device is a node of the sensor network and the output of 
the activity recognition module is one of the inputs of the AmI system which reasons about different 
information coming from the sensing infrastructure to infer what the user is doing. 
In [12]  an early version of the our activity recognition framework has been evaluated on the public MSR 
Action3D dataset [17] . Since the quality of existing public datasets is often poor, we decided to collect a new 
dataset which contains 8 activities (Catch Cap, Toss Paper, Take Umbrella, Walk, Phone Call, Drink, Sit 
down, Stand up), each performed 3 times by 10 different subjects.  
Several tests have been performed on the 240 captured in order to verify the accuracy and the robustness of 
the proposed solution.  
In particular, the experimental tests started by applying a Grid Search approach to find out the best couple 
of values for the number of clusters K (i.e., the number of postures) and the number of the HMM states N. The 
value of each node of the grid has been computed as the mean rate of a Leave One Out Cross Validation 
(LOOCV) repeated ten times to overcome the randomness of the clustering algorithm. The best recognition 
rate is obtained with K = 39 and N = 5, with a mean accuracy of 95% and standard deviation of 2.45 between 
the different runs of the LOOCV. 
Motivated by the results obtained over the whole dataset, we focused on investigating how and how much 
the chosen training set can impact on system performance. For this reason, the whole dataset is divided into 
subsets and each subset is tested three times in a way similar to the one used in [17] : 
x 1/3 Validation: 1/3 of the data captured for each subject is used for training, the remaining part is used for 
testing; 
x 2/3 Validation: 2/3 of the data captured for each subject is used for training, the remaining part is used for 
testing; 
x Cross Subject Validation: 1/2 of the subjects is used for training and the remaining part for testing. 
Each of the above tests was repeated ten times, randomly choosing the sequences or subjects of the training 
and testing sets. The results of the three performed tests are shown in Table 1. The first two rows report 
accuracy values of 93.75% and 94.87% respectively, which are comparable to the mean accuracy of 95% 
obtained over the whole dataset. The most significant result is the one obtained by the cross subject test 
(bottom row) that aimed to measure the ability of the system in recognizing activities performed by new 
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subjects. In fact, the achieved recognition rate of about 91% shows that the method proposed is able to capture 
a general model of the activity regardless to the user that performed it. 
The methods we developed has been implemented and verified using MATLAB and LIBSVM 0. A 
prototype of the activity recognition module has been realized connecting the Kinect to a miniature PC 
equipped with Intel Atom Z530 1.6GHz CPU and Linux OS with kernel 2.6.32. This minimal setup allowed 
to perform real-time processing of the observed scene with minimum levels of obtrusiveness and low power 
consumptions. In fact, the prototypal version of the system, implemented in JAVA, takes a mean processing 
time (i.e., consisting of both posture analysis and activity recognition) of about 1 second, whilst the power 
consumption is about 7W, that is just 1W more than the consumption required during idle. 
Table 1. Recognition rates obtained while using three different training sets. 
 Accuracy (%) 
1/3 Validation 93.75% 
2/3 Validation 94.87% 
Cross Subject Validation 90.98% 
5. Conclusions 
In this work we presented a system for the automatic recognition of user activities via the Kinect sensor in 
an office permeated with small pervasive sensor devices. 
We started by estimating the position of some joints, i.e., points at which parts of the human body are 
joined, by using 3D information provided by the Kinect. The proposed methods recognize the activity 
performed by the user according to a set of known patterns. Such patterns, called postures, are automatically 
defined by clustering training data into k clusters and classified by means of SVM-based approach. Each 
activity is finally modeled by a HMM built on known posture sequences. 
Several tests have been performed on a dataset we collected in order to verify the accuracy and the 
robustness of the system. In particular we focused on investigating both the capacity of the system for 
distinguishing between similar activities and the scalability of the proposed approach. 
Results showed that the system is able to capture a general model of the action regardless to the user that 
performed it. In particular, we succeed in modeling an activity independently of its time duration or who 
performs it. The solution proposed resulted to be scalable, that is stable results can be obtained considering a 
great number of actions, and expandable with new actions not previously recorded. Moreover, the prototypal 
setup we built demonstrated that the proposed method can be executed on resource-constrained devices 
providing near real-time processing of the observed scene. 
We are currently working on collecting more data for an extended version of our dataset, with additional 
gestures and subjects, in order to make it publicly available for download and comparisons. 
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