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ABSTRACT 
We give some lower bounds on the separations sep,( A, B), sepl A, B), and 
sep,( A, B). The bounds h s ow that the separation of two matrices A and B is closely 
related to the separation between the spectral sets of A and B, the structure of the 
Jordan canonical forms of A and B, and the departures from normality of A and B. 
0 Elsevier Science Inc., 1997 
1. INTRODUCTION 
Throughout this paper the symbol CnXm denotes the set of all n X m 
complex matrices. The symbols II * II p and II- IIF denote the matrix p-norm 
and Frobenius norm, respectively. For any give A E C”’ n we use A( A) to 
denote the set of all eigenvalues of A, and for v = 1,2, F, CO define 
ZV( A) = inf(llQjjVIjQ-‘IIV : Q-‘AQ is the Jordan canonical form of A}, 
(1-l) 
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which is referred to as the spectral condition number of A with respect to 
matrix vnorm, and define 
A,( A) = inf{llMll, : M 
= QTAQ is the Schur upper triangular form of A}, ( 1.2) 
which is known as the departure from normality of A with respect to the 
matrix pnorm. For any given A E CnX n and B E C”’ m we define 
and 
d(A,B) =min{lA-~.I:AEA(A),~EE(B)] (1.3) 
sep( A, B) = min{llAX - XBll: X E Cax”’ with llXl[ = l}, (1.4) 
where II * II is any matrix norm. The sep( A, B) defined by (1.4) is called the 
separation of A and B. In particular, we use sep,(A, B), u = p, F, to denote 
the separation of A and B associated with the matrix p-norm and Frobenius 
norm. 
The separation of two matrices was first introduced by Stewart in [4], in 
which he succeeded in giving some perturbation bounds for invariant sub- 
spaces by using the separation of two matrices. Recent research on algebraic 
Riccati equations and Lyapunov equations has shown that the sensitivity of 
those equations is closely related to the separation of two matrices deter- 
mined by the coefficient matrices of those equations (see [I], 121, [3], and 181 
for the details). In fact, investigation of perturbation bounds of the solutions 
to those kinds of problems are frequently reduced to estimations of upper 
bounds for the solution X to the Sylvester matrix equation 
AX-XB =C, (1.5) 
where A E CnX”, B E CmXm, and C E CnXm. If A(A) n A(B) = 0, then 
it follows from the definition (1.4) that 
IIXII d 
IICII 
sep( A, B) * (1.6) 
Therefore, it is very important to find some reasonable lower bounds for 
sep( A, B). 
Sun has given some very nice lower bounds on sep,( A, B) in [6] and [7]. 
However, since the technique developed by Sun is closely related to the 
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Kronecker product, the discussion of [6] is somewhat complicated, and only 
the lower bounds of the separation associated with Frobenius norm can be 
estimated by using that technique. Accordingly, in this paper we develop a 
new technique to estimate the lower bounds of the separation sep( A, B ). The 
new technique is independent of the Kronecker product. By combining this 
technique with the Jordan canonical decompositions and the Schur decompo- 
sitions of A and B, we give some lower bounds for the separations sep,( A, B) 
and sep,,,( A, B) as well as for the separation sep,( A, B). 
2. PRELIMINARY LEMMAS 
Let L = [Zij] E cnxn be a strictly lower triangular matrix, and let 
u = [Uij] E VX” be a strictly upper triangular matrix. Define 
PL”( X) = xu - LX (2.1) 
for any X E Cflxm; it is referred to as the Sylvester operator determined by 
the matrices L and U. Obviously, pLu is a linear operator. 
Let W = [wij] E CnXm. Define 
(2.2) 
for any X = [ xij] E CnXm; it is referred to as the product operator induced 
by the matrix W. Clearly, pd, is also a linear operator. 
LEMMA 2.1. Define 
I19’wll,= max{l19,(X)(IV: X E C”‘” with IlXll, = l}, u= 1, F,w. 
(2.3) 
Then 
llpw Ilv = m~lwijl. 
i,j 
(2.4) 
Proof. It is clear that for any X E Cnxm with IlXll, = I we have 
I19Wtx) llv Q ~~l”ijl> y = 1, F, w. (2.5) 
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Let lwkll = max,,jlwijl. Taking X, = [xi;)] E Cnx”’ with all x9) = 0 but 
ZQ = 1, it is easy to see that 
Ilx,ll, = 1 a-d IIq&Ql(v = IwkJ = yh,l. 
This, together with (2.5), proves that 
l19wllv = m=lWijL 
i.j 
which is the desired result. 
LEMMA 2.2. (PW oY~~)~+“-’ = 0, i.e., 
(9, o?Lu) m+n-y Jo = 0 (2.6) 
r-a;y X E CnXm, where 9JW 0 YLLr denotes the composite operator of YW 
Lu, that is, 
&v ocF?L”(x) =-%&?Lu(X)) 
for any X E CnXm. 
Proof. For any given X E CnXm, let X, = X, and define 
X k+l =9W o%“(xk), k = 0, 1, . . . , m + n - 2. 
Let XI’ denote the (i, j) element of Xk. If we can prove that 
X!k) = 0, 
“I 
i+jgk+l, 
for k = 1,2,. . . , m + n - 1, then it follows that 
(9, Oq”) m+n-l(X) = Xm+n_l = 0 
(2.7) 
at once, and so the lemma is established. 
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We now prove (2.7) by induction on k. For k = 1, let 
Then 
2, = [q)] =PL”(x,) = x,u - LX,. 
qy = 5 xp4j1 - 2 ZljX$’ = 0, 
j-1 j=l 
since ujl = Zlj = 0, and so 
This shows that (2.7) is true for k = 1. 
Suppose that for some k < m + n - 
We now consider the k + 1 case. Let 
1 we have proved that (2.7) is true. 
fk+l = [ q+y =9-Tu( Xk) = x,tJ - WC,. 
Then it is clear that 
foranyi+j<k+2,andso 
X(k+‘) = w..X_!k+l) = 0 
‘I ‘I ?I 
for any i + j < k + 2. By mathematical induction, (2.7) is true for all 
k = 1,2, . . . , m + n - 1. n 
LEMMA 2.3. Let A, X E C”‘” and B, Y E Cmxm with A(A) n A(B) = 
0 and X, Y nonsingular. Then 
sepy( XAX-‘, YBY-‘) > 
sep,( A, B) 
%(X)&(Y) ’ 
V’ 1, *, 
sep,( XAX-‘, YBY-‘) 2 
sep,( A, B) 
4 X)&(Y) ’ 
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where ~~(2) = ll~ll,llZ~lll,, which is known as the condition number of Z 
with respect to muttix p-norm, p = I,& CQ. 
Proof. See [5] for the proof. n 
3. JORDAN STYLE LOWER BOUNDS 
Let 
J1 = D, + L E cnxn and Jz=Dz+ UEC”‘~~ 
where 
D, = diag(h,,...,h,), L = diag(L,,..., L,), 
D, =diag(p,,...,p,), U = diag(U,,...,U,), 
Li = I 
0 
1 
Define 
n1 + 
.-- +n, = n, m, + *** +m = m. 
1 
0 
 EC > TlljXfll, 
1 
q(X) = D,X - XD,, l)(X) = xu - LX, 
for any X E (2”‘“. 
As a simple consequence, if hi - pj # 0, i = 1,2, . . . , n, j = 1,2, 
then cp is invertible and 
'ij v-w = G L 1 .l 
. . 
(3.1) 
. , m, 
(3.2) 
for any X = [x,,] E CnX”. This, together with Lemma 2.1, gives 
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LEMMA 3.1. 
Then 
Suppose that hi - pi # 0, i = 1,2, . . . , n, j = 1,2, . . . , m. 
’ Ilr~-~ll, = max I I 1 - = i,j Ai - Pj min,,jlh, - pjl * (3.3) 
LEMMA 3.2. Let 
rl = max(n,,...,n,}, r2 = max[m,,...,m,}, 
llt,bll, = max{ll+( X)lly : X E CnXm with IIXII, = I}, v = 1, F, 03. 
(3.4) 
Then we have 
(1) i~fT1=r2=lrthenII~,II,=Oforv=l,F,m; 
(2) ifrl = 1 or r, = 1 but r1r2 > 1, then ~~I)~~, = 1 fir v = 1, F,m; 
(3) ifrl = r, = 2, then 11+11F = &; 
(4) ifr,, r2 > 1, then 11$,11, = 2 fir Y = 1, ~0; 
(5) if rl, r2 > 2 and rlrz > 4, then &zjz Q II$IIF d 2. 
Proof. (1): If r1 = r2 = 1, then both L and U are equal to zero, and so 
Ilt)II, = 0 for u = 1, F,m. 
(2): If rl = 1 or r2 = 1 but r1r2 > 1, then we have L = 0 and rz > 1, or 
U = 0 and r1 > 1. Either of those two possibilities has 
11~11, = max{llUII., IILlly} = 1, v= l,@J, 
II+IIF = max{llUll2, IILL) = 1. 
(3): Assume that rl = r2 = 2. We first estimate the upper bound of 
IIXijUj - LiXjjll~ for any Xij 
have 
E Cnixmj. Clearly, when ni = 1 or mj = 1, we 
lIxijuj - LiXijllF G max{llC$ll2, IL~l12}llxijllF Q IIxijllFa (3.5) 
When ni = mj = 2, writing Xjj = 
= 2a2 + (y - p>” 
< 2( a!2 + y2 + p”) 
SHU-FANG XU 
(3.6) 
Combining (3.5) and (3.61, we get 
IIJ/(X>llF G 4mlXllF 
for any X E CnXm, and so 
ll$llF Q a. (3.7) 
On the other hand, assume that q = mk = 2, and let X0 = [Xi’,p’l E 
cYX” with 
x.‘?) 
‘I 
I 0 E cnixm, for i#l, j#k, and X$‘)= i i . [ 1 
Then it is clear that 
IlXoll~ = 1 and 1) q( X,) 11, = i’if. 
This, together with (3.71, proves that II $llF = a. 
(4): If r1 > 1 and r2 > 1, then for any X E CnXm with IlXll, = 1 we 
have 
IIXU - LXII, Q Il~ll, + IILII” = 2, v= l,@J. 
Hence 
11911” < 2, v= l,m. (3.8) 
Now assume that r, = nz > 1, r2 = mk > 1, and let X, = [ Xi’J”)] E C”‘” 
with 
X!?) = 0 E CntX”‘j 
‘I 
for i # 1, j # k, 
0 -l 
and X$) = 1 0 
0 M-l E C”lX”k* 0 0 
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Then it is easy to see that II X,11 y = 1 and 
= 2 
This, together with (38, gives that III,GII,, = 2 for v = 1, m. 
(5): If rl, r2 >/ 2 and rlr, > 4, then for any X E CnXm with 11 X 11” = 1 
we have 
IIXU - LXIIF d IIXUIIF + II~IIF 
d IIU II2 + II m2 
-_ 2, 
and hence 
II& G 2. (3.9) 
Now assume that r1 = nI, r2 = mk, and let X, = [ Xflp)] E C”‘” with 
X!?) = 0 E C”iXmj 
‘I for i f I, j z k, 
0 Y 
and X,$‘) = cry 0 
0 r--H E C”lXmk, 0 0 
where (Y = (1 - &%I/2 and y2 = 2/(5 - 6). Clearly, IIX,,II~ = 1. Without 
loss of generality, we can assume that mk = rz > 2. Thus we have 
Thus combination of this with (3.9) leads to the inequalities in (5). n 
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LEMMA 3.3. Suppose hi - pj # 0, i = 1,2,. . . , n, j = 1,2,. . . , m. Then 
for any k > rl + r2 - 1 we have 
(p-1 0 I))” = 0, 
where r1 and r, defined as in Lemma 3.2. 
Proof. LA 
W= [A] = [zr 1:: z:] with wjEC”iX”‘j. 
Then, for any X = [Xij] E C”‘” with Xij E CniXmj, by the definitions of q 
and I,!I we have 
where Paw and 9” U, 
immediatei; follows 
are defined by (2.2) and (2.Q respectively. Thus it 
&at 
(p-lo@)k(X) =[(yW.."yL,L:)k(xij)]* 
‘I 
Applying Lemma 2.2 to PWij 0 YLiUj, we have 
PWij O%,Uj)“( Xij  = 0,
and so (p-l 0 $jk = 0, for any k > rl + r2 - 1, since X E Cnx” is ahi- 
trary. W 
LEMMA 3.4. Suppose hi - pj # 0, i = 1,2,. . . , n, j = 1,2,. . . , m. Then 
for Y = 1, F, 03. 
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Proof. For any X E C”‘“‘, let 
JrX - xja = c. 
Thus 
77 
D,X-XD,=C-IAx+xu. (3.11) 
Using the definitions of cp and q!~, (3.11) can be written as 
V(X) = C + NX). 
Hence, it follows that 
(3.12) 
x = cp-l(C) + (9’” Jl(X), (3.13) 
since hi - kj # 0. Writing d = q-‘(C) and using (3.13) we have 
x = C + q-1 0 I@ + q-1 0 $(X)) 
= c’+ cp-$qq + (q+ljJ)2(x). 
By repeated application of (3.131, and applying Lemma 3.3, we obtain 
x = c’ + q-1 0 Jl(@ + *a- +( q-1 0 q)“+“-“(q. 
Taking norm on both sides of (3.141, we get 
(3.14) 
IIXll, =G Ilc’ll” + ll’9-l o ~ll,ll~ll + *** +Ilrp-’ o ~IlIl+r2-211C’Il 
< (1 + llcp-’ o @II, + *** +llp-’ a JIIl=‘+r2-2)Il~-111yIICIl. 
Thus it follows from the definition of separation that 
bepvUl, J2)le1 = ma 
IIXII, 
IlXll,#O II/,X - XJ2llv 
< (1 + llq-’ 0 qfll, + *** +Il~-’ o ~lll’+r2-2)ll(P-111” 
= 1 - lip-1 0 ljJlll’+r2-1 
1 - llcp-l 0 &$Il, l’~-lllvp 
which is the desired result. n 
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Now we are in a position to formulate the main results of this section. By 
Lemmas 2.3, 3.1, 3.2, and 3.4, and utilizing the Jordan canonical decomposi- 
tion of a matrix, we get the following results at once. 
THEOREM 3.5. Let A E C”‘” and B E CmXm with A(A) n A(B) = 0. 
Then we have 
S-d drA+rB-1 
Sep%‘( AY B, ’ SrA+rs-l _ drA+rB-l 
%(APw) ’ 
v = l,m, 
and 
u-d dA r +r,-1 
‘%( A, ‘) ’ (TrA+rB-l _ drA+rB-1 
%( APa B) ’ 
where d = d( A, B), r, and rB denote the highest oroks oft& /ordan blocks 
in the Jordun canonical forms of A and B respectively, and 
( 
0 ifrA = re = 1, 
s- 1 $r,=lorr,=lbutr,r,>l, 
2 ifr*, rB > 1; 
1 0 1 ifr,  r* = r, 1 err, = 1, = 1 but rArB > 1, 
US fi ifrA=rB=2 
(3.15) 
(3.16) 
12 ij-rA,rB 2 2 andr,r, > 4. 
REMARK 1. It immediately follows from Theorem 3.5 that for diagonaliz- 
able matrices A and B (i.e., r, = rB = 1) we have 
d( A, B) 
SePdA’ B, “JT(A)~v(B) ’ v = l,cQ, 
and 
sepF( A, B) > 
d( A, B) 
%A m%w * 
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In particular, for normal matrices A and B we have 
sep,( A, B) = d( A, B), 
which has been obtained in [41. 
REMARK 2. Similar lower bounds for sep,( A, 23) has been obtained by 
Sun [6]. However, the techniques for deriving the lower bounds are different: 
[6] uses the Kronecker product, whereas this paper is independent of the 
Kronecker product. Moreover, the obtained lower bound here for sep,( A, B) 
in the case of r, = us = 2 is sharper than that of [6]: the lower bound of [6] 
is 
1 d( A, B) 
SepF(A’ B, ’ 4 + 2d( A, B) + d( A, B)2 -%( A)%t( B) ’ 
whereas our lower bound is 
1 d( A, B) 
SepF(A7 B, ’ 2 + fid( A, B) + d( A, B)2 -%(A)%,(B) ’ 
4. SCHUR STYLE LOWER BOUNDS 
Let the Schur decompositions of A E C”’ ’ and B E CmX m be 
A = Q/AQt' and B = QBTBQS” 
respectively, where QA E Cnx” and Qs E Cmx” are two unitary matrices, 
TA a lower triangular matrix, and TB a upper triangular matrix. Write 
TA = DA + NA, TB=DB-tNB, 
where NA is a strictly lower triangular matrix, Ns a strictly upper triangular 
matrix, and 
DA = diag(Ai ,..., A,), D, = diag( pl,...,lu,). 
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4p2( X) = D*X - XD, and &(X) =XN, - NAX 
for any X E CnXm. If MA) n A(B) = 0, then similar to the proof of 
Lemma 3.4 we can use Lemma 2.2 to prove that 
[sep,(T,,T,)l-’ Q 
1 - (lIIPz~IlvJl~~ll~)m+n-l (,40_1,( 
1 - Ilcp;lll”ll&J. 2 y’ 
v = 1, F, a. 
Note that 
II(9& = 1 
d( A, B) 
and 
Il~,&ll, = max IlXlv, - N,Xll, Q llNAllv + ll~~llv. 
IlXll,= 1 
By Lemma 2.3 we get the following result immediately. 
THEOREM 4.1. Let A E CnXn and B E CmXm with A(A) n A(B) = 0. 
Then we have 
sep,( A, B) > [d( A, B)]m+n-l 
A( A, B) - d( A, B) 
@(A, B)]~+~-I - [d(A, B)]~+‘+ ’ 
where A( A, B) = AF( A) + AF( B). 
EXAMPLE. Let 
A=k’-2 k2 l2 Id_2 j and B=[;’ “I’]. 
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Then the Jordan canonical forms of A and B are respectively 
QAQA1 = 
1 
1 1 
1 1 
1 1 
1 1 I and Qs BQ; ’ = [-ii -:I> 
where QA = diag(1, 102, 104, 106, 10’) and Qs = diag(1, 10e2). A short caf- 
culation verifies that K,(Q*) = lOa, K,(Q~) = 102, v = 1,2,a, d( A, B) = 2, 
and A( A, B) = 3 X 10e2. Hence using Theorem 3.5 we obtain the lower 
bound estimation of sep,( A, B) as 
1 26 
=p,( A, B) a ~ 
6 x 25 10’ x lo2 
= 3.33 x 10-l’, 
which is near zero. But using Theorem 4.1 we have 
2 - 3 x 1o-2 
2 > sep,( A, B) > 
26 - (3 x 1o-2)6 
x 26 = 1.97, 
which is almost the exact value of sep,( A, B). 
This example shows the possible advantage of the Schur bound in 
Theorem 4.1 over the Jordan bounds in Theorem 3.5, when A or B has an 
ill-conditioned eigensystem. However, there are some examples where the 
Jordan bound is sharper than the Schur bound. 
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