Abstract-Multimedia encoders typically generate symbols having a wide range of legitimate values. In practical mobile wireless scenarios, the transmission of these symbols is required to be bandwidth efficient and error resilient, motivating both source coding and channel coding. However, separate source and channel coding (SSCC) schemes are typically unable to exploit the residual redundancy in the source symbols, which cannot be totally reduced by finite-delay finite-complexity schemes, hence resulting in a capacity loss. Until recently, none of the existing joint source and channel codes (JSCCs) were suitable for this application since their decoding complexity rapidly increases with the size of the symbol alphabet. Motivated by this, we proposed a novel JSCC referred to as the unary error correction (UEC) code, which is capable of exploiting all residual redundancy and eliminating any capacity loss, while imposing only a moderate decoding complexity. In this paper, we show that the operation of the UEC decoder can be dynamically adapted to strike an attractive tradeoff between its decoding complexity and its error correction capability. Furthermore, we conceive the corresponding 3-D EXtrinsic Information Transfer (EXIT) charts for controlling this dynamic adaptation, as well as the decoder activation order, when the UEC code is serially concatenated with a turbo code. In this way, we expedite iterative decoding convergence, facilitating a gain of up to 1.2 dB compared with both SSCC and to its nonadaptive UEC benchmarkers, while maintaining the same transmission bandwidth, duration, energy, and decoding complexity.
I. INTRODUCTION

I
N mobile wireless scenarios, multimedia transmission is required to be bandwidth efficient and resilient to transmission errors, motivating both source and channel coding [1] - [3] . The H.264 video codec [4] employs the Elias gamma (EG) source code [5] , and this may be concatenated with diverse codes, such as a convolutional code (CC), to provide separate channel coding, for example. However, this separate source and channel coding (SSCC) scheme typically suffers from a capacity loss, owing to the residual redundancy, which is retained following EG encoding [6] . This limits both the achievable bandwidth efficiency and its resilience to transmission errors in mobile wireless scenarios.
In many applications, the classic SSCC schemes may be replaced by joint source and channel codes (JSCCs) [7] to exploit the residual redundancy, which cannot be completely recovered by the finite-delay finite-complexity schemes, and, hence, to avoid capacity loss. However, the symbols that are EG encoded in the H.264 video codec are approximately zeta distributed [6, Fig. 1 ]. More specifically, while most of these symbols have low values, some can have very high values of around 1000. Until recently, the large cardinality of this symbol value set prevented the application of all existing JSCCs. This is because the decoding complexity of these JSCCs rapidly increases with the cardinality of the symbol set, asymptotically becoming infinite when the cardinality is infinite [6] . Motivated by this, we proposed the novel unary error correction (UEC) code family [6] , which is the only JSCC that mitigates capacity loss and maintains a moderate decoding complexity, even when the cardinality of the symbol set is infinite. In [8] , we demonstrated that an iteratively decoded serial concatenation of the UEC code with an irregular unity rate code (URC) is capable of providing a 1.3-dB gain compared with an SSCC benchmarker employing separate EG and CC codes while maintaining the same transmission bandwidth, throughput, latency, energy dissipation, and decoding complexity.
Against this background, this paper proposes an adaptive iterative decoding technique for expediting the iterative decoding convergence of UEC codes, facilitating an approximately 1.2-dB gain compared with a benchmarker employing the nonadaptive UEC scheme of [6] and [8] . We commence in Section II by summarizing the operation of the UEC code, in the new context where it is concatenated with a turbo code. Both the UEC encoder and decoder operate on the basis of trellises, in which the transitions between the states are synchronous with the transitions between consecutive codewords in a unary-encoded bit sequence. The UEC decoder applies the classic Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [9] to its trellis, for the sake of exploiting the residual redundancy in the unary-encoded bit sequence and, hence, for mitigating the potential capacity loss. However, we show for the first time that the number of states employed by the UEC decoder can be adapted independently of the number of states employed by the UEC encoder to strike a tradeoff between the attainable error correction capability and the decoding complexity imposed.
This idea is extended in Section III, allowing not only the dynamic adjustment of the UEC decoder's operation but the 0018-9545 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. Fig. 1 . Schematic of the UEC-Turbo scheme, in which a UEC code is serially concatenated with turbo coding and Gray-coded quaternary phase-shift keying (QPSK) modulation schemes. Bold notation without a diacritic is used to denote a symbol vector or a bit vector. A diacritical hat represents a reconstruction of the symbol or bit vector having the corresponding notation. A diacritical tilde represents a logarithmic likelihood ratio (LLR) vector pertaining to the bit vector with the corresponding notation. The superscripts "a," "e," and "p" denote a priori, extrinsic, and a posteriori LLR vectors, respectively. The subscripts "o," "u," and "l" denote relevance to the outer UEC code, the upper turbo component code, and the lower turbo component code, respectively. Here, π 1 , π 2 , and π 3 represent interleavers, while π dynamic adjustment of its activation order with the two turbo decoder components as well. We propose the employment of 3-D EXtrinsic Information Transfer (EXIT) charts [10] for quantifying the benefit of activating each decoding component, at each stage of the iterative decoding process. At the same time, we quantify the corresponding cost in terms of the computational complexity of each decoding component. Moreover, the 3-D EXIT chart can be projected into two dimensions [11] , [12] , which offers insights into whether or not any capacity loss is expected for the scheme. By activating the specific decoding component offering the largest benefit-to-cost ratio at each stage, we demonstrate that the convergence of the iterative decoding process may be significantly expedited. Furthermore, we demonstrate that the storage required for implementing the proposed adaptive iterative decoding scheme is modest compared with the storage required by the interleavers, for example.
In Section IV, both the capacity loss and the symbol error ratio (SER) performance of the proposed adaptive UEC-Turbo scheme is compared with those of the benchmarkers employing either an SSCC or the nonadaptive UEC scheme of [6] and [8] . Our results show that while operating within 3.6 dB of the capacity bound, the proposed scheme offers as much as 1.2-dB gain over the best benchmarker while maintaining the same transmission bandwidth, throughput, latency, energy dissipation, and decoding complexity. Finally, Section V concludes this paper.
II. TRANSMITTER AND RECEIVER OPERATION
Here, we detail the operation of the UEC-Turbo scheme of Fig. 1 . The transmitter's operation is described in Section II-A, while the receiver is considered in Section II-B, where we show that the number of states employed by the UEC decoder can be adapted independently of the number of states employed by the UEC encoder.
A. Transmitter
The UEC encoder of [6] is designed for conveying a vector
comprising a number of symbols, as shown in Fig. 1 . The value of each symbol x i ∈ N 1 may be modeled by an independent and identically distributed RV X i , which adopts the value x with a probability of Pr(X i = x) = P (x), where N 1 = {1, 2, 3, . . .} is the infinite-cardinality set comprising all positive integers. Throughout this paper, we assume that the symbol values obey a zeta probability distribution [13] since this is typical of the symbols produced by multimedia encoders, as described in Section I. The zeta probability distribution is defined as
where ζ(s) = x∈N 1 x −s is the Riemann zeta function, and s > 1 parameterizes the zeta distribution P (x) = x −s /ζ(s), where −s is the gradient of the zeta distribution when >P (x) is plotted against x using a log-log axis, as shown in [6, Fig. 1 ]. Alternatively, the zeta distribution may be parameterized by
, which is the occurrence probability of the most frequently encountered symbols, namely, those having a value of 1. More p 1 values have been investigated in [8] and [14] . In the situation where the symbols obey the zeta distribution of (1), the symbol entropy is given by
where
−s is the derivative of the Riemann zeta function.
As shown in Fig. 1 , the UEC encoder represents the source vector x using a unary encoder. More specifically, each symbol x i in the vector x is represented by a corresponding codeword y i that comprises x i bits, as exemplified in Table I . When the symbols adopt the zeta distribution of (1), the average unary codeword length l is only finite for s > 2 and, hence, for p 1 > 0.608 [6] , in which case, we have
Note that for p 1 ≤ 0.608, our EG error correction code of [14] may be employed to achieve a finite average codeword length. In the scenario, where p 1 = 0.797, an average codeword length of l = 1.54 results. The output of the unary encoder is generated by concatenating the selected codewords
. For example, the source vector x = [1, 1, 5, 1, 1, 2, 3, 1, 1, 6] of a = 10 symbols yields the b = 22-bit vector y = [0011110001011000111110] . Note that the average length of the bit vector y is given by (a · l).
Following unary encoding, the UEC encoder employs a trellis to encode the bit sequence y, as shown in Fig. 1 . The generalized UEC trellis of [6, Fig. 3(a) ] is parameterized by the codebook C, which comprises r/2 number of n-bit codewords, where r is the number of trellis states employed. For example, the codebook C = {1} corresponds to the r = 2-state n = 1-bit UEC trellis of Fig. 2 , whereas C = {1, 1, 1} yields the r = 6-state n = 1-bit UEC trellis of Fig. 3 , respectively.
Each bit y j of the input bit sequence y = [y j ] b j=1 forces the trellis encoder to traverse from its previous state m j−1 ∈ Fig. 2 . r = 2-state n = 1-bit UEC trellis, where C = {1}. Fig. 3 . r = 6-state n = 1-bit UEC trellis, where C = {1, 1, 1}.
{1, 2, . . . , r} to its next state m j ∈ {1, 2, . . . , r}, on the order of increasing bit-index j. Each next state m j is selected from two legitimate alternatives, depending on the bit value y j , according to
where the number of possible states r is required to be even and the encoding process always emerges from the state m 0 = 1. The function odd(·) yields 1 if the operand is odd or 0 if it is even. In this way, the bit vector y identifies a path through the trellis, which may be represented by a vector m = [m] 
The UEC trellis encoder represents each bit y j in the vector y by an n-bit codeword z j . This is selected from the codebook C = {c 1 Note that the UEC-encoded bit vector z will always be identical, regardless of whether the r = 2-state UEC trellis of Fig. 2 or the r = 6-state UEC trellis of Fig. 3 is employed. This is because the r = 6 codebook C = {1, 1, 1} may be considered to be an extension of the r = 2 codebook C = {1}. More specifically, a codebook C may be extended by appending replicas of the final codeword in the codebook. For example, the r = 2 codebook C = {1} can be also extended both to the r = 4 codebook C = {1, 1} and to the r = 8 codebook C = {1, 1, 1, 1}. As a further example, the r = 6 codebook C = {01, 11, 11} of [8, Fig. 2 ] can be considered to be an extension of the r = 4 codebook C = {01, 11} of [6, Fig. 3(b) ]. In fact, regardless of how much a codebook C is extended, the UECencoded bit vector z will be identical when encoding the same symbol vector x. We will exploit this property in Section III for dynamically adjusting the number of states employed in the UEC decoder.
The bit vector z may be modeled as a particular realization of a vector Z = [Z k ] bn k=1 comprising bn binary RVs. Each binary RV Z k adopts the values 0 and 1 with the probabilities Pr(Z k = 0) and Pr(Z k = 1), respectively, corresponding to a bit entropy of
The overall average coding rate R o of the UEC encoder is given by
Note that the average coding rate of the UEC encoder depends upon the parameter p 1 of the zeta distribution, as shown in [6, Fig. 5] . Furthermore, the UEC trellis is designed to be symmetric and to rely on complementary codewords, so that it produces equiprobable bit values, where Pr(Z k = 0) = Pr(Z k = 1) = 0.5 and giving a bit entropy of H Z k = 1. In this case, (6) 
, which is identical to [6, eq. (11)]. When the source symbols obey a zeta distribution having p 1 = 0.797, we obtain a UEC coding rate of R o = 0.762, as shown in Table II , which is in agreement with [6, Fig. 5] .
As shown in Fig. 1 , the UEC-encoded bit vector z is then forwarded to the turbo encoder. This encodes the bit vector z twice, employing the pair of interleavers π 1 and π 2 to make the two encoded data sequences approximately statistically independent of each other. Here, the pair of turbo component encoders are constituted by identical r = 8-state URC encoders, which are labeled URC1 and URC2 in Fig. 1 . These employ (8, F) = [1001, 1111] as the octally represented feedforward and feedback polynomials, respectively, as depicted in the eighth schematic of [16, Fig. 9 .6]. The coding rate R i of the inner turbo code is given by
where the coding rate of each individual URC encoder is equal to 2R i . In the scenario, where H Z k = 1, we obtain R i = 1/2, as shown in Table II and as discussed above. After multiplexing the two resultant encoded bit sequences, the channel interleaver π 3 is employed in Fig. 1 for the sake of dispersing burst errors. Following this, Gray-coded M = 4-ary QPSK modulation may be employed for transmitting the resultant bit vector w, as shown in Fig. 1 . The effective throughput of the UEC-Turbo scheme is given by η = R o · R i · log 2 (M ), which has the value of η = 0.762 information bits/symbol when the source symbols obey a zeta distribution having p 1 = 0.797, as shown in Table II . Alternatively, a mapping scheme other than Gray coding or a modulation scheme having a higher order M can be employed, although this may require a higher complexity receiver design [6] , [8] .
B. Receiver
In the receiver of Fig. 1 , QPSK demodulation is employed to obtain the LLR vectorw. This is deinterleaved π −3 1 and demultiplexed before iterative decoding commences by exchanging extrinsic information among the URC1, URC2, and UEC decoders of Fig. 1 . Note that higher order modulation schemes may be readily employed, although this would require the iterative exchange of extrinsic information between the demodulator and the URC decoders to avoid capacity loss [14] . Our future work will consider adaptive iterative decoding techniques for this four-stage concatenation.
In the three-state concatenation of Fig All three decoders apply the BCJR algorithm [9] , which has a complexity directly dependent on the number of states employed. We assume perfect synchronization between the UEC trellis and the unary codewords during the BCJR algorithm's γ t calculation of [9, eq. (9)]. This employs the conditional transition probability Pr(M j = m|M j−1 = m ) of [15, eq. (6)]. During BCJR decoding, the UEC trellis should emerge from m 0 = 1 and be terminated at either m b = 1 or m b = 2, depending on whether the length a of the symbol vector x is even or odd, respectively. Note that since extending a UEC trellis does not change the UEC-encoded bit vector z, the UEC decoder may decode it using an extended larger complexity version of the specific UEC trellis employed by the UEC encoder. Increasing the number of states r employed by the UEC trellis decoder in this way has the benefit of improving its error correction capability at the cost of increasing its complexity [6] , [8] . In Section III, we will exploit this to dynamically adjust r for the sake of striking an attractive the tradeoff between its decoding complexity and error correction capability.
Observe in Fig. 1 that the a priori LLR vectors provided for each of the three decoders are obtained as the sum of the extrinsic LLR vectors most recently generated by the other two decoders, namely, we havez During the iterative decoding process, the iterative operation of the URC1, URC2, and UEC decoders of Fig. 1 may be performed using a wide variety of different decoder activation orderings. For the sake of conceptional simplicity, a fixed decoder activation order may be employed, in which the URC1, URC2, and UEC decoders of Fig. 1 are activated using a regular activation order repeated periodically. For example, the decoders may be consecutively operated in turn, according to {URC1, URC2, UEC; URC1, URC2, UEC;. . .}, where each ordered consecutive operation of the URC1, URC2, and UEC decoders represents a full system iteration of the decoding process. Alternatively, we may employ a nonperiodic decoder activation order, in which an online decision is made at each stage of the iterative decoding process to adaptively and dynamically select which of the URC1, URC2, and UEC decoders of Fig. 1 to activate next. This is exploited in Section III using a novel 3-D EXIT chart-aided technique to expedite iterative decoding convergence toward an approximation of the maximum-likelihood error correction performance.
Following the achievement of iterative decoding convergence, the UEC trellis decoder of Fig. 1 may invoke the BCJR algorithm for generating the vector of a posteriori LLRsỹ p that pertain to the corresponding unary-encoded bits in the vector y. Then, the unary decoder sorts the vector of a posteriori LLRs y p to identify the a number of bits in the vector y that are most likely to have values of zero. A hard decision bit vectorŷ is then obtained by setting the value of these bits to zero and the value of all other bits to one. Finally, the bit vectorŷ can be unary decoded to obtain the symbol vectorx, which is guaranteed to comprise a number of symbols.
III. ADAPTIVE ITERATIVE DECODING
Here, we propose our novel adaptive iterative decoding technique for the UEC-Turbo scheme of Fig. 1 . As described in Section I, this evaluates the benefit and cost associated with activating each of the URC1, URC2, and UEC trellis decoders of Fig. 1 at each stage of the iterative decoding process to decide as to which decoder to activate next. In the case of the UEC trellis decoder, the number of states r to employ is also considered, as described in Section II.
In Section III-A, we employ 3-D EXIT chart analysis [17] , [18] to quantify the error correction benefit [19] that is offered by each decoder if activated for the next decoding operation. Meanwhile, the computational complexity cost of each option is quantified in terms of the associated add, compare, and select (ACS) arithmetic operations [8] in Section III-B. Hence, by jointly considering the benefit and cost, we can dynamically adapt the iterative decoding process of the UEC-Turbo scheme of Fig. 1 , as described in Section III-C. Finally, Section III-D shows that the storage requirements of the proposed technique are modest compared with those of the interleavers of Fig. 1 .
A. EXIT Chart Analysis
Here, we analyze the iterative decoding convergence of the UEC-Turbo scheme introduced in Fig. 1 , which serially concatenates the UEC code [6] with a turbo code. In Section III-A1, we consider the 2-D EXIT curves of the URC1, URC2, and UEC trellis decoders of Fig. 1 separately. Then Section III-A2 shows that the three 2-D EXIT curves can be converted into 3-D surfaces and plotted in the same 3-D EXIT chart, allowing the explicit visualization of the iterative decoding trajectory when employing any arbitrary decoder activation order. Furthermore, the 3-D EXIT chart may be employed for quantifying the benefit offered by each decoder in terms of the achievable mutual information (MI) improvement. Finally, Section III-A3 shows that the 3-D EXIT chart may be projected into two dimensions to demonstrate that the proposed UECTurbo scheme facilitates near-capacity operation.
1) Two-Dimensional EXIT Curves: As shown in Fig. 1 , the URC1 decoder generates the extrinsic LLR vectorz e u with the aid of the a priori LLR vectorz a u , which is combined with the LLRs received over the channel. Therefore, the MI Fig. 4(a) . Note that because the URC1 decoder is recursive [21] and, hence, has an infinite impulse response, it may be referred to as maximum mutual information achieving (MMIA) [17] . As a result of this, the URC1 EXIT function reaches the I(z a u ; z) = I(z e u ; z) = 1 point of perfect decoding convergence associated with the top right corner of the EXIT chart of Fig. 4(a) , where low decoding error rates are facilitated [21] . More explicitly, a low decoding error rate is achieved, because in the presence of perfect a priori information, perfect extrinsic information is generated, again, as represented by reaching the (1,1) point of Fig. 4(a) . Likewise, since URC2 of This EXIT function is shown inverted-i.e., with the abscissa and ordinate axes swapped-in the 2-D EXIT chart of Fig. 4(b) for the cases of employing the UEC codebooks C = {1}, C = {1, 1}, C = {1, 1, 1}, and C = {1, 1, 1, 1}, which correspond to r = 2, 4, 6, and 8 UEC trellis states, respectively. Note that when employing these n = 1-bit UEC codebooks, a free distance of d free = 1 results for the UEC-encoded bit vector z. Note that because we have d free < 2, these UEC codebooks are not MMIA [22] . Owing to this distance limitation, the inverted UEC EXIT functions of Fig. 4(b) do not reach the I(z a o ; z) = I(z e o ; z) = 1 point, where low decoding error rates are facilitated. Nevertheless, this does not prevent iterative decoding convergence toward a low decoding error rate since the presence of the two MMIA URC1 and URC2 decoders is sufficient for achieving this [17] . Note that inverted EXIT curves corresponding to a selection of n = 2-bit UEC codebooks can be seen in [6, Fig. 6] .
2) Three-Dimensional EXIT Chart: Observe in Fig. 1 that the receiver employs an iterative exchange of LLRs that pertain to the bit sequence z among three decoding components, i.e., the URC1 decoder, the URC2 decoder, and the UEC's trellis decoder of 
and σ = J −1 (I) is the inverse function. In practice, the approximations of [23] Fig. 5 for our UECTurbo scheme of Fig. 1 when communicating over uncorrelated narrow-band Rayleigh fading channels having a range of I(w; w) values. Here, the complex channel gain has a mean of 0, a variance of 1, and a coherence time of 0, such that each fading coefficient affects one transmitted symbol. Note that we employ this channel model since it is representative of various wireless channels. More specifically, the presence of the interleaver π 3 means that the EXIT functions of URC1 and URC2 remain unaffected by the coherence time of the Rayleigh fading channel, provided that it is short compared with the transmit duration of each frame. Owing to this, our results apply not only to uncorrelated Rayleigh fading channels but to fast fading channels as well.
For example, as shown in Fig. 5(b) , the surfaces I(z Fig. 5 rely on the fixed, periodic decoder activation order of {URC1, URC2, UEC; URC1, URC2, UEC;. . .}, as described in Section II-B. However, the 3-D EXIT chart in Section III-C will be used for comparing the quantitative potential benefits associated with activating each decoder at each stage of the iterative decoding process to dynamically adapt the decoder activation order for expediting the attainable convergence.
As shown in Fig. 5(c) , a wider EXIT chart tunnel is created at I(w; w) = 0.514, requiring fewer activations of the UEC, URC1, and URC2 decoders to achieve a low decoding error rate. By contrast, the EXIT chart tunnel is closed for I(w; w) = 0.378, preventing the achievement of a low decoder error rate, as shown in Fig. 5(a) . In Section III-A3, our 3-D EXIT charts are projected into two dimensions to characterize the effect of the I(w; w) value upon the iterative decoding convergence of the proposed UEC-Turbo scheme, as well as to evaluate its capacity-achieving capability.
3) Two-Dimensional EXIT Chart Projections: The 3-D EXIT surfaces of Fig. 5 can be projected into 2-D [11] , [12] , [17] , which were plotted in the 2-D EXIT charts of Fig. 4 . More explicitly, Fig. 4(a) u is fed into the UEC and URC2 decoders, where these components are iteratively operated until convergence is achieved, and then, they generate the LLR vectorz a u , as shown in Fig. 1 . As a result, Fig. 4 (a) characterizes a decoder activation order of {URC1, URC2, UEC, URC2, UEC, . . ., URC2, UEC; URC1, URC2, UEC, URC2, UEC, . . ., URC2, UEC; . . .}. Note that the 2-D projection of the 3-D UEC and URC1 EXIT surfaces is identical to that of the 3-D UEC and URC2 EXIT surfaces, owing to the symmetry of URC1 and URC2. Fig. 4(a) shows that an open EXIT chart tunnel is created at I(w; w) = 0.405 when r = 6 states are employed in the UEC trellis decoder, which is in agreement with the 3-D EXIT chart of Fig. 5(b) . This facilitates iterative decoding convergence to the I(z a u ; z) = I(z e u ; z) = 1 point at the top right corner of the EXIT chart of Fig. 4(a) , where a low decoding error rate is achieved.
Similarly, the inverted UEC EXIT function I(z Fig. 1 , where these components are iteratively operated until convergence is achieved, and then, they generate the LLR vectorz a o , as shown in Fig. 1. As a result, Fig. 4(b) characterizes a component activation order of {URC1, URC2, URC1, URC2, . . ., URC1, URC2, UEC; URC1, URC2, URC1, URC2, . . ., URC1, URC2, UEC; . . .}. Note that in agreement with the 3-D EXIT chart of Fig. 5(b) , an open EXIT chart tunnel is created in Fig. 4 [25] can be employed to determine whether an iteratively decoded scheme suffers from any capacity loss, which prevents its near-capacity operation. As discussed in Section II-A and shown in Table II , the effective throughput of the proposed UEC-Turbo scheme is η = 0.762 information bits/symbol. When communicating over an uncorrelated narrow-band Rayleigh fading channel, the discrete-input continuous-output memoryless channel (DCMC) capacity C becomes equal to η when the E b /N 0 value is equal to the capacity bound of 0.84 dB, as shown in Table II [25] . For the cases where the proposed UEC-Turbo scheme of Fig. 1 employs r ∈ {2, 4, 6, 8} UEC trellis states, Table II quantifies the area bound as the E b /N 0 value at which A o = A i . These area bounds represent the lowest E b /N 0 values, where it would be possible to achieve a low decoding error rate, provided that the EXIT functions matched each other sufficiently well.
Note that the area bound exceeds the capacity bound for all cases considered in Table II , where the discrepancy represents capacity loss. However, this capacity loss can be seen to approach zero as the number of UEC trellis states r is increased. This is because the expression for A o of [6, eq. (14)] asymptotically approaches the UEC coding rate R o as the number of trellis states r is increased [6] , where A o = R o is a necessary condition for avoiding capacity loss [26] . Furthermore, the other necessary condition A i = C/[R i · log 2 (M )] is also satisfied since the URC1 and URC2 codes of Fig. 1 each have an individual coding rate of 2R i = 1 [26] . In practice, the EXIT functions of Fig Table II .
B. Decoding Complexity
Here, we quantify the complexity cost of activating the UEC trellis decoder when employing r number of trellis states, in addition to quantifying the complexity cost associated with activating the URC1 and URC2 decoders. In [27] , the complexity of each component decoder was quantified in the context of an iterative decoding scheme using the number of transitions and states in their respective trellises. This was justified since all components in the considered schemes were of the same type. However, in our UEC-Turbo scheme, the complexity of the UEC decoder may differ from that of the URC decoders, even if they have the same number of transitions or states in their trellises. Therefore, our approach is to decompose each of the BCJR calculations into their constituent addition and max* operations, allowing a fair comparison between the complexities of components having different types.
Owing to this, our approach is to decompose each γ t , α t , β t and extrinsic LLR calculation into their constituent addition and max * operations. This allows a fair comparison between the complexities of components having the aforementioned complications. More specifically, we quantify these costs in terms of the computational complexity by observing that each of these decoders operates on the basis of only addition and max * operations, where we have [28] 
The complexity of each type of decoder linearly scales with the number of bits bn in the encoded vector z of Fig. 1 In practice, the second term f c = ln(1 + e −|z 1 −z 2 | ) in the max * operation of (9) can be implemented at a low computational complexity by employing a lookup table (LUT) [28] . When employing an eight-entry LUT, as few as log 2 (8) = 3 compare operations are required for selecting the particular LUT entry that best approximates f c . Furthermore, a compare operation is required for computing max(z 1 ,z 2 ), and an addition operation is required for evaluating max(z 1 ,z 2 ) + f c . Therefore, each max * operation can be considered to be equivalent to five ACS operations. By contrast, each addition operation corresponds to a single ACS operation. Using this logic, Table III lists the total number of ACS operations that are performed by each type of decoder.
C. Dynamic Adjustment of the Decoder Activation Order
Here, we propose a novel adaptive iterative decoding technique for dynamically adjusting the decoder activation order in the UEC-Turbo scheme of Fig. 1 . In contrast to the fixed decoder activation orders that have been discussed in Sections II-B, III-A2, and III-A3, these dynamic decoder activation orders can vary between frames. More specifically, following the activation of a URC decoder, our novel adaptive iterative decoding technique can either activate the other URC decoder or activate the UEC trellis decoder and select the number r ∈ {2, 4, 6, 8} of trellis states to employ. Similarly, following the activation of the UEC trellis decoder, our novel adaptive iterative decoding technique can then activate either the URC1 or the URC2 decoder. As we will show in Section IV, this expedites iterative decoding convergence, facilitating nearcapacity operation, with reduced computational complexity. We employ the EXIT charts of Section III-A to quantify the benefit associated with activating the UEC, URC1, and URC2 decoders at each stage of the iterative decoding process, as well as the computational complexity of Section III-B to quantify the corresponding cost.
At each stage of the iterative decoding process, our proposed technique estimates the quality of the LLR vectorsz 
Similarly, the benefits associated with the URC1 and URC2 decoders may be quantified as (12) respectively.
As discussed in Section III-A3, when the number of states r employed by the UEC trellis decoder is increased, an MI improvement ΔI r o may be expected. However, this will be achieved at the cost of an increased computational complexity. Therefore, our novel adaptive iterative decoding technique also considers the computational complexity costs C r o , C u , and C l of the UEC decoder having r ∈ {2, 4, 6, 8} states, as well as the eight-state URC1 and URC2 decoders, respectively. As discussed in Section III-B, Table III states the number of ACS operations required by each decoder. Note that while our adaptive technique makes online decisions about which decoder to activate at each stage of the iterative decoding process, this is performed using the complexity figures of Table III , which were calculated in an offline fashion. These complexity figures remain constant throughout each decoding iteration and for each transmitted frame. For example, when employing the r = 6-state n = 1-bit trellis shown in Fig. 3 , the complexity cost is C As shown in Algorithm 1, the adaptive iterative decoding process continues until the accumulated complexity C of the activated components reaches the predefined complexity limit C limit = 273 ACS operations. Note that these 273 ACS operations are reserved, so that even if the component having the highest complexity is selected in the final stage of the iterative decoding process, there will be 49 ACS operations remaining. This then allows the r = 2 UEC trellis decoder to obtain the a posteriori LLR vectorỹ p , as shown in Table III . However, if more ACS operations are available following the final stage of iterative decoding, then a UEC trellis having a higher number of states r can be selected for obtainingỹ p at a reduced probability of error. Furthermore, the iterative decoding process will be terminated early if the a posteriori MI I(z e o +z e u +z e l ; z) reaches 0.999, which implies that error-free decoding can be achieved without operating further component decoders.
10: best←max(ΔI
r o /C r o ,ΔI u /C u ,ΔI l /C l ), r ∈ {2
D. Storage Analysis
Here, we consider the storage requirements of the novel adaptive iterative decoding technique introduced in Section III-C. To quantify the benefit associated with activating each decoder, in comparison with that of the others, the value of the functions f o [I(z 
where I(z 0}. This is motivated by the observation that at very low I(w; w) values, iterative decoding convergence is impossible, and hence, any efforts to optimize the process are futile. Furthermore, at very high I(w; w) values, iterative decoding is unnecessary since error-free decoding can typically be achieved by activating each of the UEC, URC1, and URC2 decoders only once. Similarly, we recommend storing the values of the 2-D EXIT functions for only the 26 values of a priori MI in the set {0.00, 0.04, . . ., 0.96, 1.00}. Finally, we suggest using 8 bits to store the extrinsic MI values that are obtained by the 2-D EXIT functions. In Section IV, we will show that using more storage would not give significantly improved performance, while reducing it would degrade the performance.
Following the above recommendations, a total of 5824 bits of memory is required for storing the 2-D EXIT functions. We consider this amount of storage to be practical since it is comparable with the number of bits required to store the set of Third-Generation Partnership Project Long-Term Evolution interleaver parameters [30] .
IV. COMPARISON WITH BENCHMARKERS
Here, we compare our adaptive UEC-Turbo scheme of Section III with four benchmarkers, which are listed in Table II. 1) Non-adaptive UEC-Turbo In the first benchmarker, we consider the nonadaptive UEC-Turbo scheme, employing the fixed periodic decoder activation order of {URC1, URC2, UEC; URC1, URC2, UEC; . . .}. In both the transmitter and the receiver of this nonadaptive scheme, we employ an n = 1-bit UEC trellis having a fixed number of states r = 2, 4, 6, or 8, corresponding to the UEC codebooks C = {1}, C = {1, 1}, C = {1, 1, 1}, and C = {1, 1, 1, 1}, respectively.
2) EG-URC-Turbo
Additionally, the JSCC UEC-Turbo scheme of Fig. 1 may be compared with a classic SSCC benchmarker, which we refer to as the EG-URC-Turbo scheme. Separately from channel coding, this scheme employs an EG code for source coding, where the first ten EG codewords are illustrated in Table I , and the average EG codeword length is given by l = x∈N 1 P (x)(2 log 2 (x) +1).
In analogy to [6, Fig. 2(b) ], the EG-URC-Turbo transmitter schematic may be obtained by replacing the unary encoder of Fig. 1 with an EG encoder. Furthermore, the trellis encoder of Fig. 1 is replaced by an accumulator, which we refer to as the r = 2-state n = 1-bit URC3 encoder. This accumulator is included to convert the vector of nonequiprobable bits y into the vector of equiprobable bits z.
More 
Owing to the recursive infinite impulse response nature of the accumulator, the encoded bits z have a bit entropy of H Z k = 1, which is necessary for avoiding capacity loss, as we will show later in this paper. In the receiver, the trellis decoder of Fig. 1 is replaced by the URC3 decoder.
During iterative decoding, the fixed decoder activation order {URC1, URC2, URC3; URC1, URC2, URC3; . . .} is employed, which is justified since the r = 2-state URC3 decoder has a significantly lower decoding complexity than the r = 8-state URC1 and URC2 decoders. As in Fig. 1 , the URC3 decoder is employed to convert the a priori LLR vectorz a into the extrinsic LLR vectorz e using the BCJR decoding algorithm. However, in analogy to [6, = 1) ]. In the final decoding iteration, the URC decoder uses the Viterbi algorithm [31] for generating the bit sequenceŷ, which may be subsequently decoded by the EG decoder.
3) Unary-Turbo To illustrate that satisfying the H Z k = 1 constraint is necessary for avoiding capacity loss, we consider additional SSCC benchmarkers, in which the bits input to the turbo encoder are not equiprobable, giving H Z k < 1.
In the Unary-Turbo benchmarker of Fig. 6 , a unary source encoder is concatenated with a separate turbo channel encoder. This benchmarker may be considered to be an adaptation of the UEC-Turbo scheme of Fig. 1 , in which the UEC trellis encoder is omitted. Owing to this, we have z = y, Pr(Z k = 0) = Pr(Y j = 0), Pr(Z k = 1) = Pr(Y j = 1), and H Z k = H Y j , where the bit indices k and j are interchangeable since we have n = 1 bit in z per bit in y.
In the receiver of Fig. 6 , the iterative decoding process exploits some of the residual redundancy present within the bit vector z by adding the a priori LLR vectorz a = [z Table II when conveying vectors comprising (a) a = 10 2 , (b) a = 10 3 , and (c) a = 10 4 symbols, which obey a zeta distribution having the parameter p 1 = 0.797. Communication is over an uncorrelated narrow-band Rayleigh fading channel, and a complexity limit of C limit = 1948 ACS operations is imposed for decoding each of the bn bits in the vector z. Different random designs are employed for the interleavers π 1 , π 2 , and π 3 in each simulated frame.
4) EG-Turbo
Similarly, our final SSCC benchmarker can be obtained by replacing the unary code of Fig. 6 with an EG code. The resultant EG-Turbo scheme represents a specific version of the EG-URC-Turbo benchmarker, in which the bits forwarded to the turbo encoder are not equiprobable, giving H Z k < 1. Note that following the final decoding iteration in the EG-Turbo receiver, it is necessary to use hard decisions to convert the a posteriori LLR vectorz p into the bit vectorẑ before performing EG decoding.
For all five schemes, symbol values x that obey a zeta distribution having a parameter value of p 1 = 0.797 are employed. This value offers a fair comparison since [6, Fig. 5] shows that unary and EG codes provide an equal average codeword length l for p 1 = 0.797. As a result, all schemes have the same effective throughput of η = 0.762 information bits/symbol when n = 1-bit codewords and M = 4-ary QPSK are employed, as shown in Table II . Note that while all considered schemes have the same effective throughput η, they have different outer and inner coding rates R o and R i , according to (6) and (7), respectively. This is because the various schemes considered have different bit entropies H Z k . Table II compares the DCMC capacity, area, and tunnel bounds of the various considered schemes when employing QPSK modulation for communication over an uncorrelated narrow-band Rayleigh fading channel. Note that all considered schemes have the same capacity bound of 0.84 dB since they all have the same effective throughput of 0.762 information bits/symbol. The area bounds of the UEC-Turbo scheme were determined, as detailed in Section III-A3. This technique was also employed for determining the area bound of the EG-URC-Turbo schemes, although the second equation of [6, Section VI-B] was employed for determining the area beneath the inverted EG-CC EXIT function, rather than [6, eq. (14)]. The area bounds of the Unary-Turbo and EGTurbo schemes were obtained by plotting the corresponding EXIT charts, in which the measured MI can assume values in
Similarly, plots of the corresponding EXIT charts were employed for determining the tunnel bounds in the case of all the schemes considered.
As described in Section III-A3, the capacity loss imposed by the proposed UEC-Turbo scheme becomes vanishingly small as the number of UEC trellis states r is increased. Owing to this benefit of JSCC, the proposed UEC-Turbo scheme employing r ≥ 6 UEC trellis states suffers from less capacity loss than the SSCC EG-URC-Turbo benchmarker, as shown in Table II . Furthermore, the proposed UEC-Turbo scheme can be seen to impose a lower capacity loss than the SSCC Unary-Turbo benchmarker. As described in Section III-A3, the proposed UEC-Turbo scheme accrues this benefit by conditioning the bits in the vector z so that they adopt equiprobable values, giving H Z k = 1 and 2R i = 1. By contrast, the bits in the vector z do not adopt equiprobable values in the Unary-Turbo benchmarker, giving H Z k < 1. As described in Section III-A3, this corresponds to URC1 and URC2 individual coding rates of 2R i < 1, which imposes a capacity loss [26] . This phenomenon also explains why the H Z k = 1 EG-URC-Turbo benchmarker imposes a 0.91-dB lower capacity loss than the H Z k < 1 EG-Turbo benchmarker, as shown in Table II .
The SER of the schemes considered is compared in Fig. 7 for the case where vectors comprising a = 10 2 , 10 3 , 10 4 , and p 1 = 0.797 zeta-distributed symbols are transmitted over an uncorrelated narrow-band Rayleigh fading channel. To facilitate fair comparisons among the schemes having different computational complexities, their iterative decoding was always terminated when the complexity limit of 1948 ACS operations for each of bn bits in the vector z was reached by each scheme, as shown in Algorithm A. Fig. 7 shows that our proposed adaptive UEC-Turbo scheme outperforms each of the four benchmarkers, regardless of whether a = 10 2 , 10 3 , or 10 4 symbols are conveyed by each frame. In conclusion, our proposed adaptive UEC-Turbo scheme offers an SER of 10 −2 at an E b /N 0 value, which is nearly 1.2 dB lower than that required by the best benchmarker when a = 10
4 . This scheme is capable Fig. 8 . Average number of activations of the component decoders in the proposed adaptive UEC-Turbo scheme when conveying vectors comprising a = 10 2 symbols, which obey a zeta distribution having the parameter p 1 = 0.797. Communication is over an uncorrelated Rayleigh fading channel, and a complexity limit of C limit = 1948 ACS operations is imposed for decoding each of the bn bits in the vector z. Different random designs are employed for the interleavers π 1 , π 2 , and π 3 in each simulated frame.
of operating within 3.6 dB of the DCMC capacity bound, as shown in Fig. 7 . Fig. 8 characterizes the average number of times that each of the component decoders is activated when the proposed adaptive UEC-Turbo scheme is employed to decode vectors comprising a = 100 symbols. This shows that at low E b /N 0 values, the proposed adaptive iterative decoder relies on the URC decoders to a greater extent but that as the E b /N 0 value increases, the UEC decoder is selected more frequently. Note that similar observations were found when employing vectors comprising a = 10 3 and a = 10 4 symbols. In Fig. 9 , we show how the storage requirements of the proposed adaptive UEC-Turbo scheme affect the attainable SER performance. Here, we repeat the SER performance provided in Fig. 7(b) for vectors comprising a = 10 3 symbols when employing the adaptive UEC-Turbo scheme having the 5824-bit storage requirement discussed in Section III-D. This scheme relies on the storage parameters of 8-bit quantization, 26 values of a priori MI, and 24 values of I(w; w). Fig. 9 compares this SER performance with those of three schemes having lower storage requirements, namely, schemes C1, C2, and C3. Additionally, the attainable SER performance is compared with those of three schemes having higher storage requirements, namely, schemes C4, C5, and C6. Each of these schemes employs a different setting for one of the three storage parameters, as follows: .0}, giving a total storage requirement of 8320 bits. As shown in Fig. 9 , the schemes having lower storage requirements than our recommendation in Sections III-C and III-D suffer from a degraded SER performance. By contrast, the schemes having higher storage requirements do not offer a significantly improved SER performance, motivating our recommendations. Note that similar observations were found when employing vectors comprising a = 10 2 and a = 10 4 symbols. Furthermore, to generalize our adaptive decoding technique beyond the uncorrelated narrow-band Rayleigh fading channel, we consider three additional channels models, namely, the AWGN channel, as well as the Rician channel with K-factors of K = 1 and K = 4. Regardless of the channel model, Fig. 10 shows that the URC EXIT functions are quite similar to each other when the MI I(w; w) happens to be the same. Owing to this, the proposed adaptive algorithm can be seamlessly employed for any of the above listed channels. In these cases, our technique can continue operating on the basis of the EXIT functions obtained using the Rayleigh fading model, with no performance penalty. This is demonstrated in Fig. 11 , which compares the SER performance of our adaptive UEC-Turbo scheme when employing EXIT functions obtained using the correct channel model and when employing those obtained Fig. 11 . SER performance of the proposed adaptive UEC-Turbo scheme in various channels when conveying vectors comprising a = 10 4 symbols, which obey a zeta distribution having the parameter p 1 = 0.797. Plots are provided for the case where the proposed adaptive iterative decoding technique employs 2-D EXIT functions that were obtained using the correct channel model. Plots are also provided for the case of employing 2-D EXIT functions that were obtained using the Rayleigh fading channel model. using the Rayleigh fading model. As shown in Fig. 11 , the SER performance is almost identical, regardless of whether the correct channel model is employed or not.
V. CONCLUSION
In this paper, we have demonstrated that the number of trellis states r employed by a UEC decoder can be dynamically adapted to strike an attractive tradeoff between its decoding complexity and its error correction capability. Furthermore, we have proposed the employment of 3-D EXIT charts for controlling this dynamic adaptation, as well as for controlling the decoder activation order. This has been demonstrated for the scenario where the UEC code is serially concatenated with a turbo code, as shown in Fig. 1 . In this way, we have expedited iterative decoding convergence, facilitating up to 1.2 dB of gain compared with the classic SSCC and the nonadaptive UEC benchmarkers, while maintaining the same transmission bandwidth, throughput, latency, energy dissipation, and decoding complexity.
