Abstract. Recent advances in storage and communication technologies have spurred a strong interest in Video-on-Demand (VOD) services. Providing the customers of VOD servers with time of service guarantees offers two major advantages. First, it makes VOD services more attractive by improving customerperceived quality of service (QoS). Second, it improves throughput through the enhanced resource sharing attained by motivating the customers to wait. In this paper, we propose a new class of scheduling policies, called Next Schedule Time First (NSTF), which provides customers with schedule times and performs scheduling based on these schedule times. NSTF guarantees that customers will be serviced no later than scheduled and ensures that the schedule times are very accurate estimates of the actual times of service. We present alternative implementations of NSTF and show through simulation that NSTF works as expected and delivers outstanding performance benefits.
Introduction
Multimedia information has become an integral and an essential part of the World Wide Web (WWW). Multimedia data differ significantly from textual and numeric data in two main ways. First, they require high storage capacity and high transfer rates. Second, they consist of media quanta, which convey meaningful information only when presented continuously in time. Multimedia networking applications can be classified into three main classes: Video-on-Demand (VOD), Live Streaming, and Interactive Realtime (such as Internet telephony and video conferencing).
The application of interest in this paper is VOD. By contrast with broadcast-based systems such as cable TV, VOD servers enable customers to watch the videos they want at the times of their choosing and allow them to apply VCR-like operations. Besides its use for entertainment, VOD has been of great importance in education and distant learning in particular.
The number of customers that can be serviced concurrently by a VOD server is highly constrained by the stringent requirements of the real-time playback and the high transfer rates. Thus, a wide spectrum of techniques has been developed to enhance the performance of VOD servers, including resource sharing and scheduling [5] , [10] , [20] , [1] , [11] , [12] , [16] , admission control [21] , disk striping [19] , [3] , data replication [8] , [4] , disk head scheduling [14] , and data block allocation and rearrangement [8] , [15] .
The performance of VOD servers can be significantly improved by servicing multiple requests from a common set of resources. The main classes of resource sharing strategies for VOD servers include batching [5] , [7] , [20] , [1] , [16] , patching [11] , [18] , piggy-backing [10] , broadcasting [12] , [13] , and interval caching [6] , [17] . Batching off-loads the storage subsystem and uses efficiently server bandwidth and network resources by accumulating the requests to the same videos and servicing them together by utilizing the multicast facility. Patching expands the multicast tree dynamically to include new requests, thereby reducing the request waiting time and improving resource sharing, but it requires additional bandwidth and buffer space at the client. Piggybacking offers similar advantages to patching, but it adjusts the playback rate so that the request catches up with a preceding stream, resulting in a lower-quality presentation of the initial part of the requested video and leading to significant implementation difficulties. Broadcasting techniques divide each video into multiple segments and broadcast each segment periodically on dedicated server channels. The improved resource sharing and the fixed waiting times for the playbacks of popular videos come at the expense of requiring relatively very high bandwidth and buffer space at the client. Interval caching caches intervals between successive streams in the main memory of the server. This technique shortens the request waiting time and increases server throughput without increasing the bandwidth or the space requirement at the client, but it increases the overall cost of the server.
The exploited degrees of resource sharing depend greatly on how VOD servers schedule the waiting requests. Through intelligent scheduling, a server can support more concurrent customers, can reduce their waiting times for service, and/or can meet some other objectives. Batching systems rely entirely on scheduling to boost up their performance. VOD systems that employ other resource sharing techniques also benefit from intelligent scheduling. (Note that only the most popular videos are broadcasted when a broadcasting technique is used.) This paper focuses on VOD servers that employ batching as the primary resource sharing technique without forcing any minimum waiting times and assumes that the multicast facility is deployed. Multicast is already employed or can be easily employed in most enterprise and local area networks (LANs), and it has incrementally been deployed over the Internet. In fact, a ubiquitous wide-scale deployment of native (non-tunneled) multicast across the Internet is becoming a reality [9] .
Scheduling policies for VOD servers include First Come First Serve (FCFS) [5] , Maximum Queue Length (MQL) [5] , and Maximum Factored Queue Length (MFQL) [1] . To facilitate scheduling, a VOD server maintains a waiting queue for every video and services all the requests in a selected queue together using only one stream. FCFS selects the queue with the oldest request, whereas MQL selects the longest queue, and MFQL selects the queue with the largest factored length. The factored length of a queue is equal to its length divided by the square root of the access frequency of its corresponding video.
Providing time of service guarantees through scheduling can enhance customerperceived QoS and can influence customers to wait, thereby increasing server throughput. Unlike most other policies, FCFS is believed to provide time of service guarantees [20] . In contrast, we show that FCFS may violate these guarantees because it considers only the waiting times in scheduling decisions, and not all customers continue to wait for services. We also show that FCFS is incapable of producing accurate time of service guarantees. Specifically, the average deviation of the actual times of service from the time of service guarantees ranges from 20 seconds to more than 4.5 minutes! Customers, however, would appreciate receiving accurate guarantees so that they can plan accordingly.
We propose a new class of scheduling policies, called Next Schedule Time First (NSTF), which eliminates the shortcomings of FCFS and also provides outstanding performance benefits. NSTF provides customers with schedule times, and it guarantees that they will be serviced no later than and accurately at their schedule times. The basic idea of the NSTF is to assign schedule times to incoming requests and to perform scheduling based on these schedule times rather than the arrival times. In the absence of VCR-like operations, a VOD server knows exactly when resources will become available for servicing new requests because each running stream requires a fixed playback time. Hence, when a new request calls for the playback of a video with no waiting requests, NSTF assigns the request a new schedule time that is equal to the closest unassigned completion time of a running stream. If the new request, however, is for a video that has already at least one waiting request, then NSTF assigns it the same schedule time assigned to the other waiting request(s) because all requests for a video can be serviced together using only one stream. Applying VCR-like operations, which are typically supported by using contingency channels [7] , leads to early completions and thus servicing some requests earlier than scheduled.
When all customers waiting for the playback of a video defect (i.e., cancel their requests), their schedule time become available and can be used by other customers. This leads to two variants of NSTF: NSTFn and NSTFo. NSTFn assigns freed schedule times to incoming requests, whereas NSTFo assigns them to existing requests with waiting time guarantees beyond a certain threshold, and thus likely to defect. We also present three variants of NSTFo: NSTFo-FCFS, NSTFo-MQL, and NSTFo-MFQL, which differ in the selection criterion of existing requests that will be assigned better schedule times. These variants select requests on a FCFS, a MQL, or a MFQL basis, respectively. NSTFo-MQL and NSTFo-MFQL combine the advantages of FCFS and MQL/MFQL.
We show the effectiveness of the proposed policies through extensive simulation. We consider five performance metrics: the overall customer reneging (defection or turnaway) percentage, the average request waiting time, the number of violations of time of service guarantees, the average deviation from the time of service guarantees, and unfairness. The reneging percentage is the most important metric because it translates to the number of customers serviced concurrently and to server throughput. Unfairness measures the bias against unpopular videos. All other performance metrics signify QoS. We also study the impacts of customer waiting tolerance and server capacity (or server load) on the results.
The results demonstrate that NSTF achieves outstanding performance benefits, especially in terms of server throughput and accuracy of time of service guarantees. The main results can be summarized as follows. (1) The proposed NSTF policies meet their time of service guarantees and provide accurate schedule times. In particular, the average deviations of the actual times of service from the schedule times produced by NSTFn and NSTFo are within 6 seconds and 0.2 second, respectively. (2) NSTFo-MQL is the clear winner among the four variants of NSTF because of its superiority in both throughput and waiting times. (3) NSTFo-MQL achieves higher throughput and, in certain situations, shorter request waiting times than FCFS that may provide limited time of service guarantees. (4) NSTFo-MQL generally outperforms MQL and MFQL (both of which cannot provide time of service guarantees) in terms of throughput, especially for high server capacities, but MQL and MFQL achieve shorter waiting times. (5) NSTFo-MQL is fairer than MQL and MFQL for high server capacities because schedule times are assigned on a FCFS basis.
The rest of the paper is organized as follows. In Section 2, we discuss the main scheduling objectives and policies and explain why FCFS may violate its time of service guarantees. We then present NSTF and its variants in Section 3. In Section 4, we discuss the simulation platform, the workload characteristics, and the main simulation results. Finally, we draw conclusions in the last section.
Scheduling Objectives and Policies
Let us now discuss the major scheduling objectives and policies and then explain why FCFS may violate its time of service guarantees.
Objectives
Scheduling for VOD differs from that for processors and other parts of general-purpose computer systems. In particular, a VOD server maintains a waiting queue for every video, routes incoming requests to their corresponding queues, and applies a scheduling policy to select an appropriate queue for service whenever it has an available channel. A channel is a set of resources (network bandwidth, I/O bandwidth, etc.) needed to deliver a multimedia stream. All requests in the selected queue can be serviced together using only one channel. The number of channels is referred to as server capacity.
All scheduling policies are guided by one or more of the following primary objectives.
1. Minimize the overall customer reneging probability.
2. Minimize the average request waiting time.
3. Provide time of service guarantees.
4. Minimize unfairness.
5. Eliminate starvation.
Minimize the implementation complexity.
The reneging probability is the probability that a new customer leaves the server without being serviced because of a waiting time exceeding the user's tolerance. It is the most important metric because it translates to the number of customers that can be serviced concurrently and to server throughput. The second, third, and fifth objectives are indicators of customer-perceived quality of service (QoS). By providing time of service guarantees, a VOD server can also encourage customers to wait, thereby increasing server throughput. It is also usually desirable that VOD servers treat equally the requests for all videos. Unfairness measures the bias of a policy against cold (i.e., unpopular) videos and can be obtained by the following equation:
, where r i is the reneging probability for the waiting queue i,r is the mean reneging probability across all waiting queues, and N v is the number of waiting queues (and number of videos as well). Finally, minimizing the implementation complexity is a secondary issue in VOD servers because the CPU and memory are not performance bottlenecks.
Existing Policies
The following is a description of the common scheduling policies for VOD servers.
-First Come First Serve (FCFS) [5] -This policy selects the queue with the oldest request.
-FCFS-n [5] -With this policy, the server broadcasts periodically the n most common videos on dedicated channels and schedules the requests for the other videos on a FCFS basis. When no request is waiting for the playback of any one of the n most common videos, the server uses the corresponding dedicated channel for the playback of one of the other videos.
-Maximum Queue Length (MQL) [5] -This policy selects the longest queue.
-Maximum Factored Queue Length (MFQL) [1] -This policy attempts to minimize the mean request waiting time by selecting the queue with the largest factored length. The factored length of a queue is defined as its length divided by the square root of the relative access frequency of its corresponding video. MFQL reduces waiting times optimally only if the server is fully loaded and customers always wait until they receive service (i.e. no defections).
-Group-Guaranteed Server Capacity (GGSC) [20] -This policy preassigns server channel capacity to groups of requests in order to optimize the mean request waiting time. It groups objects that have nearly equal expected batch sizes and schedules requests in each group on a FCFS basis on the collective channels assigned to each group.
FCFS is the fairest and the easiest to implement. MQL and MFQL reduce the average request waiting time but tend to be biased against cold videos, which have relatively few waiting requests. Unlike MQL, MFQL requires periodic computations of access frequencies. FCFS can prevent starvation, whereas MQL and MFQL cannot. GGSC does not perform as well as FCFS in high-end servers [20] , so we will not consider it further in this paper. Similarly, we will not analyze FCFS-n because [20] shows that it performs either as well as or worse in certain situations than FCFS. A detailed investigation of scheduling policies can be found in [16] .
Time of Service Guarantees Through FCFS
In this subsection, we show that FCFS may violate its time of service guarantees because it only considers waiting times in scheduling decisions. We have also observed violations of time of service guarantees during simulations that use the same model of waiting tolerance used in [20] . Let us discuss first how a server may provide time of service guarantees and let us assume, just for now, the absence of VCR-like operations (pause, resume, fast forward, and fast rewind). In the absence of these operations, a VOD server knows exactly when each running stream will complete. A channel becomes available whenever a running stream completes, so the server can assign completion times of running streams as time of service guarantees to incoming requests. Obviously, the server should assign the closest completion times first. Thus, when a request comes and joins an empty waiting queue, the server grants that request a new time of service guarantee. If the incoming request, however, joins a queue that has at least one request, then the new request can be given the same time of service guarantee as the other request(s) waiting in the queue because of batch scheduling. Let us now discuss the impact of VCR-like operations. Applying a pause, a fast forward, or a fast rewind can be considered as an early completion if the corresponding client is the only recipient of the stream because VOD servers typically support interactive operations by using contingency channels [7] . Early completions lead to servicing some requests earlier than their time of service guarantees.
The following example explains why with FCFS, the server may violate time of service guarantees. Let us assume that t1 < t2 < t3 < t4 < t5 < t6 and that i = j. Let us also assume that at the current state of the server, t5 is the next stream completion time that has not yet been assigned, and t6 is the completion time that immediately follows. At time t1, a new request, R1, arrives and joins the empty waiting queue i. Thus, the server gives R1 the time of service guarantee t5. At time t2, a new request, R2, arrives and joins the empty waiting queue j. Hence, the server gives R2 the time of service guarantee t6. At time t3, a new request, R3, arrives and joins the waiting queue i, which already has the request R1. So, the server assigns R3 the time of service guarantee t5. Assume that at time t4, R1 defects (probably because it was given a far time of service guarantee). Thus, using FCFS, the server will service R2 before R3, although R3 was given a better time of service guarantee. (Note that FCFS by definition continues to select the queue with the oldest request and thus ignores the potential impact of request defections on the time of service guarantees.) Assuming that the time of service guarantee t4 is precise (i.e., equal to the actual time of service for the request(s) granted this guarantee), the server will violate the time of service guarantee of R3!
Next Schedule Time First (NSTF)
We propose a new class of scheduling policies, called Next Schedule Time First (NSTF), which eliminates the shortcomings of FCFS. In particular, NSTF assigns schedule times to incoming requests, and it guarantees that they will be serviced no later than scheduled. In addition, it ensures that these schedule times are very close to the actual times of service. NSTF, therefore, improves both QoS and server throughput. Improving throughput is attained by influencing the waiting tolerance of customers. In the absence of any time of service guarantees, customers are more likely to defect because of the uncertainty of when they will start to receive services. Another desirable feature of NSTF is the ability to prevent starvation (as FCFS).
NSTF selects for service the queue with the closest schedule time. The schedule times are assigned as follows. When a new request for a video with no waiting requests arrives, NSTF assigns that request a new schedule time. This schedule time is equal to the closest unassigned completion time of a running stream. By contrast, when a new request joins a waiting queue that has at least one request, NSTF assigns the new request the same schedule time assigned to the other request(s) because all requests in a queue can be serviced together. Note that a schedule time estimates the time when the server starts to deliver a stream and not the time when the presentation actually starts. Thus, it does not include the network latency or the buffering time at the client for smoothing out the delay jitter.
As discussed in the previous section, VCR-like operations can lead only to servicing requests earlier than scheduled and thus will not result in any violations of time of service guarantees. NSTF can be implemented in different ways. When all waiting requests for a video are canceled, their schedule time becomes available and can be used by other requests. This leads to two variants of NSTF: NSTFn and NSTFo. NSTFn assigns the freed schedule times to incoming requests, whereas NSTFo assigns them to existing requests with waiting time guarantees beyond a certain threshold, and thus likely to defect without being assigned better schedule times. Hence, requests that are assigned schedule times that require them to wait beyond a certain threshold should be notified that they may be serviced earlier. This notification may influence them to wait. All other requests, however, should be given hard time of service guarantees. NSTFn is simpler than NSTFo, but it is more biased against old requests.
Let us now discuss how NSTFo works. NSTFo assigns each freed schedule time to an appropriate waiting queue that meets the following three conditions. (1) It is nonempty. (2) Its assigned schedule time is worse than the freed schedule time. (3) Based on its assigned schedule time, the expected waiting time for each request in it is beyond a certain threshold. This threshold is set to 5 minutes in this paper because of the studied waiting tolerance models (Subsection 4.2). If no candidate is found, NSTFo grants the freed schedule time to a new request. In contrast, if more than one queue meet these conditions, it selects the most appropriate one. We thus present three variants of NSTFo: NSTFo-FCFS, NSTFo-MQL, and NSTFo-MFQL. These variants differ in the selection criterion of existing requests that will be assigned better schedule times. NSTFo-FCFS selects the queue with the longest waiting time, whereas NSTFo-MQL selects the longest queue, and NSTFo-MFQL selects the queue with the largest factored length. NSTFo-MQL and NSTFo-MFQL combine the benefits of FCFS and MQL/MFQL by assigning schedule times on a FCFS basis and re-assigning freed schedule times on a MQL/MFQL basis.
The next section demonstrates that NSTF not only provides hard time of service guarantees but also yields outstanding performance gains.
We analyze the effectiveness of the proposed policies through simulation. In the analysis, we refer to FCFS that may provide time of service guarantees (which may be violated as shown earlier) as FCFSg, and to FCFS that provides no guarantees simply as FCFS. We start our discussion with the simulation environment and workload characteristic, and then we present the main results.
Simulation Platform
We have developed a simulator for a VOD server that supports various scheduling policies. The simulated server starts with a state close to the steady state of the common case to accelerate the simulation. In that state, the server delivers its full capacity of running streams, whose remaining times for completion are uniformly distributed between zero and the normal video length. We have validated many of these results against those generated by simulating an initially unloaded server. The simulation stops after a steady state analysis with 95% confidence interval is guaranteed.
Workload Characteristics
Like most prior studies, we assume that the arrival of the requests to a VOD server follows a Poisson Process with an average arrival rate λ. Hence, the inter-arrival time is exponentially distributed with a mean T = 1/λ. We also assume as in previous work that the accesses to videos are highly localized and follow a Zipf-like distribution [2] . With this distribution, the probability of choosing the n th most popular video is C/n 1−θ with a parameter θ and a normalized constant C. The parameter θ controls the skewness of video access. Note that the skewness reaches its peak when θ = 0, and that the access becomes uniformly distributed when θ = 1. In accordance with prior studies, we assume that θ = 0.271.
We characterize the waiting tolerance of customers by two models. In Model A, customers who receive time of service guarantees will wait for service if their waiting times will be less than or equal to five minutes; the waiting times of all other customers follow an exponential distribution with a mean of 5 minutes. Model B is used in [20] and is the same as Model A except that a truncated normal distribution with a mean of 5 minutes and a standard deviation of 1.67 minutes is used in place of the exponential distribution. Truncation excludes the waiting times that are negative or greater than 12 minutes. In both these models, we assume that the customers who are expected (according to their time of service guarantees) to wait longer than 12 minutes will defect immediately. Although they differ significantly, both normal and exponential distributions were used in previous studies.
We study a VOD server with 120 videos, each of which is 120-minute long. We examine the server at different loads by fixing the request arrival rate at 40 requests per minute and varying the number of channels (server capacity) generally from 500 to 1750. VCR-like operations can be supported using contingency channels [7] . Thus, the relative performance of various scheduling policies in terms of reneging probability, waiting times, and unfairness does not depend on these operations as long as the fraction of server channels used for these operations is kept the same (which is typically the case). Therefore, we will not consider VCR-like operations in this simulation study in favor of keeping the analysis focused. The results in terms of reneging probability, waiting times, and unfairness can be generalized by assuming that the number of server channels excludes the contingency channels. The accuracy of schedule times, however, is likely to change because VCR-like operations lead to early completions and thus to servicing requests earlier than scheduled. The change increases with the frequency of these operations.
Result Presentation and Analysis
Let us now compare the performance of various NSTF policies with each other, with FCFSg, and with policies that do not provide time of service guarantees: FCFS, MQL, and MFQL. We consider five performance metrics: the number of violations of time of service guarantees, the average deviation from these guarantees, the overall customer reneging percent, the average request waiting time, and unfairness. Table 1 compares FCFSg, NSTFn, and the three variants of NSTFo in terms of the number of violations of time of service guarantees and the average deviation of these guarantees from the actual times of service. (The schedule times given by NSTF act as time of service guarantees.) The results are shown for the two models of customer waiting tolerance. The numbers of violations are collected per 1000 requests, and the arrows show the variations as the server capacity increases from 500 to 1500. For example, with FCFSg under Model A, an average of 11.6 out of 1000 time of service guarantees are violated when the server capacity is 500, compared with 0.03 violations when the capacity is 1500. The number of violations decreases with the server capacity as expected. The results demonstrate that FCFSg may violate its time of service guarantees, but these violations happen very occasionally (especially for high server capacities) because FCFSg tends to overestimate significantly these guarantees. In fact, overestimating these guarantees is the most critical problem of FCFSg. With FCFSg, the actual times of service differ from the time of service guarantees by 20 seconds to more than 4.5 minutes on the average! The inaccuracy of time service guarantees leads to uncertainty of when customers will start to receive services. Customers would greatly appreciate receiving accurate schedule times so that they could plan accordingly. Moreover, customers are more likely to defect if their waiting times are overestimated. In contrast with FCFSg, NSTF produces accurate schedule times and services requests no later than scheduled. The average deviations of the actual times of service from the schedule times given by NSTFn and NSTFo are within 6 seconds and 0.2 second, respectively.
Let us now discuss the performance of the three variants of NSTFo in terms of throughput, waiting times, and unfairness, and then we use only the best performer among them in the subsequent analysis. Figures 1 and 2 compare the performance of these variants under Model A and Model B of the waiting tolerance, respectively. The results indicate that NSTFo-MQL performs the best in terms of both throughput and waiting times, followed by NSTFo-MFQL. Despite that NSTFo-MQL is not the fairest, it stands out as the clear winner because fairness is far less important than throughput and waiting times. Figures 3 and 4 compare the performance of FCFSg, NSTFn, and NSTFo-MQL. The results demonstrate that NSTFo-MQL achieves better throughput and waiting times than NSTFn under both tolerance models, but NSTFn is fairer. Among the three policies, NSTFo-MQL delivers the highest throughput under both tolerance models. We expect the NSTF policies to perform even better in real systems because customers are more likely to defect with FCFSg, which tends to overestimate the waiting times. Unfortunately, the increased likelihood of defection with FCFSg is not captured very accurately by the tolerance models. In both models, the waiting tolerance of customers does not depend on the assigned time of service guarantees if the waiting times (according to these guarantees) may be greater than 5 minutes. This suggests that we are not entirely fair to the proposed policies. NSTFo-MQL also generally achieves the shortest waiting times when the tolerance follows Model B. In the case of Model A, however, FCFSg generally achieves the shortest waiting times, and NSTFo-MQL performs a little worse. Under both tolerance models, FCFSg is the fairest. 
Conclusions
We have proposed a new class of scheduling policies for VOD servers, called Next Schedule Time First (NSTF), which provides customers with hard time of service guarantees and with very accurate schedule times. We have presented two variants of NSTF: NSTFn and NSTFo. NSTFn assigns freed schedule times to incoming requests, whereas NSTFo assigns them to existing requests. We have presented three variants of NSTFo: NSTFo-FCFS, NSTFo-MQL, and NSTFo-MFQL, which differ in the selection criterion of existing requests that will be assigned better schedule times.
We have demonstrated the effectiveness of NSTF through simulation. We have considered five performance metrics: the number of violations of time of service guarantees, the average deviation of the actual times of service from the time of service guarantees, the overall customer reneging percentage, the average request waiting time, and unfairness. We have studied the impacts of customer waiting tolerance and server capacity (or server load) on the results.
The main simulation results can be summarized as follows. (1) NSTF always meets the time of service guarantees and produces very accurate schedule times. The average deviations of the actual times of service from the schedule times are within 0.2 second (when any implementation of NSTFo is used) and 6 seconds (when NSTFn is used). In contrast, FCFS may violate its time of service guarantees, and these guarantees differ from the actual times of service by 20 seconds to more than 4.5 minutes on the average! (2) NSTFo-MQL is the clear winner among the variants of NSTF when all performance metrics are considered. (3) NSTFo-MQL achieves higher throughput and, in certain situations, shorter waiting times than FCFS that may provide limited time of service guarantees. (4) By motivating customers to wait, NSTFo-MQL outperforms MQL and MFQL (both of which cannot provide time of service guarantees) in terms of throughput for one of the models of waiting tolerance. For the other model, NSTFo-MQL also achieves the highest throughput but only within the most likely operating region of the server. NSTFo-MQL is also fairer than MQL and MFQL for high server capacities because schedule times are assigned on a FCFS basis. As expected, NSTFo-MQL leads to longer waiting times than MQL and MFQL.
NSTF, therefore, not only can provide hard time of service guarantees and very accurate schedule times, but also can deliver outstanding performance benefits.
