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A WEAK COMPARISON PRINCIPLE IN TUBULAR NEIGHBOURHOODS OF
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ABSTRACT. We study weak solutions to degenerate quasilinear elliptic equations, involving
first order terms, in unbounded tubular domains. In particular we show that, under suitable
hypotheses, the weak comparison principle holds if the domain is narrow enough.
1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS
We want to the study the weak comparison principle for degenerate quasilinear elliptic equa-
tions with first order terms. More precisely, we consider u, v ∈ C1(Ω)∩C0(Ω)∩L∞(Ω), weak
solutions to the problem
(1)
{
−div(a(z)∇u) + Λ|∇u|q ≤ f(z, u) in Ω
−div(a(z)∇v) + Λ|∇v|q ≥ f(z, v) in Ω,
where q ≥ 1, Ω ⊆ Rn and denoting with z a point in Rn. Equivalently for smooth solutions,
by using the divergence theorem, (1) can be rephrased as
(2)
∫
Ω
a(z)∇u · ∇ψ + Λ|∇u|q ψ dz ≤
∫
Ω
f(z, u)ψ dz
(3)
∫
Ω
a(z)∇v · ∇ψ + Λ|∇v|q ψ dz ≥
∫
Ω
f(z, v)ψ dz,
for every test-function ψ ∈ C∞c (Ω) with ψ ≥ 0. In all the paper a(z) is a nonnegative weight
satisfying Assumption A1. In particular, since a(z) may vanish, the operator could be degen-
erate at some points, causing that solutions could be not of class C2. In such a case (2) and (3)
represent the right way of understanding our problem and in fact all our proofs are carried
out exploiting only the weak formulation.
As customary in the literature, we say that the weak comparison principle for problem (1)
holds in Ω if, imposing that u ≤ v on ∂Ω, then it follows that u ≤ v in the whole of Ω. A
leading example is provided by the weak maximum principle, namely by the case when v = 0.
It is well-known that the maximum principle does not hold in general domains, but it holds
if the domain is sufficiently small or after imposing suitable a-priori estimates on the solu-
tions. For weak solutions this can be seen e.g. as a consequence of the Poincare´ inequality;
on the other hand, if one considers smooth solutions then direct methods are also available,
see [GT83].
In the present work we deal with the case of unbounded domains. Here the situation is
quite well understood for domains with flat boundary and in particular for narrow strips.
In fact, maximum and comparison principles in strips have many applications to the study
of symmetry and monotonicity properties of the solutions, see for instance [BCN1, BCN2,
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BCN3, BCN4] and especially [BNV]. The case of domains with a possible different geom-
etry has been considered in [Cab95], where deep results have been obtained by means of
Alexandroff-Bakelmann-Pucci-type estimates.
In our analysis, we suppose that the (possibly unbounded and) smooth domain Ω ⊂ Rn is
contained in a normal tube B(M, ε), where M ⊂ Rn is a smoothly embedded submanifold.
Our crucial idea is to manipulate the inequalities (2) and (3) by using the so-called Fermi
coordinates associated with the normal tubeB(M, ε), see [G04, Chapter 2], [PPS14, Section 3].
The weak comparison principle then follows by showing that L˜R=0 for all R > 0, where
L˜R :=
∫
Ω2R
a(z) (u− v)+ |∇(u− v)|2 dvolg,
see Section 3 for notation and details. The desired vanishing is established by proving that
L˜R can be estimated in terms of L˜2R, see Equation (35), allowing us to exploit the simple but
useful Lemma (2.1).
This kind of technique seems to be very flexible. In particular, having in mind the fact that
the technique is manly based on the weighted Sobolev inequality, we believe that it could be
also used when dealing with p-Laplace inequalities as well as with fully nonlinear problems.
Let us now introduce some notation and terminology that will be used in the sequel. Let
M be a smooth submanifold of Rn of dimension n− k, and let i : M ↪→ Rn be the embedding
map. By a normal tube of constant radius ε > 0 centred at M we mean a tubular neighbour-
hood of M given by a disjoint union
B(M, ε) =
⊔
p∈M
B(p, ε),
where B(p, ε) is a k-dimensional ball of radius ε centred at p ∈ M and contained in the
normal subspace NpM ⊂ Rn. Moreover, given any subset A ⊆M we define
(4) B(A, ε) =
⊔
p∈A
B(p, ε) ⊆ B(M, ε).
We are now ready to make our basic hypothesis on the domain Ω.
Main Assumption. The submanifold M admits a normal tubeB(M, ε) for some ε > 0 and
we have Ω ⊆ B(M, ε).
Remark 1.1. Let us consider the normal exponential map
exp⊥ : NM −→ Rn,
sending the pair (p, v), with p ∈ M and v ∈ NpM , to p + v (here we are identifying TpRn
with Rn in the standard way). We can define the normal injectivity radius of M as the strictly
positive function ρ : M → R that associates to p ∈ M the supremum ρ(p) of all δ ≤ 1 such
that the restriction of exp⊥ to the neighbourhood of the zero section
Vδ(p) := {(p′, v′) ∈ NM : |p− p′| < δ, |v′| < δ}
is a diffeomorphism onto its image in Rn. Therefore M admits a normal tube B(M, ε) of
radius ε if and only if ρ(p) ≥ ε for all p ∈ M . In fact, in this case we can identify B(M, ε)
with the open neighbourhood of M in Rn defined by
{x ∈ Rn : d(x, M) < ε},
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see [ONeill83, Proposition 7.26] and [Lee03, Theorem 10.89] for more details.
In particular, if M is compact and ε is sufficiently small then B(M, ε) always exists, cf.
[Con01, Proposition 3.7.18] and [PPS14, Section 3]. On the other hand, there are also plenty
of non-compact submanifolds of Rn admitting normal tubes of constant radius, for instance
all the linear subspaces have this property.
It is important to observe that it is not possible to give sufficient conditions for the exis-
tence ofB(M, ε) in terms of curvature bounds for M . To see this, consider the smooth curve
M ⊂ R3 parametrized by x 7→ (sinx, cosx, arctanx), namely a spiral with the distance be-
tween the coils tending to 0. A straightforward computation shows that its curvature κ(x)
satisfies 12 ≤ κ(x) < 1, hence it is is globally bounded, but M admits no tubular neighbour-
hood of constant radius.
In addition to our Main Assumption, will also need Assumptions A1, A2, A3, A4 stated
below.
Assumption A1: For all p ∈M , write
Ωp := Ω ∩B(p, ε).
We require that the weight a in (1) is a non-negative function such that a ∈ C0(Ω) ∩ L∞(Ω)
and we suppose that there exists a constant Ca such that∫
Ωp
(a|Ωp)
−t dy1 . . . dyk ≤ Ca for some t > k, uniformly with respect to p.
Here a|Ωp denotes the restriction of a to Ωp and y
1, . . . , yk are the Euclidean coordinates in
the k-dimensional linear subspace NpM of Rn containing Ωp. We observe that this kind of
condition is quite well-known in the context of weighted Sobolev spaces since of the works
[MuSt68, Tr73].
Assumption A2: f(z, ·) is a continuous function, uniformly Lipschitz with respect to z. In
other words, for every m > 0 there is a positive constant Lf = Lf (m) such that for every
z ∈ Ω and every u, v ∈ [−m, m] we have
‖f(z, u)− f(z, v)‖ ≤ Lf |u− v|.
As a leading example we may consider the case
f(z, u) = h(z)g(u),
where h ∈ L∞(Ω) and g is a locally Lipschitz, continuous function.
Assumption A3: We consider an oriented atlas of M
(5) {(Uα, φα)}, M =
⋃
α
Uα, φα : Uα
'−→ Vα ⊂ Rn−k
such that the functions iα ◦ φ−1α : Vα −→ Rn (where iα : Uα ↪→ Rn denotes the restriction of
i : M ↪→ Rn to Uα), together with their first and second derivatives, are uniformly bounded
with respect to α.
Remark 1.2. An atlas as above exists for every smooth manifold M . In fact, let us start
with an atlas {(Uα, φ′α)} given by a countable basis of precompact smooth coordinate balls
(it exists by [Lee03, Lemma 1.11]). On each chart Uα, the functions iα ◦ (φ′α)−1 and their
derivatives are bounded. We now set φα := Aαφ′α, where Aα is a positive constant; then,
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provided that we choose theAα large enough, we can make the bounds above uniform on α.
Assumption A4: There exist a point p¯ ∈M and constants C1, γ, R0 > 0 such that
(6) vol
(
BM (p¯, R)
) ≤ C1Rγ
for all R > R0. Here we define
BM (p¯, R) := {p ∈M | dM (p¯, p) < R},
where dM denotes the distance function induced on M by the pull-back of the Euclidean
metric of Rn, and vol
(
BM (p¯, R)
)
stands for the measure of BM (p¯, R), computed again with
respect to the Euclidean metric on M .
Remark 1.3. It is known that estimate (6) holds (at every point p¯ ∈ M ) if M is a complete
Riemannian manifold with non-negative Ricci curvature (since the volume is an intrinsic
geometric invariant, the fact that M is a submanifold of Rn is irrelevant here). Indeed, in
this case, the Bishop-Gromov inequality gives
vol
(
BM (p¯, R)
) ≤ Γdim(M),
where Γdim(M) stands for the volume of the Euclidean ball of Rdim(M), see [Pet98, Lemma
1.5 p. 247].
On the other hand, without the non-negativity assumption on the Ricci curvature, (6) in
general does not hold. For instance, the volume of a ball of radius R in a symmetric space
M of non-compact type grows exponentially with R, cf. [HTT3, p. 209]. In order to have
an embedded example of the last situation in any dimension m, recall that the hyperbolic
space Hm admits a smooth, isometric embedding into Rn with n = 6m− 5, see [Bl55].
We are now ready to state our main result.
Theorem 1.4. Let Ω ⊆ B(M, ε) ⊆ Rn be a smooth domain and let u, v ∈ C1(Ω) ∩ C0(Ω) ∩
W 1,∞(Ω) be weak solutions to (1), with
u ≤ v on ∂Ω .
Assume moreover that Assumptions A1, A2, A3 and A4 are satisfied. Then there exists a positive
constant
ε0 := ε0(‖u‖W 1,∞ , ‖v‖W 1,∞ , t, a, q, n, k, f,Λ, γ)
such that, if 0 < ε < ε0, then
u ≤ v in Ω .
Apart from this Introduction, the paper contains two more sections. More precisely, in Sec-
tion 2 we collect some preliminary results that are needed in what follows, whereas Section
3 is devoted to the proof of Theorem 1.4.
2. PRELIMINARIES
2.1. A useful lemma. We start by recalling a useful lemma already contained and exploited
in [FMS12]. For the reader’s convenience we also provide the proof.
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Lemma 2.1. Let θ > 0 and γ > 0 be such that θ < 2−γ . Moreover, let R0 > 0, C > 0 and
L : (R0, +∞)→ R
be a non-negative and non-decreasing function such that
(7)
{
L(R) ≤ θL(2R) + g(R) for all R > R0
L(R) ≤ CRγ for all R > R0,
where g : (R0,+∞)→ R+ is such that
lim
R→+∞
g(R) = 0.
Then
L(R) = 0 for all R > R0.
Proof. Choose θ1 such that θ < θ1 < 2−γ . Then there exists R1 = R1(θ1) ≥ R0 such that
θL(2R) + g(R) ≤ θ1L(2R) for all R ≥ R1,
and so, using the first inequality in (7), we get
(8) L(R) ≤ θ1L(2R) for all R ≥ R1.
Iterating (8) and using the second inequality in (7) we obtain, for all m ∈ N+ and R ≥ R1,
0 ≤ L(R) ≤ θm1 L(2mR)(9)
≤ Cθm1 (2mR)γ
= C(2γθ1)
mRγ .
Since 0 < 2γθ1 < 1, by (9) we deduce
0 ≤ L(R) ≤ lim
m→+∞C(2
γθ1)
mRγ = 0 for all R ≥ R1,
that implies L(R) = 0 for all R ≥ R1. By Assumption L is non-decreasing, so the claim
follows. 
2.2. Weighted Sobolev Spaces. The weighted Sobolev space with weight ρ is defined as the
space W 1, 2(Ω, ρ) of those functions in L2(Ω) having distributional derivative in Ω for which
the norm
‖v‖W 1, 2(Ω, ρ) = ‖v‖L2(Ω) + ‖∇v‖L2(Ω, ρ) =
(∫
Ω
v2
) 1
2
+
(∫
Ω
|∇v|2 ρ
) 1
2(10)
is bounded. The case ρ = 1 corresponds to the classical Sobolev space W 1, 2(Ω). We also
define the space H1, 2(Ω, ρ) as the closure of C∞(Ω) ∩W 1, 2(Ω, ρ) and the space H1, 20 (Ω, ρ)
as the closure of C∞0 (Ω), with respect to the norm (10). Let us now recall from [MuSt68, Tr73]
the following
Theorem 2.2. Let D ⊂ Rk be a smooth, bounded domain, ρ ∈ L1(D) and Cρ a constant such that∫
D
1
ρt
≤ Cρ for some t > k
2
.
Then, for 1 + 1t >
2
k , setting
1
2∗(t)
:=
1
2
− 1
k
+
1
2t
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it results 2 < 2∗(t) < +∞ and it follows that the space H1, 20 (D, ρ) is continuously embedded in
Lq(D) for 1 6 q 6 2∗(t). More precisely, there exists a constant Ct, k such that
(11) ‖w‖2
L2
∗(t)(D) 6 Ct, k C
−t
ρ ‖∇w‖2L2(D, ρ) = CS
∫
D
|∇w|2ρ,
for any w ∈ H1, 20 (D, ρ), where we set CS = CS(t, k, ρ) := Ct, kC−tρ .
2.3. Fermi coordinates for Ω. A key ingredient for the proof of Theorem 1.4 is the choice of
suitable local coordinates in order to parametrize the normal tubeB(M, ε); such coordinates
are sometimes called Fermi coordinates, cf. [G04, Chapter 2] and [PPS14, Section 3].
Up to refinements of the atlas (5), we can assume that on each coordinate neighbourhood
Uα ⊂ Rn is defined a moving orthonormal frame e1α, . . . , ekα for the normal bundle NM |Uα .
This means that, for all p ∈ Uα, the k vectors
e1α(p), . . . , e
k
α(p) ∈ Rn
are an orthonormal basis for the normal space NpM and that, for each i, the assignation
p 7→ eiα(p) defines a smooth vector field. We takeB(Uα, ε) as in (4), and we set
ϕα = φ
−1
α : Vα −→ Uα, Eiα = eiα ◦ ϕα.
Thus we have a diffeomorphism
Φα : Vα ×BRk(0, ε) −→ B(Uα, ε)(12) (
(x1α, . . . , x
n−k
α ), (y
1, . . . , yk)
) 7→ ϕα(x1α, . . . , xn−kα ) + k∑
i=1
yiEiα(x
1
α, . . . , x
n−k
α ),
where we denoted by x1α, . . . , xn−kα the Euclidean coordinates in the open set Vα ⊆ Rn−k and
by y1, . . . , yk the Euclidean coordinates in the open ball BRk(0, ε). This shows that
(13)
{ (
B(Uα, ε), Φ
−1
α
) }
α
, Φ−1α : B(Uα, ε)
'−→ Vα ×BRk(0, ε) ⊂ Rn−k × Rk
is an oriented atlas forB(M, ε).
Denoting by z1, . . . , zn the Euclidean coordinates in Rn, in the local chart B(Uα, ε) we
have the Euclidean metric
g = (dz1)2 + · · ·+ (dzn)2.
On the other hand, on Vα we have the induced metric
h′α = (iα ◦ ϕα)∗g,
where iα : Uα ↪→ Rn denotes the embedding map as in Assumption A3, whereas onBRk(0, ε)
we have the metric h′′ induced by the Euclidean metric on Rk, namely
h′′ = (dy1)2 + · · ·+ (dyk)2.
The next result allows us to compare the two metrics Φ∗αg and hα = h′α+h′′ on Vα×BRk(0, ε),
cf. [PPS14, Lemma 3.1].
Lemma 2.3. With the notation introduced above, we have
(14) Φ∗αg = hα +
k∑
i=1
yi(riα + 2t
i
α) +
k∑
i, j=1
yiyjsijα ,
where riα, tiα and s
ij
α are 2-tensors on Vα ×BRk(0, ε) whose coefficients are smooth functions on Vα.
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Proof. For simplicity of notation, let us temporarily drop the subscript α. Given any pair X ,
Y of vector fields in V ×BRk(0, ε) we have
(Φ∗g)(X, Y ) = g(dΦ(X), dΦ(Y )) = dΦ(X) · dΦ(Y ),
where the dot stands for the Euclidean scalar product. Then, in order to determine the coef-
ficients of Φ∗g with respect to the frame
∂x1 , . . . , ∂xn−k , ∂y1 , . . . , ∂yk
of TV × TBRk(0, ε), we must compute the quantities
(Φ∗g)(∂yi , ∂yj ) = dΦ(∂yi) · dΦ(∂yj ) = ∂yiΦ · ∂yjΦ,
(Φ∗g)(∂xa , ∂yj ) = dΦ(∂xa) · dΦ(∂yj ) = ∂xaΦ · ∂yjΦ,
(Φ∗g)(∂xa , ∂xb) = dΦ(∂xa) · dΦ(∂xb) = ∂xaΦ · ∂xbΦ.
Observing that ∂xaϕ is a tangent vector field on V , whereas Ei is a normal vector field, we
obtain ∂xaϕ · Ei = 0. Moreover, the fact that e1, . . . , ek is an orthonormal frame implies
Ei · Ej = δij . Therefore we get
∂yiΦ · ∂yjΦ = Ei · Ej = δij = h′′ij ,
∂xaΦ · ∂yjΦ =
k∑
i=1
yi∂xaE
i · Ej
and
∂xaΦ · ∂xbΦ = ∂xaϕ · ∂xbϕ+
k∑
i=1
yi
(
∂xaϕ · ∂xbEi + ∂xbϕ · ∂xaEi
)
+
k∑
i, j=1
yiyj∂xaE
i · ∂xbEj
= h′ab +
k∑
i=1
yi
(
∂xaϕ · ∂xbEi + ∂xbϕ · ∂xaEi
)
+
k∑
i, j=1
yiyj∂xaE
i · ∂xbEj .
Now, setting
ri =
n−k∑
a, b=1
(
∂xaϕ · ∂xbEi + ∂xbϕ · ∂xaEi
)
dxadxb,
ti =
n−k∑
a=1
k∑
j=1
(
∂xaE
i · Ej)dxadyj ,
sij =
n−k∑
a, b=1
(
∂xaE
i · ∂xbEj
)
dxadxb,
(15)
we obtain (14). 
Example 2.4. Let us explicitly compute the expression (14) in three simple cases, namely
when M is either a plane curve, or a space curve or a surface in R3.
(i) Let M ⊂ R2 be a plane curve. Then n = 2, k = 1 and the function Φ can be chosen
of the form
Φ(x, y) = ϕ(x) + yN(x),
where ϕ is the arc-length parametrization and N is the principal normal vector, see [dC76,
Chapter 1]. Then
∂xΦ = ∂xϕ+ y∂xE = (1− κy)T, ∂yΦ = N,
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where T = T (x) is the unit tangent vector and κ = κ(x) is the curvature. From this we get
Φ∗g = (dx)2 + (dy)2 − 2yκ(dx)2 + y2κ2(dx)2
= h− 2yκ(dx)2 + y2κ2(dx)2.
(ii) Let M ⊂ R3 be a space curve. Then n = 3, k = 2 and the function Φ can be chosen of the
form
Φ(x, y1, y2) = ϕ(x) + y1E1(x) + y2E2(x),
where ϕ is the arc-length parametrization, E1 is the principal normal vector and E2 is the
binormal vector. Thus ∂xϕ = T , where T = T (x) is the unit tangent vector, and by the Fre´net
formulas [dC76, p. 19] we obtain
∂xE
1 = −κT − τE2, ∂xE2 = τE1,
where κ = κ(x) is the curvature and τ = τ(x) is the torsion. Now, using (15), we easily find
r1 = −2κ(dx)2, t1 = −τdxdy2, r2 = 0, t2 = τdxdy1,
s11 = (κ2 + τ2)(dx)2, s12 = 0, s22 = τ2(dx)2,
so we get
Φ∗g = h− 2y1(κ(dx)2 + τdxdy2) + 2y2(τdxdy1) + (y1)2((κ2 + τ2)(dx)2) + (y2)2(τ2(dx)2).
(iii) Let M ⊂ R3 be a surface. Then n = 3, k = 1 and the function Φ can be chosen of the
form
Φ(x1, x2, y) = ϕ(x1, x2) + yE(x1, x2),
where we take E(x1, x2) = ∂x1ϕ∧∂x2ϕ‖∂x1ϕ∧∂x2ϕ‖ . Denoting as customary by
E = ∂x1ϕ · ∂x1ϕ, F = ∂x1ϕ · ∂x2ϕ, G = ∂x2ϕ · ∂x2ϕ
the coefficients of the first fundamental form IM of M and by
e = −∂x1E · ∂x1ϕ, f = −∂x2E · ∂x1ϕ, g = −∂x2E · ∂x2ϕ
the coefficients of the second fundamental form IIM , from the formulas in [dC76, p. 92 and
p. 154] we deduce
∂x1Φ · ∂x1Φ = E− 2ye + y2ψ11, ∂x1Φ · ∂x2Φ = F− 2yf + y2ψ12, ∂x2Φ · ∂x2Φ = G− 2yg + y2ψ22,
∂x1Φ · ∂yΦ = 0, ∂x2Φ · ∂yΦ = 0, ∂yΦ · ∂yΦ = 1,
where
ψ11 =
e2G− 2efF + f2E
EG− F2 , ψ12 =
−f2F + efG− egF + gfE
EG− F2 , ψ22 =
f2G− 2fgF + g2E
EG− F2 .
Then, using the expressions of the mean curvature HM and the Gaussian curvature KM of
M in terms of the coefficients of the first two fundamental forms (cf. [dC76, p. 155-156]), we
can rewrite (14) as
Φ∗g = IM + (dy)2 − 2yIIM + y2IIIM ,
where IM + (dy)2 = h and IIIM = −KM IM + 2HM IIM is the so-called third fundamental form
of M , see [St89, p. 98].
As a consequence of Lemma 2.3 we have the result below, comparing the volume forms of
the two metrics Φ∗αg and hα on Vα ×BRk(0, ε).
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Corollary 2.5. With the notation introduced above, we have
(16) dvolΦ∗αg = λα dvolhα
for a smooth function λ onB(M, ε) such that λ ≡ 1 on M . If moreover ε < 1, for every
(xα, y) =
(
(x1α, . . . , x
n−k
α ), (y
1, . . . , yk)
)
∈ Vα ×BRk(0, ε)
we have
|λα(xα, y)− 1| ≤ K1‖y‖,
where K1 is a positive constant, independent on α.
It follows that there exists ε1 = min
{
1,
1
2K1
}
, independent on α, such that if ε < ε1 then
(17)
1
2
≤ λα(xα, y) ≤ 3
2
for all (xα, y) ∈ Vα ×BRk(0, ε).
Proof. In order to simplify the notation, we drop the subscript α. Since deth 6= 0 everywhere,
by Lemma 2.3 we can write the following finite expansion of det Φ∗g in terms of the normal
coordinates yi:
(18) det Φ∗g = deth+
k∑
i=1
yiAi +
k∑
i, j=1
yiyjAij +
k∑
i, j, l =1
yiyjylAijl + . . .
where all the coefficients are smooth functions depending on the first and second derivatives
of Φ. Now ε < 1 implies ‖y‖ < 1 and so |yi| < 1 for all i, thus from (18) we obtain
(19) det Φ∗g = deth+
k∑
i=1
K˜i1(x, y)y
i
where |K˜i1(x, y)| ≤ K˜1 and K˜1 is a positive constant, which is moreover independent on the
chart because of Assumption A3. Setting λ(x, y) := det Φ∗g · deth−1, from (19) we get 1
|λ(x, y)− 1| = |
√
det Φ∗g · deth−1 − 1| =
∣∣∣∣∣∣
√√√√1 + k∑
i=1
K˜i1(x, y)
deth
yi − 1
∣∣∣∣∣∣
≤
∣∣∣∣∣
k∑
i=1
K˜i1(x, y)
deth
yi
∣∣∣∣∣ ≤
k∑
i=1
∣∣∣∣∣K˜i1(x, y)deth
∣∣∣∣∣ |yi| ≤
k∑
i=1
K˜1
deth
|yi| ≤ k K˜1
deth
‖y‖ = K1‖y‖ ,
where we put K1 := kK˜1/ deth. Again by Assumption A3, the function deth is bounded,
uniformly with respect to α, so the positive constantK1 is also independent on the chart. The
proof of the last statement is now straightforward. 
Remark 2.6. Using the same arguments as in the proof of Corollary 2.5, we can show that on
Vα we have
(20) dvolh′α = µα(xα) dxα
for a smooth positive function µα(xα), uniformly bounded with respect to α.
1Here we use the inequality |√1 + x− 1| ≤ |x| for x ≥ −1.
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3. THE WEAK COMPARISON PRINCIPLE: PROOF OF THEOREM 1.4
3.1. Test functions. For the sake of brevity, we write BR instead of BM (p¯, R), see Assump-
tion A4. Let ϕR ∈ C∞c (M) be such that
(21)

0 ≤ ϕR ≤ 1 in M,
ϕR ≡ 1 in BR,
ϕR ≡ 0 in M \B2R,
|∇ϕR| ≤ 2R in B2R \BR.
For instance we could take ϕR of the form
ϕR(p) =

1 in BR,(
2R−dM (p¯, p)
R
)2
in B2R \BR,
0 in M \B2R,
in fact the distance function dM (p¯, p) has distributional gradient whoseL∞-norm is at most 1,
see [Gr09, Theorem 11.3 p. 296]. SinceB(M, ε) is locally trivial, in view of diffeomorphisms
in (12), we can extend ϕR to the whole tubular neighbourhood and we continue to denote
this extension by ϕR. In what follows we will consider the bounded domain
ΩR := Ω ∩B(BR, ε),
see Figure 1 below.
B(M, ε)
M
p
ΩR
ε
Ω
BR
FIGURE 1. The bounded domain ΩR.
Moreover, for a fixed real number β ≥ 1, we will define
ψR := [(u− v)+]βϕ2R.
With this notation, we can state the following crucial result, whose proof relies on our as-
sumption that u ≤ v on ∂Ω.
Lemma 3.1. The function ψR belongs to H10 (Ω2R), and it can be plugged into (2) and (3).
Proof. We have ∂Ω2R ⊆ ∂Ω ∪ ∂B(B2R, ε); furthermore, by assumption, (u − v)+ = 0 on ∂Ω,
whereas ϕR = 0 on ∂B(B2R, ε). This means that ψR = 0 on ∂Ω2R, so the first claim follows
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from [GT83, Chapter 7], cf. also [Bre11, Theorem 8.12]. The second claim is an immediate
consequence of the density of H10 (Ω2R) in C
∞
c (Ω2R). 
Plugging ψR as a test function into (2) and (3) and subtracting we get
β
∫
Ω2R
a(z) [(u− v)+]β−1|∇(u− v)|2 ϕ2R dvolg︸ ︷︷ ︸
L2R
≤
∫
Ω2R
|Λ| [(u− v)+]β ||∇u|q − |∇v|q| ϕ2R dvolg +
∫
Ω2R
|f(z, u)− f(z, v)| [(u− v)+]βϕ2R dvolg
+ 2
∫
Ω2R
a(z) [(u− v)+]β |∇(u− v)| |∇ϕR|ϕR dvolg
≤ |Λ| q (‖∇u‖∞ + ‖∇v‖∞)q−1
∫
Ω2R
[(u− v)+]β |∇(u− v)|ϕ2R dvolg︸ ︷︷ ︸
A2R
+ Lf
∫
Ω2R
[(u− v)+]β+1ϕ2R dvolg︸ ︷︷ ︸
B2R
+ 2
∫
Ω2R
a(z) [(u− v)+]β |∇(u− v)| |∇ϕR|ϕR dvolg︸ ︷︷ ︸
C2R
,
(22)
where we estimated ||∇u|q − |∇v|q| via the Lagrange theorem applied to the function tq and
we exploited the reverse triangular inequality. Moreover the constant Lf = Lf (‖u‖∞+‖v‖∞)
is the one contained in Assumption A2.
In the sequel, we will estimate the terms A2R, B2R and C2R in (22), making repeated use of
the Young inequality
ab ≤ τa2 + 1
4τ
b2, a, b ∈ R, τ > 0.
3.2. Estimate for A2R. Dealing first with the term A2R, we obtain
A2R =
∫
Ω2R
[(u− v)+]β |∇(u− v)|ϕ2R dvolg
=
∫
Ω2R
a(z)
1
2 [(u− v)+]β−12 |∇(u− v)|ϕR a(z)− 12 [(u− v)+]
β+1
2 ϕR dvolg
≤ τ
∫
Ω2R
a(z) [(u− v)+]β−1| ∇(u− v)|2 ϕ2R dvolg +
1
4τ
∫
Ω2R
a(z)−1 [((u− v)+)β+12 ]2 ϕ2R dvolg
= τL2R + 1
4τ
∫
Ω2R
a(z)−1 [((u− v)+)β+12 ]2 ϕ2R dvolg .
(23)
In order to estimate the integral on the right-hand side of the above equality, we will consider
the oriented atlas ofB (M, ε) given by{ (
B(Uα, ε), Φ
−1
α
)}
,
cf. (13). We choose a partition of unity {ρα}α, subordinate to the open cover {B (Uα, ε)}α
ofB (M, ε) and obtained by pulling back a partition of unity subordinate to the open cover
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{Uα}α of M via the projection map
B(M, ε) −→M, x ∈ B(p, ε) 7→ p.
This implies that the functions ρα := Φ∗α (ρα), defined on Vα ×BRk(0, ε), only depend on the
first factor, namely ρα = ρα(xα). Therefore for ε < ε1 we can write, by using (16), (17), (20)
and the Fubini-Tonelli theorem,∫
Ω2R
a(z)−1 [((u− v)+)β+12 ]2 ϕ2R dvolg
=
∑
α
∫
Vα×BRk (0, ε)
ρα(x) a(x, y)
−1 [((u− v)+)β+12 ]2 ϕ2R(x)λ(x, y) dvolhα
≤ 3
2
∑
α
∫
Vα
ρα(x)ϕ
2
R(x)
(∫
BRk (0, ε)
a(x, y)−1[((u− v)+)β+12 ]2 dy
)
µ(x) dx .
Remark 3.2. In order to simplify the notation, in the above equation and in the following
computations we drop the subscript α whenever it is not strictly necessary. Moreover, with a
slight abuse of notation, we write a(x, y), ϕ2R(x) and (u−v)+ instead of Φ∗α(a(z)), Φ∗α
(
ϕ2R(x)
)
and Φ∗α ((u− v)+), respectively, highlighting for clarity the dependence on the variables x
and y if necessary.
Now we estimate the integral on BRk(0, ε) by exploiting the Ho¨lder inequality, obtaining∫
BRk (0, ε)
a(x, y)−1 [((u− v)+)β+12 ]2 dy
≤
(∫
BRk (0, ε)
(
a(x, y)−1
) kt
2t−k
dy
) 2t−k
kt
·
(∫
BRk (0, ε)
[((u− v)+)β+12 ]2∗(t) dy
) 2
2∗(t)
.
(24)
By exploiting again the Ho¨lder inequality and making use of Assumption A1, we have
∫
BRk (0, ε)
(
a(x, y)−1
) kt
2t−k
dy ≤
(∫
BRk (0, ε)
a(x, y)−t dy
) k
2t−k
·
(∫
BRk (0, ε)
1 dy
) 2t−2k
2t−k
≤ C
k
2t−k
a
(
Γk ε
k
) 2t−2k
2t−k
= C
k
2t−k
a Γ
2t−2k
2t−k
k ε
k(2t−2k)
2t−k ,
(25)
were Γk is the volume of the unit ball in Rk. Moreover we have, by using (11),(∫
BRk (0, ε)
[((u− v)+)β+12 ]2∗(t) dy
) 2
2∗(t)
= ‖((u− v)+)β+12 ‖2L2∗(t)(BRk (0, ε))
≤ C2S‖∇Rk((u− v)+)
β+1
2 ‖2L2(BRk (0, ε), a)
= C2S
∫
BRk (0, ε)
|∇Rk((u− v)+)
β+1
2 |2a(x, y)dy.
(26)
Remark 3.3. By Theorem 2.2, see also [FMS13, proof of Theorem 5.1], it follows that the
constant CS in (26) does not depend on α because of Assumption A1.
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Plugging (25) and (26) into (24), we infer∫
BRk (0, ε)
a(x, y)−1 [((u− v)+)β+12 ]2 dy ≤ C−ta C2SΓ
2t−2k
kt
k ε
2t−2k
t
∫
BRk (0, ε)
a(x, y) |∇Rk((u− v)+)
β+1
2 |2 dy
=C−ta C
2
SΓ
2t−2k
kt
k ε
2t−2k
t
(
β + 1
2
)2 ∫
BRk (0, ε)
a(x, y)
(
[(u− v)+]β−12 |∇Rk(u− v)|
)2
dy
≤C
−t
a C
2
SΓ
2t−2k
kt
k ε
2t−2k
t (β + 1)2
2
∫
BRk (0, ε)
a(x, y) [(u− v)+]β−1|∇Rk(u− v)|2λ(x, y) dy,
where the last inequality follows because we have 1 ≤ 2λ(x, y) for ε < ε1, see (17).
Remark 3.4. By using Lemma 2.3, we can write
|∇Φ∗αg(u− v)|2 = |∇Rk(u− v)|2 + |∇h′α(u− v)|2 + o(ε)
in Vα×BRk(0, ε), uniformly on α. So, making ε1 smaller if necessary, we can assume that the
inequality
|∇Rk(u− v)|2 ≤ |∇Φ∗αg(u− v)|2
holds in every coordinate chart Vα ×BRk(0, ε), as soon as ε < ε1.
Moreover, since the gradient ∇ is the vector field representing the differential map with
respect to the metric (see [Pet98, p. 20]), it is straightforward to check that
Φ∗α∇g = ∇Φ∗αgΦ∗α.
Using Remark 3.4, and noticing that all the constants involved in the computations are
independent on the local chart Uα, we obtain∫
Ω2R
a(z)−1 [((u− v)+)β+12 ]2ϕ2R dvolg
≤3C
−t
a C
2
SΓ
2t−2k
kt
k ε
2t−2k
t (β + 1)2
4
∑
α
∫
Vα
ρα(x)
(
∫
BRk (0, ε)
a(x, y) [(u− v)+]β−1|∇Rk(u− v)|2 ϕ2R(x)λ(x, y)dy
)
µ(x) dx
≤3C
−t
a C
2
SΓ
2t−2k
kt
k ε
2t−2k
t (β + 1)2
4
∑
α
∫
Vα
ρα(x)
(
∫
BRk (0, ε)
a(x, y) [(u− v)+]β−1|∇Φ∗αg(u− v)|2 ϕ2R(x)λ(x, y)dy
)
µ(x) dx
=
3C−ta C2SΓ
2t−2k
kt
k ε
2t−2k
t (β + 1)2
4
∑
α
∫
Vα×BRk (0, ε)
ρα(x)
(
a(x, y) [(u− v)+]β−1
|∇Φ∗αg(u− v)|2 ϕ2R(x)
)
dvolΦ∗αg
=
3C−ta C2SΓ
2t−2k
kt
k ε
2t−2k
t (β + 1)2
4
∫
Ω2R
a(z)[(u− v)+]β−1|∇(u− v)|2ϕ2R dvolg
=
3C−ta C2SΓ
2t−2k
kt
k ε
2t−2k
t (β + 1)2
4
L2R.
(27)
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Summing up, if ε ≤ ε1, from (23) and (27) we finally get
(28) A2R ≤
τ + 3C−ta C2SΓ 2t−2kktk ε 2t−2kt (β + 1)2
16τ
L2R.
3.3. Estimate for B2R. Let us now estimate the term B2R. As before, for ε ≤ ε1 we have
B2R =
∫
Ω2R
[(u− v)+]β+1ϕR2dvolg
=
∑
α
∫
Vα×BRk (0, ε)
ρα(x)[(u− v)+]β+1ϕR2(x)λ(x, y) dvolhα
≤3
2
∑
α
∫
Vα
ρα(x)ϕR
2(x)
(∫
BRk (0, ε)
[(u− v)+]β+1dy
)
µ(x) dx.
Now we estimate the integral onBRk(0, ε) by using the Ho¨lder inequality and (26), obtaining
∫
BRk (0, ε)
[(u− v)+]β+1 dy ≤
(∫
BRk (0, ε)
1 dy
) 2t−k
kt
·
(∫
BRk (0, ε)
[((u− v)+)β+12 ]2∗(t) dy
) 2
2∗(t)
≤
(
Γk ε
k
) 2t−k
kt
C2S
∫
BRk (0, ε)
|∇Rk((u− v)+)
β+1
2 |2 a(x, y)dy
= Γ
2t−k
kt
k ε
2t−k
t C2S
(
β + 1
2
)2 ∫
BRk (0, ε)
(
[(u− v)+]β−12 |∇Rk(u− v)|
)2
a(x, y) dy
=
Γ
2t−k
kt
k ε
2t−k
t C2S (β + 1)
2
4
∫
BRk (0, ε)
[(u− v)+]β−1|∇Rk(u− v)|2 a(x, y) dy
≤ Γ
2t−k
kt
k ε
2t−k
t C2S (β + 1)
2
2
∫
BRk (0, ε)
[(u− v)+]β−1|∇Rk(u− v)|2 a(x, y)λ(x, y) dy.
(29)
Arguing as in (27) and using Remark 3.4, we deduce
B2R ≤
3 Γ
2t−k
kt
k ε
2t−k
t C2S (β + 1)
2
4
∑
α
∫
Vα
ρα(x)
(
∫
BRk (0, ε)
a(x, y) [(u− v)+]β−1 |∇Rk(u− v)|2 λ(x, y)ϕ2R(x) dy
)
µ(x) dx
≤ 3 Γ
2t−k
kt
k ε
2t−k
t C2S (β + 1)
2
4
∑
α
∫
Vα×BRk (0, ε)
ρα(x)
(
a(x, y) [(u− v)+]β−1
|∇Φ∗αg(u− v)|2 ϕ2R(x)
)
dvolΦ∗αg
=
3 Γ
2t−k
kt
k ε
2t−k
t C2S (β + 1)
2
4
∫
Ω2R
a(z) [(u− v)+]β−1 |∇(u− v)|2 ϕ2R dvolg.
Summing up, for ε < ε1 we get
(30) B2R ≤
3C2S Γ
2t−k
kt
k ε
2t−k
t (β + 1)2
4
L2R.
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3.4. Estimate for C2R. Finally, let us estimate the term C2R. Exploiting the Young inequality
and the last inequality in (21), we get
C2R =
∫
Ω2R
a(z) [(u− v)+]β |∇(u− v)| |∇ϕR|ϕR dvolg
=
∫
Ω2R
a(z)
1
2 [(u− v)+]β−12 |∇(u− v)|ϕR a(z) 12 [(u− v)+]
β+1
2 |∇ϕR| dvolg
≤ τ ′
∫
Ω2R
a(z) [(u− v)+]β−1 |∇(u− v)|2 ϕ2R dvolg
+
1
4τ ′
∫
Ω2R
a(z) [(u− v)+]β+1 |∇ϕR|2 dvolg
≤ τ ′L2R + ‖a‖∞
τ ′R2
∫
Ω2R
[(u− v)+]β+1 dvolg.
If ε < ε1 the integral at the right-hand side can be estimated by (29), obtaining∫
Ω2R
[(u− v)+]β+1 dvolg =
∑
α
∫
Vα×BRk (0, ε)
ρα(x) [(u− v)+]β+1 λ(x, y) dvolhα
≤ 3
2
∑
α
∫
Vα
ρα(x)
(∫
BRk (0, ε)
[(u− v)+]β+1 dy
)
µ(x) dx
≤ 3Γ
2t−k
kt
k ε
2t−k
t C2S(β + 1)
2
4
∑
α
∫
Vα
ρα(x)
(
∫
BRk (0, ε)
a(x, y) [(u− v)+]β−1 |∇Rk(u− v)|2 λ(x, y) dy
)
µ(x) dx
≤ 3 Γ
2t−k
kt
k ε
2t−k
t C2S (β + 1)
2
4
∑
α
∫
Vα×BRk (0, ε)
ρα(x)
(
a(x, y) [(u− v)+]β−1
|∇Φ∗αg(u− v)|2 ϕ2R(x)
)
dvolΦ∗αg
=
3 Γ
2t−k
kt
k ε
2t−k
t C2S (β + 1)
2
4
∫
Ω2R
a(z) [(u− v)+]β−1 |∇(u− v)|2 dvolg.
Summing up, for ε < ε1 we get
(31) C2R ≤ τ ′L2R +
3C2S Γ
2t−k
kt
k ε
2t−k
t (β + 1)2 ‖a‖∞
4τ ′R2
∫
Ω2R
a(z) [(u− v)+]β−1 |∇(u− v)|2 dvolg.
3.5. End of the proof. We can now specialize the computations above, using particular val-
ues for the parameters. Fixing, for instance,
β = 2, τ ′ =
1
4
,
we can rewrite inequalities (28), (30), (31) as follows:
A2R ≤
(
τ +
ΘA
τ
)
L2R,
B2R ≤ ΘB L2R,
C2R ≤ 1
4
L2R + ΘC
R2
∫
Ω2R
a(z) (u− v)+ |∇(u− v)|2 dvolg,
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where
ΘA =
27C−ta C2SΓ
2t−2k
kt
k ε
2t−2k
t
16
ΘB =
27C2S Γ
2t−k
kt
k ε
2t−k
t
4
ΘC = 27C2S Γ
2t−k
kt
k ε
2t−k
t ‖a‖∞,
(32)
so that (22) becomes
2L2R ≤ |Λ| q (‖∇u‖∞ + ‖∇v‖∞)q−1
(
τ +
ΘA
τ
)
L2R + Lf ΘB L2R
+
1
2
L2R + 2 ΘC
R2
∫
Ω2R
a(z) (u− v)+ |∇(u− v)|2 dvolg.
Finally, we fix
τ =
1
2 |Λ| q (‖∇u‖∞ + ‖∇v‖∞)q−1
and we resume the previous computations as
(33) L2R ≤ Θ1 L2R + Θ2
R2
∫
Ω2R
a(z) (u− v)+ |∇(u− v)|2 dvolg,
where
(34) Θ1 :=
(
2 |Λ|2 q2 (‖∇u‖∞ + ‖∇v‖∞)2q−2 ΘA + LfΘB
)
, Θ2 := 2ΘC .
Let us now set
L˜R :=
∫
ΩR
a(z) (u− v)+ |∇(u− v)|2 dvolg,
so that, from the properties of ϕR stated in (21), it follows
L˜R ≤ L2R ≤ L˜2R.
Therefore by (33) we get
(35) L˜R ≤ θL˜2R,
where
θ :=
(
Θ1 +
Θ2
R2
)
.
Looking at (32) and (34) we see that, taking ε < ε1 sufficiently small and R sufficiently
large, we have θ < 2−γ , where γ is as in Assumption A4. Moreover, we are supposing
a, u, v, ∇u, ∇v ∈ L∞ (Ω) so, using Assumption A4, we obtain
L˜R ≤ CRγ ,
where we set C := C1 ‖a(z) (u− v)+ |∇(u− v)|2‖L∞(Ω).
Summing up, there exists 0 < ε0 < ε1 such that, if ε < ε0, we can apply Lemma 2.1 in
order to deduce L˜R = 0 for all R > 0. This in turn implies (u − v)+ |∇(u − v)+|2 = 0 in the
whole of Ω. Since (u − v)+ = 0 on ∂Ω, we get (u − v)+ = 0 everywhere, that is u ≤ v on the
whole of Ω and the weak comparison principle is proved.
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