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Update of the phase-shift analysis of the
low-energy πN data
Evangelos Matsinos, Gu¨nther Rasche
Abstract
This paper presents an updated phase-shift analysis (PSA) of the low-energy (pion
laboratory kinetic energy T ≤ 100 MeV) pion-nucleon (πN) data; this solution
will be referred to as ‘ZRH19’. In this research programme, the modelling of the
s- and p-wave K-matrix elements is achieved by following either of two methods:
a) suitable low-energy parameterisations or b) the analytical expressions obtained
from a hadronic model (‘ETH model’) based on meson-exchange t-channel Feynman
graphs, as well as on s- and u-channel graphs with N and ∆(1232) intermediate
states. Analytically included in the former case are the important direct (s-channel)
contributions from nearby baryon resonances in the partial waves P33 and P11. As it
does not impose any theoretical constraints onto the data, the analysis with the K-
matrix parameterisations is suitable for the reliable identification of the outliers in
the database (DB) and for the preparation of consistent input for further analysis.
After the removal of the outliers, the two elastic-scattering (ES) DBs are jointly
submitted to an analysis with the ETH model; the theoretical constraints of crossing
symmetry and isospin invariance are imposed at this stage. The optimal values of
the model parameters and the corresponding Hessian matrices are obtained from
these fits, and yield Monte-Carlo predictions for the low-energy constants of the
πN system, for the πN phase shifts, and for the usual low-energy πN observables.
The combined π+p and π−p charge-exchange (CX) DBs are also analysed following
the same procedure. During the last two decades, our PSAs make use of the Arndt-
Roper formula, enabling the controlled (i.e., regulated by the reported or assigned
normalisation uncertainty of each data set) rescaling of the data sets.
The essential difference to our past PSAs relates to the inclusion in the DB of the
two π−p s-wave ES lengths, extracted from measurements of the strong-interaction
shift of the ground state in pionic hydrogen. Although the addition of these highly
accurate measurements to the DB does not give rise to dramatic differences in
comparison to our recent PSAs, this modification has one important consequence:
the long-standing discrepancy between the value obtained (via an extrapolation to
T = 0 of the π−p s-wave scattering amplitude of the ETH model) from the analysis
of the ES DBs and the results extracted from pionic hydrogen is resolved. In spite of
this positive development, the other discrepancies, established in our earlier PSAs
of the low-energy πN data, persist; they comprise: differences in the results of the
fits to the two combined DBs - i.e., to the π±p ES DBs, and to the combined π+p
and π−p CX DBs; a general difficulty (revealed after the study of the resulting χ2
values of the various fits to the data) in the description of the π−p CX DB when
imposing on the data the theoretical constraints of crossing symmetry and isospin
invariance; the presence of bias in the scale factors in case of the fit to the combined
π+p and π−p CX DBs; and significant energy-dependent effects in the reproduction
of the absolute normalisation of the experimental data of the π−p CX reaction on
the basis of the fitted amplitudes obtained from the analysis of the π±p ES DBs
with the ETH model. Assuming the absence of significant systematic effects (e.g.,
a systematic underestimation) in the determination of the absolute normalisation
of the low-energy DB and the negligibility of any residual electromagnetic effects,
these discrepancies suggest that the isospin invariance is violated in the hadronic
part of the πN interaction at low energy.
PACS: 13.75.Gx; 25.80.Dj; 25.80.Gn; 11.30.-j
Key words: πN elastic scattering; πN charge exchange; πN phase shifts; πN
coupling constant; low-energy constants of the πN system; isospin breaking
1 Introduction
The papers under this permanent link represent updates of the analysis of
the low-energy pion-nucleon (πN) measurements, resting upon the use of the
Arndt-Roper minimisation function [1], which allows for the controlled (reg-
ulated by the reported or assigned normalisation uncertainty of each data
set) rescaling of the data sets. To enable an easy access to the history of the
development of this research programme and provide updates whenever new
results become available, the creation of a dedicated web site was first believed
to be an apposite solution; such a web site, hosted at the Paul Scherrer In-
stitut (PSI), was available in the past. In reality, there is no better place for
uploading such material than the preprint archive: the user may easily access
not only the latest updates, but also the history of the development (both of
the theoretical framework used in the description of the experimental data,
as well as of the techniques employed in the statistical analysis), contained in
earlier versions of the paper. Furthermore, the notification system of arXiv R©
is unbeatable.
The low-energy πN database (DB) comprises measurements of the differential
cross section (DCS), analysing power (AP), partial-total cross section (PTCS),
and total cross section (TCS) for the two elastic-scattering (ES) processes
(π±p → π±p) and for the π−p charge-exchange (CX) reaction (π−p → π0n).
Unlike all other analyses of the πN measurements, the studies of this pro-
gramme have always made use of the π+p PTCSs and TCSs, as well as of the
π−p CX TCSs; presumably, the PTCSs and the TCSs are not used in other
analyses because the integration of the DCS is deemed to be time-consuming.
In two of the experiments in the π−p CX DB, only the first three coefficients
in the Legendre expansion of the DCS have been reported.
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Also included in the DB are the results on the two π−p s-wave scattering
lengths acc and ac0 (pertaining to π
−p ES and CX, respectively), obtained
via the Deser formulae [2,3] from measurements of the strong-interaction shift
(henceforth, strong shift) ǫ1s [4,5] and of the total decay width Γ1s [4] of the
ground state in pionic hydrogen. In our past phase-shift analyses (PSAs), only
the ac0 result had been used in the optimisation; given their unprecedented ac-
curacy (for Pion-Physics standards), the extracted acc results had been used as
a means for assessing the consistency of the analysis in terms of the correctness
of the absolute normalisation of the data sets, of the negligibility of residual
electromagnetic (EM) effects in the corrections applied to the experimental
data, and of the fulfilment of the theoretical constraints of crossing symme-
try 1 and isospin invariance 2 . For the first time in this programme, also
included in the DB of this work are the two acc results from pionic hydrogen.
The backbone of our PSAs of the low-energy πN data is a hadronic model
which was developed at the ETH (Zurich) during the early 1990s. This model
(conveniently named ‘ETH model’) is based on four main Feynman graphs
(henceforth, graphs). Two of these graphs relate to the t-channel exchanges
of the lowest IG(JPC) = 0+(0++) (scalar-isoscalar) and 1+(1−−) (vector-
isovector) mesons, namely of the f0(500) and ρ(770). The s- and u-channel
contributions are modelled via N and ∆(1232) graphs. All remaining (analyt-
ical) contributions are small: they comprise the s- and u-channel amplitudes
from the well-established (four-star) s and p higher baryon resonances with
masses up to 2 GeV and, also for the first time in this paper, the t-channel con-
tributions of the scalar-isoscalar mesons with masses up to 2 GeV and known
branching fractions to ππ decay modes; two such states are well-established
[6]: the f0(980) and the f0(1500).
The term ‘low-energy’ implies the restriction of the pion laboratory kinetic
energy T below 100 MeV; after 1994, all PSAs of this programme have been
performed exclusively in the energy range from T = 0 (known as πN thresh-
1 The scattering amplitudes of the two ES processes are linked via the interchange
s↔ u in the two invariant amplitudes A±(s, t, u) and B±(s, t, u), where s, t, and u
are the Mandelstam variables.
2 Assuming that the isospin invariance holds in the πN interaction, only two (com-
plex) scattering amplitudes enter the description of the three low-energy πN reac-
tions: the isospin I = 3/2 amplitude (f3) and the I = 1/2 amplitude (f1). Fulfilment
of the isospin invariance in the hadronic part of the πN interaction implies that the
π+p reaction is described by f3, the π
−p ES reaction by (2f1 + f3)/3, and the π
−p
CX reaction by
√
2(f3 − f1)/3. From these relations, the following expression (tri-
angle identity) is obtained for the three corresponding amplitudes fpi+p, fpi−p, and
fCX:
fpi+p − fpi−p =
√
2fCX .
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old) to 100 MeV. There are four reasons why the analysis is restricted to this
energy domain.
• The low-energy DB is extensive enough to enable an exclusive analysis.
• In its current form, the ETH model is suitable for analyses at small val-
ues of the 4-momentum transfer. The use of the model above the ∆(1232)
resonance would entail the introduction of form factors.
• It is unlikely that theoretical constraints, which are valid in the high-energy
region, also hold at low energy; one such constraint is the isospin invariance
in the hadronic part of the πN interaction 3 . To estimate the dispersion
integrals, dispersion-relation analyses rely (by and large) on high-energy
data; therefore, the analysis of the low-energy measurements in an unbiased
way (i.e., without any high-energy influence) is not possible in such schemes.
It was recently demonstrated that one such popular partial-wave analysis
(PWA) [7] is biased in the low-energy region, in that it yields a solution
which does not reflect the behaviour of the bulk of the low-energy data [8].
• Interest in the low-energy πN interaction was maintained for almost three
decades by the possibility of extracting predictions for the πN Σ term using
the low-energy phase shifts as input; the extrapolation of the πN scattering
amplitude into the unphysical region is expected to be more reliable when
exclusively based on ‘close-by’ measurements, thus avoiding high-energy
influences. This possibility was realised in Ref. [9].
Before advancing, the following notation will be introduced in order to facili-
tate the repetitive referencing to the DBs of this work.
• DB+ for the π+p DB,
• DB− for the π−p ES DB,
• DB0 for the π−p CX DB,
• DB+/− for the combined DB+ and DB−, and
• DB+/0 for the combined DB+ and DB0.
In addition, the prefix ‘t’ (as, for instance, in tDB+) will denote a ‘truncated’
DB, i.e., a DB after the removal of the outliers (i.e., of the measurements in
the DB which do not tally with the general behaviour of the bulk of the data).
Finally, DoF will stand for ‘degree of freedom’ and NDF for ‘number of DoFs’.
The structure of this paper is as follows.
• In Section 2, the two ways of modelling the s- and p-wave K-matrix el-
ements are described. a) The hadronic model (i.e., the ETH model) is
isospin-invariant and also incorporates the constraint of crossing symme-
3 In the following, ‘isospin invariance in the πN interaction’ will be used as the
short form of ‘isospin invariance in the hadronic part of the πN interaction’. It is
known that the isospin invariance is broken in the EM part of the interaction.
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try. The data description is currently achieved on the basis of seven real
parameters. b) The second model employs simple low-energy parameteri-
sations of the s- and p-wave K-matrix elements; to distinguish it from the
ETH model, it will be referred to as ‘phenomenological’ whenever necessary.
As the forms used in the low-energy parameterisations of the s- and p-wave
K-matrix elements do not impose theoretical constraints onto the data, the
phenomenological model is suitable for the identification of the outliers in
the DB and for assessing the consistency of the data prior to their submis-
sion to further analysis (with the ETH model). The data description with
the phenomenological model is achieved with seven real parameters for each
value of the total isospin I (i.e., for I = 1/2, 3/2). At the end of Section
2, a few important details are given regarding the minimisation function
and other quantities which are necessary in quantifying the quality of the
reproduction of data sets.
• Section 3 presents an updated PSA of the low-energy data. Results for
the parameters of the ETH model are given, as well as the corresponding
predictions for the low-energy constants of the πN system and for the phase
shifts. A thorough analysis of the scale factors of the experiments contained
in the tDBs follows, along with the details of the reproduction of data sets
which have not been included in our initial DBs. Finally, the reproduction
of the DB0 is investigated on the basis of predictions extracted from the fits
of the ETH model to the tDB+/−.
• Section 4 speculates on the origin of the discrepancies observed in the anal-
ysis of the low-energy tDBs. Three possibilities are addressed. The first is
a trivial one, laying the blame for the discrepancies on experimental mis-
matches. The second attributes the effects (at least, in part) to the incom-
pleteness of the EM corrections applied to the hadronic part of the πN
scattering amplitude on the way to the evaluation of the observables. In
Physics terms, the third possibility is the most compelling one. It posits the
thesis that the discrepancies point to a departure from the triangle identity,
thus attributing the effects to the violation of the isospin invariance in the
πN interaction.
• The results are discussed in the last section, and our understanding of the
dynamics of the πN system at low energy is summarised.
It will be assumed that the physical quantities appearing in this paper, be
they model parameters, scattering lengths/volumes, phase shifts, etc., are not
purely hadronic; they probably contain residual EM effects. Such effects are
predominantly associated with the use of the physical (instead of the unknown
hadronic) masses of the proton, of the neutron, and of the charged and neutral
pions (in the hadronic part of the interaction) in the determination of the EM
corrections. Although part of these effects might have already been captured
by the procedure put forward in the determination of the EM corrections in
Refs. [10,11], it remains unknown how large any residual effects might be. Evi-
dently, the importance of the residual EM corrections must be assessed before
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advancing to definite conclusions regarding the level of the isospin breaking in
the πN interaction. At present, one cannot but retain the cautious attitude
of considering all hadronic quantities in all analyses of the πN data as ‘EM-
modified’ 4 . However, as the repetitive use of this term is tedious, it will be
omitted.
The proper references to the low-energy πN measurements, on which our PSAs
are based, may be found in earlier papers; only those of the experimental re-
ports, which attract particular attention in parts of this work, will be explicitly
cited.
2 Modelling of the s- and p-wave K-matrix elements
2.1 The history of the ETH model
The ETH model is the product of the study of the properties of pionic-atom
data of isoscalar nuclei [12,13,14] within the framework of the relativistic
mean-field theory of the 1980s; pursued in that investigation was an expla-
nation for the s-wave repulsion in the π-nucleus interaction. In its original
form, the model did not contain any off-shell contributions in the ∆(1232)
propagator. Owing to the interest of the ETH(Zurich)-Neuchaˆtel-PSI Collab-
oration to measure ǫ1s and Γ1s in pionic hydrogen and deuterium, the emphasis
in the early 1990s was placed on the extraction of predictions for the scattering
lengths. The first attempts to account for the energy dependence of the then
available phase shifts (up to the position of the ∆(1232) resonance) turned
out to be successful after the inclusion of the spin-1/2 contributions in the
∆(1232) propagator [15,16,17].
Of importance in the foundation of the model was Ref. [18]. The analytical
contributions from the main graphs of the model to the partial-wave ampli-
tudes are detailed in Appendix A of that paper. Also extracted in Ref. [18]
were estimates for the model parameters, obtained from fits to three com-
monly used (at that time) phase-shift solutions, for the scattering lengths and
volumes, and for the πN Σ term. A subsequent paper [19] investigated the
reproduction of the modern (meson-factory) low-energy πN measurements:
sizeable discrepancies between the model predictions (derived on the basis of
4 In some earlier works, all such quantities were marked by the symbol ‘˜’. In
view of the fact that all hadronic quantities obtained from all PSAs/PWAs of the
data (be they parameters used in the modelling or predictions derived thereof) are
unavoidably affected, there is no such need. Owing to the presence of these residual
EM effects, there is no purely hadronic quantity in any of the PSAs/PWAs of the
πN data, not only in those conducted within this programme.
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the fitted values of Ref. [18]) and the modern data were observed on several
occasions.
In order to validate the results obtained with the model, a novel parameter-
isation of the s- and p-wave K-matrix elements was developed and applied
to the π+p DCSs in Ref. [20]. The method, put forward in that paper, be-
came indispensable in subsequent works. On the one hand, the modelling of
the hadronic part of the πN interaction in terms of these parameterisations
is devoid of theoretical constraints, other than the expected low-energy be-
haviour of the K-matrix elements. As a result, this approach is suitable for
assessing the consistency of the DB and for reliably identifying the outliers.
On the other hand, deployed for the first time in Ref. [20] was an alternative
(compared to the earlier works) plan of action, one which was pursued in all
subsequent works: the extraction of the important information from direct fits
to the low-energy πN measurements, rather than to the ‘fitted’ phase-shift
results of other works.
After the compatibility of the results obtained with the phenomenological
model and those extracted from the fits of the ETH model to the (same) data
was verified, the investigation turned upon the development of the method-
ology aiming at the extraction of reliable hadronic information from the low-
energy πN measurements. The first attempt towards this objective was made
with the implementation of a robust optimisation scheme [21,22]; in those
works, the isospin invariance in the πN interaction was also addressed. How-
ever, experience showed that the general lack of familiarity with robust regres-
sion techniques in the πN domain was an impediment to the dissemination
of the important results. Consequently, it was decided some time in 1998 that
more conventional statistical approaches be followed in subsequent works.
An important step was next taken. The EM corrections (which must be applied
to the phase shifts and to the partial-wave amplitudes on the way to the eval-
uation of the observables) were obtained in an iterative procedure comprising
two stages: a) fits of the ETH model to the modern data and b) the numeri-
cal solution of relativised Schro¨dinger equations containing EM and effective
hadronic potentials. A few iteration steps sufficed to achieve convergence of
the EM corrections. The newly obtained EM corrections [10,11] replaced (in
our subsequent PSAs) those of the NORDITA group [23,24,25]. An upgraded
PSA of the DB+/− with the EM corrections of Refs. [10,11], also featuring the
Arndt-Roper minimisation function [1], was presented in Ref. [26].
A number of subjects were addressed in more recent papers. A new PSA
was performed in Ref. [27], improving on Ref. [26] in two respects: a) only
one test for the acceptance of each data set was performed in Ref. [27] (on
the basis of the contribution of that data set to the overall χ2min) and b)
a more stringent acceptance criterion was adopted in the statistical tests,
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namely the p-value 5 threshold pmin which is associated with 2.5σ effects
in the normal distribution. The new pmin value is approximately equal to
1.24 · 10−2, i.e., slightly exceeding 1.00 · 10−2, the threshold regarded by most
statisticians as the outset of statistical significance. The isospin invariance in
the πN interaction was revisited in Ref. [28]; the results were found compatible
with those reported in earlier works [21,26].
In two subsequent papers [29,30], exclusive analyses of the low-energy π±p
DCSs of the CHAOS Collaboration [31] (referred to as ‘DENZ04’ in our DBs)
were conducted. The important conclusion in both works was that the angular
distribution of the DENZ04 π+p data sets is incompatible with the rest of the
modern DB+ (which had been established as consistent in Refs. [21,26,27]).
Unable to come up with an explanation for this mismatch, we decided to
refrain from using any part of the DENZ04 DCSs in the PSAs of this pro-
gramme.
Finally, the derivation of the contributions from all graphs of the ETH model
to the partial-wave amplitudes and a new evaluation of the Σ term appeared
in Ref. [32], a paper which is as important as Ref. [18] in providing insight
into the various contributions to the model amplitudes and in enabling (if
required) the straightforward implementation of the K-matrix elements of the
ETH model in other works.
2.2 The physical content of the ETH model
As already mentioned in Section 1, the ETH model is mainly based on graphs
of f0(500) and ρ(770) t-channel exchanges, as well as on the N and ∆(1232)
s- and u-channel contributions (see Fig. 1). The derivative coupling in the
I = J = 0 t-channel graph was added (for the sake of completeness) in
Ref. [21]. The small contributions to the s and p partial waves from the well-
established (four-star) s and p higher baryon resonances with masses up to 2
GeV are also analytically included.
Prior to this work, the t-channel contributions to the partial-wave amplitudes
of the ETH model were accounted for by the exchange of one scalar-isoscalar
(IG(JPC) = 0+(0++) or I = J = 0) meson (i.e., of the f0(500), simply named
σ in all earlier works) and of one vector-isovector (IG(JPC) = 1+(1−−) or
I = J = 1) meson (i.e., of the ρ(770)). On account of consistency, there
is no reason to avoid including in the model the t-channel exchanges of all
well-established (with known branching fractions to ππ) scalar-isoscalar and
vector-isovector mesons with masses up to 2 GeV, given that the corresponding
5 It is casual to refer to p-values in the statistical hypothesis testing in most domains
of basic or applied research in Economics, Psychology, Biology, Medical Physics, etc.
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f0(500)
π π
N N
π π
N NN,∆(1232)
π π
ρ(770)
π π
N NN,∆(1232)
N N
Fig. 1. The main Feynman graphs of the ETH model: scalar-isoscalar (I = J = 0)
and vector-isovector (I = J = 1) t-channel graphs (upper part), and N and ∆(1232)
s- and u-channel graphs (lower part). Not shown in this figure, but also analytically
included in the model, are the small contributions from the well-established s and
p higher baryon resonances with masses up to 2 GeV. Analytically included, for the
first time in this work, are the t-channel exchanges of two well-established (with
known branching fractions to ππ) scalar-isoscalar mesons with masses up to 2 GeV,
see Section 3 for details.
contributions from the higher baryon resonances (in this mass range) to the s
and u channels have been part of the ETH model since 1993. Two such graphs
will be included in this work (see Section 3); the impact of this modification
on the important results of the analysis is insignificant.
Information on the model parameters may be obtained from several earlier
papers, e.g., from Refs. [18,32]. Regarding the f0(500), the recommendation
by the Particle-Data Group (PDG) is to make use of a Breit-Wigner mass
between 400 and 550 MeV, see the properties of f0(500) in the recent PDG
compilation [6]. As a result, the fits of the ETH model are currently performed
at seven (evenly spaced and equally weighted) mσ values between 400 and
550 MeV. All uncertainties herein (in the values of the model parameters, in
the predictions for the low-energy constants of the πN system, in the phase
shifts, etc.) contain the effects of the mσ variation, as well as the Birge factor√
χ2min/NDF (if exceeding 1).
When a fit to the data is made using all eight parameters of the ETH model, it
turns out that there are strong correlations among Gσ, Gρ, and x. To suppress
these correlations, one of these parameters needs to be fixed. The fits of the
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ETH model have been performed for over two decades using x = 0. Therefore,
each fit of the ETH model (at fixedmσ) is achieved by variation of the following
seven parameters.
• Scalar-isoscalar t-channel graph: Gσ and κσ
• Vector-isovector t-channel graph: Gρ and κρ
• N s- and u-channel graphs: gpiNN
• ∆(1232) s- and u-channel graphs: gpiN∆ and Z
The s and p higher baryon resonances do not introduce any additional free
parameters [32]; the same applies to the t-channel contributions of f0(980)
and f0(1500), see Section 3.
It must be mentioned that the low-energy πN data may be fitted to with
fewer model parameters. For instance, the coupling constant gpiN∆ could be
fixed from the decay width of the ∆(1232) resonance, see the comments in
Section 3.4.1. In addition, the derivative-to-normal coupling (of the scalar-
isoscalar mesons f0 to the pion) κσ could be fixed to 0; since the introduction
of this coupling in the mid 1990s, the fitted values of κσ have been compatible
with 0. Therefore, the low-energy πN data could be fitted to with only five
model parameters; although this possibility might be enquired into in the
future, we would rather retain the freedom and flexibility of a seven-parameter
optimisation at this time.
A number of physical constants must be fixed in our PSAs; the values of these
quantities, taken from the recent PDG compilation [6], are detailed in Table
1. The small d and f waves are fixed from the SAID ‘current solution’ [7], at
present from their WI08 solution.
2.3 The phenomenological model
The assumptions in analyses employing the K-matrix parameterisations of
this section relate to: a) the number of terms which one retains from the infi-
nite power series (expansion of the hadronic K-matrix elements in terms of a
suitable variable, e.g., of the pion kinetic energy ǫ in the center-of-momentum
(CM) system), and b) the forms used in the modelling of the resonant con-
tributions. Experience shows that our low-energy parameterisations of the s-
and p-wave K-matrix elements successfully capture the dynamics of the πN
system. A variety of tests have been carried out, demonstrating beyond doubt
that the outliers are flanked by measurements which can successfully be ac-
counted for by the phenomenological model. Therefore, the identification of
outliers in the fits cannot be attributed to the inadequacy of the parametric
forms of this section to account for the energy dependence of the phase shifts;
it points to experimental discrepancies.
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Table 1
The values of the physical constants used in this work, obtained from the recent
PDG compilation [6]. The value of Γ∆ is the product of the ∆(1232) total Breit-
Wigner width and the resonance’s branching fraction to πN decay modes (nearly
100 %).
Physical quantity (unit) Value
Inverse of the fine-structure constant α−1 137.035999139
~c (MeV fm) 197.3269788
Electron mass me (MeV) 0.5109989461
Charged-pion mass mc (MeV) 139.57061
Neutral-pion mass m0 (MeV) 134.977
ρ(770) mass mρ (MeV) 775.26
Proton mass mp (MeV) 938.2720813
Neutron mass mn (MeV) 939.5654133
Pion charge radius Rc (fm) 0.672
Proton magnetic moment κp + 1 (µN ) 2.79284734462
Pion-decay constant Fpi (MeV) 130.50
∆(1232) Breit-Wigner mass M∆ (MeV) 1232
Γ∆ (MeV) 117 · 0.994
In the analysis of the measurements with the phenomenological model, terms
up to O(ǫ2) are retained. Owing to the current uncertainties in the mea-
surements, the coefficients of higher orders in the expansion of the K-matrix
elements cannot be determined reliably from the available low-energy data.
2.3.1 Fits of the phenomenological model to the low-energy DB+
For the π+p reaction, the s-wave phase shift is parameterised as
q cot δ
3/2
0+ = (a
3/2
0+ )
−1 + b3ǫ+ c3ǫ
2 , (1)
where q denotes (the magnitude of) the CM 3-momentum. The p1/2-wave
phase shift is parameterised according to the form
tan δ
3/2
1− /q = d31ǫ+ e31ǫ
2 . (2)
As the p3/2 wave contains the ∆(1232) resonance, a singular (at W = M∆)
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term must be added to the background term, leading to the expression
tan δ
3/2
1+ /q = d33ǫ+ e33ǫ
2 +
Γ∆M∆
2q3∆(p0∆ +mp)
(p0 +mp)q
2
W (M∆ −W )
+ Corresponding contribution from ∆(1600) , (3)
where p0 is the proton CM energy andW is the total CM energy; the quantities
M∆ and Γ∆ are defined in Table 7. The quantities q∆ and p0∆ denote the
values of the variables q and p0, respectively, atW = M∆. The singular term in
Eq. (3) was obtained from Ref. [32], seeK1+ in Eqs. (39) and the corresponding
K
3/2
1+ element (after the isospin decomposition of K1+ is taken into account),
as well as footnote 10 therein. Added for the first time is the contribution of
∆(1600), which became a well-established P33 resonance in the recent PDG
compilation [6], see Table 3. Of course, this contribution is easy to obtain
from Section 3.4 of Ref. [32] by simply replacing M∆ and the partial decay
width of the ∆(1232) resonance with the corresponding values of the ∆(1600)
resonance.
2.3.2 Fits of the phenomenological model to the low-energy DB− and DB0
The isospin I = 3/2 amplitudes, obtained from the final fit of the phenomeno-
logical model to the tDB+, are imported into the analysis of the low-energy
DB− and DB0. In this part, another seven parameters (different for these two
DBs) are introduced, to parameterise the I = 1/2 amplitudes. The necessary
parametric forms are similar to those given by Eqs. (1)-(3), with the parame-
ters a
1/2
0+ , b1, c1, d13, e13, d11, and e11. It is necessary to explicitly include one
additional contribution in the phase shift δ
1/2
1− (P11). This contribution mainly
originates from a P11 higher baryon resonance (known as ‘Roper resonance’),
and is of importance due to the proximity of the resonance’s pole position to
the low-energy region. Given that this contribution must be taken into ac-
count, the second P11 baryon resonance of Table 3 has also been included in
δ
1/2
1− , despite the fact that its pole position is distant for any significant impact
at low energy.
tan δ
1/2
1− /q = d11ǫ+ e11ǫ
2
+
2∑
i=1
(ΓR)i(MR)i ((p0R)i +mp)
2(q3R)i ((MR)i +mp)
2
(W +mp)
2q2
W ((MR)i −W ) (p0 +mp) , (4)
where (ΓR)i is the partial decay width of each contributing P11 resonance
to πN decay modes and (MR)i is the Breit-Wigner mass of that state. The
quantities qR and p0R denote the q and p0 values at the position of each
resonance (W = (MR)i). The singular terms in Eq. (4) were obtained from
Ref. [32], see Section 3.5.1 therein, in particular, Eq. (54) for K1−.
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2.4 Minimisation function
In our recent PSAs of the πN data, use has been made of the minimisation
function which was introduced by Arndt and Roper in 1972 [1], i.e., of the
function which the SAID group also use in their analyses of the πN data. The
contribution of the j-th data set to the overall χ2 reads as:
χ2j =
Nj∑
i=1
(
yexpij − zjythij
δyexpij
)2
+
(
zj − 1
δzj
)2
, (5)
where yexpij denotes the i-th data point of the j-th data set, y
th
ij the corre-
sponding fitted (‘theoretical’) value, δyexpij the statistical uncertainty of y
exp
ij ,
zj a scale factor (applied to the data set as a whole), δzj the normalisation
uncertainty (reported or assigned), and Nj the number of the accepted (i.e.,
not identified as outliers) data points in the data set. The fitted values ythij are
obtained by means of the parameterised forms of the s- and p-wave amplitudes
of Sections 2.2 and 2.3. The value of the scale factor zj is chosen such as to
minimise χ2j ; for each data set, a unique solution for zj is thus obtained:
zj =
∑Nj
i=1 y
exp
ij y
th
ij /(δy
exp
ij )
2 + (δzj)
−2
∑Nj
i=1(y
th
ij /δy
exp
ij )
2 + (δzj)−2
, (6)
leading to
(χ2j)min =
Nj∑
i=1
(yexpij − ythij )2
(δyexpij )
2
−
(∑Nj
i=1(y
exp
ij − ythij )ythij /(δyexpij )2
)2
∑Nj
i=1(y
th
ij /δy
exp
ij )
2 + (δzj)−2
. (7)
The overall χ2 =
∑N
j=1(χ
2
j )min (where N denotes the number of the accepted
data sets in the fit) is a function of the parameters entering the modelling of the
s- and p-wave amplitudes. These parameters are varied until χ2 is minimised,
yielding χ2min.
For the optimisation, the MINUIT package [33] of the CERN library (FOR-
TRAN version) has exclusively been used throughout this programme. Each
optimisation is achieved with the sequence: SIMPLEX, MINIMIZE, MIGRAD,
and MINOS.
• SIMPLEX is a function-minimisation method, using the simplex method of
Nelder and Mead. Being a stepping method, SIMPLEX does not produce a
Hessian matrix.
• MINIMIZE minimises the user-defined function by calling MIGRAD and
reverts to SIMPLEX in case that MIGRAD fails to converge.
• MIGRAD is the workhorse of the MINUIT software library. It is a variable-
metric method, also checking for the positive-definiteness of the Hessian
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matrix.
• MINOS performs a detailed error analysis, separately for each of the model
parameters. As it takes into account the non-linearities, as well as the cor-
relations among the parameters, it yields reliable estimates for the (asym-
metric) fitted uncertainties of the model parameters.
All aforementioned methods admit an optional argument, fixing the maximal
number of calls of each particular method; if this limit is reached, the corre-
sponding method is terminated (by MINUIT, internally) regardless of whether
the method has converged or not. To ensure the successful termination of the
MINUIT application and the convergence of its methods, the MINUIT output
is routinely inspected; the only failures, ever observed in this programme, were
those relating to the analysis of the CHAOS DCSs [29,30].
2.5 Assessment of the quality of the reproduction of a data set by a baseline
solution
To quantify the quality of the reproduction of data sets by a reference or base-
line solution (BLS), one may follow the methodology put forward in Ref. [30];
the details are repeated here for the sake of self-sufficiency. A few definitions
will be given first.
• A BLS is a set of values and associated uncertainties (ythij , δythij , i ∈ [1, Nj ]),
corresponding to the values of the kinematical variables, i.e., of T and of the
CM scattering angle θ, at which the measurements (yexpij , δy
exp
ij , i ∈ [1, Nj])
have been acquired.
• A BLS comprises predictions obtained by means of a Monte-Carlo simula-
tion, taking into account the results of the optimisation (the fitted values
and uncertainties of the model parameters, as well as the Hessian matrix of
each fit) of a PWA of πN data.
Being a sum of independent normalised residuals, each following the normal
distribution, the test-statistic - to be introduced by Eq. (11) - is expected to
follow the χ2 distribution. As the objective is the identification of data sets
which are poorly reproduced, the expressions of this section are tailored to
one-sided tests (right-tail events).
Let the background process, underlying the phenomenon under investigation,
be a stochastic one, described by the probability density function f(x) ≥ 0,
where x ∈ [0,∞) is a numerical result obtained from a measurement conducted
on the system. Kolmogorov’s second axiom dictates that
∫
∞
0
f(x)dx = 1 .
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The p-value is defined as the upper tail of the corresponding cumulative dis-
tribution function
p(x0) =
∫
∞
x0
f(x)dx . (8)
The p-value represents the probability that a new measurement on the same
system (under identical conditions) yield a result x which is more statistically
significant than x0 (in this case, the result x > x0). Assuming the validity of
the null hypothesis, the p-value may therefore be interpreted as the measure
of the result x0 being due to chance: ‘small’ p-values attest to the statistical
significance of the measurement which yielded the result x0.
Evidently, before assessing the statistical significance of a measurement, one
must define what is meant by ‘small’. The pmin value, signifying the outset of
statistical significance 6 , is the only subjective notion in Statistics. In reality,
the fixation of pmin rests upon a delicate trade-off between two risks: a) of
accepting the alternative hypothesis (of an effect not being due to statistical
contrivance) when it is false and b) of rejecting the alternative hypothesis
when it is true. Of relevance in the fixation of the pmin value is a decision as to
which of these two risks is being assigned greater importance. For instance, if
the implications of risk (b) are deemed to be more serious compared to those
of risk (a), an increase of the pmin value is tenable.
Most statisticians accept pmin = 1.00 · 10−2 as the outset of statistical signifi-
cance and pmin = 5.00·10−2 as the threshold of probable statistical significance.
An interesting 2013 paper [34] interprets the lack of reproducibility of the re-
sults in various scientific disciplines as evidence that the currently accepted
pmin values are rather ‘optimistic’. To compensate for this, the author sug-
gests the reduction of the established thresholds by one order of magnitude 7 .
Although that paper stimulated a lively debate, in particular in 2014, it is un-
likely that the currently accepted thresholds of statistical significance will be
revised any time soon. For the time being, the 2.5σ threshold (our default pmin
value since 2012) will continue to mark the outset of statistical significance in
this programme.
The probability density function of the χ2 distribution with ν > 0 DoFs reads
as:
f(x, ν) =


1
2ν/2Γ(ν/2)
xν/2−1 exp(−x/2), for x > 0
0, otherwise
(9)
6 The threshold of statistical significance is usually denoted as α.
7 Although Ref. [34] states that “nonreproducibility in scientific studies can be at-
tributed to a number of factors, including poor research designs, flawed statistical
analyses, and scientific misconduct”, it is more likely that, at least as far as the πN
domain is concerned, the main reason is ‘excessive optimism’ when assessing the sys-
tematic effects in the experiments; in short, it is very likely that these uncertainties
have systematically been underestimated.
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where Γ(y) is the gamma function
Γ(y) =
∫
∞
0
ty−1 exp(−t)dt .
For a quantity x following the χ2 distribution, the expectation value E[x] is
simply equal to ν and the variance E[x2]− (E[x])2 is equal to 2ν. The relation
E[x] = ν has led most physicists to the use of the reduced χ2 value (i.e., of the
ratio χ2/ν) as a measure of the quality of the data description in the modelling
or in the reproduction of measurements; provided that χ2/ν ≈ 1, the outcome
of a test is claimed to be satisfactory. At this point, the following two remarks
need to be made.
• The statistical hypothesis testing formally relies on the use of the p-value.
The use of the reduced χ2 to quantify the statistical significance is an ap-
proximate ‘rule of thumb’, an informal one.
• The interesting question in the statistical hypothesis testing relates to the
value of χ2/ν at which the results start to be unsatisfactory; evidently, a
threshold value for χ2/ν may be extracted from pmin, yet it is (obviously)
ν-dependent, hence cumbersome to use.
Evidently, such a departure from simplicity is counterproductive. To assess
the statistical significance of a result, one simply needs to compare the corre-
sponding p-value, associated with the estimated χ2 for ν DoFs, to pmin. This is
achieved by simply inserting f(x, ν) of Eq. (9) into Eq. (8), along with x0 = χ
2,
and evaluating the integral; several software implementations of dedicated al-
gorithms are available, e.g., see Refs. [35] (Chapter on ‘Gamma Function and
Related Functions’) and [36], the routine PROB of the FORTRAN implemen-
tation of the CERN software library (which, unlike most other routines of
CERNLIB, is sadly available only in single-precision floating-point format),
the functions CHIDIST/CHISQ.DIST.RT of Microsoft Excel, etc.
Various definitions of the ‘data set’ have been in use, involving different choices
of the experimental conditions which must remain stable/constant during the
data-acquisition session. The properties of the incident beam and the (phys-
ical, geometrical) properties of the target were used in the past in order to
distinguish the data sets of experiments performed at one place (at a meson
factory) over a short period of time (typically, a few weeks). However, data sets
have appeared in experimental reports relevant to the πN interaction, which
not only involved different beam energies, but also contained measurements
of different reactions (mixing π+p and π−p ES measurements). As a result,
the prerequisite for accepting data points as comprising one data set is that
they share the same measurement of the absolute normalisation (and, conse-
quently, normalisation uncertainty δzj). Of course, this is a prerequisite, hence
a necessary, not a sufficient, condition. The decision regarding the acceptance
of a set of measurements as comprising one data set cannot be made without
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an investigation of the stability of the experimental conditions at which the
measurements had been acquired (which ‘outsiders’ cannot easily assess), as
well as of their (on/off-line) processing on the way to the extraction of the
final experimental results.
After this introduction, it is time we entered the details of the reproduction
of the data sets. Described in the remaining part of this section are tests of
the overall reproduction, of the shape, and of the absolute normalisation. It
is assumed that the absolute normalisation of the j-th data set is known to a
relative uncertainty δzj and that none of the important quantities, appearing
in the denominators of the expressions of this section, vanishes.
As mentioned in the beginning of the section, the methodology for assessing
the quality of the reproduction of the j-th data set was put forward in Ref. [30];
it involves the evaluation of the amount of (the controlled) rescaling to be
applied to the BLS (ythij , δy
th
ij , i ∈ [1, Nj]) in order that it ‘best’ accounts for
the data set (yexpij , δy
exp
ij , i ∈ [1, Nj]).
First, the ratios rij = y
exp
ij /y
th
ij are evaluated; if the quantities y
exp
ij and y
th
ij are
independent (which is certainly true herein, given that the tested data sets
have not been used in the determination of the BLS), the uncertainties δrij
are obtained in terms of the application of Gauss’ error-propagation formula
δrij = rij
√√√√(δyexpij
yexpij
)2
+
(
δythij
ythij
)2
. (10)
The quality of the reproduction is judged on the basis of the function χ2j (zj)
defined as
χ2j (zj) =
Nj∑
i=1
(
rij − zj
δrij
)2
+
(
zj − 1
δzj
)2
. (11)
It will be convenient to introduce the weights wij via the relation wij =
(δrij)
−2.
The second term on the right-hand side of Eq. (11) takes account of the
rescaling of the BLS. This contribution depends on how well the absolute
normalisation of the j-th data set is known: if it is poorly known, δzj is large
and the resulting contribution from the rescaling of the data set is small; the
opposite is true for a well-known absolute normalisation. Evidently, the ‘best’
reproduction of the j-th data set is achieved when, by varying zj , the function
χ2j (zj) is minimised, resulting in the condition
∂χ2j (zj)
∂zj
= 0 .
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The solution of this equation is
zj =
∑Nj
i=1wijrij + (δzj)
−2∑Nj
i=1wij + (δzj)
−2
. (12)
Inserting this expression for zj into Eq. (11), one obtains
(χ2j)min =

Nj∑
i=1
wij + (δzj)
−2


−1
 Nj∑
i=1
wij
Nj∑
i=1
wijr
2
ij −
( Nj∑
i=1
wijrij
)2
+ (δzj)
−2
Nj∑
i=1
wij(rij − 1)2

 . (13)
Expression (13) yields the minimal χ2 value for the reproduction of the j-th
data set, containing Nj data points. In fact, one additional measurement had
been made on that data set, namely the one fixing its absolute normalisation,
which is known with relative uncertainty δzj . Therefore, the NDF for this data
set is equal to Nj + 1 − 1 = Nj; the subtraction of one unit is due to the use
of Eq. (12) as a constraint, fixing the value of the scale factor zj. Therefore,
the quantity (χ2j)min of Eq. (13) is expected to follow the χ
2 distribution with
ν = Nj DoFs. To obtain the p-value of the overall reproduction of the j-th data
set, one uses Eq. (8) with f(x) = f(x, ν) of Eq. (9), along with x0 = (χ
2
j)min
and ν = Nj .
Two additional tests on each data set are possible. These tests are useful if
the overall reproduction of a data set is poor; they determine whether the
inadequate reproduction is to be blamed on the shape or on the absolute
normalisation of the data set.
• To examine the shape of the j-th data set (with respect to that of the
BLS), one must allow the BLS to reproduce the data set regardless of the
rescaling contribution in Eq. (11). This is equivalent to setting δzj → ∞
or (δzj)
−2 = 0 in Eqs. (12) and (13). The corresponding quantities will be
denoted as zˆj (optimal scale factor) and (χ
2
j )stat, respectively; the quantity
(χ2j)stat represents the fluctuation in the j-th data set which (assuming the
correctness of the shape of the data set) is of pure statistical nature.
zˆj =
∑Nj
i=1wijrij∑Nj
i=1wij
(14)
(χ2j )stat =

Nj∑
i=1
wij


−1

Nj∑
i=1
wij
Nj∑
i=1
wijr
2
ij −

Nj∑
i=1
wijrij


2

 (15)
As expected, both expressions are identical to those derived for the weighted
average of a set of independent measurements and for the corresponding χ2
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value for constancy. Owing to the fact that the normalisation uncertainty
is not used in Eq. (15), the quantity (χ2j )stat is expected to follow the χ
2
distribution with ν = Nj−1 DoFs. The p-value, obtained from Eq. (8) with
x0 = (χ
2
j)stat and ν = Nj − 1, may be used in order to assess the constancy
of the values rij or, equivalently in this case, to examine the shape of the
j-th data set with respect to the BLS 8 .
• To assess the compatibility of the absolute normalisations of the j-th data
set and of the BLS, one first estimates the rescaling contribution to (χ2j)min
via the relation
(χ2j)sc = (χ
2
j)min − (χ2j)stat =
(δzj)
−2
(∑Nj
i=1wij(rij − 1)
)2
(∑Nj
i=1wij + (δzj)
−2
)∑Nj
i=1wij
, (16)
where use of Eqs. (13) and (15) has been made. The quantity (χ2j )sc is
expected to follow the χ2 distribution with 1 DoF (which, of course, is the
normal distribution).
To summarise, the following tests of the quality of the reproduction of the
j-th data set by a BLS may be made.
• The overall reproduction is tested using (χ2j)min of Eq. (13) as x0 in Eq. (8)
and ν = Nj DoFs. If this test fails (i.e., if it returns a p-value smaller than
pmin), the next two tests are of interest.
• The shape (statistical fluctuation) is tested using (χ2j )stat of Eq. (15) as x0
in Eq. (8) and ν = Nj − 1 DoFs.
• The absolute normalisation is tested using (χ2j )sc of Eq. (16) as x0 in Eq. (8)
and ν = 1 DoF.
Evidently, the only subjective aspect in the procedure, employed in the data
analysis, concerns the choice of the pmin value signifying the outset of statistical
significance.
3 The 2019 PSAs
The solution, presented in this paper, will be referred to as ‘ZRH19’.
8 In reality, the test simply assesses how well the data points of the set are repre-
sented by their average value. A failure suggests either a bad shape (e.g., a slope
being present in the data) or ‘scattered’ input values with small uncertainties.
19
3.1 On the inclusion in the DB− of the acc values extracted from pionic hy-
drogen
The essential difference to our past PSAs relates to the inclusion in the DB− of
the two results on the π−p s-wave ES length acc, extracted (via the first of the
Deser formulae [2,3]) from PSI measurements of ǫ1s in pionic hydrogen [4,5].
As mentioned in Section 1, these values had been used, up to now, for assessing
the consistency of the analysis; given their impressive accuracy, it appeared
to us that such a role would maximise the potential of these measurements.
However, the comparison between the pionic-hydrogen results for acc and those
obtained via the extrapolation of the π−p scattering amplitude to threshold
gave rise to a persisting discrepancy, see Refs. [26,37,27,29], as well as the first
version of this paper. Arguments were put forward (e.g., see end of Section
3.2.3 in the first version of this paper) for a possible explanation for this
discrepancy in terms of a mismatch in the absolute normalisation between the
‘experimentally obtained’ acc values (converted into relevant cross sections)
and the five π−p ES DCS data sets [38,39,40,41], representing the closest (to
threshold) DCS measurements in the DB−.
The question arises whether the inclusion of the two acc results from pionic
hydrogen in the DB− would necessitate the removal of a considerable amount
of other data from the DBs when our data-rejection criteria are applied. This
subject is explored herein. It will be demonstrated that the inclusion of the
two acc values in the input does not lead to an appreciable deterioration of
the fit; the optimisation simply moves away from the established minimum
(in our recent PSAs), towards one with enhanced isoscalar components in the
low-energy πN scattering amplitude. As the fits do not fail and as we have
no reason to doubt the correctness of the PSI measurements of ǫ1s, we cannot
but retain both acc values in the DB− from now on.
Corrected for the EM effects according to Ref. [37], the acc result of Ref. [4]
would be equal to 0.08560(16)(70) m−1c , the one of Ref. [5] to 0.08561(9)(57),
where the first uncertainty is statistical (taking account of the statistical un-
certainty of the experimental result) and the second systematic (reflecting all
‘external’ uncertainties, i.e., the ones contained in the systematic uncertainty
of the experimental result, as well as those relating to the EM corrections of
Ref. [37]), see Appendix A of Ref. [42] for details.
One word of caution is in order. The inevitable consequence of the inclusion
of highly accurate measurements in a DB, comprising data (at least) several
times less accurate, is that the optimisation, resting upon the use of the min-
imisation function of Eq. (5), will be forced to closely describe the highly
accurate measurements (at the expense of a deterioration of the description
of the less accurate ones). Such measurements are ‘anchor points’ in the op-
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timisation. Provided that such accurate results are correct, there is no doubt
that their inclusion in the DB is highly advantageous, as it improves on the
accuracy of the fitted values of the model parameters, as well as of the predic-
tions extracted thereof. On the other hand, if such measurements - whichever
the reason - turn out to be erroneous, any solutions, obtained on their basis in
works which do not make use of a robust optimisation technique, are bound
to be equally in error; in short, the sensitivity of a non-robust analysis to the
treatment of the anchor points is dangerously high.
One might argue that we simply used the results as reported by all experimen-
tal groups, accepting the uncertainties they assigned to their measurements.
Although this may be true, it is also tenable to argue that it is the responsibil-
ity of the analyst to safeguard against the possibility of faulty input, in partic-
ular in a domain which is replete with persisting discrepancies and haunting
inconsistencies for several decades. Although it is frequently assumed that the
pionic-hydrogen data suffer from fewer problems in comparison with the mea-
surements of the DCS above threshold, this assumption might be fallacious
(for instance, see footnote 6 of Ref. [42]). We would like to stress that we have
not attempted to place any safeguards in this work against the possibility of
erroneous experimental input from pionic hydrogen. Therefore, the correct-
ness of the solution, presented herein, entirely rests upon the reliability of the
experimental results for ǫ1s of Refs. [4,5], as well as of the procedure yielding
the hadronic scattering length acc from ǫ1s.
3.2 Additional differences to our past PSAs
This analysis differs from the ZRH17 solution also on account of the following
points, which - however - have a tiny impact on the results.
• The charged- and neutral-pion masses (as well as the proton magnetic mo-
ment κp+1) have been altered in the recent PDG compilation [6], see Table
1.
• Some of the assigned normalisation uncertainties are slightly different to
those used in the ZRH17 solution.
• The t-channel scalar-isoscalar contributions are no longer modelled only via
the exchange of the f0(500) meson; from now on, they will also contain the
(small) contributions originating from two additional mesons: the f0(980)
and the f0(1500). There was no reason that these contributions not be
analytically included in the ETH model, given that the model amplitudes
contain the s- and u-channel contributions of all well-established s and p
higher baryon resonances with masses up to 2 GeV.
• Three s and p higher baryon resonances with masses up to 2 GeV were
moved from the three- to four-star status in the recent PDG compilation
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[6]; the contributions from these states have been included in this work.
Concerning the assigned normalisation uncertainties, a few words are due. To
enable the investigation of a possible bias in the analysis, all data sets (even
those containing only one data point) must be accompanied by a normalisation
uncertainty. As a result, realistic uncertainties must be assigned to all data sets
with unknown normalisation uncertainty; the alternative would be to exclude
all such data sets. Normalisation uncertainties were assigned to 126 out of a
total of 1133 data points contained in the three initial DBs. The relevant data
sets are:
• the π+p BERTIN76 [43] and AULD79 [44] DCSs: 8 (7 + 1) data sets;
• the π±p FRIEDMAN90 [45] and FRIEDMAN99 [46] PTCSs, and the CARTER71
[47] and PEDRONI78 [48] TCSs (named ‘total-nuclear’ in the two papers):
12 one- or two-point data sets;
• the π−p CX DUCLOS73 [49] DCSs: 3 one-point data sets;
• the π−p CX SALOMON84 [50] DCSs: 2 sets of the first three coefficients in
the Legendre expansion of the measured DCS (the DCSs were not reported);
• and the π−p CX BUGG71 [51] and BREITSCHOPF06 [52] TCSs: 10 (1+9)
one-point data sets.
A robust fit to the normalisation uncertainties (T being the independent vari-
able), reported in the modern π+p DCS experiments, with Huber’s objective
function 9 (along with the default value 1.345 for the tuning constant) yielded
the result δz+(T ) = −0.533429 · 10−3T + 0.068871, where T is expressed in
MeV. The π+p BERTIN76 and AULD79 data sets were assigned the normali-
sation uncertainty of 2 δz+(Tj), Tj (in MeV) being the pion laboratory kinetic
energy of the specific data set 10 . A robust fit (with the same objective func-
tion) to the normalisation uncertainties, reported in the π−p CX DCS exper-
iments, yielded the nearly flat result δz0(T ) = −0.024238 · 10−3T + 0.062314,
where T is again expressed in MeV. The π−p CX DUCLOS73 data sets were
assigned the normalisation uncertainty of 2 δz0(Tj). In both cases, the use of
generous uncertainties (i.e., double the fitted values at each T = Tj) was not
meant as retribution for the lack of proper reporting, but as precaution: it re-
mains unknown whether due attention was paid to the absolute normalisation
of the data sets back in the 1970s and whether the normalisation effects were
recognised as potentially important sources of uncertainty. The remaining data
sets with unknown normalisation uncertainties were assigned uncertainties as
9 The results of the robust fits, using Tukey’s (bisquare) objective function, were
almost identical.
10 The fitted δz+(T ) values are somewhat smaller than those used in the ZRH17
solution, which were based on a standard (non-robust) linear least-squares fit (to
the same data). The consequence of the use of smaller assigned normalisation uncer-
tainties for the BERTIN76 and AULD79 DCSs is a slight increase in the resulting
χ2min values of the fits to the π
+p measurements in ZRH19.
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follows.
• All PTCSs and TCSs (FRIEDMAN90, FRIEDMAN99, CARTER71, PE-
DRONI78, BUGG71) were assigned a normalisation uncertainty of 6 %,
double the reported uncertainty of the KRISS99 [53] TCSs.
• The SALOMON84 measurements were assigned the normalisation uncer-
tainty of 3.1 %, the normalisation uncertainty of the (similar, as well as
almost contemporaneous) BAGHERI88 [54] experiment. It is likely that
some normalisation effects are already contained in the SALOMON84 data.
• The π−p CX BREITSCHOPF06 TCSs were assigned a normalisation uncer-
tainty of 3 %; the experimental group had already combined statistical and
systematic effects in quadrature and reported only the total uncertainty.
Only one reported normalisation uncertainty was replaced: the two SEVIOR89
[55] AP data sets at 98 MeV, close to the upper T limit, were assigned the
normalisation uncertainty of 5 %, the maximal reported normalisation un-
certainty in experiments pursuing the measurement of the AP. On p. 2785
of Ref. [55], one reads that “The uncertainty in the magnitude of the tar-
get polarization was 1.6 %.” However, it is unclear from that paper whether
the quoted value represents the total normalisation uncertainty in that ex-
periment, and whether the uncertainties of the reported AP values (see their
Table I) already contain such effects or not. Importantly, the target polarisa-
tion, the main source of normalisation uncertainty in the measurements of the
AP, has routinely been reported around 3 % by all other experimental groups
who measured that quantity, even two decades after Ref. [55] appeared. In
fact, there is no AP data set in any of the three DBs with a normalisation
uncertainty smaller than 3 %; using the reported normalisation uncertainty
of 1.6 % in the SEVIOR89 data sets appeared to us to be unjust towards all
other AP experiments at low energy.
Included in the graphs of the ETH model in this work are the t-channel con-
tributions from the exchange of the f0 resonances with masses between the
f0(500)-meson mass and 2 GeV. Four such mesons are found in the recent
PDG compilation [6], but the branching fractions to ππ for two of them (for
the f0(1370) and f0(1710)) are unknown, see Table 2, upper part. The con-
tributions of the mesons f0(980) and f0(1500) may easily be included using
the relations of Section 3.1 of Ref. [32]. The Fermi-like parameter Gf0 for each
of these exchanges can be related to the model parameter Gσ, entering the
f0(500) contributions:
Gf0 = Gσ
mσ
mf0
√√√√√Γf0
Γσ
√√√√m2σ − 4m2c
m2f0 − 4m2c
, (17)
which is obtained from the relation between the partial decay width Γf0 of
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each f0 meson (to ππ) [56] and the ππf0 coupling constant gpipif0:
Γf0 =
g2pipif0
16π
(
mc
mf0
)2√
m2f0 − 4m2c .
Equation (17) is valid when all f0 mesons couple to the nucleon with the same
strength (with the same coupling constant gf0NN). This is an approximation,
but (in view of the smallness of the contributions of these states when com-
pared to those of the t-channel f0(500)-exchange graph) its impact on the
results is expected to be insignificant 11 . In addition, all such states are as-
sumed to share the κσ value (ratio of the derivative-to-normal couplings to
the pion) of the f0(500)-exchange graph.
For the sake of completeness, also the inclusion of higher ρ resonances was
sought, but the branching fractions of the known ρ mesons in the mass range
770 − 2000 MeV to ππ are unknown, see Table 2, lower part. Consequently,
the t-channel contributions in the I = J = 1 channel will still be modelled via
the exchange of one vector-isovector meson, of the ρ(770) meson.
The last difference from the ZRH17 analysis concerns the inclusion in the set
of the s and p higher baryon resonances of three states which were moved from
the three- to four-star status in the recent PDG compilation [6]: these baryons
are known asN(1895),N(1900), and ∆(1600), and their branching fractions to
πN decay modes are small when compared to those of the N(1440), N(1535),
and N(1650) resonances. The formalism for the inclusion of these graphs is
to be found in Sections 3.5.2, 3.5.3, and 3.4 of Ref. [32], respectively. It is
assumed that the parameter Z, associated with the off-shell contributions of
the J = 3/2 states, is the same for the resonances ∆(1232), ∆(1600), and
N(1900). The contributing s and p higher baryon resonances are detailed in
Table 3. As the table reveals, the physical properties of almost all s and p
higher baryon resonances have been altered in the recent PDG compilation
[6].
3.3 Fits of the phenomenological model
The first fit to the DB+ of 459 data points resulted in χ
2
min ≈ 926.2 (for
452 DoFs, as the fit involves seven parameters). Following the procedure of
eliminating 1 DoF per iteration step, the one with the largest contribution
to (χ2j )min of the data set with the lowest p-value (provided that that value
did not exceed pmin), we obtained the tDB+ with χ
2
min ≈ 544.7 and 414 DoFs
(see Table 4). Three data sets, identified as problematic already in 1997 [20],
11 The quantity Gf0 for f0(980) is one order of magnitude smaller than Gσ, whereas
Gf0 for f0(1500) is less than half the Gf0 value of f0(980).
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Table 2
The physical constants relating to the t-channel exchanges of all scalar-isoscalar
and vector-isovector mesons with masses up to 2 GeV. The quantities MR and Γ
respectively denote the Breit-Wigner mass and total Breit-Wigner width of each
resonance, whereas BF is the branching fraction to ππ; evidently, ΓR = Γ · BF
is the width applicable to the t-channel contributions of each resonance. Upper
part: scalar-isoscalar mesons; lower part: vector-isovector mesons. The data have
been taken from the recent PDG compilation [6]. ‘Dominant’ means ‘nearly 100 %’,
leaving a very small (but unknown) partial decay width outside the ππ channel.
State MR (MeV) Γ (MeV) BF (%) Comment
f0(500) 400 to 550 400 to 700 Dominant Contained in the model
since its introduction
f0(980) 990(20) 10 to 100 Dominant New state
f0(1370) 1200 to 1500 200 to 500 Seen, but unknown
f0(1500) 1504(6) 109(7) 34.9 ± 2.3 New state
f0(1710) 1723.0(5.5) 139(8) Seen, but unknown
ρ(770) 775.26(25) 147.8(9) Dominant Contained in the model
since its introduction
ρ(1450) 1465(25) 400(60) Seen, but unknown
ρ(1570) 1570(36)(62) 144(75)(43) Unknown
ρ(1700) 1720(20) 250(100) Seen, but unknown
stick out of the DB+ in a dramatic manner: the BRACK90 data set at 66.80
MeV (with eleven data points), the BERTIN76 data set at 67.40 MeV (with
ten data points), and the JORAM95 data set at 32.70 MeV (with seven data
points). Of the remaining ten outliers, two relate to the absolute normalisation:
our procedure suggested that two of the four BRACK86 data sets, which are
accompanied by suspiciously small normalisation uncertainties (1.2 and 1.4 %,
respectively), be freely floated. In summary, the elimination of 38 DoFs results
in the reduction of the χ2min by about 381.4, i.e., by about 10.0 per removed
DoF. The tDB+ is detailed in Table 12. Apart from some experimental details,
the table also contains the contribution (χ2j)min of each data set to χ
2
min, the
p-value associated with the quality of the description of each data set in the
final fit to the tDB+, and the scale factor zj obtained from Eq. (6).
The final results of the optimisation of the DB− and DB0 are given in Tables
13 and 14, respectively. In the former case, the elimination of 8 of the initial
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Table 3
The physical constants relating to the well-established s and p higher baryon res-
onances with masses up to 2 GeV. The quantities MR and Γ respectively denote
the Breit-Wigner mass and total Breit-Wigner width of each resonance, whereas
BF is the branching fraction to πN decay modes; evidently, ΓR = Γ · BF is the
total decay width applicable to the contributions from each resonance. Upper part:
N baryons (I = 1/2); lower part: ∆ baryons (I = 3/2). The baryons N(1895),
N(1900), and ∆(1600) were moved from the three- to four-star status in the recent
PDG compilation [6].
State MR (MeV) Γ (MeV) BF (%) Comment
N(1440) (P11) 1440 350 65.0 Larger mass
N(1535) (S11) 1530 150 42.0 Smaller mass and BF
N(1650) (S11) 1650 125 60.0 Smaller mass and width
N(1710) (P11) 1710 140 12.5 Larger width
N(1720) (P13) 1720 250 11.0
N(1895) (S11) 1895 120 10.0 New well-established state
N(1900) (P13) 1920 200 10.5 New well-established state
∆(1600) (P33) 1570 250 16.0 New well-established state
∆(1620) (S31) 1610 130 30.0 Smaller mass and width; larger BF
∆(1910) (P31) 1900 300 22.5 Larger mass and width
334 DoFs of the fit to the DB− (see Table 5) results in the reduction of
the χ2min by 155.6 (from about 525.1 to about 369.5), i.e., by about 19.5 per
excluded DoF. As in all our PSAs since 2006, the five-point BRACK90 data
set at 66.80 MeV was marked for removal. In case of the BD0, the removal of
the absolute normalisation of three (out of seven) FITZGERALD86 data sets
is noticeable (see Table 6). Although this failure may provide arguments for
calling into question the absolute normalisation of all FITZGERALD86 data
sets, the remaining four data sets were retained (as the elimination of their
absolute normalisation was not enforced when applying our rejection criteria).
The elimination of 4 DoFs of the 326 initial DoFs of the fit to the DB0 results
in the reduction of the χ2min by 71.6 (from about 387.7 to about 316.1), i.e.,
by about 17.9 per excluded DoF.
Judged solely on the basis of the description of the measurements they con-
tain, it appears that the tDB+, tDB−, and tDB0 are not of the same quality.
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Table 4
The results of the procedure of eliminating 1 DoF per iteration step when processing
the DB+. The quantities T (in MeV) and θ (in degrees) denote the pion laboratory
kinetic energy and the CM scattering angle, respectively. If a θ value is not quoted,
then the action applies to the entire data set. The result ‘flagged’ implies removal
at the subsequent iteration step.
χ2min/NDF Identifier T θ Result
926.2/452 BERTIN76 67.40 150.69 flagged
888.3/451 BRACK90 66.80 47.60 flagged
864.8/450 BERTIN76 67.40 133.31 flagged
833.6/449 BRACK90 66.80 59.00 flagged
813.4/448 BRACK90 66.80 147.00 flagged
BRACK90 66.80 flagged
758.5/439 JORAM95 32.70 131.28 flagged
738.5/438 BERTIN76 67.40 142.09 flagged
BERTIN76 67.40 flagged
699.1/430 JORAM95 44.60 30.74 flagged
685.9/429 BRACK86 66.80 absolute normalisation flagged
654.5/428 JORAM95 32.70 52.19 flagged
644.7/427 JORAM95 44.60 35.40 flagged
629.3/426 JORAM95 32.20 37.40 flagged
611.9/425 JORAM95 45.10 124.42 flagged
604.8/424 JORAM95 32.70 74.16 flagged
JORAM95 32.70 flagged
585.2/419 BERTIN76 39.50 75.05 flagged
580.7/418 BRACK86 86.80 absolute normalisation flagged
567.0/417 BERTIN76 95.90 65.67 flagged
558.0/416 JORAM95 45.10 131.69 flagged
550.4/415 BERTIN76 39.50 85.81 flagged
544.7/414
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Table 5
The equivalent of Table 4 when processing the DB−.
χ2min/NDF Identifier T θ Result
525.1/334 BRACK90 66.80 70.00 flagged
493.2/333 BRACK95 98.10 36.70 flagged
437.0/332 WIEDNER89 54.30 absolute normalisation flagged
414.4/331 BRACK90 66.80 80.80 flagged
395.9/330 WIEDNER89 54.30 15.55 flagged
380.8/329 BRACK90 66.80 111.00 flagged
BRACK90 66.80 flagged
369.5/326
Table 6
The equivalent of Table 4 when processing the DB0.
χ2min/NDF Identifier T θ Result
387.7/326 FITZGERALD86 40.26 absolute normalisation flagged
363.0/325 FITZGERALD86 36.11 absolute normalisation flagged
340.5/324 FITZGERALD86 32.48 absolute normalisation flagged
324.6/323 BREITSCHOPF06 75.10 flagged
316.1/322
However, the formal statistical test does exist in order to support or refute
such a thesis: in order to prove that the description of two tDBs a and b is
different, the ratio
Fa/b =
χ2a/NDFa
χ2b/NDFb
must significantly differ from 1. The ratio Fa/b follows Fisher’s (F ) distribution
with NDFa and NDFb DoFs. From the two final fits of the phenomenological
model to the tDB+ and the tDB−, one obtains F+/− ≈ 1.16 for 414 and 326
DoFs, which translates into a p-value of 7.86 · 10−2. Therefore, the frequently
expressed opinion that the tDB+ and tDB− are not of the same quality cannot
be formally sustained. On the other hand, the two final fits to the tDB+ and
the tDB0 yield F+/0 ≈ 1.34 for 414 and 322 DoFs, which translates into a
p-value of 2.88 ·10−3. Therefore, a significant difference in quality between the
tDB+ and the tDB0 can formally be sustained at our default pmin value. This
remark must be borne in mind when analysing these two reactions in a joint
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optimisation scheme.
Prior to submitting the data to further analysis, two additional fits were per-
formed, using all 14 parameters of the phenomenological model of Section
2.3. The fit to the tDB+/− yielded χ
2
min ≈ 904.6 for 740 DoFs. The fit to the
tDB+/0 yielded χ
2
min ≈ 844.9 for 736 DoFs. No additional DoFs were marked
for removal in these fits; therefore, the tDB+/− and the tDB+/0, comprising
the subsets detailed in Tables 12-14, may be submitted to further analysis. In
this work, only 50 of the initial 1133 DoFs were removed; this corresponds to
about 4.4 % of our initial low-energy DB.
3.4 Fits of the ETH model
The modelling of the πN s- and p-wave amplitudes with the phenomenological
model of Section 2.3 enables tests of the consistency of the DBs and serves
as an unbiased method for the identification of the outliers. However, neither
does it provide insight into the underlying physical processes nor can it easily
incorporate the theoretical constraint of crossing symmetry. To this end, the
ETH model is employed at the second stage of each PSA.
3.4.1 Model parameters
The optimal values of the seven parameters of the ETH model, obtained from
the PSAs of the DB+/− and the tDB+/0, are listed in Table 7. These sets
of values, as well as the corresponding (seven) Hessian matrices, enable the
extraction of predictions for the low-energy constants of the πN system, for
the phase shifts and scattering amplitudes, and for the usual low-energy πN
observables.
The difference between the results of the fits to the two tDBs is significant
for the model parameter Gρ. The κσ values are small and compatible with
0. The κρ values are also small, well below the corresponding results (6.1 to
6.6) obtained at the ρ(770)-meson pole via dispersion relations (for details,
see Ref. [57] and the works cited therein). The results for the πN∆ coupling
constant are in excellent agreement with the value of 29.20(50), extracted
directly from the decay width of the ∆(1232) resonance (see footnote 10 of
Ref. [32]). This agreement justifies the approach, put forward in 1994 [18], to
determine the πNR coupling constants from the partial decay width (to πN
decay modes) of each resonance R in the contributions of the s and p higher
baryon resonances to the model amplitudes. The gpiN∆ results of Table 7 are
in clash with the typical values extracted at the ∆(1232)-resonance pole via
dispersion relations [58]. The result for the model parameter Z from the fit to
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Table 7
The values of the seven parameters of the ETH model, obtained from the PSAs
of the DB+/− and the tDB+/0. To facilitate the comparison with other works, the
estimate for the pseudoscalar coupling constant gpiNN is converted into a value for
the (square of the) pseudovector coupling (f2piNN ) via Eq. (18).
tDB+/− tDB+/0
Gσ (GeV
−2) 24.82 ± 0.48 21.9 ± 1.8
κσ −0.002 ± 0.047 −0.032 ± 0.085
Gρ (GeV
−2) 55.62 ± 0.64 59.32 ± 0.47
κρ 0.91 ± 0.41 1.30 ± 0.23
gpiNN 13.09 ± 0.12 13.429 ± 0.094
gpiN∆ 29.23 ± 0.27 29.14 ± 0.25
Z −0.533 ± 0.061 −0.376 ± 0.071
f2piNN 0.0753 ± 0.0014 0.0793 ± 0.0011
the tDB+/− is compatible with Z = −1/2, which had been one of the popular
theoretical preferences in the past; the Z result from the fit to the tDB+/0 is
not incompatible with Z = −1/2.
The pseudoscalar and pseudovector couplings are linked via the equivalence
relation 12 :
f 2piNN =
(
mc
m1 +m2
)2 g2piNN
4π
, (18)
where m1 and m2 stand for the masses of the two nucleons involved in the
πNN vertex: m1 of the incoming (incident, initial-state) nucleon, m2 of the
outgoing (emitted, final-state) nucleon; the ETH model uses m1 = m2 = mp.
In case of the fit to the tDB+/−, f
2
piNN may be identified with the charged-pion
coupling constant to the nucleon f 2c : the extracted value is in agreement with
the f 2c estimate of Ref. [42] and slightly exceeds the corresponding value of the
ZRH17 solution. This small difference is almost entirely due to the inclusion of
the two acc values from pionic hydrogen in the DB−. The two gpiNN results of
Table 7 do not match well (difference about 2.2σ in the normal distribution);
the difference used to be significant before the two acc values were included in
the DB−.
The analysis was repeated for the pmin value corresponding to 2.0σ effects
in the normal distribution 13 . Tests of the constancy of the values of all
12 Some authors define the two coupling constants differently, e.g., using the trans-
formation gpiNN → gpiNN
√
4π or fpiNN
√
4π → fpiNN in Eq. (18).
13 In the past, the analysis was also carried out for the pmin value associated with
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seven model parameters across the two solutions were carried out, yielding no
evidence for the rejection of the null hypothesis (no significant differences).
Therefore, for two reasonable pmin values assumed in the statistical tests, the
results of the fits of the ETH model to the data do not depend on pmin.
It is time to reflect on the final χ2min values obtained thus far (see Table 8)
for pmin ≈ 1.24 · 10−2. The separate fits of the phenomenological model of
Section 2.3 to the data yielded the χ2min values of 544.7, 369.5, and 316.1 for
the tDB+, tDB−, and tDB0, with 414, 326, and 322 DoFs, respectively. The
χ2min values, obtained with the phenomenological model in the two analyses of
the combined tDBs (tDB+/− and tDB+/0), come out close to the sum of the
corresponding results for the separate fits: 904.6 (to be compared to the sum
of 914.2) for the tDB+/− and 844.9 (to be compared to the sum of 860.8) for
the tDB+/0. (As the NDFs in the tDB− and in the tDB0 are close, there is
no need to extract and compare p-values; for all practical purposes, the direct
comparison of the χ2 values suffices.) Therefore, one observes that, in case of
the fits of the phenomenological model, the difference of the two χ2min values
(which is about 59.7) mainly reflects the difference of the χ2min values in the
separate fits to the tDB− and to the tDB0 (which is equal to 53.4, the smaller
χ2min value corresponding to the description of the tDB0).
The increase in the χ2min values when using the ETH model (over the re-
sults obtained with the phenomenological model) is due to the imposition
of the theoretical constraints of crossing symmetry and isospin invariance
onto the data. One would expect that the difference in the χ2min values be-
tween the ETH-model and the phenomenological-model fits to the data would
approximately be the same for the two tDBs, i.e., for the tDB+/− and the
tDB+/0. However, this is not true. The value of +59.7 for the difference
χ2min(tDB+/−)−χ2min(tDB+/0) in the fits of the phenomenological model turns
into −41.9 when using the ETH model. This is the result of the considerably
larger increase in the χ2min for the tDB+/0 fits from the phenomenological to
the ETH model: this increase amounts to 192.6, to be compared to 91.1 for
the tDB+/− fits. Evidently, the replacement of the tDB− by the tDB0 results
in an appreciable deterioration of the overall description of the data in the
fits of the ETH model. This deterioration serves as indicative of the general
difficulty in the description of the tDB+/0 in terms of one set of values of the
3.0σ effects in the normal distribution. The analysis at this pmin value was aban-
doned for two reasons. First, the other two pmin values are close to the two thresholds
which are accepted by most statisticians as signifying the outset of statistical sig-
nificance and of probable statistical significance; the pmin value, which is associated
with 3.0σ effects in the normal distribution, has no significance for statisticians.
Second, as very few additional outliers were identified when shifting from the 3.0σ
to the 2.5σ pmin value, only minor changes were found between these two solutions.
We thus decided to proceed in this work directly to the pmin value associated with
2.5σ effects, i.e., to our default pmin value.
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Table 8
The various χ2min values obtained in the analysis of the low-energy πN data, along
with the NDF in each fit, for two values of pmin (the acceptance threshold used in
the statistical tests). Regarding the K-matrix results, two rows are given at each
pmin value: the first row corresponds to the first fit to the specific DB, whereas the
second to the final fit, after all outliers (at that pmin value) are removed from the
DB. Measurements are removed from the DBs only when analysing the data with
the phenomenological model of Section 2.3; this enables the identification of the
outliers on the basis of comparisons with measurements of the same πN reaction.
Regarding the ETH model, the quoted χ2 values correspond to mσ = 475 MeV;
χ2min does not vary significantly with mσ: between 990.3 and 999.6 for the fits to
the tDB+/−, between 1032.1 and 1043.4 for those to the tDB+/0 (these results
correspond to our default pmin ≈ 1.24 · 10−2 and assume the mσ variation between
400 and 550 MeV [6]). Separate fits of the ETH model to the tDB+, tDB−, and
tDB0 had been attempted in the past, but (due to the largeness of the correlations
among the model parameters) the results had not been considered reliable.
Parametric model DB+ DB− DB0 DB+/− DB+/0
pmin ≈ 1.24 · 10−2 (2.5σ)
K-matrix (first) 926.2/452 525.1/334 387.7/326 904.6/740 844.9/736
K-matrix (final) 544.7/414 369.5/326 316.1/322 904.6/740 844.9/736
ETH model − − − 995.6/747 1037.5/743
pmin ≈ 4.55 · 10−2 (2.0σ)
K-matrix (first) 544.7/414 370.4/326 315.4/322 795.1/713 762.9/713
K-matrix (final) 474.9/393 328.7/320 298.4/320 795.1/713 762.9/713
ETH model − − − 877.5/720 947.2/720
parameters of the ETH model. This result could be explained if the theoret-
ical basis upon which the data analysis rests (e.g., the isospin invariance in
the πN interaction) is disturbed. Inspection of Table 8 reveals that similar
conclusions may be drawn from the results for the pmin value corresponding
to 2.0σ effects in the normal distribution.
3.4.2 Phase shifts
The predictions for the s- and p-wave phase shifts from the fits of the ETH
model to the tDB+/− and the tDB+/0 are given in Tables 9 and 10, respectively;
they are also displayed in Figs. 2-7, along with the SAID solution WI08 [7] and
(wherever available) the five single-energy values of that solution. Noticeable
differences between the two predictions for δ
1/2
0+ (S11) are observed throughout
32
Table 9
The values of the six s- and p-wave phase shifts (in degrees), obtained from the
results of Table 7 and the corresponding (seven) Hessian matrices (not explicitly
given herein) for the fits of the ETH model to the tDB+/−.
T (MeV) δ
3/2
0+ (S31) δ
1/2
0+ (S11) δ
3/2
1+ (P33) δ
3/2
1− (P31) δ
1/2
1+ (P13) δ
1/2
1− (P11)
20 −2.347(31) 4.292(19) 1.302(10) −0.2286(46) −0.1614(38) −0.3746(75)
25 −2.748(33) 4.776(21) 1.848(13) −0.3150(64) −0.2191(53) −0.493(10)
30 −3.146(35) 5.204(23) 2.469(17) −0.4086(84) −0.2799(70) −0.610(13)
35 −3.544(36) 5.588(25) 3.166(19) −0.508(11) −0.3429(89) −0.722(16)
40 −3.946(37) 5.935(28) 3.941(22) −0.614(13) −0.408(11) −0.827(19)
45 −4.351(37) 6.251(31) 4.797(24) −0.724(16) −0.473(13) −0.924(22)
50 −4.760(38) 6.540(34) 5.738(26) −0.838(19) −0.540(15) −1.010(25)
55 −5.174(38) 6.803(37) 6.770(27) −0.956(22) −0.606(18) −1.085(29)
60 −5.594(39) 7.045(40) 7.898(28) −1.078(25) −0.673(20) −1.148(32)
65 −6.018(41) 7.265(44) 9.129(30) −1.203(29) −0.740(23) −1.198(36)
70 −6.448(43) 7.466(48) 10.471(32) −1.332(33) −0.806(26) −1.233(40)
75 −6.883(46) 7.648(52) 11.935(35) −1.463(37) −0.872(29) −1.253(44)
80 −7.323(50) 7.813(57) 13.528(41) −1.597(41) −0.937(33) −1.258(49)
85 −7.767(56) 7.962(61) 15.264(49) −1.733(45) −1.002(36) −1.247(53)
90 −8.216(62) 8.094(66) 17.154(61) −1.872(50) −1.066(40) −1.220(58)
95 −8.670(70) 8.212(71) 19.210(75) −2.014(55) −1.129(44) −1.175(63)
100 −9.128(79) 8.315(76) 21.447(93) −2.157(61) −1.191(48) −1.113(69)
the energy range of this work. Significant differences are also observed in δ
3/2
0+
(S31) and δ
1/2
1− (P11) up to about 45 MeV, as well as in δ
3/2
1+ (P33) between
about 40 and 85 MeV. In δ
1/2
0+ (S11), the corresponding WI08 solution lies in
between the two predictions of this work. Finally, the WI08 solution for δ
1/2
1−
(P11) is less negative than both our predictions.
3.4.3 The low-energy constants of the πN system
The πN scattering amplitude F (~q ′, ~q) at low energy may safely be confined
to s- and p-wave contributions (e.g., see Ref. [59], pp. 17–18). Introducing the
Table 10
The values of the six s- and p-wave phase shifts (in degrees), obtained from the
results of Table 7 and the corresponding (seven) Hessian matrices (not explicitly
given herein) for the fits of the ETH model to the tDB+/0.
T (MeV) δ
3/2
0+ (S31) δ
1/2
0+ (S11) δ
3/2
1+ (P33) δ
3/2
1− (P31) δ
1/2
1+ (P13) δ
1/2
1− (P11)
20 −2.529(49) 4.478(60) 1.3309(88) −0.2419(59) −0.1729(53) −0.414(12)
25 −2.937(51) 4.999(63) 1.887(12) −0.3329(83) −0.2345(74) −0.546(16)
30 −3.338(53) 5.466(66) 2.519(14) −0.431(11) −0.2992(98) −0.677(21)
35 −3.734(54) 5.889(69) 3.229(17) −0.536(14) −0.366(12) −0.804(27)
40 −4.129(55) 6.277(72) 4.016(19) −0.646(17) −0.435(15) −0.925(32)
45 −4.525(56) 6.635(76) 4.885(21) −0.760(21) −0.504(18) −1.037(39)
50 −4.922(58) 6.966(80) 5.839(23) −0.879(24) −0.574(21) −1.139(45)
55 −5.320(61) 7.274(85) 6.883(25) −1.001(28) −0.644(24) −1.229(52)
60 −5.721(65) 7.560(91) 8.024(27) −1.127(32) −0.714(28) −1.307(59)
65 −6.124(70) 7.826(99) 9.267(29) −1.256(37) −0.784(31) −1.371(67)
70 −6.530(77) 8.07(11) 10.622(33) −1.387(41) −0.852(35) −1.421(75)
75 −6.938(84) 8.31(12) 12.096(38) −1.521(46) −0.920(39) −1.456(83)
80 −7.348(93) 8.52(13) 13.700(45) −1.657(51) −0.987(43) −1.475(92)
85 −7.76(10) 8.72(14) 15.444(55) −1.795(57) −1.053(47) −1.48(10)
90 −8.18(11) 8.90(15) 17.341(67) −1.935(62) −1.118(51) −1.46(11)
95 −8.59(13) 9.07(16) 19.402(82) −2.077(68) −1.181(56) −1.43(12)
100 −9.01(14) 9.23(18) 21.64(10) −2.220(74) −1.243(60) −1.38(13)
isospin of the pion as ~t and that of the nucleon as ~τ/2, one may write
F (~q ′, ~q) = b0+ b1 ~τ ·~t+
(
c0 + c1 ~τ · ~t
)
~q ′ ·~q+ i
(
d0 + d1 ~τ · ~t
)
~σ · (~q ′×~q) , (19)
where ~σ is (double) the spin of the nucleon and ~q ′ is the CM 3-momentum of
the outgoing pion.
Equation (19) defines the isoscalar and isovector s-wave scattering lengths
(b0 and b1) and p-wave scattering volumes (c0, c1, d0, and d1), which may be
projected onto the isospin-spin basis via standard transformations. Table 11
contains the predictions of the ETH model for these quantities, corresponding
to the tDB+/− and the tDB+/0 solutions.
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Fig. 2. The phase shift δ
3/2
0+ (S31), obtained from the fits of the ETH model to the
tDB+/− (blue band) and the tDB+/0 (yellow band), as a function of the pion lab-
oratory kinetic energy T . The bands represent 1σ uncertainties around the average
values. The SAID solution WI08 [7] is given by the dashed curve; the five points
shown (at T = 20, 30, 47, 66, and 90 MeV) are the WI08 single-energy values.
Evidently, the long-standing discrepancy between the acc value obtained from
the PSA of the tDB+/− and those extracted in the pionic-hydrogen experi-
ments at PSI [4,5], observed and discussed in Refs. [26,37,27,29], as well as in
the previous version of this paper, is not an issue in our PSA anymore. The
prediction for ac0, obtained from the results of the fits to the tDB+/0, comes
closer to the value extracted (via the second of the Deser formulae [2,3]) from
Γ1s of pionic hydrogen [4], which (corrected for the EM effects according to
Ref. [37]) reads as: ac0 = −0.1284(30)(28) m−1c .
3.4.4 Scale factors
Investigated in this section is the distribution of the scale factors zj obtained
from the fits of the ETH model. When the Arndt-Roper formula of Eq. (5) is
used in the optimisation, the expectation is that the data sets which are scaled
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Fig. 3. Same as Fig. 2 for the phase shift δ
1/2
0+ (S11).
‘upwards’ (zj < 1) balance (on average) those which are scaled ‘downwards’
(zj > 1). Furthermore, the energy dependence of the scale factors must not
be significant. If these prerequisites are not fulfilled, the description of the
measurements cannot be considered satisfactory. As demonstrated in Ref. [8],
the fulfilment of these conditions should not only involve the entire set of
the scale factors zj in each fit, but also those of arbitrary subsets of the DB,
consistent with the basic principles of the Sampling Theory (adequate popu-
lation, representative sampling). One obvious comparison is dictated by the
particularity of the DBs of this work: it must be verified that the scale factors,
corresponding to the two distinct subsets of the two tDBs, i.e.,
• to the tDB+ and the tDB− in case of the fits to the tDB+/−, and
• to the tDB+ and the tDB0 in case of the fits to the tDB+/0,
are centred on 1 and exhibit no significant energy dependence.
For both the π+p (Fig. 8) and π−p ES (Fig. 9) data sets, the zj values above
and below 1 roughly balance and their energy dependence is insignificant. The
weighted linear least-squares fit (T being the independent variable) to the scale
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Fig. 4. Same as Fig. 2 for the phase shift δ
3/2
1+ (P33). To facilitate the com-
parison of the values contained in this figure, the energy-dependent quantity δR
(= (0.20 ·T +1.54) ·T ·10−2, with T in MeV and δR in degrees) has been subtracted
from all data. The SAID solution WI08 [7] is given by the dashed curve; the five
points shown (at T = 20, 30, 47, 66, and 90 MeV) are the WI08 single-energy values.
factors for the π+p reaction yields the intercept of 1.013(20) and the slope of
(−1.1 ± 2.6) · 10−4 MeV−1. A similar fit to the scale factors for the π−p ES
reaction yields the intercept of 1.0087(54) and the slope of −1.62(93) · 10−4
MeV−1. In both cases, the departure from the expectation of an unbiased
outcome of the optimisation (intercept 1 and vanishing slope) is not significant.
Two weighted linear least-squares fits to the zj values of Figs. 10 (for the
π+p) and 11 (for the π−p CX reaction) were also carried out in case of the
tDB+/0 solution. In this case, the results do not match well the expectation
of an unbiased outcome of the optimisation. The two values of the intercept
are: 0.972(20) for the π+p reaction and 1.057(13) for the π−p CX reaction.
The slope was not found to be incompatible with 0 in the former case: (2.4±
2.6) · 10−4 MeV−1. On the other hand, the slope in the π−p CX scale factors
came out equal to (−6.8 ± 2.3) · 10−4 MeV−1. These results are indicative of
a problematic situation: when forcing the data of these two reactions into a
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Fig. 5. The phase shift δ
3/2
1− (P31), obtained from the fits of the ETH model to the
tDB+/− (blue band) and the tDB+/0 (yellow band), as a function of the pion lab-
oratory kinetic energy T . The bands represent 1σ uncertainties around the average
values. The SAID solution WI08 [7] is given by the dashed curve.
joint optimisation scheme with the ETH model, the overall tendency of the
modelling is to generate overestimated fitted values for the π+p reaction and
underestimated ones for the π−p CX reaction at low energy. Evidently, the
optimisation of the description of the data is achieved at the expense of a
systematic bias in the description of both subsets of the tDB+/0. Equivalently,
one might argue that the I = 3/2 amplitudes, obtained with the model, have a
difficulty to simultaneously account for the π+p and π−p CX reactions. As such
difficulties were not experienced in the PSA of the tDB+/−, it is justifiable to
raise the question whether the inclusion of the tDB0 into a joint optimisation
scheme is meaningful. It is also clear that the results obtained from the PSA
of the tDB+/0 (given in Tables 7, 10, and 11) must be taken with caution.
Interestingly, the effects displayed in Figs. 10 and 11 match well those observed
in the analysis of the output of the SAID solution WI08, see Figs. 4 and
6 of Ref. [8]. The inevitable conclusion is that, when forcing the π−p CX
reaction data into a joint optimisation scheme, the analysis becomes biased
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Fig. 6. Same as Fig. 5 for the phase shift δ
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1+ (P13).
at low energy, in the sense of an unmistakable departure from the statistical
expectation.
The results of this section demonstrate the importance of the steps which must
be taken in the data analysis, towards the understanding of the outcome of
the optimisation. The quality of the data description of the input DB must be
investigated; however, the same also applies to subsets of the DB, in this case
autonomous ones, i.e., the measurement sets of the two reactions comprising
the input data. Unless these steps are successfully carried out, there can be no
confidence in the results of an optimisation in terms of the presence of bias. For
the sake of example regarding the importance of this step, one should mention
that the weighted linear least-squares fit to all zj values for the tDB+/0 solution
yields an intercept of 1.027(12) and a slope of (−4.0± 1.7) · 10−4 MeV−1, i.e.,
results which (albeit sizeable) are not demonstrably incompatible with the
statistical expectation (at our default pmin value). Unless one takes the step
to carry out separate tests for the two distinct subsets of the DB, the biased
outcome of the optimisation might remain as hidden as it is in the WI08
solution [8].
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3.4.5 Reproduction of the DENZ04 DCSs
The methodology of Section 2.5 enables the assessment of the quality of the
reproduction of data sets on the basis of a BLS. This section investigates the
reproduction of the extensive ES DCSs of the CHAOS Collaboration [31].
These measurements, which amount to about 70 % of the low-energy DB+/−
of all earlier (pre-2004) data, were separately analysed (i.e., without involve-
ment of any other πN measurements) in two papers in 2013 and 2015 [29,30];
decision was then made to refrain from using the DENZ04 data in our PSAs.
The reproduction of the DENZ04 data on the basis of the BLS obtained from
the fits of the ETH model to the tDB+/− (henceforth, BLS+/−) is shown
in Figs. 12 and 13. The p-values of the tests of the overall reproduction,
of the reproduction of the shape, and of the reproduction of the absolute
normalisation, as outlined at the end of Section 2.5, are detailed in Table 15.
It is evident from this table that the reproduction of all their π+p DCSs is
poor and that, in all cases, the problems may be imputed to the shape of the
angular distribution of the DCS. In addition, the angular distribution of the
25.80 MeV π−p ES DCSs appears to be somewhat ‘slanted’ (when compared
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Table 11
Upper part: The isoscalar and isovector s-wave scattering lengths (in m−1c ) and
p-wave scattering volumes (in m−3c ) based on the fits of the ETH model to the
tDB+/− and the tDB+/0; these quantities are defined by Eq. (19). Middle part: the
results for the corresponding spin-isospin quantities. Lower part: the predictions for
the π−p ES and CX scattering lengths.
Scattering length/volume tDB+/− tDB+/0
b0 =
(
2a
3/2
0+ + a
1/2
0+
)
/3 0.00666(77) 0.0026(25)
b1 =
(
a
3/2
0+ − a1/20+
)
/3 −0.07812(63) −0.08258(49)
c0 =
(
4a
3/2
1+ + 2a
3/2
1− + 2a
1/2
1+ + a
1/2
1−
)
/3 0.2092(24) 0.2104(30)
c1 =
(
2a
3/2
1+ + a
3/2
1− − 2a1/21+ − a1/21−
)
/3 0.1768(19) 0.1835(15)
d0 =
(
−2a3/21+ + 2a3/21− − a1/21+ + a1/21−
)
/3 −0.1872(19) −0.1943(16)
d1 =
(
−a3/21+ + a3/21− + a1/21+ − a1/21−
)
/3 −0.06874(83) −0.06961(87)
a
3/2
0+ −0.0715(13) −0.0800(24)
a
1/2
0+ 0.16290(81) 0.1678(28)
a
3/2
1+ 0.2140(22) 0.2193(19)
a
3/2
1− −0.04198(79) −0.0446(10)
a
1/2
1+ −0.03151(68) −0.03383(93)
a
1/2
1− −0.0813(15) −0.0889(20)
acc =
(
a
3/2
0+ + 2a
1/2
0+
)
/3 0.08478(48) 0.0852(26)
ac0 =
√
2
(
a
3/2
0+ − a1/20+
)
/3 −0.11047(89) −0.11679(69)
to the rest of the π−p ES data); the reproduction of the 19.90 MeV π−p data
set marginally lies on the good side of the p-values. It is true that a large part
of the DENZ04 π−p ES data could have been included in our DB−. However,
unless the peculiar angular distribution of the π+p DCSs is explained, the
entirety of the DENZ04 data will not be appended to our low-energy DB.
Following a recommendation by the CHAOS Collaboration [61] and using
their original data, we obtained (as a sum over the (χ2j)min contributions of
Eq. (13)) the reproduction χ2 value of 1138.1 for 275 π+p data points and
292.3 for 271 π−p ES data points: an essential departure from the bulk of
the modern low-energy tDB+, as that DB had been established before the
measurements of the CHAOS Collaboration appeared, is obvious.
It may be argued that the segmentation of the original data, into forward-,
intermediate-, and backward-angle sets, is dictated by the procedure which
yielded the original measurements [29,30]; in fact, this is the form in which
the data had been inserted in the SAID DB about fifteen years ago. Of course,
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Fig. 8. The scale factors zj of the data sets in the tDB+, obtained from the fits of the
ETH model to the tDB+/−: solid points: DCS, diamonds: PTCS/TCS, crosses: AP.
The values, corresponding to the data sets which were freely floated (see Table 12),
have not been included in this plot. Also not included are the entries for the three
data sets of Ref. [60]; the pion laboratory kinetic energy T was not kept constant
within each of these data sets. The dashed straight line represents the weighted
linear least-squares fit to the data displayed and the shaded band 1σ uncertainties
around the fitted values. The red line represents the optimal, unbiased outcome of
the optimisation.
compared to the original DCSs, the segmented data sets are bound to yield
more reasonable results. As a contribution from the DENZ04 DCSs to the
χ2min of their fit, the SAID group report a total of 1102.7 for 545 data points
(626.9/274 for the π+p, 475.8/271 for the π−p ES data sets). Therefore, even
the segmented data sets are poorly described by the WI08 solution; in fact,
when considering the description of the 29 segmented data sets by the WI08
solution, 15 p-values are below our default pmin value!
We have also analysed the segmented data of the CHAOS Collaboration, and
have come to the conclusion that the following π+p data sets cannot be repro-
duced by the BLS+/−:
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Fig. 9. The scale factors zj of the data sets in the tDB−, obtained from the fits of
the ETH model to the tDB+/−: solid points: DCS, crosses: AP. The squares at pion
laboratory kinetic energy T = 0 represent the values of the scattering length acc,
extracted from the measurements of the strong shift of the ground state in pionic
hydrogen [4,5]; the two data points overlap and their uncertainties are too small to
be discernible. The value, corresponding to the data set which was freely floated
(see Table 13), has not been included in this plot. Also not included are the entries
for the two data sets of Ref. [60]; as mentioned in the caption of Fig. 8, T was not
kept constant within each of these data sets. The dashed straight line represents
the weighted linear least-squares fit to the data displayed and the shaded band 1σ
uncertainties around the fitted values. The red line represents the optimal, unbiased
outcome of the optimisation.
• the 19.90, 25.80, 32.00, and 43.30(rot.) MeV data sets at forward angles
(i.e., four out of the six data sets involving measurements in the Coulomb
peak),
• the 43.30(rot.) MeV data set at intermediate angles, and
• the 25.80 MeV data set at backward angles;
the problems with the first, second, and fifth data sets relate to the shape,
whereas with the remaining three data sets to the absolute normalisation.
From the π−p ES measurements, only the 25.80 MeV data set at forward
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Fig. 10. Same as Fig. 8 for the scale factors zj of the data sets in the tDB+, obtained
from the fits of the ETH model to the tDB+/0.
angles is poorly reproduced (due to shape). Using the segmented data sets,
reproduction χ2’s (sums over the (χ2j )min contributions of Eq. (13)) of 439.4 for
275 π+p data points and 256.8 for 271 π−p ES data points are obtained. From
these χ2 contributions, one may not draw the conclusion that our BLS+/−
accounts for the DENZ04 data better than the WI08 solution: such a compar-
ison would be unfair, as our results represent sums of reproduction χ2 values
and contain the theoretical uncertainties; on the contrary, the results of the
SAID group represent sums of description χ2 values and contain only the
experimental uncertainties.
It would be instructive to enquire further into the description by the WI08
solution of the six π+p data sets (segmented data), which cannot be reproduced
by the BLS+/−. The sum of the relevant χ
2 values, directly copied from the
output of the SAID Analysis Program [7], is equal to 230.7; as only 66 data
points are contained within these sets, the reduced χ2 value, relating to the
description of these data sets by the WI08 solution, is equal to about 3.50,
i.e., poor without doubt. Equally poor is the description of the seven-point
π−p ES data set at 25.80 MeV, for which the SAID group report χ2 ≈ 24.6.
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Fig. 11. The scale factors zj of the data sets in the DB0, obtained from the fits of
the ETH model to the tDB+/0: solid points: DCS, diamonds: PTCS/TCS, crosses:
AP, triangles: coefficients in the Legendre expansion of the DCS. The square at
pion laboratory kinetic energy T = 0 represents the value of the scattering length
ac0, extracted from the measurement of the total decay width of the ground state
of pionic hydrogen [4]. The values, corresponding to the three data sets which were
freely floated (see Table 14), have not been included. The dashed straight line rep-
resents the weighted linear least-squares fit to the data displayed and the shaded
band 1σ uncertainties around the fitted values. The red line represents the optimal,
unbiased outcome of the optimisation.
Further investigation might be revealing as to the identification of the source
of the observed discrepancies. One of the possibilities would be to analyse
the results obtained in the three angular intervals of the segmented data (i.e.,
forward, intermediate, and backward). The reproduction of the DENZ04 π+p
data at backward angles by the BLS+/− yields χ
2
b ≈ 62.8 for Nb = 62 data
points; this result is very satisfactory 14 and may be used as reference in the
F -tests, aiming at the assessment of the quality of the reproduction of the data
14 It thus follows that the hadronic part of the π+p interaction, which is dominant
at backward angles (the EM contributions vanish at θ = π), is well accounted for
by the BLS+/−.
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sets at forward and intermediate angles. In the former case, χ2f ≈ 142.1 for
Nf = 48 data points; using the reduced χ
2 value of the data sets at backward
angles as reference, one obtains Ff/b = (χ
2
f /Nf)/(χ
2
b/Nb) ≈ 2.92 for Nf and Nb
DoFs, resulting in the p-value of about 4.12 · 10−5, and therefore suggesting a
significant deterioration of the reproduction of the data sets at forward angles
(compared to the reproduction of the measurements at backward angles); vi-
sual inspection of Fig. 12 affirms this result. The corresponding p-value result
for the data sets at intermediate angles comes out equal to about 6.25 · 10−2,
suggesting no significant deterioration of the reproduction of the DENZ04 π+p
data as one moves from backward to intermediate angles. It thus follows that
(in our case) the problem predominantly lies with the DENZ04 π+p data sets
at forward angles (Coulomb peak). It needs to be mentioned that the descrip-
tion of the DENZ04 π+p data by the WI08 solution is equally poor in all
three angular intervals (forward, intermediate, and backward): their reduced
χ2 values for the DENZ04 π+p data sets range between 2.22 and 2.31, thus
pointing to a general underestimation of the uncertainties on the part of the
CHAOS Collaboration; therefore, the output of the SAID Analysis Program
[7] provides no indication that the description of the segmented data by the
WI08 solution deteriorates in any of the three angular intervals. This is an
interesting difference between the BLS, obtained in this work from the fits of
the ETH model to the tDB+/−, and the WI08 solution.
Provided that their number remains reasonably small, our methodology can
handle the presence of outliers in the DBs both in terms of the shape, as
well as of the absolute normalisation of the data sets. However, the break-
down point 15 of our approach (i.e., the use of the Arndt-Roper minimisation
function [1] of Eq. (5) in conjunction with the restriction of the energy do-
main of the measurements) is expected to be low, presumably not exceeding
10 − 15 %. Given the restriction of the DBs to low energy, the inclusion of
the DENZ04 data in our low-energy DB cannot be considered as ‘small’ by
any means; an addition of 546 data points to a DB+/−, which contains 800
measurements, would make sense only if the existing and the added parts are
not incompatible. Figures 12 and 13, as well as Table 15, demonstrate beyond
doubt that this is not the case, predominantly due to the severe discrepancies
in the DB+. On the other hand, the SAID group could afford to add the en-
tirety of the DENZ04 data in their DBs because they (i.e., their 2004 DBs)
already contained tens of thousands of data points (πN measurements up to
the few-GeV region); their sensitivity to the treatment of a few hundred of
new measurements is surely lower than it would have been in our case.
The problematic nature of the DENZ04 DCSs may be revealed by examining
the reports of the CHAOS Collaboration. For instance, upon inspection of
15 The breakdown point of an analysis is the fraction of outliers it can handle before
yielding erroneous results.
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the results of the single-energy phase-shift solution obtained from these data
(see Table 6.1 of Denz’s dissertation and Fig. 4 of the main publication of
the CHAOS Collaboration [31]), one cannot but feel uneasy about the quoted
values. Of course, it is true that the single-energy phase-shift solutions cannot
exhibit the smoothness of the results obtained when the energy dependence
of the phase shifts is modelled by means of continuous functions. Having said
that, the value of the phase shift P31 (+0.65
◦, no uncertainty has been quoted)
in Table 6.1 of the dissertation, at 19.90 MeV, is wrong by about 0.9◦; the
largest of the p-wave phase shifts (P33) is itself about 1
◦ at that energy! At 20
MeV, the WI08 result [7] for P31 (−0.22◦) agrees well with the values we have
obtained over time in this programme. This discrepancy alone should have
sufficed in providing the motivation for the re-examination of the results of
Ref. [31] by the CHAOS Collaboration. As the beam energy in these data sets
is sufficiently low, an investigation of the description of their DCSs within the
framework of Chiral-Perturbation Theory (e.g., with the method of Ref. [62])
or following Ref. [63] should be possible (and would be interesting to pursue).
3.4.6 Reproduction of the π−p PTCSs and TCSs
In Section 3 of Ref. [26], it was argued that the π−p PTCSs should not be used
in this programme because they contain a large contribution from the π−p CX
reaction. Despite the fact that only nine such measurements are available for
T ≤ 100 MeV, their inclusion in any part of the analysis could provide ground
for criticism and cast doubt on the interpretation of the results in terms of
the isospin invariance in the πN interaction. The results of the reproduction
of the three available π−p PTCSs at low energy are given 16 in Table 16. The
contributions from the π−p CX reaction are indeed large. Therefore, the line
of argument of Ref. [26], to avoid including these data in the DB−, is justified.
The measurements of the π−p PTCS are compared to the predictions ob-
tained after summing up the π−p ES PTCS and the entire π−p CX TCS;
this operation is dictated by the experimental technique employed in the ac-
quisition of the π−p PTCS measurements, namely in the detection only of
the π−’s (interacting or passing through) downstream of the target, within
a cone of aperture 2θL with its apex at the geometrical centre of the target,
16 In Ref. [45], Friedman and collaborators reported π+p and π−p ES PTCSs, orig-
inally identified as FRIEDMAN90. Corrections to the published values of the low-
energy π+p PTCSs appeared a few years later [46], taking account of a revision in
the energy calibration of the M11 pion channel at TRIUMF (which occurred in the
early 1990s); in Ref. [46], there is no mention of corrections to the low-energy π−p
ES PTCS of Ref. [45]. As a result, though both the π+p and the π−p ES PTCSs
originally appeared in the same paper, they are assigned different identifiers in the
DB: the corrected low-energy π+p PTCSs are identified as FRIEDMAN99, whereas
the original low-energy π−p ES PTCS as FRIEDMAN90.
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where θL is the laboratory-angle cut associated with the PTCS measurement.
Regarding the component of the π−p CX TCS, one may use the predictions
obtained either from the fits of the ETH model to the tDB+/− or from those
to the tDB+/0. When comparing the values obtained with these two solutions
on a point-to-point basis, only a slight preference for the tDB+/0 predictions
emerges.
In addition, there are six ‘measurements’ of the so-called π−p total-nuclear
cross section, obtained from measurements of the PTCS after the EM con-
tributions of the Coulomb peak (as well as those of the Coulomb-nuclear in-
terference) are removed. The proper treatment of these data is described in
Ref. [24] (see Section ‘The total cross section’ therein): the suggestion is to
use the corrected (i.e., not the hadronic) phase shifts in the definitions of the
partial-wave amplitudes and omit the Coulomb phase shift (and, of course, the
direct Coulomb amplitude). The measurements and the predictions, based on
the fits to both the tDB+/− and the tDB+/0, are given in Table 17. Although
the uncertainties in the measurements are large to enable safe conclusions, the
prediction based on the fits to the tDB+/0 again comes closer to the measure-
ments.
An interesting conclusion may be drawn after performing an analysis of all
values obtained in this section. Defining the ratio of corresponding cross sec-
tions as ri = σ
exp
i /σ
th
i , where σ
exp
i stands for an experimentally obtained cross
section (PTCS or TCS) and σthi denotes the corresponding value predicted
on the basis of the fits to either tDB (tDB+/− or tDB+/0), one may obtain
average values 〈ri〉 separately for the two options as to the choice of the BLS.
The results leave no doubt that the solution, obtained from the tDB+/0 fits,
accounts for the experimental data better:
• 〈ri〉 = 0.949(21) for the results using the fits to the tDB+/− and
• 〈ri〉 = 0.990(22) for those obtained from the fits to the tDB+/0.
The reason that the solution, obtained from the tDB+/0 fits, does a better job
is because the largest component in the π−p PTCSs and TCSs relates to a π−p
CX observable (i.e., to the π−p CX TCS), which (as expected) is accounted
for better by the solution obtained from the tDB+/0 fits.
3.4.7 Reproduction of the DB0 by the results of the fits of the ETH model to
the tDB+/−
The methodology developed in Ref. [30] was first applied to the reproduction
of the DB0 in the ZRH17 analysis. Investigated therein was the absolute nor-
malisation of the DB0 using the prediction based on the fits of the ETH model
to the tDB+/− as BLS (BLS+/−); the same approach will be followed in this
paper. To this end, one must determine the amount at which the reference
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predictions for each data set in the DB0 (i.e., the y
th
ij values) must be floated
in order to optimally reproduce the data of a specific data set (i.e., the yexpij
values). Therefore, relevant in this part of the analysis are the scale factors
for free floating, obtained from Eq. (14).
The extracted values of the optimal scale factors zˆj for the data sets, which are
associated with measurements of the DCS 17 , and their total uncertainties,
i.e., the purely statistical uncertainties
δzˆj =

Nj∑
i=1
wij


−1/2
(where the weights wij were defined in Section 2.5) combined (quadratically)
with the normalisation uncertainty of the data set δzj, are given in Table 18
and, plotted separately for the DCS, for the TCS, and for the coefficients in
the Legendre expansion of the DCS, in Fig. 14. Not included in the figure (but
given in the table) are the entries for the three FITZGERALD86 data sets
which had been freely floated in the optimisation, as well as the entry for the
BREITSCHOPF06 one-point data set which had been eliminated, see Table
6. An interesting feature of Table 18 is that only one (out of a total of 54)
data sets is flagged as having problematic shape; on the other hand, 21 data
sets appear to have problematic absolute normalisation.
Inspection of Fig. 14 leaves no doubt that, when using as BLS the prediction
based on the fits of the ETH model to the tDB+/−, the optimal scale factors
zˆj of the data sets in the DB0 contain a large amount of fluctuation. As
the tDB+/− prediction is smooth, this fluctuation reflects the variation of the
absolute normalisation of the data sets in the DB0. For the sake of example, the
zˆj value for the FRLEZˇ98 data set comes out equal to 1.404(99). This data set
lies in-between three data sets with considerably smaller zˆj values, i.e., between
the two ISENHOWER99 20.60 MeV data sets and the MEKTEROVIC´09
33.89 MeV data set. The values of the absolute normalisation of the two
neighbouring data sets of DUCLOS73 (22.60 and 32.90 MeV) and that of
the JIA08 34.37 MeV data set (both accompanied by large normalisation
uncertainties), are compatible with the BLS+/−.
An exponential function of the form
zˆ = α exp(−βT ) + 1
has been fitted to the zˆj values displayed in Fig. 14. The optimal values of
the parameters α and β, corrected for the quality of the fit (which is evidently
poor), are equal to 0.359(70) and 0.0259(53) MeV−1, respectively. These values
17 Being ratios of cross sections, the APs are not suited for investigating the violation
of the isospin invariance.
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point to sizeable isospin-breaking effects in the low-energy region, increasing
with decreasing beam energy.
Integrated between 0 and 100 MeV, this discrepancy between predicted and
measured cross sections would be equivalent to an effect at the level of 12.7±1.4
% or, naively converted into a discrepancy in the πN scattering amplitude, to
6.17(64) %. Of course, given the pronounced energy dependence of the effect,
these percentages are not meaningful.
4 Possible reasons for the discrepancies in the low-energy πN in-
teraction
Four discrepancies were established in this work.
• The results for the parameters of the ETH model, obtained from the PSAs
of the DB+/− and the tDB+/0, are detailed in Table 7. Significantly different
results between these two PSAs are extracted for the model parameter Gρ.
Smaller differences (below the level of our default pmin value) are observed
in the values of the model parameters gpiNN , Gσ, and Z; in case of the pion-
nucleon coupling constant gpiNN , the difference between the two results was
significant prior to the inclusion in the DB− of the two acc values from the
PSI experiments on pionic hydrogen. The model predictions, obtained from
the two solutions, significantly differ in case of the phase shift δ
1/2
0+ (S11, see
Fig. 3), throughout the energy range of this work. Significant effects are
observed in δ
3/2
0+ (S31, see Fig. 2), δ
3/2
1+ (P33, see Fig. 4), and δ
1/2
1− (P11, see
Fig. 7) in part of the energy range.
• Table 8 contains the various χ2min values obtained in the analysis of the three
low-energy πN DBs and of the two DB combinations of this work, for two
pmin values, corresponding to setting the threshold of statistical significance
to the equivalent of 2.0σ and 2.5σ effects in the normal distribution. The
table demonstrates that the replacement of the tDB− by the tDB0 results in
an appreciable deterioration of the quality of the data description in the fits
of the ETH model. This deterioration manifests a difficulty to account for
the DB0 when imposing on the data the theoretical constraints of crossing
symmetry and isospin invariance.
• The analysis of the scale factors of the fits of the ETH model to the tDB+/−
and the tDB+/0 is performed in Section 3.4.4. The scale factors in the former
case (see Figs. 8 and 9) do not show a significant departure from the sta-
tistical expectation. Sizeable effects are observed in Figs. 10 and 11, when
combining the tDB+ with the tDB0. A similar effect was found in Ref. [8]
in the output of the SAID solution WI08 [7]. It appears that, when forcing
the tDB0 into a joint optimisation scheme, the overall tendency of the mod-
elling is to generate overestimated fitted DCS values for the π+p reaction
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and underestimated ones for the π−p CX reaction at low energy. Evidently,
the optimisation (of the description of the data) is achieved at the expense
of introduction of a systematic bias in the description of both subsets of the
input DB.
• The reproduction of the π−p CX DCSs by the results of the fits of the ETH
model to the tDB+/− was investigated in Section 3.4.7. The scale factors,
displayed in Fig. 14, represent the expected level of the absolute normalisa-
tion of the experimental data on the basis of the BLS+/−. Assuming that the
three assumptions, listed in the subsequent paragraph, are fulfilled, these
quantities should come out centred on 1 and should show no statistically sig-
nificant energy dependence. On the contrary, significant effects are observed
in the low-energy region, increasing with decreasing beam energy.
The aforementioned discrepancies suggest that at least one of the following
assumptions is not fulfilled.
• There are no significant systematic effects (e.g., a systematic underestima-
tion) in the determination of the absolute normalisation of the data sets
comprising the three low-energy DBs; the absolute normalisation of each
data set is subject only to statistical fluctuation, in accordance with the
normalisation uncertainty as reported by each experimental group (or as-
signed by us).
• The residual effects in the EM corrections of the Aarhus-Canberra-Zurich
Collaboration [10,11,37] are negligible.
• The isospin invariance holds in the hadronic part of the πN interaction.
The three possibilities, arising from the non-fulfilment of these assumptions,
will be explored further in the rest of this section.
4.1 Experimental mismatches
The first explanation for the discrepancies involves a trivial effect, namely
the systematic incorrectness of the absolute normalisation of the modern low-
energy πN data. For the sake of example, such a situation would arise if a part
of the final-state pions evaded detection or if the flux of the incident beam
- whichever the reason - were overestimated in the modern low-energy πN
experiments; in both cases, the DCSs at low energy would be systematically
underestimated.
The first point concerns the absolute normalisation of some low-energy ex-
periments: one frequently feels being at a loss to provide an explanation for
the sizeable effects in the absolute normalisation of some of the data sets.
For instance, the absolute normalisation of the FITZGERALD86 data sets at
the three lowest energies in that experiment appears to exceed the absolute
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normalisation of the bulk of the tDB0 by (on average) nearly 70 % (see Table
14); the reported normalisation uncertainty in the experiment was 7.8 %. Such
an effect may be due to one of the following reasons (or their combination):
a) The energy of the incoming beam had not been what the experimental
group expected. b) The effects of the contamination of the incoming beam
were underestimated in the experiment. c) The normalisation uncertainty in
the experiment had been grossly underestimated. d) The determination of the
absolute normalisation in the experiment had been erroneous.
The second point concerns the smallness of the normalisation uncertainty
reported in several low-energy experiments. Arguments were presented in
Ref. [26], to substantiate the point of view that the reported uncertainties
in the πN experiments at low energy have (on average) been underestimated.
In 23 (out of 52) DCS data sets (with known normalisation uncertainty) in
the initial DB+/−, normalisation uncertainties below 3 % had been reported.
The smallest normalisation uncertainty in the DB+/− is equal to a mere 1.2
%, which (based on the experience gained after three decades of relevant ex-
perimentation) borders on the impossible. While pondering over these issues,
one cannot help thinking that it would make sense to disregard all claims of
such exaggerated and unrealistic accuracy, and assign to all relevant data sets
a reasonable normalisation uncertainty, e.g., 3 %, though this value might be
optimistic too. However, such an approach would appear arbitrary and would
surely provide ample ground for criticism. Such revisions must be instigated
by the experimental groups responsible for the measurements, not by analysts.
4.2 Residual EM effects
Although the attribution of the results of Table 8 to residual EM effects might
not seem likely (any residual EM corrections would equally affect the de-
scription of the data with the two models involved in the data analysis), the
completeness of the EM corrections in the πN interaction at low energy is
an important issue which must properly be addressed. Underlying the work
both of the NORDITA group [23,24,25] and of the Aarhus-Canberra-Zurich
Collaboration [10,11,37] was the assumption that the hadronic masses of the
various particles are equal to the corresponding physical ones. According to
Refs. [26,37], the residual EM corrections are predominantly related to the use
of the physical (instead of the unknown hadronic) masses for the proton, for
the neutron, and for the charged and neutral pions in the determination of
the EM corrections. On the other hand, one could expect that the inclusion of
the residual EM effects would result in an improved description of the input
data; if this is indeed the case, then the iterative procedure, which had been
put forward in the determination of the EM corrections in Refs. [10,11], might
have captured part of these effects.
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The EM corrections are identified as the changes (in the phase shifts and in
the partial-wave amplitudes) when the EM interaction is switched from ‘on’
(physical quantities relating to this Universe) to ‘off’ (same quantities in a
hypothetical Universe, devoid of the EM interaction), see also the discussion
at the end of Appendix A in Ref. [42]. Important issues, which need to be
addressed (and resolved) in the re-assessment of the EM effects in the πN
interaction, include the following.
• Clear definitions of what is meant by ‘EM part’ and by ‘hadronic part’ of
the πN interaction.
• Suitable methodology for dealing with the hadrons after they (or their con-
stituents, i.e., the quarks and antiquarks) have been deprived of their EM
properties.
• Suitable methodology for dealing with the altered kinematics, after the in-
teracting hadrons have been deprived of the EM contributions to their rest
masses.
It is unclear how knowledge of the hadronic part of the πN interaction at low
energy could be improved by new experiments, while the subject of the EM
corrections remains unresolved. Even in case of perfect data and no discrep-
ancies in the low-energy DB, one would still need to address the extraction of
the important (hadronic) information from those perfect measurements. It is
therefore our opinion that new EM corrections, benefiting from the experience
gained from the experimentation and the analysis of the πN data during the
last three decades, as well as from the facilitation of the dissemination of the in-
formation which the world-wide web offers nowadays, is the first step forwards.
These corrections must be obtained in a wide energy range and must be easy
to implement and use, as straightforward as the corrections of the NORDITA
group [23,24,25] had been. It would be convenient to have the results in tab-
ulated form (perhaps containing more energies than the NORDITA tables).
Optimally, one could envisage that one dedicated group would undertake the
responsibility not only of the development, but also of the implementation
of the EM corrections: the application of these corrections could involve one
software library with simple interfaces. In principle, the only input comprises
the beam energy, the (model-dependent) πN phase shifts, and the reaction
type, whereas the output should be the corrected phase shifts and (complex)
partial-wave amplitudes, or directly the values of the usual observables (re-
lating to the input reaction type). Such a scheme would disperse the current
dubiousness regarding the comparison of results obtained in different PWAs of
the πN data: at present, one cannot be certain whether the differences, which
the comparisons reveal, originate in the dissimilarity of the modelling schemes
of the hadronic interaction, of the analysis techniques, or of the treatment of
the EM effects.
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4.3 The violation of the isospin invariance in the hadronic part of the πN
interaction
The effects, described at the beginning of Section 4, may be taken to suggest
that the isospin invariance is broken in the πN interaction at a level exceeding
the theoretical expectation [64]. This is the last of the possibilities which may
be put forward in an attempt to explain the discrepancies and, admittedly, a
compelling one in Physics terms; such an effect could account for the results
of Table 8.
Of course, the possibility of the violation of the isospin invariance in the πN
system is news to no one; such effects were investigated in a series of papers in
the late 1990s [21,22,26,28], as well as - two years before Refs. [21,22] appeared
- in the pioneering work of Gibbs and collaborators [65]. Although the con-
clusions of Refs. [65,21,22] were not taken with enthusiasm, one is tempted to
raise the question: ‘Why should the isospin invariance hold in the first place?’
After all, the hadronic masses of the u and d quarks are different; similarly,
the masses of the nucleons differ (beyond ‘trivial’ EM effects), and so do those
of the ∆(1232) isospin states. It appears, therefore, that the right question to
ask is not whether the isospin invariance is broken in the πN interaction, but
at which level it is.
One may compare the level of the isospin breaking in the πN interaction to
what has long been known for the NN system [66]. The hadronic part of
the low-energy NN interaction is characterised by three scattering lengths,
corresponding to the 1S0 states pp, nn, and np. If the charge independence
(which is used in the NN domain as a synonym for the isospin invariance)
would hold, these three scattering lengths would be equal. In reality, after the
removal of the EM effects, their values are [66]:
app = −17.3(4) fm, ann = −18.8(3) fm, anp = −23.77(9) fm . (20)
(In Ref. [66], these scattering lengths carry the superscript ‘N’, indicating that
they are nuclear ones, obtained after the EM corrections had been applied.)
Obviously, these values violate charge independence and, to a lesser extent,
charge symmetry, as
∆aCD = (app + ann)/2− anp = 5.7(3)fm (21)
and
∆aCSD = app − ann = 1.5(5)fm (22)
are significantly non-zero. These values correspond to the violation of the
charge independence in the low-energy s-wave part of the NN scattering am-
plitude by about 27 % and of charge symmetry by about 8 %. The level of
the charge-independence breaking in the NN interaction is to be compared
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to the 5 to 10 % effects which were reported in Refs. [65,21,22,26,28,8] for the
low-energy πN system. If the πN interaction is regarded as the basis for the
description of the NN interaction (as the case is in meson-exchange models of
the NN interaction), it is logical to expect that a part of the (large) isospin-
breaking effects, observed in the NN system, could originate from the πN
interaction.
There are two ways (or their combination) by which the isospin-breaking ef-
fects may be accounted for in a πN interaction model.
• If the model is isospin-invariant by structure (as the ETH model is), then
any isospin-breaking effects will manifest themselves as discrepancies in the
data analysis, e.g., those detailed in the beginning of Section 4 as far as this
work is concerned.
• If the model explicitly contains (the appropriate) isospin-breaking graphs,
then - by fitting to the same data - one should come up with an improved
description (over the use of an isospin-invariant model) and the removal of
any discrepancies established in analyses featuring isospin-invariant models.
This possibility has never been pursued in this programme.
In 2017, two papers reported sizeable splitting effects in the πN coupling con-
stant. Under the assumption that the NN force is modelled at low energy
by means of the one-pion-exchange mechanism, Babenko and Petrov [67] ob-
tained the significant result fc > f0, see Ref. [42] for details. In the same year,
Navarro Pe´rez and collaborators [68] came up with a (less significant) splitting
effect in the πN coupling constant, but (slightly) favour fc < f0. One should
not forget that, aiming at providing an explanation for the surprising (at that
time) result of Ref. [65], Piekarewicz had (already in 1995) attributed the
isospin-breaking effects to changes in the coupling constant due to the mass
difference between the u and the d quarks [69]. The splitting effects in the
πNN coupling constant were also studied in Ref. [70]: the authors reported
that gpi±pn should be equal to the average of the two gpi0NN values and provided
an estimate for the splitting between 1.2 and 3.7 %.
Table 7 demonstrates that the coupling constant gpiNN is affected when re-
placing the tDB− by the tDB0 in the analysis (the difference between the two
values was significant prior to the inclusion in the DB− of the two acc values
from the PSI experiments on pionic hydrogen, e.g., see the corresponding table
for the ZRH17 solution and Table 4 of Ref. [28]). The fits of the ETH model
to the DB+/− essentially determine the charged-pion coupling constant to the
nucleon fc, whereas those involving the π
−p CX reaction determine unusual
combinations of these quantities: the s-channel graph involves the combination
f−fn, whereas the u-channel graph involves f−fp, see Section 5 of Ref. [42].
Under certain conditions, the analysis of the low-energy πN data with the
ETH model suggests that f0 > fc, in agreement with the effect reported in
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Ref. [68].
Two mechanisms are known for a long time as potential sources of isospin-
breaking effects in the hadronic interaction: the first one affects the ES pro-
cesses (ρ0 − ω mixing), whereas the second has an impact on the π−p CX
reaction (π0 − η mixing). As both the ω(782) and the η mesons are singlets,
the coupling of the former to the ρ0(770) and of the latter to the π0 explicitly
violate the isospin invariance in the πN interaction.
Regarding the possibility of the attribution of (some of) the discrepancies to
isospin-breaking effects originating from the ρ0 − ω mixing, there has been
one development since the previous version of the work under this permanent
link; the contributions from the graph of Fig. 15 were estimated in Ref. [57]
and found to be small, below the 1 % level in the low-energy region. Assuming
the validity of the t dependence of the effects of the ρ0−ω mixing of Ref. [57]
(imported therein from earlier works), it does not appear likely that the ρ0−ω
mixing could play an important role in the low-energy πN interaction.
The π0 − η mixing was proposed as a source of isospin-breaking effects in the
π−p CX reaction about four decades ago [71]. Given that only one graph (the
t-channel ρ(770)-exchange graph) is affected in case of the ES, whereas all
graphs are affected in case of the π−p CX reaction (see Fig. 16), one might
(perhaps, naively) expect that the isospin-breaking effects are more significant
in the latter case.
5 Summary
The series of the papers under this permanent link serves two main purposes.
• It provides details about the development of the theoretical and analysis
frameworks of this research programme, which aims at the study of the
pion-nucleon (πN) interaction at low energy (pion laboratory kinetic energy
T ≤ 100 MeV).
• It provides a permanent link to the results, obtained in this programme from
the low-energy πN measurements via the use of the Arndt-Roper minimi-
sation function [1] of Eq. (5). The material will be updated whenever new
results become available.
To facilitate the discussion below, we remind the reader that the notation for
the various databases is to be found in Section 1.
A number of changes have been made in this version of the work (referred
to as ‘ZRH19’), see beginning of Section 3. The essential difference to our
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past PSAs relates to the inclusion in the DB− of the two π
−p s-wave elastic-
scattering (ES) lengths acc, extracted from PSI measurements of the strong
shift ǫ1s in pionic hydrogen [4,5]. Extensive comments on this modification
may be found in Section 3.1. It has been demonstrated that the addition of
these data points to the input does not give rise to dramatic differences in
comparison to our recent PSAs; the χ2 minimum simply moves towards a
solution with enhanced isoscalar components in the low-energy πN scattering
amplitude. However, this modification has one important consequence: the
long-standing discrepancy between the value obtained from the PSA of the
tDB+/− and those extracted in the pionic-hydrogen experiments at PSI [4,5],
observed and discussed in Refs. [26,37,27,29], as well as in the previous version
of this paper, is resolved.
In the current analysis framework, the separate study of the ES DBs, as well
as of the one relating to the π−p charge-exchange (CX) reaction, is enabled by
means of suitable low-energy parameterisations of the s- and p-wave K-matrix
elements (representing the ‘phenomenological model’ in this work). The anal-
ysis with the phenomenological model is free of theoretical constraints, other
than the expected low-energy behaviour of the K-matrix elements. Deployed
at the first stage of each PSA, the processing of the data with the phenomeno-
logical model enables the unbiased identification of the outliers in the DB and
the creation of consistent input for further analysis.
The hadronic model of this programme, the ‘ETH model’, is mainly based
on f0(500)- and ρ(770)-exchange t-channel graphs, as well as on the s- and
u-channel N and ∆(1232) contributions (see Fig. 1). Additional (small) contri-
butions from all well-established (four-star) s and p higher baryon resonances
with masses up to 2 GeV have been part of the model since 1994. From now
on, the t-channel contributions of the scalar-isoscalar mesons with masses up
to 2 GeV and known branching fractions to ππ decay modes will be included
in the model amplitudes. At present, two such states are well-established [6]:
the f0(980) and the f0(1500).
The analysis of the measurements with the ETH model is performed at the
second stage in each PSA; imposed at this stage are the theoretical constraints
of crossing symmetry and isospin invariance, which the hadronic part of the
πN scattering amplitude of the ETH model obeys. To ensure that both isospin
amplitudes (in each partial wave) are reliably determined from the measure-
ments, joint analyses of the tDB+ with tDB− and with tDB0 are performed.
The optimal values of the model parameters and the corresponding Hessian
matrices are obtained from these fits and are subsequently used in the gen-
eration of Monte-Carlo predictions for the low-energy constants of the πN
system, for the phase shifts, and for the usual low-energy πN observables, i.e.,
for the differential cross section (DCS), for the analysing power (AP), for the
partial-total cross section (PTCS), and for the total cross section (TCS). Pre-
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dictions for these observables may be extracted for any of the three low-energy
processes, at any value of the relevant kinematical variables, i.e., energy and
scattering angle for the DCS and the AP, energy and laboratory-angle cut for
the PTCS, and energy for the TCS. Regarding the exchanged meson with the
lowest mass in the I = J = 0 t-channel graph of the ETH model (f0(500), sim-
ply named σ in all earlier works), the recommendation by the Particle-Data
Group [6] is to make use of a Breit-Wigner mass between 400 and 550 MeV.
As a result, fits of the ETH model to the data are performed since 2014 at
seven (evenly spaced and equally weighted) mσ values between 400 and 550
MeV. All uncertainties in this work contain the effects of the mσ variation.
The analysis of the low-energy πN DBs established a number of discrepancies,
see beginning of Section 4. In summary, the results for the model parameter
Gρ, obtained from the PSAs of the DB+/− and the tDB+/0, significantly differ,
see Table 7; smaller effects are observed in the pion-nucleon coupling constant
gpiNN . The model predictions, obtained from the two solutions, significantly
differ in case of the phase shift δ
1/2
0+ (S11, see Fig. 3), throughout the energy
range of this work. Significant effects are observed in δ
3/2
0+ (S31, see Fig. 2),
δ
3/2
1+ (P33, see Fig. 4), and δ
1/2
1− (P11, see Fig. 7) in part of the energy range.
Table 8 demonstrates that the replacement of the tDB− by the tDB0 results
in the deterioration of the quality of the data description in the fits of the
ETH model. Sizeable effects are observed in the behaviour of the scale factors
obtained from the fits to the tDB+/0 (see Figs. 10 and 11); similar effects were
observed in Ref. [8] in the output of the SAID solution WI08 [7]. It appears
that, when forcing the tDB0 into a joint optimisation scheme, regardless of
whether one uses the ETH model or dispersion relations [7] in the analysis,
the overall tendency of the modelling is to generate overestimated fitted DCS
values for the π+p reaction and underestimated ones for the π−p CX reaction
at low energy. Finally, significant effects are observed in the reproduction of
the π−p CX DCSs by the results of the fits of the ETH model to the tDB+/− in
the low-energy region; these effects appear to increase with decreasing beam
energy (see Fig. 14).
Our result for the pion-nucleon coupling constant gpiNN , obtained from the
PSA of the tDB+/− is equal to 13.09 ± 0.12, which translates into a pseu-
dovector coupling f 2c = 0.0753± 0.0014. The two values of the πN∆ coupling
constant gpiN∆, obtained from the PSAs to the tDB+/− and the tDB+/0, are
in excellent agreement with the value of 29.20(50), extracted directly from the
decay width of the ∆(1232) resonance.
Given that the electromagnetic (EM) corrections (which are applied to the
πN phase shifts and to the partial-wave amplitudes on the way to the eval-
uation of the observables) of Refs. [10,11,37] were obtained with the physical
(instead of the unknown hadronic) masses for the proton, for the neutron, and
for the charged and neutral pions, a cautious attitude is assumed, by consider-
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ing the physical quantities of the analysis (the fit parameters, the low-energy
constants of the πN system, the phase shifts, etc.) not purely hadronic, but
‘EM-modified’, i.e., containing residual EM effects. Although part of these ef-
fects might have already been captured by the procedure put forward in the
determination of the EM corrections in Refs. [10,11,37], it remains unknown
how important any residual effects might be.
In Section 4.2, arguments have been put forward to substantiate the recom-
mendation to re-assess the EM corrections in the πN interaction. New low-
energy experiments cannot advance the knowledge of the hadronic part of the
πN interaction, while the subject of the EM corrections remains unresolved.
Some of the issues, which must be addressed, are outlined; it appears that
the most important subject is the use of the physical (instead of the unknown
hadronic) masses in the determination of the EM corrections of Refs. [10,11,37]
and [23,24,25].
Assuming the absence of significant systematic effects (e.g., a systematic un-
derestimation) in the determination of the absolute normalisation of the data
sets, comprising the low-energy DB, and the negligibility of the residual effects
in the EM corrections of Refs. [10,11,37], the aforementioned discrepancies may
only be blamed on the violation of the isospin invariance in the πN interaction
at low energy. The findings of this study agree well with those reported since
the mid 1990s, when the isospin invariance in the πN interaction was first
tested by using the then available experimental information. This agreement
is notable given the changes in the DBs (e.g., the DB0 has been enlarged by
a factor of seven in the meantime), the analysis methods, and the EM cor-
rections applied to the data. These findings disagree with the expectations
of the heavy-baryon Chiral-Perturbation Theory [64], according to which the
maximal isospin-breaking effects in the low-energy πN interaction should be
of order of 1 %.
Predictions for the usual low-energy πN observables (DCS, AP, PTCS, and
TCS) for the three πN reactions, extracted from the two solutions of this
work, are simple to obtain, free of charge, and available within a few days
of a request. Unlike the predictions obtained from dispersion relations, our
predictions are accompanied by uncertainties which reflect the statistical and
systematic fluctuation of the experimental data.
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Table 12
The data sets comprising the tDB+. The columns correspond to details about each
data set as follows: the identifier of the data set in the DB+, the pion laboratory
kinetic energy Tj of the data set (in MeV), the NDF after the removal of any outliers
from the original data, the scale factor zj of Eq. (6), the normalisation uncertainty
δzj (reported or assigned), the value of (χ
2
j )min of Eq. (7), and the corresponding
p-value (relating to the overall description of the data set). In case of free floating,
zj is identified as the optimal scale factor zˆj of Eq. (14). The entries of this table
have been taken from the final fit of the phenomenological model of Section 2.3.1
at our default pmin value (2.5σ effects in the normal distribution).
Identifier Tj Nj zj δzj (χ
2
j)min p-value Comments
DCSs
BERTIN76 20.80 10 1.3796 0.1156 18.2752 5.05 · 10−2
BERTIN76 30.50 10 1.2320 0.1052 9.6523 4.72 · 10−1
BERTIN76 39.50 8 1.1668 0.0956 17.2639 2.75 · 10−2 75.05◦, 85.81◦ removed
BERTIN76 51.50 10 1.1198 0.0828 5.0827 8.86 · 10−1
BERTIN76 81.70 10 1.1009 0.0506 16.6124 8.34 · 10−2
BERTIN76 95.90 9 1.0194 0.0354 17.6116 4.00 · 10−2 65.67◦ removed
AULD79 47.90 11 1.0017 0.0866 14.8483 1.90 · 10−1
RITCHIE83 65.00 8 1.0447 0.0240 17.6582 2.39 · 10−2
RITCHIE83 72.50 10 1.0076 0.0200 4.8267 9.02 · 10−1
RITCHIE83 80.00 10 1.0319 0.0140 20.4165 2.56 · 10−2
RITCHIE83 95.00 10 1.0325 0.0150 13.4287 2.01 · 10−1
FRANK83 29.40 28 0.9673 0.0370 19.5973 8.79 · 10−1
FRANK83 49.50 28 1.0351 0.2030 33.1324 2.31 · 10−1
FRANK83 69.60 27 0.9283 0.0950 22.8067 6.95 · 10−1
FRANK83 89.60 27 0.8586 0.0470 31.9650 2.33 · 10−1
BRACK86 66.80 4 0.8927 0.0120 2.4021 6.62 · 10−1 freely floated
BRACK86 86.80 8 0.9395 0.0140 12.2549 1.40 · 10−1 freely floated
BRACK86 91.70 5 0.9732 0.0120 11.1402 4.87 · 10−2
BRACK86 97.90 5 0.9696 0.0150 9.0187 1.08 · 10−1
BRACK88 66.80 6 0.9476 0.0210 11.0501 8.68 · 10−2
BRACK88 66.80 6 0.9566 0.0210 9.6911 1.38 · 10−1
WIEDNER89 54.30 19 0.9903 0.0304 15.2974 7.04 · 10−1
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Table 12 continued
Identifier Tj Nj zj δzj (χ
2
j)min p-value Comments
BRACK90 30.00 6 1.0716 0.0360 14.1625 2.79 · 10−2
BRACK90 45.00 8 0.9977 0.0220 8.2745 4.07 · 10−1
BRACK95 87.10 8 0.9641 0.0220 13.9094 8.42 · 10−2
BRACK95 98.10 8 0.9741 0.0200 16.7820 3.25 · 10−2
JORAM95 45.10 8 0.9577 0.0330 15.8683 4.43 · 10−2 124.42◦, 131.69◦ removed
JORAM95 68.60 9 1.0437 0.0440 11.4501 2.46 · 10−1
JORAM95 32.20 19 0.9934 0.0340 27.5466 9.26 · 10−2 37.40◦ removed
JORAM95 44.60 18 0.9489 0.0340 31.6004 2.45 · 10−2 30.74◦, 35.40◦ removed
APs
SEVIOR89 98.00 6 1.0222 0.0500 5.2202 5.16 · 10−1
WIESER96 68.34 3 0.9191 0.0500 3.7194 2.93 · 10−1
WIESER96 68.34 4 0.9423 0.0500 4.1374 3.88 · 10−1
MEIER04 57.20 − 87.20 12 0.9878 0.0350 13.9931 3.01 · 10−1
MEIER04 45.20, 51.20 6 0.9672 0.0350 8.5126 2.03 · 10−1
MEIER04 57.30 − 87.20 7 1.0117 0.0350 11.6835 1.11 · 10−1
PTCSs
KRISS97 39.80 1 1.0107 0.0300 1.2972 2.55 · 10−1
KRISS97 40.50 1 1.0014 0.0300 0.0861 7.69 · 10−1
KRISS97 44.70 1 1.0008 0.0300 0.0074 9.31 · 10−1
KRISS97 45.30 1 1.0011 0.0300 0.0099 9.21 · 10−1
KRISS97 51.10 1 1.0229 0.0300 3.0076 8.29 · 10−2
KRISS97 51.70 1 1.0015 0.0300 0.0158 9.00 · 10−1
KRISS97 54.80 1 1.0054 0.0300 0.0868 7.68 · 10−1
KRISS97 59.30 1 1.0240 0.0300 1.1333 2.87 · 10−1
KRISS97 66.30 2 1.0497 0.0300 4.0185 1.34 · 10−1
KRISS97 66.80 2 1.0074 0.0300 0.5785 7.49 · 10−1
KRISS97 80.00 1 1.0140 0.0300 0.3571 5.50 · 10−1
KRISS97 89.30 1 1.0075 0.0300 0.2557 6.13 · 10−1
KRISS97 99.20 1 1.0527 0.0300 3.7730 5.21 · 10−2
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Table 12 continued
Identifier Tj Nj zj δzj (χ
2
j)min p-value Comments
FRIEDMAN99 45.00 1 1.0400 0.0600 1.8976 1.68 · 10−1
FRIEDMAN99 52.10 1 1.0155 0.0600 0.1979 6.56 · 10−1
FRIEDMAN99 63.10 1 1.0355 0.0600 0.4696 4.93 · 10−1
FRIEDMAN99 67.45 2 1.0519 0.0600 1.2378 5.39 · 10−1
FRIEDMAN99 71.50 2 1.0497 0.0600 0.8403 6.57 · 10−1
FRIEDMAN99 92.50 2 1.0410 0.0600 0.5361 7.65 · 10−1
TCSs
CARTER71 71.60 1 1.0920 0.0600 2.6669 1.02 · 10−1
CARTER71 97.40 1 1.0476 0.0600 0.6353 4.25 · 10−1
PEDRONI78 72.50 1 1.0121 0.0600 0.1325 7.16 · 10−1
PEDRONI78 84.80 1 1.0306 0.0600 0.3151 5.75 · 10−1
PEDRONI78 95.10 1 1.0217 0.0600 0.1793 6.72 · 10−1
PEDRONI78 96.90 1 1.0155 0.0600 0.1143 7.35 · 10−1
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Table 13
The equivalent of Table 12 for the tDB−. The entries of this table have been taken
from the final fit of the phenomenological model of Section 2.3.2.
Identifier Tj Nj zj δzj (χ
2
j )min p-value Comments
DCSs
FRANK83 29.40 28 0.9756 0.0350 31.4325 2.98 · 10−1
FRANK83 49.50 28 1.1004 0.0780 28.9216 4.17 · 10−1
FRANK83 69.60 27 1.0879 0.2530 24.2361 6.17 · 10−1
FRANK83 89.60 27 0.9422 0.1390 24.3672 6.10 · 10−1
BRACK86 66.80 5 0.9974 0.0130 13.9323 1.60 · 10−2
BRACK86 86.80 5 1.0030 0.0120 1.2997 9.35 · 10−1
BRACK86 91.70 5 0.9962 0.0120 2.9915 7.01 · 10−1
BRACK86 97.90 5 1.0001 0.0120 5.8258 3.24 · 10−1
WIEDNER89 54.30 18 1.1561 0.0304 23.5035 1.72 · 10−1 15.55◦ removed, freely floated
BRACK90 30.00 5 1.0149 0.0200 4.1985 5.21 · 10−1
BRACK90 45.00 9 1.0533 0.0220 13.1043 1.58 · 10−1
BRACK95 87.50 6 0.9776 0.0220 11.3109 7.92 · 10−2
BRACK95 98.10 7 1.0041 0.0210 8.7148 2.74 · 10−1 36.70◦ removed
JORAM95 32.70 4 0.9903 0.0330 4.0024 4.06 · 10−1
JORAM95 32.70 2 0.9514 0.0330 6.0709 4.81 · 10−2
JORAM95 45.10 4 0.9552 0.0330 12.0339 1.71 · 10−2
JORAM95 45.10 3 0.9468 0.0330 9.0697 2.84 · 10−2
JORAM95 68.60 7 1.0789 0.0440 14.1956 4.78 · 10−2
JORAM95 68.60 3 1.0318 0.0440 2.2253 5.27 · 10−1
JORAM95 32.20 20 1.0588 0.0340 20.9663 3.99 · 10−1
JORAM95 44.60 20 0.9432 0.0340 30.3611 6.42 · 10−2
JANOUSCH97 43.60 1 1.0485 0.1500 0.2277 6.33 · 10−1
JANOUSCH97 50.30 1 1.0455 0.1500 0.2522 6.16 · 10−1
JANOUSCH97 57.30 1 1.0826 0.1500 4.9636 2.59 · 10−2
JANOUSCH97 64.50 1 1.0107 0.1500 0.0075 9.31 · 10−1
JANOUSCH97 72.00 1 1.2994 0.1500 4.6679 3.07 · 10−2
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Table 13 continued
Identifier Tj Nj zj δzj (χ
2
j )min p-value Comments
acc from the strong shift ǫ1s in pionic hydrogen
SCHROEDER01 0.00 1 1.0003 0.0082 0.0012 9.73 · 10−1
HENNEBACH14 0.00 1 1.0004 0.0067 0.0034 9.54 · 10−1
APs
ALDER83 98.00 6 1.0107 0.0400 5.3966 4.94 · 10−1
SEVIOR89 98.00 5 0.9953 0.0500 1.5200 9.11 · 10−1
HOFMAN98 86.80 11 1.0008 0.0300 6.3152 8.52 · 10−1
PATTERSON02 57.20 10 0.9486 0.0370 10.6073 3.89 · 10−1
PATTERSON02 66.90 9 0.9993 0.0370 5.5662 7.82 · 10−1
PATTERSON02 66.90 10 0.9607 0.0370 13.7878 1.83 · 10−1
PATTERSON02 87.20 11 0.9818 0.0370 8.4647 6.71 · 10−1
PATTERSON02 87.20 11 0.9917 0.0370 5.0841 9.27 · 10−1
PATTERSON02 98.00 12 1.0036 0.0370 6.8741 8.66 · 10−1
MEIER04 67.30, 87.20 3 0.9936 0.0350 2.9953 3.92 · 10−1
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Table 14
The equivalent of Table 12 for the tDB0. The entries of this table have been taken
from the final fit of the phenomenological model of Section 2.3.2.
Identifier Tj Nj zj δzj (χ
2
j )min p-value Comments
DCSs
DUCLOS73 22.60 1 0.9106 0.1235 0.8118 3.68 · 10−1
DUCLOS73 32.90 1 0.9578 0.1230 0.1748 6.76 · 10−1
DUCLOS73 42.60 1 0.8782 0.1226 1.3575 2.44 · 10−1
FITZGERALD86 32.48 2 1.5029 0.0780 2.5095 2.85 · 10−1 freely floated
FITZGERALD86 36.11 2 1.7256 0.0780 1.4387 4.87 · 10−1 freely floated
FITZGERALD86 40.26 2 1.8339 0.0780 7.5328 2.31 · 10−2 freely floated
FITZGERALD86 47.93 3 1.1593 0.0780 10.5178 1.46 · 10−2
FITZGERALD86 51.78 3 1.0818 0.0780 4.9694 1.74 · 10−1
FITZGERALD86 55.58 3 1.0569 0.0780 1.2422 7.43 · 10−1
FITZGERALD86 63.21 3 1.0293 0.0780 0.8634 8.34 · 10−1
FRLEZˇ98 27.50 6 1.0828 0.0870 10.5358 1.04 · 10−1
ISENHOWER99 10.60 4 1.0139 0.0600 2.0217 7.32 · 10−1
ISENHOWER99 10.60 5 1.0006 0.0400 1.4105 9.23 · 10−1
ISENHOWER99 10.60 6 1.0108 0.0400 7.8622 2.48 · 10−1
ISENHOWER99 20.60 5 0.9739 0.0400 1.8791 8.66 · 10−1
ISENHOWER99 20.60 6 1.0068 0.0400 8.1308 2.29 · 10−1
ISENHOWER99 39.40 4 1.0697 0.0600 7.5352 1.10 · 10−1
ISENHOWER99 39.40 5 1.0567 0.0400 8.4981 1.31 · 10−1
ISENHOWER99 39.40 5 0.9526 0.0400 5.1359 4.00 · 10−1
SADLER04 63.86 20 0.9575 0.0650 15.5426 7.45 · 10−1
SADLER04 83.49 20 0.9880 0.0520 11.7569 9.24 · 10−1
SADLER04 94.57 20 1.0274 0.0450 6.5079 9.98 · 10−1
JIA08 34.37 4 0.8412 0.1000 4.8923 2.99 · 10−1
JIA08 39.95 4 0.8627 0.1000 3.3819 4.96 · 10−1
JIA08 43.39 4 0.8690 0.1000 2.8392 5.85 · 10−1
JIA08 46.99 4 0.9669 0.1000 4.6352 3.27 · 10−1
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Table 14 continued
Identifier Tj Nj zj δzj (χ
2
j )min p-value Comments
DCSs
JIA08 54.19 4 0.8804 0.1000 2.7069 6.08 · 10−1
JIA08 59.68 4 0.9083 0.1000 3.7534 4.40 · 10−1
MEKTEROVIC´09 33.89 20 1.0208 0.0340 16.7426 6.70 · 10−1
MEKTEROVIC´09 39.38 20 1.0130 0.0260 14.8117 7.87 · 10−1
MEKTEROVIC´09 44.49 20 1.0097 0.0270 33.0247 3.35 · 10−2
MEKTEROVIC´09 51.16 20 1.0367 0.0290 14.4895 8.05 · 10−1
MEKTEROVIC´09 57.41 20 1.0412 0.0290 20.3585 4.36 · 10−1
MEKTEROVIC´09 66.79 20 1.0253 0.0300 20.5048 4.27 · 10−1
MEKTEROVIC´09 86.62 20 1.0014 0.0290 30.5301 6.17 · 10−2
Coefficients in the Legendre expansion of the DCS
SALOMON84 27.40 3 0.9706 0.0310 2.9191 4.04 · 10−1
SALOMON84 39.30 3 0.9938 0.0310 1.1651 7.61 · 10−1
BAGHERI88 45.60 3 1.0063 0.0310 0.1035 9.91 · 10−1
BAGHERI88 62.20 3 0.9615 0.0310 3.0705 3.81 · 10−1
BAGHERI88 76.40 3 0.9749 0.0310 3.0238 3.88 · 10−1
BAGHERI88 91.70 3 1.0136 0.0310 2.9422 4.01 · 10−1
b1 from the total decay width Γ1s of pionic hydrogen
SCHROEDER01 0.00 1 0.9853 0.0218 0.9278 3.35 · 10−1
APs
STASˇKO93 100.00 4 0.9931 0.0440 1.4931 8.28 · 10−1
GAULARD99 98.10 6 1.0168 0.0450 0.7805 9.93 · 10−1
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Table 14 continued
Identifier Tj Nj zj δzj (χ
2
j)min p-value Comments
TCSs
BUGG71 90.90 1 1.0211 0.0600 0.1292 7.19 · 10−1
BREITSCHOPF06 38.90 1 0.9958 0.0300 0.1814 6.70 · 10−1
BREITSCHOPF06 43.00 1 1.0011 0.0300 0.0244 8.76 · 10−1
BREITSCHOPF06 47.10 1 0.9981 0.0300 0.0556 8.14 · 10−1
BREITSCHOPF06 55.60 1 0.9954 0.0300 0.1884 6.64 · 10−1
BREITSCHOPF06 64.30 1 0.9731 0.0300 3.6372 5.65 · 10−2
BREITSCHOPF06 65.90 1 0.9784 0.0300 2.2349 1.35 · 10−1
BREITSCHOPF06 76.10 1 0.9818 0.0300 1.5582 2.12 · 10−1
BREITSCHOPF06 96.50 1 0.9801 0.0300 0.7153 3.98 · 10−1
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Table 15
Details of the reproduction of the DENZ04 DCSs [31] by the baseline solution (BLS)
obtained from the results of the fits of the ETH model to the tDB+/− of this work.
The uncertainties δythij of the BLS have been taken into account, see Eq. (10). The
columns correspond to the pion laboratory kinetic energy Tj of the j-th data set (in
MeV), the number of its data points Nj, and the three p-values associated with a)
the overall reproduction of the data set, b) the reproduction of its shape, and c) the
reproduction of its absolute normalisation, as explained in Section 2.5. This table
corresponds to the original (unsegmented) data sets of the CHAOS Collaboration.
Tj Nj Overall Shape Abs. norm.
π+p
19.90 33 2.46 · 10−4 3.47 · 10−4 1.05 · 10−1
25.80 43 2.04 · 10−78 7.49 · 10−79 4.67 · 10−1
32.00 46 1.54 · 10−11 4.81 · 10−11 2.60 · 10−2
37.10 49 9.81 · 10−8 6.56 · 10−8 6.39 · 10−1
43.30 53 2.61 · 10−11 1.88 · 10−11 4.22 · 10−1
43.30(rot.) 51 1.48 · 10−13 8.82 · 10−14 6.24 · 10−1
π−p ES
19.90 31 1.28 · 10−2 1.22 · 10−2 2.94 · 10−1
25.80 45 2.18 · 10−4 1.53 · 10−4 9.08 · 10−1
32.00 45 1.00 · 100 9.99 · 10−1 9.97 · 10−1
37.10 50 9.99 · 10−1 9.99 · 10−1 6.70 · 10−1
43.30 51 8.33 · 10−1 8.11 · 10−1 6.62 · 10−1
43.30(rot.) 49 2.83 · 10−2 2.64 · 10−2 3.64 · 10−1
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Table 16
Reproduction of the π−p PTCSs; the data of this observable have not been included
in the DB−. The first four columns correspond to the details about each data point as
follows: the identifier of the data point, the pion laboratory kinetic energy Tj of the
data point (in MeV), the laboratory-angle cut θL (in degrees), and the experimental
result; statistical and systematic effects have been combined in quadrature. The
next three columns contain predictions obtained from the two PSAs of this work.
The quantity σthES is the π
−p ES PTCS corresponding to the quoted θL value. The
quantity σth+/− represents the sum of σ
th
ES (entry in the fifth column) and of the π
−p
CX TCS - i.e., of the DCS integrated over the entire solid angle - predicted from
the fits of the ETH model to the tDB+/−. Similarly, the quantity σ
th
+/0 represents
the sum of σthES (entry in the fifth column) and of the π
−p CX TCS predicted from
the fits of the ETH model to the tDB+/0. All cross sections are expressed in mb.
Identifier Tj θL σ
exp σthES σ
th
+/− σ
th
+/0
FRIEDMAN90 50.00 30 8.50 ± 0.79 2.13± 0.16 8.31± 0.18 8.80 ± 0.16
KRISS97 80.00 30 14.60 ± 0.60 2.888 ± 0.093 14.21 ± 0.10 14.80 ± 0.12
KRISS97 99.20 30 23.4 ± 1.1 4.476 ± 0.046 21.73 ± 0.14 22.36 ± 0.14
Table 17
Reproduction of the π−p total-nuclear cross sections; the data of this quantity have
not been included in the DB−. The first three columns correspond to the details
about each data point as follows: the identifier of the data point, the pion laboratory
kinetic energy Tj of the data point (in MeV), and the measurement itself; statistical
and systematic effects have been combined in quadrature. The next two columns
contain the predictions obtained from the two PSAs of this work: the quantity σth+/−
represents the prediction based on the fits of the ETHmodel to the tDB+/−, whereas
the quantity σth+/0 the one based on the fits of the ETH model to the tDB+/0. All
cross sections are expressed in mb.
Identifier Tj σ
exp σth+/− σ
th
+/0
CARTER71 76.70 15.80 ± 0.97 14.14 ± 0.11 14.95 ± 0.16
CARTER71 96.00 23.1 ± 1.4 21.69 ± 0.13 22.59 ± 0.14
PEDRONI78 72.50 13.6 ± 2.1 12.96 ± 0.12 13.75 ± 0.17
PEDRONI78 84.80 17.7 ± 1.4 16.85 ± 0.10 17.71 ± 0.13
PEDRONI78 95.10 21.2 ± 1.6 21.25 ± 0.12 22.15 ± 0.13
PEDRONI78 96.90 22.2 ± 2.4 22.14 ± 0.13 23.05 ± 0.14
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Table 18
The optimal scale factors zˆj of the data sets in the DB0 using the predictions based
on the fits of the ETH model to the tDB+/− as baseline solution. The first three
columns correspond to the details about each data set as follows: the identifier
of the data set in the DB0, the pion laboratory kinetic energy Tj of the data set
(in MeV), and the number of data points Nj of the j-th data set. The columns
‘Overall’, ‘Shape’, and ‘Abs. norm.’ contain the p-values corresponding a) to the
overall reproduction of the data set, b) to the reproduction of its shape, and c)
to the reproduction of its absolute normalisation, as explained in Section 2.5. The
quantity δzˆj is the total uncertainty of the optimal scale factor zˆj (see beginning of
Section 3.4.7).
Identifier Tj Nj Overall Shape Abs. norm. zˆj δzˆj
DCSs
DUCLOS73 22.60 1 9.36 · 10−1 − 9.36 · 10−1 1.0131 0.1643
DUCLOS73 32.90 1 6.49 · 10−1 − 6.49 · 10−1 1.0719 0.1579
DUCLOS73 42.60 1 6.73 · 10−1 − 6.73 · 10−1 0.9371 0.1491
FITZGERALD86 32.48 3 1.55 · 10−9 2.61 · 10−1 1.33 · 10−10 1.9022 0.1405
FITZGERALD86 36.11 3 4.58 · 10−10 6.54 · 10−1 1.46 · 10−11 1.9851 0.1459
FITZGERALD86 40.26 3 2.02 · 10−6 9.67 · 10−1 6.71 · 10−8 1.6638 0.1230
FITZGERALD86 47.93 3 1.86 · 10−2 5.56 · 10−2 4.00 · 10−2 0.8044 0.0952
FITZGERALD86 51.78 3 1.10 · 10−2 5.75 · 10−2 1.98 · 10−2 0.7910 0.0897
FITZGERALD86 55.58 3 2.78 · 10−1 4.62 · 10−1 1.28 · 10−1 0.8637 0.0897
FITZGERALD86 63.21 3 7.82 · 10−1 7.07 · 10−1 5.35 · 10−1 0.9452 0.0883
FRLEZˇ98 27.50 6 3.99 · 10−5 2.14 · 10−2 4.28 · 10−5 1.4038 0.0987
ISENHOWER99 10.60 4 6.86 · 10−3 6.09 · 10−1 4.50 · 10−4 1.4204 0.1198
ISENHOWER99 10.60 5 8.33 · 10−3 8.43 · 10−1 1.71 · 10−4 1.3011 0.0801
ISENHOWER99 10.60 6 3.12 · 10−5 1.78 · 10−1 1.71 · 10−6 1.2729 0.0570
ISENHOWER99 20.60 5 3.11 · 10−2 9.64 · 10−1 6.27 · 10−4 1.1783 0.0521
ISENHOWER99 20.60 6 2.66 · 10−4 1.92 · 10−1 2.01 · 10−5 1.1992 0.0467
ISENHOWER99 39.40 4 2.00 · 10−1 6.79 · 10−1 3.45 · 10−2 1.2124 0.1005
ISENHOWER99 39.40 5 1.72 · 10−5 2.97 · 10−1 6.53 · 10−7 1.2242 0.0451
ISENHOWER99 39.40 5 3.02 · 10−1 5.45 · 10−1 8.51 · 10−2 1.0732 0.0425
SADLER04 63.86 20 8.81 · 10−1 8.64 · 10−1 5.04 · 10−1 1.0455 0.0681
SADLER04 83.49 20 2.87 · 10−1 2.66 · 10−1 4.15 · 10−1 1.0433 0.0532
SADLER04 94.57 20 8.39 · 10−1 8.99 · 10−1 1.42 · 10−1 1.0690 0.0469
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Table 18 continued
Identifier Tj Nj Overall Shape Abs. norm. zˆj δzˆj
JIA08 34.37 4 7.53 · 10−1 5.96 · 10−1 8.86 · 10−1 0.9836 0.1142
JIA08 39.95 4 5.17 · 10−1 5.77 · 10−1 2.59 · 10−1 0.8654 0.1193
JIA08 43.39 4 1.68 · 10−1 3.93 · 10−1 6.32 · 10−2 0.7675 0.1252
JIA08 46.99 4 8.24 · 10−1 9.57 · 10−1 2.74 · 10−1 0.8610 0.1269
JIA08 54.19 4 1.32 · 10−1 9.50 · 10−1 9.47 · 10−3 0.6940 0.1179
JIA08 59.68 4 1.26 · 10−1 2.86 · 10−1 6.52 · 10−2 0.7865 0.1158
MEKTEROVIC´09 33.89 20 5.15 · 10−3 5.90 · 10−1 1.71 · 10−6 1.1905 0.0398
MEKTEROVIC´09 39.38 20 4.67 · 10−3 7.70 · 10−1 3.42 · 10−7 1.1619 0.0318
MEKTEROVIC´09 44.49 20 9.19 · 10−5 3.02 · 10−2 5.95 · 10−6 1.1422 0.0314
MEKTEROVIC´09 51.16 20 1.35 · 10−2 8.86 · 10−1 7.56 · 10−7 1.1656 0.0335
MEKTEROVIC´09 57.41 20 6.42 · 10−4 2.33 · 10−1 1.18 · 10−6 1.1532 0.0315
MEKTEROVIC´09 66.79 20 1.53 · 10−3 3.81 · 10−2 3.63 · 10−4 1.1152 0.0323
MEKTEROVIC´09 86.62 20 1.82 · 10−3 2.72 · 10−3 9.58 · 10−2 1.0504 0.0303
Coefficients in the Legendre expansion of the DCS
SALOMON84 27.40 3 3.97 · 10−1 5.67 · 10−1 1.76 · 10−1 1.0756 0.0559
SALOMON84 39.30 3 2.01 · 10−1 6.59 · 10−1 5.15 · 10−2 1.1149 0.0590
BAGHERI88 45.60 3 3.74 · 10−3 9.60 · 10−1 2.55 · 10−4 1.1340 0.0366
BAGHERI88 62.20 3 7.09 · 10−1 8.75 · 10−1 2.90 · 10−1 1.0412 0.0389
BAGHERI88 76.40 3 3.66 · 10−1 5.19 · 10−1 1.72 · 10−1 1.0491 0.0360
BAGHERI88 91.70 3 2.17 · 10−1 5.41 · 10−1 7.26 · 10−2 1.0713 0.0397
b1 from the total decay width Γ1s of pionic hydrogen
SCHROEDER01 0.00 1 5.67 · 10−6 − 5.67 · 10−6 1.1624 0.0358
APs
STASˇKO93 100.00 4 8.91 · 10−3 6.81 · 10−1 5.22 · 10−4 0.6958 0.0877
GAULARD99 98.10 6 5.53 · 10−3 9.53 · 10−1 3.39 · 10−5 0.7742 0.0545
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Table 18 continued
Identifier Tj Nj Overall Shape Abs. norm. zˆj δzˆj
TCSs
BUGG71 90.90 1 2.63 · 10−1 − 2.63 · 10−1 1.0694 0.0619
BREITSCHOPF06 38.90 1 3.43 · 10−1 − 3.43 · 10−1 1.0978 0.1031
BREITSCHOPF06 43.00 1 3.04 · 10−1 − 3.04 · 10−1 1.1542 0.1500
BREITSCHOPF06 47.10 1 4.57 · 10−1 − 4.57 · 10−1 1.0919 0.1235
BREITSCHOPF06 55.60 1 4.89 · 10−1 − 4.89 · 10−1 1.0642 0.0928
BREITSCHOPF06 64.30 1 5.39 · 10−1 − 5.39 · 10−1 0.9579 0.0686
BREITSCHOPF06 65.90 1 8.42 · 10−1 − 8.42 · 10−1 0.9867 0.0669
BREITSCHOPF06 75.10 1 1.18 · 10−1 − 1.18 · 10−1 0.9224 0.0497
BREITSCHOPF06 76.10 1 8.71 · 10−1 − 8.71 · 10−1 0.9894 0.0653
BREITSCHOPF06 96.50 1 9.47 · 10−1 − 9.47 · 10−1 1.0026 0.0396
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Fig. 12. The DENZ04 π+p DCSs [31] (yexpij ), normalised to the corresponding pre-
dictions (ythij ) obtained from the results of the fits of the ETH model to the tDB+/−.
The normalisation uncertainties of the experimental data sets (see Refs. [31,27] for
details) are not contained in the uncertainties shown.
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Fig. 13. The equivalent of Fig. 12 for the DENZ04 π−p ES DCSs [31].
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Fig. 14. The optimal scale factors zˆj of Eq. (14), for those of the data sets in the DB0
which are associated with measurements of the π−p CX DCS. The baseline solution
has been obtained from the fits of the ETH model to the tDB+/−; solid points:
DCS, diamonds: TCS, inverse triangles: coefficients in the Legendre expansion of
the DCS. The square of the b1 result of Ref. [4] was assigned to the DCS set. Not
included in the plot are the three FITZGERALD86 data sets which were freely
floated, as well as the (excluded from the optimisation) BREITSCHOPF06 75.10
MeV entry, see Table 6. The shaded band represents 1σ uncertainties around the
fitted values using a simple exponential form (see Section 3.4.7).
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Fig. 15. Feynman graphs involving the ρ0 − ω mixing, a potential mechanism for
the violation of the isospin invariance in the hadronic part of the πN interaction in
the case of the π+p and π−p ES reactions.
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Fig. 16. Feynman graphs involving the π0 − η mixing, a potential mechanism for
the violation of the isospin invariance in the hadronic part of the πN interaction in
case of the π−p CX reaction.
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