Abstract. We present several families of nonlinear reaction diffusion equations with variable coefficients including generalizations of Fisher-KPP and Burgers type equations. Special exact solutions such as traveling wave, rational, triangular wave and N-wave type solutions are shown. By means of similarity transformations the variable coefficients are conditioned to satisfy Riccati or Ermakov systems of equations. When the Riccati system is used, conditions are established so that finite-time singularities might occur. We explore solution dynamics across multi-parameters. In the suplementary material, we provide a computer algebra verification of the solutions and exemplify nontrivial dynamics of the solutions.
Introduction
Most physical and biological systems are not homogeneous, in part due to fluctuations in environmental conditions and the presence of nonuniform media. Therefore, most of the nonlinear equations with real applications possess coefficients varying spatially and/or temporally. Reactiondiffusion equations play a fundamental role in a large number of models of heat diffusion and reaction processes in nonlinear acoustics [7] , biology, chemistry, genetics and many other areas of research [1] , [3] , [13] , [19] , [59] , [27] and [8] . In this paper we obtain explicit solutions for the general initial value problems of a generalized Fisher-KPP with variable coefficients given by ∂u ∂t = a(t) ∂ 2 u ∂x 2 − (g(t) − c(t)x) ∂u ∂x + (d(t) + L(t) + M (t)x − B(t)x 2 )u + h(x, t)|u| p u,
and a generalized Burgers equation (GBE) with variable coefficients
where a(t), b(t), B(t), c(t), d(t), M (t), L(t), f (t) and g(t) are suitable functions that depend only on the time variable and h(x, t) depends on t > 0, x ∈ R and p > 0. If in GNLH we choose d(t) constant L(t) = h(x, t) = 1 and g(t) = c(t) = M (t) = B(t) = 0, we obtain the Fisher-KPP equation [9] , [27] , [43] , [26] and [56] ; if we take the same coefficients with d(t) = 0, we obtain the nonlinear heat equation with absorption. If in GBE we consider a(t) = 1 and b(t)=f (t) = 0, we obtain the standard Burgers equation [10] , [11] , [17] , [22] and [41] .
The Riccati equations have played an important role in explicit solutions for Fisher and Burgers equations (see [25] , [45] and references therein). In this paper, in order obtain the main results, we use a fundamental approach consisting of the use of similarity transformations and the solutions of Riccati-Ermakov systems with several parameters for the diffusion case [69] and [68] . Of course, similarity transformations have been extensively applied thanks to Lie groups and Lie algebras [4] , [5] , [6] and [57] . The consideration of parameters in this work is inspired by the work of E. Marhic, who, in 1978 [51] introduced (probably for the first time) a one-parameter {α(0)} family of solutions for the linear Schrödinger equation of the one-dimensional harmonic oscillator. The solutions presented by E. Marhic constituted a generalization of the original Schrödinger wave packet with oscillating width. Ermakov systems (for the dispersive case) with solutions containing parameters [46] have been used successfully to construct solutions for the generalized harmonic oscillator with a hidden symmetry [47] , [48] , and they have also been used to present Galilei transformation, pseudoconformal transformation and others in a unified manner, see [48] . More recently they have been used in [49] to show spiral and breathing solutions and solutions with bending for the paraxial wave equation. One of the main results of this paper is to use similar techniques to provide solutions with parameters providing a control on the dynamics of solutions (see Figures 1, 2 and 3) for reaction diffusion equations of the form (GNLH) and (GBE). To this end, it is necessary to establish the conditions on the coefficients of the differential equations to satisfy Riccati-Ermakov systems for the diffusion case, which has different solutions compared to the dispersive case. Once the transformations are established for standard models such as the Fisher equation or the KPPequation, explicit global solutions proposed by Clarkson [14] can be used; these solutions include Jacobi elliptic functions and exponential and rational functions, see Table 1 for an extended list of examples. Transformations to the Burgers equation will allow us to produce special exact solutions such as rational, triangular wave and N-wave type solutions. These results would help to test numerical methods in the study of numerical solutions and dynamics of singularities. A similar study for nonlinear Schrödinger equations with variable coefficients can be found in [21] .
Finite time blow-up for the nonlinear heat equation [28] - [39] , [42] , [52] , [54] and pole dynamics for the Burgers equation have been studied extensively [16] , [15] , [20] . We will provide solutions with singularities, which should motivate further research in the dynamics of singularities.
In general, the variable coefficients Burgers equation (vcBE) is not integrable, and there are not many exactly solvable models known for vcBE [60] - [66] . For an interesting application on nonlinear magnetosonic waves propagating perpendicular to a magnetic neutral sheet, see [61] . Examples of exact solutions include BE with time-dependent forcing [58] and with elastic forcing terms [55] and [24] . Previous methods to obtain explicit solutions include Green's functions [71] , transformations [67] and Cole transformations [70] . In this work we generalize the transformation presented in [24] where Langevin equations and the Hill equation were used to express the transformation. Instead, we will use what we have called the Riccati system; further, our solutions will show multiparameters. Table 2 shows several examples of families with explicit solutions and mutiparameters. This paper is organized in the following manner: In Section 2, we present Lemma 1 where conditions on the coefficients are established for equation GNLH to be transformed into the standard Fisher-KPP equation through a similarity transformation. Further, conditions are given to obtain solutions with singularities or to avoid them. Examples of equations constructed using Ermakov systems with solutions without singularities are also explained. In Section 3, an alternative approach to solve Riccati systems explicitly is presented. This approach allows us to present abundant families generalizing Fisher-KPP equation (see Table 1 with a = 0) presenting explicit solutions. Table 2 presents examples of equations with singularities. Conditions for the existence of solutions are presented. In Section 4, we will study explicit solutions with multiparameters for the variable coefficient Burgers equation GBE. Several examples with explicit solutions are presented in Tables  3 and 4 . As an applications of the multiparamters approach we present a new symmetry for burgers equation. We also provide an appendix where we recall solutions of Riccati-Ermakov systems (for the diffusion case) previously published [69] . Finally, we provide a supplementary file where our solutions are verified.
Riccati-Ermakov System and Similarity Transformation for Variable Coefficient Reaction-Diffusion Equations
In Lemma 1, we show GNLH can be transformed into the standard Fisher-KPP equation through a similarity transformation and as an application of the multiparameter solution for Riccati-Ermakov systems from the appendix. Conditions are given to obtain solutions with singularities or to avoid them. Examples of equations constructed using Ermakov systems with solutions without singularities are also explained. 
can be reduced to the Fisher-KPP equation (p > 0, x ∈ R, t > 0 and r 0 and h 0 real constants)
through the similarity transformation 
3) 2. α(t), β(t), γ(t), δ(t), ε(t) and κ(t) satisfy the Riccati-Ermarkov's system (2.8)-(2.13), 3. The following balance between the coefficients holds
Proof. To start the proof of the Lemma, let's define S(x, t) = α(t)x 2 + δ(t)x + k(t). Then
It is easy to check from (2.2) that
and
Replacing on the right side of the equation (GNLH) and grouping we obtain
with c 0 ∈ {0, 1}. This system will be refered as the Riccati-Ermakov system. We will also use the standard substitution
Therefore, (GNLH) becomes
since by hypothesis 2. of the Lemma the functions α, β, γ, δ, ε, µ, and κ satisfy the Riccati-Ermakov system (2.8)-(2.13), and function v(ξ, τ ) is the solution of the equation (2.1). Therefore, using the balance of the coefficients (2.4)-(2.7) we have
as was claimed.
The following Corollary shows that we can have solutions with singularities.
Corollary 1. Let's assume the conditions of Lemma 1. If the functions α(t), β(t), γ(t), δ(t), ε(t) and κ(t) satisfy the Riccati system (2.8)-(2.13) (with c 0 = 0) with solution (5.1)-(5.14), (with µ (0) , β(0) = 0), then there exists an interval I of time such that if −α (0) ∈ γ 0 (I), then (GNLH) presents a solution with singularity at T * = γ
Proof. We use the remarkable solution of the equation (2.3) (with c 0 = 0) given explicitly by
, where µ 0 and µ 1 are linear independent solutions with initial conditions
Since there exists an interval J of time with µ 0 (t) = 0 for all t ∈ J, and µ 0 (t) and µ 1 (t) have been chosen to be linearly independent on an interval, let's say J , we observe that for t ∈ J ∩ J ≡ I, we get
and therefore, from the general expression for µ the solution (2.2) will have a singularitie at T * = γ
In order to construct abundant families using Lemma 1 and Corollary 1 with explicit solutions. We will use the following explicit solutions for standard models, taken from [14] :
• Fisher's equation, introduced in 1937, [27] : it describes the wave propagation of an advantageous gene in a population
an explicit solution is given by [2] 
• Non-linear heat equation with absorption [8] : it describes a diffusion process that competes with an absorption process:
An explicit solution for the case K = −1 and p = 2 is
and an explicit solution for the case K = 1 and p = 3 is
• Newell-Whitehead equation 1969 (r 0 = 1 and h 0 = −1): it describes the Rayleigh-Benard convection
An explicit solution for the case r 0 = −1, h 0 = −1 and p = 2 is 19) an explicit solution for the case r 0 = −2, h 0 = 1 and p = 2 is
and an explicit solution for the case r 0 = 2, h 0 = 1 and p = 2 is
Using Lemma 1, we will give examples of equations with multiparameter solutions. These toy examples show the control of the dynamics of the solutions as an application of our multiparameter approach. We have prepared a Mathematica file as supplemental material for this Section. Also, all the formulas from the appendix have been verified previously in [44] and [68] .
2.1. Exponential-type solutions for a nonautonomous reaction-diffusion model. Let p = 2, and r 0 = h 0 = −1 in (2.1). The following nonautonomous nolinear equation
8(e −2t + 1)
can be transformed to a KPP-type equation, given by
with the help of the transformation
where v(ξ, τ ) is a solution of the equation (2.23), in this case given by (2.19) and the parametric functions are given by:
, (2.25)
26)
27)
(c) Solution (2.32) to equation (2.30) , with u(x, t) = 1 
can be reduced to a KPP type model, given by 
u(x, t) = 1
A graphic representation of the solution is presented in Figure 1 ; in this case the parameter γ(0) control the behavior of the function in time, while µ(0) determines the amplitude of the solution.
Alternative Riccati system method and Similarity Transformation for Variable Coefficient Reaction Difussion Equations
One diffculty of applying Lemma 1 is solving the Ermakov system. In this section, we present an alternative approach to deal with the Riccati system and see how the dynamics of the solutions change with multiparameters. If we choose β(t) ≡ 1, ε(t) ≡ 0, γ(t) ≡ τ ≡ t in the Riccati system, we obtain the following relation:
Further, the Riccati system (2.8)-(2.13) with c 0 = 0 is reduced to
with initial conditions δ(0) = 
g(0) µ(0) > 0 and c(0), κ(0), arbitrary constants.
Lemma 2. Let p > 0, x ∈ R and t > 0. If we define 
and the functions c(t), g(t), α(t), κ(t), δ(t) such that the equations (3.5)-(3.10) are satisfied, then the function
is a solution of the equation
where v(x, t) is a solution of the equation (r 0 , h 0 constants)
The proof is similar to Lemma 1. Tables 1 and 2 are of the form (3.11) where for convenience of the presentation µ, α, β, γ, δ, ε and κ satisfies (5.8)-(5.14), but we would like to emphasize that the most general multiparameter solutions are given by (3.11) and µ, α, β, γ, δ, ε and κ satisfies (5.2)-(5.14).
Remark 1. The solutions presented in

Jacobi elliptic-type solutions for a nonautonomous reaction-diffusion model. Choosing c(t) =
, let x ∈ R, t > 0, p = 2, r 0 = −2, c 0 = h 0 = 1. Following Lemma 2 the nonlinear nonautonomous equation 
by the transformation (3.11) where v(x, t) is solution of the equation (3.15), given by (2.20) , and the parametric functions α(t), µ(t), κ(t), δ(t), are given by
2 , (3.17)
Therefore, Lemma 2 ensures that equation (3.14) allows the following global solution in terms of exponential and Jacobi elliptic functions:
Rational solution for a nonautonomous reaction-diffusion model: Choosing c(t) = csch(t) sech(t)
. Let x ∈ R, t > 0, p = 2, r 0 = c 0 = 0, h 0 = −1. By Lemma 2, it follows that the nonlinear nonautonomous equation
can be reduced to nonlinear absorption model given by
by the transformation (3.11) where v(x, t) is a solution of the equation (3.22) , given by (2.17), and the parametric functions α(t), µ(t), κ(t), δ(t) are given by . Particular solutions for the reaction-diffusion model (3.14), with 2 < x < 3, 0 < t < 0.5.
Jacobi elliptic-type solution for a nonautonomous reaction-diffusion model. Choosing c(t) = tanh(t)
. Let x ∈ R, t > 0, and p = 2, r 0 = c 0 = 0, h 0 = 1. From Lemma 2 it follows that the following nonautonomous nonlinear equation
can be reduced to the absorption model given by
by the transformation
where v(x, t) is a solution of the equation (3.28) , given by
and the parametric functions α(t), µ(t), κ(t), δ(t), are given by:
We obtain from Lemma 2 that equation (3.27) allows the following global solution with exponential and Jacobi elliptic functions with parameters µ(0), κ(0), which determine the amplitude:
We recall a result of existence and uniqueness for the standard nonlinear heat equation ( 
Theorem 1 ( [42]
). Given p > 0 consider the heat equation
The following result proves the existence of an initial value problem solution associated with the generalized nonautonomous heat equation (3.12).
Proposition 1.
Suppose that the equations (3.5)-(3.10) are satisfied with c(t), d(t), f (t) ∈ C 1 ([0, ∞)) and c(t) > 0, for all t ∈ [0, ∞). If u 0 ∈ C 0 (R), then there exists a solution u ∈ C([0, ∞), C 0 (R)) for the Cauchy problem
with p > 0, x ∈ R, t > 0, when h(x, t) has the form 
Explicit Solutions for a Generalized Burgers Equation with variable coefficients
In this Section, we study explicit solutions with multiparameters through a new transformation (using Riccati systems) for the following generalized Burgers equation with variable coefficient (GBE):
The case a(t) = 1/4 and f (t) = 0 was studied by Eule and Friedrich in [24] . They also considered random terms. Our approach is similar to [63] and [12] with the advantage of using our Riccati system that allows multiparameters. As an application of our multiparameter approach we present a new symmetry for Burgers equation, see proposition 2. Abundant families can be produced with explicit solutions and we present some examples on Tables 3 and 4. 4.1. Classical solutions of the Burgers equation. We recall some classical solutions of BE 
The following are well-known solutions for the equation ( 
corresponding to initial condition u(ξ, 0) = Aδ(ξ), A is constant, δ is the delta-Dirac and erf c
where Kampè de Feriet polynomials are defined by 
then the Cauchy initial value problem for the generalized Burgers equation
can be reduced to the standard Burgers equation
through the multiparameter substitution 12) where ξ = β(t)x + 2ε(t) and τ (t) = 4γ(t) and µ, α, β, γ, δ and ε are given explicitly by (5.1)-(5.7) with
14) 17) and it is is also a (multiparameter) solution with the arbitrary data α (0) , β (0) = 0, γ(0), δ(0), ε(0) and κ(0)
Proof: We look for a solution of the form (4.12). Using substitution (4.12) in (4.10) we obtain
Forcing a, b and f to satisfy the Riccati system into (4.18) we obtain (4.8).
Remark 2. The solutions presented in Table 4 for the families in Table 3 are of the form (4.12) where for convenience of the presentation α, β, γ, δ and ε satisifies (5.8)-(5.14), but we would like to emphasize that the most general multiparamters solutions are given by (4.12) and α, β, γ, δ and ε satisfies (5.2)-(5.14).
Conclusion. The Riccati equations have played an important role in explicit solutions for Fisher and Burgers equations and other nonlinear PDES (see [25] , [38] , [46] , [67] , [69] , [68] and references therein). Also, solutions for Ermakov systems have been a very useful tool in the study of dispersive equations (see [21] for an extended bibliography) including applications to 1D Bose-Einstein condensate. In this paper, in order to obtain the main results, we use a fundamental approach consisting of the use of similarity transformations and the solutions of Riccati-Ermakov systems with several parameters for the diffusion case. In general, Fisher-KPP and Burgers equations type with variable coefficients (vcBE) are not integrable so similarity transformations and other methods have been extensively applied [55] , [58] , [63] , [67] , [70] and [24] , [61] and [71] .
Also, in this work, inspired by the work of Mahric [51] on multiparameter solutions for the linear Schrödinger equation with quadratic potential, we have established a relationship between solutions with parameters of Riccati-Ermakov systems and the dynamics of a Fisher-KPP and Burgers-type equations with variable coefficients. In fact, as a first application of this multiparameter approach we present explicit solutions with singularities for selected coefficients using Riccati systems and similarity transformations from standard solutions of Fisher-KPP and Burgers equations, see Tables  1-4 for a list of several families. For a generalized Fisher-KPP, we can obtain traveling wave and rational solutions. And for a generalized Burgers equation, we can obtain triangular wave and Nwave type solutions. We explore the dynamics of these solutions across multi-parameters by means of Riccati-Ermakov systems (see Figures 1-3 ) as in previous works for the paraxial wave equation [50] and nonlinear Schrödinger equation in [21] . This work should motivate further analytical and numerical studies looking to clarify the connections between the dynamics of variable-coefficient NLS and the solutions of ordinary differential Riccati-Ermakov systems.
In this work we also generalized the transformation for a vcBE presented in [67] (see our proposition 2) where Langevin equations and the Hill equation were used to express the transformation. Instead of these approaches, in proposition 2 we will use what we have called the Riccati system, extending the results presented in [12] and [63] ; further, our solutions will show multiparameters and we present a new symmetry for Burgers equation. Tables 3 and 4 shows several examples of families with explicit solutions.
Finally, we have prepared a Mathematica file as supplemental material verifying the solutions. Also, all the formulas from the appendix have been verified previously [68] . The following result can be found at [68] . 
