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ABSTRACT
Analyses of cosmological hydrodynamic simulations of galaxy clusters suggest that X-ray masses can be un-
derestimated by 10%–30%. The largest bias originates by both violation of hydrostatic equilibrium (HE) and an
additional temperature bias caused by inhomogeneities in the X-ray emitting intra-cluster medium (ICM). To elu-
cidate on this large dispersion among theoretical predictions, we evaluate the degree of temperature structures in
cluster sets simulated either with smoothed-particle-hydrodynamics (SPH) and adaptive-mesh-refinement (AMR)
codes. We find that the SPH simulations produce larger temperature variations connected to the persistence of
both substructures and their stripped cold gas. This difference is more evident in nonradiative simulations, while
it is reduced in the presence of radiative cooling. We also find that the temperature variation in radiative cluster
simulations is generally in agreement with the observed one in the central regions of clusters. Around R500 the
temperature inhomogeneities of the SPH simulations can generate twice the typical HE mass bias of the AMR
sample. We emphasize that a detailed understanding of the physical processes responsible for the complex thermal
structure in ICM requires improved resolution and high sensitivity observations in order to extend the analysis to
higher temperature systems and larger cluster-centric radii.
Subject headings: galaxies: clusters: general – galaxies: clusters: intracluster medium – methods: numerical –
X-rays: galaxies: clusters
1. INTRODUCTION
A number of independent analyses on cosmological hydro-
dynamic simulations of galaxy clusters consistently show that
hydrostatic equilibrium (HE) masses underestimate true masses
by 10%–30%, the exact value depending on the physics of the
intracluster medium (ICM), the hydrodynamic scheme, the ra-
dius within which the mass is measured, and the dynamical
state of the clusters (Rasia et al. 2004; Piffaretti & Valdarnini
2008; Jeltema et al. 2008; Ameglio et al. 2009; Lau et al. 2009;
Nelson et al. 2012; Sembolini et al. 2013; Ettori et al. 2013)
Rasia et al. (2012, hereafter R121), using synthetic Chan-
dra observations of a set of massive clusters simulated with the
smoothed-particle hydrodynamics (SPH) GADGET code, found
ICM temperature inhomogeneities to be responsible for 10%–
15% mass bias, which adds to a comparable bias associated
with the violation of HE (see also Rasia et al. 2006). On the
other hand, no significant contribution to the mass bias asso-
ciated with ICM thermal inhomogeneities was found by Nagai
et al. (2007a,b, hereafter N07), who analyzed simulations from
the Eulerian adaptive-mesh refinement (AMR) code ART, or
1 All acronyms referring to published papers are summarized here for conve-
nience: R12 for Rasia et al. (2012); N07 for Nagai et al. (2007a); M10 for
Meneghetti et al. (2010); F13 for Frank et al. (2013); and N14 for Nelson et al.
(2014)
by Meneghetti et al. (2010, hereafter M10), who investigated
SPH simulations including thermal conduction. Temperature
perturbations of the N07 sample are, indeed, verified to provide
a negligible contribution (less than 5% within R5002) to X-ray
temperature bias (Khedekar et al. 2013). At the same time, the
presence of thermal conduction tends to homogenize the tem-
perature of the medium especially in massive systems (Dolag
et al. 2004).
A theoretical clarification of the mismatch on the X-ray mass
bias is quite timely after the reported conflict between the con-
straints on cosmological parameters derived from primary cosmic-
microwave-background anisotropies measured by Planck and
cluster number counts (Planck Collaboration et al. 2013). A
suggested solution for the reconciliation of the two sets of pa-
rameters seeks a bias on the X-ray masses as large as 40% (see
also von der Linden et al. 2014). The observational evaluation
of such a bias is often done by comparing the masses derived
from X-ray with those estimated through gravitational lensing,
believed to illustrate the true masses. Simulations, however,
indicate that even the gravitational lensing technique could be
biased (Becker & Kravtsov 2011, M10; R12) because of the
triaxiality of the cluster potential well or the presence of sub-
2 R∆ is the radius of a sphere of mass R∆ with a density ∆ times above the
critical density. In this paper, we consider∆ = 2500, 500, 200.
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structures located either within the cluster or along the line of
sight. These complications affect individual observations and,
therefore, generate a significant scatter around the true mass.
As a matter of fact, as of today no clear convergence has been
reached on the observational ratio between X-ray and gravita-
tional lensing masses (Zhang et al. 2008; Mahdavi et al. 2008;
Zhang et al. 2010; Jee et al. 2011; Foëx et al. 2012; Mahdavi
et al. 2013; von der Linden et al. 2014; Israel et al. 2014).
Because of the difficulties of establishing the amplitude of
the X-ray mass bias from observations, the interpretation of
the aforementioned theoretical disagreement can be done only
by systematically analyzing the temperature inhomogeneities
present in the three samples of N07, M10, and R12. In this
work, we group the simulated clusters into two sets generically
labeled the SPH set and the AMR set (see Section 2). Despite
this naming choice, we would like to stress that our analysis
does not aim to be a code-comparison project for which other
conditions (such as common initial conditions) need to be met
(e.g. Frenk et al. 1999; O’Shea et al. 2005; Valdarnini 2012;
Power et al. 2014).
After the characterization of the inhomogeneities in the sam-
ples we will investigate how our simulated data relate to ob-
servations. Both SPH and AMR simulations have already been
shown to reproduce the observed temperature profiles, at least
outside the cluster core regions (see reviews by Borgani & Kravtsov
2011; Reiprich et al. 2013, and references therein). However,
no detailed comparison has been carried out so far for the small-
scale ICM temperature structure mostly because of a lack of
observational measurements. Fluctuations in density and tem-
perature have been measured only in a few nearby, dynami-
cally disturbed clusters (Bourdin & Mazzotta 2008; Bautz et al.
2009; Zhang et al. 2009; Gu et al. 2009; Bourdin et al. 2011;
Churazov et al. 2012; Bourdin et al. 2013; Rossetti et al. 2013;
Schenck et al. 2014). Just recently, Frank et al. (2013) (here-
after F13) measured the temperature distribution in the cen-
tral region (within R2500) of 62 galaxy clusters identified in
the HIghest X-ray FLUx Galaxy Cluster Sample (HIFLUGCS
Reiprich & Böhringer 2002). F13 analyzed the X-ray Multi-
Mirror (XMM-Newton) observations by adopting the smoothed-
particle interference technique (Peterson et al. 2007). For each
cluster, they built the emission-measured temperature distribu-
tion, calculated its median and dispersion.
Simulations are described in Section 2. The analysis is di-
vided into three parts. First, we measure the temperature varia-
tion and interpret the results by comparing the performances of
the SPH and AMR codes (Section 3). Second, we investigate
how temperature fluctuations are connected with density fluc-
tuations (Section 4). Finally, we compare the radiative simula-
tions with the observational data of F13 (Section 5). We discuss
the impact that temperature inhomogeneities have on the hydro-
static mass estimates in Section 6 and outline our conclusions
in Section 7.
2. SIMULATIONS
In this work, we analyze the original cluster samples sim-
ulated with the SPH technique from which the subsamples of
R12 and M10 were extracted. In addition, we study four dif-
ferent implementations of the ICM physics. At the same time,
we add about 85 clusters taken from Nelson et al. 2014 (here-
after N14) to the 16 objects of N07. The new set is carried out
with the same AMR code of N07 with the implementation of
nonradiative physics.
Both the SPH and AMR sets assume a flatΛ-cold-dark-matter
model with small differences in the choice of cosmological pa-
rameters. The small changes are not expected to affect our
results. The SPH, N07, N14 simulations, respectively, adopt:
ΩM = 0.24, 0.3, 0.27 for the matter density parameter; Ωbar =
0.040, 0.043, 0.047 for the baryon density; H0 = 72, 70, 70 km
s−1 Mpc−1 for the Hubble constant at redshift zero; and σ8 =
0.8, 0.9, 0.82 for the normalization of the power spectrum on a
scale of 8 h−1 Mpc.
2.1. Smoothed-Particle Hydrodynamics Sets
The largest SPH set includes halos identified within 29 La-
grangian regions selected from a low-resolution N-body simu-
lation of volume equal to 1 (h−1Gpc)3 and resimulated at high
resolution (Bonafede et al. 2011). Twenty-four of these regions
are centered on the most massive clusters of the parent N-body
simulation, while the remaining are centered on group-size ha-
los. The size of the regions is such that no low-resolution con-
taminant dark-matter (DM) particle is found within five virial
radii from the central halo. Within all of the regions, further
halos are identified leading to ∼ 160 as the total number of ob-
jects with mass Mvir > 3× 1013 h−1M. We limit this study to
49 systems with mass M500 greater than 0.9×1014 h−1M. This
threshold corresponds to a mass-weighted temperature TMW(<
R500) ≈ 2 keV when using the mass–temperature relation de-
rived by Planelles et al. (2013) and Fabjan et al. (2011).
The resimulations are carried out with the TreePM-SPH GADGET-3
code (Springel 2005) with three different flavors for the ICM
physics:
1. NRSPH: nonradiative physics with an entropy-conserving
prescription for the SPH (Springel & Hernquist 2002)
and artificial viscosity with the viscosity delimiter de-
scribed by Balsara (1995) and Steinmetz (1996)
2. CSFSPH: including radiative cooling, star formation, and
feedback in energy and metals from supernovae. The ra-
diative cooling, introduced as in Wiersma et al. (2009),
accounts for cosmic microwave background, UV/X-ray
background radiation from quasars and galaxies (Haardt
& Madau 2001), and metal cooling typical of an opti-
cally thin gas in photoionization equilibrium (Ferland
et al. 1998). The star formation and evolution is treated
via multiphase particles (Springel & Hernquist 2003)
with a coexisting cold and hot phases. Stars are dis-
tributed assuming the initial mass function of Chabrier
(2003) and evolve following the recipes of Padovani &
Matteucci (1993). The kinetic feedback (Springel &
Hernquist 2003) released from the explosion of super-
novae was implemented assuming velocity of the winds
equal to vw = 500 s−1 km. The simulated clusters ana-
lyzed by R12 are a subsample of this set.
3. AGNSPH: similar to the previous physics but also adding
the feedback from active galactic nuclei (AGNs) result-
ing from gas accretion onto super-massive black holes
(SMBH; see Ragone-Figueroa et al. 2013). The numer-
ical scheme is largely based on that originally proposed
by Springel et al. (2005). It follows the evolution of
SMBH particles whose dynamics are controlled only by
gravity and whose mass grows by accretion from the
surrounding gas or mergers with other SMBHs. The ac-
cretion produces radiative energy with an efficiency of
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0.2, of which 20% is thermally given to the gas par-
ticles in the vicinity of the SMBH. Ragone-Figueroa
et al. (2013) find that the original method by Springel
et al. (2005) needs some modifications concerning: (1)
the way SMBHs act as sinks of gas, (2) the strategy to
place the SMBHs at the center of the hosting galaxy,
and (3) how the radiative energy produced by accretion
is returned to the interstellar medium. These changes
are essential in order to adapt the numerical scheme to
the moderate resolution of cosmological simulations as
well as to produce a sensitive coupling with the multi-
phase model adopted to treat star formation.
Masses of dark matter and gas particles are mdm = 8.47×108
h−1M and mgas = 1.53×108 h−1M, respectively. The adopted
Plummer-equivalent softening length for gravitational force is
fixed to  = 5 h−1 kpc in physical units below redshift z = 2, and
it is set to the same value in comoving units at higher redshift.
The minimum SPH smoothing length is 0.5× .
In order to assess the effect of thermal conduction in SPH
simulations, we further analyze the nine main halos from Dolag
et al. (2009) from which the sample of M10 was extracted. The
choices of particle mass and softening are similar to the previ-
ous sets.
4 TH.CSPH: among the objects listed in Table 2 of Dolag
et al. (2009), we specifically consider those labeled with
the letter a. The simulation sets studied here are csf and
csfc. The former is equivalent to the treatment of the
CSFSPH set, and the latter includes the effect of thermal
conduction (Jubelgas et al. 2004; Dolag et al. 2004),
characterized by a conductivity fixed to one-third the
Spitzer conductivity of a fully ionized unmagnetized plasma.
2.2. Adaptive-mesh Refinement simulations
The AMR set includes the clusters at z = 0 studied in N07
and N14. We refer the reader to both papers for the details of
the simulations. Here we summarize their key properties. Sim-
ulations were carried out with the adaptive-refinement treeART
code (Kravtsov et al. 1997; Rudd et al. 2008), a Eulerian code
that uses adaptive refinement in space and time and nonadaptive
refinement in mass (Klypin et al. 2001) to achieve the dynamic
range necessary to resolve the cores of halos formed in self-
consistent cosmological simulations.
The 16 clusters from N07 are simulated using a uniform 1283
grid and eight levels of mesh refinement in boxes of 120 h−1 Mpc
and 80 h−1 Mpc as sides, corresponding to peak spatial res-
olution of about 3.66 h−1 kpc and 2.44 h−1 kpc, respectively.
The DM particle mass inside the virial radius is mdm = 9.1×
108 h−1M and mdm = 2.7× 108 h−1M for the two box sizes,
respectively, and external regions are simulated with lower mass
resolution. The N07 clusters are simulated with two gas physics
recipes: (1) nonradiative gas physics (NRAMR) and (2) galaxy
formation physics with metallicity-dependent radiative cooling,
star formation, thermal feedback from supernovae type Ia and
II, and UV heating due to cosmological ionizing background
(CSFAMR).
The cluster sample of N14 is simulated in a cosmological box
of 500 h−1 Mpc on a side, with a uniform 5123 grid and eight
levels of mesh refinement, corresponding to a maximum co-
moving spatial resolution of 3.8 h−1 kpc. We identify and select
85 cluster-size halos with M500 ≥ 2× 1014 h−1M. The virial
regions surrounding the selected clusters are resolved with a
DM particle mass of mdm = 1.0×109 h−1M corresponding to
an effective particle number of 20483 in the entire box, and the
external regions are simulated with lower mass resolution. The
clusters are simulated with nonradiative gas physics only and
are used as a control sample. The larger statistics validate re-
sults from the N07 nonradiative set.
2.3. Exclusion of Cold Gas Particles.
Radiative cooling converts part of the gas from the hot and
diffuse phase to a cold and dense phase, resulting in a run-
away cooling that increases the amount of cooled baryons un-
less the process is regulated by energy feedback by stars and
black holes. The gas most affected by this process is located in
the central regions of the central galaxies or merging subhalos.
Most of the gas in the cooled phase has sufficiently low tem-
perature and hence does not emit in the X–ray band. However,
a small fraction of it, being dense and having a temperature of
order of a few 106 K, might form bright clumps visible in soft
X-ray images (Roncarelli et al. 2006; Zhuravleva et al. 2013;
Vazza et al. 2013; Roncarelli et al. 2013).
Careful X-ray analysis on Chandra-like mock images requires
the detection of these clumps through a wavelength algorithm
(e.g. Vikhlinin et al. 1998) as done in N07 and R12 (see also
Rasia et al. 2006; Ventimiglia et al. 2012; Vazza et al. 2013)
and their consequent masking. To extend the observational ap-
proach to the direct study of simulated systems, other tech-
niques, based on the density or volume of the gas elements,
have been proposed in the literature. In Roncarelli et al. (2006,
2013), the densest particles of each spherical shell of constant
width (∼ 0.5×R200) are excluded once their cumulative volume
reaches 5% of the total particle volume in the shell. Zhuravleva
et al. (2013) suggested cutting all cells with gas density ρ that
satisfies the condition logρ > log{ρ}+3σ10,ρ, where {ρ} is the
median of the density in the radial shell and σ10,ρ is analogous
to the standard deviation of the log-normal distribution. R12
proposed a different approach that also takes into account the
information on the temperature of the cooled gas and eliminates
all gas elements with T < 3× 106ρ0.25 where the temperature,
T , is expressed in keV and the gas density, ρ, in g cm−3. The
slope of this relation is linked to the effective polytropic index
of the gas, and the value of the normalization weakly depends
on the cluster temperature (see Appendix A of R12) and does
not vary for the samples considered in this paper. Removing gas
particles (in SPH) and cells (in AMR) according to this criterion
amounts to excluding less than 0.1% of the gas volume, about
10 times less than the amount selected by the other methods.
In the rest of this paper, the analysis on all radiative simula-
tions (CSFSPH, AGNSPH, TH.CSPH, and CSFAMR) is performed
after the exclusion of the cold gas, as done in R12. We find that
this criterion in addition to more effectively removing the multi-
phase gas, also preserves the presence of merging small-group-
size substructures. This requisite is essential to comparing our
simulations to the observational data of F13, who analyzed the
whole region within R2500 without applying any masking either
on substructures or on the core. No gas has, instead, been re-
moved in the nonradiative simulation (NRSPH and NRAMR).
3. TEMPERATURE STRUCTURE IN SIMULATIONS
3.1. Measurements of ICM Temperature
From the values of mass (m), density, and temperature of
each gas element (particle or cell), we compute the gas mass-
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weighted temperature, TMW, and the spectroscopic-like temper-
ature (Mazzotta et al. 2004; Vikhlinin 2006), TSL, defined as
T =
ΣWiTi
ΣWi
with Wi,MW = mi, or Wi,SL = miρiT −0.75i . (1)
In the above equation, the summation signs run over the gas el-
ements belonging to three regions: the innermost is the sphere
with radius R2500 and the intermediate and outermost regions
are spherical shells delimited by [R2500, R500] and by [R500,
R200]. We label these regions I, M, and O, respectively.
TMW has a well-defined physical meaning because it is di-
rectly related to the total thermal energy of the ICM: Eth ∼ m×
TMW. As such, it is the temperature that should be entered into
the HE mass estimate. TSL, on the other hand, is the temper-
ature directly accessible to X-ray spectroscopy, and it is more
sensitive to dense gas than TMW. In our analysis we include
all particles or cells with temperature above 0.5 keV (Mazzotta
et al. 2004). For a thermally uniform medium these two tem-
peratures coincide. Any difference between them, ∆T = TMW−
TSL> 0, could be interpreted as a quantitative measure of inho-
mogeneities in the ICM thermal structure. As matter of fact,
the relation TSL< TMW is verified whenever cold and dense gas
is within the considered region. The opposite situation, TMW<
TSL, exists in the presence of a negative temperature gradient
aligned with a positive mass gradient, as usually is the case in
the outskirts of relaxed objects.
The dependence of∆T on TMW for the SPH and AMR codes
is shown in Figure 1. Tables 1 and 3 report the best-fit linear
relations to TMW-∆T along with the associated intrinsic scatter√
χ2/(N −1), where N is the number of clusters analyzed. The
best fits are computed by minimizing the χ2 error statistic.
3.2. Smoothed-Particle Hydrodynamics
The left panels of Figure 1 show the temperature variation,
∆T , measured in the SPH simulations. As a general trend, the
nonradiative physics presents the largest degree of temperature
variation at all radii and along the entire temperature range.
CSFSPH clusters behave similar to AGNSPH in the innermost re-
gion but are typically above in the more external shells. TH.CSPH
objects are characterized by a small variation in temperature
∆T < 0.5 keV. The differences between radiative and nonra-
diative simulations are expected because the cooling process
preferentially removes low-entropy gas (especially that associ-
ated with central galaxies and merging substructures) from the
diffuse phase. This phenomenon, combined with the heating
provided by supernovae, decreases the temperature contrast be-
tween clumps and diffuse ICM. In the intermediate and outer-
most regions, the slope of the TMW−∆T relation for the CSFSPH
simulations decreases by 40–60% with respect to the NRSPH
case (Table 1).
The increase of the TMW−∆T slope moving outward is ex-
pected because the outskirts of the most massive systems are
more severely affected by inhomogeneities generated by ongo-
ing gas accretions along filaments. This picture is consistent
with the increase of the clumpy factor with radius (Nagai &
Lau 2011; Vazza et al. 2013; Khedekar et al. 2013; Roncar-
elli et al. 2013). The accreting clumps are larger and survive
longer in nonradiative simulations (Dolag et al. 2009), affect-
ing more strongly the spectroscopic-like temperature without
significantly influencing the mass-weighted temperature. This
statement is illustrated in the left panel of Figure 2 where we
show how the spectroscopic-like temperature and the mass-weighted
temperature change in radiative simulations with respect to non-
radiative simulations. On the other hand, the imprint of the par-
ticular feedback model (either by supernovae or by AGNs) has
less impact on the calculation of both temperatures (right panel
of Figure 2). Thermal conduction minimally influences small
clusters but induces 50% - 100% variations in the TSL measure-
ments of the four most massive systems. That said, the slope
of the TMW−∆T is still a factor of two-to-three lower than the
CSFSPH case.
FIG. 2.— Difference between the two temperatures (mass-weighted and
spectroscopic-like) as measured within the various SPH simulations in the O
region. Left panel: the radiative cases (CSFSPH in blue and AGNSPH in black)
of the R12 sample are compared to the NRSPH flavor. Right panel: AGNSPH
is related to CSFSPH and TH.CSPH is compared with the respective CSFSPH
physics. Symbols are as in Figure 1. The box in the center represents a 20%
variation in both panels.
The difference between the two temperatures, TMW and TSL,
measured in the CSFSPH simulation is similar to those reported
by Biffi et al. (2014), who analyzed about 180 massive clus-
ters selected from the “Mare-Nostrum Multidark Simulations
of Galaxy Clusters” and resimulated with the code GADGET, in-
cluding the treatment of cooling, star formation, and feedback
by supernovae. In that case, the average difference between
TMW and TSL is ∼ 15% when both measurements are carried
out within a sphere of radius R500. In our case, the median of
the ratios varies from 6% in the I region to 14% and to 31% in
the M and O shells. The inclusion of AGN does not change
the value in the center but decreases the differences to 10%
and 23% in the other two regions. As expected, major varia-
tions are present for the nonradiative simulations: the medians
of the ratios are about 20% in the innermost sphere but exceed
70% elsewhere. This last value is significantly higher than the
20% predicted by the pioneering work of Mathiesen & Evrard
(2001). A direct comparison is, however, arduous because (1)
the cosmological models adopted there consider a higher spec-
trum normalization, σ8 = 1, significantly altering the evolution
of large structures such as galaxy clusters and (2) the simulated
particle mass resolution is three orders of magnitude smaller
than ours.
The profile of the temperature variation,∆T , computed within
logarithmically spaced spherical shells is shown in Figure 3 for
the four sets of SPH simulations. The impact of merging sub-
structures is evident in the NR simulation profiles that show
significant temperature variations throughout the clusters: over
30% of the systems have∆T > 2 keV in the region r& 0.2R200.
This fraction is reduced in radiative simulations as a con-
sequence of the gas cooling mentioned above. By comparing
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FIG. 1.— Temperature variation,∆T = TMW−TSL, vs. TMW for the SPH (left panels) and AMR (right panels) simulations measured in the I (top panel), M (center
panel), and O regions (bottom panel). Left panels: red, blue, and black squares correspond to NRSPH, CSFSPH, and AGNSPH, respectively, and purple triangles refer
to TH.CSPH. Filled squares indicate the subset analyzed by R12. Right panels: brown and green circles correspond to NRAMR and CSFAMR, respectively. Filled
circles indicate the subset analyzed by N07. The shaded regions represent the 1σ scatter around the best-fitting relations. For clarity, we omit the best-fit relation of
the thermal conduction simulations (see Table 1).
the simulations with and without AGN feedback, we find that
AGNs reduce the temperature variation by 35%.
Thermal conduction, on the other hand, almost completely
homogenizes the ICM temperature structure. Even the profiles
of the most massive clusters are essentially flat and consistent
with no perturbations. The infall of substructures generates
only localized peaks but it does not cause long-lasting conse-
quences for the thermal structure of the diffuse medium. ∆T is
always below 0.5 keV at R200 with the exception of one object
that is experiencing a merging at z = 0. In addition, temperature
inhomogeneities are strongly reduced in the central regions, in-
cluding the core. This behavior explains the absence of a signif-
icant contribution of the temperature bias to the measurement
of X-ray mass bias as found by M10.
3.3. Adaptive-mesh Refinement
In the right column of Figure 1, we report the temperature
variation as a function of the mass-weighted temperature for
the I and O regions of the AMR clusters. Focusing first on the
nonradiative results (red line) allows us to evaluate the different
predictions of the Eulerian code with respect to the Lagrangian
one. The NRAMR slopes are always shallower by 40%-100%
(Table 2) than the NRSPH slopes (Table 1). This could be ex-
plained by the larger amount of mixing in the AMR code, which
makes the stripping of low-temperature and loosely bound cells
more effective. This leads to dissolution of merging substruc-
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TABLE 1
SPH SET: BEST-FIT PARAMETERS, THEIR 1 σ ERRORS, AND
SCATTER OF THE LINEAR RELATION:
∆T =TMW–TSL= A+B×(TMW)
all clusters
A± err(A) B ± err(B) scatter
NRSPH, I -0.75 ± 0.18 0.41± 0.03 0.55
NRSPH, M -1.03 ± 0.18 0.67 ± 0.04 0.54
NRSPH, O -1.08 ± 0.19 0.80 ± 0.05 0.56
CSFSPH, I -0.39 ± 0.19 0.15 ± 0.023 0.53
CSFSPH,M -0.52 ± 0.15 0.26 ± 0.03 0.43
CSFSPH, O -0.65 ± 0.12 0.46 ± 0.03 0.35
AGNSPH, I -0.40 ± 0.12 0.14 ± 0.02 0.34
AGNSPH,M -0.40 ± 0.12 0.19 ± 0.02 0.36
AGNSPH, O -0.50 ± 0.09 0.37 ± 0.02 0.28
TH.CSPH, I -0.22 ± 0.11 0.0 ± 0.01 0.18
TH.CSPH ,M -0.19 ± 0.13 0.12± 0.02 0.22
TH.CSPH, O -0.15 ± 0.05 0.13± 0.01 0.10
only relaxed
A± err(A) B ± err(B) scatter
NRSPH, I -1.01 ± 0.29 0.38± 0.05 0.40
NRSPH, M -1.69 ± 0.47 0.76 ± 0.10 0.66
NRSPH, O -1.56 ± 0.41 0.90 ± 0.011 0.56
CSFSPH, I -0.37 ± 0.16 0.06 ± 0.02 0.21
CSFSPH,M -0.33 ± 0.27 0.17 ± 0.05 0.37
CSFSPH, O -1.00 ± 0.18 0.56 ± 0.05 0.24
AGNSPH, I -0.71 ± 0.24 0.15 ± 0.04 0.30
AGNSPH,M -0.17 ± 0.13 0.09 ± 0.02 0.17
AGNSPH, O -0.55 ± 0.20 0.37 ± 0.05 0.26
Relaxed clusters are defined in Section 6.1
FIG. 3.— Profiles of temperature variation,∆T = TMW− TSL, for the different
sets of simulated SPH clusters. Line color varies with cluster mass: black lines
for M200 < 1014 h−1M; blue for M200 in the range [1÷ 2]× 1014 h−1M;
cyan for M200 in the range [2÷5]×1014 h−1M; green for M200 in the range
[5÷10]×1014 h−1M; and red for M200 > 1015 h−1M.
tures and reduction of gaseous inhomogeneties toward the inner
region of the clusters. Within R2500, indeed, NRAMR simulations
show the equality between TMW and TSL (B∼ 0 in Table 2), sug-
gesting that the ICM is thermally homogeneous. On the other
hand, the SPH simulations show larger temperature variations
because merging substructures are more persistent to disrup-
tion due to the lack of thermal diffusion (e.g., Frenk et al. 1999;
O’Shea et al. 2005; Power et al. 2014, and references therein).
As in the particle-based codes, the slope of the TMW−∆T rela-
tion increases in moving from the I region to the O (Table 2).
TABLE 2
AMR SET: BEST-FIT PARAMETERS, THEIR 1 σ ERRORS, AND
SCATTER OF THE LINEAR RELATION ∆T =TMW-TSL= A+B×(TMW)
all clusters
A± err(A) B ± err(B) scatter
NRAMR, I -0.06 ± 0.10 -0.02 ± 0.02 0.20
NRAMR, M -0.13 ± 0.16 0.16 ± 0.05 0.33
NRAMR, O -0.44 ± 0.18 0.47 ± 0.07 0.38
CSFAMR, I -2.0 ± 0.35 0.65 ± 0.06 0.65
CSFAMR, M -0.27 ± 0.11 0.14 ± 0.03 0.23
CSFAMR, O -0.19 ± 0.05 0.18 ± 0.02 0.12
only relaxed
A± err(A) B ± err(B) scatter
NRAMR, I -0.05 ± 0.06 -0.07 ± 0.02 0.09
NRAMR, M -0.03 ± 0.17 0.05 ± 0.07 0.24
NRAMR, O -0.01 ± 0.21 0.09 ± 0.13 0.29
CSFAMR, I -1.95 ± 0.36 0.60 ± 0.07 0.43
CSFAMR, M -0.05 ± 0.04 0.02 ± 0.01 0.04
CSFAMR, O -0.03 ± 0.03 0.05 ± 0.02 0.04
Relaxed clusters are defined in Section 6.1
Radiative simulations are shown in green in Figure 1. In this
case, a direct comparison with the SPH results is less straight-
forward given the differences in the subgrid model of supernova
feedback (kinetic for SPH simulation and thermal for AMR).
Nonetheless, there are a few general results we can glean from
these comparisons. We find that while SPH and AMR respond
similarly in the M and O regions, they do contrast in the in-
nermost part of the clusters. The majority of the discrepancies
between the mass-weighted temperature and the spectroscopic-
like one is generated in the core of the AMR clusters (Figure 4)
whereas in the same region the temperature variations for SPH
clusters are generally smaller and limited to the innermost ra-
dial bins of hot systems (Figure 3). The TMW−∆T relation for
CSFAMR has a slope that is significantly steeper than that of the
CSFSPH simulations (Figure 1). Once the central 10% of R200
(∼15% of R500) is removed the amplitude ∆T of AMR simu-
lations drops. Indeed, the majority of the systems show small
temperature variations∆T . 1 keV of the ICM outside the core
(bottom-right panel of Figure 4).
Dividing the set of simulated clusters in mass bins, we find
that SPH and AMR codes produce similar temperature varia-
tion (∆T ' 0.2 − 0.3 keV at R500 and R200) for clusters with
M200 < 5×1014h−1M, whereas the results differ considerably
(∆T ' 0.7–1 keV for AMR and ∆T '2.5 keV for SPH) for
more massive objects.
Finally, the AMR mixing being efficient both in nonradiative
and radiative simulations, we find that the spectroscopic-like
determination of AMR clusters is less influenced by the physics
than for SPH simulations (left panel of Figure 4 compared with
left panel of Figure 2).
4. CHARACTERIZATION OF THERMAL STRUCTURES
In the previous section, we show that the more efficient mix-
ing of mesh-based codes reduces the temperature variations of
AMR clusters. At the same time, by converting the low-entropy
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FIG. 4.— Left panel: difference between the temperatures measured within
AMR simulations of N07: the radiative case is compared to nonradiative one,
similar to Figure 2. Right panel: profiles of temperature variation,∆T = TMW-
TSL, for the different sets of simulated AMR clusters. Color code as in Fig-
ure 3.
gas into stars through the cooling and star formation processes,
radiative simulations are characterized by a less thermally per-
turbed ICM. In this section, we evaluate how temperature inho-
mogeneities relate to density perturbations.
4.1. Log-normal Distributions
The density, pressure, and temperature distributions of the
simulated ICM are approximately log-normal (Rasia et al. 2006;
Kawahara et al. 2007; Khedekar et al. 2013; Zhuravleva et al.
2013) with secondary peaks in correspondence of subclumps.3
We calculate the (decimal-base) logarithmic gas density and
temperature distributions in logarithmically equispaced radial
shells. We call ρG and TG the centers of the respective Gaus-
sian distributions and σρ and σkT their standard deviations. In
FIG. 5.— Radial profiles of the median widths of density and temperature
log-normal distributions. Vertical bars span from the first to the third quartile.
Red, blue, black, brown, and green refer, respectively, to NRSPH, CSFSPH,
AGNSPH, NRAMR, and CSFAMR.
Figure 5 we show the median radial profile of the density and
3 The distributions of radiative simulations produced by all gas elements is
characterized by a distinctive tail at high density or low temperature caused
by the overcooled dense blobs. However, after applying the cut described in
Section 2.3, this feature vanishes.
temperature dispersions. The temperature dispersion profiles
confirm the results outlined in Section 3. The density disper-
sion profiles are close to one another, especially at a large dis-
tance from the center. For r > 0.3×R500, the σρ profile of the
NRAMRsimulations is consistent with all profiles of the SPH set.
For r > 0.7×R500, the CSFAMR also agree within the errors.
In other words, the degree of substructures, which increases
the width of the gas density distribution, is comparable in the
two codes. Despite this, SPH clusters are characterized by a
higher level of temperature fluctuations. This suggests that the
SPH temperature structure, generated by the presence of dense
clumps, is further perturbed by other phenomena such as the
persistence of the cold stripped gas. This is particularly evident
in the innermost region where NRAMR and NRSPH depart from
one another. The reduced density dispersion in the AMR sim-
ulations further proves the ability by the mesh-code to disrupt
infalling substructures, to quickly thermalize the stripped gas,
and to maintain homogenous the cluster central regions.
FIG. 6.— Correspondence between σρ and σkT measured in each radial
shell. For clarity, we plot the points only for NRAMR and omit the data points
of the other physics whose best-fit linear relations (Equation (2)) are, however,
shown with the same color code as in Figure 5.
Another representation of this situation is presented in Fig-
ure 6 where we plot the best-fit relations of the density disper-
sion versus the temperature dispersion:
for NRSPH : σkT = 0.95×σρ −0.01;
for CSFSPH : σkT = 0.85×σρ;
for AGNSPH : σkT = 0.89×σρ; (2)
for NRAMR : σkT = 0.60×σρ;
for CSFAMR : σkT = 0.74×σρ −0.01.
The linear fits are derived using a bisector approach. At parity
of density fluctuations, SPH clusters have higher temperature
fluctuations. For example, for σρ ≈ 0.2, the SPH temperature
dispersion is 30%–50% above the value of AMR systems.
4.2. Is the Cold Gas in pressure equilibrium?
The connection between density and temperature dispersions
is not enough to determine whether the perturbations are iso-
baric. If we assume that clusters have an onion structure and
that the density and temperature of each radial shell is equal
to ρG and TG, we find that the two quantities are highly cor-
related with a positive Pearson correlation coefficient: ξG ≡
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ξ(ρG,TG) =0.5–0.8. The gas density decreases toward the out-
skirts as the temperature does. If any fluctuation is completely
isobaric, the presence of subclumps will not change the pres-
sure of the ICM. In this situation, the pressure distribution within
each shell should have a negligible dispersion.
FIG. 7.— Radial profile of the median widths of the pressure log-normal
distributions. Vertical bars span from the first to the third quartile. The color
code is that of Figure 5.
In Figure 7, we plot the pressure dispersion obtained from
the log-normal fitting of the pressure distributions extracted in
the same radial bins as in Figure 5. By comparing the two fig-
ures, we notice that the pressure dispersion is even larger than
the individual density and temperature dispersions, especially
in the external radii. Zhuravleva et al. (2013) explained this be-
havior by the increasing role with radius of sound waves and
weak shocks as indicated by the ratio of the kinetic and thermal
energies that changed from more isobaric in the core to more
adiabatic farther away.
The above test illustrates that the gas deviating from the av-
erage behavior is not in pressure equilibrium. However, the test
refers to all perturbations with temperature higher as well as
lower than the average. We now focus only on the cold gas be-
cause it is it is the responsible for the X-ray temperature bias.
For this purpose, we compute the correlation coefficient be-
tween the density and the temperature of the 5% coldest gas
in each of the regions I, M, and O.4 The results are shown in
Figure 8. In the majority of the simulations and regions, the
values of ξ are between −0.20 and 0.20 indicating no corre-
lation between the temperature and the density of the coldest
gas. Isobaric perturbations are possible in the external regions
of nonradiative simulations and in the central region of the SPH
radiative simulations. In the NR samples, the coldest gas is
likely associated with dense merging substructures. The sur-
vival time is longer in NRSPH simulations, producing ξ < −0.2
even in the M region, while the efficient mixing of NRAMR re-
duces the presence of cold clumps already at R500. Moving in-
ward. the amount of dispersion in the temperature distribution
decreases and the coldest gas is no longer exclusively associ-
ated with clumps. The negative ξ in the inner region of SPH
radiative clusters is, instead, caused by the presence of a colder
and denser core. We repeat the calculation of the correlation
4 As in the rest of the paper, the cold-gas selection is done after the application
of the R12 cut.
FIG. 8.— Median of the correlation coefficients between the gas density and
temperature of the 5% coldest gas in each of the three regions I, M, and O.
Only the median values of the are shown. For the O region, we also overplot
the distance between the first and third quartiles as measure of the variance of
the sample. The color code is the same of Figure 5.
coefficient by accounting for the 10% and the 25% of the cold-
est gas in each region. The qualitative tendency of the results
holds. In conclusion, there is no evidence that perturbations,
and specifically cold inhomogeneities, are in pressure equilib-
rium among them or with the diffuse medium.
5. COMPARISON WITH OBSERVATIONS
5.1. Characterization of Density and Temperature
Distribution.
To compare with the results of Frank et al. (2013) we follow
their approach, create the emission-measure-temperature distri-
bution, and compute the median value, Tmed, and the dispersion,
σkT,EM:
σkT,EM =
√∑
i[kTi − 〈kT 〉]×EMi∑
i EMi
, (3)
where 〈kT 〉=Σi(kTi×EMi)/Σi(EMi) is the mean of the emission-
measure-weighted temperatures and the emission measure is
defined as EM = m×ρ (see also Biffi et al. 2012).
Figure 9 compares the width of the temperature distribution
of CSFSPH, CSFAMR, and TH.CSPH simulated clusters, calcu-
lated according to Equation (3), and the results of XMM–Newton
observations by F13. The temperature distribution analysis is
carried out in the inner region (r<R2500) of clusters. Results re-
lated to the nonradiative simulations or to the other regions are
reported in Tables 3 and 4 for SPH and AMR, respectively. For
reference, we computed the best-fit linear relation following a
Bayesian approach (Kelly 2007) to the sample analyzed by F13
selecting only objects with Tmed < 7.5 keV. Simulations con-
ducted by F13, indeed, showed that, in this range, the temper-
ature derived via the smoothed-particle interference technique
is trustable at better than 10% while it is biased for hotter ob-
jects in part because the lack of sensitivity of XMM–Newton
at higher energies (see Figure 9 of F13). The resulting relation
is σkT = 0.60(±0.2) + 0.27(±0.05)× kTmed (black line and shaded
gray area in Figure 9).
The comparison with numerical simulations demonstrates that
CSF simulations are in reasonable agreement with the results
by F13 over the temperature range probed by the current obser-
vations (' 2–7 keV). A word of caution, however, needs to be
added because the probed region is affected by modeling uncer-
tainties. Indeed, the origin of the temperature inhomogeneities
in the I region is different in AMR and in SPH: while for AMR
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FIG. 9.— Relation between width of the temperature distribution, σkT , and
median cluster temperature for the I region. F13 data points, the correspond-
ing best fit (σkT = 0.60(±0.2)+0.27(±0.05)× kTmed), and 1σ uncertainty are
given by the black crosses, black line, and gray region, respectively. The best-
fit relations and uncertainties for the inner regions of simulated clusters are
shown in blue for CSFSPH (Table 4) and green for CSFAMR(Table 5). Brown
asterisks and crosses refer to the nine clusters simulated with and without ther-
mal conduction, respectively.
it is mostly due to the large temperature variation present in the
cluster core (Figure 4), for SPH simulations it is caused by the
survival of substructures and their stripped gas (Figure 3). The
remarkable influence of the core on AMR simulations is clear
by comparing Figures 9 and 10. The latter refers to the same
I region with the core (defined as R < 0.15×R500) removed.
Including AGN feedback in SPH simulations slightly reduces
FIG. 10.— Best-fit relations and uncertainties of the I regions of CSFSPH
clusters (blue) and CSFAMR objects (green) once the central 0.15×R500 are
excised.
the width of the temperature distribution, because AGNs ex-
pel gas from the substructures decreasing the ICM temperature
inhomogeneity. The resulting σkT − T relation becomes very
similar to the observed one (see Table 3).
Thermal conduction reduces the values of σkT , especially at
high temperature, where conductivity becomes efficient (Dolag
et al. 2004). The corresponding σkT –T relation is shallower
than the extrapolation of the observed one, suggesting that mea-
surements of the ICM temperature distribution of very hot clus-
ters (currently not available) can be used to constrain the degree
of thermal conduction in the intracluster plasma.
6. CONSEQUENCES FOR THE X-RAY MASS
TABLE 3
SPH SET: BEST-FIT PARAMETERS, THEIR 1 σ ERRORS, AND
SCATTER OF THE LINEAR RELATION: σkT = A+B× kTmed
all clusters
A± err(A) B ± err(B) scatter
NRSPH, I -0.32± 0.19 0.43 ± 0.03 0.58
NRSPH, M -0.36± 0.13 0.63 ± 0.03 0.38
NRSPH, O -0.20 ± 0.14 0.64 ± 0.04 0.40
CSFSPH, I -0.15± 0.24 0.38 ± 0.04 0.67
CSFSPH, M -0.46± 0.18 0.55 ± 0.04 0.51
CSFSPH, O -0.37 ± 0.12 0.68 ± 0.03 0.35
AGNSPH, I 0.05 ± 0.17 0.34 ± 0.03 0.47
AGNSPH,M -0.37 ± 0.16 0.51 ± 0.03 0.46
AGNSPH, O -0.41 ± 0.11 0.70 ± 0.03 0.31
TH.CSPH, I 0.26 ± 0.09 0.13 ± 0.01 0.05
TH.CSPH, M -0.13 ± 0.07 0.29 ± 0.01 0.04
TH.CSPH, O -0.06 ± 0.02 0.27 ± 0.01 0.02
only relaxed
A± err(A) B ± err(B) scatter
NRSPH, I -0.45± 0.20 0.34 ± 0.04 0.29
NRSPH, M -0.60± 0.20 0.63 ± 0.04 0.28
NRSPH, O -0.29 ± 0.09 0.66 ± 0.03 0.12
CSFSPH, I 0.24± 0.25 0.21 ± 0.04 0.33
CSFSPH, M -0.30± 0.21 0.41 ± 0.04 0.29
CSFSPH, O -0.71 ± 0.09 0.75 ± 0.03 0.12
AGNSPH, I 0.41 ± 0.15 0.22 ± 0.02 0.20
AGNSPH,M -0.34 ± 0.14 0.40 ± 0.03 0.19
AGNSPH, O -0.57 ± 0.10 0.69 ± 0.03 0.12
Relaxed clusters are defined in Section 6.1
TABLE 4
AMR SET: BEST-FIT PARAMETERS, THEIR 1 σ ERRORS, AND
SCATTER OF THE LINEAR RELATION: σkT = A+B× kTmed
all clusters
A± err(A) B ± err(B) scatter
NRAMR, I 0.04± 0.10 0.23 ± 0.02 0.22
NRAMR, M -0.19± 0.12 0.38 ± 0.04 0.24
NRAMR, O -0.12 ± 0.12 0.50 ± 0.05 0.26
CSFAMR, I 0.37 ± 0.27 0.23 ± 0.05 0.51
CSFAMR, M -0.17 ± 0.09 0.32 ± 0.02 0.18
CSFAMR, O -0.40 ± 0.18 0.59± 0.07 0.40
only relaxed
A± err(A) B ± err(B) scatter
NRAMR, I 0.21± 0.07 0.17 ± 0.02 0.10
NRAMR, M -0.03± 0.14 0.24 ± 0.06 0.20
NRAMR, O 0.15 ± 0.13 0.25 ± 0.08 0.18
CSFAMR, I 0.61 ± 0.32 0.17 ± 0.06 0.38
CSFAMR, M 0.01 ± 0.10 0.22 ± 0.03 0.11
CSFAMR, O 0.08 ± 0.09 0.22± 0.05 0.11
Relaxed clusters are defined in Section 6.1
Using the gas as a tracer and assuming HE, the total mass of
a system within a certain radius r is calculated as
M(< r) = −
rT (r)
µmpG
×
[
d logρgas
d logr
+
d logT
d logr
]
, (4)
where the temperature and the derivatives are computed at the
radius r, µ≈ 0.59 is the mean molecular weight, mp is the pro-
ton mass, and G is the gravitational constant. Several works
based on simulations already pointed out that on top of the ther-
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FIG. 11.— Mass bias, (∆M = MMW − MSL)/Mtrue, versus temperature bias, (∆T = TMW − TSL)/TMW at R500. The entire samples are shown in the left panel,
and only relaxed objects are isolated in the right panel. Green circles and lines refer to CSFAMR. Blue and black squares and lines show CSFSPH and AGNSPH,
respectively. The magenta line represents the identity relation. The median values of the temperature bias are plotted as vertical lines. The rightmost dashed blue
line corresponds to the R12 sample identified by the filled blue squares. The bisector best fit relations in the form ∆M/Mtrue = A+B×∆T /TMW have parameters
(A;B) = (0;0.9) for CSFAMR; (A;B) = (−0.07;1.07) for CSFSPH and (A;B) = (−0.04;0.91) for AGNSPH. The AGN relation changes only slightly for relaxed objects
while the slope of CSFSPHdecreases to 0.8.
mal pressure another term is needed to counterbalance the grav-
ity accounting for 10%–15% of the total mass (see Ettori et al.
2013, for a review on X-ray mass measurement). In this sec-
tion, using the simulations with radiative physics, we estimate
the potential extra contribution generated by the X-ray temper-
ature bias (Rasia et al. 2006, R12). For this purpose, we derive
the mass by adopting both the mass-weighted temperature and
the spectroscopic-like one. We call MMW and MSL the respec-
tive masses at R500.
The relation between the temperature variation normalized to
the mass-weighted temperature and the normalized mass vari-
ation is shown in Figure 11. Once again, while minor differ-
ences are detected between the two SPH feedback mechanisms
(CSFSPH versus AGNSPH), we notice a separation between the
normalization of SPH and AMR simulations: at fixed ∆T TMW
AMR clusters have a larger ∆M/Mtrue associated with them.
The explanation relies on the fact that around R500, the TSL pro-
file is steeper than the TMW profile for SPH simulated clusters.
The temperature derivative, within the MSL expression, is, thus,
more negative and as such the mass bias is effectively reduced.
With vertical lines, we report the median values of the relative
temperature variations of the radiative samples. The mass bias
of the R12 sample is, on average, the most affected by tem-
perature inhomogeneities because the sample contains massive
systems that are experiencing several merging events. The set
of M10 is not shown in the figure, however, the effect of ther-
mal conduction is such to locate all nine clusters in the same
position in the plane: ∆T/TMW ∼∆M/Mtrue < 0.12.
As a final step, we study how the points move in the mass −
temperature plane according to the two temperature definitions.
We derive the linear fit in the form log(M) = N +α× log(T ) for
the following relations: Mtrue − TMW, MMW − TMW, and MSL −
TSL. The power-law index α ≈ 1.5 − 1.6 is always consistent
within 1 σ error among the three relations for all radiative sim-
ulations. The normalizations, 10N , of the second and third rela-
tions vary with respect to the first case according to the median
ratios MMW/Mtrue and MSL/Mtrue. Respectively, these are equal
to 15% and 20% in SPH and they are about 5% in AMR.
6.1. Relaxed sample
In this section, we restrict the study of the mass bias to re-
laxed systems. Simulations show that the degree of inhomo-
geneities in the medium depends on the dynamical state of the
cluster. For example, recently, Vazza et al. (2013) showed that
the baryon fraction can be twice as biased in perturbed systems.
At the same time, Zhuravleva et al. (2013) demonstrated that
the gas density distribution of unrelaxed clusters is higher with
respect to relaxed clusters in a large interval of radii ([R2500÷
R200]) and that the peaks of the distributions of relaxed and per-
turbed systems have a significant separation.
In the radiative sample, we define the relaxation of a clus-
ter on the basis of the X-ray morphology. For the CSFAMR
set, we adopt the classification of Khedekar et al. (2013) and
Zhuravleva et al. (2013) where 6 objects out of 16 are visually
recognized as X-ray regular. For the SPH samples, we measure
the global X-ray morphological parameter, Mpar (Rasia et al.
2013; Meneghetti et al. 2014), and impose Mpar < −1. In the
Appendix, this selection method is compared with the mass-
accretion-history parameter Γ (e.g. Diemer et al. 2013). The
relaxed samples of SPH are composed by the 12 objects that
satisfy the condition in all of the three physics.
The relations analyzed in Sections 3 and 5 are rederived con-
sidering regular systems (see bottom part of all tables). The
results for SPH simulations change slightly, often favoring a
smaller normalization. In most of the cases, the relations of the
entire sample and those of relaxed objects are consistent within
1σ whenever the TMW of the clusters is TMW ≤ 5 keV whereas
massive perturbed objects have higher temperature variation
∆T and temperature dispersion σkT . The TMW−∆T normaliza-
tion and slope of the AMR relaxed systems change more dras-
tically being always consistent with zero (with the exception of
the central region). For each physics and region, the TMW−σkT
relation is also shallower. At fixed TMW the value of σkT is lower
by 10% for TMW≤ 2 keV, 20%− 25% for TMW= 3− 4 keV, and
25%−30% for TMW≥ 5 keV.
In the right panel of Figure 11 we plot the influence of the
temperature variation on the mass bias for relaxed samples.
As expected, the CSFAMR systems are distinguished by a low
degree of both temperature and mass variation. In this case,
for the reduced range of both axes, we are not able to lin-
early fit the points. For CSFSPH simulations, the slope of the
∆M/Mtrue −∆T/TMW relation decreases by 20% with respect to
the entire sample. The mean temperature variation of relaxed
objects corresponds to a mass bias that is about half the mass
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bias of the total sample.
7. CONCLUSIONS
Motivated by the discrepant results by N07, M10, and R12
on the HE mass bias, we evaluate the degrees of temperature
inhomogeneities present in their simulated sets. Structures in
the ICM temperature distribution are, indeed, the main sources
of systematic bias in the X-ray spectroscopic temperature mea-
surement with direct consequences for the HE mass estimate of
X–ray clusters. We analyzed four different samples simulated
with either GADGET, an SPH code, or ART, an AMR algorithm.
The simulations implement various prescriptions for the bary-
onic physics, including nonradiative gas and processes of cool-
ing, star formation and feedback by supernovae or AGNs. A
small sample of nine objects allowed us to study the effect of
thermal conduction. After comparing the degree of tempera-
ture structure and studying its nature, we tested the predictions
against the observational results of Frank et al. (2013) and de-
rived our conclusions on the consequences of the X-ray mass
bias. Our main results can be summarized as follows:
• AMR simulations with nonradiative physics predict a
lower degree of ICM temperature inhomogeneities with
respect to SPH because the more efficient mixing de-
stroys substructures during their infall within the cluster
and quickly thermalizes the stripped gas.
• The effect of baryonic physics in radiative simulations
substantially reduces the differences between AMR and
SPH simulations. Radiative cooling removes cold and
dense gas from its diffuse state, thus reducing the en-
tropy contrast of the ICM. However, the discrepancies
between the simulated sets are still significant at small
radii (R< R2500) mostly because of the complex physics
of the core and the different implementations of the stel-
lar feedback. CSFSPH and AGNSPH simulations show
similar response to temperature variations even if there
is a systematic tendency to have less inhomogeneity in
the presence of AGN. The inclusion of kinetic feedback
in the AGN model might, however, increase this differ-
ence. Thermal conduction drastically smooths tempera-
ture variations and homogenizes the ICM.
• AMR and SPH produce a comparable amount of density
inhomogeneities, especially in the nonradiative case and
in the external regions (outside ∼ 0.7×R500). However,
a fixed amount of density inhomogeneities presents a
higher degree of temperature perturbations in SPH clus-
ters.
• The cold gas of nonradiative simulations is associated
with dense clumps mostly connected to merging sub-
structures. The radiative simulations instead present a
negligible correlation between the temperature and den-
sity. This confirms the idea that the coldest gas is not in
pressure equilibrium with the diffuse gas.
• The emission-measure temperature dispersions of radia-
tive simulations carried out by both codes match equally
well the observational data of F13 even if for different
reasons: the dispersion of AMR clusters depends on the
core physics while that of SPH is caused by the survival
of substructures and the cold stripped gas.
From an observational point of view, more insights on
the ICM processes might be provided by masking the
core of observed clusters. In this case, AMR clusters
show a temperature dispersion consistent with zero over
the entire temperature range while the kTmed −σkt rela-
tion of SPH systems does not change significantly. An-
other solution could be to measure temperature varia-
tion at distances larger than R2500. Indeed, the predicted
dispersion grows rapidly with the radius: in the M re-
gion the difference in σkT between AMR and SPH in-
creases by at least ∼ 60% for all systems with tempera-
ture T [R2500 −R500] > 2 keV. Finally, the difference be-
tween AMR and SPH becomes more evident for high–
temperature clusters. For example, the difference be-
tween the predicted AMR and SPH dispersions is 16%
for a 5 keV cluster and grows up to 30% for an 8 keV
one.
• The consequences for the X-ray mass bias caused by
thermal fluctuations are similar among the radiative sim-
ulations. However, because the temperature variations
are smaller in AMR simulations, their mass bias can be a
factor of two lower. The difference is even more marked
when the sample of N07 is compared to R12 because the
latter has massive objects with heavily disturbed ICM.
• As expected, relaxed objects present lower degrees of
inhomogeneities, especially for AMR simulations.
The exact determination of the temperature bias is sought
because its contribution to the X–ray mass bias might be as
high as non-thermal pressure support associated with ICM bulk
motions (R12, Planck Collaboration 2013). Upcoming high–
resolution X–ray spectroscopic observations, e.g., with ASTRO-
H, will help characterize gas motions with direct implications
for the mass calibration of clusters. At the same time, detailed
X–ray observations would be necessary to extend the current
description of ICM thermal fluctuation to larger radii and in-
cluding hotter systems. While pushing the capabilities of the
current generation of instruments to their limits will be benefi-
cial, a leap forward in these studies will be reached with the ad-
vent of a next generation of high–sensitivity X–ray telescopes
such as the Athena+ X-ray observatory (Nandra et al. 2013;
Pointecouteau et al. 2013).
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APPENDIX
SELECTION OF RELAXED CLUSTER.
Using the NRSPH, CSFSPH, and AGNSPH sets, we compare
two approaches to select relaxed systems: the first, more theo-
retical, uses the mass-accretion parameter, Γ (e.g. Vazza et al.
2013; Diemer & Kravtsov 2014), and the second, observation-
ally oriented, considers the global morphological parameter,
Mpar(Rasia et al. 2013).
Dynamical state. The mass-accretion-rate parameter is a
measure of the mass increase of an object with time:
Γ =
logM500(z2)− logM500(z1)
log(1+ z1)− log(1+ z2)
(A1)
where the mass at redshift z2 refers to the most massive progen-
itor of the cluster at redshift z1 < z2. The redshift of reference,
z1, corresponds to the one used in this work and it is set equal
to zero while z2 is fixed to 0.25. The redshift difference corre-
sponds to 3 Gyr: a sufficient time to allow a substructure that
merged before or around z2 to be completely incorporated into
the main cluster but not enough time to allow a substructure that
merged afterwards to relax (Nelson et al. 2014). The values of
the Γ parameters are not influenced by the ICM physics. We
consider Γ = 2 as the threshold to distinguish between relaxed
and perturbed objects. This factor corresponds to a mass in-
crease of about 35% between redshift z2 and z1, equal to the fac-
tor attributable only to the pseudo-evolution of clusters (Diemer
et al. 2013).
X-ray regularity: morphological parameters. The X-ray
regularity is estimated through the global morphological pa-
rameter, Mpar, defined as
Mpar =
∑ X−< X >
σX
(A2)
where X represents an ensemble of morphological parameters,
<> denotes the mean values of the distribution of each parame-
ter, and σ their standard deviation. The morphological estima-
tors used are: the centroid shift, w (Mohr et al. 1993); the ellip-
ticity, ; the X-ray surface brightness concentration (Cassano
et al. 2010); and the third and fourth power ratios, P3 and P4
(Buote & Tsai 1995), such that X ≡ [logw, log1/c, logP3, logP4, ]5.
The means and standard deviations of our NRSPH samples are
comparable with those derived by Meneghetti et al. (2014) who
analyzed a much larger sample taken from the MUSIC simu-
lations (Sembolini et al. 2013). Objects with Mpar below zero
are by definition more regular than the average. To be more
restrictive we impose the limit of Mpar < −1.
Interestingly, Γ shows a good degree of correlation with the
X-ray morphological parameter Mpar: ξ = 0.45 − 0.5. In Fig-
ure A12 we show the AGNSPH case. The points of the other
two simulated sets are similarly located. For our samples, ob-
jects with Mpar < −1 tend to be dynamically relaxed (Γ < 2)
with only few exceptions (≤ 2 objects). On the other hand, se-
lecting objects with lower values of Γ does not guarantee the
X-ray regularity, on the contrary some clusters with Γ< 2 have
Mpar > 3.
Other criteria to evaluate the dynamical state have been in-
troduced in the literature such as the center of mass displace-
ment (defined as the offset between the center of mass and the
minimum of the potential); the virial ratio between the thermal
5 The presence of the logarithm is justified by the log-normal nature of the dis-
tributions of all morphological parameters with the exception of the Gaussian
shape of the ellipticity distribution.
FIG. A12.— Relation between mass-accretion-history parameter, Γ, and the
morphological parameter, Mpar. Horizontal and vertical lines show the limits
used to distinguish between dynamically relaxed and unrelaxed objects (Γ = 2)
and between X-ray regular and disturbed X-ray images (Mpar = −1).
energy plus the surface pressure term and the kinetic energy;
and the substructure mass fraction within the virial radius (Neto
et al. 2007; Power et al. 2012; Meneghetti et al. 2014). We
checked the performance of Mpar against the offset parameter
derived by Killedar et al. (2012) for our SPH set. We verified
that also in this case Mpar is a stronger constraint. We reserve
for future investigation a detailed comparison between several
dynamical state parameters and the morphological parameters.
The relaxed sample of SPH simulations include 12 clusters
that have Mpar < −1 in all of the three physics. This subsam-
ple covers a wide range in mass with M200 spanning from 8×
1013h−1M to 1.5× 1013h−1M and it presents the same num-
ber of objects below and above the mass M200 = 4×1014h−1M.
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