We study the asymptotic growth of the p-primary component of the Šafarevič-Tate group in the cyclotomic direction at any odd prime of good supersingular reduction, generalizing work of Kobayashi. This explains formulas obtained by Kurihara, PerrinRiou, and Nasybullin in terms of Iwasawa invariants of modified Selmer groups.
where D(É n ) is the discriminant, R(E/É n ) the regulator, Tam(E/É n ) the product of the Tamagawa numbers, Ω E/Én the real period and r ′ n the order of vanishing of L(E/É n , s), conjecturally equal to the rank of E(É n ). Now we know by Rohrlich [Ro84] that r ′ ∞ = lim n→∞ r ′ n exists. When p is ordinary, one can then show that ord p (sha n ) − ord p (sha n−1 ) = (p n − p n−1 )µ an + λ an − r ′ ∞ for n ≫ 0, where the integers µ an and λ an are Iwasawa invariants of the p-adic L-function associated to the elliptic curve. The Iwasawa Main Conjecture would imply that µ an = µ and λ an = λ, thereby proving the p-part of BSD p n for all n N provided the p-part of BSD p N is true for some large N . A proof of the Iwasawa Main Conjecture has been given by Skinner and Urban [SU] .
The main result of this paper is the following.
Main Theorem 1.1. Let p be an odd supersingular prime, i.e. p|a p . Assuming that X(E/É n )[p ∞ ] is finite, let p en := #X(E/É n )[p ∞ ], and let r ∞ be the rank of E(É ∞ ). Further, put q ♯ n := p n−1 − p n−2 + p n−3 − p n−4 + · · · + p 2 − p if n is odd, p n − p n−1 + p n−2 − p n−3 + · · · + p 2 − p if n is even. q ♭ n := p n − p n−1 + p n−2 − p n−3 + · · · − p 2 + p − 1 if n is odd, p n−1 − p n−2 + p n−3 − p n−4 + · · · + p − 1 if n is even.
Then there are integer invariants µ ♯ , λ ♯ , µ ♭ , λ ♭ so that for n ≫ 0, e n − e n−1 = (p n − p n−1 )µ ♯ + λ ♯ − r ∞ + q ♯ n if n is even (p n − p n−1 )µ ♭ + λ ♭ − r ∞ + q ♭ n if n is odd when a p = 0 or µ ♯ = µ ♭ , and e n − e n−1 = (p n − p n−1 )µ * + λ * − r ∞ + q * n when a p = 0 and µ ♯ = µ ♭ , where * ∈ {♯, ♭} is chosen so that µ * = min(µ ♯ , µ ♭ ).
These formulas are very similar to Perrin-Riou's, but our methods allow us to interpret µ ♯ , λ ♯ , and µ ♭ , λ ♭ as the µ-and λ-invariants of the Pontryagin duals X ♯ resp. X ♭ of the modified Selmer groups Sel ♯ resp. Sel ♭ defined in [Sp1] . Let É ∞,p (resp. É n,p ) be É ∞ (resp. É n ) completed at (the prime above) p. The reason why we don't work with the Selmer group Sel(E/É ∞ ) is that the local condition coming from all É ∞,p -rational points of E is too weak in the supersingular case, making its Pontryagin dual not p [[Γ]]-torsion. The two modified Selmer groups each have a stronger local condition E ♯/♭ ∞ at p, which intuitively can be thought of as half-É ∞,p -rational points of E:
is the exact annihilator with respect to the Tate pairing of the kernel of a map Col ♯ :
and its companion Col ♭ each encode half the information of the local points as they together know the geometry of E(É ∞,p )⊗É p / p : They respect the interplay of pairs of generators (constructed by Kobayashi) for the local points E(É n,p ) as Galois modules for varying n.
]-torsion, we put µ ♯/♭ := ∞. Conjecturally, this never happens and we know it happens for at most one of the ♯, ♭ ([Sp1, Theorem 7.14]). Kobayashi has proved this theorem for the case a p = 0 in [Ko03] , where ♯ = −, ♭ = +.
When a p = 0, the Šafarevič-Tate group grows using the smaller one of the two invariants µ ♯/♭ if they are indeed different. We call this phenomenon modesty.
From BSD considerations, one should have an analogous formula on the analytic side, which is a result of a twin paper to this one (concerning modular forms of weight two). When p is supersingular, there are two integral p-adic L-functions with Iwasawa invariants µ
(see [Po03] 1 for a p = 0 and the twin paper [Sp2] for any p|a p ). Further, we have for n ≫ 0
n , where * ∈ {♯, ♭} is chosen so that µ * an = min(µ ♯ an , µ ♭ an ) when a p = 0 and µ an ♯ = µ an ♭ . Pollack proved this formula when a p = 0 in [Po03] . For general p|a p , see [Sp2] . When the padic representation Gal(É/É) → GL p (T ) on the automorphism group of the p-adic Tate module T is surjective, we know half the Iwasawa Main Conjecture (see [Sp1, Theorem 1.4] for a precise statement). This means that half of the p-part of BSD p N for some large N implies half of the p-part of BSD p n for all n N .
One of Mazur's tools for proving his formula for e n − e n−1 in the ordinary case was a theorem (ĄgControl Theorem") concerning the Galois theoretic behavior of Selmer groups. While Kobayashi proved a supersingular analogue of this, he needed a different method to prove his formula for e n − e n−1 : He decomposed E(É n,p ) into two parts E + (É n,p ) and E − (É n,p ) (with constant small overlap), and used this decomposition to prove nice properties of the images of two maps Col + n and Col − n ("Coleman maps") to obtain the two terms responsible for e n − e n−1 . In this paper, we present a more genuine "Coleman map method" to be able to treat the general supersingular case. The idea is to expand and generalize Kobayashi's treatment so well that we arrive at the nice properties without having to decompoe E(É n,p ) into two parts (which seems difficult for a p = 0).
Organization of Paper. In Section 2, we review the Iwasawa theory for elliptic curves at supersingular primes as presented in [Sp1] . In particular, we explain how the Coleman maps Col n come about and give rise to the two modified Selmer groups Sel ♯ and Sel ♭ . In Section 3, we explain the main ideas on how to derive our result from the theory presented in Section 2, assuming the most important proposition (the Modesty Proposition 3.10) in this paper. It is this proposition that explains why the Šafarevič-Tate Group is so modest (i.e. chooses the smaller µ-invariant) when growing in our tower of number fields. Its proof constitutes Section 4, which forms the technical heart of the paper and contains the most important new ideas. One idea is that of valuation matrices, introduced in Definition 4.4, which allows us to estimate p-adic valuations of special values of appropriate functions. The other is a description of the cokernel of the map Col n , obtained in Proposition 4.7, that ultimately allows us to use the estimates obtained from valuation matrices to describe the growth of the Šafarevič-Tate Group. In the last section, we explain the formulas of Perrin-Riou in terms of our Iwasawa invariants in the case of her setting.
A related question to this paper is the case of anticyclotomic extensions. Çiperiani has proved in [Çip09] that the p-primary part of the Šafarevič-Tate in the full anticyclotomic extension has corank zero as an Iwasawa module under certain assumptions that in particular force a p = 0.
Another question is how to generalize to modular forms of higher weight: Lei, Loeffler, and Zerbes [LLZ10] have constructed Coleman maps in this context, using the theory of Wach modules, and working with p [[Γ]] ⊗ É. They construct Selmer groups that depend on the basis of their Wach module (which in particular may make their Iwasawa invariants depend on the chosen basis as well). An explicit version of their work, hopefully independent of any bases, should thus lead to nice generalizations of the results of this paper.
The Coleman Maps
We first fix some notation. Let n ∈ AE be an integer, I the two-by-two identity matrix, and
the p n -th cyclotomic polynomial, which is the irreducible polynomial for any primitive p n -th root of unity ζ p n . Put k n = É p (ζ p n+1 ), and let
We then have the decomposition
Now fix a topological generator γ of Γ. By sending γ to (1 + X), we can identify
. Denoting the image of γ under the projection G ∞ → G n by γ n , we can similarly
Seven]. We write T for the p-adic Tate module, and V = T ⊗ É p . We denote the tower of global fields by capital letters:
Regard the (formal) group E(m n ) as a subgroup of H 1 (k n , T ) by the Kummer map. The cup product then gives us a pairing
For x n ∈ E(m n ), we now define a Galois equivariant morphism
Theorem 2.1 (Kobayashi [Ko03] , Section 8.4). There are two generators δ 1 n and δ 0
Kobayashi named these elements c n and c n−1 ([Sp1, Section 2] explains our notation).
We denote right-multiplication with the matrix H n by h n .
Theorem 2.3. [Sp1, Proposition 5.3] There is a well-defined map
Theorem 2.4. [Sp1, Corollary 5.6, Limit Proposition 5.7, Definition 7.1] The maps (Col n ) n form an inverse system with respect to the corestriction maps H 1 (k n+1 , T ) → H 1 (k n , T ) and are compatible with the projection maps L n+1 → L n . In the inverse limit, we have lim
Definition 2.5. Let p n be the place in K n and p the place in K ∞ above p and let E ♯ ∞,p (resp. E ♭ ∞,p ) be the exact annihilator of ker Col ♯ (resp. ker Col ♭ ) under the local Tate pairing
where
, and
is Λ-cotorsion for at least one of * ∈ {♯, ♭} when a p = 0. When a p = 0, they both are.
Definition 2.10. Let * ∈ {♯, ♭}.
]-torsion, then we define µ η * as its Iwasawa µ-invariant. In this case, we similarly define λ η * as its Iwasawa λ-invariant.
It is these Iwasawa invariants that we will now use to estimate the growth of the Šafarevič-Tate groups in our towers of number fields.
Remark 2.11. In [Sp1], h n is called h 1 n . Also, from the viewpoint of functional equations, it is more correct to look at completed versions of H n :
. These matrices give rise to completed maps Col n , Col ♯ , and Col ♭ , and Selmer group duals X ♯ and X ♭ , and to a (completed) formulation of the supersingular Iwasawa main conjecture as in [Sp1], but the µ− and λ−invariants of (the isotypical components of) X * and X * are the same for * ∈ {♯, ♭}, since H n and H n have the same valuation matrices (defined in Definition 4.4).
The Main Ideas

The Selmer group makes the Šafarevič-Tate group grow
To get a handle on the Šafarevič-Tate group, we use the following well-known exact sequence:
Here, Sel p (E/K) and X(E/K)[p ∞ ] denote the p-primary components of the Selmer group and the Šafarevič-Tate group over a number field K. We should thus be analyzing the Selmer group, for which we need the following convention:
. be an inverse system of finitely generated p -modules with transition maps π n : M n → M n−1 . When π n has finite kernel and cokernel, we let the n-th Kobayashi rank ∇ n M be
]-module, we define the n-th characteristic rank as
where f M is a characteristic polynomial of M . Proof. This is Lemma 10.5 i in [Ko03] . Now put
Consider the inductive system (Sel(E/K n ) η ) n . Taking its Pontryagin dual, we obtain a projective system X η := (X (E/K n ) η ) n . Now it is known that for sufficiently large n, the rank of the Mordell-Weil group E(K n ) stabilizes to some r η ∞ = rk p E(K ∞ ) η (e.g. [Ka04] ), so by the well-known exact sequence from above, we have
3.2 The ♯/♭ -Selmer groups make the Selmer group grow From now on, we will also need a global object.
is the q-th étale cohomology group. We would like to estimate ∇ n X η , for which we consider the Kobayashi ranks of the following inverse systems:
, where the map is the quotient of the localization map. We consider the projective system
Definition 3.6. The fine Selmer group is the following kernel:
We denote the inverse system lim ← −n We won't compute either of the Kobayashi ranks, but decompose this sum into more, difficult summands, which together yield an easy sum. 
We also define q ♯ n := q ♯ n+1 for even n, and q ♭ n := q ♭ n+1 for odd n. Algorithm 3.9 (Modesty Algorithm). Let n be a given integer. For a character η : ∆ → × p , we choose an element * ∈ {♯, ♭} as follows: Let e be a basis of the rank one Λ-module H 1 (T ). We regard e as an element of H 1 Iw (T ) = lim ← −n H 1 (k n , T ) by the localization map. Denote by µ(Col 
Proposition 3.10 (Modesty Proposition). Given a character η : ∆ → × p and n ∈ AE, pick * according to the Modesty Algorithm 3.9. Let e be as above. Then for large n,
Proof. We will devote the next section to the proof. QED Proposition 3.11. Given η : ∆ → × p and n ∈ AE, pick * according to the Modesty Algorithm 3.9 and let e be as above. Then 
Proof. This follows from Proposition 3.7, Proposition 3.11, the Modesty Proposition 3.10, and [Ko03, Proposition 10.6 ii], which says that for large n,
The ♯/♭ -Selmer groups thus make the Šafarevič-Tate group grow: Main Theorem Note that in the Modesty Algorithm 3.9, we always choose * so that X η * is a finitely generated Then for large n, we have:
and a p = 0, then
Proof of the Modesty Proposition
We now prove the Modesty Proposition 3.10. Subsection 4.1. contains the most important idea, that of valuation matrices. Given a positive integer n, let Φ n = Φ n (1 + X) and explicitly write the elements of H n from Definition 2.2 as:
Definition 4.1. Fix a basis e for the rank one Λ-module H 1 (T ), and denote its image under the localization map by e as well. Put
Definition 4.2. Choose a unit u ∈ × p . We put
Valuation matrices
The goal of this subsection is to prove the following proposition, which computes the Kobayashi ranks of M for large n. (They are independent of u. That is why we dropped the subscript u): To prove this proposition, we use the following idea. be a matrix with entries in É p . We call
the valuation matrix of A.
Note that we have an unnatural multiplication of valuation matrices:
Proof. Multiply the valuation matrices of the factors of H n (ζ p n −1).
Denoting by ? a non-determined but unimportant value ,
The lemma follows from the above unnatural multiplication. QED
Proof of Proposition 4.3. Note that
with Iwasawa invariants µ and λ, we have (p n − p n−1 )ord p (f (ζ p n − 1)) = (p n − p n−1 )µ + λ for large n by the p-adic Weierstraß Preparation Theorem. The above lemma allows us to compute
n (ζ p n − 1) for large n, keeping in mind that v = ∞ if a p = 0, and v = 1 if a p = 0 and p is supersingular, because of the Weil bound |a p | < 2 √ p. Doing the calculations for even and odd n, we thus have
Looking for a nice Iwasawa module
In this section, we show that the Kobayashi rank of the module X η loc agrees with the Kobayashi rank of M η for large n, thereby finishing the proof.
For the case a p = 0, Kobayashi was able to decompose E(m n ) into E ± (m n ) (up to a constant overlap E(m −1 ), cf. [Ko03, Proposition 8.22]), which was at the heart of Kobayashi's analysis. This seems to be very hard in the case a p = 0 (cf. 
Thus, we have
We can thus write
).
We know that −P δ 1 0 is surjective ([Sp1, Proof of Proposition 7.3]), so the map
induces an isomorphism between
. But ker h 0 = 0, since h 0 is multiplication by the matrix
Proposition 4.7. The following is a short exact sequence:
Proof. We first prove that ker Col n = E(k n ) ⊗ p : We know ker Col n = ker P n,δ 1 n ∩ ker P n,δ 0 n from Theorem 2.3. Since δ 1 n and δ 0 n are generators for E(m n ) as a Λ n -module, we thus have for
For the assertion about the cokernel, we reduce to the case n = 0 via Nakayama's Lemma: Denote the projection L n → L 0 by π. By compatibility of the Coleman maps (cf. Theorem 2.4), we have Im Col n ⊂ π −1 Im Col 0 . In the commutative diagram with exact sequences
we have π −1 Im Col 0 = Im Col n by surjectivity of the first vertical map (see proof of Proposition 7.3 in [Sp1]) and by Nakayama's Lemma. But π induces an isomorphism
by construction, so we have indeed reduced the problem to the case n = 0. QED Definition 4.8. Let X Col = (X Col,n ) n be the inverse system under the projection maps, where X Col,n is the cokernel of the composition
Corollary 4.9. We have an exact sequence of Λ n -modules
Proof. This follows from Proposition 4.7. QED 
Proof. This follows from the definitions. QED Lemma 4.12. π 1 and π 4 are p -module isomorphisms.
Proof. We prove that for any character η : ∆ → × p , the η-isotypical components ε η π 1 and ε η π 4 of π 1 and π 4 are bijective. For ε η π 4 , surjectivity follows from the surjectivity of Λ η n → Λ η n−1 . As for injectivity, note that the kernel is any multiple of ω n−1 = ω n−1 (X), while
. For ε η π 1 , surjectivity follows from the set-up. For injectivity, we analyze the kernel explicitly. If (x, y) ∈ ker ε η π 1 , then we know
But we also know that , this follows once we know it for i = n. But for i = n, note that ker Col n = ker(P δ 1 n , P δ 0 n ) by Theorem 2.3, so our assertion is equivalent to ker P δ 1 n +uδ 0 n = ker(P δ 1 n , P uδ 0 n ), i.e. we would like to prove that there is a unit u so that P δ 1 n (z) + P uδ 0 n (z) = 0 implies P δ 1 n (z) = 0 and P uδ 0 n (z) = 0. We actually prove that P δ 1 n (z) ⊂ (Φ j (1 + X)) for any 1 j n and P δ 1 n (z) ⊂ (X), which is enough, since ω n (X) = X 1 j n Φ j (1 + X).
Choose u so that δ 1 n + uδ 0 n = vδ j−n n for any v ∈ ∩ p . We can do this by letting u ∈ × p \ , which has infinitely many elements. Thus, we write δ 1 n +uδ 0 n = aδ j−n+1 n +bδ j−n n with a, b ∈ p \{0}. Now Im bP δ j−n n = Im P bδ j−n n ⊂ Φ j (1 + X)Λ n by [Sp1, Lemma 3.6], and since Λ n has no p-torsion, Im P δ j−n+1 n ⊂ Φ j (1 + X)Λ n as well. By induction, P δ 1 n (z) ⊂ Φ j (1 + X)Λ n . To see that P δ 1 n (z) ⊂ XΛ n , we have to prove that P δ n+1 0 (z) = 0. Recall that we are assuming 
