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1. Предположим, что нам задана произвольная равнобокая матри­
ца а {пп) , вещественная или комплексная. Тогда для такой матрицы 
а^пп) может быть поставлена соответствующая с п е к т р а л ь н а я  з а ­
дача:
Найти наборы (спектр) собственных чисел L и собственных векто­
ров q(n)=g матрицы' а {пп) , удовлетворяющие уравнению
a (nn)g(n)— L e(nn)g(n) i (I)
или в операторном виде
A g = L E g f ( V )
где А и E  — линейные операторы, отвечающие данной_а(ПП) и единич­
ной в(пп) матрицам в некоторой отсчетной опоре, L и g  — собственные 
числа и векторы оператора А.
Для решения поставленной спектральной задачи представим урав­
нение (1) в виде
( а (пп) L C(nn) ) g ( n ) = 0 ( n ) '  1 ( 2 )
Отсюда вытекает прежде всего, что уравнение (2) удовлетворится, ес­
ли положить g(n) =  Q(n)- Если же поставить целью найти набор отлич­
ных от нуля собственных векторов g+)* , то для этого нужно потре­
бовать, чтобы первый множитель а(ПП) —Leuin) обращался в нуль,
что равносильно условию
I а(пп) L в(пп) J = 0 .  (3)
для соответствующего определителя | а іпп) —Le(nn) |.
После раскрытия определителя (3) получим алгебраическое урав­
нение п-й степени с неизвестным L
I (і(пп) Leum) I =  2 * / ѵ=0, (Зз)
V=O
обладающее всегда п корнями Lsi некоторые из которых возможно бу­




Ls уравнения (За) могут встречаться также равные между собой. Поэ­
тому число г р а з л и ч н ы х  между собой корней Tf  уравнения (За) мо­
жет быть и меньше п : г ^ п .
Если мы вставим г < п  различных корней Af  в матричное уравне­
ние (2), то получим связку из г уравнений вида
££(wrt)g(.rt)ß==::^ ß (^rtrt)g(rt)ß, ( ß = l ,  2, ..., г^ ==/т) (4)
относительно r< t i  соответствующих собственных векторов g ^  , что 
можно представить также матричным уравнением
W{nn)g{nr)~^(nn)g(nr)\rr):==g{nr)\rr) (4 )
причем в (4) и (4*)
I " gi ?~ '  X1 о’ ... 0 . . .  0  "
Яр 0 X2 ... 0  ... 0
1) S m = Я-o , 2) ) — 0 0 X3... 0
- Sn? _ ■
-----1V.
ооо. _j
Гак как каждое ß-oe уравнение связки (4) с неизвестным собственным 
вектором g(rt)ß является однородным, то одна из составляющих gf  
этого вектора будет произвольной, и мы примем, что
SW ==I. ( ß = l .  2, .... (6)
Если г = п ,  то в уравнении (4*) имеем g {nr)= g inn> , \ п ) = \ пп)
и мы найдем тогда, что
Ynn)zf =g{nn)ß(nn)§(nn)==''K(nn)U(nn)g(nn)=={ib{nn) • ( t )
Отсюда видно, что если г = п , то в отсчетной опоре их п собственных 
векторов g(rt)ß исходная матрица а (Пп) становится диагональной 
\пп) =  Ы(пп) с простейшим строением (5).
Если же г<Дп, то мы поставим задачей к г собственным векторам 
g(n)ß подыскать еще п— г Независимых присоединенных векторов f(n)j,
j =  г + 1, г + 2, ..., п таких, чтобы в отсчетной опоре из г собственных 
векторов g (rt)ß и п— г присоединенных векторов / (Л)/ преобразованная 
матрица со(ЛЛ) * где
0){nn)= [g{nr)f (п.п-r) J lU{nn)\g(nr)f (п.п—г) ], (8)
имела наиболее простой вид.
Следуя Жордану [1], эти п— г присоединенных векторов f(n)j бу­
дем определять тю частям-, приписав 'к каждому собственному вектору 
g(n)ß f порожденному собственным числом Af  кратности dß , еще •* ß — 1 
присоединенных векторов f(n)j=g(n)? » а =  2, 3, ..., dß » и положив
й ( л ) Р = £ ( / » ) Э  •
Чтобы все п векторов g(n)$=g(nv , g+ß были взаи'монезавпси- 
мы и чтобы преобразованная согласно (8) матрица ш\ПП) имела наи­
более простое строение, Жордан предложил определять каждую ß-ую 
совокупность из dß векторов g ^ ^ ^ g U ß  » 8 ш  из следующего сво­




IAgpi=Xß^pi+0gß2+0gß3+ • • •+ОЁз-Ѳр-і+О Eß-öß
v 4 ^ ß a = l g ß l  +  ^ ß£ß2 +  0  g ? 3 +  • • - + O g p - d ß —1 +  O g ß - d ß
i4g;ß3=0^ßi +  Igß2+Xßgß3-|  Ogß.öß-a+O Eß.dß
• • • • « • • • • • • • • • • • •  • • • •
^ g ß - d ß = 0  ^ ß i + O g ß 2 + O g ß 3 - |  l f f H , - f + X p * M p .
(9**)
Здесь A — линейный оператор, которому в исходной отсчетной опоре 
соответствует матрица а(ПП) , а в опоре из г собственных векторов 
g ( / * ) ß = g ß = g ß i и п~ г присоединенных векторов f(n)j=g(n)?=gp* соот­
ветствует матрица со(ЛЛ), определяемая согласно (8).
Если, далее свод (9**) из др векторных уравнений запишем в бо­
лее сжатом виде
A lg W - ' -g f r - ^ d o ]*  =
7ß 0 0 , ... 0 0 . . . 0 0
І21 Xß 0 ... 0 0 . . . 0 0
0 132 Xß ... 0 0 . . . 0 о  !
0 0 0 . . . 1 a.-iXp. . 0 0





=  [gßlgß2* * ’ g ßa * * -gß-ag]’
Xß 4 * 0  . . .  0 0 . . . 0  ■
0 Xß г*23 • . .  0 0 . . . 0
0 0 0 . . . 7ß 1*a.a—r .o
0 0 0  ... 0 0 . . .  Xß
(9*)
то векторно-матричному уравнению (9*) будет соответствовать следую­
щее матричное уравнение
a ( n n ) g ( n - d p ) ~ g ( n - d p ) (û(dp-dp). , ( ß — I,  2 ,  . . . ,  Г ^ П ) , (9 )
где обозначено
I )  g ( n . d p) — [g(rt)lg(n)2 * * * g \ n) a  * * * g(rt)dß]»
\
Xß 1 0 . . . . 0 0 . ..0  '
0 Xß 1 0 0 0
W(öß.dß)= 0 0 0 .. • Xß 1... . 0
_ 0 0 0 .. .0 0 ... Xp
(10)
Клетка (o^.+) простого строения (10) называется ящиком Жордана.
Из проведенного исследования теперь вытекает, что если в преоб­
разующей матрице [ g ( n r ) f { п . п - г ) \  из равенства (8) мы переставим 
столбцы в соответствии с предложением Ж ордана (9**), то ,получим' 
преобразующую матрицу g {nn) , которая будет иметь следующее строе­
ние
g(nn)—?[g(rt-a1)g#/.a2)* • *g(n-oJ• • *g(rt-d3)], (11)
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Тогда вместо выражения (8) для расчета матрицы со (пп) найдем ра­
венство того же вида
^ ( п п ) = g (ПП)Я(ПП)8{nn)==zlK(nn)Q{nn)g{nn)  • ( I 2 ) ,
Выясним строение вычисленной согласно (12) матрицы <0(Лл).
С этой целью сложим все г векторных уравнений (9). Тогда мы по­
лучим
г т п
2  а(пп)ё(П‘д^)~ 2  £(я-др)ш(др-др) ~  1>1ё(П'др)Ш(дй'дх) f
ß=l " '0=1 i=0
где
О)(+dp)=
f co(öf5»öß) ) если x -ß 
[ ( W a x) , если x+ß.
Отсюда вытекает, что матрица (0(ПП) =  [со(ap dx)]f 
гласно (12), имеет следующее строение:
(13)
определяемая со-




0(Ö2-Ö,) ш(д,-д3>- ■ 0(fl2-flß) • •• -0(3,.3,)
0)(лл)-- 0( dß-fl.A dß-fla) •• ,(й(0?-0р) • ■ • Offlfj-a.
0(0,. A1A d r A2) • •• • -Offlrflp) - ••«(flr-flr)
(Г<п) ( 1 4 )
с ящиками Ж ордана со(ар.оэ) простейшего вида (10).
2. Мы дали решение спектральной задачи (1), сведя его к после­
довательности уравнений (За), (4*), (9)
I )  I t t (nn) ' l ë ( n n )  I— 2 ЙДѴ— ^  Щ п п ) ё ( п г ) — ё ( п к ) \ г г ) *  ( 1 5 )
V = O
3) C i ( n n ) g ( n - d ^ ) = § ( n - d o t) ^ ( d ^ d ß  , (ß = l,2 ,. . . ,  Г + І П )
с завершающим представлением (12)
W(/7/Z) —  §(ПП)СІ(ПП)ё(ПП)~УК(пп)бІ'(ПП)ё{ПП) ( 1 2 )
для искомой матрицы простейшего строения со(Лл) •
Однако такой путь решения спектральной задачи (1) целесообра­
зен только при я < 4. Если же 4 < я < 4 9 ,  то в случае решения этой за ­
дачи на ЦВМ вроде ВЭСМ-4 нужно применить способ Данилевского 
[2], для которого имеются на этих машинах готовые программы на 
языке «Алгол-60».
Наконец, при п >  15-20 целесообразно, а при я > 4 9  — совершен­
но необходимо для решения спектральной задачи (1) применять те или 
иные способы последовательных приближений. Эти способы дают пре­
образующую матрицу g(nn) и матрицу простейшего строения оцПп) 
минуя совершенно неосуществимую при большом п предварительную 





IОдин способ такого рода предложен В. В. Воеводиным в [3], но 
существенным недостатком его способа является необходимость двух­
ступенчатого преобразования исходной матрицы а{пп) : сначала доби­
ваются уменьшения размеров \ars | всех составляющих a rs матрицы 
а^ пп) , выполняют ее «обтесывание», затем применяют способ враще­
ний для приведения «обтесанной» матрицы а (/Ш) к упрощенному виду 
w(/m) • Кроме того, у Воеводина слабо обоснована необходимость пред­
варительного «обтесывания» исходной матрицы а^ пп) и слишком ело-
жен алгоритм перехода от а{Щ& к а (ПП) .
В действительности мысль Воеводина сначала «обтесать» исход­
ную матрицу а (/Ш) , a затем уже применять способ вращения вызвана 
слабой сходимостью взятой им той простейшей разновидности способа 
вращений, которая была предложена Якоби еще в прошлом столетии 
для частного »случая симметричной’ или эрмитовой матрицы а^пп) [2].
2. Если, бы Воеводин сумел обобщить надлежащим образом спо­
соб Якоби на решение спектральной задачи в случае произвольной 
матрицы #(,*,*) , то не понадобился бы и предварительный переход от
исходной матрицы а (/Ш) к «обтесанной» матрице а^т).
Поэтому сейчас мы займемся разысканием такрго обобщения для 
первоначального способа Якоби, которое давало бы решение спектраль­
ной задачи для любой матрицы а{Ш) и обладало достаточной и уп­
равляемой нами скоростью сходимости. Сущность предлагаемого обоб­
щенного способа Якоби заключается в следующем.
3. Прежде всего по всем строкам /== 1, 2, ..., п исходной матрицы 
Щпп) образуем суммы Ц°/ , где
1) Щ
(0) а2  I “7*k=i 
kßj
2) |2_ ü jk ajk Y j k ± l ?Ji k ) - aik+ f jk , (16)
и среди этих сумм Ц {0) выделим m < n  наибольших Z/)0*,..., #L0)-
Затем в исходной матрице а(пп) отберем т 2 составляющих а^> 
находящихся на пересечении выделенных т  строк p =  ..., w и соот­
ветствующих т столбцов v =  S9 t9 ..., W9 и расположіим указанные т 2 
чисел а р. v в виде вспомогательной матрицы af+m) =#(°mm) с тем же 
взаимным расположением строк и столбцов, что и в исходной матрице 
#(шг) . Таким образом,
а s t . ..W (тт)'
Qss Gstr . . . # 5ѵ •— Gsw
Gts Gtt ..... а и . ... a tw
а т -(тт) G\x.s #[Л/ •. . . #|j.v . . .. , CL\y.w
- G WS Gwt ..,. CLwv • • •• Gww
(17)
Теперь, для указанной вспомогательной матрицы a st'"w - g(0) ^( m m )  — -  и  ( m m )
нужно рассчитать способом Данилевского набор различных собствен­
ных чисел Zp кратности dp и отвечающую им матрицу g\mm) основ­
ных g ( m i )  ' и присоединенных g ( m i )  'векторов. Далее полученную мат-
(Oi) ~(0)рицу g ( m m )  пересчитываем в приведенную g \ m m )
§(т)х
, столбцы которой 
удовлетворяют условию |g(m)* I =  I- Кроме того, для приве-
т
.(°) л - 1денной матрицы g°mm) вычисляем обратную к ней матрицу (g+m))' 
=  ж т>т)— ™ F  * В заключение с помощью приведенных матриц g\°mm)  и
ж ( L )  строим соответствующие преобразующие матрицы g\h'n) и(0)
ж мп) • Это построение матриц g \ n ’n ) и ж \ПП) по найденным матри-до) (0)
I l (O) ДО)цам g ( m m )  и Жfmm)  ВЫІІОЛНЯеТСЯ ТЭК.  Если матрицы g(mm) И Ж (7пт) 
представим в виде
о-(°> —S ( m m )
Ow/ ow/
Qssgst * * 'Ow/ Ow/
/V/
. • Ssv -Ow/
ГК/
• • •Ssw
gtsStt • • • . gt4 ■• • •Stw
Ow/ Ow/
S(^ sg)Lt - - «
r*s










Ж „Ж 5/ . . .-.Ж*ѵ . . .
Ow/ OW/ Ow/ Ow/
жІ5ж,і . . . .Жь . ■ . -жіѵо
ГК/ Ow/ Гь/ Ow/
Ж^Ж[ХІ . . . .Ж^ ѵ . • • *Ж[хда
Ow/ Ow/
. .ЖwV • • • .Ж™
ГК/ Гк/
I Ж(т)х 1 =  1 (18.2)
(х=1,2,... ,я)
то порожденную вспомогательной матрицей g(mm) преобразующую




--------в и  . .
. . . . ^25 * *
. . F z . . .
• - C 2t  . . .
. £iv . •
. £2v • •
- - C xw  . . . 
• • C 2 w  . . .
• £ l .n - l  C ln
• C 2.n—I C 2n
e s l e s2 ■
Гк/
------- g  SS-  ■
Гк/
• • S s t  • • *
Ow/
. g * v . .
Гк/
• • S s w  • • ■ - Cs . n—l Csn
e t i e t2
ГК
S t s  • •
Ow/




• • S t w  • • • - C t m - I  C tn
С ^ і С ^  • • • • S v s  • .
Ow/
• • S v t  • • •
Гк/
• g(J.v . .
Ow/
.  • g [ L W  • • • - C1I.n— i £|хя
Cw \ C w 2
Ow/
• • • • S w s  *
Ow/
■ • • S w t  • •
гк/
• * g WV •
гк/
• • • S w w •• - C w . n —\ C Wn
C n - l . l  
_ e n \ e n2 *
Cn—1.2* • • C n- 
• • • Cns . .
-1.5-*-СП— I./'. . C n- I.V.
С Пѵ - -
- Cn—\ . w - - C n-
P- - ^ n w  • • *
- 1 .n— I C n— l .n
• C n m - I  e n n _
У CxX —
+  I ,X = Z  
0. x +  Z
(19.0)
и такое же строение будет иметь обратная преобразующая матрица 
[g(!m) ] -І =  ж («п) » получаемая путем замены в (19.0) рассредото-
/X/ ГNb/
ченной матрицы g[mm) на обратнукгей ж J^w) .
гк/ гѵ/
Построив преобразующие матрицы g[°nn) и ж (¾  первого прибли­
жения, вычисляем согласно (12) соответствующее первое приближе­
ние о)(«Л) =а\пп) для упрощенной матрицы щ Пп)-
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Ц л л ) = ( £ ( л л ) )  ^ ( л л ^ / л л )  =  Ж (л л )(ü(0)g ,(0)/z )= W (/1m ) , ( 2 0 . 1 )
где мы обозначили а {пП)= Д $ П)= а $ п ) .
Выясним строение найденной матрицы о)}««) =а{1іп) • С этой целью
заметим, что если бы вместо преобразования (20) мы взяли преобра­
зование
J l )  _  <0) Hrs- wP0) — w ( 0)  л<°> <т(0) /01 14tuJmm)— ТК(тт)Пктт) ё(тт)— Ж(галіР(ттк(тт) » V - I l l
то получили бы матрицу cojizm) чисто диагонального вида (5 .2), когда 
все т собственных чисел Ls — различные; или ж е получили бы матри­
цу wjmzrt) , несколько осложненную ящиками Ж ордана (10.2), когда 
среди собственных чисел Ls встречаются кратные L, . О бщее ж е  пре­
образование (20) отличается от частного преобразования (21) в двух  
отношениях:
а) матрица а[тт) заменена матрицей а<лл) ;
б) вместо матриц g(mm)J Ж(^т) взяты матрицы g $ n) , ж (лл), 
которые получаются из единичной матрицы е^ пи) , если ее составляю­
щим Cjjlv присвоить соответствующие значения g ^  , ж^ѵ составляю ­
щих В матрицах g  Jww) , Ж(ww) .
Поэтому в общей матрице 0)(¾ на соответственных местах рѵ б у ­
дут стоять те ж е  значения , 1, 0, что и в частной матрице
o>(wm) • Во всех ж е  других местах та матрицы о) ¾ )  будут находиться
какие-то другие числа со l?J, вычисляемые согласно (20.1).
* —
І  2  (22)та _____
х = 1  р=1
Таким образом, можно сказать, что общая матрица «[„„ ) воспроиз­
водит на соответственных местах рѵ частную матрицу oÄm) •
Выяснив строение первого приближения 0)(¾) =а\пп) для упро­
щенной матрицы O(ZZrt) , таким ж е путем рассчитываем второе прибли­
жение со!««) этой матрицы «(„л) . С этой целью для полученной матри­
цы сo{h)n)=a(nh)  подсчитываем по всем строкам / =  1 ,  2, ..., п  суммы 
Ц (/ \  'которые, однако, в отличие от сумм Д (0) определяются с учетом 
того, что составляющие ю £]+і =  а £ ] +і матрицы ¢0¾ ,  — а\пП) рав­
ны +  1, если соответствующее собственное число Ls есть кратное Aß 
П оэтому указанные суммы Ц {/ ] нужно подсчитывать так:
R T =  £  I D y  i 2 , k + \  і>если D ! i+i = o  (23 j }
*=k I /  f l  / + 1. если +.)+1 =  1.
Д ал ее  среди полученных сумм Ц{/ ] выбирают т наибольших  
Ц [1), у... Ц к ] и затем образую т из а[пП) частную м аі-
рицу a ISmf =W(Wm) , составляющие которой a находятся на пере­
сечении т строк р =  d, ..., к и т  столбцов ѵ =  с, d, k матрицы 0¾ ¾ .  
Теперь для построенной матрицы a[ww) =a(wzn) находим по способу
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Данилевского собственные числа Xs , некоторые из которых Xp могут 
быть кратными, и образуем частную преобразующ ую матрицу g (J,!m) из 
основных gßl) и присоединенных gföj векторов матрицы а\тт) .
Затем находим для матрицы g{mm)  ее приведенное представление
g [mm) , где столбцы g]m)x удовлетворяют условию |g(m)% | =  1 И ВЫ-
числяем обратну-ю матрицу (glmm) ) _, =  Ж(тт ) . В заключение пере-
ходим от матриц g {^ m) и ж{шт) к общим преобразующим матрицам
ZN/
g (nn) и ж|лл) путем присваивания составляющим единичной мат-
/-Ч-/ /Xfc/
рицы е{пгі) соответствующих значений g (I) и ж |4) составляющих в
частных матрицах g ({mm). и ж (+ л)-
/Xfc/ /Xfc/
Построив общие преобразующ ие матрицы g [ aw) и Ж(ЛЛ) , мы мо­
жем теперь получить второе приближение (0(Лі ) = а ( ЛЛ) к искомой 
упрощенной матрице (0гЛЛ) , используя выражение того ж е вида, что и 
(20.1)
Ш(ЛЛ) =  (à -!]in))~ld(nn)g{(nn)== ж ()т)Я( л л)g \n \ i )= U jл л) . (2 0 .2 )
Таким ж е образом мы рассчитываем третье со[3Jn) , четвертое 0) (¾
и все последующие о) (¾  приближения к искомой упрощенной мат­
рице со(/і/х), предполагая при этом, что при достаточно большом s
(s)
W(nn)' ^(пп)'
Степень приближения последовательных о)(ЛЛ) к искомой со<ЛЛ) будем




Hfu S  I aY  - kA  ]. ’ . ? ‘ + ? ’ ( 2 3 .0м  I / а / + I .  е с л и
!
Показателем того, что последовательные приближения to'nn) стре- 
мятся неограниченно к искомой щ Пп), будет  служить существование  
цепи неравенств
Z /W > Z /(D > Z /(2) >  - *. > Ц М > Ц ( * Н ) > ..........  (25)
Мы будем считать, что наш расчет матрицы со(ЛЛ) может быть закон­
чен на таком приближении со(ЛЛ)1} , для которого '
Ц і*) -Ц і*+ D ^ A , (26)
где А — заданная точность расчета. Если принять далее, что случайные 
ошибки г[\ в составляющих сост матриц о)(ЛЛ) следуют закону Га-
г)
усса и обозначить среднее значение Се*х через е2, то мы найдем тогда
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Д2« с | ]  S2x =  V  C e K =  ^ U xe2= n h 2. (27)
х , А = 1  x CT= I х , А = 1
Отсюда по вычисленной согласно (27) ошибке А можно найти обратно  
спелне-квадратическую ошибку =Fe в Оха .
S ^  + А .  • (28)
п\
После того как мы получили с задуманной степенью точности 
A ^ e  упрощенную матрицу о)(ПП) , определяемую преобразованием (12)
й)(ЛЛ)= Ж(лл)#(ля)§*(ял) > (12)
мы переходим к расчету соответствующей преобразующей матрицы
g(nn) . Это можно сделать двумя способами:
а) исходя из предельного соотношения
g(nn)t= ‘g[nn)g\nn) • • -g(nn) =  П g(rt/Z) у (29)
5=0
б) решая по известным матрицам а{Пп) и щпп) вытекающее из 
(12) уравнение
a (nn)g(nn)=  g(nn)^(nn)‘ [12а)
относительно матрицы g(nn) .
Какой из этих двух путей для определения матрицы g ( nn) окаж ет­
ся проще — наперед предугадать трудно.
4. В заключение докажем сходимость предлагаемого способа ре­
шения спектральной задачи (1) для произвольной матрицы сі(Пп) , что 
сводится к установлению цепи неравенств (25), записанных в виде
( s = 0 ,1 ,2 ,. . .) ,  (25)
причем входящие сюда показатели качества отдельных приближений  
Ut W f U is +d вычисляются согласно ( 2 3 s ) ,  (24.s)
i )  ц {р  = 2 1 4 ? I 2, к ф \ [ ' а д + 1= +  з )  (зо )
*-1 I /Cl Ж  если a) j + i — I; JZx
2) I a f i  12= а %  ä # = ( « . %'+%№) І / І - Ф д ) ,  І = Ѵ ~ .
Чтобы доказать справедливость цепи неравенств (25), прежде все­
го заметим, что след t r e t e n )  матрицы a n^n) , определяемый вы раже­
нием
tr а {пп) =  ^ а хх, (31)
X = I
не меняется в случае преобразования вида (12)
Ь(пп) — 3(пп)а (пп)8(пп)^а{пп)а {пп)3{пп) » (82)
/ ♦ s
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где S(nn) — произвольная преобразующ ая матрица. Сказанное выте­
кает из того, что
п п п п
H L(rtrt)=2 bxx=tr(S(пп) ££(rtrt)S(rtrt))= 2  2  JS a*nR+^v*== (оЗ)
X = I  X = I  J X = I  V =  I
п п п  u n  n nJüiJ JtaJ J S  '— J ^ j  J S  + lv^ vIjl ^  S j  Uw Q w —  £ £ w —- t YCLinnj t
J X = I  V = I  X = I  J X = I  V = I  V = I  * V = I
причем Qvjx— составляющие единичной матрицы е(пп) — GinnjSinnj =  Sinnj 
(пп) > для которой
' „ = і « С Т +ЬеслиГ ѵ' (34)
7Z\ (0, если HbZ=V.
Выделим теперь из матрицы s-ro приближения а<п/!)= <4лю частную
(5) YÔ...V о (5)матрицу а\гпт) = U immj , составляющие которой а у  находятся на пе­
ресечении т строк Х=у, Ô, ..., V и т столбцов р = у >  ô, ѵ общей мат­
рицы а\пп) = ( 0 ( ^ ) -  При этом предполагается, что для указанных т 
строк общей матрицы а \пП) соответствующие показатели Ц^Ць , ..., Дѵ 
взяты наибольшими среди всех п показателей Llj матрицы а\пп) •
Д ал ее  построим преобразующ ую матрицу ( s - f l ) - r o  приближения  
girt«*) , взяв единичную матрицу einnj и присвоив т2 ее составляющим  
Qxjx те ж е  значения а х{1 , что и в составленной выше частной матрице
а\тт) =  ajmm] . П осле этого пересчитаем полученную преобразующую
~/5) ~(s\ 
матрицу в приведенную матрицу g inn) , столбцы которой £(Л)х удов­
летворяют условию I g\n)x | =  1, и затем найдем соответствующую об-
ратную приведенную матрицу (g[snn) ) ~ 1==ж\п\) . Тогда ( s + l ) - e  при­
ближение а\пп]] = ( 0(rtt)1} к упрощенной матрице (Binnj определим по­
средством двойного преобразования вида (20)
S +  1 _  /  -(S)  4 — 1 ( 5 * )  ~ ( 5 ) _____ Q( S)  (S) ~(S)_____+ S  +  1 ) ¢ 9 0  C - I -  T l^(пп) — \ §(пп)) toJпп)ё(пп)— 7K(nn)U(nn)s (nn) — Uinnj . (^U.b-j-lJ
Рассмотрим теперь след tr[a\mm) ] матрицы ,
( s )  *(8 Vгде и\тт) — а(т;п) — частная матрица, построенная описанным выше 
способом из общей матрицы аіпп) после 5-го приближения. При этом 
заметим, что
1\ n(s) - J sl _L;r(j ) 9\ — +>* iiïs)*IJ U(mm) — CL(mtn)-\-l  V(tntn) > Uirnmj— CL\тт) 1Г(тт) >
3) aty= *%+i№. 4) , (35)
m
5) (a Tk=^r. (Р Й ? Г -Р Й Г ;б )  ,
Тогда мы найдем с учетом сделанных замечаний, что
tr [ a (U ) < ) ]  =  S  [ a ^ â l f  + a b  ] =
x= 7 , 8 , . . . , v
(36)
=  | a b | 2+ k b | 2+ -  • - + K P + .  5  [ | a b l2+ K l 2+ -  • • +  k b l  2I-
X = 7 ,Ô,..,V X + = f  X^=S х ф ѵ
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Рассмотрим далее след t r [ K + j « ï o  ] матрицы t 0 !»«)0!«»)! > r^ e 
aI пп) — со (пп) есть s-oe приближение к упрощенной 'матрице (Olnn), 
полученное двойным преобразованием вида (12 ).  П реж де всего мы 
найдем с учетом (23.5) и (24.5), что
t r [ û $ o < С , і  =  S  a ß  T f = I  I < І 2 +  Ê I T f  I 2 =
/,X=I j—\ у,X= 1
= . І і < І 2+ Я (і)+ А ( і ) . (37)
J=I
где Д(5) =  0, если все собственные значения W  матрицы а Ц т ) различ­
ные, и Д (5)> 0 ,  если некоторые из зкачений F/5)кратные.
Напишем развернутое выражение для первого члена в равенстве
(37), учитывая при этом представление (36) д л я tr\ajnЛ)Я(ЛЛ*]. Тогда мы 
найдем, что
1 1  T i ? =  2  K l 2A f  I T l  I2A l K l 2A  • • - A l K l 2 ] -  (*)
/-I J=IІФ Ti8»—»'і
=  2  I Kjj \ 2 +  tr\о\тт)°\тт)\— S' [ | d \ l \ 2+\(l\x j2 +  * • * +  | Gvx j2].
/ _  i  x = Y ,  .8, ..,V X7t Y \ ф Ь  x=Av
y¥T»L...,v
Отсюда следует, что
I Vi I I  +rr ^ )
\
t r I a E I2 + t r [ G ( + Ä m ) b  (38.5)
/=і  
/+T»gl—
- S  [ K P A l K l 2A -  A l K l 2IA A w  .
X = f , Ô , . . . , V  X=À7 X=AÔ X=Av
Подобным ж е  образом для матрицы ( s A l ) - r o  приближения  
aInnr = 0/ ( ¾ 1' . определяемой согласно ( 2 0 . s A l ) ,  найдем
M K U K U » W i <*+»a  2 1 K +112+ t r [ K m ) « ( (U V * -
(38.5 A I)
J=1ІФ*( j 8 , . ..  ,v
-  S  ( I a U 11I2L K t 0 I2H M a U 0 I2IA A ^ + 1).
X = Y , ô, ..,V X=Ay хфЬ X=Av
Здесь было учтено, что после выполнения 5-го приближения мы выде­
лили некоторую частную матрицу a[sJim) , которая затем была исполь­
зована для построения приведенной преобразующ ей матрицы g{nn) 
входящей в двойное преобразование ( 2 0 .5 + 1 ) .  П о э т о м у +  частную мат­
рицу a \Srnm) с составляющими а (Л+1) входят те ж е строки X = Y , б, ...,ѵ 
и те ж е  столбцы F =  Y, б, ..., ѵ, что и в матрицу а[тт) = F j f j l) . Что к аса­
ется матрицы a j m j  , то она, естественно, содержит те ж е  п строк и п 
столбцов, что и матрица а[пП) .
5. Из сопоставления равенств (38.s) и (3 8 .5 + 1 )  еще не усматри­
вается сходимость предлагаемого способа, так как
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tr [alnn a^lnn)'* =^](Ж (лл)#(лл)( |^
=  tr[ f l f t î Â Ï )  ] Ф Ь [ ж [ и < $ п ) ^ ) ) ( ¾ ) - 1] =
=  tri Ж(лл)(Я(лл) d(nn)) g (л л)] =  tr[a{nn)â\nh) j ,
причем знак ф  поставлен пока гіо чисто внешним признакам. Поэтому  
мы несколько изменим наш способ, чтобы получить более простое д о ­
казательство его сходимости.
Разлож им заданную матрицу а(/Ш) »произвольного вида на эрми­
тову Ь(пп) И косоэрмитову С(пп) , взяв
1 / _ 1 . _  Sfc
1) Ь(пп)— — (#(лл)+#(лл)), 2) С(лл) =  "~(#(лл) UhIn),
Li
3) #(лл)= —  {Ь(пп)-УС(ПП)). (39)
Следовательно,
 Jjc ^   ф
I) b{nn)—b(nti)i 2) С{ПП)—- С[ПП)\ 3) trC[nn)— tr С(лл) —0(лл)| (40)
j «f*  ^ Ф
4) Ginn)dtf )^ — —-\{b{nn)-\-c(nn))( b(nn) C(nn))\ — ~(b(nn)b(nn) c(nn)C(nn))\
4 4
I 5) tr(#(rtn)d(,2rt)) = — tr(ft(nn) +лл) и(лл)й(лл)) —
4
—  [tr(ft(nn) 5(/2/1)) tr (+лл) С(лл))]|
4
6 ) 6(лл)1 ) = (Й(лл) )_1£(лл)#(лл) — (^лл)6(л/г) #(лл) »
7) с | ± =  ( + («„))-1 C(«n)^ä)= |(L „, с(^ ) й | ^ ) .
Рассмотрим соотношения (40.6) и (40.7) более подробно.
Обращаясь сначала к двойному преобразованию (40.6) и заметив,
что здесь 0(лЯ)= 5 ё л ) ,  получим
I) Й(«іг) =  <««)W(««) .
2) 5 < a r =  3 2 , 5 ( 2 ¾ = ¾ )  Ä .  С * )
Отсюда следует, что если потребовать, чтобы 6 ¾ 1' = ^ ! ¾ 1** . то из
(**) найдем
I) Jln)== (й\пп))~Х = U i(Yi) , (41)
а это значит, что й $ П) — унитарная матрица. Поэтому тогда
tr[6f(U)1>Ö ± ,¥] = tr[ J ( Y J J ( ü \ SJ ü \ SZi)) b\J)-q\nl) ] =
= t r [ L 0  ( 4 0 6 ( ¾ )  h  ] =  tr[ С Ж і -  (42)
Обращаясь затем к двойному преобразованию (40.7) и замечая,
( s )  - ( S )
ЧТО здесь с\пп) =  — С(лл) » получим
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D . - r * )
2) с } •
Следовательно, если потребовать, чтобы C(CT)1 =  — ¢(¾ 1* > то 113 (*'•'*)
получим .
1) P(CT)=W(CT))-1 = — ~üt(n) , 2) w\nn)ÿ>{nn)= —e{nn>• (43)
Отсюда вытекает, что
tr trE P *Ä ,4Ü ,(e fÜ Ä Ä > ) S { « , s s r > l -
= tr [  0<(СТ)СТСТ) < )  < 1 =  tr [c (C T Æ ].  (44)
Сопоставляя, наконец, (42) и (44) с (40.5), найдем для матриц 
CTo Hßfrf)11. входящих в (38.S) и (38 .S+1), следующее общее соот­
ношение при r — m, п:
t r f ^ ^ ä ^ r V t r f a ^ Ä ] .  (45)
^  /  ç \
Кроме того, принимая во внимание особое строение (19) матриц §(Пп) > 
и ж („h) в двойном преобразовании ( 2 0 .5 + 1 ) ,  устанавливаем наличие 
дополнительных соотношений
1) 4 ] = С Т +1). если ІФ т,3,...,ѵ; 2) £  I L v l 2=  S K ' T -  (46)
/=1 У=1/=Т,8...,ѵ
I V . ,
Сопоставляя теперь равенства (38.5) и (3 8 .5 + 1 )  с учетом соотно­
шений (45), (46), приходим к выводу, что
щ *+1 _ s  | ( | 4 6 | 2 - | С Т + 1 ) | 2 ) + ( | а С Т I2 - I W 0 I 2 )  +
x= y,ô,...jV . x=+ô
+  • • - +  (Ia^I2-CTCT11I2)], (47)
x+=v
так как A {s) = Д (5+1). Ho преобразующие матрицы g{nn) мы строим та­
ким образом, чтобы преобразованная согласно (2 0 .5 + 1 )  матрица
(^лл)1* = ( 0¾ ^  удовлетворяла условиям
а ^ +1)= 0 ,  если x, [x =  7,o,...,vn[()c--CT[x)U(x+|xQ[x+l]. - (48)
Поэтому равенство (47) принимает следующий окончательный вид:
Z/(a+i)Z /(a )_ 5  [ | ^ х)|2+ | ^ ) | 2+ . . . + I a ^ l 2)] ,  (47.1)
X = ^ 1S ,..  .,V хф-( Х=+8 X=Z=V
откуда вытекает, что действительно
Ц^+Л)< ц и >  ( s = 0 ,  і ,2 ,.. .) .  (25)
Следовательно, предлагаемый способ решения спектральной з а д а ­
чи для произвольной матрицы (Il всегда сходится. Равенство
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(48.1) показывает также, что чем больше порядок тт  вспомогатель­
ной матрицы а^ тт) =Ctfmm) , тем быстрее последовательность матриц  
а{пп) =û> (пп) приближается к упрощенной матрице сЬ(Ппу
6. Спектральную задачу для произвольной матрицы а(ПП) можно  
решать также иным путем, использованным при доказательстве сходи­
мости предлагаемого способа, а именно: выражая заданную  матрицу  
Щпп) через соответствующие эрмитову Ь(ППу и косоэрмитову С(ППу 
матрицы
1 _* 1 _*
1) Ь(пп) — ~— (Cl(nn)~F СІ(пп))у 2 )  С(пп) ===-— ■ (Сі(пп) CL(nn))y (4 9 )
Rj Z
3) Ct(nn)~  —~(b(nn)~\~C(nn)).
Затем решаем две частные спектральные задачи.
1) (Ь(пп) \^ С(ПП){и(П1)~0(п\) у 2) (С(пп) y/C(nn))W(ni)==0(ni) (dO)
* ’
описанным выше способом, то есть широко опираясь при этом на спо­
соб Данилевского. В этом случае существенно упрощается определение  
обратных преобразующ их матриц ч\{пп) и ß {nn) , так как согласно (41)  
и (43)
I) 4 ( % =  й[пп) , 3) Р(ЛЯ)= — W{nn) у (51)
2) й\пп) Й(лл)= (^ял), 4) TW(nn)W(nn)— C(Tin)-
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