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Charge ordering (CO) is a phenomenon in which elec-
trons in solids crystallize into a periodic pattern of charge-
rich and charge-poor sites owing to strong electron corre-
lations. This usually results in long-range order. In geo-
metrically frustrated systems, however, a glassy electronic
state without long-range CO has been observed. We found
that a charge-ordered organic material with an isosceles
triangular lattice shows charge dynamics associated with
crystallization and vitrification of electrons, which can be
understood in the context of an energy landscape arising
from the degeneracy of various CO patterns. The dynam-
ics suggest that the same nucleation and growth processes
that characterize conventional glass-forming liquids guide
the crystallization of electrons. These similarities may
provide insight into our understanding of the liquid-glass
transition.
The physics of glassy materials represents a fascinating
problem in solid-state theory (1). Although progress has
been made over the past several decades toward clarifying
the dynamical aspects of the glass transition, the processes
by which liquids acquire the glassy state upon cooling are
not fully understood (2). The most fundamental nonequi-
librium dynamic phenomena associated with the liquid-glass
transition process are crystallization and vitrification. These
phenomena are competing and mutually exclusive but are
closely related to each other (3, 4). In glass-forming liquids,
crystallization below the melting point Tm can be avoided
when the system is cooled quickly enough, leading to a su-
percooled liquid state accompanied by an increase in vis-
cosity (Fig. 1A) (2, 5). Upon further cooling, owing to the
viscous retardation of crystallization, the supercooled liquid
state freezes into a glassy state; that is, vitrification occurs
at the glass transition temperature Tg. Thus, the relation-
ship between crystallization and vitrification is key to the un-
derstanding of the liquid–glass transition. Here, we demon-
strate that this general picture can be extended to crystal-
lization and vitrification of strongly correlated electrons real-
ized in a geometrically frustrated charge-ordered organic sys-
tem, θm-(BEDT-TTF)2TlZn(SCN)4 (6), where BEDT-TTF
denotes bis(ethylenedithio)tetrathiafulvalene. Surprising sim-
ilarities between our system and conventional glass formers
are observed in the crystallization and vitrification processes,
which highlight the universal nature of the liquid-glass transi-
tion.
The quasi-two-dimensional (quasi-2D) organic materials θ-
(BEDT-TTF)2X consist of alternating stack of conducting
BEDT-TTF and insulating anion X layers; the BEDT-TTF
molecules form a triangular lattice (6–8). The charge trans-
fer between these two layers leads to a 2D quarter-filled hole
band system (that is, one hole per two BEDT-TTF molecules),
in which the intersite Coulomb repulsions give rise to an in-
stability towards charge ordering (CO) (9). Indeed, θ-(BEDT-
TTF)2RbZn(SCN)4 (henceforth θ-RbZn), for example, under-
goes a CO transition at 190 K (6, 7, 10, 11), where the charge
carries are localized periodically with a horizontal stripe pat-
tern (see the phase diagram in fig. S1C). Such a periodic CO
state can be regarded as a “charge-crystal” state (11). In
contrast, above the CO transition temperature, the charge of
+0.5 per one BEDT-TTF molecule is distributed uniformly in
space; therefore, such a delocalized state can be referred to as
a “charge-liquid” state.
In θ-RbZn, when the sample is cooled faster than a criti-
cal cooling rate (∼5 K/min), charge crystallization is kinet-
ically avoided, leading to a “charge-glass” state where the
charge is randomly quenched. For comparison, in θ-(BEDT-
TTF)2CsZn(SCN)4 (θ-CsZn), which has a more isotropic tri-
angular lattice than θ-RbZn, the critical cooling rate becomes
much slower (fig. S1, C and D). As a result, the charge-liquid
state inevitably results in a charge-glass state even upon very
slow cooling (< 0.1 K/min) (12). However, the mechanism of
formation of the glassy electronic state—which has been dis-
cussed experimentally (11–14) and theoretically (15) in terms
of the geometrically frustrated triangular lattice—still remains
rather elusive.
The system θ-(BEDT-TTF)2TlZn(SCN)4, which exists in
two different crystal forms with orthorhombic and monoclinic
symmetries (fig. S1, A and B) (6, 16), may play a key role
in the understanding of the charge-glass state. Orthorhom-
bic θo-(BEDT-TTF)2TlZn(SCN)4 (θo-TlZn), which has the
same structural symmetry as θ-RbZn and θ-CsZn, exhibits
a CO transition with a horizontal charge modulation at 240
K (16). Because the anisotropy of the triangular lattice is
large, the critical cooling rate for glass formation remains
quite high (13, 14). In contrast, the monoclinic θm-(BEDT-
2FIG. 1. Charge crystallization and vitrification in θm-(BEDT-TTF)2TlZn(SCN)4. (A) Generic entropy-temperature diagram of a glass-
forming liquid. Tm is the melting temperature, Tg is the glass-transition temperature, and TX is the crystallization temperature. A supercooled
liquid state emerges when the liquid is cooled quickly enough to avoid crystallization. Slower and faster heating processes (1 and 2) lead to
a lower and higher crystallization temperatures (TX1 and TX2). (B) Temperature dependence of the resistivity for θm-TlZn measured in the
rapid or slow heating process (after rapid or slow cooling) and in the rapid cooling process. Curves are color-coded. Charge crystallization
occurs at TX , which is lower than Tg , in the slow heating process after rapid cooling. Inset: Hysteresis loop of the resistivity during the
heating/cooling process at a sweeping rate of 100 K/min. (C to E) Illustrations of the charge-liquid state (C), the charge-crystal state (D), and
the charge-glass state (E) in θm-TlZn. The orange lines in (C) and (D) denote the unit cell. At the CO transition, monoclinic cell is reduced
to a triclinic cell (16). V1 and V2 are the nearest-neighbor Coulomb interactions, where V2/V1 ∼ 0.8 (also see fig. S1D). The A and B sites
in (C) are crystallographically equivalent, owing to the screw axis along the b axis. In the charge-crystal state (D), a diagonal CO patter is
formed, where the charge-rich (+0.85) sites, A and A’, and the charge-poor (+0.15) sites, B and B’, are not crystallographically equivalent.
The difference in the charge density between A and A’ (and between B and B’) is too small to be detected experimentally (16).
TTF)2TlZn(SCN)4 (θm-TlZn) shows a CO transition with a
diagonal charge modulation at Tm = 170 K (Fig. 1, B to
D) (16). The different CO patterns of the two systems can
be related to a difference in the strength of electron-lattice
coupling, as pointed out by theoretical studies (17). Because
the lattice distortion of θm-TlZn at the CO transition is much
smaller than that of θo-TlZn, and because most of the entropy
change of θm-TlZn is of electronic origin (fig. S2), θm-TlZn
more likely approximates a system where the observed effects
are purely electronic in nature. This is consistent with the
extended Hubbard model (EHM) in the absence of electron-
phonon coupling, in which the diagonal CO pattern rather than
the horizontal one is expected (17).
The temperature-dependent resistivity ρ(T ) of θm-TlZn
shows a strong dependence on sweeping rate below Tm
(Fig. 1B), although the triangular lattice for θm-TlZn is more
anisotropic than that for θo-TlZn. In θm-TlZn, the long-range
CO transition can be avoided by rapid cooling (≥ 50 K/min),
and charge vitrification occurs through a supercooled charge-
liquid state (Fig. 1, B and E). In the cooling/heating cycle of
the ρ-T profile, a clear hysteresis loop associated with the
glass transition is observed at 145 to 165 K (Fig. 1B, inset),
quite similar to what is observed in θ-CsZn (12). We tenta-
tively define the glass transition temperature Tg as the tem-
perature above which the resistivity starts to branch off.
To clarify the origin of charge-glass formation in θm-TlZn,
we performed resistance noise measurements, which are a
powerful probe to detect the slow dynamics associated with
electronic glassiness (11, 12, 18). Figure 2A shows a typical
normalized noise power spectral density of the resistance fluc-
tuations SR/R
2. The baseline of SR/R
2 fits well to generic
1/f with a slightly deviating frequency exponent, yielding
1/fα with α ∼ 0.8 to 0.9. For clarity, fα × SR/R2 is plot-
ted in Fig. 2B, which clearly shows that the resistance fluctu-
ations exhibit a broad peak structure. The data are well fitted
to the distributed Lorentzian model (11, 12) with a charac-
teristic center frequency fc (=
√
fc1fc2, where fc1 and fc2
are the high- and low-cutoff frequencies, respectively), from
which we derived the temperature evolution of the relaxation
time τc = 1/(2pifc). The peak structure in f
α × SR/R2
becomes broader and more asymmetric with decreasing tem-
perature (Fig. 2, B and C), showing that the dynamics become
more heterogeneous. In addition, τc slows drastically over
several orders of magnitude (Fig. 2D); extrapolating our data
under the assumption that τc obeys an Arrhenius law [as ob-
served for θ-CsZn (12) and as expected from recent Monte
Carlo simulations (15)], we find that τc may be as high as 10
2
s around Tg. These results indicate the emergence of slow
3FIG. 2. Noise spectroscopy, optical conductivity, and x-ray diffuse scattering measurements in the charge-crystal, charge-liquid, and
charge-glass states. (A) Typical normalized resistance noise power spectral density at 185 K. The red line indicates a fit to a background
SR/R
2 ∝ 1/fα with α = 0.9. (B) Power spectral density multiplied by fα at various temperatures above Tm. The black solid curves
represent fits to the distributed Lorentzian model (11, 12) with a characteristic center frequency fc =
√
fc1fc2, where fc1 and fc2 are the
high- and low-frequency cutoffs, respectively. The dashed lines are guides for the eye. (C) Temperature dependence of the cutoff frequencies
fc1 and fc2. The dashed lines are guides to the eye. (D) Arrhenius plot of the relaxation time τc = 1/(2pifc) derived from the power spectral
density. The diagonal dashed line is a fit to the Arrhenius law, τ0 exp (
∆
kBT
), where τ0 = 10
−14 s and ∆/kB = 5200 K. The gap size ∆
corresponds to the energy scale of barriers in an energy landscape (Fig. 3B). The charge crystallization process prevents measurements in the
supercooled charge-liquid state (gray shaded area). (E) Sketch of the infrared active vibrational mode ν27 of the BEDT-TTF molecule. The
center frequency can be expressed as ν27(ρc) = 1398 cm
−1 + 140(1 − ρc) cm−1 (21). The components coming from charge-rich (ν27I)
and charge-poor (ν27N) sites are observed at 1420 cm
−1 and 1515 cm−1, respectively (25). (F) Temperature dependence of the ν27I mode
measured during slow cooling (solid lines) and slow heating after rapid cooling (dashed lines). (G) Temperature dependence of the ν27I
mode intensity. An upturn observed above ∼120 K during slow heating after rapid cooling is attributed to charge crystallization. (H and I)
Oscillation photographs of the b∗-c∗ plane measured at 100 K after slow cooling (H) and rapid cooling (I). In the charge-crystal state (H),
clear satellite peaks appear at q0 = (1/2 1/2). By contrast, in the charge-glass state (I), diffuse lines of qd = (1/2 l) are observed. (J and K)
Oscillation photographs of the b∗-c∗ plane measured at 171 K and 290 K, respectively. At room temperature, only Bragg reflections exist. In
contrast, diffuse lines at qd = (1/2 l) are observed above Tm. The blue arrows in (I) and (J) indicate the diffuse lines.
dynamics accompanied by increasing dynamic heterogeneity
upon approaching the charge glass transition. We note that
the charge vitrification in the present case is distinctly differ-
ent from the drastic slowing down of charge carrier dynamics
and onset of non-Gaussian fluctuations observed in noise mea-
surements as a precursor of metal-insulator transitions (MITs)
(18). Electronic glassiness in MIT systems seemingly only
becomes stabilized by disorder in the presence of strong elec-
tronic correlations (18, 19) and is not observed for clean sam-
ples.
Clarifying the relationship between the heterogeneous slow
dynamics and local charge configurations may be key to the
understanding of charge-glass formation (3, 20). To this end,
we investigated the imbalance of charge distribution—that is,
charge disproportionation—at a microscopic level by means
of a charge-sensitive vibrational mode ν27 of the BEDT-TTF
molecule. The ν27 mode is known as a local probe of the
molecular charge ρc (21) and splits into two modes, ν27I and
ν27N, in the presence of charge disproportionation between
the A and B sites in the unit cell (Figs. 1C and 2E), where the
subscripts I and N denote the hole-rich and hole-poor sites,
respectively. Figure 2F shows the temperature dependence
of the polarized optical conductivity spectra. A clear peak
around 1420 cm−1 is assigned to the ν27I mode (ρc ∼ 0.85)
(16). There is a slight difference in the peak frequency of 1.5
cm−1 between the slow and rapid cooling processes, which
4FIG. 3. Semimacroscopic degeneracy of striped CO patterns
and energy landscape. (A) Schematics of various striped CO pat-
terns. The magenta circles represent the charge-rich sites. V1 and V2
(V1 > V2) are the nearest-neighbor Coulomb interactions. Because
all these states are degenerate in the classical limit of the t-V model,
the classical ground state can be described by the superposition of
these states, which has a degeneracy of 2Lc , where Lc is the system
length in the c direction. (B) Illustration of an energy landscape with
multiple local minima separated by barriers having an energy scale
of the hopping integral thopping and/or the long-range Coulomb in-
teraction V , which are on the order of ∼ 1 eV.
corresponds to 0.01 in charge distribution on the BEDT-TTF
molecule.
A sizable intensity of ν27I was observed above Tm
(Fig. 2G), indicating the presence of charge disproportiona-
tion above Tm. Because the A and B sites are crystallograph-
ically equivalent above Tm owing to the screw axis along the
b axis (16), the time-averaged charge distribution above Tm
is +0.5 per one BEDT-TTF molecule (Fig. 1C). Therefore, the
splitting of ν27 above Tm implies that charge disproportion-
ation above Tm is not static but dynamically fluctuates on a
time scale slower than that of the molecular vibrational ν27
motion. Because the intensity of ν27I is considered to reflect
the volume of dynamically fluctuating charge clusters switch-
ing between the locally ordered and charge-liquid states, its
increase with decreasing temperature suggests that the hetero-
geneous slow dynamics observed in the noise measurements
are caused by the dynamically fluctuating charge clusters.
To obtain insights into the structural origin of the hetero-
geneous slow dynamics, we performed x-ray diffuse scat-
tering measurements. Oscillation photographs measured at
various temperatures are shown in Fig. 2, H to K. At room
temperature, only Bragg reflections are observed (Fig. 2K),
whereas in the charge-crystal state, clear satellite peaks appear
at q0 = (1/2 1/2), compatible with the diagonal CO pattern
(Fig. 2H), which is attributed to the periodicity of charge-rich
and charge-poor sites accompanied by a periodical change of
the C=C double bond length of the BEDT-TTF molecules.
Theoretical calculations for the θ-type materials based on the
EHM (22) have suggested that the diagonal CO pattern is
most stable when V1 > V2 (where V1 and V2 are the nearest-
neighbor Coulomb interactions), which is consistent with the
observations in the charge-crystal state of θm-TlZn. In con-
trast, in the charge-glass state, diffuse lines at qd = (1/2 l)
are observed (Fig. 2I). The diffuse lines can be ascribed to ge-
ometric frustration.
The classical ground states of the t-V model, which is the
spinless version of the EHM, on an isosceles triangular lat-
tice are known to be disordered owing to geometric frustra-
tion when V1 ≥ V2 (23–25). For V1 = V2, the ground state
is “macroscopic” disordered with a degeneracy of ∼ 2N−1
(where N is the number of lattice sites). On the other hand,
for V1 > V2, V1 preferentially determines the two-fold peri-
odic striped CO pattern along the b direction, but the geomet-
ric frustration along the diagonal directions arising from the
isosceles triangular lattice gives rise to a “semimacroscopic”
degeneracy of 2Lc , where Lc is the system length in the c di-
rection (Fig. 3A). However, introducing a small quantum hop-
ping term or a long-range Coulomb potential lifts the degen-
eracy, which drives the system to the diagonal CO pattern (15,
22), although the degeneracy is presented in a wide tempera-
ture range above the ordering temperature (15). This situation
may induce an energy landscape with multiple local minima,
as illustrated in Fig. 3B—that is, a metastable state with an
amorphous stripe-glass structure as proposed in (15)—which
in turn causes the heterogeneous slow dynamics in θm-TlZn.
Indeed, frustration is a key concept for understanding glass
transitions in a variety of systems (3). For example, crys-
tallization in metallic glasses is prevented if locally favored
structures such as icosahedral order do not match the sym-
metry of the system (3, 26). Likewise, in θm-TlZn, locally
favored short-range electronic ordering with qd = (1/2 l)
induced by geometric frustration may hinder long-range CO
with q0 = (1/2 1/2), thereby causing the slow dynamics. Our
results provide an experimental demonstration of recent the-
oretical considerations that frustration, in combination with
strong quantum effects, plays an important role in the realiza-
tion of quantum charge-glass states in clean systems, essen-
tially free from impurities and defects (27–30).
We next examine the charge crystallization process in detail
to clarify the relationship between crystallization and vitrifi-
cation of electrons in θm-TlZn. Figure 4A displays the time
evolution of the resistivity during the charge crystallization
process from the supercooled charge-liquid or charge-glass
state (25). The magnitude of the resistivity, which is a mea-
sure of the crystallization progress, increases with time and
then saturates. The relaxation time becomes faster with de-
creasing temperature, and then slower below 157 K, which is
referred to as the “nose temperature”; this characteristic tem-
perature dependence of the relaxation time can be explained
by the theory of nucleation and growth at a first-order liquid-
crystal phase transition (25).
To quantitatively evaluate the CO volume fraction from
the resistivity, we used the effective medium percolation the-
ory (31). This theory describes a percolating current passing
through an inhomogeneous mixture of conducting and insu-
lating media (25). Through a generalized effective medium
5FIG. 4. Derivation of the time-temperature-transformation (TTT) diagram of θm-(BEDT-TTF)2TlZn(SCN)4. (A) Time-dependent
resistivity change during the charge crystallization process, measured at various temperatures. (B and C) Time evolution of the CO volume
fraction φ(t) calculated from the data in (A) using the effective medium percolation theory. Shown are the evolutions above (B) and below
(C) the nose temperature. (D to F) φ(t) at (d) 165 K, (e) 157 K, and (f) 130 K, respectively. Also shown in (D) and (F) are fits by the JMAK
formula, φ(t) = 1 − exp (−ktn), where k and n are the JMAK parameters, and the Ostwald ripening process, φ(t) = 1 − (1 + k
′
t)−1/3,
where k
′
is a constant. (G) TTT diagram derived from φ(t) in (B) and (C). The dotted curve connects the data points where φ(t) = 0.95.
equation (32), we derived the time evolution of the CO volume
fraction, φ(t), from the time-dependent resistivity data at var-
ious temperatures (Fig. 4, B and C). In the high-temperature
region, φ(t) can be fitted over the whole time range by
the Johnson-Mehl-Avrami-Kolmogorov (JMAK) formula de-
scribing a conventional nucleation and growth process, where
φ(t) = 1− exp (−ktn) (here, k and n are the JMAK parame-
ters) (25, 33) (Fig. 4E). By contrast, near the nose temperature,
φ(t) can be fitted to the JMAK formula only in the early stage
of crystal growth (Fig. 4E). For later times, a crossover to the
Ostwald ripening that describes a rearrangement of crystal
grain boundaries, where φ(t) = 1 − (1 + k′t)−1/3 (here, k′
is a constant) (34), explains the observed more moderate time
evolution of φ(t). Such a process is often observed in the fi-
nal stage of crystal growth (25). Interestingly, below 145 K,
φ(t) again exhibits a steep increase over the whole time range,
which can be fitted to the JMAK formula (Fig. 4F); the tem-
perature of 145 K is close to Tg. Crystallization below Tg is
studied in many fields of materials science, and an enhance-
ment of the crystallization rate at Tg has been reported (35,
36). The origin has been discussed, for example, in terms of
a crystal–glass interface (35, 36). In this scenario, the vol-
ume contraction upon crystallization below Tg provides free
volume for atoms or molecules surrounding the crystal, which
leads to a mobility increase at the crystal–glass interface, re-
sulting in an enhancement of the crystal growth rate at Tg. We
speculate that the same surface dynamics occurs at the charge
crystal–glass interface in θm-TlZn.
Figure 4G displays the contour map of the CO fraction
plotted in the time-temperature plane [a so-called time-
temperature-transformation (TTT) diagram]. The obtained
TTT diagram clearly reflects the two characteristic features
discussed above: the nose structure around 160 K, and the
enhancement of crystal growth close to Tg. These observa-
tions suggest that the crystallization process of electrons in
solids can be described by the nucleation and growth process
of a liquid—as observed in conventional glass-forming liq-
uids such as structural and metallic glasses (35–38)—and that
charge crystallization and vitrification are closely related.
Our study reveals that when electrons in a strongly cor-
related system are put on a geometrically frustrated lattice,
their dynamics are similar to those known from structural re-
laxation in conventional glass-forming liquids, although the
additional role of the lattice degrees of freedom for charge-
glass formation on a geometrically frustrated system requires
further investigation. The convenient time and temperature
scales of the present material and the possibility of inferring
volume fractions from easily accessible charge transport will
enable investigations of aging, memory effects, cooperativity,
and the presence or absence of an underlying true phase tran-
sition from a different perspective.
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