Compact embeddings of Brezis-Wainger type by Cobos, Fernando et al.
Rev. Mat. Iberoamericana 22 (2006), no. 1, 305–322
Compact embeddings
of Bre´zis-Wainger type
Fernando Cobos, Thomas Ku¨hn and Tomas Schonbek
Abstract
Let Ω be a bounded domain in Rn and denote by idΩ the restric-
tion operator from the Besov space B1+n/ppq (Rn) into the generalized
Lipschitz space Lip(1,−α)(Ω). We study the sequence of entropy num-
bers of this operator and prove that, up to logarithmic factors, it
behaves asymptotically like ek(idΩ) ∼ k−1/p if α > max (1 + 2/p −
1/q, 1/p). Our estimates improve previous results by Edmunds and
Haroske.
1. Introduction
A famous result by Bre´zis and Wainger [2] states that every function f in
the (fractional) Sobolev space H
1+n/p
p (Rn), 1 < p < ∞, is almost Lipschitz
continuous in the sense that
|f(x)− f(y)| ≤ c‖x− y‖ |log ‖x− y‖|1/p′ ‖f |H1+n/pp (Rn)‖
for all x, y ∈ Rn with 0 < ‖x−y‖ < 1/2, where the constant c is independent
of x, y, and f and, as usual, p′ is deﬁned by 1/p + 1/p′ = 1.
Motivated by this result, Edmunds and Haroske [8, 9] introduced the Ba-
nach spaces of Lipschitz type Lip(1,−α)(Rn), α ≥ 0, consisting of all complex
valued, continuous functions on Rn such that
‖f | Lip(1,−α)(Rn)‖ = ‖f |L∞(Rn)‖+ sup
0<‖x−y‖<1/2
|f(x)− f(y)|
‖x− y‖ |log ‖x− y‖|α
is ﬁnite. Similarly, they introduced the spaces Lip(1,−α)(Ω) for bounded do-
mains Ω in Rn, and studied embeddings of Sobolev and Besov spaces into
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these Lipschitz spaces. In the context of Besov spaces they showed, in par-
ticular, that if 0 < p, q ≤ ∞, then there exists an embedding B1+n/ppq (Rn) ↪→
Lip(1,−α)(Rn) if and only if α ≥ max (1 − 1/q, 0). If Rn is replaced by a
bounded open domain Ω ⊆ Rn with smooth boundary, then the correspond-
ing embedding is compact if and only if α > max (1 − 1/q, 0). Moreover,
they gave two sided estimates for the entropy numbers of these compact
embeddings, which are often called “limiting,” meaning that the diﬀeren-
tial dimensions of the domain and target space coincide. The diﬀerential
dimension of Bspq(R
n) is s− n/p , in our case it is equal to 1.
In a previous paper [7] the ﬁrst two of the present authors improved the
upper estimates of Edmunds and Haroske [8, 9] for the Banach space case,
that is, for p, q ≥ 1. Our aim here is to deal with the quasi-Banach space
case, where p and/or q are less than 1. Some of the techniques used in [7]
do not work in this case.
In this paper we establish ﬁrst a new lower entropy estimate and then
we improve the upper entropy estimates to the eﬀect that, up to logarithmic
factors, the exact asymptotic behavior of the entropy numbers of the em-
bedding turns out to be like (k−1/p) if α ≥ 1+ 2/p− 1/q and 1/q < 1+ 1/p,
or if α > 1/p and 1/q ≥ 1+1/p. The organization of the paper is as follows.
In Section 2 we review some known facts on entropy numbers and function
spaces, and state a few preliminary results. In Section 3 we establish an es-
timate for entropy numbers in sequence spaces that shall be used in the last
section. Finally, the lower and upper entropy bounds for the embeddings in
function spaces will be proved in Sections 4 and 5, respectively.
2. Preliminaries
In what follows, all the quasi-Banach spaces under consideration are deﬁned
over the ﬁeld C of complex numbers, except if otherwise noted. Let X,Y
be quasi-Banach spaces and let T ∈ L(X,Y ) be a bounded linear operator
from X to Y . For each k ∈ N, the k-th (dyadic) entropy number ek(T ) is
deﬁned by
ek(T ) = inf{ε > 0 : T (BX) ⊆
2k−1⋃
j=1
(yj + εBY ) for some y1, . . . , y2k−1 ∈ Y },
where BX , BY denote the closed unit balls of the spaces X and Y, respectively
(see [14] or [10]).Then clearly
‖T‖ ≥ e1(T ) ≥ e2(T ) ≥ · · · ≥ 0 ,
and T is compact if and only if limk→∞ ek(T ) = 0. Hence, the asymptotic de-
cay of the sequence (ek(T )) can be considered as a measure of the “degree of
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compactness” of the operator T . Moreover, there is a close relation between
entropy numbers and eigenvalues, which is the basis of many applications.
If T ∈ L(X,X) is compact, let (λk(T )) be the sequence of eigenvalues of T ,
counted according to their multiplicities and ordered by decreasing modulus.
Then, by the celebrated Carl-Triebel inequality (see [3], [5] and [10]),
|λk(T )| ≤
√
2ek(T ), k ∈ N.
Entropy numbers are multiplicative and additive, meaning that if X,Y, Z
are quasi-Banach spaces and S, T ∈ L(X,Y ), R ∈ L(Y, Z), then
ek+m−1(R ◦ T ) ≤ ek(R)em(T ), k,m ∈ N,
and, if Y is a Banach space, then
ek+m−1(S + T ) ≤ ek(S) + em(T ), k,m ∈ N.
We shall frequently use these properties in the next sections.
Let Ω ⊆ Rn be a bounded domain. Let 0 ≤ α0 ≤ α1, 0 < θ < 1 and put
α = (1 − θ)α0 + θα1. It is easy to check that for any f ∈ Lip(1,−α0)(Ω) we
have
‖f | Lip(1,−α)(Ω)‖ ≤ ‖f | Lip(1,−α0)(Ω)‖1−θ · ‖f | Lip(1,−α1)(Ω)‖θ,
whence, according to an interpolation property of the entropy numbers (see
[14, Proposition 12.1.12], or [10, Theorem 1.3.2],) we obtain:
Lemma 2.1 Let X be a quasi-Banach space. Let 0 ≤ α0 ≤ α1, 0 < θ < 1
and set α = (1 − θ)α0 + θα1. Assume T ∈ L(X,Lip(1,−α0)(Ω)). Then, for
all k,m ∈ N,
ek+m−1
(
T : X → Lip(1,−α)(Ω)
)
≤ 2ek
(
T : X → Lip(1,−α0)(Ω)
)1−θ
em
(
T : X → Lip(1,−α1)(Ω)
)θ
.
To state another interpolation property of the entropy numbers, we ﬁrst
recall the deﬁnition of the real interpolation method. Let (X0, X1) be a
compatible couple of quasi-Banach spaces, let 0 < q ≤ ∞ and let 0 < θ < 1.
The real interpolation space (X0, X1)θ,q consists of all x ∈ X0+X1 that have
a ﬁnite quasi-norm
‖x |(X0, X1)θ,q ‖ =
(∫ ∞
0
(
t−θK(t, x)
)q dt
t
)1/q
(modiﬁed as usual if q = ∞), where K(t, x) is the K-functional of Peetre,
K(t, x) = inf{‖x0 |X0‖+ t ‖x1 |X1‖ : x = x0 + x1, xj ∈ Xj}
(see [1], [16]).
308 F. Cobos, T. Ku¨hn and T. Schonbek
Lemma 2.2 Let (X0, X1) be an interpolation couple of quasi-Banach spaces
and let Y be a Banach space. Let 0 < θ < 1, 0 < q ≤ ∞ and assume that
T : X0 + X1 → Y is a linear operator whose restrictions to X0 and X1 are
continuous. Then the restriction of T to (X0, X1)θ,q is also continuous and
we have for all k,m ∈ N,
ek+m−1(T : (X0, X1)θ,q → Y ) ≤ 2ek(T : X0 → Y )1−θem(T : X1 → Y )θ.
For more details on entropy numbers we refer to the monographs by
Pietsch [14], Ko¨nig [11], Carl and Stephani [4], Edmunds and Triebel [10],
and Triebel [17].
We denote by Np the space C
N with the quasi-norm
∥∥x ∣∣Np ∥∥ =


( N∑
k=1
|xk|p
)1/p
if 0 < p < ∞,
sup1≤k≤N |xk| if p = ∞.
Given a sequence of quasi-Banach spaces Xj and a sequence of positive
real numbers wj , indexed by j ∈ N0 := N ∪ {0}, we denote by p(wjXj),
0 < p ≤ ∞, the weighted vector-valued space consisting of all sequences
x = (xj) such that xj ∈ Xj and
‖x |p(wjXj)‖ =
( ∞∑
j=0
wpj ‖xj |Xj ‖p
)1/p
< ∞
(with the usual modiﬁcation if p = ∞). If Xj = C for all j, we denote this
space by p(wj). If wj = 1 for all j, we write p(Xj). The case in which
Xj = 
Mj
q with 0 < q ≤ ∞, Mj ∈ N and wj = (j + 1)α for some α > 0, will
be of special interest to us.
We shall ﬁnd the following result useful. It is an easy consequence of [16],
Theorem 1.4.2, and Minkowski’s inequality (see [6, Lemma 1]).
Lemma 2.3 Let (Xj, Yj), j ∈ N0, be compatible couples of quasi-Banach
spaces. Assume that 0 < q0, q1 < ∞, 0 < θ < 1, 1/q = (1 − θ)/q0 + θ/q1
and 0 < q ≤ p < ∞. Then q ((Xj, Yj)θ,p) is continuously embedded in
(q0(Xj), q1(Yj))θ,p.
Next we recall the classical Fourier analytical deﬁnition of the Besov
spaces. Let ϕ be a C∞ function on Rn with suppϕ ⊆ {y ∈ Rn : ‖y‖ ≤ 2}
and ϕ(x) = 1 if ‖x‖ ≤ 1. Set ϕ0 = ϕ and for each j ∈ N set ϕj(x) =
ϕ(2−jx)− ϕ(2−j+1x).
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If 0 < p, q ≤ ∞, s ∈ R, the Besov space Bspq(Rn) is the space of all
complex valued tempered distributions f satisfying
∥∥f ∣∣Bspq(Rn)∥∥ =
( ∞∑
j=0
2jsq
∥∥F−1ϕjFf |Lp(Rn)∥∥q
)1/q
< ∞
(modiﬁed as usual if q = ∞). Here F ,F−1 stand for the Fourier trans-
form and the inverse Fourier transform, respectively. There are many other
equivalent descriptions of Besov spaces; we shall use the so-called subatomic
decompositions, which are due to Triebel, see [17, Chapter 14].
Logarithms are taken mostly in base 2, only occasionally in base e; we
use the notation log = log2 and ln = loge, respectively.
Given two sequences (ak) and (bk) of positive real numbers we write
ak  bk if there exists a constant c > 0 such that ak ≤ cbk for all k ∈ N,
and ak ∼ bk if ak  bk and bk  ak. Moreover, since we shall often neglect
logarithmic factors, we deﬁne ak
log≺ bk to mean that there exist constants
c > 0 and ρ ∈ R such that
ak ≤ c(1 + log k)ρbk for all k ∈ N.
If ak
log≺ bk and bk
log≺ ak, then we write ak log∼ bk.
3. Entropy numbers and sequence spaces
We start with another auxiliary result.
Lemma 3.1 Let 0<p < ∞. Then there is a constant η = η(p)>0 such that
∞∑
j=1
r−j
p ≤ η
r
for all r ≥ 2.
Proof. For any r ≥ 2 we have
r
∞∑
j=1
r−j
p
= 1 +
∞∑
j=2
r1−j
p ≤ 1 +
∫ ∞
1
r1−x
p
dx =
= 1 +
1
p
∫ ∞
0
r−t(1 + t)1/p−1 dt ≤ 1 + 1
p
∫ ∞
0
2−t(1 + t)1/p−1 dt < ∞.
The lemma is proved. 
Moreover we shall use the following result, which is due to Schu¨tt [15] in
the Banach space case. The extension to the quasi-Banach space case was
given in [10, Proposition 3.2.2] and [12].
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Lemma 3.2 Let 0 < p < ∞, then (for real spaces)
ek
(
id : lmp → lm∞
) ∼


1 if 1 ≤ k ≤ logm(
log(mk +1)
k
)1/p
if logm ≤ k ≤ m
2−
k−1
m m−1/p if k ≥ m.
The formula remains valid for complex spaces, if on the right hand side m
is replaced by 2m.
Next we establish an estimate for entropy numbers in sequence spaces
which will be crucial for our later results in Section 5. It extends a result
of [13] from the Banach space case to the case of quasi-Banach spaces.
Theorem 3.3 Let 0 < p < ∞ and let wj = (log(j + 1))1/p for j ∈ N. Then
the entropy numbers of the embedding id : p(wj) → ∞ satisfy
(3.1) ek(id) ∼ k−1/p.
Proof. We prove the result only for real sequence spaces, then the complex
case follows easily by identifying C with R2.
The lower estimate can be proved in the same way as Theorem 3 of [13],
except that the Theorem in [12], which extends the lower estimates of [15] to
the quasi-Banach case, needs to be used. Given m ∈ N, let Pm : p(wj) → ∞
be the projection onto the coordinates j = 1, . . . ,m. Then the properties of
entropy numbers yield
ek(id : p(wj) → ∞) ≥ ek(Pm : p(wj) → ∞) ≥ w−1/pm ek
(
id : lmp → lm∞
)
,
and choosing m = k2 we obtain from Lemma 3.2 the desired estimate
ek(id : p(wj) → ∞)  k−1/p .
Now we turn to the upper estimate. For λ > 0 and N ∈ N, consider the set
SN(λ) := {x = (xj) ∈ ZN :
N∑
j=1
wj
p|xj|p ≤ λ, xN+1 = xN+2 = · · · = 0}
and let
σN(λ) := card SN (λ) .
We claim that it suﬃces to prove that there exist constants c > 0 and d ∈ N
such that
(3.2) σN(λ) ≤ cNd2λ for all N ∈ N, λ > 0 .
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In fact, choosing N = 2k and λ = k ∈ N, inequality (3.2) implies
(3.3) σ2k(k) ≤ c2(d+1)k.
Let y = (yj) ∈ p(wj) with ‖y |p(wj)‖ ≤ k1/p. Deﬁne x = (xj) ∈ ZN by
xj =
{
sgn yj · [ |yj | ] if 1 ≤ j ≤ 2k
0 if j > 2k,
where [ · ] is the greatest integer function. Then |xj| ≤ |yj | for all j ∈ N,
whence x ∈ S2k(k). In addition, we have |xj − yj | ≤ 1 for j = 1, . . . , 2k, and
|xj − yj| = |yj| ≤ k
1/p
wj
≤ k
1/p
w2k+1
≤ 1 for j > 2k .
Thus ‖x− y |∞‖ ≤ 1, showing that the balls in ∞ of radius 1 centered
at the points of S2k(k) cover k
1/pBp(wj). By an obvious scaling argument,
taking (3.3) into account, we obtain
e(d+1)k+k0(id : p(wj) → ∞) ≤ k−1/p
where k0 ∈ N is chosen such that c ≤ 2k0−1. This proves (3.1).
It remains to prove (3.2). To this end, we show that for each N ∈ N
there exists a constant γN such that
(3.4) σN(λ) ≤ γN2λ for all λ > 0,
and determine the value of γN . We proceed by induction. Since σ1(λ) =
1 + 2[λ1/p], we can take
γ1 = sup
λ>0
1 + 2λ1/p
2λ
< ∞ .
Let N ≥ 2 and assume γN−1 has been determined. We see that x ∈ SN (λ) if
and only if x = (x′, xN , 0, 0, . . .), where x′ = (x1, . . . , xN−1) ∈ ZN−1, xN ∈ Z,
|xN | ≤ rN := λ1/p/wN and
(x′, 0, 0, . . .) ∈ SN−1(λ− wpN |xN |p).
Recalling that wpN = log(N + 1), letting xN range over all integers j with
−rN ≤ j ≤ rN , we get the recursive formula
σN(λ) =
∑
|j|≤rN
σN−1(λ− |j|p log(N + 1))
= σN−1(λ) + 2
∑
1≤j≤rN
σN−1(λ− jp log(N + 1)).
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By the induction hypothesis, we obtain
σN (λ) ≤ γN−1
(
1+2
∑
1≤j≤rN
2−j
p log(N+1)
)
2λ ≤ γN−1
(
1+2
∞∑
j=1
(N+1)−j
p
)
2λ.
By Lemma 3.1 we have, with η = η(p),
∞∑
j=1
(N + 1)−j
p ≤ η
N + 1
for all N ∈ N .
Consequently, we derived (3.4) with constant
γN =
(
1 +
2η
N + 1
)
γN−1.
Finally, using the inequality 1 + x ≤ ex for x ∈ R, we get by induction
γN ≤ γ1
N∏
j=2
e2η/(j+1) = γ1e
2η
∑N
j=2 1/(j+1)) ≤ γ1e2η lnN = γ1N2η.
This establishes (3.2) with c = γ1, d = [2η] + 1, and completes the proof in
the case of real sequence spaces. 
4. Lower estimates
Let Ω be a bounded domain in Rn. It is shown in [9], Theorem 2.1, that the
restriction map idΩ : B
1+n/p
pq (Rn) → Lip(1,−α)(Ω) deﬁned by idΩ(f) = f |Ω, is
bounded if α ≥ max (1− 1/q, 0). In this section we determine lower bounds
for the entropy numbers of idΩ.
Theorem 4.1 Let 0 < p < ∞, 0 < q ≤ ∞, and α ≥ max (1 − 1/q, 0).
Assume that Ω ⊆ Rn is a bounded domain with [−1, 1]n ⊆ Ω, and let
idΩ : B
1+n/p
pq (R
n) → Lip(1,−α)(Ω)
be the restriction map described above. Then
ek(idΩ)  max
(
k−1/p(log k)1/p−α, k−α
)
.
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Proof. We shall use Triebel’s subatomic decompositions of functions in the
Besov space, referring to [17, Chapter III.14], for details. Let ψ ∈ C∞(Rn)
be such that supp ψ ⊆ Q := [−1, 1]n and ψ(x) = 1 if x ∈ [−1/2, 1/2]n. Fix
j ∈ N and deﬁne for k ∈ (2Z)n,
ψk(x) = ψ(2
jx− k).
Let I be the set of multi-indices k ∈ (2Z)n for which supp ψk ⊆ [−1, 1]n.
There are Mj := (2
j − 1)n such functions ψk, and any two of them have
non-overlapping supports. Figure 1 illustrates these functions for the case
n = 1, j = 2.
                
-1 -3/4 -1/2 -1/4 0 1/4 1/2 3/4 1
ψ−2 ψ0 ψ2
Figure 1
Let A : 
Mj
p → B1+n/ppq (Rn) be the linear operator assigning to every
λ = (λk)k∈I ∈ Mjp the function
Aλ = 2−j
∑
k∈I
λkψk.
Since Q ⊆ Ω, we also can consider the linear operator B : Lip(1,−α)(Ω) → Mj∞
deﬁned by
Bf = 2j (f(mk)− f(rk))k∈I ,
where mk = 2
−jk is the midpoint of the cube of side length 2 · 2−j and
rk = 2
−j(1 + k1, k2, . . . , kn). According to [17, Chapter III.14], there is a
constant c independent of j such that
∥∥Aλ ∣∣B1+n/ppq (Rn)∥∥ =
∥∥∥∥∥2−j
∑
k∈I
λkψk
∣∣B1+n/ppq (Rn)
∥∥∥∥∥ ≤ c
∥∥λ ∣∣Mjp ∥∥ ;
that is, ‖A‖ ≤ c. On the other hand, since ‖mk − rk‖ = 2−j, we have∥∥Bf ∣∣Mj∞ ∥∥ = 2j sup
k∈I
|f(mk)− f(rk)| ≤ 2j
∥∥∥f ∣∣∣Lip(1,−α)(Ω)∥∥∥ 2−jjα
proving ‖B‖ ≤ jα.
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Since ψk(m) = δk and ψk(r) = 0 for all k,  ∈ I, we can factorize
the embedding id : 
Mj
p → Mj∞ as id = B ◦ idΩ ◦A, obtaining the following
commutative diagram
Mjp  
Mj∞

A
B1+n/ppq (R
n) Lip(1,−α)(Ω)

B
id

idΩ
Consequently,
em(id) ≤ ‖A‖em(idΩ)‖B‖ ≤ cjαem(idΩ).
Taking m = j (so logMj ∼ j = m) and using Lemma 3.2 we get
(4.1) em(idΩ)  m−α.
If instead we choose m =
√
Mj (thus logm ∼ logMj ∼ j), we get
(4.2) em(idΩ)  (logm)1/p−αm−1/p.
In conclusion,
max (m−1/p(logm)1/p−α,m−α)  em(idΩ).

Remark. The lower bound (4.2) improves the estimate
ek(idΩ)  k−1/p(log k)−α ,
which was established by Edmunds and Haroske via diﬀerent proofs (see
[8, Theorem 4.10] and [9, Theorem 3.11]).
Remark. The lower bound (4.1) is new. It shows, in particular, that if
0 < q ≤ 1, the map
idΩ : B
1+n/p
pq (R
n) → Lip(1,0)(Ω)
is not compact because limk→∞ ek(idΩ) > 0.
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5. Upper estimates
The restriction operator
idΩ : B
1+n/p
pq (R
n) → Lip(1,−α)(Ω)
is compact if and only if α > max (1− 1/q, 0) (see [9, Proposition 2.5]). In
this section we determine new upper bounds for the entropy numbers of idΩ,
which improve earlier results in [9] and [7]. The main emphasis will be on
the case of quasi-Banach spaces.
Theorem 5.1 Let 0 < p < ∞ and 0 < q ≤ ∞ with 1/q < 1 + 1/p. Set
α0 = α0(q) = max (1− 1/q, 0) and α1 = α1(p, q) = 1 + 2/p− 1/q.
Then, for any bounded domain Ω in Rn, the entropy numbers of the operator
idΩ : B
1+n/p
pq (R
n) → Lip(1,−α)(Ω)
satisfy the upper estimates
ek(idΩ)
log≺
{
k−1/p if α ≥ α1,
k−θ/p if α0 < α < α1 and θ = (α− α0)/(α1 − α0).
Proof. The ﬁrst step of the proof consists in reducing the problem to
the setting of sequence spaces, which can be done in the same way as
in [7, Theorem 3] (and the references cited there) via subatomic decom-
positions of functions in B
1+n/p
pq (Rn) (see [17]); therefore we shall not repeat
the arguments. Let us only point out that it suﬃces to prove the entropy
estimates for the embedding
(5.1) idα : q
(
Mjp
)→ r
(
〈j〉1/r′−αMj∞
)
instead of idΩ. Here 〈j〉 = j + 1 for j ∈ N0, Mj ∼ 2jn and r is an arbitrary
exponent in the range 1 ≤ r ≤ ∞, which is at our disposal. In fact, in our
later considerations, we shall only work with r = ∞ or r = 1.
In view of Theorem 4.1, the best possible estimate for the entropy num-
bers of idα would be
(5.2) ek(idα)
log≺ max (k−1/p, k−α).
The assumption on the parameters p, q yields that α1 ≥ 1/p, so that for
α = α1 we have max (k
−1/p, k−α) = k−1/p.
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Our ﬁrst objective will be to establish (5.2) for the case α = α1. Then,
of course, the optimal estimate (5.2) is valid for all α > α1, due to the
embedding
Lip(1,−α1)(Ω) ↪→ Lip(1,−α)(Ω).
Finally, to deal with the case α ∈ (α0, α1), we shall use interpolation in
the Lipschitz spaces.
We proceed to prove (5.2) for α = α1, distinguishing three cases depend-
ing on the values of p and q.
Case 1. q = p.
Taking r = ∞ in (5.1), we have 1/r′− α1 = −1/p, so let us consider the
embedding
idα1 : p
(
Mjp
)→ ∞ (〈j〉−1/pMj∞ ) .
Let
σjk = 〈j〉−1/p for j ∈ N0 and 1 ≤ k ≤ Mj.
The non-increasing rearrangement of the doubly indexed sequence σ = (σjk)
satisﬁes
σ∗(m) ∼ (log(m + 1))−1/p ,
hence, setting
wm := (log(m + 1))
1/p,
we arrive at the desired estimate
ek(idα1) ∼ ek(id : p(wm) → ∞) ∼ k−1/p ,
where the last equivalence is due to Theorem 3.3.
Case 2. q > p.
We take again r = ∞ so that the embedding (5.1) becomes
idα1 : q
(
Mjp
)→ ∞ (〈j〉1/q−2/pMj∞ ) .
For N ∈ N consider the projections PN , QN deﬁned on sequences x = (xj)
with xj ∈ Mjp by
PNx = (x0, . . . , xN−1, 0, 0, . . .), QNx = (0, . . . , 0, xN , xN+1, . . .).
Then
PN + QN = idα1 .
The norm of QN as an operator from q
(

Mj
p
)
to ∞
(〈j〉1/q−2/pMj∞ ) can easily
be estimated by
‖QN‖ ≤ (N + 1)1/q−2/p ≤ N−1/p.
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To deal with PN , we factorize it in the form PN = id2 ◦ id1, obtaining
the commutative diagram
Nq
(
Mjp
)
 N∞
(〈j〉1/q−2/pMj∞ )




Np
(〈j〉1/q−1/pMjp )




PN
id1 id2
Applying Ho¨lder’s inequality, we obtain that
‖ id1 ‖ ≤ c(logN)1/p−1/q
while, by Case 1, we have ek(id2)  k−1/p. Thus, the choice N = k yields
ek(Pk) ≤ ‖ id1 ‖ek(id2)  (log k)1/p−1/qk−1/p.
Consequently,
ek(idα1) ≤ ek(Pk) + ‖Qk‖  (log k)1/p−1/qk−1/p.
Case 3. q < p.
We use interpolation to deal with this case. Taking now r = 1 in (5.1),
we start estimating the entropy numbers of the embedding
ids : s
(
Mjs
)→ 1 (〈j〉−1−1/sMj∞ ) ,
where 0 < s < ∞. We use again the decomposition ids = PN + QN . This
time we have
‖QN‖ 
{
N−1−1/s if s ≤ 1,
N−2/s if 1 < s < ∞.
Factorizing PN by the diagram
Ns
(
Mjs
)
 N1
(〈j〉−1−1/sMj∞ )




N∞
(〈j〉−1/sMj∞ )




PN
id1 id2
we have, by Case 1, ek(id1)  k−1/s.
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Clearly ‖ id2 ‖ ≤ logN so that taking N = k we get
(5.3) ek(ids) ≤ ek(Pk) + ‖Qk‖  k−1/s log k.
Estimate (5.3) will be one of the endpoints for our interpolation.
Let θ = 1 + 1/p − 1/q, then 0 < θ < 1; set s = θp. If X0 = 1
(

Mj∞
)
,
X1 = s
(〈j〉1+1/sMjs ), then (X0, X1) is a compatible couple of quasi-Banach
spaces for which we can set up the following interpolation diagram:
X0 = 1
(
Mj∞
)
(X0, X1)θ,p 1
(
Mj∞
)
X1 = s
(〈j〉1+1/sMjs )


	












id0
idθ
id1
Since
1
q
=
1− θ
1
+
θ
s
,
1
p
=
1− θ
∞ +
θ
s
, α1 = (1− θ) · 0 + θ ·
(
1 +
1
s
)
,
it follows from Lemma 2.3 that q
(〈j〉α1Mjp ) is continuously embedded in
(X0, X1)θ,p. In consequence, we obtain from Lemma 2.2 and from (5.3) that
ek
(
idα1 : q
(
Mjp
)→ 1 (〈j〉−α1Mj∞ )) =
= ek
(
idθ : q
(〈j〉α1Mjp )→ 1 (Mj∞ ))
≤ c‖ id0 ‖1−θek(id1)θ
= c(log k)θk−θ/s
= c(log k)1+1/p−1/qk−1/p.
To complete the proof of the theorem, it remains to establish the case
α0 < α < α1. Let θ ∈ (0, 1) be such that α = (1− θ)α0 + θα1 and consider
the interpolation diagram
B1+n/ppq (R
n)


	











Lip(1,−α0)(Ω)
Lip(1,−α)(Ω)
Lip(1,−α1)(Ω)
idΩ,0
idΩ
idΩ,1
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Applying the estimates established in cases 1 to 3 for α1, and using
Lemma 2.1, we obtain
ek
(
idΩ : B
1+n/p
pq (R
n) → Lip(1,−α)(Ω)
)
≤ 2‖ idΩ,0 ‖1−θek(idΩ,1)θ
log≺ k−θ/p.
Since θ = (α− α0)/(α1 − α0), this ﬁnishes the proof. 
We want to single out two special cases of the theorem. If 0 < p = q < 1,
then α0 = 0, α1 = 1+ 1/p, and we have θ/p = α/(1 + p). Writing down the
result in this case, we get the following improvement of the upper estimate
obtained by Edmunds and Haroske in [9, Theorem 3.11].
Corollary 5.2 Let 0 < p = q < 1 and let Ω be a bounded domain in Rn.
Then the entropy numbers of the map
idΩ : B
1+n/p
pp (R
n) → Lip(1,−α)(Ω)
satisfy
ek(idΩ)
log≺
{
k−1/p if α ≥ 1 + 1/p ,
k−α/(1+p) if 0 < α < 1 + 1/p .
Suppose now that q ≥ 1. Then the additional condition 1/q < 1 + 1/p
is satisﬁed for all p ∈ (0,∞), and we have θ/p = (α− 1/q′)/2. Thus we get
the following result, which extends Theorem 3 of [7] to the range 0 < p < 1.
Corollary 5.3 Let 1 ≤ q ≤ ∞, 0 < p < ∞ and let Ω be a bounded domain
in Rn. Then the entropy numbers of
idΩ : B
1+n/p
pq (R
n) → Lip(1,−α)(Ω)
satisfy
ek(idΩ)
log≺
{
k−1/p if α ≥ 2/p + 1/q′,
k−(α−1/q
′)/2 if 1/q′ < α < 2/p + 1/q′.
Remark. If we take into consideration also the logarithmic factors which
are hidden in Corollary 5.3, it turns out that the proof of Theorem 5.1 yields,
in the case q ≥ p and α ≥ 1 + 2/p− 1/q,
ek(idΩ)  k−1/p(log k)1/p−1/q ,
which improves the estimate
ek(idΩ)  k−1/p(log k)1/p
obtained by Cobos and Ku¨hn in [7, Theorem 3].
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Next we turn our attention to the case that has not yet been covered.
Theorem 5.4 Let 0 < q < p < ∞ with 1/q ≥ 1 + 1/p, and let Ω be a
bounded domain in Rn. Then the entropy numbers of the map
idΩ : B
1+n/p
pq (R
n) → Lip(1,−α)(Ω)
satisfy
ek(idΩ)
log≺
{
k−1/p if α > 1/p
k−α/(1+ε) if 0 < α ≤ 1/p ,
where ε > 0 is arbitrary.
Proof. Assume ﬁrst α > 1/p. Then
1 +
2
p
− α < 1 + 1
p
,
whence there exists a number r ∈ (0,∞) with
1 +
2
p
− α < 1
r
< 1 +
1
p
.
On one hand, this implies r > q, thus there is an embedding B
1+n/p
pq (Rn) ↪→
B
1+n/p
pr (Rn). On the other hand, since α > α1(p, r) = 1 + 2/p− 1/r, Theo-
rem 5.1 applies, and by the multiplicativity of entropy numbers we obtain
the desired estimate
ek(idΩ : B
1+n/p
pq (R
n) → Lip(1,−α)(Ω)) 
 ek(idΩ : B1+n/ppr (Rn) → Lip(1,−α)(Ω))
log≺ k−1/p .
Suppose now 0 < α ≤ 1/p. Given any ε > 0, set β = (1 + ε)/p and
θ = α/β; obviously θ ∈ (0, 1). Now we use the interpolation property of the
entropy numbers stated in Lemma 2.1. From the diagram
B1+n/ppq (R
n)


	











Lip(1,0)(Ω)
Lip(1,−α)(Ω)
Lip(1,−β)(Ω)
idΩ,0
idΩ
idΩ,1
and the estimate we just established (note that β > 1/p), we derive
ek(idΩ) ≤ 2 ‖ idΩ,0 ‖1−θek(idΩ,1)θ  ek(idΩ,1)θ
log≺ k−θ/p = k−α/(1+ε) .
The proof is complete.
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Using Theorems 4.1, 5.1, and 5.4, we can determine, up to logarithmic
factors, the exact asymptotic behavior of the entropy numbers of idΩ for a
large range of parameters.
Corollary 5.5 Let 0 < p < ∞, 0 < q ≤ ∞, and let Ω ⊆ Rn be a bounded
open domain. Then the entropy numbers of the restriction operator idΩ :
B
1+n/p
pq (Rn) → Lip(1,−α)(Ω) satisfy
ek(idΩ)
log∼ k−1/p
in the following cases
(a) 1/q < 1 + 1/p and α ≥ 1 + 2/p− 1/q ;
(b) 1/q ≥ 1 + 1/p and α > 1/p .
Moreover, if 1/q ≥ 1+1/p and 0 < α ≤ 1/p, then the almost sharp estimate
k−α
log≺ ek(idΩ)
log≺ k−α/(1+ε)
holds, where ε > 0 is arbitrary.
References
[1] Bergh, J. and Lo¨fstro¨m, J.: Interpolation Spaces. An Introduction.
Springer Verlag, Berlin-Heidelberg-New York, 1976.
[2] Bre´zis, H. and Wainger, S.: A note on limiting cases of Sobolev embed-
dings and convolution inequalities. Comm. Partial Diﬀerential Equations 5
(1980), 773-789.
[3] Carl, B.: Entropy numbers, s-numbers and eigenvalue problems. J. Funct.
Anal. 41 (1981), 290-306.
[4] Carl, B. and Stephani, I.: Entropy, compactness and the approximation
of operators. Cambridge Tracts in Mathematics 98. Cambridge Univ. Press,
Cambridge, 1990.
[5] Carl, B. and Triebel H.: Inequalities between eigenvalues, entropy
numbers and related quantities of compact operators in Banach spaces.
Math. Ann. 251 (1980), 129-133.
[6] Cobos, F.: On the type of interpolation spaces and Sp,q. Math. Nachr.
113 (1983), 59-64.
[7] Cobos, F., Ku¨hn, T.: Entropy numbers of embeddings of Besov spaces
in generalized Lipschitz spaces. J. Approx. Theory 112 (2001), 73–92.
[8] Edmunds, D.E. and Haroske, D.: Spaces of Lipschitz type, embeddings
and entropy numbers. Dissertationes Math. 380 (1999), 1-43.
322 F. Cobos, T. Ku¨hn and T. Schonbek
[9] Edmunds, D.E. and Haroske, D.D.: Embeddings in spaces of Lipschitz
type, entropy and approximation numbers, and applications. J. Approx.
Theory 104 (2000), 226-271.
[10] Edmunds, D.E. and Triebel, H.: Function spaces, entropy numbers,
diﬀerential Operators. Cambridge Tracts in Mathematics 120. Cambridge
University Press, Cambridge, 1996.
[11] Ko¨nig, H.: Eigenvalue distribution of compact operators. Operator The-
ory: Advances and Applications 16. Birkha¨user Verlag, Basel, 1986.
[12] Ku¨hn, T.: A lower estimate for entropy numbers. J. Approx. Theory 110
(2001), 120-124.
[13] Ku¨hn, T.: Entropy numbers of diagonal operators of logarithmic type.
Georgian Math. J. 8 (2001), 307-318.
[14] Pietsch, A.: Operator ideals. North-Holland Mathematical Library 20.
North-Holland Publishing Co., Amsterdam-New York, 1980.
[15] Schu¨tt, C.: Entropy numbers of diagonal operators between symmetric
Banach spaces. J. Approx. Theory 40 (1984), 121-128.
[16] Triebel, H.: Interpolation theory, function spaces, diﬀerential operators.
North-Holland Math. Library 18. North-Holland, Amsterdam, 1978.
[17] Triebel, H.: Fractals and spectra. Related to Fourier analysis and func-
tion spaces. Monographs in Mathematics 91. Birkha¨user, Basel, 1997.
Recibido: 25 de noviembre de 2003
Fernando Cobos
Departamento de Ana´lisis Matema´tico, Facultad de Matema´ticas
Universidad Complutense de Madrid
28040 Madrid, Spain
cobos@mat.ucm.es
Thomas Ku¨hn
Mathematisches Institut, Fakulta¨t fu¨r Mathematik und Informatik
Universita¨t Leipzig
Augustusplatz 10/11, D-04109 Leipzig, Germany
kuehn@mathematik.uni-leipzig.de
Tomas Schonbek
Department of Mathematical Sciences
Florida Atlantic University
Boca Raton, FL 33431, USA
schonbek@fau.edu
Supported in part by MCYT of Spain (BFM2001-1424). Second and third author are
supported in part by Mathematisches Forschungsinstitut Oberwolfach (RiP program).
