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We determine the structure of Aut G and its relation to symplectic groups when
G is a non-abelian p-group given by a central extension of the form 1 → Zp →
G→ Zp × · · · × Zp → 1. © 2001 Academic Press
1. INTRODUCTION
Little is known about the structure of the automorphism groups of ﬁnite,
non-abelian groups. Combinatorial group theorists generally study auto-
morphisms of free groups and free products of groups. Those who study
automorphisms of ﬁnite groups tend to concentrate on particular aspects of
the automorphism group, rather than on the structure of Aut G as a whole.
In recent years, many algebraic topologists and group cohomologists have
become interested in the structure of Aut G to aid them in decomposing
classifying spaces, computing cohomology rings, etc. Indeed, our own inter-
est in computations of Aut G grew out of such questions.
To get a solid handle on the detailed structure of Aut G for some ﬁnite
group G, one needs to have a solid handle on the detailed structure of G
itself. Thus, we begin the study of Aut G by looking at groups with few
generators and few relations.
In this paper we expand upon Winter’s work in [11] on extra-special
p-groups by considering central products of extra-special p-groups with
1Many thanks to the referee for a careful reading of the paper, for suggesting improve-
ments, and for pointing out a mistaken assumption about isomorphism classes of the groups
in question.
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certain abelian p-groups. The key to understanding Aut G in this context
is the analysis of the subgroup AutNG of Aut G which ﬁxes G (the
Frattini subgroup of G) elementwise.
The bulk of this paper is devoted to proving the following two theorems
where G is a cyclic-by-elementary abelian central extension as described in
the abstract.
Theorem 1.1. Aut G ∼= AutNGθ	 where θ is an element of Aut G of
order p− 1.
Theorem 1.2. AutNG ∼= K × I where K is a p-group,  is a sub-
group of a symplectic group, and I is a subgroup of GLm
p, where m is the
mod p rank of ZG.
The outline of the paper is as follows. We begin in Section 2 with pro-
viding details on the group theoretic structure of the central extensions.
Theorem 1.1 is proved in Section 3. In Section 4 we construct a homo-
morphism AutNG → Sp2n ×GLm
p, where 2n is the mod p rank of
G/ZG. In Section 5 we determine the image of the homomorphism and
prove Theorem 1.2 while giving detailed descriptions of the groups I
 ,
and K. In Section 6 we use the results to help determine the stable homo-
topy decomposition of the classifying space BG. Finally, we offer some
concluding remarks in Section 7.
2. STRUCTURE OF G
Throughout the paper, G will be a non-abelian p-group, p odd, given by
the central extension
1→ H → G→ K → 1
 (1)
where Zp ∼= H ≤ ZG and K is elementary abelian. Such a group G is
known to be a central product, G = E ◦ A, where E is an extra-special
p-group and A is abelian [10]. We will also assume that the groups are not
extra-special themselves so as not to repeat the work done in [11].
We recall below some facts about central products, extra-special groups,
and other necessary information. Much of this information can be found
in [10].
• The ﬁnite group  is a central product of normal subgroups 1 and
2 if  = 12 and 1
 2 = 1. We write  = 1 ◦ 2.
• E is an extra-special p-group if E = E
E = ZE ∼= Zp where
E is the Frattini subgroup of E. The order of E is p2n+1 for some
positive integer n.
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• Let ζ be a generator of ZE. Then E has generators x1
 x2
    
 x2n
satisfying the relations
x2i−1
 x2i = ζ i = 1
 2
    
 n
x2i−1
 xj = 1 j = 2i
x2i
 xk = 1 k = 2i− 1
x
p
i ∈ ζ	 i = 1
 2
    
 2n
• There are two isomorphism classes of extra-special p-groups
depending on the exponent of E.
(1) If expE = p then we will call E a type 1 extra-special group
and denote it by E1. In this case, x
p
i = 1 for all i.
(2) If expE = p2 then we will call E a type 2 extra-special group
and denote it by E2. In this case, x1 = p2
 xi = p for i = 2
 3
    
 2n,
and xp1 = ζ.
• If G is given by the presentation (1), then G = E ◦ A where A
where A is either elementary abelian (we will write A = A1 in this case) or
isomorphic to Zp ×Zp × · · · ×Zp ×ZP2 (we will write A = A2 in this case).
Moreover, in each case A = ZG and N = E ∩A = ZE = G.
• Assume that A = pm+1
m ≥ 1. In case A1, let z1
 z2
    
 zm+1 be
the generators of A1. In case A2, let z1
 z2
    
 zm be the generators with
zm = p2.
• G has generators x1
    
 x2n
 z1
    
 zm. The xi satisfy the relations
given for E1 and E2 above. The following relations also hold.
(1) In case A1,
zi = p i = 1
 2
    
m+ 1
zm+1 = ζ
zj
 zk = 1 j
 k = 1
    
m+ 1
xi
 zj = 1 i = 1
    
 2n and j = 1
    
m+ 1
(2) In case A2,
zi = p i = 1
 2
    
m− 1
zm = p2
zpm = ζ
zj
 zk = 1 j
 k = 1
    
m
xi
 zj = 1 i = 1
    
 2n and j = 1
    
m
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• There are three distinct isomorphism classes of groups: (i) those of
the form E1 ◦A1, (ii) those of the form E1 ◦A2, and (iii) those of the form
E2 ◦A1. In particular, note that groups of the form E2 ◦A2 are isomorphic
to those of the form E1 ◦A2. By considering exponents of groups, one can
see that class (i) is distinct from the other two. By considering centers, one
can see that class (ii) is distinct from class (iii). We will assume that every
group is in one of the three non-isomorphic classes listed.
• From the relations one can see that G
G = N ≤ ZG. In partic-
ular this implies that gk1 
 g2 = g1
 g2k.
• Since ζ	 = G every element g ∈ G can be written uniquely as
g = xzζc where x = xa11 xa22 · · ·xa2n2n ∈ E
 z = zb11 zb22 · · · zbmm ∈ A, and 0 ≤
ai
 bj
 c < p.
• Suppose g1 = xzζc1
 g2 = x′z′ζc2 ∈ G where x = xa11 xa22 · · ·xa2n2n 
 x′ =
x
a′1
1 x
a′2
2 · · ·x
a′2n
2n 
 z = zb11 zb22 · · · zbmm , and z′ = z
b′1
1 z
b′2
2 · · · zb
′
m
m , then
g1g2 = xzζc1x′z′ζc2
= xzx′z′ζc1+c2
= xx′zz′ζc1+c2
= xx′
( m∏
j=1
z
bj+b′j
j
)
ζc1+c2
=
[( 2n∏
i=1
x
ai+a′i
i
)( 2n−1∏
k=1
2n∏
l=k+1
[
x
a1
l 
 x
a′k
k
])]( m∏
j=1
z
bj+b′j
j
)
ζc1+c2
=
[( 2n∏
i=1
x
ai+a′i
i
)(
ζc3
)]( m∏
j=1
z
bj+b′j
j
)
ζc1+c2
=
( 2n∏
i=1
x
ai+a′i
i
)( m∏
j=1
z
bj+b′j
j
)
ζc1+c2+c3 (2)
for some c3 ∈ Zp. Note that if ai + a′i > p then this is not a unique repre-
sentation of g1g2.
3. PROOF OF THEOREM 1.1
While the elements x1
    
 x2n
 z1
    
 zm generate G, we will usually
take the set x1
    
 x2n
 z1
    
 zm
 ζ as a set of generators. The advan-
tage of using this set is that every element g ∈ G can be written uniquely
automorphisms of central extensions 421
as g = xzζc as mentioned above. Moreover, the notation for automor-
phisms of G will ultimately be simpliﬁed by using the non-minimal set of
generators.
An automorphism ofG is completely described by its action on the gener-
ators of G. For ease of notation, we will often denote an element of Aut G
by an element of GL2n+m+ 1
 p, the group of 2n+m+ 1× 2n+m+ 1
invertible matrices over Zp. Multiplication by the matrix will be on the left.
For example, if p = 3
 n = 1
m = 1, and
G = E2 ◦A1 = x1
 x2
 z1	 = x1
 x2
 z1
 ζ	
then the automorphism which sends x1 → x41 = x1ζ
 x2 → x1x2z1
 z1 →
z1ζ, and ζ → ζ is associated with the matrix

1 1 0 0
0 1 0 0
0 1 1 0
1 0 1 1

 
In general, we may think of σ ∈ AutG in terms of blocks. The matrix
corresponding to σ is of the form
M11 M12 M13M21 M22 M23
M31 M32 M33

 

where M11 is a 2n× 2n block, M22 is an m×m block, M33 is a 1× 1 block,
and the rest are determined by these three.
Notes.
• A = ZG is characteristic in G so the block M12 = 0.
• ζ	 = G is characteristic in G so the blocks M13 and M23 are
zero.
Let L = AutNG be the subgroup of Aut G consisting of automorphisms
which ﬁx N = E ∩ A elementwise. Since N = G is a characteristic
subgroup, L is actually a normal subgroup of AutG.
Let r be a primitive root mod p with 0 < r < p. Deﬁne θ ∈ AutG by
θx2i−1=xr2i−1 i = 1
    
 n
θx2i=x2i i = 1
    
 n
θzj= zj j = 1
    
m− 1
θzm= zrm
θζ= ζr
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One can check that θ is onto and respects the relations in G. Thus θ is
indeed an automorphism of G and has order p− 1.
Let σ ∈ AutG and suppose σζ = ζl for some 0 < l < p. There exists
0 < i < p such that ri ≡ l−1 modp. Consider θi ◦ σ ∈ AutG. We see that
θi ◦ σζ = θiζl = θiζl = ζril = ζ, hence θi ◦ σ ∈ AutNG.
Since σ = θi−1 ◦ θi ◦ σ, where i−1 is considered mod p, we see that
AutG = θ	L. Clearly L ∩ θ	 = 1 and LAutG, so Theorem 1.1 is
proved.
4. THE HOMOMORPHISM %  AutNG→ Sp2n ×GLm
p
We begin with some notes about symplectic groups.
It is well known that one can deﬁne a symplectic form on E/ZE so that
AutE can be regarded as a subgroup of a symplectic group (see [1, 11]).
We can extend the form to all of G and retain a connection between AutG
and a symplectic group.
Let V = G/G ∼= Zp2n+m and let π  G → G/G be the natural
projection. Let v1
 v2 ∈ V with vˆ1
 vˆ2 ∈ G satisfying πvˆi = vi. Deﬁne a
bilinear form f  V × V → Zp by f v1
 v2 = k where vˆ1
 vˆ2 = ζk ∈ N ∼=
Zp. Now rad V = v ∈ V f w
 v = 0
 ∀w ∈ V  is non-trivial so f is not
non-degenerate. In fact, rad V ∼= ZG/G.
Let W = V/radV ∼= G/ZG = G/A ∼= Zp2n. The form f induces on
W a bilinear, alternating, non-degenerate symplectic form which we will
also call f .
Lemma 4.1. There is a homomorphism ψE  AutNG→ Sp2n.
Proof. Sp(2n) is the subgroup of GL(2n
p) consisting of automor-
phisms which preserve the form f on W . That is,
Sp2n = α ∈ GL2n
pf αw1
 αw2 = f w1
 w2
 ∀w1
 w2 ∈ W 
Consider the natural map ZG  AutG → AutG/ZG. If g ∈ G,
let g¯ denote the image of g in G/ZG. Since A = ZG
G/ZG
is generated by x¯1
    
 x¯2n. Thus, if σ ∈ AutG, then σ¯ = ZGσ ∈
AutG/ZG is the submatrix M11.
Suppose g¯1
 g¯2 ∈ G/ZG, then f σ¯g¯1
 σ¯g¯2 = f σg1
 σg2,
and f σg1
 σg2 = f g¯1
 g¯2 if and only if g1
 g2 = σg1
 σg2 =
σg1
 g2. Since G
G = N we see that σ induces an element of Sp(2n)
if and only if σ ∈ AutNG. Moreover, the image of σ in Sp(2n) is easily
seen to be M11. Thus, we will deﬁne ψEσ =M11.
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Suppose τ ∈ AutNG with
τ =

M ′11 0 0M ′21 M ′22 0
M ′31 M
′
32 1


and suppose
σ ◦ τ =

M ′′11 0 0M ′′21 M ′′22 0
M ′′31 M
′′
32 1

 
Then by Eq. (2), M ′′11 =M11M ′11 so ψE is a homomorphism.
Note that G/ZG ∼= E/N = E/E so the image of ψE should be
related to the image of E  AutE → AutE/E. We will return to
this connection later in Section 6.
Lemma 4.2. There is a homomorphism ψA  AutNG→ AutA/N.
Proof. First we will show there is a homomorphism AutNA →
AutA/N.
In the case A = A1, AutA = GL(m+ 1
 p). Suppose α ∈ AutNA. Then
α is an m + 1 ×m + 1 invertible matrix whose last column is of the form
00 · · · 01T since N = zm+1	 is ﬁxed by α. The map sending α to its upper
left m ×m submatrix (deleting the last row and last column) is a homo-
morphism AutNA→ Aut A/N.
In the case A = A2
N = A so we will take the homomorphism
AutNA → AutA/N to be restriction of the natural map A  AutA →
AutA/A to AutNA. We need to be explicit about the notation in this
case. While A2 = z1
    
 zm	, we will once again assume the generators
to be z1
    
 zm
 ζ. Moreover, an automorphism of A will be denoted by
an m+ 1×m+ 1 matrix whose entries are in Zp. Then, just as in the case
A = A1, the homomorphism AutNA→ AutA/N sends an m+ 1×m+ 1
matrix to its upper left m×m submatrix.
Since A = ZG is characteristic in G we have maps AutG → AutA
and AutNG→ AutNA, both of which we will call resA.
Deﬁne the homomorphism ψA  AutN G→ AutA/N to be the compo-
sition AutN G
resA−−−→AutN A→ AutA/N. Thus ψAσ =M22.
Let % = ψE × ψA  AutNG → AutG/ZG × AutA/N, where the
image of % actually lands in Sp2n ×GLm
p.
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5. PROOF OF THEOREM 1.2
We want to determine the image of % precisely. We will start by consid-
ering the image of % in the second component, which is equivalent to the
image of ψA.
We already know that ImψA ≤ GLm
p regardless of the structure
of A.
Proposition 5.1. If A = A1 then ImψA = GLm
p. If A = A2 then
ImψA ∼= Zpm−1 GLm− 1
 p.
Proof. Suppose A = A1 and M = mij ∈ GLm
p. Deﬁne σ  G →
G by
σxi=xi i = 1
    
 2n
σzj=
m∏
i=1
z
mij
i  j = 1
    
m
σζ=ζ
It is easy to see that σ ∈ AutG. Hence, when A = A1
 ImψA ∼=
GLm
p.
Now supposeA = A2. Let B =
(
B11 B12
0 1
)
∈ GLm
p, where B11 is m−
1×m − 1. Let I be the subgroup of GLm
p consisting of all invertible
matrices of the form B. We want to show that ImψA = I.
Let α ∈ AutNG and let S be the m×m matrix representing ψAα. Write
S in block form as S =
(
S11 S12
S21 S22
)
where S11 is m − 1 ×m − 1 and S22 is
1× 1.
Since zpj = 1 for all j = 1
    
m− 1 we have S21 = 0. Since ζ = zpm and
ζ is ﬁxed by α, we see that S22 = 1. Thus, ImψA ≤ I.
Now let B = bij ∈ I. Deﬁne β  G→ G by
βxi=xi i = 1
    
 2n
βzj=Bzj =
m∏
i=1
z
bij
i  j = 1
    
m
βζ=ζ
Now β is clearly in AutNG so we get ImψA = I.
Finally, we need to show that I ∼= Zpm−1 GLm− 1
 p.
Let B ∈ I. Then we can write
B =
(
B11 0
0 1
)(
Im−1 B
−1
11 B12
0 1
)
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where Im−1 denotes the m− 1×m− 1 identity matrix. Let J1 be the sub-
group of GLm
p consisting of all matrices of the form
(
J11 0
0 1
)
where
J11 ∈ GLm− 1
 p. Let J2 be the subgroup of GLm
p consisting of all
matrices of the form
(
Im−1 J12
0 1
)
where J12 is m− 1× 1. It is easy to check
that J2I, I = J1J2 and J1 ∩ J2 = Im so we have I = J2J1. Moreover,
J2 ∼= Zpm−1 via the isomorphism
(
Im−1 J12
0 1
)
→ j1
 j2
    
 jm−1, where
J12 is the column vector j1j2 · · · jm−1T .
To understand the relationship between ImψE and Sp2n we must ﬁrst
show how elements of Sp2n induce automorphisms of G.
Let M ∈ Sp2n and let g = ∏2nj=1 xajj ∏mk=1 zbkk ζc . Deﬁne σ  G→ G
by σg = ∏2nj=1∏2ni=1 xmiji aj ∏mk=1 zbkk ζc thus σ is the identity on A.
Since M is non-singular each xi is in the image of σ . Clearly each zk
is also in the image, so σ is an automorphism of G if and only if σ is a
homomorphism.
While we do not yet know whether σ is a homomorphism we do know
the following three facts.
(1) σxajj  =
(∏2n
i=1 x
mij
i
)aj = σxjaj .
(2) σ∏2nj=1 xajj ∏mk=1 zbkk ζc = σ∏2nj=1 xajj ∏mk=1 zbkk ζc
= ∏2nj=1 σxjaj ∏mk=1 zbkk ζc.
(3) Let g¯1
 g¯2 ∈ G/ZG. Then since M is symplectic,
f g¯1
 g¯2 = f Mg¯1
Mg¯2 = f σg1
 σg2
Thus g1
 g2 = σg1
 σg2.
Lemma 5.1. Let M ∈ Sp2n and let σ be the function on G induced
by M as described above. Then σ ∈ AutNG if and only if σxip = xpi for
i = 1
    
 2n.
Proof. ⇒ Assume σ ∈ AutNG. By deﬁnition, σ acts trivially on N .
Since xpi ∈ N for all i, we have our conclusion.
⇐ Assume σxpi  = xpi = ζdi for some 0 ≤ di < p. Then
σxaii σxa
′
i
i  = σxaii xa
′
i
i  for all i = 1
    
 2n and for all 0 ≤ ai
 a′i < p.
Let
g1 =
(
2n∏
i=1
x
ai
i
)(
m∏
j=1
z
bj
j
)
ζc1 and g2 =
(
2n∏
i=1
x
a′i
i
)(
m∏
j=1
z
b′j
j
)
ζc2 
Recall that g1g2 = 
∏2n
i=1 x
ai+a′i
i 
∏m
j=1 z
bj+b′j
j ζc1+c2+c3 for some c3 ∈ Zp.
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Now
σg1g2 = σ
((
2n∏
i=1
x
ai+a′i
i
)(
m∏
j=1
z
bj+b′j
j
)
ζc1+c2+c3
)
=
(
2n∏
i=1
σ
(
x
ai+a′i
i
))( m∏
j=1
z
bj+b′j
j
)
ζc1+c2+c3
=
(
2n∏
i=1
σxiai+a
′
i
)(
m∏
j=1
z
bj+b′j
j
)
ζc1+c2+c3 
On the other hand,
σg1σg2 =
[( 2n∏
i=1
σxiai
)(
m∏
j=1
z
bj
j
)
ζc1
][( 2n∏
i=1
σxia
′
i
)(
m∏
j=1
z
b′j
j
)
ζc2
]
=
[( 2n∏
i=1
σxiai
)(
2n∏
i=1
σxia
′
i
)][( m∏
j=1
z
bj+b′j
j
)
ζc1+c2
]
=
[( 2n∏
i=1
σxiai+a
′
i
)(
2n−1∏
k=1
2n∏
l=k+1
[
σxlal 
 σxka
′
k
])]
×
[( m∏
j=1
z
bj+b′j
j
)
ζc1+c2
]
=
(
2n∏
i=1
σxiai+a
′
i
)(
m∏
j=1
z
bj+b′j
j
)
ζc1+c2+c3 by fact 3
Lemma 5.2. Let  = M ∈ Sp2n  σ ∈ AutG, where σ is induced
by M. Then  is a subgroup of Sp2n and  = ImψE .
Proof. It is easy to check that  is a subgroup of Sp2n.
Let M ∈  determine the automorphism σ ∈ AutG. Then ψEσ = M
so  ≤ ImψE .
Now let φ ∈ AutNG with ψEφ = T . Let σ be the automorphism of
G determined by T . We will show that φ = α ◦ σ for some α ∈ KerψE .
Hence, σ = α−1 ◦φ ∈ AutN G and we will have proved ImψE ≤ .
From the proof of Proposition 5.1, we know φ has the following structure.
φxj=
(
2n∏
i=1
x
aij
i
)(
m∏
k=1
z
bkj
k
)
ζcj  j = 1
    
 2n
φzl=
m∏
i=1
z
dil
i  l = 1
    
m
φζ=ζ
automorphisms of central extensions 427
Since T = aij is non-singular we can solve the equation
y1y2 · · · y2nT = c1c2 · · · c2n modp
Thus, we can ﬁnd ki ∈ Zp such that
∑2n
i=1 aijki ≡ cj mod p. Furthermore,
we can ﬁnd an m× 2n matrix b′ki so that b′kiaij = bkj.
Deﬁne α  G→ G by
αxi = xi
(
m∏
k=1
z
b′ki
k
)
ζki  i = 1
    
 2n
αzl = φzl =
m∏
i=1
z
dil
i  l = 1
    
m
αζ = ζ
It is straightforward to check that α is onto and that almost all the rela-
tions in G are preserved by α. It is worth proving explicitly, however, that
α preserves the order relations for the xi.
If x1 = p2 then it is easy to see that αxp
2
1  = 1. Consider the case when
xj = p
 j = 1
    
 2n. For all j
 αxpj  = z
pb′mj
m . When A = A1
 zm = p
and we have αxpj  = 1 as desired. Assume A = A2 so that zm = p2. We
know that b′mj =
∑2n
k=1 bmka
′
kj where a′kj = T−1. Since φ ∈ AutNG we
know 1 = φxpk = zpbmkm so bmk ≡ 0 mod p for all k = 1
    
 2n. Hence
b′mj ≡ 0 mod p for all j = 1
    
 2n giving us αxpj  = 1 as desired, and
α ∈ AutNG. Furthermore, ψEα = I2n.
Let g = ∏2nj=1 xajj ∏mr=1 zbrr ζc . Then
φg =
(
2n∏
j=1
φxjaj
)(
m∏
r=1
φzrbr
)
ζc
=
(
2n∏
j=1
[(
2n∏
i=1
x
aij
i
)(
m∏
k=1
z
bkj
k
)
ζcj
]aj)( m∏
r=1
αzrbr
)
ζc
On the other hand
ασg = α
([
2n∏
j=1
(
2n∏
i=1
x
aij
i
)aj]( m∏
r=1
zbrr
)
ζc
)
=
[∏
j
(∏
i
αxiaij
)aj]( m∏
r=1
αzrbr
)
ζc
=∏
j
[∏
i
(
xi
(
m∏
k=1
z
b′ki
k
)
ζki
)aij]aj ( m∏
r=1
αzrbr
)
ζc
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=∏
j
[∏
i
(
x
aij
i
(∏
k
z
b′kiaij
k
)
ζkiaij
)]aj ( m∏
r=1
αzrbr
)
ζc
=∏
j
[∏
i
(
x
aij
i
(∏
k
z
b′kiaij
k
))
ζcj
]aj ( m∏
r=1
αzrbr
)
ζc
=∏
j
[(∏
i
x
aij
i
)(∏
i
∏
k
z
b′kiaij
k
)
ζcj
]aj ( m∏
r=1
αzrbr
)
ζc
=∏
j
[(∏
i
x
aij
i
)(∏
k
z
bkj
k
)
ζcj
]aj ( m∏
r=1
αzrbr
)
ζc
Thus φ = ασ and the lemma is proved.
Proposition 5.2. If expE = p then  ∼= Sp2n. If expE = p2 then
 is the semi-direct product of Sp2n− 2 and a normal special subgroup.
Proof. Let M ∈ Sp2n and let σ be the function on G induced by M .
When expE = p
σxpi  = xpi holds since xpi = 1 for i = 1
    
 2n. Thus
in this case,  = Sp2n and the proposition is proved.
When expE = p2 we appeal to the work in [11]. While Winter’s paper
deals directly with extra-special groups, it also applies to the groups G =
E ◦A.
Winter shows that  ∼= ST where T is the group of all matrices of the
form 

1 0 0 · · · 0
0 1 0 · · · 0
0 0
· ·
· · C
· ·
0 0




where C ∈ Sp2n − 2 relative to the basis x¯3
 x¯4
 · · · 
 x¯2n. S is the group
of transformations of the form

1 0 0 0 · · · 0 0
a21 1 a41 −a31 · · · a2n
1 −a2n−1
 1
a31 0

 I2n−2
a2n
 1 0

 
It turns out that S is a normal special p-group.
Proposition 5.3. The kernel of % is a p-group. If A = A1 it has order
p2nm+2n+m. If A = A2 and E = E1 it has order p2nm+m.
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Proof It is easy to show that Ker% is a p-group using the following fact:
If K ≤ G stabilizes a normal series in G then K is a p-group [4].
Let K = Ker% and consider the normal series G ZG = AN  1.
Let φ ∈ K. Certainly φ stabilizes G/ZG since it maps to the identity in
Aut(G/ZG). Similarly φ stabilizes A/N since it maps to the identity in
Aut(A/N). Finally, φ stabilizes N since φ ∈ AutNG.
We can actually determine the structure of any element of the kernel.
We will do this in order to determine the size of Ker%.
Let σ ∈ Ker%. Then σ is of the form
 I2n 0 0M21 Im 0
M31 M32 1


If A = A2 and E = E1 then xi = p for i = 1
 · · · 
 2n and zm = p2.
Now σxj = xj9mi=1 z
m2n+i
 j
i ζm2n+m+1
 j so 1 = σxpj  = z
pm2n+m
 j
m implies
m2n+m
 j = 0 for all j = 1
 · · · 
 2n. In this case, the mth row of M21 con-
sists entirely of zeros. If A = A1 there are no restrictions on the entries
of M21.
Sections 4 and 5 together prove Theorem 1.2.
6. APPLICATION TO TOPOLOGY
Let BG denote the classifying space of the group G. Assume that BG is
localized at p. Topologists are interested in the complete stable decomposi-
tion of BG into a wedge of indecomposable summands. It is well established
that summands of BG are either original or non-original (see [6, 8, 9]).
Homotopy classes of original summands are in one-to-one correspondence
with isomorphism classes of irreducible Fp OutG-modules [9].
Let G = E ◦A be one of the groups we have studied in this paper. Then
from [3] we have the following theorem.
Theorem 6.1. Localized at p,
BG  ∨
k
γkXk ∨
n+r−1∨
i=1
pi−1∨
j=1
aijbijYij

where γk
 aij
 bij ∈ Z
 aij = 0, the Xk are original summands of BG, the Yij
are non-original summands, and BZ/pi  ∨pi−1j=1 bijYij .
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We will shed some light on the coefﬁcients γk below; further explanation
on the coefﬁcients aij and bij is given in [3].
G/G is elementary abelian of rank 2n + m. If g ∈ G, let g be
the image of g in G/G. We may take x1
    
 x2n
 z1
    
 zm
to be generators of G/G. Under the natural map G  AutG →
AutG/G, an element σ ∈ AutG has image
(
M11 0
M21 M22
)
. Let
OG  OutG → OutG/G = AutG/G be the homomorphism
induced by G.
Harris and Kuhn prove that if G is any ﬁnite group and H is a normal
p-subgroup, then π  FpG → FPG/H has nilpotent kernel (Lemma 4.9
of [5]). Thus, in our case the kernel of the induced surjection FpOG 
FpOutG→ FpImG is nilpotent, so irreducible FpOutG-modules are in
one-to-one correspondence with irreducible FpImG-modules.
We will use Theorems 1.1 and 1.2 to investigate ImG. We begin by
showing that the subgroup K can be split off of AutG, thus simplifying the
determination of irreducible FpImG-modules.
Lemma 6.1. KAutG.
Proof. We begin by showing θ ∈ NAutGK. Let σ ∈ K where
σ =

 I2n 0 0σ21 Im 0
σ31 σ32 1


and θ is written as 
 θ11 0 00 Im 0
0 0 r

 
Then
θ−1σθ =

 I2n 0 0σ21θ11 Im 0
r−1σ31θ11 r−1σ32 1

 
From the proof of Proposition 5.3, we know that θ−1σθ ∈ K if and only
if the block σ21θ11 is of the correct form. When A = A1 there is nothing
to check. When A = A2 and E = E1 the last row of σ21 consists entirely of
zeros. In turn, the last row of σ21θ11 is a row of zeros.
By Theorem 1.1, a typical element of AutG is of the form γθi where γ ∈
AutNG. Now γθi−1σγθi = θ−iσ ′θi for some σ ′ ∈ K since KAutNG.
Finally, θ−iσ ′θi ∈ K by the work above.
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Now we can rewrite AutG as AutG ∼= K × Iθ	. Let
"K
"
"I
 and θ¯ denote the images of K

 I
 and θ, respectively under
G so that ImG ∼= "K"×"Iθ¯	.
Since "K is a p-group, irreducible FpImG-modules are in one-to-one
correspondence with irreducible Fp"×"Iθ¯	-modules.
Lemma 6.2. "×"Iθ¯	 ∼= "θ¯	 ×"I.
Proof. First we will show that θ¯ is in the normalizer of " so the semidi-
rect product is well-deﬁned. Let γ¯ = Gγ ∈ ". Now θ¯γ¯θ¯−1 ∈ " if and
only if θγθ−1 ∈ . By Lemma 5.1, θγθ−1 ∈  if and only if it ﬁxes xpi
for i = 1
 2
    
 2n. If i is odd, then θγθ−1xpi  = θγxpr
−1
i  = θxpr
−1
i  =
x
pr−1r
i = xpi . Similarly, if i is even θγθ−1xpi  = xpi .
Next we note that θ¯σ¯ = σ¯θ¯ for all σ¯ ∈ "I. Now one can see that the
product in "θ¯	 ×"I is equivalent to that in "×"Iθ¯	.
The ﬁeld Fp is a splitting ﬁeld for GLk
p, for any k ≥ 1 [5,
Theorem 4.4] and hence for "I. Thus, by work of Martino et al. [7,
Proposition 2.4]—who in turn cite Curtis and Reiner [2, Theorem 10.38]—
irreducible FpImG-modules are tensor products of irreducible Fp"θ¯	-
modules and irreducible Fp"I-modules. One can see from Section 5 that" ∼=  and "I ∼= I. Furthermore, "θ¯	 ∼= ImE  AutE → AutE/E.
Thus irreducible Fp"θ¯	-modules are in one-to-one correspondence
with irreducible FpAutE-modules. When A = A1
"I ∼= I ∼= GLm
p
so this factor contributes irreducible FpGLm
p-modules. When A =
A2
"I ∼= I ∼= Zm−1p  GLm − 1
 p so in this case the factor contributes
irreducible Fp GLm− 1
 p-modules.
Let Mk be the set of isomorphism classes of irreducible modules over
Fp OutG and let Xk be the corresponding set of homotopy classes of
indecomposable original summands of BG. Then Mk ∼= Nk
⊗
N ′k where
Nk is an irreducible FpAutE-module and N
′
k is an irreducible FpI-module.
Now the coefﬁcients γk from Theorem 6.1 are the dimensions of Mk over
their endomorphism ﬁelds [6].
7. CONCLUDING REMARKS
There is nothing particularly special about looking at the central product
E ◦A aside from being able to utilize Winter’s work on AutE.
Theorems 1.1 and 1.2 should generalize to other central products G =
P ◦ Q. The essential conclusion of Theorem 1.1 is that automorphisms of
G are composed of those which permute the intersection E
⋂
A, and those
which ﬁx E
⋂
A. It was convenient in our case that E
⋂
A = G, but
perhaps not the key to making the theorem work.
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The essential conclusion of Theorem 1.2 is that modulo a p-group,
AutNG comes from Im1  AutE → AutE/G and from Im2 
AutA → AutA/G. One might be able to ﬁnd conditions on P
and Q so that the conclusion of Theorem 1.2 applies to more gen-
eral central products, G = P ◦ Q. For example, if P⋂Q = G
and one of P or Q is characteristic (as in the case G = E ◦ A) then
G/G ∼= P/G × Q/G and AutG is parabolic (in the sense of
[7, Deﬁnition 2.5]). In this case we are likely to ﬁnd a homomorphism
AutG → AutP/G × AutQ/G which is analogous to the homo-
morphism % ﬁrst described at the end of Section 4.
With any luck, conditions imposed on P , Q
 and P
⋂
Q in order to get
detailed results on the structure of Aut(P ◦Q) will not be too excessive.
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