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A king in a directed graph is a vertex from which each vertex in the graph can be reached
throughpaths of length atmost two. There is a broad literature on tournaments (completely
oriented digraphs), and it has been known formore than half a century that all tournaments
have at least one king. Recently, kings have proven useful in theoretical computer science,
in particular in the study of the complexity of reachability problems and semifeasible sets.
In this article, we study the complexity of recognizing kings. For each succinctly
specified family of tournaments, the king problem is already known to belong to Πp2 . We
prove that the complexity of kingship problems is a rich enough vocabulary to pinpoint
every nontrivial many-one degree inΠp2 . That is, we show that every set inΠ
p
2 other than∅ and Σ∗ is equivalent to a king problem under ≤pm-reductions. Indeed, we show that
the equivalence can even be realized by relatively simple padding, and holds even if the
notion of kings is redefined to refer to k-kings (for any fixed k ≥ 2)—vertices from which
all vertices can be reached through paths of length at most k. In contrast, we prove that
for each succinctly specified family of tournaments the source problem (the problem of
deciding whether a given vertex v has the property that there exists a k such that v is a k-
king) also falls withinΠp2 , yet cannot beΠ
p
2 -complete—or even NP-hard—unless P = NP.
Using these and related techniques, we obtain a broad range of additional results
about the complexity of king problems, diameter problems, and radius problems. It follows
easily from our proof approach that the problem of testing kingship in succinctly specified
graphs (which need not be tournaments) is Πp2 -complete. We show that the radius
problem for arbitrary succinctly represented graphs is Σp3 -complete, but that in contrast
the diameter problem for arbitrary succinctly represented graphs (or even tournaments) is
Π
p
2 -complete.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Problem statement and main structural result
In this article, we study the complexity of recognizing kings and k-kings in graphs. For each k ≥ 0, a k-king of a graph
is a vertex such that every vertex can be reached from it through a path of length at most k. By convention, a vertex of a
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graph is said to be a king if every vertex of the graph can be reached from it through a path of length at most two. So ‘‘king’’
and ‘‘2-king’’—and ‘‘kingship’’ and ‘‘2-kingship’’—are synonymous in this article, as they are also in the general literature on
kings.
In the k-kingship problem, we are given a graph and a vertex as inputs andwould like to tell whether the vertex is a k-king.
We can vary the problem by allowing different ways of encoding graphs (the more succinctly, the harder the problem) and
by allowing different kinds of input graphs (the more restricted, the easier the problem).
Much is known about the existence of kings in graphs. For example, in the 1950s Landau [10] discovered the simple but
lovely result that every tournament has a king. A tournament is a directed graph G such that for each pair u and v of distinct
vertices exactly one of the directed edges u→ v or v→ u is present in the graph and such that there are no loops. A well-
knownway (see [22]) to easily see that Landau’s result holds is to note that every vertex withmaximum out-degreemust be
a king. More recently, similar results were proven for generalizations of tournaments, such as multipartite tournaments ([5,
13], see also [1] and the references therein).
When graphs are specified explicitly in the natural way (say, by an adjacency matrix), it is not hard to see that for each
k ≥ 0 the k-kingship problem is first-order definable and thus very simple from a computational point of view. However,
when we specify graphs succinctly, for each k ≥ 1 the complexity of k-kingship problems jumps from having an upper
bound of ‘‘first-order definable’’ to having a lower bound of ‘‘coNP-hard’’ (or worse). There are different ways of specifying
graphs succinctly, ranging from the general Galperin–Wigdersonmodel to the polynomial-time uniform tournament family
specifiers that arise in the study of semifeasible sets.
In the Galperin–Wigderson model, input graphs are specified as follows: A directed graph G with a vertex set {0, 1}n is
specified using a circuit C with 2n input gates and one output gate. For any two vertices x, y ∈ {0, 1}n, there is an edge
x→ y in G if and only if C(xy) = 1. (This definition does allow the possibility of self-loops.) Note that a circuit whose size is
polynomial in n can encode a graph whose vertex set has size 2n, which is exponential in n. For this model, the k-kingship
problem can be formalized as follows:
succinct-k-kings = {〈code(C), x〉 | C specifies (in the manner specified above) a graph G in which x is a k-king}.
In the above definition, we used code(C) to denote a standard binary encoding of the circuit C . Furthermore, 〈code(C), x〉
is a standard binary encoding of the circuit C paired with a bitstring x. The exact definition of the pairing function 〈., .〉 is
detailed in the preliminaries section.
In the tournament family specifier model, input graphs are specified using polynomial-time computable, commutative
selector functions. A selector function f gets two words u and v as inputs and outputs one of them, thereby telling us where
the edge between u and v heads. More formally, a selector function f : {0, 1}∗ × {0, 1}∗ → {0, 1}∗ defines an (infinite)
graph with the vertex set {0, 1}∗ where there is an edge from u to v if and only if f (u, v) = v and u 6= v. The graph will be a
tournament if f is commutative, that is, if for each u and v it holds that f (u, v) = f (v, u). Polynomial-time selector functions
were originally introduced by Selman [16–18] in his study of the so-called P-selective sets: P-selective set can be defined
as the sets of vertices in tournaments specified by polynomial-time computable commutative selector functions that are
closed under reachability.
Instead of using a selector function to describe a single infinite tournament, we can also use them to describe one
tournament per word length: Given a commutative selector function f and a word length n, we say that f describes the
length-n tournament whose vertex set is {0, 1}n and whose edge set is defined as above: There is an edge from u ∈ {0, 1}n
to v ∈ {0, 1}n if f (u, v) = v and u 6= v. In this model, we can also consider the k-kingship problem:
k-Kingsf = {x ∈ {0, 1}∗ | x is a k-king in the length-|x| tournament specified by f }.
One can view the k -Kingsf problems (one for each f ) as very restricted cases of the more general succinct- k -kings
problem: For k -Kingsf we must check k-kingship for a single tournament per word length. In complexity-theoretic terms,
this tremendous uniformity of specification—a polynomial-time computable function specifying for us a single tournament
at each length—will naturally tend to ‘‘tie our hands’’ in terms of showing hardness for higher levels of the polynomial
hierarchy. Nonetheless, we show that we can free our hands from those cords: The core of this article is a proof showing
that the one-tournament-per-length has such potential structural richness that asking about kingship of different vertices
within that structure allows us to achieve any desired hardness level insideΠp2 . In particular, Corollary 4.2 shows that there
is a selector-specified kings problem that isΠp2 -complete for some fixed selector function.
A language L ⊆ {0, 1}∗ for which there exists a commutative polynomial-time selector function f such that L = k -Kingsf
will be called a P-k-king language. Our main interest in this article is to study which languages are P-k-king languages. Our
main structural result is that, for each k ≥ 2, every language inΠp2 −{∅,Σ∗} is many-one equivalent to a P-k-king language.
Informally put, this shows that k-kings languages are comprehensively descriptive in terms of naming the complexity of the
nontrivialΠp2 many-one degrees.
We obtain this result by an even stronger tool, which shows something about the uniformity and simplicity of a set of
reductions that can instantiate the above equivalences. Namely, we show that, for every k ≥ 2, a language L is inΠp2 if and
only if pad′j(L) is a P-k-king language for some j. Here, pad
′
j is a padding operator whose exact definition will be given later.
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1.2. Motivations for studying P-k-king languages
Our study of P-k-king languages is motivated from several contrasting directions.
Relationship to the radius problem. Kings (recall: as is standard, by this we mean 2-kings) and k-kings are closely related to
the radius problem for graphs. A ball of radius r around a vertex v is the set of vertices that can be reached from v within r
steps. The radius of a graph is the smallest radius of a ball that covers the whole graph. This means that the radius of a graph
is at most r if and only if there exists an r-king in the graph. (Note, in contrast, that the k-king problems focus on whether a
given vertex, which is explicitly stated as part of the input, is a k-king.)
We use our results on P-k-king languages to give a short proof that radius problems for succinctly specified graphs (using
the Galperin–Wigderson model) are complete for the third level of the polynomial hierarchy [11,19], i.e., are complete
for Σp3 = NPNP
NP
. This result is interesting in its own right. While for the first level of the polynomial hierarchy (NP)
countless natural complete problems are known, for higher levels the collection of such problems is less extensive (see
also Section 1.3’s comments on complete sets for such classes). The succinct radius problem is a new and fairly natural
problem that is complete forΣp3 .
Relationship to the diameter problem. Kings and k-kings are also closely related to the diameter problem for graphs. The
diameter of a graph is the smallest number d such that for every two vertices there is a directed path from the first to the
second vertex of length at most d; if the graph is not strongly connected, the diameter is infinite. This means that a graph
has diameter at most d if and only if every vertex of the graph is a d-king of the graph.
Based on this relationship, we show that the diameter problem for succinctly represented graphs are complete for
Π
p
2 = coNPNP.
Relationship to P-selective sets. P-2-king languages are closely related to P-selective languages. For a P-selective language A,
for each n, within the length-n graph specified by the selector function it always holds that the reachability closure of the
length n words of A is precisely the length n words of A. For a P-2-king language, the words in the language of length n are
the kings in the length-n tournament specified by the selector function. This means that for a P-selective set the kings of the
tournaments induced by a selector are (speaking very informally) the ‘‘least likely’’ words to be contained in the language.
More precisely, unless all words of a given word length are in the language, none of the kings of the tournament specified
by the selector for this word length is in the language. This observation can be used to show that P-selective sets cannot be
Π
p
2 /1-immune [9]. Finally, we mention that tournaments have proven useful in many areas in addition to the study of P-
selective sets. For example, tournaments are important in social choice theory, e.g., the computationally important election
systems of Llull and Copeland are tournament-based (see [2]).
Relationship to the second level of the polynomial hierarchy. Despite the close relationship of P-2-king languages and P-
selective languages, there are fundamental differences. For example, it is easy to see that all P-k-king languages are inΠp2 ,
see [8] for a detailed proof, but it is well known that P-selective languages can be ‘‘arbitrarily complex’’ in a sense that can be
crisply formalized (for example, Selman’s seminal articles on P-selectivity established that for every tally language A there is
a P-selective set that is≤pT-equivalent to A). This encourages us to investigatewhich languages are P-k-king languages. Many
languages inΠp2 are not P-k-king languages—for example, since every tournament has a king, a P-2-king language contains
at least one word for every word length. However, the tool underpinning our structural results shows that for every k ≥ 2
and every language L ∈ Πp2 a certain padded version of L is a P-k-king language. Thus, although not every language inΠp2 is
a P-k-king language, for every such language a closely related language is a P-k-king language. And, from this we have our
main structural result, which is that everyΠp2 (many-one) degree, except those of ∅ andΣ∗, contains a P-k-king language.
In fact, something even stronger than many-one degrees holds, due to the the precise proof we use to show this. We, in
fact, establish that for every k ≥ 2 every language inΠp2 except ∅ and Σ∗ is equivalent to a P-k-king language even under
first-order reductions. In particular, for every k ≥ 2 there exist P-k-king languages that are complete forΠp2 with respect to
first-order reductions.
Relationship to quantifier characterizations. The quantifier characterization of the polynomial hierarchy states that a
language L is in Πp2 if and only if there exist a polynomial p and a ternary polynomial-time decidable relation R such that
x ∈ L ⇐⇒ (∀y ∈ {0, 1}p(|x|))(∃z ∈ {0, 1}p(|x|))[R(x, y, z)]. For P-2-king languages a more restrictive characterization is
possible: A language L is a P-2-king language if and only if there exists a binary polynomial-time decidable relation S such
that x ∈ L ⇐⇒ (∀y ∈ {0, 1}|x|)(∃z ∈ {0, 1}|x|)[S(x, y) ∧ S(y, z)] and such that for all distinct x, y ∈ {0, 1}∗ we have
S(x, y)↔ ¬S(y, x).
Relationship to the top Toda equivalence classes of tournaments. Kings and k-kings can be used in the study of the top Toda
equivalence classes of tournaments. Given a commutative P-selector f and a word length n, two elements of the length-n
tournament induced by f are said to be Toda equivalent if there is a path from the first to the second element and also a
path from the second to the first element. For each word length there exists what is called a top Toda equivalence class [8],
by which we mean the unique equivalence class (in that tournament) whose members are not pointed to by members of
any other equivalence class of that tournament. A different way of phrasing this is as follows: The top Toda equivalence
class of the length-n tournament is the unique strongly connected component fromwhich all other vertices can be reached.
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Note that a vertex v will belong to the top Toda equivalence class precisely if all vertices in the tournament are reachable
from v. So, asking whether a vertex belongs to the top Toda equivalence class is the same as asking whether the vertex has
the property that there exists a k for which the vertex is a k-king. Analogously to P-k-king languages, we can define Top-Toda
languages for commutative P-selectors f :
Top-Todaf = {x ∈ {0, 1}∗ | there exists a k such that x is a k-king in the length-|x| tournament specified by f }.
At first sight, these languages might appear to be more difficult than P-k-king languages: Instead of checking whether there
is a path of length at most k from the input to each vertex in the tournament, we must ask the same question for the richer
universe of all paths (i. e., without an upper bound of k being imposed on their lengths). However, we prove that all these
languages are also inΠp2 . Moreover, we prove that none of these languages can beΠ
p
2 -complete—or even NP-hard—unless
P = NP. Comparing this with P-k-king languages, which a corollary to our main structural result shows are sometimes
Π
p
2 -complete, we see that all Top-Toda languages are seemingly easier than some P-k-king languages.
1.3. Related work
The workmost closely related to that of this article is the work of Nickelsen and Tantau on the complexity of reachability
problems [12], the path-breaking modeling and complexity work of Galperin and Wigderson [3], and the existing work on
the complexity of kings and in particular their use in the study of the semifeasible sets [7,9,8].
It is well worth mentioning that without the seminal work of Landau [10], which showed that kings always exist in
tournaments, it is unlikely that the notion of kings would even be available for study. And, Landau’s work has led to a rich
(though, naturally, not complexity-theoretic) body of work on the existence of kings or k-kings in a variety graph-theoretic
structures (for example, for the case of multipartite tournaments see [5,13,1] and the references therein).
For reasons of focus and coherence, all tournaments in this article follow the typical notion of a tournament. However,
we mention in passing that one central result of this article, our Πp2 -completeness result for the k-kings problem, has
been studied for the case of j-partite tournaments (though in a more circuit-focused model) in the June 2005 technical
report version of this article (available at arXiv.org), where a dichotomy theorem is given that completely characterizes
what happens in that case, namely, for the boundary case of ‘‘1-kingship’’ one gets P-algorithms and for all other cases
Π
p
2 -completeness holds. We also mention that though the results of this article are fundamentally complexity-theoretic in
nature, one can also study their recursion-theoretic siblings, and can obtain Kleene-hierarchy versions of the polynomial-
hierarchy results presented here.
In this article,wewill showproblems to be complete for classes at the second and third levels of the polynomial hierarchy.
These levels have nothing resembling the range and number of known, natural complete problems that NP has (see, for
example, the famous compendium of Garey and Johnson [4]). Nonetheless, these levels do have a larger range and number
of known, natural complete problems than many people realize. Schaefer and Umans have provided a very nice ‘‘Garey and
Johnson’’ for classes at levels of the polynomial hierarchy beyond the first [14,15].
1.4. Organization of this article
Section 2 provides notations, definitions, and some important lemmas that we will need in the article’s result sections.
Section 3 studies the complexity of the diameter problem, and shows that it is complete for theΠp2 level of the polynomial
hierarchy. That section also introduces tools that will be used in subsequent proofs in the article. Section 4 proves our main
structural result, namely, that k-kings problems have the descriptive flexibility to name every nontrivialΠp2 degree. We do
so by showing that for each k ≥ 2 it holds that by a certain family of padding functions each Πp2 language can be turned
into a P-k-king language. Section 5 studies the complexity of the radius problem, and shows that it is complete for the Σp3
level of the polynomial hierarchy, which provides an interesting contrast with Section 3’s Πp2 -completeness result for the
diameter problem. Section 6 studies Top-Toda languages and shows that although such languages are always in Πp2 , they
cannot beΠp2 -complete (or even NP-hard), unless P = NP. Section 7 is our conclusion.
2. Basic definitions and tools
In this section, we introduce the notation and terminology used in the rest of the article. We also prove lemmas on key
concepts, which will be used later in the article.
2.1. Bitstrings, alphabets, and padding
Throughout this article, Σ = {0, 1}. We refer to elements of {0, 1}∗ = Σ∗ as bitstrings. The length of a bitstring b is
denoted |b|. We define a pairing function 〈., .〉 : Σ∗ ×Σ∗ → Σ∗ as follows (unlike some other articles, we will not require
our pairing function to be a surjective function): For every two bitstrings x, y ∈ Σ∗ where the individual bits of x are x1 to
xn, let 〈x1x2 · · · xn, y〉 = 0x10x2 · · · 0xn1y. This function, which clearly is injective, has a number of useful properties. Those
that will be used in this article are listed in the following lemma, whose straightforward proof is omitted.
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Lemma 2.1. The pairing function 〈., .〉 : Σ∗ ×Σ∗ → Σ∗ has the following properties:
(i) It is polynomial-time computable.
(ii) It is polynomial-time invertible (its range is in P and there exist two polynomial-time computable functions σ1 and σ2 such
that, given a string z in the range of 〈., .〉, it holds that 〈σ1(z), σ2(z)〉 = z).
(iii) For all words x, y, x′, y′ ∈ Σ∗ with |x| = |x′| and |y| = |y′|, we have |〈x, y〉| = |〈x′, y′〉|.
(iv) The range of the function does not include any word from {0}∗ (no word pair is mapped to an element of {0}∗).
For a tuple (x1, . . . , xn) of words, n ≥ 1, let 〈x1, . . . , xn〉 = 〈x1, 〈x2, . . . , 〈xn−1, xn〉 · · · 〉〉.
For a positive integer j, we define a padding function padj : Σ∗ → Σ∗ by
padj(x) = x0|x|j+j+3.
Thus, we add |x|j + j + 3 zeros after x. The reason for the slightly startling ‘‘+ 3’’ will become clear later on. Note that for
every word y ∈ Σ∗ there can be at most one word x such that padj(x) = y and, if such an x exists, it is easy to compute.
We define two padded versions of languages. The ‘‘usual’’ way to define a padded version of a language L is to consider
the image of L under the padding function padj, that is, for a given language L ⊆ Σ∗ let padj(L) = {padj(x) | x ∈ L}. The
‘‘interesting’’ words in a padded language are those in padj(Σ∗). Words outside padj(Σ∗) are not in padj(L). For the second
padded version of L, we change this latter property: The membership of the words in padj(Σ∗) is the same, but (almost) all
other words are in the second padded version. Formally, for a language L ⊆ Σ∗ we define
pad′j(L) = padj(L) ∪
(
Σ∗ − padj(Σ∗)− {1, 11}
)
.
Once more, there is a startling part of the definition, namely the ‘‘− {1, 11}’’ and, again, this will be explained later on. The
important properties of the padded versions of a language L are listed in the next lemma, whose straightforward proof is
also omitted.
Lemma 2.2. Let L ⊆ Σ∗ and let j be a positive integer. The language L′ = pad′j(L) has the following properties:
(i) For all words x ∈ Σ∗ it holds that x ∈ L if and only if padj(x) ∈ L′.
(ii) L′ contains one word of length 0, one word of length 1 and three words of length 2.
(iii) For all word lengths n ≥ 3 that are not of the form n = m+mj + j+ 3 for some nonnegative integer m, all words of length
n are in L′.
(iv) For every word length n that is of the form n = m+ mj + j+ 3 for some nonnegative integer m, all words of length n that
do not end with mj + j+ 3 zeros are in L′.
(v) If L 6= ∅ and L 6= Σ∗, then L and L′ are≤pm-equivalent.
2.2. Graphs and tournaments
A (directed) graph is a pair (V , E) consisting of a nonempty vertex set V together with an edge set E ⊆ V × V . Instead of
(u, v) ∈ E, we also write u→E v or just u→ v when E is clear from context. The out-degree of a vertex u in a graph (V , E)
is the number of vertices v for which u→ v holds. The in-degree is defined analogously.
A path of length l in a graph is sequence v0, v1, . . . , vl of vertices such that vi−1 → vi holds for all i ∈ {1, . . . , l}. For
integers k ≥ 0, a k-king of a graph is a vertex v such that there is a path of length at most k from v to every other vertex.
(Note that the only graph that has a 0-king is the graph consisting of a single vertex.) A 2-king is also just called a king. The
diameter of a graph is the smallest number d such that for every pair u, v ∈ V of vertices there is a path from u to v of length
at most d. Note that the diameter of a graph is exactly the smallest number k such that every vertex of the graph is a k-king.
If a graph has more than one strongly connected component, its diameter is∞. The radius of a graph is the smallest number
r such that there exists a vertex v from which there are paths of length at most r to all other vertices. Note that the radius
of a graph is exactly the smallest number k such that there exists a k-king in the graph. It is possible for a graph (though, as
we will see, not for a tournament) to have a radius of∞.
A tournament is a directed graph such that (a) there are no self-loops, i.e., the edge relation E is irreflexive and (b) for
every pair u, v ∈ V of distinct vertices we have either (u, v) ∈ E or (v, u) ∈ E, but not both. It is well known that any vertex
of maximal out-degree in a tournament is a king of the tournament. In particular, every tournament has a king.
Except for the tournament consisting of a single vertex or of no vertices, a tournament obviously cannot have a diameter
strictly less than 2. In the following, wewill often need to construct tournaments that have diameter exactly 2. The following
lemmas show when and how this can be done, but first we need a definition.
Definition 2.3. Let G = (V , E) be a graph. Let u and v be two new vertices that are not in V . Let G[u, v] = (V ′, E ′) be the
following graph: V ′ = V ∪ {u, v} and E ′ = E ∪ {(u, v)} ∪ {(x, u) | x ∈ V } ∪ {(v, x) | x ∈ V }.
The definition states that we obtain G[u, v] from G by adding the vertices u and v and adding edges from all old vertices
to u, adding an edge from u to v, and adding edges from v to all old vertices.
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Lemma 2.4. Let T = (V , E) be a tournament and let u, v /∈ V be two new vertices. Let K ⊆ V be the set of kings in T . Then the
set of kings of T [u, v] is K ∪ {u, v}. In particular, if T has diameter 2, then T [u, v] has diameter 2.
Proof. To prove the lemma we need to show that u and v are kings of T [u, v] and, furthermore, that a vertex x ∈ V is a king
of T [u, v] if and only if x is a king in T . First, v is a king in T [u, v] as there are direct edges from v to all x ∈ V and there is
a path v → x → u in T [u, v], where x ∈ V is an arbitrary vertex. Second, u is a king in T [u, v] as there is an edge u → v
and for all x ∈ V there is a path u→ v → x. Third, a king k of T is also a king of T [u, v]: For every x ∈ V there is a path of
length at most 2 from k to x, since k is a king in T . There is an edge k→ u by construction and there is the path k→ u→ v.
Fourth, if x ∈ V is not a king of T , it is also not a king of T [u, v]: Let y ∈ V be a vertex at a distance (measured in T ) from k
of at least 3. Then the distance from x to y in T [u, v] is 3, but not less: There is a path x→ u→ v→ y, but neither the path
x→ u→ y nor the path x→ v→ y exist. 
Lemma 2.5. There is no 4-vertex tournament of diameter 2.
Proof. For the sake of contradiction, assume that a 4-vertex tournament T with diameter 2 exists. Clearly, no vertex can
have out-degree 0 or 3. Then, all four vertices have out-degree 1 or 2. The out-degrees must sum up to 6 as there are six
edges, and thus two vertices must have out-degree 1 and the other two have out-degree 2. Let u be a vertex of out-degree
1 and let v be the single vertex for which there is an edge u→ v in T . We must be able to reach the other two vertices, call
them z andw, within two steps from u, and thus there must be edges from v to both z andw. Consider the edge betweenw
and z. If it goes from z to w, then the shortest path from w to z is (w, u, v, z); if it goes from w to z, then the shortest path
from z tow is (z, u, v, w). In either case, we have a contradiction. 
Definition 2.6. We define a 6-vertex tournament T diam=26 as follows. Let V = C ∪ D, where C = {c0, c1, c2} and D ={d0, d1, d2}. We connect the vertices ci in a ‘‘clockwise’’ fashion and the vertices di in a ‘‘counter-clockwise’’ fashion, that is,
we add edges c0 → c1 → c2 → c0 and d2 → d1 → d0 → d2. We call C and D the two cycles of the tournament. Next, we
add an edge ci → di for all i ∈ {0, 1, 2}. In the other direction, we add an edge di → c(i+1) (mod 3) for all i ∈ {0, 1, 2}. The
remaining missing edges are added in any fixed, arbitrary manner.
Lemma 2.7. The tournament T diam=26 has the following properties:
(i) Its diameter is 2.
(ii) For every vertex c ∈ C there is a vertex in d ∈ D such that d→ c.
(iii) For every vertex d ∈ D there is a vertex in c ∈ C such that c → d.
Proof. For the first claim, first note that we can reach all vertices from vertex c0 through the following paths: c0 → c1,
c0 → c1 → c2, c0 → d0, c0 → c1 → d1, and c0 → d0 → d2. Second, observe that the situation is symmetric for all other
vertices—only the numbering is changed. For the second claim, we can reach ci from d(i+2) (mod 3); for the third claim, we
can reach di from ci. 
Lemma 2.8. Let n be a positive integer. Then, there exists an n-vertex tournament of diameter 2 if and only if n /∈ {1, 2, 4}.
Proof. Let {x1, . . . , xn} be a set of vertices. We show how to construct a diameter-2 tournament T diam=2n on this set for
n /∈ {1, 2, 4} and show that no such tournament exists for n ∈ {1, 2, 4}.
For n = 1, the only tournament contains a single vertex and has diameter 0.
For n = 2, the only tournament is a single edge, and thus it has an infinite diameter.
For n = 3, the cycle x1 → x2 → x3 → x1 is a tournament of diameter 2.
For n = 4, no tournament of diameter 2 exists by Lemma 2.5.
For n = 5 and all larger odd numbers, we can construct an n-vertex tournament of diameter 2 by repeatedly applying
Lemma 2.4 to the 3-vertex tournament of diameter 2.Whenwe apply Lemma 2.4 for the first time, we set u = x4 and v = x5.
When we apply it for the second time, we set u = x6 and v = x7. More generally, each time we apply the lemma we set u
to be xi for an even i and we set v to be xi+1.
For n = 6, the tournament T diam=26 from Definition 2.6 has diameter 2 by Lemma 2.7.
For n = 8 and all larger even numbers, we construct an n-vertex tournament of diameter 2 by repeatedly applying
Lemma 2.4 to the 6-vertex tournament of diameter 2. Each time we apply the lemma we set u to be xi for an odd i and we
set v to be xi+1. 
Definition 2.9. Given a list (x1, . . . , xn) of vertices for n ≥ 5, let T diam=2n (x1, . . . , xn) be the tournament constructed in
Lemma 2.8. When the list is clear from context, we just write T diam=2n .
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2.3. Polynomial hierarchy
The polynomial hierarchy [11,19] can be defined in various ways that yield the same classes. However, for the purpose
of this article, it is easiest to use a quantifier-based definition (see [20,23]). We say that a binary relation R ⊆ Σ∗ × Σ∗ is
polynomial-time decidable if the set {〈x, y〉 | (x, y) ∈ R} is in P. We define polynomial-time decidable ternary or quaternary
relations similarly. With this definition, we can define the two levels of the polynomial hierarchy that will be of interest to
us, namely Πp2 and Σ
p
3 , as follows: A language L is in Π
p
2 if and only if there exist a polynomial p and a polynomial-time
decidable relation R ⊆ Σ∗ ×Σ∗ ×Σ∗ such that for all words x ∈ Σ∗ we have
x ∈ L ⇐⇒ (∀y ∈ Σp(|x|))(∃z ∈ Σp(|x|))[R(x, y, z)]. (1)
A language L is in Σp3 if and only if there exist a polynomial p and a polynomial-time decidable relation R ⊆ Σ∗ × Σ∗ ×
Σ∗ ×Σ∗ such that for all words x ∈ Σ∗ we have
x ∈ L ⇐⇒ (∃w ∈ Σp(|x|))(∀y ∈ Σp(|x|))(∃z ∈ Σp(|x|))[R(x, w, y, z)]. (2)
2.4. Succinct representations of general graphs
By circuit we refer to combinatorial circuits containing input-, output-, negation-, and-, and or-gates. The fan-in of each
gate is at most 2. Fan-out is not restricted. For a circuit C with n input gates andm output gates, we also use C to denote the
function computed by the circuit C . This function, C , maps elements ofΣn toΣm. For a circuit C , we use code(C) to denote
a standard binary encoding of the circuit. The exact details of such a coding will not be important, but note that for n-input
andm-output circuits C the coding will have length at least n+m.
We use circuits to define graphs succinctly. For positive integers n, given an 2n-input, 1-output circuit C , we say that it
specifies the graph G whose vertex set is V = Σn and whose edge set is defined as follows: There is an edge from x ∈ V
to y ∈ V if and only if C(xy) = 1. We say that C is a succinct representation of G. Note that a graph G has many succinct
representations.
In the rest of this article, we will describe different (often quite complicated) graphs and tournaments that are highly
regular and can be described succinctly by circuits that are easy to compute (for instance, in logarithmic space). In the
present article, we do not explain in detail how these succinct representations can be obtained, but interested readers will
find detailed constructions in the technical report version [6] of the present article.
We next formalize the radius, diameter, and k-kingship problems for succinctly specified graphs. Let k be a fixed positive
integer.
succinct-k-radius = {code(C) | the graph specified by C has radius at most k}.
succinct-k-diameter = {code(C) | the graph specified by C has diameter at most k}.
succinct-k-king = {〈code(C), x〉 | x is a k-king in the graph specified by C}.
2.5. Tournament family specifiers
We can use circuits as introduced in the previous section to describe tournaments succinctly. However, there is also a
different, more computationally uniform (and less flexible) way of specifying tournaments succinctly.
A tournament family specifier is a function f : Σ∗ ×Σ∗ → Σ∗ such that
(i) f is a polynomial-time computable function;
(ii) f is commutative, that is, for all x, y ∈ Σ∗ we have f (x, y) = f (y, x); and
(iii) f is a selector, that is, for all x, y ∈ Σ∗ we have f (x, y) ∈ {x, y}.
We interpret this as specifying, in the following way, a family of tournaments, one per length. At each length n, the vertices
in the length-n tournament specified by f will be the bitstrings in Σn. For each two distinct vertices among these, x and
y, the edge between them will be x → y if f (x, y) = y and it will be y → x if f (x, y) = x. There will be no self-loops.
Since our function f always chooses one of its inputs and is commutative, this indeed yields a family of tournaments. We
call the tournament just described the length-n tournament induced by f . One may note that the constraints in the definition
of tournament family specifiers apply even between strings of different lengths, and yet this is never used in our proofs
of results about tournament family specifiers since specifiers specify different, separate tournaments at each length. The
constraint just ensures that every tournament family specifier is a (commutative) P-selector in the sense of P-selectivity
theory, but is not needed otherwise.
For completeness, we recall from the introduction the definition of the k -Kingsf problem for tournament family
specifiers f , namely k -Kingsf = {x ∈ Σ∗ | x is a k-king in the length-|x| tournament specified by f }. A language L is
called a P-k-king language, if there exists a tournament family specifier f with k -Kingsf = L. Our main interest in this article
is to find out which languages are P-k-king languages. The following lemma provides a first example (we will need the
construction from the lemma in later proofs). Note thatΣ∗ − {1, 11} = pad′j(Σ∗) holds for all positive integers j.
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Lemma 2.10. For every k ≥ 2, the languageΣ∗ − {1, 11} is a P-k-king language.
Proof. We must show that there is a tournament family specifier such that for all word lengths n, except for n = 1 and
n = 2, all words inΣn are k-kings of the length-n tournament induced by f . Note that all vertices of a tournament of length
n ≥ 2 are k-kings if and only if the tournament has diameter 2.
For n = 0, the tournament family specifier is trivial and, indeed, the single word  is a k-king of the tournament whose
vertex set isΣ0.
For n = 1, the tournament family specifier directs the arrow from 0 to 1. So 0 and only 0 is a k-king of the tournament
Σ1 = Σ .
For n = 2, the tournament family specifier specifies the following tournament on Σ2 = {00, 01, 10, 11}: The three
vertices 00, 01, and 10 form a cycle and there is an edge from each of them to 11. Then clearly the three vertices 00, 01, and
10 are k-kings ofΣ2, and 11 is not.
For n = 3 and all larger n, the tournament family specifier for the tournamentΣn specifies a diameter-2 tournament on
2n vertices. By Lemma 2.8, such a tournament exists (we have 2n ≥ 8). The trickier part is specifying such a tournament in
polynomial time. We give a rather detailed construction in the following to give a flavor of the typical line of arguments; for
similar constructions in later proofs, please see the technical report version [6].
Let us introduce names for the words ofΣn: Let σi with i ∈ {1, 2, 3, . . . , 2n} denote the ith lexicographical word inΣn.
The tournament of diameter 2 on these words will be the tournament T diam=22n (σ1, . . . , σ2n) constructed in Lemma 2.8. It
remains to show how the edge relation of this tournament can be decided in polynomial time.
The general rule resulting from the construction is the following: Suppose we are given two input words σi and σj for
which our machine M should decide whether there is an edge from σi to σj or the other way round. We assume i < j,
otherwise we exchange the roles of σi and σj (and for i = j nothing needs to be done). If i and j are both at most 6, then
M can direct the edge according to the hardwired tournament T diam=26 . So, suppose j > 6. In this case we distinguish two
cases, depending on whether j is even or odd. First, assume that j is odd. ThenM outputs that there is an edge from σi to σj.
Second, assume that j is even. If i = j− 1, thenM outputs that there is an edge from σi to σj. If i < j− 1, thenM outputs that
there is an edge from σj to σi. Clearly, the computation of M takes only polynomial time. Furthermore, M specifies exactly
the tournament T diam=22n (σ1, . . . , σ2n) as can be seen by comparing the construction of T
diam=2
2n in Lemma 2.8 and the above
specification ofM ’s output. 
3. Complexity of the diameter problem
In this section, we prove that the succinct diameter problem is complete for Πp2 . Indeed, we show that the succinct
diameter problem restricted to tournaments, defined by
succinct-k-diameter-tournament = {code(C) | the graph specified by C is a tournament of diameter at most k},
is already hard for this class for every fixed k ≥ 2. The tools that we introduce for the proof of this result will be important
in the following sections.
Definition 3.1. An `-layered tournament is a tournament whose vertex set is the disjoint union of ` nonempty sets L1, . . . , L`
such that the following holds: For any vertex u ∈ Li and v ∈ Lj with i < j− 1, there is an edge v→ u.
Lemma 3.2. Let T be an `-layered tournament, let u ∈ L1, and let v ∈ L`. Then the shortest path from u to v has length at least
`− 1.
Proof. Each edge of a path from u to v can increase the level by at most 1. 
Our next task is the definition of a rather complex tournament that will be used in later proofs. Recall that we want to
show that every problem inΠp2 reduces to the succinct k-diameter problem. For this, we construct a tournament inwhich all
vertices are k-kings, except possibly for one vertex, which will be a k-king exactly if a certain ‘‘for all . . . exists . . . ’’ property
is true. The tournament is visualized in Fig. 1.
Definition 3.3. Let n ≥ 3 and k ≥ 2 be integers and let R ⊆ Σn × Σn be a relation. Let V be a vertex set. Let J ⊆ V be
a set of even cardinality (its members will be called the junk vertices) such that |V | − |J| = k + 8 + 2 · 2n for even k and
|V | − |J| = k+ 7+ 2 · 2n for odd k. We define a tournament T k(R, J) on the vertex set V as follows.
(i) The layers: The tournament is a (k+ 1)-layered tournament. The layers get the following special names: Layer L1 is the
potential k-king layer. Layers L2, . . . , Lk−1 are the antenna layers (note that for k = 2 there are no antenna layers). Layer
Lk is the z-layer. Layer Lk+1 is the y-layer.
(ii) Vertices in the layers: The potential k-king layer L1 contains a single vertex p. Each antenna layer Li for i ∈ {2, . . . , k−1}
also contains a single vertex ai. The z-layer Lk is the set Z ∪ Z ′, where Z ′ = {z1, z2, z3} for even k and Z ′ = {z1, z2} for
odd k. The set Z = {βz | z ∈ Σn} contains 2n elements that are indexed by the bitstrings of length n. The y-layer Lk+1
is the set Y ∪ C ∪D∪ J , where Y = {αy | y ∈ Σn} also contains 2n elements that are indexed by the bitstrings of length
n and C = {c0, c1, c2} and D = {d0, d1, d2}. We assume that all the sets Y , C , D, Z , Z ′, and J are pairwise disjoint.
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Fig. 1. Visualization of the tournament T k(R, J) for even k; for odd k the vertex z3 is not present. Vertices are depicted as small circles. Wherever there is
no arrow between two vertices in different layers, the missing arrow points upward. The darker areas denote sets of vertices, a double-line arrow from
an area (or a single vertex) to another area means that there is an arrow from every vertex in the first area to every vertex in the second area. The larger
lighter areas denote sets of vertices that are internally connected so that they form the tournament T diam=2x . The dashed arrows between Z and Y indicate
examples of how the arrows between these two sets might be directed; they — and only they — depend on R.
(iii) Edges between adjacent layers: We now describe the connections between one layer and the next (the connections
between vertices in nonadjacent layers are already fixed by the fact that T k(R, J) is a layered tournament). For layers
L1, . . . , Lk−1, each of which contains only one vertex, there is an edge to every vertex in the next layer. For layers Lk and
Lk+1, we explain for each element of Y ∪ C ∪ D ∪ J of vertices in the y-layer which edges there are to or from vertices
in the z-layer.
(a) Let αy ∈ Y . For every vertex βz ∈ Z , there is (a) an edge βz → αy if and only if (y, z) ∈ R and (b) an edge αy → βz
if and only if (y, z) /∈ R. For every vertex zi ∈ Z ′, there is an edge αy → zi.
(b) Let c ∈ C . For every z ∈ Z , there is an edge z → c . There is also an edge z1 → c . However, there is an edge c → z2
and, provided z3 exists, also an edge c → z3.
(c) Let d ∈ D. For every z ∈ Z , there is also an edge z → d. However, there is an edge d → z1; and there is an edge
z2 → d and, provided z3 exists, also an edge z3 → d.
(d) Let j ∈ J . For every z ∈ Z there is an edge z → j. However, for every zi ∈ Z ′ there is an edge j→ zi.
(iv) Edges inside each layer: For the potential k-king layer and the antenna layers, nothing needs to be specified. For the z-
layer, we connect the vertices inside the z-layer such that they form the tournament T diam=22n+2 or the tournament T
diam=2
2n+3
from Definition 2.9. For the y-layer, we connect the vertices as follows.
(a) Connect the vertices in Y ∪ J such that they form the tournament T diam=22n+|J| from Lemma 2.8 for the given numbering.
(b) Connect the vertices in C ∪ D such that they form the tournament T diam=26 from Definition 2.6.
(c) Connect every vertex u ∈ Y ∪ J and every vertex v ∈ C ∪ D by an edge v→ u.
Note that in the above definition of T k(R, J) we frequently referred to n, where R ⊆ Σn × Σn. If R happens to be the
empty relation, then n is not specified uniquely, and one would have to write something like T k(R, J, n) to be precise. To
keep the notation simple, we write only T k(R, J).
We will often need to talk about ‘‘an arbitrary vertex in some layer Li.’’ We will generally use the variables li, l′i and so on
to denote such vertices.
Lemma 3.4. Let k ≥ 2, let n ≥ 3, let R ⊆ Σn × Σn be a relation, and let J be a set of even size. Then the tournament T k(R, J)
has the following properties:
(i) The vertex p in the potential k-king layer is a k-king if and only if for every y ∈ Σn there exists a z ∈ Σn such that (y, z) ∈ R
holds.
(ii) All other vertices are k-kings of the tournament.
Proof. We start with the proof of the first claim.
For the first direction, assume that for every y ∈ Σn there exists a z ∈ Σn such that (y, z) ∈ R holds. Then p is a k-king
as can be seen as follows: The construction states that, except for layers Lk and Lk+1, we can go from every layer in one step
to all vertices in the next layer. Thus, we can reach all vertices in the z-layer Lk within k − 1 steps. To reach the vertices in
the y-layer from the z-layer in another step, we use the following edges:
(i) Let αy ∈ Y with y ∈ Σn. By assumption, there exists a z ∈ Σn with (y, z) ∈ R. By part a of Definition 3.3.iii there is an
edge βz → αy.
(ii) Let y ∈ C ∪ D ∪ J . Then βz → y for any βz ∈ Z by part b, c, or d.
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For the second direction, assume that p is a k-king. Let y ∈ Σn be given. We have to argue that there exists a z ∈ Σn with
(y, z) ∈ R. Consider a path from p to αy of length at most k. By Lemma 3.2, this path has to end with a step along an edge
from some vertex lk ∈ Lk to αy. This implies lk ∈ Z since there is no edge from any vertex in Z ′ = Lk − Z to αy, see part a of
Definition 3.3.iii. This shows lk = βz for some z ∈ Σn and the presence of the edge βz → αy implies (y, z) ∈ R as claimed,
again by part a.
We next prove the second claim by going over all other vertices of T k(R, J) one by one and showing that they are k-kings.
(i) Consider the vertex ai in an antenna layer Li. From ai we can reach all vertices in the z-layer within k− 2 steps and all
vertices in the antenna layers Lj with i < j in even fewer steps. From the z-layer, we can reach all vertices in layers Lj
with j < i in one step.
Consider a vertex lk+1 in the y-layer.We show that we can reach it within two steps from some vertex in the z-layer.
For lk+1 ∈ Y ∪ J , we can use the path z1 → c → lk+1, where c ∈ C is an arbitrary vertex. For lk+1 ∈ C , we can use the
path z1 → lk+1. Finally, for lk+1 ∈ D, we can use the path z2 → lk+1.
(ii) Consider a vertex lk in the z-layer Lk. We can reach every other vertex of the z-layer from lk within two steps since the
vertices of the z-layer induce the tournament T diam=22n+2 or T
diam=2
2n+3 . Next, by Definition 3.3.iii parts b and c there always
exists a vertex y ∈ C ∪ D such that lk → y. This implies that we can reach the potential k-king and all vertices in the
antenna layers through the paths lk → y→ p and lk → y→ ai. It remains to argue that we can reach all vertices lk+1
in the y-layer within k steps.
If lk ∈ Z , we can reach lk+1 in (a) one step for lk ∈ C ∪ D ∪ J and (b) in two steps for lk+1 ∈ Y , namely through the
path lk → c → lk+1, where c ∈ C is arbitrary.
If lk = z1, we can reach lk+1 as follows:
(a) Let lk+1 ∈ Y ∪ J . Then lk → c1 → lk+1 is the desired path.
(b) Let lk+1 ∈ C . Then lk → lk+1 is the desired path.
(c) Let lk+1 ∈ D. By Lemma 2.7 part iii, there exists a c ∈ C such that c → lk+1. Then lk → c → lk+1 is the desired path.
If lk ∈ {z2, z3}, we can reach the vertices of the y-layer as follows:
(a) Let lk+1 ∈ Y ∪ J . Then lk → d1 → lk+1 is the desired path.
(b) Let lk+1 ∈ C . By Lemma 2.7 part ii, there exists a d ∈ D such that d→ lk+1. Then lk → d→ lk+1 is the desired path.
(c) Let lk+1 ∈ D. Then lk → lk+1 is the desired path.
(iii) Consider a vertex lk+1 in the y-layer Lk+1. Through p, we can reach all vertices in layers L1 to Lk within k steps. Now,
consider the vertices in the y-layer.
(a) Let lk+1 ∈ Y ∪ J . Since the vertices in Y ∪ J form a subtournament of T k(R, J) of diameter 2, there is a path of length
at most 2 from lk+1 to every l′k+1 ∈ Y ∪ J inside this subtournament. Next, consider l′k+1 ∈ C . This can be reached
from lk+1 through the path lk+1 → z1 → l′k+1, see parts a and d of Definition 3.3.iii for lk+1 → z1 and part b for
z1 → l′k+1. Finally, consider l′k+1 ∈ D. Then lk+1 → z2 → l′k+1 is the desired path.
(b) Let lk+1 ∈ C ∪D. Then all l′k+1 ∈ Y ∪ J can be reached in one step. All l′k+1 ∈ C ∪D can be reached within two steps,
since the vertices in C ∪ D form a subtournament of T of diameter 2. 
In order to represent a tournament T k(R, J) succinctly using a circuit, the vertex set of the tournament must be Σm for
a sufficiently large m. The following definition introduces a special notation for the resulting tournament. As mentioned
earlier, we omit the details of which words are used, exactly, to encode the antenna vertices, Y , Z , J , C , and D, and we
also omit a description of the circuit that specifies the tournament. In both cases, interested readers will find the detailed
constructions in the technical report version [6].
Definition 3.5. Let k ≥ 2 and n ≥ 3 be integers, let R ⊆ Σn × Σn, and let m be an integer such that 2m > k + 8 + 2 · 2n.
Then, T k
Σm(R) denotes the tournament T
k(R, J), where the vertex set V is Σm, where the potential k-king is encoded as 0m,
and where the set J ⊆ V of junk vertices has size 2m− k− 8− 2 · 2n for even k and size 2m− k− 7− 2 · 2n vertices for odd k.
Theorem 3.6. Let k ≥ 2. Then succinct-k-diameter-tournament is≤pm-complete forΠp2 .
Proof. The problem succinct-k-diameter-tournament is clearly amember ofΠp2 : Given as input a circuit X , wemust check
(a) whether the graph specified by X is a tournament and (b) whether in this graph for all ordered pairs (s, t) of vertices
there exists a path of length at most k from s to t , that is, whether there exist a list of k− 1 (or k− 2 or . . . or 0) appropriate
intermediate vertices. The first test is a coNP-test, the second is a coNPNP-test.
To prove hardness, let an arbitrary language L ∈ Πp2 be given. Then there exist a polynomial p and a ternary relation
R ⊆ Σ∗ × Σ∗ × Σ∗ such that Eq. (1) from Section 2.3 holds. We describe a polynomial-time reduction from L to
succinct-k-diameter-tournament. Let an input x be given. We define a relation Rx ⊆ Σp(|x|) × Σp(|x|) as follows: Let
(y, z) ∈ Rx for y, z ∈ Σp(|x|) if and only if (x, y, z) ∈ R. Compute the minimalm such that 2m > k+ 8+ 2 · 2p(|x|). We map x
to a circuit X that specifies the tournament T k
Σm(Rx). By Lemma 3.4, all vertices of this tournament are k-kings of T , except
possibly for p = σ1. This vertex is a k-king of T if and only if for all y ∈ Σp(|x|) there is a z ∈ Σp(|x|) such that (y, z) ∈ Rx. But
this means that p is a k-king if and only if x ∈ L. Thus, x ∈ L if and only if all vertices of T k
Σm(Rx) are k-kings. 
The proof of Theorem 3.6 also proves the following corollary.
Corollary 3.7. Let k ≥ 2. Then, succinct-k-diameter is≤pm-complete forΠp2 .
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Note that the language succinct-1-diameter is easily seen to be ≤pm-complete for coNP while the language
succinct-1-tournament-diameter is the empty set (since in our model all graphs specified by a circuit have size at least 2,
and so in the case of tournaments, cannot have diameter 1, since no tournament on 2 or more vertices has diameter 1).
4. Complexity of P-k-king languages
In this section, we establish the following result, which is the central structural result of this article.
Theorem 4.1. Let k ≥ 2. Each language inΠp2 − {∅,Σ∗} is≤pm-equivalent to a P-k-king language.
This result says that, excluding from our attention the singleton degrees of the empty set and of Σ∗, for every k ≥ 2
every many-one degree can be named by a k-kings problem. That is, k-kings problems are so flexible that they take on every
possibleΠp2 complexity level.
1
Note in particular that the theorem applies to the complete Πp2 degree. Thus, we have the following corollary, which
shows that the result of [8] that P-2-king languages are all inΠp2 is optimal.
Corollary 4.2. For each k ≥ 2, there is aΠp2 -complete P-k-king language.
We will prove Theorem 4.1 by showing a result, Theorem 4.3, that in effect is even stronger.
Theorem 4.3. Let L be a language and let k ≥ 2. Then L ∈ Πp2 if and only if there exists a positive integer j such that pad′j(L) is a
P-k-king language.
Theorem 4.3 says that each set inΠp2 has a padded version of itself that is a P-k-king language. By part v of Lemma 2.2,
this implies Theorem 4.1. Note that Theorem 4.3, unlike Theorem 4.1, holds even for the trivial languages ∅ andΣ∗.
One might naturally ask why it is worth proving Theorem 4.3 rather than merely proving Theorem 4.1. After all, proving
Theorem 4.1 directly is slightly simpler; pad′j is not the most intuitively natural padding family in the world; and there are
costs to our approach such as the fact that the proof of Theorem4.3 hasmuchmachinery and is somewhat fragile. However, it
turns out that Theorem 4.3 is ‘‘what we really need’’ in certain applications: Our proof that the radius problem for succinctly
specified graphs is Σp3 -complete relies on the stronger claim of Theorem 4.3. Theorem 4.3 also is worthwhile simply for
what it says: It shows that a very simple, restricted family of reductions—namely, those of the family pad′j—suffices to map
each set inΠp2 − {∅,Σ∗} to a P-k-king language it is equivalent to.
To prove Theorem4.3, we introduce a new tournament that ‘‘weaves together’’ multiple T k
Σm(R) tournaments. Thewoven
tournament is visualized in Fig. 2.
Definition 4.4. Let k ≥ 2, n ≥ 1, and n′ ≥ 3 be integers, let R ⊆ Σn ×Σn′ ×Σn′ be a ternary relation, letm be an integer
with 2m > k + 8 + 2 · 2n′ , and let F (called the fill-up vertices) be a set of vertices whose cardinality is not 0, 2, or 4. The
woven tournament W k(R, F ,m) is defined as follows.
(i) The tournaments that are woven together: The vertex set of the woven tournament is the disjoint union of all T k
Σm(Rx)
for x ∈ Σn and of F . Here, Rx ⊆ Σn′ × Σn′ is the relation that contains all pairs (y, z) such that (x, y, z) ∈ R. Taking
the disjoint union means that for every x ∈ Σn and each v ∈ T k
Σm(Rx), the tournamentW
k(R, F ,m) contains a tagged
element vx. Tagged potential k-kings get a name for later reference: Let the tagged version of the single vertex of the
potential k-king layer of T k
Σm(Rx) be denoted p
x in the following.
(ii) Edges inside the tournaments that are woven together: The vertices inside the woven tournament that come from one
T k
Σm(Rx) are connected in the woven tournament in the same way as they are connected in T
k
Σm(Rx); formally, there is
an edge u→ v in T k
Σm(Rx) if and only if there is an edge u
x → vx inW k(R, F ,m).
(iii) The layers: The woven tournament is a k+1-layered tournament. The vertices on layer Li of the woven tournament are
exactly the vertices in the tournaments T k
Σm(Rx) in layer Li. In addition, all vertices from F are part of layer Lk.
(iv) Edges between different, nonadjacent layers: The definition of a layered tournament, Definition 3.1, fixes how vertices in
nonadjacent layers are connected.
(v) Edges inside each layer: For two vertices in the same T k
Σm(Rx), we have already fixed how they are connected. In the
other cases, we proceed as follows:
(a) For vertices in layers other than layer Lk, we add the missing edges arbitrarily.
(b) For vertices in layer Lk, we can also connect vertices in different T kΣm(Rx) arbitrarily, but for a vertex u ∈ T kΣm(Rx)
and a vertex f ∈ F , the edge direction is f → ux.
(c) Let f1, . . . , f|F | be names for the vertices inside F . We connect them such that they form the tournament
T diam=2|F | (f1, . . . , f|F |).
1 The case of the degree of the empty set is hopeless, since the only set≤pm-equivalent to the empty set is the empty set, and the empty set can never be a
king language. The case of the degree ofΣ∗ depends on such things as the alphabet cardinality. However, note that whenΣ = {0, 1}, as it does throughout
this article, the two length-1 strings already ensure that no king language can be Σ∗ , since at least one of those two strings is not a king in the length-1
tournament. So, since the only set≤pm-equivalent toΣ∗ isΣ∗ , this means that the degree ofΣ∗ cannot contain a king language.
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Fig. 2. Visualization of the woven tournamentW k(R, F ,m). It consists of the different T k
Σm (Rx) for x ∈ Σn , shown as vertical columns, plus the set F , which
lies in layer Lk . Inside each column, the vertices are connected exactly as in T kΣm (Rx); the dashed line between the vertices on the last two layers indicates
that the directions of the edges vary there (they depend on Rx). As in Fig. 1, missing edges between vertices on different layers point upward and double-line
arrows indicate the direction of all edges between two sets. Missing edges inside a layer can be directed arbitrarily, except — as indicated — inside F .
(vi) Edges between adjacent layers:Oncemore, the connection between vertices ux and vx stemming from the same T k
Σm(Rx)
is already fixed. For all vertex pairs in adjacent layers for which we have not yet assigned a direction, we use the
following rules:
(a) The edges between the vertices in layer Lk−1 and the vertices in F always point to the vertex in F .
(b) Let lxk be a vertex in layer Lk and let l
x′
k+1 be a vertex in layer Lk+1, where x 6= x′. Then the edge between lxk and lx′k+1
is lxk → lx′k+1.
(c) Except when otherwise specified by the two just-stated rules, edges point from the vertex in the layer with the
larger index to the vertex in the layer with the smaller index.
Similarly to the definition of T k(R, J), the definition ofW k(R, F ,m)makes references to the numbers n and n′, which are
not unique if R happens to be the empty relation. To keep the notation simple, we writeW k(R, F ,m) nevertheless.
Lemma 4.5. Let k ≥ 2, n ≥ 1, and n′ ≥ 3 be integers, let R ⊆ Σn × Σn′ × Σn′ be a ternary relation, let m be an integer with
2m > k + 8 + 2 · 2n′ , and let F be a set of vertices whose cardinality is not 0, 2, or 4. Then the woven tournament W k(R, F ,m)
has the following properties:
(i) For every x ∈ Σn the vertex px is a k-king of the woven tournament if and only if for every y ∈ Σn′ there exists a z ∈ Σn′
such that (x, y, z) ∈ R holds.
(ii) All other vertices (vertices other than the px) are k-kings of the woven tournament.
Proof. We start with a proof of the first claim.
For the first direction, assume that px is a k-king of the woven tournament. We have to argue that for every y ∈ Σn′ there
exists a z ∈ Σn′ such that (x, y, z) ∈ R. Consider the tournament T k
Σm(Rx). Let V be its vertex set and let V
x = {vx | v ∈ V }
be the set of tagged versions of the vertices in V . Then V x is a set of vertices in the woven tournament.
We claim that every path of length at most k from px to a vertex vx ∈ V x in the y-layer has to fall completely inside V x.
Since the woven tournament is a layered tournament, by Lemma 3.2 we know that a path from px to vx has to advance one
layer in each step. In particular, this path cannot go back a level or stay inside the same level for one step.
Suppose the path from px to vx leaves the set V x at some point (and returns to it later on, at the latest when it reaches
vx ∈ V x). When the path leaves V x, it must do so while advancing a level. By the construction of the woven tournament,
this is possible only in the following cases: First, we can go from a vertex in layer Lk−1 inside V x to any vertex in F . However,
there is no edge from any vertex in F to any vertex in the next layer, so we cannot advance from F to the last layer. Second,
we can go from any lxk ∈ V x in layer Lk directly to every lx′k+1 in layer Lk+1, but only for x′ 6= x and not, as one would need, for
x = x′.
We now know that the path from px to vx must fall within V x. This shows that there is a path of length at most k from
the potential k-king of T k
Σm(Rx) to every vertex in the y-layer of T
k
Σm(Rx). This implies that the potential k-king of T
k
Σm(Rx)
is a k-king of T k
Σm(Rx), since all vertices in layers other than the y-layer are easily reachable even within k − 1 steps from
the potential k-king. By the first part of Lemma 3.4, this implies that for every y ∈ Σn′ there exists a z ∈ Σn′ such that
(y, z) ∈ Rx, which is equivalent to (x, y, z) ∈ R.
Let us now prove the second direction of the first claim. Assume that for every y ∈ Σn′ there exists a z ∈ Σn′ such that
(x, y, z) ∈ R holds and we wish to show that px is a k-king of the woven tournament.
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By Lemma 3.4, the potential k-king p of T k
Σm(Rx) is a k-king of T
k
Σm(Rx). This implies that there is a path in the woven
tournament of length at most k from px to each vertex vx for v ∈ V x. Again, V x is the tagged version of the vertex set of
T k
Σm(Rx).
The harder part is arguing that we can reach all vertices of the woven tournament other than those in V x from px within
k steps. Note that this is always the case, independently of whether (∀y)(∃z)[R(x, y, z)] holds or not:
(i) Consider any vertex lx
′
i for x
′ 6= x in any layer Li for i ≤ k− 1. This vertex can be reached as follows: There is a path of
length k− 1 from px to every vertex in V x in layer Lk, and there is an edge from every such vertex to lx′i .
(ii) Consider any vertex in F . This vertex can be reached as follows: There is a path of length k − 2 from px to the single
vertex of V x in layer Lk−1, and there is an edge from this vertex to every vertex in F . Thus, we can reach every vertex of
F within k− 1 steps from px.
(iii) Consider any vertex lx
′
k for x
′ 6= x in layer Lk. This vertex can be reached from px through the path of length k − 1 to
some vertex f ∈ F (note that F contains at least one vertex) and the edge from f to lx′k .
(iv) Consider any vertex lx
′
k+1 for x′ 6= x in layer Lk+1. This vertex can be reached as follows: There is a path of length k− 1
from px to each vertex lxk ∈ V x in layer Lk and, since x′ 6= x, there is an edge from lxk to lx′k+1.
We next prove the second claim. For this claim, we show that all vertices that are not in the potential k-king layer are
always k-kings of the woven tournament.
(i) Let axi be a vertex in an antenna layer Li. From a
x
i , we can reach all u
x ∈ V x within k steps by Lemma 3.4 and the fact that
the woven tournament inherits the edges inside V x from T k
Σm(Rx). Now, consider a vertex v of the woven tournament
outside V x. Above, we argued that we can reach v from px within k steps. Furthermore, the path from px to v goes
through axi . Thus, we can also reach v from a
x
i within k steps.
(ii) Let lxk be a vertex in layer Lk (but not a vertex from F ).
(a) Again, we can reach all other vertices in V x within k steps by Lemma 3.4.
(b) Consider a vertex li /∈ V x in a layer Li for i < k. Then, there is a direct edge lxk → li.
(c) Consider a vertex lx
′
k for x
′ 6= x in layer Lk. It can be reached within k steps from lxk as follows: There is an edge form
lxk to p
x′ and there is a path of length at most k− 1 from px′ to lx′k .
(d) Consider a vertex f ∈ F . It can be reached within k steps from lxk by investing one step to go to any px′ with x′ 6= x
and k− 1 steps to reach f .
(e) Every vertex lx
′
k+1 for x′ 6= x in layer Lk+1 can be reached in one step.
(iii) Let f ∈ F . From this vertex, we can reach every vertex lxk in layer Lk in one step. We can reach every vertex lxi in any
different layer in two steps as follows: Use one step to go to some (l′k)x
′
in layer Lk with x′ 6= x and use another step to
go to lxi . Note that this works both for the antenna layers and for the y-layer. Finally, we can reach all other vertices in
F within two steps, since the vertices in F are connected according to the edge relation of T diam=2|F | .
(iv) Consider a vertex lxk+1 in layer Lk+1.
(a) As before, we can reach all vertices vx ∈ V x within k steps by Lemma 3.4.
(b) We can reach all vertices lx
′
i with x
′ 6= x in any layer Li for i ≤ k as follows: There is an edge lxk+1 → px′ and a path
of length at most k− 1 from px′ to lx′i .
(c) All f ∈ F can be reached in one step from lxk+1.
(d) Let (l′k+1)x
′
for x′ 6= x be a vertex in layer Lk+1. To reach it, we invest one step to reach either the vertex zx1 or the
vertex zx2. By Definition 3.3 part iii, at least one such edge always exists. Then we can reach (l
′
k+1)x
′
from either zx1
or zx2 in one step. 
Our next step is to fix how the vertices of the tournamentW k(R, F ,m) are coded.
Definition 4.6. Let k ≥ 2, n ≥ 0, and n′ ≥ 3 be integers, let R ⊆ Σn ×Σn′ ×Σn′ be a ternary relation, letm be an integer
such that 2m > k + 8 + 2 · 2n′ , and let l = n + m + 3. The tournamentW k
Σ l
(R) is defined as follows. For n ≥ 1, its vertex
set is V = Σ l. The set F is the set of all elements of V that do not end with 000. Note that this set does not have size 0, 2,
or 4. We number the vertices in F lexicographically. The vertices of the different T k
Σm(Rx) are encoded as follows: A vertex
ux is mapped to the bitstring xu000. Thus, we prefix the vertices of T k
Σm(Rx) with x and add 000 at the end. For n = 0, we
also define a tournamentW k
Σ l
(R), but differently (becauseW k(R, F) is not defined for n = 0). We setW k
Σ l
(R,m) to be the
tournament T k
Σm+3(R).
We are now ready to prove Theorem 4.3.
Proof of Theorem 4.3. We start with the easier direction. Suppose pad′j(L) is a P-k-king language. Every P-k-king language
is inΠp2 as we have only to check on input x whether for all y of the same length there exist an integer k
′ ∈ {0, . . . , k} and
796 E. Hemaspaandra et al. / Theoretical Computer Science 411 (2010) 783–798
bitstrings w0, w1, . . . , wk′ of length |x| such that x = w0, y = wk′ , and for each ` ∈ {0, . . . , k′ − 1}, the selector on input
(w`, w`+1) picksw`+1. Next, if pad′j(L) ∈ Πp2 , then we clearly also have L ∈ Πp2 .
For the other direction, let L ∈ Πp2 be given. By the quantifier characterization of the polynomial hierarchy, see Eq. (1)
on Section 2.3, there exist a polynomial p and a polynomial-time decidable relation R ⊆ Σ∗ × Σ∗ × Σ∗ such that for all
words x ∈ Σ∗ we have
x ∈ L ⇐⇒ (∀y ∈ Σp(|x|))(∃z ∈ Σp(|x|))[R(x, y, z)].
Choose j ≥ 3 such that the functionm(n) = nj + j has the property that 2m(n) > k+ 8+ 2 · 2p(n). We claim that pad′j(L)
is a P-k-king language.
For each nonnegative integer n, we define a relation Sn as follows: Sn ⊆ Σn × Σp(n) × Σp(n) and a tuple (x, y, z) ∈
Σn ×Σp(n) ×Σp(n) is in Sn if and only if (x, y, z) ∈ R.
Wemust now argue that there is a tournament family specifier whose k-king sets for the different word levels are exactly
thewords in pad′j(L). Observe that pad
′
j(L) ⊆ pad′j(Σ∗) = Σ∗−{1, 11} and that pad′j(L) differs frompad′j(Σ∗) only forwords
of lengths l of the form l = n+ nj + j+ 3 for some n.
We first explain which tournaments Tl for l ≥ 0 we are going to use for each word length l. We distinguish two different
kinds of word lengths l.
(i) For a word length l that is not of the form l = n+ nj+ j+ 3, let Tl be the tournament specified for the word length l by
the selector f ′ constructed in the proof of Lemma 2.10. In that lemma, it is shown that pad′j(Σ∗) is a P-k-king language.
(ii) For a word length l of the form l = n+ nj + j+ 3 for some n let Tl be the tournamentW kΣ l(Sn). Note that, indeed, the
vertex set of this tournament isΣ l = Σn+m(n)+3.
We claim that the k-king sets of the Tl form the language pad′j(L).
(i) For word lengths l that are not of the form n+ nj + j+ 3 we have pad′j(L)∩Σ l = pad′j(Σ∗)∩Σ l and the k-king set of
the tournament Tl is exactly pad′j(Σ∗) ∩Σ l.
(ii) For word lengths l of the form n+ nj + j+ 3 we have Tl = W kΣ l(Sn). The k-king set of Tl contains all bitstrings, except
possibly for the px, which have the form x0n−l. A vertex px is a k-king if and only if x ∈ L. This, in turn, is the case if and
only if padj(x) ∈ pad′j(L). This shows that the k-king set of Tl is exactly pad′j(L) ∩Σ l.
Clearly, the edge relations of the Tl can be decided in polynomial time. 
5. Complexity of the radius problem
In this section, we apply our results on P-k-king languages to prove that the succinct radius problem for directed graphs
is complete forΣp3 . Note that in the present section, unlike in the rest of this article, we consider arbitrary directed graphs
instead of just tournaments. The reason for this is simple. It is well known that every tournament has a 2-king [10]. So the
k-radius problem, k ≥ 2, is trivial for tournaments, since their radius is always at most 2.
Theorem 5.1. Let k ≥ 2. Then succinct-k-radius is≤pm-complete forΣp3 .
Proof. First, succinct-k-radius ∈ Σp3 as can be seen as follows: Given as input the code of a 2n-input circuit C we
have to check whether there exists a length-n bitstring x such that for all length-n bitstrings y 6= x there exists an integer
` ∈ {0, . . . , k − 1} and there exist ` bitstrings z1, . . . , z` of length n such that in the graph specified by C the following is a
path: x→ z1 → · · · → z` → y (for ` = 0 the path will simply be x→ y, of course).
Second, let any language L ∈ Σp3 be given. Then, there exists a quaternary relation R ⊆ Σ∗ × Σ∗ × Σ∗ × Σ∗ and a
polynomial p such that Eq. (2) from Section 2.3 holds. We define a language L′ as follows:
L′ = {〈x, w〉 ∣∣ |w| = p(|x|) ∧ (∀y ∈ Σp(|x|))(∃z ∈ Σp(|x|))[R(x, w, y, z)]}.
Clearly, L′ ∈ Πp2 . By Theorem 4.3, there exists a number j such that pad′j(L′) is a P-k-king language. Let f be the tournament
family specifier of the padded language.
We now describe a reduction from L to succinct-k-radius. For an input word x ∈ Σn, let n′ = |〈x, w〉| for some
word w ∈ Σp(|x|) (by Lemma 2.1, for a given x the number n′ does not vary over the possible values of w). Consider the
tournament T specified by f for the word lengthm = n′ + (n′)j + j+ 3. Let us write px,w for padj(〈x, w〉) = 〈x, w〉0n′j+j+3.
Then, by the definition of the padding function, we know that 〈x, w〉 ∈ L′ holds if and only if px,w is a k-king in T .
We define a graph Gx as follows. We add 2m new vertices to the tournament T , let us call them σ1 to σ2m . We add
the following new edges to the graph: There is an edge from every px,w to σ1. There is an edge from each σi to σi+1 for
i ∈ {1, . . . , k− 2}. Finally, there is an edge from σk−1 to all σi with i > k− 1. The vertex set of Gx has size 2m+1. It is easy to
see that we can compute, in polynomial time, the code of a circuit C that specifies Gx.
All that remains to be shown is that Gx has radius k if and only if x ∈ L. To see this, first note that only the vertices px,w
can be k-kings of Gx: There is exactly one path of length k−1 leading to the vertex σk, namely the path σ1 → · · · → σk, and
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the only vertices fromwhich we can reach σ1 in turn are the vertices px,w . On the other hand, from each of these vertices we
can clearly reach all σi in at most k steps. This implies that we can reach all vertices in Gx from px,w within k steps if and only
if px,w is already a k-king of T . Thus, some px,w is a k-king of Gx if and only if there exists aw ∈ Σp(|x|) with 〈x, w〉 ∈ L′. 
6. Complexity of Top-Toda languages
In this section, we prove that the Top-Toda languages are inΠp2 , but they cannot be NP-complete unless P = NP. Recall
the definition of the Top-Toda languages: Given a commutative P-selector f , let Top-Todaf = {x ∈ {0, 1}∗ | x is a k-king in
the length-|x| tournament specified by f for some k}. Note that Top-Todaf =
⋃
k k -Kingsf .
Theorem 6.1. Top-Todaf ∈ Πp2 for all tournament family specifiers f .
Proof. Suppose we are given an input x, which corresponds to a vertex v of the length-|x| tournament T specified by f , and
must decide whether every vertex of this tournament is reachable from v. For this, we can use the observation from [12]
that there is aΠp2 -algorithm for the following problem: The input is a succinct representation of a tournament, a source, and
a target vertex. It accepts if and only if there is path from the source to the target. For ourΠP2 -algorithm for Top-Todaf we
have to check whether for all vertices u of the tournament T there is a path from v to u. For deciding whether there is such
a path, we use the Πp2 -algorithm. So the overall complexity is ∀ · Πp2 = Πp2 (we use the ‘‘∀’’ operator here in its standard
fashion), thus yielding aΠp2 -algorithm for the overall problem. 
Theorem 6.2. If Top-Todaf is≤pm-hard for NP for some tournament family specifier f , then P = NP.
Proof. Suppose we could show that Top-Todaf is P-selective. Selman [16] already noted that P-selective sets cannot be
≤pm-hard for NP unless P = NP. At first sight, the set Top-Todaf appears to be P-selective: Given any two words x and y of
the same length, apply f to them. If f (x, y) = y and y is in the top Toda equivalence class, so is x (since every vertex reachable
from y is also reachable from x in one more step). Unfortunately, the argument breaks down when the words x and y have
different lengths. In this case, f (x, y) = y does not imply that xmust be in the top Toda equivalence class of the length-|x|
tournament if y is in the top Toda equivalence class of the length-|y| tournament.
Although we cannot apply Selman’s result directly, with a bit of extra effort we can adapt Selman’s proof so that it also
works for our situation. Let us call a language A lengthwise P-selective if the following holds: There is a polynomial-time
computable function f such that for every two words x and y of the same length we have f (x, y) ∈ {x, y} and {x, y} ∩ A 6= ∅
implies f (x, y) ∈ A. Clearly, Top-Todaf is lengthwise P-selective for every tournament specifier f . Thus, all that remains to
prove is that if a lengthwise P-selective set is≤pm-hard for NP, then P = NP.
Suppose A is lengthwise P-selective and suppose we can ≤pm-reduce the satisfiability problem to A via some reduction
machine R. We present a polynomial-time algorithm for the satisfiability problem: On input of a formula φ, we keep track
of a list of formulas such that φ is satisfiable if and only if at least one formula in the list is satisfiable. Initially, the list just
contains φ. We apply two operations to the list repeatedly: In an expansion step, we simultaneously replace each formula
in the list that contains a variable by the two formulas obtained by substituting the variable once by true and once by false.
Note that we do not violate the list invariant during the expansion step. After each expansion step we apply pruning steps,
where we try to find two different formulas ρ and ψ in the list such that R(ρ) and R(ψ) have the same length. When we
find such a pair, we apply the selector to R(ρ) and R(ψ). If the selector picks R(ρ), we removeψ from the list. If the selector
picks R(ψ), we remove ρ from the list. When pruning is no longer possible, wemove on to another expansion step, followed
by pruning once more, and so on.
Note that the pruning operation will never remove the only element from the list that is satisfiable. Thus, at the end,
when neither expansion nor pruning is possible any more, the original formula φ will be satisfiable if and only if there is a
true formula in the list.
It remains to argue that the algorithm runs in polynomial time. In each expansion step, the number of variables in every
formula decreases by one, so there can only be as many expansion steps as there are variables in φ. So it suffices to show
that the length of the list is never more than polynomial. For this, observe that there is a polynomial p such that the length
of all list entries is at most p(|φ|) (and indeed, in most natural codings of formulas, each formula in the list would be of size
less than or equal to the size of φ). Next, R can be time-bounded by some polynomial q. Then, all list elements are mapped
by R to words of length at most q(p(|φ|)). This means that whenever the length of the list exceeds q(p(|φ|)), two different
list elements are mapped to words of the same length and one word is pruned. This shows that the length of the list is at
most 2 · q(p(|φ|)), namely right after an expansion step. 
7. Conclusion
In this article, we saw that king and k-king problems have tremendous flexibility, and in fact can be used as a naming
scheme for the nontrivialΠp2 many-one degrees. Using related techniques, we studied the complexity of radius, diameter,
and Top-Toda problems. In the case of each of the king, k-king, radius, and diameter problems, we found that completeness
held for classes at the second or third level of the polynomial hierarchy.
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We discussed only directed graphs in the present article and it is natural to ask about the complexity of the diameter and
radius problems for undirected graphs. It turns out that using arguments of a similar spirit to those presented in this article,
one can show that (a) the succinct k-diameter problem for undirected graphs is stillΠp2 -complete for fixed k ≥ 2 and (b) the
succinct k-radius problem for undirected graphs is stillΣp3 -complete for fixed k ≥ 2; see [21] for detailed proofs.
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