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El objetivo inicial de este trabajo fue la elaboración de demostraciones de los teo-
remas, enunciados por Drinfeld en su nota On Constant Quasiclassical Solutions of the
Yang-Bazter Quantum Equation [1983b], que ponen en relación la teoría de la Ecuación
• Cuántica Triangular de Yang-Baxter (ECTYB) y la teoría de los Productos Estrella In-
variantes sobre un Grupo de Líe. El trabajo realizado a partir de ellos se recoge en los
Capítulos 3 y 4 de esta memoria.
• La EQTYB tiene pleno sentidodefinida en el álgebra de las series formales Qt(g)®2 L{hl]
• (siendo 21(g) el álgebra envolvente del álgebra de Lie g) y todo producto estrella invariante
sobre un grupo de Lie O está determinado por un elemento de 21(g)®2t(g)f[nfl. Un primer
resultado de Drinfeid f1983b], con demostración relativamente directa (Moreno, Valero
[1990a]), afirma que todo producto estrella invariante sobre O determina una solución
de la ECTYB en el álgebra 21(g) ®2t(g)[h3].
• Un recíproco parcial de este teorema dice que toda solución de la ECTYB, de la forma
• R = 1 + Sri W E End(Rfl)®2[Lh]], determina un único (salvo equivalencia) producto
estrella invariante sobre el grupo CI(n; IR) y por tanto una solución de la ECTYB en el
• álgebra 2t(g~(n;R))®2t(g((n;R))[h]]. Este teorema es un resultado profundo (calificativo
• de Takhtajan en su informe sobre la nota de Drinfeld en Math. Rey.) de Drinfeld [1983b],
para cuyademostración nos ha sido necesario elaborar un teorema, que pone de manifiesto
el contenido cohomológico de la ECTYB. Nos referiremos a este teorema como el de la
interpretación cohomológica de la ecuación cuántica triangular de Yang-Eaxter (Moreno,
Valero [1990a,b,c, 1992a]).
• Este teorema de interpretación cohomológica de la ECTYB es la parte central del
Capítulo 3. El contexto en el que se desarrolla su demostración es el de la Cohomología
de Hochschild Invariante sobre el grupo O. La condición de asociatividad de un producto
• estrella invariante E E 21(g) ® 21(g)[hJ], orden a orden, equivale a la existencia de una
sucesión infinita de 3-cocidos exactos ami m E N construidos a partir de los términos
Fi F,n~.i de E. A este respecto, son fundamentales dos resultados. Uno, de la teoría
general de deformaciones de Gerstenhaber [1964b], que, en el caso que nos ocupa, afirma
que el elemento ~k+1, asociado a un producto estrella invariante hasta el orden /e, es un
3-cocido de Hochschild. El otro es la versión invariante del isomorfismo entre el p-espacio
* de cohomologia de Hochschild sobre una variedad diferenciable y el espacio de p-tensores
• antisimétricos sobre la variedad (Vey [1975];Lazard [1955];Cartier [1955/56]).
Expresado en términos cohomológicos, el teorema dice que, dado un producto es-
trella E (invariante sobre O) al orden k, el antisimetrizado del 3-cocido ak+1 es —(1/6)
• del término de orden k + 1 de la ecuación cuántica triangular de Yang-Baxter construida
• a partir de S(x; y) = F’(y; x) FQr; y). Por tanto, la clase de cohomología, obstrucción a
• ix
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la prolongación al orden k + 1 del producto estrella, es la correspondiente a dicho término
de la ECTYB.
Takhtajan [1990], a partir del trabajo de Drinfeld, ha definido un producto es-
trella *, sobre un grupo de Lie O, de forma que el coproducto A, de la estructura de
álgebra de Hopf usual de C¶G), verifica A(f1 * 12) = Af1 * Af2 (donde el producto
estrella del segundo miembro está definido canónicamente sobre (C~(G) ®C~(G))[hj] a
partir del producto estrella *), es decir, satisface la condición de compatibilidad requerida
para definir una estructura de Grupo Cuántico sobre C~(G)(~hf según el programa de
Drinfeld. Este producto estrella viene dado por la expresión F’’ (z; y)~F(x; y)A, es de-
cir, se obtiene por composición de un producto estrella invariante por la izquierda E y
el producto estrella invariante por la derecha que resulta al considerar la serie inversa,
es pues un producto estrella no invariante. En este mismo Capítulo 3 damos una de-
mostración detallada de dicha compatibilidad, en una- situación de hecho mas general
quela consideradapor Takhtajan (Moreno, Valero [1992a]).
Una: vez ¿omprendidos los resultado~ de Driníéld én el contexto de la teoría de los
productos estrella, el Capitulo 4 está dedicado a la construcción de todos los produc-
tos estrella invariantes sobre un grupo de Lie con estructura simpléctica invariante. El
procedimiento se basa, por una parte, en la posibilidad de generalizar, a un grupo de
Lie O con estructura simpléctica invariante fit, la construcción que del producto estrella
de Moyal sobr4 el grupo IR
2” se puede realizar a par ir de la ley de grupo f rmal de
Campbell-Hausdorff del álgebra de Lie del grupo; todo 2-cocido del álgebra de Lie de O,
de la forma ¡?~ fii+ ~‘h +~ + 13k ¡
1k”’í +~, determina un producto estrella inva-
riante sobre la variedad simpléctica (O; fi). Por otra parte, el teorema de interpretación
cohomológica de la ECTYB nos ha permitido analizar la equivalencia de los productos
estrella invariantes que existen sobre el grupo O. Haciendo uso de él, demostramos que
todo producto estrellainvariante sobre O es equivalente a uno obtenido a partir de un
2-cocido de Chevalley da la forma anterior.
Mas aún, los productoé estrella determinados por los 2-cocidos fin y fi~ = fi¡~ + .5 an,
donde aj~ = a2 ¡E + ... +‘ak ¡1k”’1 y 6 es el ojerador de cohoiñología de Chevalley, son
equivalentes. - Esto permite parametrizar el conjunto de lo~ p+oductos ‘estrella invariantes
sobré (G~ fi )~ por los elementos de un subespacio y c ±~(g)de 2-cocidos’ tal que•
22(9) — ve É2(g), donde .¿2(~) es el espacio de los 2-cocidos exactos del álgebra de
Lie g de O. (Drinfeld [1983b]; Moreno, Valero [1992b, 1994]).
“Si E~ es antisimétrico, el teñsor de ‘Poisson ‘que defiñe; sobre él grúpo de Lie, el
producto estiella F~(z; y)P F(x; y)A viene dado por ‘la diferencia A = (Si(x; y)” —
S1(x; y)P), siend& S1 el término de orden /1 de la solución de la ECTYB que define E y
que, en este casoparticular, verifica F1= S1. Que S satiÉfagala ECTYB implica que S1
es solución de la Ecuación’ Clásica de Yang-Baxter, que e~ una condición suficiente para
que (G;A) seaun grupo de Lie-Poisson exacto.
La noción de Grupo de Lie-Poisson ha sido introducida por Drinfeld en su artículo
HaniiltonianStructures on Lic Croups, Lic .Bialgebras and t/re ~Geome’tri¿Meaning of
the Classica¡ Yang-Bwrter Equation~ ‘[1983aJ. Se define como ún grupo de Lie con una
estructura de Poisson {; } tal que la operación de grupo es un modismo de Poisson,
es decir, el coproducto ‘A de C
00(O) es un morfismo del álgebra de Lie (C~(G); { ;
n el álgebra de Lie ‘(COÉD(G >< O); { }cxa). Esto equivale a introducir una estructura
adicional, denominada Biálgebra de-Lic, sobre el par (g; g~) (g es el dlgebía de Lie del
grupo), ‘que consiste’ en la existencia de un corchete de Lie sobre g definido por la
e
e
e
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aplicación transpuesta de un 1’cociclo de g con respecto a la representación adjunta
- sobreg®g.e
“ En el caso de que este cocido seaexacto, es decir, cuando sea el coborde de Cheval-
ley de un 2-tensor r E g0g, existe una estrecha relación entre r y las distintas versiones
• de la ecuación clásica de Yang-Baxter. En particular, si r satisface la ecuación clásica
de Yang-Baxter, los grupos de Lie-Poisson que se obtienen, denominados Triangulares
constituyen el límite clásico de los grupos cuánticos triangulares obtenidos a partir de
los productos estrella invariantes estudiados anteriormente.o
A un estudio detallado de la relación anteriormente mencionada está dedicada una
parte del Capítulo 2. Por la gran importancia de ellos, este capítulo contiene, demostra-
dos en detalle, resultados obtenidos por Kosmann-Schwarzbach y Aminou (Aminou, Ros-
• mann [1988]; Aminou [1988];Kosmann [19871;Kosmann, Magri j1988]).
• El origen histórico de los conceptos de grupo de Lie-Poisson y de biálgebra de Lie
ha sido el Método de Scattering Inverso y la noción de Matriz-r Clásica. En su articulo
What is a Classical r-Matrix? [19831,Semenov-Tian-Shansky define la estructura de
• Álgebra de Lie Doble sobre un álgebra de Lie 9, que constituye el cuadro matemático en
el que aquella noción se inscribe.
Esencialmente consiste en introducir otra estructura de álgebra de Lie sobre g a
• partir de un endomorfismo R E End(g). Si sobre g existe una forma bilineal, ~, simétrica,
no-degenerada e invariante por la representación adjunta (que permita establecer un
• isomorfismo entre los espacios End(g)(~t 909*) y g ®g, por medio del isomorfismo ~ E
• Hom(g; g) asociado a ~) y si R es antisimétrico con respecto a 4 el 2-tensor r asociado
• a = (R ±l)o r’ E Hom(<; g) define una estructura de biálgebra de Lie sobre g.
Recíprocamente, si r define una estructura de biálgebra de Lie sobre g y el homomorfismo
• A E Hom(g; g), asociado a su parte simétrica, es invertible, el endomorfismo II = o
• A’ — 1 E End(g) define una estructura de álgebra de Lie doble sobre g.
Semenov ha puesto de manifiesto que, si el endomorfismo R es una solución de la
• Ecuación Clásica Modificada de Yang-Baxter, el álgebra de Lie doble que se obtiene es
tal que es posible encontrar, por el Método de Factorización,’soluciones de las ecuaciones
del movimiento determinadas por hamiltonianos de Casimir con respecto a la estructura
de Poisson canónica sobre el dual 9* (Kirillov-Konstant-Souriau) asociada a la estructura
• de álgebra de Lie definida a partir de R. Estas ecuaciones del movimiento tienen la forma
de Lax.
También, mediante el método de factorización se encuentran soluciones (en prin-
cipio y como es usual locales) de las ecuaciones del movimiento sobre el grupo de Lie-
Poisson definido por R, cuando R es antisimétrico con respecto a una forma bilineal
simétrica, no-degenerada e invariante con respecto a la representación adjunta y cuando,
como antes, 1? es solución de la ecuación modificada de Yang-Baxter. En este caso,
también las ecuaciones del movimiento tienen la forma de Lax.
El resto del Capitulo 2 contiene demostraciones detalladas de estos teoremas de
Semenov sobre la existencia de soluciones por el método de factorización, tanto sobre el
• dual g de un álgebra de Lie, como sobre un grupo de Lie O.
0 Hemos incluido un capítulo de Preliminares con objeto de que el trabajo resulte
O suficientemente autocontenido. En él se resumen nociones de Cohomología de Grupos y
de Álgebras de Lie, nociones de Cohomología de Poisson, así como de Productos Estrella,
e
e
e
e
e
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con la notación en que serán utilizadas a lo largo de todo el trabajo. Algunos cálculos
se detallan por el interés que tienen en relación con resultados posteriores. En particu-
lar, desarrollamos una demostración de la invariancia por la izquierda del corchete de
Schouten de campos de p-tensores invariantes. En el caso particular p = 2, realizamos
un estudio del elemento de g ® g’®9 que lo define, poniendo de manifiesto la relación de
aquel con la ecuación clásica de Yang-Baxter. Así mismo demostramos la caracterización
de Lichnerowicz del corchete de Schouten, resultado que, a nuestro conocimiento, no se
encuentra publicado.
Todos los capítulos comienzan con una Introducción suficientemente extensa, en la
que se pretende dar una visión de conjuto, no interrumpida por las demostraciones de
las proposiciones que en él se exponen.
e
e
e
e
e
e
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• Capítulo 1.
e
• Preliminares
e
e
En este capitulo exponemos las nociones geométricas y algebraicas que sirven de
contexto en el kresente trabajo. Enunciamos sus propiedades fundamentales y desarro-
lIamos con detalle algunos resultados bajo la forma y notación en que serán utilizados.
La primera secéión contiene las definiciones fundamentales de la cohomología de
• álgebras y grupos de Lie (ver por ejemplo: Guichardet [1980]). La utilización que se va a
hacer de ellas es múltiple. Por una parte, los conceptos de biálgebra de Lie y de grupo de
Lie-Poisson, estudiados en el Capítulo 2, se pueden expresar en términos cohomológicos.
e
La estructura de grupo de Lie-Poisson sobre un grupo de Lie G, con tensor de
• Poisson A E A2(O), consiste en una compatibilidad del cor’chete de Poisson que define A
con la ley de composición de grupo y es equivalente a que una determinada aplicación
• ¿ 0 —* g ® g, definida a partir de A, tenga la condición de 1-cocido de O con respecto
a la representación adjunta de O sobre g ® g.e
Cuando sobre un grupo de Lie está definida una estructura de Lie-Poisson, sobre el
dual de su álgebra de Lie g está definido un corchete de Lie que satisface cierta relación
• de compatibilidad con el corchete de g. Esta relación de compatibilidad es una expresión
de la condición de 1-cocido de g, con respecto a la representación adjunta de g sobre
• g®g, de la aplicación tangente en la unidad del grupo al 1-cocidoque define la estructura
de Lie-Poisson.e
Recíprocamente, si el grupo de Lie O es conexo y simplemente conexo, la existencia
de una estructura biálgebra de Lie, sobre el álgebra de Lie g de O, implica la existencia de
O una estructura de Lie-Poisson sobre O. Este hecho se basa en la posibilidad de integrar
todo 1-cocido de g con respecto a una representación ~ — End(V), en un 1-cocido
de O con respecto a la representación ~: 0 —. 01(V) tal que T4~ = ‘D. Haciendo uso
de las representaciones afines de álgebras y grupos de Lic, damos una demostración de
este resultado.
Por otra parte, en el Capítulo 4, dedicado a la costrucción de todos los productos
estrella invariantes sobre un grupo de Lie con estructura simpléctica invariante, se, hace
• uso de las extensiones centrales de álgebras de Lie (ver por ejemplo: Knapp [1988]).
Esta construcción también está relacionada con la cohomología de álgebras de Lie. Cada
extensión central del álgebra de Lie g está definida por un 1-cocido de g con respecto
a la representación trivial sobre el espacio vectorial de los números reales IR: x E g —
• p(z) = O E End(R).
• 1
e
e
e
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2 1 Preliminares
Finalmente, la estructura simpléctica invariantesobre un grupo de Lie O se expresa
en términos de la cohomología de su álgebra de Lie con respecto a la representación trivial
sobre IR. Esta es isomorfa a la cohomología de de Rham restringida a] subespacio de las
formas invariantes. El caracter cerrado de la 2-forma simpléctica invariante S’? equivale
a la condición de 2-cocido de g, con respecto a la representación trivial sobre IR, del
2-tensor covariante no-degenerado B = &?(e) E g~ A 9*
En la segunda sección exponemos la noción de corchete de Schouten que, sobre el
espacio vectorial graduado A(M) = LA,. (M) de los campos de tensores contravariantes,
antisimétricos, sobre una variedad diferenciable M, han introducido Schouten [1953] y
Nijenhuis [1955].
Cuando se piensa en el corchete de Poisson {; } como el objeto fundamental de una
estructura simpléctica, las variedades de Poisson aparecen como una generalización na-
tural de las variedades simplécticas. Esta estructura admite una descripción en términos
del corchete de Schouten [;].
En efecto, asociado al corchete de Poisson sobre una variedad simpléctica existe un
2-tensor contravariante antisimétrico no-degenerado A, de tal forma que { ; } satisface la
identidad de Jacobi si y sólo si [A; A] = O. Si se prescinde de la no ‘degeneración de A
tenemos la definición de variedad de Poisson.
Enel Capítulo 2, al étudiar los grupos de Lie-Poisson, consideraremos’ estructuras
de Poisson sobre un grupo de Lie y al estudiar la matriz-r ‘clásica consideraremos las
estructuras de Poisson que, de manera natural, existen sobre el espacio vectorial dual de
un álgebra de Lie doble.
La utilizaci<in del corchete de Schouten en la definición de variedad de Poisson
resulta especialmente conveniente al estudiar estructuras de Poisson invariantes sobre
un grupo de Lie. En este caso, el corchete de Schouten [A; A] es invariante, por tanto,
está definido por traslación:a la izquierda de [A; A](e), que es un tensor 3-contraváriante,
antisimetrico (sobre el álgebra de Lie del grupo). En estas condiciones, [A; A] = O
equivale a [A; A](e) = O que es la ecuación clásica de Yang-Baxter.
Por último, por medio del corchete de Schouten ‘se define un operador de coho-
mología sobre el espacio vectorial graduado A(M) = $ A,. (M) de los tensores con-
travariantes antisimétricos sobre la variedad de Poisson M. Cuando el tensor de Poisson
es no-degenerado, es decir, cuaiido la variedad es una variedad simpléctica, los espacios
de esta cohomología, HX(M), son isomorfos a los espacios de cohomología de de Rhani,
H~(M).. El isomorfismo se define por medio de la extensión a un isomorfismo de fibrados
tensoriales del isomorfismo ~r’ : T* M —. TM determinado por A. De esta forma, a
todo p-cociclo de esta cohomología se le asocia un p-cociclo de de Rham. Utilizaremos
este resultado en el Capítulo 4 al estudiar todos los productos estrella que existen sobre
un grupo de Lie con estructura simpléctica invariante.
Las dos últimas secciones están dedicadas a la teoría de los productos estrella y
corchetes deformados sobre una variedad de Poisson. Primero introducimos las defini-
ciones y ‘propiedades fundamentales, así como las nociones de cohomología en que se
inscriben. Después particularizamos la teoría para el caso en que la variedad’diferencia-
ble sea un grupo de Lie y la estructura de Poisson sea invariante por la izquierda (o por la
derecha). En esta situación, se tiene una descripción algebraica en términos del álgebra
envolvente 21(g) del álgebra de Lie del grupo, de la cohomologia de Hochschild invariante
e
e
e
e
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y, en consecuencia, de los productos estrella invariantes definidos sobre el grupo. Desa-
rrollamos con detalle la notación polinómica de los elementos de 2t(g)®P, adecuada para
esta formulación, que empleamos en los Capítulos 3 y 4.
Los productos estrella y los corchetes deformados son deformaciones formales del
producto ordinario de funciones y del corchete de Poisson respectivamente. Fueron intro-
ducidos, en un programa común, por Vey [1975] y Bayen, Flato, Fronsdal, Lichnerowicz,
• Sternheimer [1978].
e
Su justificación se puede resumir en dos consideraciones. Por un lado, se tiene
una descripción de la Mecánica Clásica en términos de las dos estructuras algebraicas
que existen sobre el espacio de las funciones diferenciables definidas sobre el espacio de
• fases (ver por ejemplo: Abraham, Marsden [1978]; Liberman, MarIe [1987]). Por otro, en
el procedimiento de cuantificación de Weyl (Voros, A. [1978]; Grossmann, A., Loupias,
G., Stein, E. M. 119691), aparece de forma natural un producto estrella, el producto de
Moyal, cuando se considera la función símbolo de Weyl correspondiente al producto de
dos operadoressobre el espacio de Hilbert.
Un sistema dinámico clásico de it grados de libertad consiste en una variedad
simpléctica (M; =1)de dimensión 2n y una función h sobre M denominada Hamilto-
‘fflano del sistema. Al ser fl no-degenerada, la igualdad p(X) — —~x1’1 (en componentes
• (p(X))~ = £l~~X’~) define un isomorfismop: X(M) — X(M) entreel espacio vectorial
de los campos vectoriales sobre la variedad y el espacio vectorial de las formas diferen-
ciales de orden uno. Si Xh = p””(dh) E X(M) es el campo Hamiltoniano definido por h,
la evolución en el tiempo del sistema viene dada por las curvas integrales de Xh.
A partir del isomorfismo g, se define sobre C~(Mun corchete por medio de la
expresión:
{f;g}=I«Xj;X
9)=(—ix,fl)(X1)=g(X9)(X1)=dg’Xj=Lx1g,e
donde 1,9 E LY~(M) y X1 = ¡r’(df),X — ¡r’(dy) E X(M). Este corchete, de-
nominado corchete de Poiseon, satisface la identidad de Jacobi. Por tanto, además de
la estructura de álgebra asociativa dada por el producto ordinario de funciones, sobre
• C~(M) se tiene una estructura de álgebra de Lie.
En un sistema de coordenadas canónicas (qi;p1) (i = 1,... ,n), donde la 2-forma 1’?
• viene dada por 1? = Edp1 Adq, el campo Hamiltoniano definido por ¡E e C~(M) viene
• dado por:
(Oh 8h’~
• xh=k~,I 8q~)
y el corchete de Poisson por:
• Of Og Of Og
• {i;~}=Z(~~aqí OqiOp¡
)
Las derivaciones de la estructura de álgebra asociativa (definida por el producto
de funciones) de C~(M) son los campos vectoriales sobre la variedad, y el hecho de que
• {f ; g} = Lx,g equivale a la relación
0 {f;gh}={f;g}h+g{f;h}, (a)e
• con f,g,h E C
00(M). Esta igualdad vincula las dos estructuras algebraicas de C¶M).
e
e
e
e
e
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Si f E C~(M) es ‘un ‘qbservable clásico del sistema dinámico determinado por el
Hamiltoniano ¡E, se satisface:
d
~(foPt) ~*(Lx f)=F7({hf}) = {h;foFt},
siendo ~t : U C M —. M el flujo local de Xh y F7 : C00(U) —. C~(M) la aplicacióndefinida por E7(f) = fo F~. Así pues, la evolución temporal t —. f(t) del observable
f(0) f es una solución de la ecuación siguiente:
df(t) — {h; f(t)}. (b)
dt
Teniendo en cuenta estos resultados, la descripción de la Mecánica Clásica se puede
realizar a partir de las dos’ leyes de composición definidas sobre C~(M), el producto or-
dinario de funciones y el corchete de Poisson, que están relacionadas por la condición (a).
Por otra parte, en la representación de Heisenberg del sistema cuántico correspon-
diente (ver por ejemplo: Messiah [1962]), a la ecuación (b) le corresponde formalmente
la ecuación siguiente entre lbs correspondientes observables cuánticos:
dF(t) = [F(t) ; E] , (c)
iii
1t
donde [;] indica aquí conmutador de operadores en el espacio de Hilbert.
Es bién sabido (Groenewold [1946]; Van Hove [1951]) ‘que, para observables genéri-
cos f sobre Coc~(M), el operador que corresponde a la fundión {f(t) ; ¡4 no es [F(t) ; H].
Consideremos el caso sencillo de la cuantificación de la váriedad simpléctica canónica
(IR2”; 11) por medio de la correspondencia de Weyl.
La correspondencia de H. Weyl entre funciones reales sobre el espacio de fases
(IR2¶ SI) y observables cuánticos (operadores autoadjuntos sobre el espacio de Hilbert)
se obtiene mediante la expresión:
= (2w)””’ ¡ U(¿) (Yf) (¿) d¿, .
donde Y es la transformada de Fourier simpléctica:
(rf) (¿k+n. ¿k) — (2r)” JR~~
0ifl(¿;n)f(7jk; ~k+n) dij’ d~2”,
parak=1 n,y
U : IR2” — L(H)
es una representación proyectiva unitaria irreducible de multiplicador exp(i(h/2)fl(¿; n)
del grupo de Lie IR2” sobre el espacio de Hilbert H, es decir satisface:
U(E) U(o) — e’fflí¿;’ñU(¿ + u).
Esta transformación puede considerarse como una modificación de las representaciones
de las álgebras de funciones:
U(f) = (2t,rY’2nj U(flf(¿)d~. (e)
e
e
e
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e
Las definiciones (d) y (e) inducen sobre el espacio de las funciones las siguientes
- leyes de composición:
e
• U(f) . U(g) = U(f x g)
W(f).W(g)=W(f*g).
Operando formalmente, se tiene:
e
• (f x g) = (2r)~” ¡ et#n<A;¿)f(E) . — e) de (O
• (fsg) = (2ir)”t’ (Y] x Yg) . (g)
Y desarrollando esta última expresión se obtiene:
e
• (f *g)(¿) = (irhY.2nj
e
La ley de composición x es la convolución torcida (“twisted”) (Segal (1963]), y la ley *
es el producto de Moya].e
• Un cálculo clásico (Groenwold [1946]; Moyal (1949]; Grosmann, Loupias, Stein
[1969]) asocia al producto f * g el desarrollo asintótico siguiente:
• (f*g)~Z e;)khpk(f;g) (h)
• 1=1
• donde
• Pk(f;g)=g((~(~%®8B 88))k)
e
• y p : C~(M) o C¶M) — C¶M) está definida por j4f ®g) = fg.
• El desarrollo (h) es una deformación formal de parámetro (ih)/2 en el sentido
• de Gerstenhaber [1964b], dentro de la cohomologia diferencia] del álgebra ordinaria de
• funciones (Co~~(R
2fl);.) sobre la variedad simpéctica (IR2”; SI).
La ecuación (c) es equivalente formalmente a la ecuación:
e 1df(t) ={f(t);h}n = ~(f(t) *h— h*f(t)) . (i)
dt
e
• Así pues, en el caso general de una variedad simpléctica (M; SI) arbitraria, el
proceso de cuantificación consiste en sustituir la ecuación diferencial clásica (b) por la
ecuación diferencial (i). La deformación { },~ del álgebra de Lie de los observables clásicos
• no es equivalente a la deformación trivial {f(t); h}, ni siquiera al primer orden, pues el
corchete de Poisson es un 2-cocido no nulo de la cohomología de Chevalley de C~(M).
En consecuencia, en primer lugar, se trata de obtener las deformaciones formales no
• triviales del álgebra C~(M).
Todas las construcciones de los capítulos 3 y 4 se realizan en el contexto de la
• teoría de los productos estrella. Para las técnicas algebraicas y analíticas utilizadas en
• el programa de cuantificación estricta ver Rieffel [1989, 1990, 1993].
e
e
e
e
e
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6 1 Preliminares
1.1 Cohomología de Algebras y Grupos de Lie
En esta sección introducimos las nociones de cohomología de grupos y álgebras de
Lie que van a ser utilizadas. En lo que concierne a este trabajo el esquema general para
definir una cohomología consiste en partir de una familia de espacios vectoriales (reales)
CM, Iv E N y una familia de aplicaciones lineales 8k : 0k — 0k+1 tales que se satisface:
0k+1 o 8” —0. (a)
El sistema formado por los espacios vectoriales Ch y las aplicaciones lineales ~k se de-
nomina complejo de espacios vectoriales reales, y se denota por:
Para cada Iv E N, los elementos de CM y los del subespacio Z” — ker 8~< se de-
nominan, tespectivamente, k-cocadenas y k-cociclos del complejo. Con los convenios
y = O, a los elementos del subespacio E” — a”—’(C”—’) se les denomina
k-cobordes (k-cociclos exactos).
Por la propiedad (a), B’ es subespacio de Z”, y se tiene, entonces, el espacio
cociente
H”=ZVB”,
denominado k-ésimo espacio de cohomología del complejo.
Denotando a los espacios vectoriales graduados que sqn suma directa de los espacios
y H”, respectivamente por:
C=$~0C
M; H=e%%H”,
y al operador lineal cuya restricción a cada espacio vectorial CM es por
al complejo considerado se le denota por (C;8);al operador Ose le denomina operador
de coborde y al espacio vectorial graduado H cohomología del complejo.
1.1.1 Cohomología de Chevalley-Eilenberg
Sea g un álgebra de Lie y V un espacio vectorial de dimensión finita. Se dice que V
es un g-módulo, si existe un homomorfismo de álgebras d~ Lie: ~ : g —* End(V), donde
el conmutador en End(V) es el que se deriva de su estructura de álgebra asociativa. Este
homomorfismo recibe el nombre de representación del álgebra de Lie g sobre el espacio
vectorial V.
A cada representación .~ : g — End(V) de g sobre un espacio vectorial V, se le
asocia una cohomología (ver Guichardet [1980]), den¿minada cohomología de Chevalley-
Ellenb~r~, definida de la siguiente manera.
Definición 1.1 Sea @ : —4 End(V) una representación del álgebra de Lie g sobre el
espacio vectorial V, para cada m > O, una cocadena de orden m ‘(m-cocadena) es una
aplicación m-lineal, antisimétrica:
nl
w:g x x g—. V.
e
e
e
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Las cocadenas de orden m = O son, por defmición, los elementos de V.
- Sea Cnl (g; V) el espacio vectorial de las cocadenas de orden m, en particular
C0(9; V) = Y. Para m > 0, se definen las aplicaciones lineales
3m : C”’(g; V) Cm±1(g;V)
e
por la expresión:
m’4-1
• Smw(xi ,x~+
1) = Z(~~1)i+l«xi) w(x~;... 4j;... ;x,,~i) +
t=1
+ Z(~~1Y+iw([xi; zg]; xi;... ; t; . . . ; tj; . . . ;
«3
donde la notación - significa que se prescinde de los argumentos que la llevan. Definimos,
• también, ~O : C
0(g; V) C’(g; V) de la siguiente manera:
6~v(x) = 0(x) .¡
e
• Siendo C(g; V) = S~C”’ (g; V), el operador de cohomología es la aplicación
• 6: C(g; V) C(g; V)
e
• cuya restricción a C¶g; V) coincide con 6”’.
Se comprueba directamente que el operador 6 satisface la condición para ser un
operador de cohomología: 6o 6 = O.
• Definición 1.2 Un p-cociclo de Chevalley del álgebra de Lie g con respecto a la repre-
sentación O es una p-cocadena w tal que 6w = O. Si p > 1, un p-coborde es una
p-cocadena w de la forma w = 6v, siendo y una (p — 1)-cocadena.
e En particular, un 0-cocido es un elemento y E V tal que
• 3v(x)=4’(x)~v=0;
es decir, todo vector del núcleo de la representación O (invariantes por 0).e
Un 1-cocido es una aplicación lineal w : V tal que
• w (Ixi;x
2]) 0(x1) w(x2) — 0(x2) ~w(xí); xl,x2 Cg.
e
• Y un 2-cocido, una aplicación bilineal antisimétrica w: g x g -4 V tal que:
• w([xi;x2]; rs) —w([xi;xs];x2) +w([x2;xs];xi) =
• = 0(xi). w(x2;xg) — OQr2) . w(xi;xa) + ‘I’(xsY w(xi;x2)
para todo x1,x2,x3 E g.
e
Un 1-coborde (o 1-cocido exacto) es una aplicación lineal w : 9 V definida por
un elemento y E V de la forma siguiente:
e
• w(x)=~v(x)~0(x)v; xcg.
e
e
e
e
e
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Un 2-coborde es una_aplicación bilineal antisimétrica w : g x g -4 V defiu=ida,a
partir de un elemento ij E C’(g; y), por la condición w = .5i~, es decir, tal que:
para todo x1,x2 E g.
Denotando al subespacio de los cocidos de orden m (para m > 0) por Ém(g; V) y
al de los cobordes por É¶g; V), la relación 6o6 = O implica que todo p-coborde (p> O)
es un p-cociclo. Es decir, Bm(g; V) es un subespacio vectorial de É”(g; V) y los espacios
de cohomología de Chevalley-Eilenberg se definen así:
ftnl(g; V) = Z’~(g~ V)/Bm(9; V).
Para m = O se establece que Ñ
0(g; V) = 20(á; y), es decir, Ñ0(g; V) es el subespacio
de V constituido por los elementos invariantes de la representación.
Observación La coh>omología dé g asociada a la representación trivial p: g -4 £nd(IR)
de g sobre~IR>p(x~ = 0), es la expresión algebraica de la cohomología de de Rham
invariante ~5bre el grupo de Lie conexo y simplemente conexo O de álgebra de Lie g.
En efecto, el complejo de de Rham de una variedad diferenciable M está constituido
por el espacio vectorial graduado, SI(M), de las formas diferenciales de clase C sobre
la variedad M y el operador diferencial exterior, cl: 12(M) — SI(M), como operador de
cohomología.
Si wE 9k(M) es una forma diferencial sobre M y Xo,X
1 Xk E X(M) son
campos vectoriales sobre la variedad, se tiene (ver’Ábraham, Marsden, Ratiu [1983]):
k
dw(Xo,Xi,... ,Xk) >3(—1)
1Lx~(w(Xo,... ,X~,... ~t)) +
i=0
+ >3 (—1)~~’w(Lx
1(Xj) Xi,... 34,... ,XM),
O<i<j’<k
donde la notación significa quese prescinde del elemento que la lleva.
En el caso de que la variedad diferenciable sea un grupo de Lie O, se puede
considerar el espacio vectorial graduado de las formas diferenciales invariantes por la
izquierda, SI~ (0) (respectivam¿nte el espacio vectorial graduado de las formas diferen-
ciales invariantes por la derecha, £2,,(G)), y el complejo de de Rham invariante por la
izquierda ((lx(0); d) (respectivaThente el complejo de de Rham invariante por la derecha,
(SI~(G);d)), ya que si w E %(G) también dw E St(O).
Sean Xo, X1 KM E X~(G) campos vectoriales invariantes por la izquierda,
y w E SI~(G) una’ k-forma diferencial invariante por la izquierda, entonces la función
sobre 0, w(Xo,... , XM), es constante y por tanto Lx1w(Xo,... ,X~ 34) =
0. Así pues,
dw(Xo,Xi ~) = >3 (..4)’~iw([X~ ;XjJ,Xo Xi,... ,K1,..., 34).
0<i<j<k
Consideremos al espacio vectorial Xx(G), de los campos invariantes por la izquierda
sobre 0, como el álgebra de Lie g del grupo O y a toda forma diferencial invariante
como una aplicación multilineal antisimétrica sobre g con valores reales. La expresión
anterior de dw doincide con 6w, siendo 6 el operador de coborde en la cohomología de
Chevalley-Eilenberg de g con respecto a la representación trivial sobre IR. Por lo que la
cohomología de de Rham invariante sobre el grupo O es isomorfa a la cohomología de
Chevalley-Eilenberg de g con respecto a la representación trivial sobre IR. u
e
e
e
e
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Si y es un g-módulo, también V ® V lo es. En efecto, se comprueba directamente
que si ‘D es una representación de g sobre V, entonces, la aplicación
e
‘1>: x E 9 ‘D(x) ® 1+1 ® «x) E End(V ® V)
es una representacion de g sobre V ® y.
Esto permite definir la cohomología del álgebra de Lie g con respecto a la represen-
• tación ~, sobre el producto tensorial V®V. En particular, una aplicación e : -.4 V®Ve es un 1-cocido con respecto a <1’ si 6(e) = 0, es decir, si:
• e([x;y]) = (¿D(x)®i-~-1®«x)) .e(y)..Q~(y)®i+i®~(y)) e(x),
e
ya que:
• .Se(x;y) = («x)®1+i®’L(x)) ~c(y) — (‘~(y)®1-~-1®’~(y)) •e(x) —e({x;y]).
Un 1-cocido exacto de 9, con respecto a .D, es una 1-cocadena dada por la expresión Ót,
• donde t E y ® y. Por tanto, queda definido por la expresión:
• ‘ At(x) = (4’(x)®1+1®~(x))e
Al estudiar la estructura de biálgebra de Lie, consideraremos 1-cocidos e : -. g®g
del álgebra de Lie g con respecto a la representación adjunta de g sobre g®g. Para éstos,
• la condición 6 e = O significa que se satisface la igualdad:
• e([x;y]) = (ad±®1-i-1®ad~) •¿(y) — (ad~®1±1®ad~) •e(x), (a)e
para todo x, y E g, siendo ad : x E g -4 ad~ E End(g) la representación adjunta de g
sobre g. También consideraremos 1-cocidos exactos 6 r : g -4 g ® g, definidos, a partir
• derEg®g,por:
• 6r(x)=(ad~®1+1®ad~).r; xcg. (b)e
Sea el isomorfismo t E V ® V —. t c Hom(V”’; V), definido por la igualdad:e
• <n;F(C)>=<rj®¿;t>, paratodo¿,nEV*. (c)
En componentes, si t — t”e ® e~, entonces
= r’e~.e
• Mediante este isomorfismo, a partir de <1’ : 9 -4 End(V ® V), se define una
representación ~, de g sobre Horn( W; y), haciendo conmutativo el siguiente diagrama:
e
• V®y ~~S=2-+ V®V
• 4 1-
• Hom(V; V) -.--———. Horn(V*; V)).
• 4’(x)
e
e
e
e
e
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- Si x E g y t E Hom(V*; y), el’ siguiente cálculo ‘pone de manifiesto que ésta
representación viene dada por la expresión:’
(d)
donde ~(x)t : -4 y* es la aplicación transpuesta del endomorfismo ~(x) : y V.
En efecto, si ~, ~ E V~, tenemos:
<u; (~(x) .thC)> = <1n($(x):t)(E)> = <n®E;0(x) .~> =
= <u ® E; (‘I(x) ® 1 + 1 ® «x)). = < («x)~ ® 1 + 1 ® «x)t) . (9~ ® E) ; t> =
= <~(x)t. u ® E; t> + <~j ® ~(x)~ E; t> = <4«x)t . u «E)> + <u 0 ~(x)t E; t> =
= <n$(x). («e)) +i(«x)t e)> = <u; (~(x)ot±~o~’(x)t) (E)>
lo cual demuestra (d).
Sea Cm(g; Hom(V; V)) el espacio vectorial de las aplicaciones m-lineales de g x
x g en Hom(V~’; V). Denotemos también por - el isomorfismo:
CE C¶g; V 0V) 4 C ~0 cE C”’(9;Hom(W; V)),
que define (c). Un cálculo directo revela que,’si e : g -4 V o Ves un 1-cocido de g con
respecto a la representación 0, la aplicación i: g -4 Hom(¿V*; V) satisface:
i ([x; y]) = ‘X’(x) o «y) + «~) o $(x)t — ‘b(y) o «x) — «x) ~
para todo x, y E g. Esta igúald5d es la condición de 1-cocido de ¿ en la cohomología
definida por lá xSe~resentación ‘b.
Si t E Hom(V~’; V) es una 1-cocadena de esta cohomología y denotamos también
por 6 al operador de coborde, el 1-cocido exacto ÓIE Cl(g;Hom(V*; V)) viene definido
por la condicion:
En el caso particular de la represeñtación adjunta de g sobre Hom(g*; g), la condi-
ción de 1-c¿cidlo de ¿ c Hom(g; Hom(9*; g)) se expresa asl:
= ad~o«y) -. «y) o adZ —ad~ c«x) + «x) o ad, (e)
para todo x, y e g. Y el 1-cocido exacto, definido por ~ E Hom(g* ; g), viene dado por la
expresión:
6~(x)=adroi~~foadcHom(g*;g), (o
para todo x c g.
Utilizaremos estas expresiones a lo largo del Capítulo 2.
e
e
•
e
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1.1.2 Cohomología de Grupos de Líee
- Sea O un grupo de Lie. Un espacio vectorial real de dimensión finita V se dice
• que es un O-módulo si existe un homomorfismo analítico de grupos (homomorfismo de
• grupos de Lie): ~: 0 ~ 01(V). Se dice también que ~ es una representación del grupo
• de Lie O sobre el espacio vectorial V.
Si g es el álgebra de Lie de O y V es un O-módulo, entonces, como la aplicación
tangente en el elemento neutro a un homomorfismo de grupos de Lie es un homomorfismo
de álgebras de Lie, y es también es un g-módulo con respecto a la representación
obtenida como aplicación tangente en el elemento neutro a la representación del grupo
~:G—Gl(V).
Para cada representación de un grupo de Lie O sobre un espacio vectorial V se
• define una ‘cohomología de O asociada a dicha representación.
e
Definición 1.3 Sea ~: 0 —. 01(V) una representación de O sobre V. Para cada/e > O
definimos el espacio de las k-cocadenas de O con valores en y, como el espacio CM (O;V)
de las apli~aciones diferenciables de clase C~:
e: O x .. x 0—. V.e Para Iv = O, definimos el espacio de las 0-cocadenas de O con valores en V como el
• espacio vectorial C0(G; V) y.
• Para cada k > 0, se define la aplicación lineal:
8k : CM(O; V) CM+1(O; 1/) de
la forma siguiente:
• ñkc(91 ,gk+1) =~(gi)c(g2,... ,gk+O+
91,gi9i+1,gÍ+2,~’~ ,gk+1) +
• 1=1
• + (~l)k+lc(g1 9k),
• dondecECk(O;V)ygi,... ,9k+1 EG. Para/e0. se define:
• (á~v) (g) =~(g)~v.
e
• Sea C(G; V) el espacio vectorial graduado suma directa de los espacios CM(O; V)
y O : C(G; V) C(G; V) la aplicación lineal graduada (de grado 1) cuya restricción a
CM(O; V) coincide con 8” Entonces, se satisface la condición OoO = O, y por tanto 8
es un operador de cohomología sobre C(G; V).
Definición 1.4 Un p-cociclo del grupo de Le O con respecto a la representación ~‘:
• O — 01(V) es una p-cocadena e tal que Oc = 0. Se dice que es un p-coborde (‘p >0) si
• e = Ob, donde bE C~””(O; V).
En particular, un 0-cocido es un vector y E V tal que
v=t(g)•v, paratodogEG,
es decir, un vector invariante por la representación ~.e
Los 1-cocidos son aplicaciones O : 0 — V con las propiedades del siguiente lema.
e
e
e
e
e
a
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Lema 1.1 Sea ~: 0 -. 01(V) una representación del grupo de Lie O y sea 8 : 0 ~ V
un 1-cocido de O con respecto a ~. Entonces:
(i) Para todo 91,92 E O se tiene:
0(9192) = 0(gí) + «gí) 8(92).
(u) 8(e) = 0.
(iii) Para todo gE O se tiene:
= ....~(g’í) 8(g).
Prueba
(i) Por definición del operador de cohomología se tiene:
(88)(gi; 92) = ‘/491) ‘0(92) ‘- 8(9192) + 0(g~).
Entonces la condición de 1-cocido de 8, 88 = O, implica la igualdad del apartado (i).
(u) Haciendo 91 = g~ = e en la igualdad anterior se tiene 0(e) = 0.
(iii) ‘Hacie’~do gí = y 92 = g en la fórmula de (i) se obtiene (iii). u
~eai Denotindo al subespacio de los cocidos de orden m~(para m > 0) por Z¶G; V)de los cob des de orden m por Bm(G; V), los spacios de cohomología del grupoLie O, co res cto a la representa ión considerada, se definen asi:
H’(G; V) = Z~(G; V)/B’(O; V).
Para m = O, se define
H0(G;V) =
es decir el espacio de los vectores invariantes por la representación.
¡En el capítulo segundo utilizaremos el hecho de que por derivación en el elemento
neutro de un 1-cocido de grupo se obtiene un 1-cocido del álgebra de Lie del grupo.
Propasicidn 1.1 Si O : O — 1’ es un 1-cocido del grupo de Lie O con respecto a la
representación ~ : 0 —~ 01(V), entonces e ~TeO : g -4 y es un 1-cocido del álgebra
de Lieg con respecto a la representación tangente ~ 744’ : g -4 End(V). Es decir,
e([x;y]) =~(x).e(y) —4«y).e(x), para todo x,y E 9.
Prueba
(1) Si O es un 1-cocido de O con respecto a la representación 4’, vamos a comprobar
que se satisface la siguiente igua]dad, para todo gí 92 E O,
~(gíg2gr’) = O(gr) + 4’(gi) .O(g~) -. 4’(gíg2g[’) . O(gi). (a)
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En efecto, por aplicación de la fórmula (i) del Lema 1.1, tenemos:
8(9192911) = 8(9192) + 4’(9192) .8(911) =
— 6(gi) + 4’(yí) 0(g2) + 4’(9192)
ahora bién, por la igualdad (iii) del mismo lema,
8(g’) = ..~4’(g11). 8(gí),
con lo que
8(9192911) = 8(gi) + 4’(g:) 8(92) + 4’(91g2)~ (.. 4’(gj’) 6(gi)) =
= 8(g~) + «9i)~ 8(92) — 4’(91s291’)~ 6(gí)
(2) Haciendo 92 exp 4’ con y E g y derivando la igualdad (a) con respecto a t en t O,
tenemos:
748 (+91 exp(ty)gl’
Por definiqión,
=4’(gíY
cl
746(y) —744’ (~gí exp(ty)g1’
~gíexp(ty)g1’
1~-.~ = Ad
4, (y),
así pues,
746 (Ad9, (y)) = 744’(Ad9 (y)) 6(gí)+4’(gí) .746(y).
Haciendo ahora gí = exp sx con x E g, y derivando esta última igualdad con
respecto a s en s = 0, tenemos:
746 (+Aó~x~3~(u)¡80) =
= <=74<
Ahora bién,
por lo tanto,
Adexpsx(V)) 6(expsx)
Adexpsx(y) =exp(ad5~(y))
clyAdexp*x(y)~5..0 = [x;y],
y entonces:
746(fx; y]) = 744’(x) 74
6(y) -. (f744’ (Adexpsz y) . 6(exp sx)
Finalmente,
= Tee14y) 746(x) + 744’ ([x; y]) ~6(e),
+2’e4’ (Ad.~~ y) . 6(exp Sr) 50
y 8(e) = O (Lema 1.1), con lo que se obtiene:
740([x ; y]) = 744’(x) .748(y) -. 744’(y) 748(x),
e
e
e
e
t0) 8(gi).
e
e
e
e
e
e
e
e
e
+ (~4’(exP saO so) .746(y).
que es la condición de 1-cocido de g con respecto a la representración 744’. u
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El producto tensorial V ® V del O-módulo V (con respecto a la representación 4’)
también tiene estructura de O-módulo por medio de la representación producto tensorial:
4’:gE O—.4’(g)®4’(g) EG¿(V®V),
En particular, la aplicación
es un 1-cocido de O con respecto a la representación adjunta de O sobre g ® g si se
satisface:
l(gh) = 1(g) + Ad(g)®21(h), para todo g, ¡E E O. (b)
Volviendo a considerar el isomorfismo y ® y ~ Hom(V; V) (expresión (c) de la
Sección 1.1.1), a partir de la representación 4’, se define una representación de O sobre
Hom(V*; Y) haciendo conmutativo el diagrama:
~ Á=L, y®y
- ‘ -I .li
Hom(V*;V) .,
Establezcamos la siguiente notación 4’(g) ‘y consideremos el homomorfismo t E
R’om(V*; V) asociado al 2-tensor t E V ® V, entonces, la representación 4’ se escribe
asi:
para todo g E O, donde (4’~» : V ~ V~ es la aplicación transpuesta del isomor-
fismo 4’~ : V —~ V. En efecto, se debe verificar ~~(i) = ~g(t). Por tanto, para todo
~,71 E W, tenemos:
= <n;$g(t)(~)> =
Teniendo en cuenta la definición de 4’, se verifica:
= <(4’g)t(n);i((4’g)t(~)) > = <‘i;4’g o?o(4’g)t(e)>
así pues: 4’~(i)
4’ofo(4’)t
Si ¿ : 0 —. V ®y es un 1-cocido con respecto a la representación ~, la aplicación
O ~ Hom(V*; V), asociada a 1 mediante el isomorfismo (c) de 1.1.1, satisface la
condición
t(gh) =1(g)+4’9o7(h)o(4’g)t,
para todo g, ¡E e O. Esta es la condición de 1-cocido en la cohomología definida por la
representación 4’.
Utilizaremos las expresiones de esta sección al estudiar los grupos de Lie-Poisson
en el Capítulo 2.
e
e
e
e
e
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1.1.3 Representaciones Afines de Algebras y Grupos de Lie
- Sea y un espacio vectorial de dimensión finita. Denotaremos por A(V) al grupo
de Lie de las transformaciones afines, invertibles, del espacio vectorial V. Es decir, si
• a E A(V) entonces a T~ o L donde L E 01(V) y T~ es la traslación sobre V definida
• porelvectorveV.
• Definición 1.5 Una representación affiu del grupo de Lie O sobre el espacio vectorialV
es un homomorfismo analítico de grupos de Lie:
• a :g E O-. a(g) = TÚ(9) o L(g) E A(V),
• • donde L(g) E 01(V) y Te<9> es la traslación sobre y definida por el vector 6(g) E V. Se
satisface, por tanto, que a(gh) = a(g) o a(h) para todo g, ¡E E O.
Proposición 1.2 Sea a: 0 —. A(V> una representación afín del grupo de Eje O sobre
el espacio vectorial V. Existe una única representación lineal 4’: 0 —~ 01(V) de O en V
y un único’ 1-cocido, 6 : 0 —. V, de O con respecto a 4’, tal que’
• a(g)~v=4’(g)•v±8(g),
para g cOy todo y EV. Á la aplicación 4’ se le denomina parte lineal de la acción
afín a, y a,8 se le deuiomina 1-cocido asociado a dicha acción.
Prueba Por definición, la aplicación ase escribe de manera única de la forma a(g) . u =
• 4’(g) . y + 6(g), siendo 4’ : O —~ 01(V) una representación lineal del grupo O. Como
• 8(g) = a(g) . 0, 6 es una aplicación analítica de O en V. Por ser a una representación
de O sobre V se tiene:
a(gí) 00(92) = 0(9192), para todo 91,92 E O,
lo cual implica que
• 6(9192) = ~(g~).8(g2) + 8(gí),
que es la condición de 1-cocido de O con respecto a la representación 4’. u
Recíprocamente, tenemos la siguiente proposición.
Proposición 1.3 Sea 4’: 0 — 01(V) una representación lineal del grupo de Lie O en
el espacio vectorial V, y sea 6: 0 —. V un 1-cocido de O con respecto a 4’. Entonces,
• la aplicación a : 0 End(V) definida por:
• a(g) •v=4’(g) v+0(g),
para todo g E O y t.’ E y, es una representación afín de O sobre V, cuya parte lineal
es 4’ y cuyo 1-cocido asociado es 8.
• Prueba Como 6 es un 1-cocido de O se tiene que 6(e) = O (Lema 1.1 de 1.1.2). Por
tanto, para todo vE V, ae(v) y.
• Por otra parte, (Lema 1.1 de 1.1.2)
8(9192) = 6(gí) + 4’(gi)~ 8(92),
para todo 91,92 E O. En consecuencia, para todo y E V, 9:,92 E O, es fácil ver que:
a(gig2P y = (a(gi) 00(92)) . y = 449192) + 6(9192),
lo que demuestra que a es una representación de O sobre V. Pero, por la forma que
tiene, esta aplicación es una representación afín que tiene a ~ como su parte lineal y a 6
como 1-cocido asociado. u
e
e
e
e
e
a
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Las propiedades de las acciones afines y de los 1-cocidos del grupo de Lie O tienen
equivalentes infinitesimales que se pueden expresar en términos de acciones afines y 1-
cocidos del álgébra de Lie g de C
Sea y un e~pacio vectorial y a(V) el’espacio vect¿rial de todas las aplicaciones
afines (invertibles y no invertibles) de y en sí mismo. Para definir representaciones
afines de un álgebra de Lie g, es necesario dotar a a(V) de una estructura de álgebra de
Lie.
Sean fi y f2 elementos de a(V), entonces existen v1,v2 e V y L1,L2, endomorfis-
mos de V, tales que:
fí(v) = Lí(v) + y1;
para todo y E V.
Proposición 1.4 Con la notación anterior, si definimos:
[fi; f2](v) = (L1 o L2 — o Lí)(v) + Li(v2) — L2(ví)
el elemento [fi; f~] es una aplicación din de y en sí mismo, con parte lineal L1 o L2 — L2 o
L1 y traslación asociada definida por el vector Lí (v) — L2(vi). La ley de composición
(fi; f~) ~ [fi;.h] define sobre a(V) una estructura de álgebra de Lie.
Prueba En efecto, (fi; f2) — 1fi ; f2J es una aplicación bilineal y antisimétrica, que
satisface la identidad de Jacobi ya que:
[fi ; [k ; fa]] (y) = (Li o L2 o L3 -. L1 o L3 o L2 — o L3~ o L1 + L3 o L2 o Li) (y) +
+ Li o L2(v3) — Li o L3(v2) — L2 o L3(ví) + L3 o L2(vi)
y, por tanto,
[fi;[f2;fa]] + [f~;[fs;fí]J + [fa;[fí;f2]] =0.
u
Como consecuencia, la aplicación que asocia a cada aplicación afín su parte lineal
es un homomorfismo de álgebras de Lis;
Definición 1.6 Una representación din de un álgebra de Lie g en el espacio vectorial
y es un homomorfismo A: 9 a(y) de u en el álgebra de Lie de las aplicaciones afines
de V en sí mismo.
Proposición 1.5 Sea A una representación afta del álgebra de Lie g en el espacio
vectorial V. Existe una’ única representación lineal ‘1’ : g —. End(V) y un único 1-
cocido e : g. — V de g con respecto a la representación lineal 0, tal que, para todo
x E 9 y todo y e V, se tiene:
A(x) . y = 0(x). ti + e(x).
La representación lineal O se denomina parte lineal de la representación din A, y el
1-cocido Q, 1-cocido asociado a A.
La condición de~ 1-cocido de e se escribe así:
e([xí ;x2]) = 0(xi) . e(x2) — 0(x2)~ e(xí),
para todo xi,x2 E 9.
e
e
e
e
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Prueba Cálculo directo semejante al de la Proposición 1.2. ue
• - Proposición 1.6 Sea 4’ : 9 -4 End(V) una representación lineal del álgebra de Lie g en
el espacio vectorial V y sea e : g — y un 1-cocido de g con respecto a la representación
• lineal 4’. Para todo x E gy VE V, definimos:
e
La aplicación A : g — a(V) así definida es una representación aUn de g en y, cuya parte
lineal es 4’ y cuyo 1-cocido asociado es e.
e
Prueba Semejante a la de la Proposición 1.3. u
Proposición 1T Sea a una representación afín de un grupo de Lie O sobre el espacio
vectorial V. Sea 4’ su parte lineal y 6 su 1-cocido asociado. Para cada elemento x en el
• álgebra de Lie 9 de O y para cada elemento ti E V, definimos:
y = ~a(exp(tx))~e
La aplicación A : 0 a(V) así definida es una representación aflín de g en V cuya
• parte lineal $ y cuyo 1-cocicío asociadoe están relacionados con 4’ y 6 por las fórmulas:
• $(x)• ti = ~j4’(ex~(tx))~
• cl
e(x) = —8(exp(tx))~ __ = 746(x).dte
• La representación afta A de g, su parte lineal 4’, y el 1-cocido e se dice que están
asociados a la representación aflín a de O, a su parte linead 4’, y a el 1-cocido 6, respec-
• tivarn ente.e
Prueba Para cada x E g y cada ti E V, se verifica:
• A(x) . ‘u = +a(exp(tx)) . tij~0 = ~(4’(exp(tx)) . ‘u + 6(exp(tx))) L=o —
• = 4’(x) + e(x),
• donde ‘1’ y e están definidas por las fórmulas del enunciado. Como la aplicación tangente
en el elemento neutro e e O a un homomorfismo de grupos es un homomorfismo de
• álgebras de Lie, 4’ es una representación lineal del álgebra de Lie g. Como la aplicación
tangente en e E O a un 1-cocido de O con respecto a la representación 4’ es un 1-cocido
del álgebra de Lie de O con respecto a la representación 744’ (Proposición 1.1 de 1.1.2),
e es un 1-cocido de g con respecto a 4’. Por tanto, A es una representación afín del
álgebra de Lie g cuya parte lineal es 4’ y cuyo 1-cocido asociado es e. u
• El álgebra de Lie de .4(V) es precisamente a(V), es decir, es el espacio de las
transformaciones afines sobre V, dotado del corchete de Lie definido en la Proposición 1.4.
(ver por ejemplo: Varandarajan [1974]). Como consecuencia de esta observación se
tiene la siguiente proposición que utilizaremos, en el capítulo segundo, en el teorema de
integración de biálgebras de Lie.
• Proposición 1.8 Sea g un álgebra de Lie y O el grupo de Lie conexo y simplemente
• conexo de álgebra de Lie y. Sea e : y — V un 1-cocido de Chevalley del álgebra de Lie
y con respecto a la representación 4’ : y — End(V), entonces existe un único 1-cocido
• 8 : O — V del grupo de Lie O con respecto a la representación 4’ : 0 .— 01(V) que
• determina 4’, tal que 746 = e.
e
e
e
e
e
a
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Prueba Sea A : 9 -4 a(V) la representación afín de g cuya parte lineal es 4’ y cuyo
1-cocido asociado es e. Por ser A un homomorfismo de álgebras de Lie, determina un
único homomorfismo de grupos, a : 0 -~ A(V) cuya aplicación tangente en el elemento
neutro es A, es decir, una representación aSín del grupo de Lic O sobre el espacio vectorial
V tal que Tea = A. Sea 6 : 0 ~ V el 1-cocido asociado a a, la Proposición 1.6 implica
que 746= e: u
12 Cohomología de Poísson
La cohomología de Poisson se define en el contexto de las variedades de Poisson.
El concepto de variedad de Poisson se puede entender como una generalización del de
variedad simpléctica, que es la estructura geométrica que subyace en la decripción de los
sistemas hamiltonianos clásicos.
Una Variedad simpléctica (ver por ejemplo: Abraham, Marsden [1983]; Liberman,
MarIe 119871) es el par formado por una variedad diferenciable M y una 2-forma difer-
encial, cerrada, no-degenerada, 12 sobre la variedad. La variedad M es entonces de
dimensión par 2n.
La no-degeneración de SI implica la existencia del isomorfismo:
X p(X) = —1x12, (a)
donde X(M) = A’(M) es el espacio vectorial de los campos vectoriales sobre la variedad,
X(M) A
1(M) el espacio de las formas diferenciales de orden uno y el operador t(.)
es el producto interior.
Este isomorfismo asocia a toda función H E C~(M) sobre la variedad un campo
vectorial
XHIIi(dH), (b)
es decir,
—ix,.SI = dH,
de tal forma que H es cénstante sobre cada curva integral de XH.
En uú sistema de coordenadas canónicas (qí,... ,qfl,p~ p,,), donde la forma SI
viene dada por la ex¡iresión SI = 2 dpi A dq
1, el campo hamiltoniano Xii se escribe así:
Las curvas integrales del campo X~, c(t) (q(t),p(t)), definidas por la condícion:
dc(t) —
satisfacen las ecuaciones de ‘ di Xu(c(t))Hámilton~
.‘~ 8ff Y OH ~ ,~.q =—,
8p
2 ~‘5qt
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De esta forma, se define un sistema Hamiltoniano como la terna (M; £2; Xx), donde
• (M; SI) es una variedad simpléctica y X11 el campo vectorial sobre la variedad definido
• - en (b) a partir de una función H E C¶M). A la función H se la denomina Hamiltoniano
del sistema.
La evolución en el tiempo de un observable f E C~(M) satisface la ecuación:
• cl dFt(m) _
—(foFt)(m) =df(Ft(m)) df(F
dt — t(mXiXu(Ft(m)) =
=
donde Ej es el flujo local del campo Xg.
• Definiendo la aplicación bilineal { } : C~(M) x C¶M) por medio de la expresión:
• {f;g} =SI(X¡;X9),
• donde X1 — p’i(df) y >4 = tr’(d9), la ecuación (c) se escribe asi:
• “ +(foFt)={H;foFt}.
Este corchete { ; }, denominado corchete de Poisson, es una derivación en cada
argumento, es decir,
• {fg;h} =f{g;h}+{f;h}g, para todo f,g,h EC¶M), (d)
ya que, para todo fy E C~(M),
• {f;g}=SI(Xí;X2)=-.(ix9fl).X¡ =dg~X1=Lx1g. (e)
Es antisimétrico ya que 1? lo es. Por último, como
• Lx1fZ(X9;Xh) = {f;{g;h}}
• y
SI(IXÍ;X91;XA) =L1x,;x9jh=Lx1Lx.h-.Lx,Lx,h={f;{y;h}}+{g;{h;f}},
al ser cerrada la 2-forma SI, se tiene:
0= dfl(X1; >4; Xh) = Lx,SI(X9; Xh) + p.c. — £2([X~ ; >4]; X,,) + p.c. =
— {{f;g};h} +p.c.,
• es decir { ; } satisface la identidad de Jacobi.
Sobre C~(M) se tienen pues dos estructuras, la de álgebra asociativa dada por el
producto ordinario de funciones y la de álgebra de Lie dada por el corchete de Poisson.
Ambas están ligadas por la relación (d).
Si se adopta el punto de vista de considerar el corchete de Poisson como la estruc-
tura fundamental sobre la variedad, se tiene el concepto de variedad de Poisson como
generalización del concepto de variedad simpléctica. En este caso, teniendo en cuenta (e),
se define el campo hamiltoniano X1 correspondiente a f E C¶M), por la condición:
Lx,g = {f ;g}, para todo QE C¶M).
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1.2.1 Variedades de Poisson
Una variedad de Poisson (ver por ejemplo: Liberman, MarIe [1987]; Choquet-
Bruhat, De Witt [1989])es el par definido por una variedad M de clase C~ y un corchete
de Poisson { ; }r~j, es decir, una estructura de álgebra de Lie sobre el espacio’ vectorial
que satisface’ la regla de Leibnitz:
{fí ;f2f3}M =f2{fí ;fa}M±f3{fí ;f2}M, para todo fí,f2,fa E C00(M).
Como consecuancia de la regla de Leibnitz, el valor de {fi ; f
2}(x) depende sólo de
los valores dfí(x) y df2(x) (ver por ejemplo: Libermann, Marle [1987]; Choquet-Brubat,
De Witt [1989])). Además la aplicación f E C~(P) -4 df(x) E TZP es suprayec-
tiva. Por tanto, sobre toda variedad de Poisson (M; { ; }) existe un campo tensorial
2-contravariante, antisimétrico, A, definido por la condición: A(dfí; df2) = {fi ; .Ñ} para
todo fi, 12 E C~(M). Este campo tensorial, que es único, se denomina tensor de Poisson
de la variedad de Poisson (M; { ;
En la Sección 1.2.2 estudiaremos la condición que debe satisfacer un campo tensorial
2-contravariante, antisimétrico sobre una variedad diferenciable M, para definir una
estructura de Poisson sobre ella.
Sean (M; { ; ~ y (N; { }N)’dos variedades dePoisson. Sobre el producto MxN
se define un corchete de Poisson de la siguiente manera:
{fi ; f2}MXN(m; it) = {(fí)r; (f2)?},v(n) + {(fí)~’ ; (f2)~}M(m),
donde fi, f2 E C~(MxN) y (ni; n) E MxN, siendo (f~)T E C””(N) y (f~)~ E C~(M),
= 1, 2, las aplicaciones parciales definidas por:
(fO7M~) = f~(m;n) y (f~)~(m) = f~(m;n).
Con este corchete, al par (M x N; { ; }MXN) se le denomina producto de las variedades
de Poisson (M; { ; }M) y (N; { ; }N).
Un morfismo de Poisson entre las variedades (M; {; }M) y (N; 1;}N) es una apli-
cación 4’ de clase C~ de la variedad M en la variedad N tal que
{fí;f2}No4’= {fí o4’;f2o4’}M, paratodo fl,f2 E C
00(N).
Un ejemplo importante (que describimos a continuación) de estructura de Poisson
(en general no simpléctica) es la que se define de manera natural sobre el espacio vectorial
dual, 9t, de unálgebrade Lie g (ver por ejemplo: Fomenko, rofimov [1988]; Choquet-
Bruhat, De Witt [1989]; Perelomov [1990]).
Sean ~,4’ E C~(g) y a E g~. A las formas lineales dv(a), <hp(a) E gfl se las puede
considerar • como elementos de g por medio del isomorfismo x E 9 —+ i E g~, donde
= <a;x> para todo a E g~. Entonces, la aplicación {;} : g¶g*) x C¶g*) -4
C’~(g) definida así:
{p;4z}(a) =a([dhp(a);d4’(a)]) , (a)
es un corchete de Poisson sobre la variedad g~ denominado corchete de Kirillov-Konstant-
Souriau.
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Si C~ son las constantes de estructura del álgebra de Lie g con respecto a una base
{eí e~} y a~ (i = 1,... ,n) las componentes de a E gt en la base dual {eí
el corchete definido en (a) se escribe así:
{so;4’}(a)=C” ¿99 84
’
íjak~- a~
En particular, si las funciones son lineales, es decir, si son elementos x, y E 9** ~ ~, el
corchete (a) coincide con el corchete de Lie sobre g:
{x;y}(a)=a([x;y]); x,yE9~g**, aEg.
Como hemos visto en la introducción de esta Sección 1.2, el campo Hamiltoniano
.24, E X(M), correspondiente a una función cp e C~(M) sobre la variedad de Poisson
(M; { ; }), está definido por la igualdad: Lx~g = {p;4’} (siendo L(.) la derivación de Lie
con respecto a campos vectoriales) para toda 4’ 6 C~$M). En el caso de la variedad g~
dotada del corchete de Poisson (a) se tiene:
X~~,(a) = ~ad* (dso(a)) ~a,
ya que (Lx~, 4’) (a) =a ( [d9(a) ; d4’(a)]). Por tanto, las ecuaciones de Hamilton relati-
vas al Hamiltoniano 9 E C¶g) son:
• da(t) — — ad (d9(a)) . a(t), donde d9(a) ~ gfl ~ g. (b)
•
• Una función 9 E C~(g~) se dice que es una función de Casimir si es invariante por
la acción coadjunta del grupo. Es decir, si se satisface:
9(Ad*(9).a) =9(a), paratodo gE O, y ~ (c)
e
• Lema 2.1 Sea 9 E C~(g*) una función de Casimir. Entonces,
adt(d9(a)) •a=0, para todo aEg*,
• y por tanto,
{9;4’}=0, para todo 4~EC¶g*).
Prueba Con a E g fijado, consideremos la composícion:
Ad * * .flAd(g).aEgt~
• $:gEO—Ad (g) EOI(g) —9(Ad(g)a) eR,
Si ~ es una función de Casimir, por definición es invariante por la acción coadjunta del
grupo, es decir,
• 9(A&(9)~a) =9(a), paratodo QEO y aEg*,
• entonces 4’ = cte y d4’(g) = O en todo punto g e O. Por tanto:
e
O = d$(e)(x) = ¿19(a) (ad*(x) . a) (ad(x) . a) (¿19(a)) =
— (aoad(x))(dw(a))=aoad(dcp(a)).x=-.(ad*(d
9(a)).a).x,
• para todo x E g. Lo cual implica que ad* (¿19(a)) a = 0. u
e
e
e
e
a. -
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En el caso de que O sea el grupo de Lie conexo y simplemente conexo de álgebra de
Lie g, se tiene la proposición recíproca. Es decir, si p E C~(g*) es tal que ad*(dp(a)).a =
O, para todo a E g~, entonces es una función de Casimir.
1.2.2 Noción de Corchete de Schouten
Sea P una variedad diferenciable, de clase C~, de dimensión n. Para cada p =
1,2,... ,n, consideraremos el espacio yectorial, A~(P), de los campos de tensores p-
contravariantes, antisimétricos, de clase C~ sobre P, que denominaremos p-tensores
para abreviar.
El corchete de Schouten ‘de un p-tensor y un q-tensor es un (p + q — 1)-tensor que
se define por su acción sobre las (p + q -. 1)-formas cerradas. La justificación de esta
manera de proceder se pone de manifiesto en el siguiente cálculo.
Sea el símbolo de Kronecker, cuyo valor es +1 (respectivamente —1) si
la sucesión A es una permutación par (respectivamente impar) de la sucesión pi y O
en cualquier otro caso. En una carta local (U; x~) (i = 1 it) sobre la variedad P
definimos (ver por ejemplo: Lichnerowicz [1962])
dx’ AAdx~ dx~’ ®
donde (1 =i1 < < i~ = it) y se suma en todas las permutaciones (A1,... ,A~) de
De esta forma, conviniendo en sumar desde 1 hasta ñ los subíndices y superíndices
griegos repetidos, si ax,•.•xq son las componentes de la q-forma a E Aq(P) en la base
local dx>~~®...®dx>~q (A1 Aq =1 n), es decir, si
a = a’.,..x9dxA ®...
debido a la antisimetría de a, tenemos:
‘1
q.
donde
dx”’ A...Adx¾~ ®
o bién,
a=a’ ‘dx” ~~¿1~iq
donde (1=ií’< ... it).
Las componentes de la (q + 1)-forma da, en la misma base local, vienen dadas por
la expresión:
= ‘ 5L
4i:~Xq ~
Finalmente, si A E A~(P) es un p-tensor (p =q) sobre la variedad cuyas componentes
en la base dual son A’~””’~’, es decir
8 8 1 8 8
8xM’ Ox”” p! OxMI Ox””
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la contracción de A y a es, por definición, la (q — p)-forma de componentes:
(iAa)aa =
Con estas notaciones, sean A E A(P) un p-tensor, B E A~(P) un q-tensor y
¡3 E A,+~.r(P) una (p + q -. 1)-forma, tenemos entonces la siguiente expresión local:
tAd(iB¡3) 1(p~l)!q!A (8pBPí”’¿¿~)j3,~..¿¿
401...0~,,1 +
1
+ (p— 1)!q!
Teniendo en cuenta la antisimetría del símbolo de Kronecker y que, para toda
r-forma ¡3 y todo s-tensor A, se tiene:
= ~ y AAA = !EÁt..ASAPIP.
Pi~~~Pa
la igualdad anterior se puede escribir así:
ZA d(is fi) =Q...1)(P1)q 1 1(p + q — 1)! (p -.
A~
0~’’~—’ (8~BtL1”’t¿~)/3~
1
6p+q’ +1 1 1 6~+
(p + q — 1)! (p — 1)!q! (, + q)!CaI ... Gp..i ¡ti .Pq
2.’
Pi Pp+q
Ahora bién,
da =
por tanto,
ZA d(infi) (
1)<p-.i)q 1 1(p + q —1)! <a, —
.ehi
6p+q.i Avoí.o,~1 (a,,st¿l.t¿~)~
1 8e, +
1 1
+ (-.í)(P—í)Q (p — 1)!q! (p + q)l
.sYAi~
4+4.íAPí..PvBPP+íPP+4 (8~0á~ ~ . (a)
El segundo término de la igualdad (a) es:
<y + q 1)! 1 A~’ ‘..PpfiPp+I “‘P~+~(dfi)~, ,.. —(
1)(Pi)Q (p+q)! (p—1)!q!
1 1
p + q (p —1)!
= (—1)~-.
2—iA (indO)
p+q
y definiendo el (p + q — 1)-tensor H de componentes locales:
1 ~ óp+q—i
= (p....1)!q! Ot.•.dp+tttt•.¡tq (b)
a
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el primer término de (a) es:
(1)(p—I)q 1
(p + q — 1)! H
6’ “‘ ~ = (~l)<P”’í)Qi~/3
Así pues:
1’
p+q
Analogamente,
~s d(iAfi) = uiiji + (....l)P(91)......¶....iÁ(iR ¿1/3), (d)
• p+q
siendo H’ el (p + q — 1)-tensor de componentes:
— 1 0’””’ 6p+q—I s~«~ aq—IOAJLi “‘ gp
Reuniendo las igualdades (c) y (d), tenemos
(~1)PQ+~~~ d(iBI3) + (—1)~is d(iA/3) = uH/3 + iw’/3 + ~ dli), (e)
donde H” = ( 1)~H’, es decir:
p!(q—~ 1)!
Denotando [A;E] = II + II” queda justificada la siguiente definición.
Definición 2.1 Sean A E A~(P) y E E A~(P). El corchete de Schouten de A y E,
denotado por [A; E], es el tensor (p + q — 1)-contravariante antisimétrico definido por la
relación:
tíA ;sjI3 = (-.i)fl~ ~A d(iB/i) + (—1)’ i~ ¿¡(iAl3)
donde fi es cualquier (p + q — 1)-forma cerrada.
Sobre el dominio de’una carta loca], el corchete de Schouten viene dado por
[A;E]— 1 ¡AB]”’ ~ 8 8
donde, teniendo en cuenta las expresiones (b) y (f), las componentes [A;B]k2 ...‘.k~f-q son
— 1 ¿“‘S’t~ At
(P 1)!q! 12.’.p31.’.Jq ~ +
+ (—1)~ k2..kPtq Eti2 ~~8~A~’”’”. (g)
tl...2p32..Jq
Una comprobación directa proporciona el siguiente resultado.
e
e
e
e
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Proposición 2.1 Sean A y E campos de tensores contravariantes, antisimétricos, de
orden p y q respectivamente, sobre una variedad diferenciable. El corchete de Schouten
• - de A y E satisface las propiedades siguientes:
• (1) Sip=1,setiene[A;.B]=LAB.
• (2) [A;B] (....1)PQ[BA]
(3) Si C es un tensor t-contravariantre antisimétrico se tiene:
• (~1)pq [E ;C] ; A] + (1)~~ [0; A]; E] + (fl
tP [A;E]; c] = 0.
• u
Proposición 2.2 Sean A, E y O campos de tensores contravariantes, antisimétricos,
de orden p, q y r respectivamente, sobre una variedad diferenciable 1’. Se satisface la
• siguiente igualdad:
• [A;BAC]=[A;B]AC+(-.1y’~+QBA[A;C]. (h)
e
Prueba Haciendo uso de la expresión (g), tenemos:
• ([A; E] A C)”” ‘~‘~
1 ¿fl2..:7’tv+~+.r~ k A¿2~P8L.BIí ...iq~ki ...kr + (i)
+ p!(q — l)!t! ~ •t.i2 ...~q k
1 ~8¿A’ “ “B
1’~ 3q~kí . k..
De manera análoga,
• ~ —
e ~
(p—1)!q!r! ~21r~í.~q ,~>
14A~ ‘ ~B” qa¡Ckl . lCr + (j)
e + ptqt(r— 1)! :í...:,jí..’jqk2..’k.PLA’ ‘ ‘~>fi~’ .iq<Lkz lCr
Por lo tanto, reuniendo las igualdades (i) y U) tenemos:
• ([A;E] AC±(...4)fl+~B A
1 ¿“2 M k~ ½8~EJt . lc,. +
(... ~
+ ¿“2
tflp+q+” ~ 8¿A” lrBLJ2 3q~k1. lCr + (k)
• p!(q—1)!t! •1...½fl...J<. 1”
+ 1 ¿712 rnp+q+,. AL i
2 ... . Jq O1Ckl . lCr +(p— 1)!q!r! tg..’tpJí...jqkí...kr
• + (1)P(í)%rn2..,rn,4,q+r 81A~ ‘ ‘PB” . 3q~Lk2 .14.p!q!(r—1)! ti”.tpli...jqk2...kr
Por otra parte,e
[A; E A Cf” ‘ tflp+q+r _
(....1)(P—i)(Q+r) ~ AL t2 “
8L (E” ~q
0kt ... lcr) + (1)
(p—1)!q!rI Eji,.,jqki...k,.íí...tp
_____________ 1
+ (...l)P ~rn2 ..
tflp+q+r 8
1A” ~ ~ .3q~Jki ... k..
• p!(q+r—1)! 2I..tra2...Oq+r q!r.
e
e
e
e
e
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Ahora bién, se ~atisface;
~ MB” ‘JqCkí”’kr —
= 3132’’ iq0kíkr + (~1)~te~ ;~Lq~; lc Bi
t ..iqCIk2.kr
por tanto, sustituyendo en (1),
— 1 7712”’7»p+q+r
(p — 1)!q!r! 2 “‘tpli ...j
0k1 ..~kr ~¿9~fl)I ...jqQki ..k, +
m2 ~ ‘ ‘.‘ i~3L 32 .‘~q~ki “lCr + (m)
+ pI(q~1yrI
5iI •‘•~pj2”’iq
“‘p+q+r
+ 1 e A¿2 tp931 ..iqaCki .lc. +(p — 1)!q!r! ~‘ .. ~ ~tYq kt lcr
+ (—1)~(—1)~ ¿712 fl~+q+r 8Ati “‘ ~ ..Jq~ k~ ..
p!q!(r —1)! ti “‘~pJí .~iq lcrL
Los segundos miembros de (k) y (m) son iguales. ‘ u
Como vimos enla Sección 1.2.1, toda estructura de Poisson, { ; }, sobre una varie-
dad P, tiene asociado un 2-tensor, A, definido de la siguiente forma:
{f;g}=A(df;dg), f,gEC~(P).
Un cálculo en componentes revela que:
[A;A](dfí;df
2;df3)= 2{{f~ ;f2};fa}.+p.c..
En consecuencia, se tiene la siguiente condición necesaria y suficiente para que un 2-tensor
contravariante, antisimétrico sobre 1’, defina una estructura de Poisson.
Teorema 2.1 Sea 1’ una variedad de clase C~ y A un campo tensorial 2-contravariante,
antisimétrico sobre .1’. Sea {; } el corchete sobre C~ (P) definido por la expresion:
{f;g}=A(df;dg), f,gcC¶P).
Entonces { ; } satisface la identidad de Jacobi si y sólo si [A; A] = O. u
Este teorema permite dar una nueva definición de variedad de Poisson.
Definición 2.2 Una variedad de Poisson es el par formado por una variedad diferen-
ciable P y un campo tensorial 2-contravariante, antisimétrico, A E A
2(P), tal que el
corchete de Schouten [A; A] = O.
La condición [A; A] = O es, también, el fundamento para definir un operador de
cohomología sobre el el espacio vectorial graduado, e A” (P), de los campos de tensores
contravariantes antisimétricos definidos sobre la variedad de Poisson (P; A).
Teorema 2.2 Sea (1’; A) una variedad de Poisson, A”(P) el espacio de los tensores r-
contravariantes antisimétricos sobre la variedad 1’ y A(P) = Sr=í A” (1’). Consideremos
la familia de operadores:
Ar(P)~~r.Ar+i(P) r>í.
A -[A;A]
Entonces, el operadora: A(P) —.4 A(P), tal que su restricción a A”(P) coincide con
es un operador de cohomología, es decir, O o 8 = 0.
e
e
e
e
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Prueba En efectoe
• (8o0)A=—[A;—(A;A]] = [A4A;A]]
• Ahora bien, por la propiedad (3) de la Proposición 2.1,
(~1)2’2 [A ;A] ;A] -1- (~1)2r [A;A] ;A] + (~1)2r [A;A] ;A] = O,
e
por tanto,
ya que [A; A] = O. Pero entonces, por la propiedad (2) de la misma proposición,
E(A;AI;A] + (~1)2r(~1)2r [A;A];AJ =0,e
lo cual demuestra la proposición. u
Es claro entonces que Im8~ es un subespacio vectorial de Ker8~+i, definiendose
los espacios de ‘cohomología de Poisson, sobre la variedad de Poisson (P; A), de la forma
• siguiente: HX(P) ~Ker8~+i/bn8,.
e
• 1.2.3 Cahomalogía de Poissan sobre una Variedad Siznpléctica
Sea ahora (P; A) una variedad simpléctica, es decir, el tensor de Poisson, A, es
no-degenerado. Esta condición implica la existencia de un isomorfismo de espacios vec-
•
e
definido de la siguiente forma; A(a;¡3) = i~~i<~>/3, donde a,¡3 E X*P (con la notación
de (c) en 1.1.1, g~ = —A). En componentes, sie
• A(a;/3) —A”a’fi’,
tenemos:
• (p’(a)) — A”a’.
El isomorfismo ¡r~ se puede atender de forma natural a los espacios vectoriales
de los campos de tensores sobre la variedad. Para cada r> 1 definimos
A~(P) A”(P)
• a—. g•~i(a)e
por la siguiente expresión local
• (p••i(a))tI”$r = A””~ .Airi.’a~,~,
• donde
e 1
e
El isomorfismo inverso
• : A”(P) Ar(P)
• t pir(t)
e
e
e
e
e
a
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viene dado por
=
12h ~
1S’2j2~2 ~ O1’~~ , (a)
siendo las expresiones locales de t y g,.(t):
1. .8 8 1 ‘‘‘~d” A...Adxir
= —r’’--—--A..A —‘y-; p,.(tY3 \fM~t))i,irx
8x~’ Ox
En particular, la 2-forma cerrada, no-degenerada, que determina la estructura
simpléctica está definida por
SI(X; Y) = A(g(X); ¡«Y)),
lo que implica en componentes:
SIabAbc = 3c ~ %0A =
siendo ‘ A ~‘ ~ 8 1
y 9=~~tbdx«Adxb.
2 Ox” Oxb 2
Por tanto, viene dada por SI = g2(A).
El tebrema siguiente (Lichnewowicz 11983]) es el fundamento del isomorfismo entre
los espacios de cohomología de Poissoii y lás espacios de cohomología de de Rham. Se
puede comprobar mediante un cálculo en componentes largo pero sencillo.
Teorema 2.3 Sea (P; A) una variedad simpléctica. Consideremos la familia de ‘iso-
morfismos:
pi,.: A”(P) —4 A,.(P); (r =8,
definida en (a). Entonces, el diagrama siguiente:
A”(P) ..2t. Ar+i(P)
A,.(P) “—.““4
ci
(dondé cl es la diferencial exterior) es conmutativo.
Proposición 2.3 Sea (P; A) una variedad simpléctica de tensor de Poisson A. El
isomorfismo pi,. : A” (P) — A,.(P) induce un isomorfismo entre los espacios vectoriales
Ker(—8,.) yKerd,..
Prueba Sea A E Ker(— O,.), es decir, — 8,. A = 0. Entonces, según el teorema anterior,
dr(jir(A)) =pr+i(-..OrA) =0,
así pues p,.(A) E Rer ¿1,..
Reciprocamente, sea a E A,.(P) tal que ¿1,. a = O. Como pi,. es un isomorfismo
entre A”(P) y A,}P), existe A c A”(P) tal que g,.(A) = a, entonces
4p,.(A) =4a=0.
Dada la conmutatividad del diagrama del teorema anterior, la última igualdad implica
queg,.+í (—8,-A) =Oyportanto —8,.A=0. LuegoAEKer(—8,.). •
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Se tiene, entonces, la sucesión
donde H”(P) es el r-espacio de cohomología de de Rham y, por ser pi,. un isomorfismo,
H”(.P) (Ker(— 8,.)) / (Ker(ir,. o pi,.))
Proposición 2.4 Con la notación anterior,
Ker(ir,. o pi,.) = Im(— 8~—í).
Prueba Sea A E Ker(— 8,.) tal que (ir,. o pi,.) A = O. Entonces ir,. (g,.(A)) = 0, es decir,
g,.(A) E 1m4.¡. Consideremos a E A,...í(P) tal que g,.(A) = 4~i(a). Como g,.q es
un isomorfismo, existeS E Ar—í(P) tal que a = p,..í(B). Entonces
pi,.(A) dr...i (g,.~í(B)) = gr U 0r’..i 5)
29
por lo tanto
Recíprocamente, sea A E Im(— 8~í)~ es decir, A = — 8,..~ 5 con 5 e A”1(P)
entonces
= (pi,.o(—8r~i))Á= (ci,.~~ogr)B E Imd,....i,
por lo que
(ir,.og,.)A=0, es decir, A E Rer (ir,. o pi,.)
u
Teorema 2.4 Se tiene
El isomorfismo viene dado por:
[A]E HX(P) -~. [pi,.A] E ff”(.P).
u
1.2.4 Cohomología de Poisson Invariante sobre un Grupa de Lie con Estruc-
tura de Poisson Invariante
Supongamos que la variedad considerada es un grupo de Lie O. Sea A
9 : 0 —-. O la
traslación a la izquierda definida por el elemento g E O y TA9 : TO — TO la aplicación
tangente. Como A9 es un difeomorfismo, se pueden definir los isomorfismos:
(A9). : A’(O) A
5(O)
M (A
9).M’
(A9» : A,.(G) — A,.(O)
/3 -.4
por medio de las expresiones:
a8) = M(§’h)(ai(h) oT9~i&A97... ,a8(h) oT9—lhA9)
((A9»/3)(h)(Xi X,.) — /3(g~~ih)(ThAQ..±(Xí(h)) . . ,TKAg’..I(XrQi)))
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
o
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
o
e
e
e
e
e
e
e
e
e
e
e
e
e
a
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siendo h e G, a1,..., a8 E X(O) 1-formas sobre el grupo y Xi X,. E X(G) campos
de vectores.
La Definición 2.1 de 1.2.2 nos dice que el corchete de Schouten [(X9)*M;
de los campos de tensores (%).M’E A”(O) y (~X9).N E A’(O), es el campo tensorial
r + s — 1-contravariante, antisirnétrico, que satisface la igualdad:
= (~1)rs~~~t<x9>.tí ¿1 (i~9>.~(>~)~/3) +
+ (—U”i(~)N ¿1 (i(xg).zl¿I(Ág)*13)
para toda forma cerrada /3 E A,.÷8.í(G).
Puesto que el opérador diferencial exterior, ¿1, conmuta con (>.~)~ y el operador
producto interior, ~(), verifica
Y Z<A9).X((A9)./3) = (ÁgY.(ix/3) , para todo /3
(ver por ejemplo: Abraham, Marsden, Ratiu [1983]), se tiene
tlcx>M;(A>N](¾)*/3= (~9y((~1)r8+si~ ¿1 + (—lyiN ¿1 (iM~3)) =
= (>4*(iIkf;NI/3) =
para todo 9 E O y para toda forma cerrada /3 E X~(G).
Esto quiere decir que [(A9)*M;QX9)~N] = (.X~). [M ; Ñ] para todo g E O. Por tanto
hemos demostrado la siguiente proposición.
Proposición 2.5 El corchete de Schouten de campos de tensores invariantes es también
invariante. Es decir, si (>19)~M = M y (%)~N = N, para todo g E O, se tiene:
(A9)*IM;N]=fM;N]. (a)
(Se tiene el resultado análogo para campos de tensores invariantes por la derecha). u
En consecuencia, si el tensor de Poisson es invariante, el operador de cohomología de
Poisson se puede restringir al subespacio de los tensores contravariantes, antisimétricos,
invariantes sobre el grupo:
a,.; A;(G) -4
y como A (O) ~ A”(g), la cohomología de Poisson invariante se puede trasladar al
contexto algebraico:
8,. : A”(g) ‘—4
Teorema 2.5 Si ~X(g) es el r-espacio de cobomología de Poisson invariante sobre la
variedad simpléctica (O; A) y H”(g) es el espacio de cohomología de de Rham invariante
sobre O, se tiene:
u
Observación Según se ha visto en la sección 1.1.1, H”(g) es también el espacio de
cohomología de Chevalley del álgebra de Lie y. • u
a
e
e
e
e
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e Tenemos pues los diagramas conmutativos:e (—O),., A” (g) ½»)~Ar+i}) ~
e
• lLr{
• dr-.i di.
e
Si la estructura de Poisson sobre el grupo O es degenerada, Kirillov ha demostrado
que, como variedad diferenciable, admite una foliación por variedades simplécticas (ver
por ejemplo: Lichnerowicz [1983]; Liberman, MarIe [1987]). El siguiente razonamiento
demuestra que la hoja simpléctica conexa que contiene al elemento unidad del grupo es
un subgrupo de Lie 0.
(O; A) un grupo de Lie con estructura de Poisson invariante A de
En efecto, sea
rango 2k < it .= dim g. El núcleo de A (constituido por los elementos a E 9* tales
que A(a;/3) = 0, para todo /3 E 9) está engendrado por h = it — 2k elementos de g’:
(e2”’,... , e”). Consideremos los elementos de 9* (e’,... , e2’~) tales que (e’,..., e”)
sea una base de g~ Sea (e,,... e
71) la base dual de g~ ~ g. Si definimos
1e AL=~AabeaAeb, AabER, a,b=1 2k,2
• la matriz A? ~> es invertible.
Sean C’b las constantes de estructura de g en la base anterior, es decir, [e~.; ~] =
e C~%eh. La condición [A ; A] = O se escribe asi:
• ARÁAKcC~k+ARAABKC~?x+ARBAcKC~x =0,
e
donde A,B,C,R,KE 1,2,... ji.
Teniendo en cuenta que A~ A — O si R> 2k ó A > 2k y escogiendo C con valores
en2k+1,... ,n,setiene AdaAb¿C~ =0,
lo cual implica que
CS=o, d,t=1 2k y C=2k+1,... ,it,e
• es decir,
e [e8;ebl=CkbeL, a,b,1=•1,2,... ,2k.
Por tanto (e,,... , e~) engendran una subálgebra de Lie 9j de g.
e Sea Oí el subgrupo de Lie conexo de O con álgebra de Lie g¡. La restricción de
A a 0¿ es A1, que define una estructura simpléctica invariante sobre
0L• Quedando así
demostrado el teorema siguiente.
Teorema 2.6 Sea (0; A) un grupo de Lie con estructura de Poisson invariante por la
izquierda. La hoja simpléctica 0L que contiene al elemento unidad e E O es un subgrupo
de Lie conexo de O. Denominando A
1 a la restricción de A a 01, como la estructura de
• Poisson invariante es también regular, es decir de rango constante, toda hoja simpléctica
• es el trasladado por la izquierda, del grupo con estructura simpléctica (O¿; AL). u
e
e
e
e
a
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1.2.5 Corchete de Schouten y Ecuación Clásica de Yang-Baxter
Sea O un grupo de Lie y g el álgebra de Lie de O. Sean U(O) y U(o) entornos de
g y O respectivamente, tales que la aplicación
exp : U(O) U(o)
x -4 expx = 9
es un difeomorfismo.
Mediante la aplicación inversa log : U(o) -4 U(o) y la elección de una base de g,
{eJ, se definen las coordenadas naturales de primera especie (ver por ejemplo: Sagle,
Walde [1973]):
4’: U(o) R”
9-4 (x1(g)
siendo logg = Z~ x’(g)ej.
Asociados a dicha carta natural, existen los campos vectoriales
gE U(e) -4 (~) E TU(o),
cuya acción sobre las funciones es:
8(fo4”’1) 8(foexp
)
(La¡a±~f)(g)— ~ (4’(g))= ~ (x)=d(foexp)(x).e
1, (a)
siendo f E C00 (U(o)).
La base elegida determina también campos invariantes por la izquierda e~’ E Xx(O),
definidos así:
e~’(g) = T~L
9 ei.
Su acción sobre las funciones es:
(Le>~f)(g) = df(g) e~’(g) = (¿1f(g) o TeL9) . ej =
= cl (fo L9) (e) (~ ex~teiit o) = ~4jf(=~. expteí)j~0, (b)
ya que t —. exp te~ es la curva integral de e}’ con valor inicial e~ en e E O y, por tanto,
¿1
~ exp(tefl¡~ ~= e}’ (expO) = et(e) = e~.
Proposición 2.6 Sea et E .94(G) el campo vectorial invariante por la izquierda defi-
nido por e¡. E g (expresión (b)). Sea O/Ox~ el campo correspondiente a 0¡ en la carta
natural (expresión (a)). Entonces,
e~’(expx) =
donde
5(x) = 1+ ~adx + >3 $~j(adz)2fl; 5(x). ej = B(x)~e~, (c)
71
y b271 los números de Bernoulli.
e
e
e
e
e
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Prueba Haciendo uso de la ley formal de grupo y(x; y) del álgebra de Lie g, podemos
escribir:
• (e~f)(expx) = ~f(expxexpte1)to =
e
• Sea B(x)(te~) la parte lineal en tej de la expresión -y(x; te), es decir,
‘y(x; tel) = x + BQ4(te~) + O(t
2; x; e~)e
• Se tiene que (ver por ejemplo: Hourbaki ¡1972]; Postnikov [1982])
• adx 1
• B(x)= íexp(adx) =1+~adx+ >3~i~
3jb2n(adx)2fl.
e
Entonces,
e
• (4f)(expx) = ~¿f (exp($x;tejD)~...0 =
e = (foexp) (x+tB(x) .ej +C(t2;x;efl)~...0 =d(f oexp)(z) . (5(x) .e~).
e
• Escribiendo 8(x) . e1 = B(x)I
0k,
(e4f)(expx)= d(f o exp)(x). (B(x)~’ Ok) =e O(f o ~ Of
• S(x)~’ d(f o exp)(x) = B(x)~ exp)(x) = flkZ¿)j
por lo que
eS (expx) B(x)~ ~9$expx)
e u
Proposición 2.7 Sea M un campo tensorial 2-contravariante, antisimétrico, invariante
• sobre O, definido por el 2-tensor antisimétrico
e
M = ~Ma b
0 A
0b E gAg.
2
Sean M’ sus componentes en la carta natural correspondiente a la base (el) de 9, es
• decir,
1—’’~ O Oe 3 Ayy,
M(expx) =e
donde 8/8x¿ está definido en (a). Entonces, la relación de fu con las componentes
invariantes M0 b viene dada por la igualdad:
e
• ÑP~(x) — M~bB(x)~ B(x)~, (d)
• donde 5(x) viene dado por la expresión (c).
e
Prueba Consecuencia directa de la proposición anterior. u
e
e
e
e
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La Proposición 2.7 se puede generalizar para el caso de campos de tensores p-
contravariantes, antisimétricos, invariantes sobre el grupo. Utilizando la relación entre las
componentes invariantes y las componentes en una carta natural, de campos de tensores
invariantes, se puededar otra demostración de la invariancia del corchetede Scbouten (ver
Sección 1.2.4). Esta demostración es interesante porque permite encontrar el elemento
de 9 A . . A g que lo define por traslación a la izquierda.
Desarrollaremos el caso particular del corchete de Schouten de campos de ten-
sores invariantes de orden 2, comprobando que la anulación del 3-tensor sobre g, que
lo define por traslación a la izquierda, es la ecuación clásica de Yang-Baxter. También
describiremos el corchete de Schouten de vectores y tensores de orden 2, que permite dar
una caracterzación de los 2-cocidos exactos invariantes en la cohomología de Schouten.
Ambas expresiones se utilizarán en el Capítulo 4.
Sea O un grupo de Lie de álgebra de Lie g y 2L(g) el álgebra envolvente de g. Sean
Kl y Ñ los campos 2-contravariantes, antisimétricos, invariantes sobre O definidos por
traslación á la izquierda de M = M”b
00 ®
0b y N = NC d
0 ® ed respectivamente.
Consideremos los elementos de 2t(g)®3:
M’
2~M®I, M’3=P23M’2P23, M23=I®M, (e)
donde pU es la permutación de indices i y j en 2í(g)®3, y definamos, considerando el
producto en 2t(g)®3, los elementos
con 1 <1 ci =3, 1 =m <n <3, así como:
[M;N] = — ([M’2 ;Ñ’3] + [N’2 ;M’3] + [M’2 ;N23] +
+ [N’2;M23] + [M’3;N23] + [N’tM23]) . (g)
Lema 2.2 El elemento [M ; N] c Qt(g)®S definido en (g) pertenece a g ® g ® g.
Prueba Sean M=Múbeo®eb E g®g yN~Ncde ®eci E g®g antisimétricos. El
siguiente cálculo revela que
fM’2; N’ 3] E 9 ® 9 ® 9.
En efecto, teniendo en cuenta (f),
[M1 2 N’ 3] = M’ 2N’3 — N’ 31412 =
(M” b
00 ®Ob® 1)(Ncdec® 1 ®Od) — (Ncde~®1®eci) (M” b0 ®0b®1) =
— MabNcd(e0 ® ob ® 1)(e6 ® 1 ® Od) — M
0 bNCd (e~ ® 1 ® eci)(e,.. ® eh ® 1) =
— M<~bNCd(e
4e0 ® 4 ® 6d —
0c0a ® 4 ®e4 =
— MabNcd((e
0e, — e~e~) ® 4® e~) = M” bNcdCr ce,. ® 4 ® e~,
siendo Cg~ las constantes de estructura del álgebra de Lie g.
De manera similar, se comprueba que [N’
2 ; M’ 3], [M’ 2 N2 fl, [N’ 2 M2 3],
[M’tN23] y [N’tM23] pertenecen ag®g®g. u
El elemento [M ; N] E g®~ define por traslación a la izquierda un campo tensorial
3-contravariante sobre el grupo O. La siguiente proposición nos dice que este campo es
el corchete de Schouten de los campos invariantes que definen U y N.
e
e
e
e
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e Proposición 2.8 Con las notaciones (e) y (f) precedentes, el corchete de Schouten de
los campos Kl y R viene dado por la expresion:
e 1e [KlvÑ](x) = ~í[M;NV~”e’ Ae’ Ae~.
e
Prueba En efecto, sea
[Kl;Ñ](x)~[Kl;N] u’~ O O a• (x)~A~Ay~.
la expresión local del corchete de Schouten de M y N en coordenadas naturales. Las
• componentes [Kl;RJUk(x) vienen dadas por la expresión (g) de la Sección 1.2.2:
e 1 1 ,.Kl~’(x) R””(x)),•
es decir,e
• ¿ [Kl~Ñ]0áC(x)=(Kli0OiÑbc+ÑiaOiKlbc)(x)+
• + (KlibO,ÑCO +FPbO,Klc~~) (x) +
• + (Klí~O.Ñob ~i~FPcO~KPb)(x). (h)
Si CL1 son las constantes de estructura del álgebra de Lie g en la base utilizada,
haciendo uso de la Proposición 2.6, por una parte tenemo~ que:
e
[e~; efl(x) = CJe”(x) —
y por otra parte:
[e~; e~](x) = (8(x)~O~) (5(x)frb) — (B(x)¡’Ob) (B(x)~O~)
— B(x)~ 808(x)t Ob + S(x)~B(xñ 8~ —
• —B(x)~ObBQr)~O0 —S(x)~8(x)~O~b =
• — (S(x)% O~B(x)~’ — 8(z)? O~B(x)~) Ob.
Por lo tanto, se obtiene la igualdad:e
• B(x)% 8~B(x)~ — 5(x)7 O~B(x)~ = Cfl5(x)~. (i)
e
Al desarrollar las derivadas en la igualdad (h) utilizando la relación (d) de la
Proposición 2.7 se llega a:
e
• [Xl;ÑI«bC (x) —M» ~N”’~B(4B(x) (O~B(x)~ B(x)~ + B(x)~, O~B(x)~) +
• + M~~N”
0B(x)~B (x)~ (OtB(x)~, B(x)~ + B(x)~ OiB(x)t) +
• + M~”N”’3B(x)~B(x)t (O¡B(x)?. B(x)» + 5(x)~< O~B(x)~) +
• + M~”N”0B(x)~,B(x)~, (O~B(x), B(x)~ + B(x)~, O~.B(x)fl+
• + ~ (O,B(x)~ B(x)~, + B(x)~ O¡B(x)~) +
• + M~ UNO “R(xfl~B(x)?j (O~B(x)~ B(x)~ + B(x)~ O~5(x)~)
e
e
e
e
e
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Ahora bién, teni~ndo en cuenta (i), los términos primero’y último se pueden agrupar
de la forma siguiente:
MPUNOO (B(x),5(x) O~5(x)~ R(x)~ + B(x),B(x)7gB(x)~ O~B(x)~) =
— M4UNafiB(x)~B(x)7i (R(x)~O~B(x)~ — S(x)~O~B(x)~) =
— MPbNaoC:aB(x):B(x)~5(x)~,
y de manera similar se pueden agrupar el resto de los términos. Se llega así a la siguiente
expresión de las componentes locales del corchete de Schouten de Kl y
[M;Ñ]ObC(x) —(M~1N”’”Cfl, + MhIlCNVC~~ +
+ M”~N~’C~~ + M~’N~”C~ +
+ M~~N”’C,’,~ +M~~JNukC$?B(x)?B(x)tB(x)~. (j)
Consideremos, ahora, los elementos M’2, M’3 y M23 de 21(g)®3 definidos en (c).
En la demostración del Lema 2.2 vimos que:
Q
[M’2 ; N1S]rbd = M0bNCdC~C.
Calculando expresiones similares pafa [M’ 2 N2 3] etc., las componentes del elemento
[M ; N] E gAg A g definido en(g) se escriben asi:
[M;N]rbd ~MabNcdC~. + M~0NCdC~C + MraNbcC~, +
+ M0dNCbC;
0 + ModNrcC~0±MbONrCCt. (k)
Finalmente, la comparación de las expresiones O) y (k) implica que
[A?;Ñ]” bco = [M;Nf’ “B(x)?B(x)tB(x)~,
por lo que
1’i’kb O O O
LM;NJ(x) = —[M;Ní’B(xflB(X)’B(x4— A —A——-3938x” Oxb Oxc’
lo que demuestra, en particular, la invariancia de [Kl;Ñ], ya que, teniendo en cuenta la
Proposición 2.6,
[Kl;N](x) = ~j(M;NV’”e~’ A4 Ae~.
u
Como consecuencia directa de la proposición anterior se tiene la siguiente inter-
pretación de la ecuación clásica de Yang-Baxter.
Teorema 2.7 Con las notaciones precedentes, si Xl, N E A2(G> son invariantes, se
tiene: [Kl; R] = O.’: [M ; N] =0.
En particular,
[Kl;Kl]= o .~jM’2 ;M13] + [M’12;M23] + [M’3 ;A’123] = o,
que es la ecuación clásicú de Yang-Baxter. u
4
e
e
e
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Corolario Sea O un grupo de Lie y A E A2(O) el 2-tensor invariante por la izquierda
• definido por r E gAg. Entonces, (O; A) es una variedad de Poisson si y sólo si r satisface
• la ecuación clásica de Yang-Baxter. u
Si r es no-degenerado, la forma simpléctica SI asociada a A es también invariante y
• está definida por el elemento /3 E g~ A g tal que (i3~ ) — —(r~”)”’1 (ver Sección 1.2.3).
La condición de cerrada de 12 equivale a la condición de 2-cocido de g, con respecto a la
representación trivial sobre R, de /3 (ver Observación de la Sección 1.1.1). Es decir, se
satisface:
• /3([x;y];z) +/3([y;z~x) +/3([z;x];y) =0,
• para todo x,y,z E 9.
e Por tanto tenemos el siguiente corolario.
e
• Corolario (Drinfeld V. G. [1983a]) Sea r E g A g no-degenerado y sea /3 E g A 9* tal
que (/3~ ) ~— (rP Y) ~. Entonces, r satisface la ecuación clásica de Yang-Baxter si y sólo
si /3 es un 2-cocido de g con respecto a la representación trivial sobre R. u
e En este punto, es importante el resultado siguiente (ver Chu [1975]). La de-
mostración que exponemos nos ha sido sugerida por A. Guichardet.
Teorema 2.8 Sea O un grupo de Lie conexo que admite una estructura simpléctica
invariante. Entonces O no es semisimpíe.
e
• Prueba
• (1) Sea /3 E g A g el 2-cocido de Chevalley que define por traslación la estructura
e simpléctica invariante. Sea /3: g -.4
•
el isomorfismo definido por ~(x) . ~¡ — /3(x;y). Supongamos que g fuese semisimple.
• Entonces H2(g; R) = O (ver Postnikov [1982]) y por tanto existe <p # O E 9* tal que para
• todox,yEg
/3(x;y) =óp(x;y) = —4[x;y]) = (adw) y.
Es decir, 4(x) = ad~, (1)
para todo x E 9.e
• (2) Sea k : g — g~ el isomorfismo (g es semisimple) definido, a partir de la forma de
• Killing k de g, por la expresión:
• k(zi) 22 = k(zi; 22),
ee para todo 21,22 E g.
Entonces, para todo z E g se verifica:
= —<~;ad~...i~z> = —k (U’(w);ad~.i~z) =
=k(ad¡~...
1,~ k”(~); z) k([k
1(~p); k’Qp)];z) = O,e
e
e
e
e
e
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Ii
donde, en ‘la tercera igualdad, hemos utilizado la propiedad de invariancia por la repre-
sentación adjunta de k. Por tanto,
ad¡.I(~) cP = 0.
(3) En la expresión (1) pongamos x = kT’(~i). Claramente x # 0, pues ~ # O y k es
un isomorfismo. De (1) obtenemos pues:
= O.
Siendo fl o un isomorfismo, obtenemos ~ = O y por tanto una contradicción. El
álgebra de Lie g no puede ser semisimple. u
Sea ahora X E XftG) un campo de vectores invariante definido por X = Ve~ y Kl,
como antes, un campo 2-contraváriante, antisimétrico, invariante sobre O. Consideremos
los elementos de 21(g)02:
X’=X®1; X2=1®X; M’2=M; M2~—MP’2, (m)
y definamos
[X’;M’2] =X’M’2—M’2X’
[M12 ;X2] = M’2X2 — X2M’2 (n)
as’ como: [X; M] — [x’ ;M’2] — [M’2 X2] (o)
Entonces se tiene la siguiente proposición.
Proposición 2.9 Con las notaciones precedentes, el corchete de Schouten de Kl y Y
viene dado por:
L4”’4’ p,xj~j
1n,ivije~Ae~.
Prueba Por definición (expresión (g) de 1.2.2),
[Kl;X]”’”(x) = Xi(x)OtKlmn(x)+Xl
tm(x)OtYn(x) —KP”(x)O~X”’(x).
Por las Proposiciones 2.6 y 2.7 se tiene:
X”(x) — XtB(x)2, • Klt m(x) = M~b5(x)~B(x)W.
Sustituyendo estas expresiones en las componentes del corchete de Schouten de X y Kl
tenemos:
[Xl;~ ] mn() = X~B(x)~~ O~ (Mabs(x)~B(x)g) +
+ AtI<~bB(x)~5(x)WXd (OtS(x)fl — MÚbB(x)5(xflXd (OtR(x)W).
Aplicando la igualdad (1), después de desarrollar la derivada del producto, obtenenemos:
[Kl;Y]m71(x) — XdM0i5(x)7C~aB(x)r + XdM0iB(x)TC~a5(x)? =
(p)— (XdMOJCkO +
4
e
e
e
e
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Por otra parte, a partir de las definiciones (n) se tiene:
e [X’ ; M’ 2] = (xdeci o 1) (Ma b0 O Ob) — (M” b0 O Ob) (Xded 01) =
e — Xdkf~bC~0(e,. Oee [M’ 2; X2] — Xci M” GC%(e,. O Ob),
e y por tanto (o) se expresa así:
e [X ; M] [X~ ; Al’ 2] — [M’ 2; X2] — (XciM”~C~
0 + XdMOCt) e~ O e~. (q)
• Comparando (p) y (q) deducimos que
• [Kl;Y]”’”(x) = [X;M]”B(x)rB(x)?,
e lo cual implica que
• [Xl;Y](x) =
•
e quedando demostrada la invariancia de [M; Y]. u
• Corolario Si Y E X(O) y Kl E A
2(G) son invariantes,
• ‘ [Kl;Y]=0~=t~’4M;X]=0.
• u
En la siguiente proposición damos una caracterización de los 2-cocidos de Poisson
• que será utilizada en el Capítulo 4.
Proposición 2.10 Sea (O;A) un grupo de Lie dotado de una estructura de Poisson
invariante. Sea A E A2(g). Para que A sea un cocido de Poisson es necesarioy suficiente
• que
[A; Al =0.
Para que A = (— 8)X es necesario y suficiente que
• A= [A;X] [X’;A’2] —
• conXEA’(g).
Prueba Consecuencia directa de las definiciones y de la Proposición 2.9. U
e
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o
Los productos estrella sobre una variedad de Poisson (M; { ; }) son casos particu-
lares de deformaciones formales de la estructura de álgebra asociativa de (C~(M); .).
e
La cohomología diferencial, nula sobre las constantes de Hochschild es el contexto
natural para su estudio. La equivalencia y la existencia de productos estrella encuentran
sus obstrucciones respectivamente en el segundo y tercer espacios de esta cohomología.
De todo producto estrella se obtiene por antisimetrización un corchete deformado,
que es una deformación de la estructura de álgebra de Lic, definida por el corchete de
Poisson {; }, sobre C¶M). La cohomología de Chevalley-Eilenberg de (C¶M); { ;
juega en el estudio de los corchetes deformados el mismo papel que la de Hochschild en
el estudio de las deformaciones asociativas.
e
e
e
e
e
e
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1.3.1 Cohomología Diferencial de Hoclischuíd
El espacio de las funciones de clase C~ sobre una variedad diferenciable M tiene
una estructura natural de álgebra asociativa dada por el producto ordinario de funciones.
La cohomología de Hochschild es la cohomología relacionada con dicha estructura. Se
define como sigue.
Definición 3.1 Denotemos por N el álgebra asociativa C~(M). Una p-cocadena
(ji =1) es una aplicación p-lineal
Las O-cocad enas se identifican con los elementos de N.
Sea C~ = C’(N) el espacio vectorial de las cocadenas de orden p. Para cada ji =~,
se define la aplicación:
6’ : CE C’ ,5’C E
de la siguiente forma:
(6’C)(fo;fí;... ;f,)=foC(fi;... ;f,)+
+ >Z(—’)~ C(fo; fi;... ; f~i ‘A; f¡+í; . . . ; 4) +
i=i
+ (--í)’~’C(fo;... f,—i) .Y
Si C = eC’ y 6 : 0 0 es la aplicación cuya restricción a C’ es 9, se comprueba
directamente que 6o6 = 0. Por tanto, bes un operador de cohomología denominado
operador de cohomología, o de coborde, de Hochschild.
Definición 3.2 Un ji-cocido es una p-cocadena que pertenece a Ker 9. Y se dice
que es exacto o p-coborde si pertenece a Im 9’1~ El p-ésimo espacio de cohomología,
denotado por H’(N), es el espacio cociente de los ji-cocidos por los p-cobordes.
Definición 3.3 Una p-cocadena se dice que es local si C(f1;. . . ; f~,)[y = 0 cuando
alguna de las funciones se anule sobre el abierto U de M. Se dice que es diferenciable si
es local y existe un entero cl tal que la restricción a todo dominio de carta venga dada
por un operador ji-diferencial de orden máximo cl en cada argumento. Se dice que es nula
sobre las constantes si C(f1; . . . ;f,) = O cuando alguna de las funciones f, sea constante
sobre ‘la variedad.
De la definición del operador de cohomologia se deduce que si C E C’ es una co-
cadena local, respectivamente diferenciable, respectivamente nula sobre las constantes,
entonces 6 C E 0,41 es local, respectivamente diferenciable, respectivamente nula so-
bre las constantes. Esta observación permite definir los espacios de cohomología de
Hochschild local, local y nula sobre las constantes, diferencial y diferencial y nula sobre
las constantes.
En lo sucesivo consideraremos sólo la cohomología diferencial y nula sobre las cons-
tantes de Hochschild. Esta cohomología viene dada por el siguiente teorema.
e
e
e
e
e
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e
Teorema 3.1 (Vey J. [1975]) El p-ésimo espacio de la cohomología diferencial dee Hochschild, H~(N), es isomorfo al espacio de los p-tensores contravariantes, antisimé-
e tricos A~(M) sobre M. Este isomorfismo viene dado por la descomposición umea:
e
e
donde C es un ji-cocido, E es una (ji — 1)-cocadena y A un p-tensor contravariante
antisimétrico. Mas aún, si C es nula sobre las constantes, E se puede escoger nula sobre
las constantes.
La siguiente proposición permite caracterizar al ji-tensor A como la parte anti-
• simétrica del ji-cocido C.
Proposición 3.1 Todo coborde es la suma de cocadenas simétricas en dos vanables.e
O Prueba En eÉecto, las cocadenas
0 F1(fo; f’;...; 4) = C(fo;fi;...; f~—.í f~; f¡+:; . . . 4)e
son simétricas en las variables i — 1 e i, y la suma
e
O se puede escribir así:
O foC(f1;... ;f~)+(—1)’~’C(fo;... ;f~—í)f~=
O
• + (—1Y’
41f~í . C(fo;... ; 4—2; 4) + (—1)~~’C(fo;... ; .&—~; f~—~)f,,
e
ahora bien, la suma de los dos primeros términos es una cocadena simétrica en las
variables O y 1, la suma de los dos siguientes es simétrica en las variables 1 y 2, etc. ue
• Del Teorema 3.1 y de la Proposición 3.1 se obtiene imnediatamente el resultado
• siguiente.
e Corolario La descomposición de todo ji-cocido C determinada por el Teorema de Voy
O se puede escribir así:
• C=AC+6E,
siendo A el operador de antisimetrización completa:
• (AC)(fi;... ;fp).!~.(~.1)aZC(fa,;... ;fa,j,
ae
donde la suma está extendida a todas las permutaciones de 1,... ,ji. En particular,
la parte antisimétrica de un p-cociclo diferenciable de Hochscb.fld es un p-tensor con-
O travariante antisimétrico. De otra forma, todo ji-tensor contravariante, antisimétrico es
un ji-cocido que nunca es exacto a menos que sea nulo.
e
e
e
e
e
a
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1.3.2 Productos Estrella sobre una Variedad Diferenciable
Definición 3.4 Sea N[h]] el álgebra de las series formales de potencias en /1 con
coeficientes en N. Una deformación formal del álgebra asociativa (N; ), o un producto
deformado, es una aplicación bilineal de 1V >< 1V en N[h]] definida por la serie formal:
00
f*n9=f.g+>3C,.(f;9)tY, (a)
r=1
donde las C,. (r =1) son 2-cocadenas de Hochschild y tal que su extensión natural a
una aplicación bilineal de N[h]] x N[h]] en N¡[h]] satisface la propiedad asociativa. Es
decir,
(f *~ g) *~ h — 1 *fi (g *~ h) = O,
para todo f, g, Ir E N.
Definición 3.5 Si la suma infinitase interrumpe en el término de orden q y la relación
de asociatiWdad se verifica hasta este orden incluido, se dice que se tiene un producto
deformado al orden q.
Al desarrollar la expresión (f *~¡ g) *p~ Ir se tiene:
oc
(f *,~ g) *,~ h (f ~g)~Ir +3 (C,.(f; g) .h) Ir,. +
r=1
+É(Cr(fY;h))ir+É(ECs(Ct(f;9);h))n”~
st> 1
de la misma forma,
00
f *>~ (g *ft h) = f. (g~ Ir) +2 (f . C,.(g; h)) Ir” +
r=1
C*(f; Ct(9;h)))1l”.
+1=r
84=1
Por lo tanto, la propiedad asociativa al orden 1 de la ley de composición (a) se escribe
así:
6C1=O,
es decir, C1 es un 2-cocido de Hocbschild. Al orden q, se comprueba directamente, que
la propiedad asociativa se escribe asr:
6 C0 = Eq,
donde Eq es la 3-cocadena definida por:
E4(f;g;h)= >3 [Ck(C¡(f;g);h) —Ck(f;C¿(g;Ir))] . (b)
k+L=,.
k,I>1
Así pues, la ley de ¿omposición (a) satisface la propiedad asociativa al orden q si y sólo
si Eq es un 3-cocido exacto de Hochschild.
Ahora bien, dado un producto deformado al orden q, automaticamente Eq+r es un
3-cocido de Hochschild (Gerstenhaber [1964b]),en consecuencia, teniendo en cuenta el
Corolario de la Proposición 3.1, se tiene el siguiente resultado.
e
e
e
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Proposición 3.2 Sea
q
• f *n g = f .g+>3 C,.(f;g) h”,
un producto deformado al orden q y sea Eq+t el 3-cocido de Hochschild definido por (b)
(con r = q + 1). La condición necesariay suficiente para que exista una 2-cocadena Cq+i
• tal que
• 14g1.g+ >3C’r(f;g) h”,e
sea un producto deformado al orden q + 1 es que la parte antisimétrica de £~+~ sea nula.
Así pues, el espacio de las obstrucciones a la prolongación de productos deformados al
orden q es el tercer espacio de cohomología de Hochschild. u
Si las C,. (1 =2’ =q) son, respectivamente, cocadenas locales, diferenciales o nulas
sobre las constantes, se deduce inmediatamente que la 3-cocadena Eq+i, definida por (b),
es igualmente local, diferenciable o nula sobre las constantes.
• Definición 3.6 Un producto deformado se dice local, diferenciable, unitario si está
definido por una serie formal (a) donde las C,. (r =1) son 2-cocadenas locales, diferen-
ciables o Úulas sobre las constantes respectivamente. En este último caso se tiene
• f *~ 1=! Z1 *fl f.
e
La siguiente proposición permite particularizar la teoría de los productos deforma-
dos en el caso en que el término de orden 1 venga dado pdr el corchete de Poisson.
e
Proposición 3.3 Sea (M; { ; }) una variedad de Poisson, y 1V el álgebra asociativa
• C00(M). El corchete de Poisson:
{;} :1V x N — 1V,
es un 2-cocido de Hochschild diferencial, no exacto y nulo sobre las constantes.
Prueba Para comprobar que { ; } es un 2-cocido de Hochschild, basta considerar que
• por definición:
• (6{;})(f,g,h)=f.{g;Ir}—{f.g;h}-4-{f;g.h}—{f;g}.Ir, f,g,hEN,
y hacer uso de la propiedad (ver Sección 1.2.1):
{fy.q;h} f.{g;h}+{f;Ir}.g,e
• ({; } es una derivación encada argumento). Obtenemos entonces 6{; } = O.
Por ser { ; } antisimétrico y no nulo, no puede ser exacto (Proposición 3.1). u
Definición 3.7 Sea (M; A) una variedad de Poisson 1V = C00(M) y sea N[h]] el
álgebra de las series formales en ti con coeficientes en 1V. Un Producto Estrella (Bayen,
• Flato, Ftonsdal, Lichnerowicz, Sternheimer [1978]) sobre M es un producto deformado
definido por la serie formal
00e f *fi 9 = f .9 + >3 C
1(f; g) Ñ,
• 1=1
e
e
e
e
e
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donde las C. son 2-cocadenas diferenciales de Hocbschild (operadores bidiferenciales so-
bre 1V), sin término constante en cada argumento (nulos sobre las constantes), tal que
___________ — {f;g}+O(f;g;ti). (c)
ti
La condición de ausencia de término constante significa que: C~(1; g) = C~(f; 1) = 0, y
por tanto,
f*~1=f, l*~g=g. (d)
Se tiene un producto estrella al ordenq siestas propiedades se satisfacen hasta este
orden incluido.
Definición 3.8 Una aplicación bilineal de 1V >< 1V sobre Nf[Il]] definida por la serie
formal
00
{f;g}n={f;g1+>3Cr(f;g) nr, (e)
r=1
donde las Cr (r =1) son aplicaciones bilineal antisimétricas de 1V x 1V sobre 1V, es una
deformación formal del álgebra de Lie (1V; {; }), o un corchete deformado, si su extensión
natural a fina aplicación bilineal de N[h]3 x Nf[ti]]sobre N[f ti]] satisface la relación de
Jacobi:
{{f;g}n;Ir}a+{{g;h}n;f}n+{{h;f}h;g}n =0, (E)
para todo f, g, h E 1V. La serie (e) define un corchete deformado al orden q si la relación
de Jacobí se satisface hasta este orden incluido.
De manera análoga al caso de los productos deformados, la condición (f), orden a
orden, se escribe así:
E(f;g;h) = (6C~)(f;g;h), (g)
donde 6 es el operador de coborde en la cohomología de Chevalley (Definición 1.1 de 1.1.1)
y
EL(f;g;Ir) = >3 C~(C,(f;g);Ir) +(perm. circulares de f,g,Ir). (h)
k+L=r
k 1>1
Si la relación (g) se satisface hasta el orden q, E~÷ies automáticamente un 3-cocido
de Chevalley (Gerstenhaber [1964b]),‘por tanto tenemos la siguiente proposición.
Proposición 3.4 Sea
q
{f;g}n = {f;g}+>3C~(f;g)h”,
r=1
un corchete deformado al orden q. La condición necesaria y suficiente para que exista
una 2-cocadena de Chevalley Cq+i tal que
q+1
{f;g}~ = {f;g}+>3C~(f;g)ti”,
r=1
sea un corchete deformado al orden q + 1 es que el 3-cocido definido en (h) sea
exacto. Por tanto, si el tercer espacio de cohomologfa de Chevalley es nulo, todo corchete
deformado al orden q se puede prolongar al orden q + 1. u
e
e
e
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e
Si las C,. (1 =r =q) son locales, diferenciables, nulas sobre las constantes, lae - 3-cocadena E~+1, definida en (h), es igualmente local diferenciable o nula sobre las cons-
tantes respectivamente.
e
Definición 3.9 Un corchete deformado se dice local, diferencia ble, nulo sobre las cons-
tantes si las 2-cocadenas Cr son locales, diferenciables, nulas sobre las constantes respec-
• tivamente
e
Se puede establecer una relación entre los productos estrella y los corchetes defor-
mados por antisimetrización. Definiendoe
e oc{f;g}n~~(f*~g—g*nf)={f;g}+>3Kj(f;g)1V,e j=1e
se tiene qu’e K~(f;g) = C~+i(f;g) — C~+i(g; f) son dos-cocadenas diferenciables, nulas
sobre las constantes de Chevalley, tales que se satisface la identidad de Jacobi. Por lo quee {; }n es una deformación del álgebra de Lie (1V; { ; }). Lichnerowicz [1982] ha probado
que, dado un corchete deformado diferenciable y nulo sobre las constantes, a lo sumo
existe un producto estrella que lo genera.e
Los resultados mas importantes en relación con la existencia de productos estrella
son los siguientes:
• Teorema 3.2 J. [1975]) Sea M una variedad sinipléctica. Si el tercer espacio
de cohomología de de Rham es nulo, existe una deformación diferencial del álgebra de
• Lie (C00(MK{;}). u
• Teorema 3.3 (Neroslavsky O. M., Vlassov A. T. [19811) Sobre toda variedad simpléc-
tica en la que el tercer espacio de cohomologla de de Rham es trivial existe un productoe estrella. u
Teorema 3.4 (Lecompte P., de Wilde M. [1983]) Sobre toda variedad simpléctica
• existe un producto estrella. U
e
e
e 1.3.3 Equivalencia de Productos Estrella
Proposición 3.5 Sea f ~ g un producto deformado y sea una serie formal
e Co
T,~Id+>3T1W (a)
• i=1
• donde las T~ (i =1) son aplicacionesiineales deN en 1V. La aplicación f4g de .2V >< 1V
• en N[h]], definida por la identidad:
Tn(f *~ g) = Tn(f) *jje
es un producto deformado
e
e
e
e
e
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Prueba Siendo T~ una serie formalmente invertible, se tiene:
f49=TE1 (Tn(f)*nTn(g))
Desarrollando esta identidad en serie de potencias de ti se obtiene una expresión del tipo:
00
f*Xg=f.g±>3C(f;g),
r=1
donde las (4 son aplicaciones bilineales de 1V x 1V en 1V.
Por otra parte, 4 satisface la propiedad asociativa ya que:
(f*~g) 4h—f4 (g*XIr) =T,j~’1 (Tn(f4g) *hTnIr—Thf*ATA(g*J¶Ir)) =
— T1 ((TU *~ T~g) *~ T~Ir — Tnf *~j (T~g *~ TAIr))
— T;1(0) = 0.
u
Definicióh 3.10 Dos productos deformados f *,~ g y f 4 g se dice que son equivalentes
si existe una serie formal (a) tal que se satisface la identidad:
Tn(f*Sg) =T~(f) *~T~(g).
En particular, una deformación se denomina trivial si es equivalente a la defor-
mación identidad (C,. = O para (r> 1)).
El resultado de la proposición anterior se puede particularizar para productos de-
formados locales, diferenciables o nulos sobre las corÉtantes, considerando aplicaciones
T~ (i = 1) que sean respec¿iivamente locales, diferenciables o nulos sobre las constantes.
De esta forma se puede hablar de equivalencias de productos deformados locales, difer-
enciables y nulos sobre las constantes respectivamente.
Lichnerowicz [1980] ha demostrado que si la 2-cocadena de Hocbschild C = 6 T es
d-diferenciable y nula sobre las constantes entonces el endomorfismo T de 1V es (d + 1)-
diferenciable y nulo sobre las constantes.
Basandonos en este resultado, demostramos a continuación que el caracter difer-
enciable y nulo sobre las constantes de la 1-cocadena T~ viene obligado por el caracter
diferenciable y nulo sobre las constantes de los productos deformados *a y *¶.
En efecto, sea el producto deformado diferenciable y nulo sobre las constantes:
Co
f *¡j g = f ~g + >3 C~(f;g) ir,
r=1
y la serie formal
oc
= Id + >32’, n’
3=1
donde las 2’n (s =1) son endomorfismos de 1V (por extensión lineal fFn opera en 1V[ti]J).
u.
e
e
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Consideremos la aplicación bilineal *~ de 1V x 1V en 1V{[Ir]] definida por
Co
• f *~ g f~ g + >3 C~(f;g) ti”.
• r=1
Si las C41 son dos-cocadenas de Hochschild diferenciables y nulas sobre las constantes,
• tales que se verifica la igualdad:
TA(f4g) =Tnf*~T~g,
entonces, mediente un cálculo directo se obtiene:
C~—Ct+Ct=6Tt; t=1,2 (b)e donde Cí=Oy Gt(f;g)= >3 T.(C;(f;g))— >3 T5(f)T8’(g)—
• >3 (Cr(Ts(f);g)Cr(f;T,(g)))
r+s=t
• — >3 Cr(Ts(f);Ts’(g)), (c)
‘ r+s-4-s’=t
con r, s, 8’> 1. Los operadores T~ (s =1) son entonces necesariamente diferenciales y
nulos sobre las constantes.
Definición 3.11 Dos productos deformados
• 00 00
• f*ng=f.g+>3Cr(f;g) ti”, f4gz~f.g+>3C}f;g)ti”,
r=i “=1
se dice que son equivalentes hasta el orden q si existe un elemento 2j = Id + ~ 2’,. ti
tal que las relaciones (b) se satisfacen para t = 1,... , q.
Gerstenhaber [1964b]ha demostrado que si dos deformaciones son equivalentes
hasta el orden q, la expresión:
• C~41 — Cq+i +
0q+i,
• es un 2-cocido de Hochschild. Se tiene pues la siguiente proposición.
Praposición 3.6 Sean
• 00 oc
• f*ng=f.g+>3Cr(f;g)h” y f*kgf.g+>3C,1(f;g)tir
“=1
dos productos deformados equivalentes hasta el orden q. Sea
e
• = Id + >32’,. ti”,
r=i
el elemento que establece la equivalencia. La condición necesaria y suficiente para que
exista una aplicación lineal deN en 1V, Tq+i, tal que *h y *~ sean equivalentes hasta el
orden q + 1 por medio de: ‘ q+i
• T, = íd + >32’~ n~,
r=i
es que
• C~~
1 — Cq+í +
0q+i,
sea un 2-cocido exacto, estando definido 0q+1 por la expresión (c). u
e
e
e
e
e
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Lichnerowicz [1982]ha demostrado que si la variedad es simpléctica y su segundo
espacio de cohomología de de Rham es nulo el segundo espacio de cohomología de
Hochschild es de dimensión uno y entonces todos los productos estrella definidos sobre
la variedad son equivalentes.
Para los corchetes deformados también se puede definir la noción de equivalencia.
Este concepto se puede particularizar para los casos local, diferenciable y nulo sobre
las constantes ya que también en la cohomología de Cbevalley se tiene que si C es una
cocadena local, diferenciable o nula sobre las constantes, 6 C es respectivamente local,
diferenciable o nula sobre las constantes.
Analogamente a la Proposición 3.5, se tiene el siguiete resultado para corchetes
deformados.
Proposición 3.7’ Sea {f g}n un corchete deformado (respectivamente local, diferen-
ciable, nulo sobre las constantes) y sea una serie formal
Co
= íd + >3 ~ nl,
1=i
donde las T~ (i =1) son aplicaciones lineales de 1V en 1V (respectivamente locales,
diferenciabíes, nulas sobre las constantes). Entonces, la aplicación {f;’g}S deN x 1V en
1V[ti]] definida por la identidad:
= {Tn(f);Ta(g)}n
es un corchete deformado (respectivamente local, diferenciable, nulo sobre las constantes)
sobre el álgebra de Lie (N; { ; }). u
Definición 3.12 Dos corchetes deformados (respectivamente locales, diferenciables,
nulos sobre las constantes) {f ; y {f ; se dice que son equivalentes <con equiva-
lencia local, diferenciable, nula sobre las constantes respectivamente) si existe una serie
formal Co
= íd + >3 7’~ IV,
i=i
donde las T~ (i =1) son aplicaciones de 1V en 1V lineales (respectivamente locales,
diferenciabíes, nulas sobre las constantes) tales que se satisface la igualdad:
Tn{f;g}~= {Trj(f);Tn(g)},~, (d)
para todo 1,9 E 1V.
Cuando la igualdad (d) se verifica hasta el orden q incluido, se se dice que los
corchetes deformados son equivalentes al orden q.
e
e
e
e
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e
1.4 Productos Estrella Invariantes sobre un Grupo de Lic
1.4.1 Operadores Diferenciales Invariantes sobre un Grupo de Lic
e
• Sea T~G el espacio vectorial tangente a O en el elemento unidad e E O. Si x E T~G
sean 2’ y x’> los campos vectoriales sobre O generados, apartir de x, por traslación a la
izquierda y a la derecha respectivamente, es decir,
xÁ(g)=T~A
9.x, xP(g)=T~p9.x, paratodogEC.e
• Si y E 2%G entonces existe un elemento [x ; y] E T~O tal que (ver por ejemplo: Helga-
• son 11978]; Varadarajan [1974]):
• [2’;yA](g) = 74%. ¡x ;y]
• [29’;yP](g) = TeP9 [x;y].
El álgebra de Lie g de O es el espacio vectorial T~O dotada del corchete [;].e
• El álgebra VA (O), de los operadores diferenciales invariantes por la izquierda sobre
O, es el álkebra asociativa generada por los campos vectoriales xx. De la misma forma,
el álgebra de los operadores diferenciales invariantes por la derecha sobre G, Va(O), es el
álgebra asociativa generada por los campos invariantes por la derecha (ver por ejemplo:
• Helgason [1978];Varadarajan [19741).
• Sea
• T(g)=Z®g® le
• le-O
• el álgebra tensorial sobre el espacio vectorial g, y ¿7 el ideal bilátero generado por las
relaciones
x ® y — y ® x — [x;y].
• El álgebra envolvente 21(g) es, por definición, el álgebra asociativa
e
• 21(g) = T(g)47.
• La aplicación x —. 2’ se extiende a un isomorfismo de álgebras de 21(g) en V
1(O) (ver
por ejemplo: Varadarajan [1974]). De la misma forma, si 21(g)0 es el álgebra opuesta a
21(g), la aplicación x -4 x~ se extiende a un isomorfismo de álgebras de 21(g)~ a V~(G).
Así, si x~ ~ z es un producto en 21(g), se tiene
(x . . . z)>~ = 2’ . y>~ .. . 2’
e
• La aplicación
• g—.gxg, x—.(x;x),
es lineal y se atiende de forma única a un homomorfismo de álgebras
A :21(g) —.4 2t(g x g) ~ 21(g) ® 21(g),
e
• denominado coproducto de 21(g).
e
e
e
e
e
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Observación Sean ~, 4’ dos elementos de CCo(O), y x E g entonces
xA(~4) = g((A(x)Ñw® 4’)), (a)
x~(~4’) = g((A(x))~(~ ® 40)
siendo ji : Coc(O) ® C00(C) C~(C) la aplicación definida por
(b)
u
Es conveniente introducir la siguiente notación polinómica para los elementos de
21(g). Si {e~; i = 1 n} es una base de g, escribiremos
x~ =e~®1®1®~~®1®~• (i=1,2
cualquiera que sea el número de unos. Así,
- X~E21(g)®21(g)®...
También escribiremos
yi=1®ei®1®...®1®... , Yi E21(g)®2L(g)®...
y
t~=1®1®1®4®1®••®1®~,etc.
Los elementos x conmutan con los elementos y, pero si i ~ j, x~ y x~ en general né
conmutan. Lo mismo ocurre para y, z,... etc.
Un elemento E E 21(g) ® 21(g) se escribe como un polinomio en las variables x,y:
B = >3a(pMu) 4”.. •e~ ®4’ . ..e~n —
La acción del coproducto, en notación polinómica, es:
A(x
1)=(e1®1+1®e~)®1®. xj+yj,
y por tanto ) = (tí + yí)M’.. . (x,, +
Así pues, si A(x) E 21(g), escribiremos A(A(x)) = A(x + y).
Haciendo uso de esta notación y teniendo en cuenta (a), se tiene:
(A(x))A(p4’) = p(A(x + y)A(~ ® 4’)), (c)
para todo A(x) E 21(g) y todo ~,4’ E C00(G), donde ji viene está definida en (b).
e
e
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e
• 1.4.2 Cohomología Diferencial Invariante de Hochschild
• Sea ahora la variedad M, de la Sección 1.3.1, un grupo de Lie O. La cohomología
diferencial invariante por la izquierda (respectivamente por la derecha) de Hochschild se
define como en 1.3.1 con la condición adicional de que los operadores multidiferenciales
C sobre O sean invariantes por la izquierda (respectivamente por la derecha).
Teniendo en cuenta que el álgebra de los operadores diferenciales invariantes sobre
• el grupo es isomorfa al álgebra envolvente 21(g) del álgebra de Lie del grupo, se puede
dar una descripción en el elemento neutro de la cohomología diferencial invariante de
• Hochschild, por medio de los elementos de 21(g) ® . . . ® 21(g).
Definamos, por tanto, la siguiente cohomologla, que por traslaciones a la izquierda
(respectivamente a la derecha) es isomorfa a la cohomología diferencial invarianté por la
izquierda (respectivamente por la derecha) de Hochschild sobre O.
(i) Las ~-cocadenasson los elementos de
CV)
• 21(g)&..®21(g).
e (u) El oñerador de cohomología
• 6 : 21(g)®P -4
• está definido de la siguiente forma:
e
• o
i=ie
teniendose, por tanto ¿od = 0.e
En notación polinómica (Sección 1.4.1), las 1-cocadenas se representan como poli-
nomios E(x); las 2-cocadenas como polinomios F(x; y), donde las variables x’s permutan
con las variable y’s, no permutando ni éstas ni aquellas entre sí. El operador de coho-
mología aplicado a una 1-cocadena se escribe así:
• (6E)(x;y) = E(y) — E(x +u) + E(x) (a)
e
y aplicado a una 2-cocadena:
• (6F)(x;y;z) = F(y;z) — F(x+y;z) +F(x;y+z) —F(x;y). (b)
La condición de 1-cocido de Hochschild (en la cohomología invariante) es pues:
• EQr + y) = E(x) + E(y) (c)
y la de 2-cocido:
• F(x+y;z)+F(x;y)=F(x;y+z)+F(y;z). (d)
El siguiente teorema es una particularización del Teorema de Vey en el caso de la
cohomología invariante.
e
e
e
e
e
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Teorema 4.1 (Lazard M. [1955], Cartier P. [1955/56])El p-espacio de cohomología
diferencial invariante de Hochschild sobre O es isomorfo al espacio de los p- tensores
antisimétricos invariantes sobre O. Este isomorfismo viene dado por la descomposición
a = Aa +6 E,
donde a es un p-cociclo invariante y E es una (p-1)-cocadena invariante. u
e
1.4.3 Productos Estrella Invariantes sobre un Grupo de Lie e
e
Definición 4.1 Un producto estrella invariante por la izquierda (por la derecha) so-
bre O es una aplicación bilineal sobre C00(O) [ti]]con valores en este espacio, definida de
la siguiente manera:
(1) Sicp,4’ ECCo(O)
oc
~o*4’=>3CiÚ,o,4’)IV; Co =1,
i=i e
* está defihido linealmente sobre Coc(O)[n]]. e
(2) C~ es un operador bidiferencial invariante sobre O tal que, para todo ~ E C00(O), e
C~(1;9) =0. e
e
(3) —
(prescindimos de la condición (c) de la Definición 3.7 de la Sección 1.3.2). e
Como hemos visto, si C~ es invariante por la izquierda, existe un único F~ E 21(g) ®
21(g) tal que e
C~Qp;4’) = g((Fj(x; ~))A (~ ® 4’):J~
siendo ji : CCo(O) ® C00(O) ~ C00(O) la aplicación definida en (b) de 1.4.1. De forma
análoga si C
1 es invariante por la derecha, e
e
Desarrollando los miembros de (3), tenemos:
oc Co e
(cp*4’)*x=>3CjQp*4’;x)tii=>3[ >3 Ci(Ci(so;40;x)]tim,
ji m=O i+i=m
m=O i+i=n2 isie
Entonces, si (3) se satisface, se tienen las siguientes relaciones para todo m = 1,2, 3,~
>3 C~(C~Qp;4’);x)= >3 C1Qp;C~(4’;x)). (a)
t+j=m i+j=m
e
Ahora bién,
e
e
e
e
e
e
e
• 1.4 Productos Estrella Invariantes sobre un Grupo de Lie 53
e
por lo tanto, teniendo en cuenta (c) de 1.4.1, las relaciones (a) se ecriben, en notación
- polinómica, de la siguiente forma:
e >3i+j (Fj(x±y;z)F~(x;y))>h9p®4’®x)=
• =>3 (Fj(x;y+z)Fi(x;y))A(sc®?k®x),
• i+j=m
• para todo so, 4’, x E C00(O), y la propiedad asociativa se expresa asi:
• >3 E~(x+y;z)F
1(x;y) = >3 fl(x;y+z)F~(y;z); m= 1,2,3 (b)
i+j=m i+i=m
Haciendo uso del operador de cohomología de Hochschild, las relaciones (b) son:e
6F1(x;y;z) =0, (c)
‘ 6F¿(x;y;z)=a¿(x;y;z), 1=2,3,...,
donde
a¿(x;y;z)= >3 [P~(x+y;z)Fj(z;y)—Fi(x;y+zYPfty;z)]. (d)
• ‘ i-4-j=L
i,j=1
Hemos probado pues la siguiente proposición.
e
Proposición 4.1 Existe una aplicación biyectiva entre los productos estrella invarian-~
tes por la izquierda sobre O y los elementos
F(x;y) = 1 + ZFdx;y)tit E 21(g) ®21(g)([h]]
e que satisfacen las relaciones (b). Por simplicidad, escribiremos (b) de la siguientemanera:
• F(x+y;z)F(x;p) =F(x;y+z)F(y;z). (e)
• u
Brevemente, se puede afirmar que F(x; y) es un producto estrella invariante por la
• izquierda sobre O.
Si en la Definición 4.1 el producto estrella es invariante por la derecha, cada C~
• determina un único elemento H1(x;y) E 21(g) ® 21(g) tal que
• C1Qp;4’) = ji((H~(x;y))”(~®40).
Entonces, de forma similar, se prueba la siguiente proposición.
e
Proposición 4.2 Existe una aplicación biyectiva entre los productos estrella invari-
antes por la derecha y los elementos
• Co
• H(x; y) = 1 + >3 H~(x; y) IV E 21(g) ® 21(g)[h]]e i=i
que satisfacen las relaciones
• H(x; y) H(x + y; z) = H(y;z) H(x; y + z).
• u
e
e
e
e
e
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1.4.4 Equivalencia de Productos ‘Estrella Invariantes
Definición 4.2 Sean
oc oc
F(x;y) = í+>3Fdx;y)ti~, F’(x;y) = 1+>3F(x; y) IV,
i=1 j=t
dos elementos cualesquiera de 21(g) ® 21(g)[h]J. Se dice que son equivalentes si existe
algún elemento
Co
E=’1+>3Eiht c21(g)[II]],
i=i
talque
E(x + y) F’(x; y) = F(x; y) E(x) E(y). (a)
Desarrollando la condición (a) orden a orden, se obtiene la siguiente proposición.
Proposición 4.3 Los elementos F(x; y) y F’(x; y) son equivalentes si y sólo si
F~(x;y)—Fk(x;y)±Gk(x;y)=(6Ek)(x;y); Jc=1,2,3 (b)
donde
Gi(x;y) =0, (c)
ypara k 2,...
Ck(x; y) Gk(E1,.. . , E~...í;E1’ F~...1; E1 Fk4..í)(x; y)
— >3 [E1(x+’y)Fftx;y) —‘F~(x;y)E~(y) —E~(x;g)E~(x)]
i+j=k (d)
i,j>1
— >3 E~(x)Efty)— >3 E~(x;y)E~(x)E¿(y).
i+j=k i-4-j+l=k
i,j=i t,j k>i
Hay que hacer notar que Gk(x;y) está definido por medio de E~, fl, F7 con 1 =
j<tk—’1. ‘ ‘ ‘ ‘ .4 ‘ u
Definición 4.3 Sean E, E’ dos elementos de 21(g)®
2[h]]. Supongamos que existen
Li,... ,Em E 21(g) tales qué se satisfacen (b) y (c) para k = 1,2 m. Diremos,
entonces, que E y E’ son equiúalentes hasta el orden m..
Propasición 4.4 Supongamos, ahora, que E(x; y) es un producto estrella invariante.
Sea
oc
i=i
un elemento arbitrario de 2L(
2)[n]]. Definamos E’(x; y) por la relación:
E’(x;y) = E’(x+ y) F(x; y) E(x) E(y).
Entonces E’(x; y) es un producto estrella invariante.
e
e
e
e
• 1.4 Productos Estrella ‘Invariantes sobre un Grupo de Lie 55
e
Prueba Se tiene
• F’(x ~ y; z) = E1(x + y + z) F(x + y; z) E(x + y) E(z),e
F’(x + y; z) F’(x; y) = E’(x + y + z) F(x + y; z) F(x; y) L(x) E(y) E(z).
De la misma forma, se tiene
e
• F’(x; y +z) F’(y; z) = E1(x + y + z) F(x; y + z) F(y; z) E(x) E(y) E(z),
• pero F(x;y) satisface (e) de 1.4.3, por lo que F’(x;y) también. u
Esta proposición proporciona significado a la noción de equivalencia de productos
estrella invariantes.
e 4.4Definición
(1) Dos productos estrella invariantes F y E’ son equivalentes silo son en el sentido
de la Definición 3.10 de 1.3.3.
e (2) Son equivalentes hasta el orden m, si E y E’ son elementos equivalentes hasta el
• orden m en el sentido de la Definición 3.11 de 1.3.3.
Sean E y E’ dos productos estrella. Supongamos que son equivalentes hasta el
orden Iv, esto es, para i = 1,... , Iv tenemos:
e
¿E,.
donde E
1,... , E,< E 21(g) y los elementos Gí,... , G~ vienen dados por la expresión (c).
Sabemos (Gerstenhaber [1964b1)que la dos-cocadenae
• F,~+i—Fk+í+Ck+l(Eí,... ,EM;F F~;Ei,... ,Ek)
es un 2-cocido.
e
Por los Teoremas 3.1 de 1.3.1 y 4.1 de 1.4.2, existe Irk+í E A
2(g) y Ek+í 621(g) tal
que
e
• F,~+,—Fk+í+Gk+í(Eí Ek;F F,~;Fí,...,Ek)=Irk+í+6Ek+:. (e)
e Se tiene, por tanto, el siguiente resultado.e
Proposición 4.5 Dos productos estrella E y E’ que son equivalentes hasta el orden Iv,
son equivalentes hasta el orden Iv + 1 siy sólo si Irk+í = O en la expresión (e). u
Estas nociones y resultados serán frecuentemente utilizadas en los Capítulos 3 y 4.
e
e
e
e
e
e
e
e
e
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Capítulo 2
e
e Ecuación Clásica de Yang-Baxter
e
El objeto de este capitulo es demostrar los principales teoremas enunciados por
• y. G. Drinfeld [1983a]y M. A. Semenov-Tian-Shansky [1983],que hacen referencia a los
conceptos de grupo de Lie-Poisson, biálgebrade Lie y álgebra de Lie doble, estableciendo
la relación entre ellos y con las distintas versiones de la ecuación clásica de Yang-iBaxter.e
Para la elaboración de las Seciones 2.2, 2.3 y 2.4, además de en las referencias
anteriores, nos hemos basado esencialmente en los trabajos de Y. Kosmann-Schwarzbach
• [1987], It. Aminou e Y. Kosmann-Schwarzbach [1988], R. Arninou [1988], Y. Kosmann-
• Schwarzbach y F. Magri [1988], [1990]. Con la intención de que el capítulo resulte
autocontenido, hemos incluido demostraciones detalladas de resultados obtenidos por los
autores precedentes, adoptando, en alguna ocasión, un puñto de vista mas general.ee En relación con el trabajo de Semenov, en las Secciones 2.1 y 2.5 desarrollamos las
demostraciones de los teoremas de obtención de soluciones por el método de factorización,
de sistemas hainiltonianos definidos por soluciones de la ecuación modificada de Yang-
Baxter. Demostraciones de las que sólo conocemos algunas indicaciones (Semenov [1991])
e para casos particulares.
• Los trabajos de Sklyanin [1982],dentro del método de scattering inverso desarro-
liado por Faddeev y su grupo, son el origen de estas nociones. Las dos primeras fuerone introducidas por Drinfeid [1983aJcomo una interpretación geométrica de la ecuación
clásica de Yang-Baxter. La tercera por Semenov-Tian-Sansky [1983]como una versión
algebraica de la matriz-r clásica.
La definición de matriz-r clásica propuesta por Semenov se situa en el contexto
de los sistemas hamiltonianos con espacios de fase que son orbitas de la representación
coadjunta de un grupo de Lie. Consiste en un endomorfismo R E End(g) del álgebra de
• Lie g tal que la aplicación biineal antisimétrica
e 1e [x;y]p= ~([Rx;y]+[x;RyJ)
e es un nuevo corchete de Líe sobre g. Al par (g; R), cuando R satisface la condición
anterior, se le denomina álgebra de Lie doble.
Todo corchete de Lie sobre un espacio vectorial V determina sobre el espacio vecto-
• rial dual un corchete de Poisson (ver Sección 1.2.1, expresiones (a), (b) y (c)). Por tanto
si R es una matriz-r clásica sobre un álgebra de Lie g, sobre g~, se tienen dos corchetes
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de Poisson, el corchete de Poisson natural (de Kirillov-Kostant-Souriau) definido a partir
del corchete de Lie [;] y el corchete de Poisson {; }n asociado a [;]R.
Si so E CCo(g*) es una función de Casimir de g~ con respecto al corchete de Poisson
natural, las ecuaciones del movimiento de’ hamiltoniano so con respecto al corchete {
son: (Teorema 1.1 de la Sección 2.1.1):
da
— =—ad(M(a))’a; M(a) = ~R(dso(a)) , acgt
dt
De tal forma que, la existencia de una forma bilineal no-degenerada invariante sobre g,
permite trasladar a g la estructura de Poisson { ; y las ecuaciones anteriores adquieren
la forma de Lax (Proposición 1.8 de 2.1.3):
da
= [a;M(a)}.
Una ¿ondición suficiente, introducida por Semeñov [1983], para que la aplicación
bilineal antisimétrica [;]R satisfaga la identidad de Jacobi es que 1? satisfaga la Ecuación
Modificada de Yáng-Baxter (Proposición 1.4 de 2.1.3):
Bn(x;y) [R(x);R(y)] —2R([x;y]R) = —[x;y].
Esta define, por tanto, un conjunto de matrices-r clásicas cuya importancia estriba en
que es posible encontrar soluciones de las ecuaciones del movimiento por el método de
factorización (Teorema 1.4 de 2.1.3). Si R es solución de la ecuación modificada de
Yang-Baxter, existen subgru~pos de Lie de O cerrados, G~’, tales que todo elemento de
un entorno de la unidad de O admite una factorización única 9 = g+giú con g~ E 0±.
Entonces, si so E Coc(gs) es una función de Casimir con respecto al corchete de Poisson
natural, x0 = dso(ao) E g yc~, e... son curvas definidas en el entorno de la unidad donde
se satisface la factorización exp(txo) = c+(t)’e..dt), c±E 0±, la solución con valor
inicial a0, de las ecuaciones del movimiento con harniltoniano so E C
00(gfl, con respecto
al corchete de Poisson { ; }¡~, es (Teorema 1.4 de 2.1.3):
a(t) = Ad* (c~(t)) ao = Ad* (c4t)) ao.
La noción de grupo de Lie-Poisson consiste en dotar a un grupo de Lie O con
unaestructura de Poisson (es decir, un corchete de Lie { ; }c sobre CCo(O) tal que
{fi ;f2fa}a = IdI’ ;fa}a + laflí ;k}a para todo 11,12, fa E 4200(0)) de forma que
la operación de grupo sea un morfismo de Poisson de la variedad de Poisson producto
O x O en la variedad de Poisson O (ver Sección 1.2 1)
Toda estructura de Poisson sobre una variedad M puede describirse por medio de
un campo tensorial 2-contravariante antisimétrico A sobre M denominado 2-tensor de
Poisson, con la propiedad, que lo caracteriza como tal, de que el corchete de Schouten
(ver Seccion 1.2.2) [A;A] es cero. Estudiada en términos de A, la condición de grupo de
Lie-Poisson se expresa así (Teorema 2.1 de la Sección 2.2.1),
A(gh) = (2’2 ph)®2A(g) + (ThA
9)®
2A(h), para todo
9,Ir E O.
Esta p+opiedad se conoce con el nombre de propiedad de Drinfeld del 2-tensor A.
Si A es un 2-tensor de Poisson sobre un grupo de Lie O, que satisface la propiedad
de Drinfeld, la aplicación 1: 0 g ® 9 definida por:
1(g) =
e
e
e
e
e
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e
(donde g es el álgebra de Lie de O) es un 1-cocido del grupo con respecto a la repre-e - sentación adjunta sobre g ® g. Recíprocamente, si 1 es un 1-cocido de O con respecto a
• la representación ádjunta sobre g ® g,el 2-tensor A definido por
A(g) (Tep9)®
21(g),
e
• satisface la Propiedad de Drinfeld (Teorema 2.1 de 2.2.1).
e La aplicación tangente en el elemento neutro a un 1-cocido de grupo, con respecto
a una representación ~, es un 1-cocido del álgebra de Lie del grupo, con respecto a la
• representación T~t. Entonces, si (O;A) es un grupo de Lie-Poisson, sobre el álgebra de
Lie g de O, existe, determinado por A, un 1-cocido e 741 : 9 —* g ® g con respecto
• a la representación adjunta de g (Proposición 2.2 de 2.2.1). Este 1-cocido e determina
• una estructura adicional sobre ~, también introducida por Drinfeld [1983aJ (estudiada
por Kosmann [1987];Kosmann y Magri [1988];Aminou y Kosmann [1988])denominada
estructura ‘de biálgebra de Lie.
e
• Una biálgebra de Lie es un par (g; e), donde ges un álgebra de Lie y e : 9 -4 g®g es
un 1-cocido con respecto a la representación adjunta, tal que la aplicación transpuesta,
9®9,-4 g, es la7aplicación lineal asociada a un corchete de Lie sobre g. Entonces,
• si (O; A) es un grupo de Lie-Poisson y 1 el 1-cocido de grupo asociado al 2-tensor de
Poisson A, la aplicación ¿ (74l» define un corchete de Lie sobre g, dado por la
expresión:
• [¿; ll]g* = ¿(¿ ® ij) = d ({f ; =40)(e),
• donde ¿ = df(e) y i~ = dg(e) (Teorema 2.2 de la Sección 2.2.1). Por tanto, (u; 2’4) es una
• biálgebra de
Recíprocamente, si e : 9 —~ g ® g es un 1-cocido con respecto al representación
• adjunta de g y O es el grupo de Lie simplemente conexo de álgebra de Lie ~, existe un
1-cocido 1 : 0 9 ® g, con respecto a la representación adjunta de O, tal que Tet = e.
• El 2-tensor A determinado por 1 satisface la propiedad de Drinfeld por ser 1 un 1-cocido
(Teorema 2.1 de 2.2.1) y es un 2-tensor de Poisson (es decir, el corchete de Schouten
[A; A] = 0) si ¿ satisface la identidad de Jacobi (Teorema. 2.5 de la Sección 2.2.3). Pore tanto, toda estructura de biálgebra de Lie sobre un álgebra de Líe g define, sobre el grupoe simplemente conexo asociado, una estructura de grupo de Lie-Poisson, tal que la estruc-
tura de biáigebra de Lie que determina sobre g coincide con la dada. El teorema se debe
a Drinfeld [lOBSa]y ha sido demostrado por Lu y Weinstein [1990]. Guichardet [1995]
ha dado otra demostración de este teorema probando que existe una biyección entre las
estructuras de biálgebra de Lie sobre g y las estructuras de biálgebra copoissoniana sobre
e el álgebra envolvente 21(g) de g.
Definiendo los morfismos de grupo de Lie-Poisson como aplicaciones so: (91; A
1) —
(92; A2) que son morfismos de grupo y morfismos de Poisson, y definiendo los morfismos
de biálgebra de Lie como aplicaciones lineales u: (gí; cí) — (g~; e2) tales que u : fi 92
* —. g1 son morfismos de álgebra de Lie, se tiene que la aplicación tangente en
yu :92
el elemento unidad a un morfismo de grupos de Lie-Poisson es un morfismo de biálgebras
de Lie (Proposición 2.6 de la Sección 2.2.2). De esta forma, queda descrita la equivalencia
• entre las categorías de los grupos de Lie-Poisson y las biálgebras de Lie.
e
La condición de 1-cocido con respecto a la representación adjunta, de una apli-
calón e : g -4 g ® g también se puede expresar como la existencia de una relación de
• compatibilidad (Proposición 2.5 de 2.2.2) entre el corchete de Líe de g y la aplicación
e
e
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bilineal antisimétrica ‘que define ¿ sobre g~. En el caso en que (g; e) sea una biálgebra
de Lie, esta condición de compatibilidad entre los corchetes de g y g es equivalente a la
existencia de una estructura de álgebra de Lie sobre el espacio vectorial e g x ~, que
induce las de g y g~ y deja invariante la forma bilineal, simétrica no degenerda sobre e,
definida por <(x; 4’); (y; n)>e = <x ; ~1> + <y; 4’) (Proposición 2.7, Teorema 2.3 de 2.2.2).
Este resultado de Drinfeld [1983a] pone de manifiesto una correspondencia biunivoca
entre las nociones de biálgebra de Lie y Ttiplete de Manin.
Se denominan biálgebras de Lie exactas a aquellas definidas por un coborde e = 6
i’ E g ® g, en la cohomología de Chevalley del álgebra de Lie g. En el estudio de las
condiciones sobre un 2-tensor r, para que (g; 6 r) sea una biálgebra de Lie, desempeña
un papel importante el 3-tensor (que denominaremos corchete de Schou ten invariante)
= [A~;Afl(e) E g®g®g,
donde A~ es el campo tensorial definido por traslación a la izquierda de r. Este 3-
tensor existe y ‘sólo depende de y, ya que, el corchete de Schouten de campos tensoriales
invariantes por la izquierda (o por la derecha) sobre O es invariante por la izquierda (o
por la derecha) (Proposición.3.2 de 2.3.1).
Sea r = s + a la descomposición del 2-tensor r E g ® g en sus partes simétrica
y antisimétrica. La condición necesaria ‘y suficiente para que 6 r defina una estructura
de biálgebra de Lie exacta sobre g es que s y fa; a] sean ad-invariantes (Teorema 3.1
de 2.3.2).
Se entiende pot solución de la ecuación clásica generalizada de Yabg-Baxter, todo
tensor antisimétrico r E gAg tal que ad~[r ; 9-] = 0, para todo x E g. Teniendo en cuenta
la condición necesaria y suficiente del párrafo anterior, las soluciones de la ecuación gene-
ralizada de Yang-Baxter determinan un tipo de biálgebras de Lie exactas que se conocen
con el nombre de biálgebráé’de Lie cuasitriangulares.
Las soluciones de la ecuación clásica de Yang-Baxter son los 2-tensores antisimé-
tricos, r E g A g, tales cjue [r; r] = 0. Por tanto, también definen un tipo de biálgebras
de Lie exactas, contenido en el anterior; denominado biálgebras de Lie triangulares.
Las nociones de álgebra de Lic doble y de biálgebra de Lie exacta se pueden rela-
cionar; -‘ Para ello es’ necesario que sobre el álgebra de Lie 9 exista una forma bilineal
no-degenerada, ‘~, ‘que permita establecer un isomorfismo, ~, entre los espacios vecto-
riales ‘End(g) y g ® g.
Si la forma ~‘es simétrica e invariante por la representación adjunta de g y el
endomorfismo R es antisimétrico con respecto a ~, el 2-tensor r correspondiente al ho-
morfismo (R + 1) crí E Hom(g’; g) define una estructura de biálgebra de Lie exacta
sobre g (Corolario de la Proposición 4.1 de la sección 2.4.1).
Recíprocamente, sea (g; [;];¿ r) una biálgebra de Lie exacta y r = s + a la descom-
posición de r en su. parte simétrica s y su parte antisimétrica a. Si s es invertible el
endomorfismo.R= aós~1 define una estructura de álgebra de Lie doble sobreg, donde s
y a están considerados como homomorfismos de g~ en g. (Corolario de la Proposición 4.1
en 2.4.1).’
Supongamos ahora que, además de una forma bilineal simétrica, no-degenerada
e invariante por la representación adjunta, se tiene sobre g un endomorfismo R que
e
e
e
e
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es solución de la ecuación modificada de’Yang-Baxter. En este caso, el 2-tensor r =
• (R + 1) o ~“ satisface la igualdad
• [r;r](a;0)=—r([a;t)
e siendo [a; = ~24~í(a) ; ~~(fi)],es decir, el corchete de Líe que, sobre 9* define
e [;]por medio del isomorfismo ~ asociado a la forma bilineal (Proposición 4.2 de 2.4.1).
Teniendo en cuenta este resultado, si sobre g existe una forma bilineal no-degene-
rada, simétrica e invariante por la representación adjunta, las biálgebras de Lie exactas
determinadas por álgebras de Lie dobles definidas por soluciones antisimétricas R de la
ecuación modificada de Yang-Baxter, se pueden caracterizar de la siguiente forma. Son
• aquellas biálgebras de Lie (g; [;];ór) tales que la parte simétrica, s, de res invertible e
invariante por la representación adjunta y r satisface:
• [r;r] (a; /3) =
• (Proposición 4.3 de 2.4.1). A este tipo de biálgebras de Lie exactas las denominaremos
• biálgebras de Lie-Semenov y a las álgebras de Lie dobles asociadas a ellas, álgebras de
Lie-Semenov (Kosmann [1987];Aminou [1988]).
• Una característica de las biálgebras de Lie-Semenov consiste en que, si (g; 1;]; e) es
uná biálgebra de Lie, al producto g x g~ se le puede dotar de una estructura de biálgebra
• de Lie-Semenov (Proposición 4.5 de 2.4.2). El corchete de Lie de g x g* es el mismo que
• hace de él un triplete de Manin:
• [(x;fl;(y;~)]gxa-= ([x;y] +ad¿y—adx;[¿;n]r +adn—ad¿)
Y el 2-tensor que define la estructura de biálgebra de Lie sobre g x g~ es:
m: (¿;x) c (g ~<g~)~ + (x;0) E g x
Con esta estructura, la inyección canónica de g en gx g~ es un morfismo de biálgebras
• de Lie y la de g~ un antimorfismo (Proposición 4.7 de 2.4.2).
La estructura de biálgebra de Lie exacta sobre g definida (si existe una forma
bilineal, simétrica, invariante y no-degenerada, ~)por un endomorfismo antisimétrico R,
implica la existencia de un corchete de Lie-Poisson (determinado, por tanto, por R y q5)
sobre el grupo de Lie simplemente conexo asociado a g. Si, además, Res una solución de la
ecuación modificada de Yang-Baxter, las soluciones de las ecuaciones del movimiento, con
hamiltoniano función central de O, se pueden encontrar por el método de factorización
(Teorema 5.2 de 2.5), de forma análoga a lo establecido para la estructura de Poisson
asociada a R sobre g~.
e
En efecto, lo mismo que en aquel caso, existen los subgrupos de Lie 0± y K±
correspondientes a las subálgebras g~ = Im(R t 1) y e~ = Rer(R ~ 1) de forma que
todo elemento de O, en un entorno de la unidad, se puede factorizar de manera única
= ~+~§ donde 9±E 0+. La solución con valor inicial c0, de las ecuaciones del
movimiento con hamiltoniano la función central h, es
c(t) = b+cobí, o bién c(t) = b...cobni,e
donde b+(t) y L(t) satisfacen el problema de factorización
• exp (2tso’ ((2’ep¿* dh(co))) = b~(t) b...(t)í.
En el caso de un grupo de matrices las ecuaciones hamiltonianas adquieren la forma de
Lax (Corolario del Teorema 5.2. de 2.5).
e
e
e
e
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2.1 Matriz-r Clásica y Ecuación Clásica Modificada de Yang-
-Baxter
Recordemos la notación utilizada. Sea O un grupo de Lie y g su álgebra de Lie, a
los elementos de O se los denotará por g, Ii,..., y a los de g por x, y.... Las aplicaciones
0 0 y p9 : 0 -4 0 son las traslaciones a la izquierda y a la derecha definidas9.
por el elemento 9 E O, es decir, los difeomorfismos siguientes:
>Lg :hEO—*ghEG y /‘~ :hEO~hgEO.
Las aplicaciones Ad : 0 01(g), definida por la relacion:
Ad(g) Ad9 = (T~(g—i)) o (T,~-’ (e)) ; g cO,
y Ad* : 0 Qj(g*) definda por:
son las acciones adiunta y coadjunta respectivamente del grupo de Lie O. Por último,
las aplicaciones ad : g -4 g¡(g), definida por:
ad(z).y~ad~y=[x;y], z,yEg,
y ad* : 9 -4 g[(g*), definida por:
ZE9,
son las ‘representaciones adjunta y coadjunta del álgebra de Lie g.
2.1.1 Álgebras de Lie Dobles
Definición 1.1 (Semenov M. A. [1983]) Sea g un álgebra de Lie y R E End(g) un
endomorfismo. Consideremos la aplicación bilineal, antisimétrica:
Ix;Y]R=~([Rx;Y]+[z;RY]) x,yE g. (a)
Se dice que el par (g; R) es un álgebra de Lie doble si [;]n es un corchete de Lie sobre g,
es decir, si satisface la identidad de Jacobi. En estas condiciones se dice que R E End(g)
es una matriz-r clásica.
Proposición 1.1 Sea g un álgebra de Lie, R E End(g) y
BR(x;y) = [Rx;Ry]—2R([x;y]R) . (b)
Para que [;ln satisfaga la identidad de Jacobi, es decir, para que R sea una matriz-r
clásica, es necesario y suficiente que se satisfaga la siguiente condición trilineal:
[BR(x; y); z] + [Bn(y; z) ; x] + IBR(z; x) ; y] = O
e
e
e
e
e
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Prueba Hay que demostrar que la igualdad anterior es equivalente a la identidad de
• Jacobi relativa a
e
Por definición de’i;)R, se tiene:
donde la notación +p.c. significa suma en las permutaciones circulares de z, y, z. Uti-
lizando la identidad de Jacobi del corchete [;] en la igualdad anterior, se deduce:
• [x;y]p;z]~ +p.c. = ~[R(frc;y]R);z] — ![RX;Ry] ;zJ -4-p.c.,
e 4
es decir:
• [x;y]n;z]~+p.c.= —~[BR(x;v);z]
que es lo que sé quiere demostrar. u
Sobre el espacio vectorial dual g~ del álgebra de Lie g se tiene, además de la
estructura,de Poisso¿ natural asociada al corchete de Lie [;] (expresión (a) de la sección
1.2.1), una nueva estructura de Poisson asociada al corchete [Ja. Esta estructura de
Poisson viene dada por la expresión:e
• {so ; 4’}R(a) = a ([dso(a) ; d4’(a)]n) ; p, 4’ E 42Co(g*); a E 9* (c)
donde, al tener en cuenta el isomorfismo canónico entre¶ (g*) y g, se considera que
• dso(a) E 9 para toda función ~ E 42Co(g*).
La siguiente proposición nos dice que toda función de Casimir sobre g~ con respecto
al corchete de Poisson natural (expresión (a) de la sección 1.2.1) es una integral del
movimiento de todo sistema dinámico con respecto al corchete de Poisson (c) definido
por R y con hamiltoniano que es función de Casimir con respecto al corchete de Poisson
• natural.
• Proposición 1.2 (Semenov M. A. [1983]) Sea g un álgebra de Lie, 7(g*) el anillo de
las funciones de Casimir relativas al corchete de Poisson natural sobre g y R E End(g).
Si (g; R) es un álgebra de Lie doble entonces las funciones de Z(g*) están en involución
con respecto a ambos corchetes de Poisson.
e
Prueba
• (1) Sean ‘p, 4’ E 7(g), entonces, por definición, para todo a E 9*, se tiene:
• {so;4’}(a)=O.
e
• (2) En las mismas condiciones:
e 1{so;4~}n(a) = <a;[dso(a);d4’(afln> = <a; <ÁRdsv(a) ; d4’(a)] + [dso(a) ; RdiP(a)])> =
• =<ad(d4’(a)).a;Rdso(a)>—<ad(dso(a)).a;Rdlk(a)>=O,
• ya que, por ser ~ una función de Casimir, ad*(dso(ci)) a = O (expresión (c) de la
• sección 1.2.1) y lo mismo para la función 4’ u
e
e
e
e
e
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Teorema 1.1 (Semenov M. A. <1983]) Sea (g; R) un álgebra de Lie doble, I(g’) el
anillo de las funciones de Casimir relativas al corchete de Poisson natural sobre g~ Las
ecuaciones del movimiento correspondientes al hamiltoniano so E 1(9*) con respecto al
corchete de Poisson (c) definido por [;]R son:
da — ~ad*(M(a)) . a siendo M(a) = ~R(dso(a)) . (d)
Prueba Sea so E 42Co(g*) y a E g, las ecuaciones del movimiento con respecto al
corchete de Poisson (c) son (expresión (b) de la sección 1.2.1):
donde ad~ es la representación coadjunta con respecto al corchete de Lie definido por R.
Si Rt es la aplicación transpuesta del endomorfismo R, de la definición (a) de [;]n se
sigue que:
ad~(x)a= ~Áa&(Rx).a+Rí(ad*(x).a)) , paratodo XE g.
Por tanto,!en el caso de que x = dso(a) E g, tenemos:
ad~ (dso(a))~ a = ~ (ad*(Rdso(a)) a + R
t(ad*(dso(a)) . a)2
Ahora bien, si so E I(g*), el último término es nulo y la expresión (e) se escribe finalmente
así:
da 1
— = .....ad*(Rdso(a)) .a.
dt 2
u
Las ecuaciones del movimiento se pueden escribir de otras dos formas equivalentes.
Proposición 1.3 Las ecuaciones del movimiento relativas al hamiltoniano so E 1(9*),
con respecto al corchete de Poisson (c) definido por~ [; j~, se pueden escribir de las dos
formas siguientes:
‘da 1
con M+(a)=—(R+1)dso(a), (1)
dt 2
o bién:
con MÁa)=~(R—1)dso(a). (f’)
Prueba El siguiente cálculo revela que el segundo miembro de (d) es igual a los segundos
miembros de (f) y
— ad* (~(R ±1)dso(a)) . a — — ad* (JRdso(a)) arn ad* Qdso(a)) a =
= — ad* Qndso(a)) a ~ ad~ (dso(a)) a = — ad* QRdso(a)) a =
= — ad* M(a) . a,
la penúltima igualdad debida al Lema 2.1 de la Sección 1.2.1. u
e
e
e
e
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2.1.2 Endomnorfismos R = — P~.e
Si el álgebra de Líe g de un grupo de Lie O se descompone, como espacio vectorial,
en suma de dos subálgebras de Lie g+ y g... y P~ son los operadores de proyección sobree g± paralelos a g~ (P.f. + 1’-. = 1), el endomorfismoe
• R=P~-P
es una matriz-r clásica, como se comprueba directamente a partir de la Proposición 1.1
• de 2.1.1.
O Con la notación x+ = P+x, se tiene que [x ; yia = [x+ ; y~] — [x. ; y~j, por tanto
se puede escribir gn = 9+ e gL, siendo gL la subálgebra 9... con la operación opuesta, y
donde la suma directa ahora se entiende en tanto que subálgebras de Lie de gn. Conse-
cuentemente, si O~ es el grupo de Lie simplemente conexo de álgebra de Líe Qa y 0+
son los subgrupos conexos de O correspondientes a 9±’se tiene que 0n y 0+ x OQ son
localmente isomorfos en e E O donde O’_ es el grupo O... con la operación opuesta.
Entonces, en un entorno de e E 0a, se tiene:
exp~(x) = expR(x+ + r...) = (exp~(x+) ; exp.(x.))e
Además, la aplicación ji : x OL. —~ O definida así: ¡4g+,g—) = ~ es un
difeomorfismo local en el punto e E O, ya que dji(e) es la identidad 9a -4 g. Esto
permite afirmar que, en un entorno del elemento unidad del grupo O, todo elemento
• g E O admite una factorización única g~g. con 9±E O~
e Teorema 1.2 Sea g un álgebra de Lie, g+ y g. subálgebras de Lie de g tales que, como
espacio vectorial, g = g.~. e g— y P±los operadores de proyección sobre g~, paralelos
al subespacio complementario. Sea O el grupo de Lie simplemente conexo de álgebra
de Lie g y 0j los subgrupos conexos correspondientes a g±respectivamente. Sea el
• endomorfismo R = P+ — R.. Si ~ E 42Co(g*) una función de Casimir con respecto
al corchete de Poisson natural sobre 9*, las ecuaciones del movimiento (expresión (d)
e de 2.1.1) relativas al hamiltoniano so~ con respecto al corchete de Poisson { ; }r~, tienenpor ~olución local con condición inicial a
0 E g a la curva:
a(t) = Ad* (c4(t)) a0 = Ad* (c...(t)) a0, a0 E 9*e
• siendo c±(t) E 0± las soluciones de la familia de problemas de factorización local:
exp(txo) = c+(t)ic.dt); xo = dso(ao) E g.e
La igualdad de las curvas a.~.(t) = Ad* (c+(t)) a0 y a...(t) = Ad* (c...(t)) ao es
consecuencia de la condición de función de Casimir de w~ con respecto al corchete de
Poisson canónico de g~.
En efecto, la factorización:
e
• c...(t) = c+(t) •exptx0 = c+(t)exptdso(ao),
• implica:
• Ad*(cqt)) ao = (Ad*(c+(t)) oAd*(exptdso(ao))) ao.
e
e
e
O
e
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Ahora bién:
Ad*(exptdso(ao)) ~a0 = aooexp(ad(—td~(ao))) = a0,
ya que la última exponencial está definidasobre un grupo de matrices y la función so
satisface la igualdad (Lema 2.1 de la Sección 1.2.1):
O = ad*(dso(ao)) ao = —a0 o ad(dso(ao)),
por ser una función de Casimir.
En la demostración del teorema se hace uso deles siguientes resultados.
Lezna 1.1. Sea c: IR —~ O una curva C~ y b : R .-.. O la curva sobre O definida por
b(t) = (c(t)fíentonces:
di, dc
dt ~
TePc(t)—iO Tc(t)Xc(t)—1 ~
Prueba ?n efecto, consideremos la composición:
tER —t(b(t);c(t)) E Ox O A b(t) •c(t) = e E O. (a)
Recordando que ‘la aplicación tangente a ir en un punto (g;h) E
(ver por ejemplo: Dieudonné [1970]):
T(g;h)ir(xg;Xh) = Th.X
9(xh) + Tgph(Xg),
al derivar con ‘respecto a ‘t la composición (a) se obtiene:
RTb(t>OXT,(t>G*TeO~g
db(db dc)’
por tanto:
es decir:
db dc
=
db dc
dt
TePc(t)—’ OTC(t)ÁC(t)1—
O x O viene dada por
Q
u
Sea y un
A E 2’LOI(V) es de la forma
espacio vectorial de dimensión finita y L E 01(V).
A=
Todo elemento
d
donde so(t) E 01(V) es un grupo local con la condición so(0) = L.
so(t) = L . exptX donde X E End(V), de forma que:
d
A = —L~ = L . X E TLOI(V),
dt exptX~~
0
Se puede tomar
(b)
+Tc( dc = O,
u
Q
y por tanto, TLOI(V) = Lnd(V).
e
e
e
e
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e
Sea y E y un elemento cualquiera, la aplicación tangente en L E 01(V) a
• LE 01(V) -~-~ L(y) E Y,
es:
A E TLCI(V) ~ A(y) E V, (c)
ya que, teniendo en cuenta (b),
¡VI d
TLT~(A) = TLTA’ k~
1L . exptX~’ o) = ~(L. exptX(y)) j~=~ = L . X(y).e
• Lema 1.2 Sea O un grupo de Lie de álgebra de Lie g. La aplicación tangente en 9 E O
a la acción adjunta de O sobre g viene dada por la expresión:
(T2Ad)(xg) =ad (T9p2-x .x9) oAd(g), donde z9 E T90,
habiendose identificado el espacio tangente
TAa(
9)Ol(g) y g((g).
Prueba Sea y E g, consideremos la composición:
• hE O -~ hg E O -~ Ad(hg) E 01(g) -L~ Ad(hg) y Eg,
e derivando en e E O y teniendo en cuenta (c) tenemos:
• x.E 9 (2’; Ad) (T~p9 . x) . yE TAd(g)v9 9,
• Ahora bien, Ad(hg) y = Ad(h) (Ad(g) . y), de forma que la aplicación considerada se
puede escribir también:
Ad
hE O —~ Ad(h) 601(g) —~ Ad(h) (Ad(g) . y) E g.
Al igualar las dos derivadas se obtiene:
T9Ad(T~p9x) .y=ad(x)(Ad(g)y)
O Como cualquier vector tangente a O en 9 E O se puede escribir así: x9 =
TePg x, se
tiene que x = 2’
9p9-’ x9, con lo que se obtiene el resultado u
0 Lema 1.3 Sea so E CCo(g*) una función Ad*..invariante, entonces, si a E g,
0 dso (Ad*(g) . a) = Ad(g) . dso(a).
e
Prueba Por ser so una función Ad*..invariante se tiene:
• ‘ so(Ad*(g).a)=so(a), paratodo gEG, aEg*.
Consideremos la composición:
• 4’: a E g~ —~ Ad*(g) a E g~ —~ so (Ad*(g) . a) E IR,
con 9 E O fijo. Entonces, puesto que d (Ad*(g)) (a) = Ad*(g) para todo a E g* (ya que
Ad*(g) es lineal), tenemos:
O d4’(a) =dso(Ad*(g).a) oAd*(g).
Pero d4’(a) = dso(a), así pues:
O dso(a) = dso (Ad*(g) . a) o Ad(g). (d)
O Por otro lado, realizando, como siempre, la identificación ~ g, se tiene:
• Ad(g) (dso(a)) = dso(a) o Ad*(§i), (e)
O donde se considera que dso(a) E g en el primer miembro y que dso(a) E g** en el segundo.
Entonces, sustituyendo la expresión (d) de dso(a) en el segundo miembro de (e),
• Ad(g)(dso(a)) =dso(Ad*(g).a)
• quedando demostrada la igualdad. u
e
e
e
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Prueba del Teorema 1.2
(2> Con x0 E g fijado, sea la curva
x : 1 E R * Ad (c(t)) ~0 E 9,
donde 1 — c(t) es una curva en O. Entonces, teniendo en cuenta la expresión de la
aplicación tangente a la acción adjunta, obtenida en el Lema 1.2, se tiene:
ckz /~,~ ÁJ\
dI =
— ad (TC(t)PC(t)-1
xo = ad (TCCtIPC(tí-í
(2) Sea la aplicación:
ji :1 E IR Ad* (c(í)) E 9* Po E g
vamos a demostrar que se tiene la siguiente expresión de ~:dt
1’ dc
— ad* <Pr) .bu(t)
En efecto, por definición de acción coadjunta de O sobre g, la aplicación ji se puede
escribir así: ~4t) = Po O Ad (c(tS’). Derivando con respecto a t, teniendo en cuenta el
Lema 1.1 y el apartado (1) de esta demostración, se tiene:
d /dc7”~
= Po
0 ~Ad(c(tY~’) =pocad k2%(t)’-IPc(±)~~~ít~)cAd(c(t<’) =
= —jio cad (TC(tí—1PC<t> O TePc(í)—’ c2’~> ~c(t>—’~) o Ad(c(t)’’) —
= —Poe ad (TC(t)~C(tí—I ~,) o Ad (c(IY’)
Ahora bien, teniendo en cuenta que Ad(g) es un automorfismo de g, es decir,
Ad(g) o ad(x) ad (Ad(g) . x) e Ad(g); para todo gEO z Cg,
se puede escribir:
ad(x) . Ad(g) = Ad(y)~ (Ad(
4i) . x)
por lo que
— ~uoo ad (TC(t»xC(t)~1 ~) o Ad (c(tY~’) =
= —Po O Ad (c(tYi) o ad (Ad~<~> OTC(t9tc(t)—1
y por tanto,
(1)
= Po o Ad (c(tf~i)
Po~ Ad (cey—i)
o ad (
o ad ~ O TeAc<t~ o T«~A~q>—i
( dc§~
dc) (t)
(Ad(c(t))
dp
= —Po O Ad (c(tY’) — ad* (T«t)P~(t)-1~ )
e
e
e
e
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e
e con lo que queda demostrada la igualdad (f).
- (3) Volviendo a las notaciones del enunciado, hay que comprobar que la derivada con
respecto a t, obtenida en (f), de la curva:
a(t) = a±(t)= Ad* (c±(t)) a0, (g)
coincide con:
da
• ............ad* (M+(a(t))) . a(t), o con da
dt di = ~ad* (M.Áa(t)))
donde M±(t)= ±P±dso(a(t)) (Proposición 1.3).e
Teniendo en cuenta (f), es suficiente probar la relación:
• —P+dso (a±(t))= dc~ (h)
o lo que es’lo mismo,
dc~e
.Wdso (ae(t)) = Tct<t)Pc+(t)—’ ~ (i)
Como so es Ad*~invariante (Sección 1.2.1), haciendo uso del Lema 1.3, tenemos:
• ‘ Ad (c±(t)). dc(ao) = dso (Ad* (c(í)) . ao)
• y entonces las igualdades (h) y (i) se pueden escribir así:
—P+ (Ad (c±(t)).dcp(ao)) = Tc±ce)Pct(±)~1§5t, (j)e
• = •dc~ (k)(Ad(c±(t)).dso(ao))
Tc~<t>pc±cq~idt
• Esto es lo que hay que probar.
En efecto, consideremos la composición:
‘1’: tER -.. (c...(t);exp(—tzo)) E O>’ 0 ~ a.(t) •exp(—tzo) c
4(t) E O.e
Teniendo en cuenta que ~ exp(txo) =
2’e~~exptx,, . zo (ya que 1 — exptx
0 es la curva
integral en el elemento identidad, del campo invariante por la izquierda definido por
zo E g), la derivada con respecto a ide ‘1’ es
• dc~ d’P
• di di = ?k<e>PexP(~txortar Texp<-.t~0>Ae..<t> 02’0A0xP(-.t10)
entonces:
e TC+(t,PC+<t)I=5~t=
= T~~<t)P0+(t)í ~ dc... — T0+(t)P~+(t)—t O 2%A~+~> =
Te.. (e>Pexp(—txo)ir
• =
Tc.qt) (Pc+cn—’ O Pexp<txo)) ~9z— Ad xo =
di (c+(t))
= 7’c.4t)Pexp(—txo)c~(t~’ —~~— — Ad (c+(i)) . x
0 =
•
• =
Tc...(t)P() —I —~— — Ad (c+@» . =
•
• = T
04t)Pc4t>’” —~— — Ad (c+(l))
e
e
e
e
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obteniendose finalmente la igualdad:
dc~ dc...
Ad (c+(t)) . zo = ‘Tc~(t)Pc~(t>—’ ~ + Tc...(t)Pc...(tY’ ‘~‘~ . (1)
Ahora bien, como c±: IR 0±se tiene que c±(t)iE 0±y por tanto Pc~(t>-’ : O~ ‘~
o~. Así pues Tc±(t)Pct(t)” : Tc±fl0± —~ 740± ~ esto implica que
dc~
69±,
por lo tanto, de la relación (1) obtenemos:
P±(Ad(cy(t)) xo) = dc~ (m)
Si se considera la composición:
1 (c~(i); exp(izo)) -4 c.~.(i) . exp(ixo) c...(t)
al calcular la derivada con respecto a t de forma análoga a la precedente, se llega a la
igualdad:
Ad(c.4t)) za = dc~ dc...
di
de donde obtenemos:
P±(Ad (c...(t)) . ~) = dc~ (n)
Las relaciones (m) y (n) son las relaciones buscadas (j) y (k). u
2.1.3 Ecuación Modificada de Yang-Baxter y Ecuaciones de Lax sobre 9*
Los endomorfismos R = P.~. — P... E End(g) son casos particulares de soluciones de
la ecuabión modificada de Yang-Baxter (Semenov [1985]), que es una condición suficiente
de matriztr clásica. Su importancia consiste en que a partir de una solución R E End(g)
se puede generalizar el método de factorización única de los elementos del grupo, en un
entorno del elemento unidad, y de forma análoga a lo establecido en el Teorema 1.2,
obtener soluciones de las ecuaciones del movimiento de sistemas dinámicos definidos por
hamiltonianos que son funciones de Casimir con respecto al corchete de Poisson natural
sobre g~.
Proposición 1.4 Sea g una álgebra de Lie y R E End(g). Una condición suficiente
para que 1? sea una matriz-r clásica es que sea solución de la ecuacion:
BR(x;y) [Rz;Ry] —2R([z;y]R) = —[x;y], (a)
denominada ecuación modificada de Yang-Baxter.
Prueba Un cálculo directo revela que si R satisface (a) entonces satisface la condición
necesaria y suficiente de matriz-r clásica de la Proposición 1.1. u
Las tres proposiciones siguientes describen propiedades que se tendrán en cuenta
para formular el teorema de factorización.
e
e
e
e
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Proposición 1.5 Sea g un álgebra de Lie, R E End(g) una solución de la ebuación
• modificada de Yang-Baxter y
e
= —(R ±1)E End(g).e 2
Entonces R±: g~ —~ g son homomorfismos de álgebras de Lie.
e
e Prueba Que R sea solución de la ecuación modificada de Yang-Baxter implica que:
• R’([x;y]R) =~([Rx;Ry]+[x;y])
e
e por tanto, teniendo en cuenta la expresión de [;]R (Definición 1.1 de 2.1.1), se tiene:
• R±([z;y]R)=~(R+1)([z;y]R)=’~([Rx;Ry]±[x;y]±[Rz;y]±[x;Ry])=
• —~“([Rx;Ry±y]+[x;Ry±y])=~([Rxtx;Ryty])=[R±(x);R±(y)1,e
que es la condición de homomorfismos de álgebras de Lie. u
Proposición 1.6 En las condiciones de la proposición anterior, sean 2±= ImR±y
= Ker R~. Entonces:
• (1) g~ c g son subálgebras de Lie de g.
• (2) e±c g±son ideales de g±respectivamente.
Prueba
(1) La imagen por un homomorfismo de álgebras de Lie es una subálgebra del conjunto
• final.e
(2) Sea x’ E 4. Por definición R_z’ = Oo lo que es lo mismo Rz’ = z’. Se tiene, por
• tanto,
R+z’ = ~(R + 1)x’ = ~z’ + =
por lo que 29 E ImR+ 9+, es decir, 4 C 9+•
e
Sean, ahora, z~ E 2+ y 29 E C~, entonces,
• It. ((z+;x’]) =R..4[R+x;R+x’]) = (K.oR+) ([x;x’]R)
Como R... o R+ = R+ o R..., sustituyendo en la igualdad anterior tenemos:
e
= (R+oRj ([x;x’]~) =R~([R...z;R.z’])
Pero 29 E 4, es decir, R.x’ = O, así pues:
• It. ([x+;x’]) = R+O =0.
Esto significa que [x+;z’] c 4, por lo que 4 es un ideal de g+.ee Análogamente se tiene que t... es un ideal de g.... u
Como consecuencia de esta proposición, los espacios vectoriales cociente ~+/4 y
• g.../L tienen estructura de álgebra de Lie.
e
e
e
e
e
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Proposición LI La aplicación:
G~: R~x E g~/f~ R.x E g/L.
es un isomorfismo de álgebras de Lie.
Prueba
(1) Está bien definida, puas si x~ y 4 pertenecen a la misma clase de equivalencia
~‘T~entonces 4 — Z.~. E e+ y, por lo tanto, R.(4 — x+) = 0, lo cual equivale a
R+(xQ —a’-.) =0, esdecir a” —z EL yx§ E~’W.
(2) Al ser un homomorfismo de álgebras de Lie, se tiene:
entonces: “•
9n[~?;V] =ItÁx;’y]R+L —
= [x.. ;y] ±e= [wr;r1 =
De esta forma queda demostrado que O es un homomorfismo de álgebras de Lie.
(3) Es claramente un homomorfismo suprayectivo.
La condición de inyectivo es también directa:
¡Lx = Rxf<=> O = R÷(It.(x—29)) =R-.(R+(x—29)) .~=~>R+z= Rgri.
u
Teorema 1.3 (Semenov M. A. [1983]) Sea g un álgebra de Lie, R E End(g) un
endomorfismo que satisface la ecuación modillcada de Yang-Eaxer. Sean R±= ~(R + 1)
y u±= ImR±y consideremos la aplicación;
(R*; It.) : gR 2>’ 9,
entonces:
(1)
FiniR = {(x;y) Eg4 XgÚORX=’¡/}
(2) La aplicación iR. un -4’u+ x~g es un homomorfismo inyecti~o de álgebras de Lie.
Por tanto, un isomorfismo entre Qn y una subálgebra de g+ >< g-..
(3) Todo elemento a’ E 2 admite una descomposición única a’ = x~ —a’... con (a’+; a’...) E
Im i~.
Prueba
(1) La inclusión:
Imin c {(a’;y) E 2+>’ 9— /
9n~=~}
es directa. En efecto, si (a’;y)E ImiR se tiene que a’ = R÷zy y = R..z con z E g, por
lo que (a’; y) E 9+>’ g— y ana’ = y.
e
e
e
e
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Para demostrar que
• {(a’;y) E ~+>‘ g~/On±=V}C Imi~,
• hay que comprobar que si (a’; y) E 9+>’ g-. tal que ~ = V~ existe y E g de forma que
a’=R~(v)ey=R4v).
Por hipotesis, a’ = R+z e y = Rz’, donde z,z’ E g y Itz E R..z’. Entonces,
e R...z — Rz’ E e, es decir, R+ (R...z — R...z’) = 0. De aquí se deduce:
• (R + 1)(Rz — z — Rz’ + z’) = RRz — RRz’ -.2+ z’ =0.
Ahora bien, si existe y E g tal que a’ = R+v e y = ¡Lv debe verificarse:
e a’=R+z=R+v~v+; y=It.z’=R.v~v...,
e
es decir, Rz+zRv+v; Rz’—z’=Rv-.v,
Y
por lo tanto y y Rv vendrían dados por:e 1,, R—!(Rz+z+Rz’-.z’)
v= ~(Rz+z—Rz+z), V 2
y debería tenerse:
• R(Rz+z — .1? 2 + z’) = Rz +2 + R 2— z’,
es decir:
• RRz—RRz’ —z+z’ =O,~
que es lacondición, obtenida anteriormente, para que Rz E ¡Lz’.
• (2) Hay que demostrar que
ÍR([x;y]R) = [iRz;iRy] , paratodo a’,yE 9>?,
es decir, (n+«a’; y]~); R.. ([a’ ;y]n)) = [(R+a’;Ra’); (R+y; ¡Ly)]
e Ahora bien, ~± : 9>? — g son homomorfismos de álgebras de Lie (Proposición 1.5),
• por tanto
(R+~x;y]~) ;R.4[x;ybq)) = ([R+a’;R+y]; [R~x;R~y])e
• que es, por definición, el corchete de (R+x;R-.x) y (R+y;Ry) en g x g.
El homomorfismo es inyectivo, pues si isa’ = zRy tenemos que (R+x; It.x) =
e (R+y; R.y) lo cual implica que a’ = y.
• (3) La descomposición de a’ E g existe ya que:
•
esdecir, I?~ —It. =1. Esúnica, pues, six=a’.~. a’ =u-.vcon (u;v) E Imt5, por
definición de fmi5, existiría un a” E g tal que u = 4 y y = xL con lo que:
a’ = x+ —a’— =4— xQ = a’
de tal forma que x+ =4 y x = a’Q. u
e
e
e
e
e
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Sean O y O>? los grupos simplemente conexos de álgebras de Lie g y 9n~ A los
homomorfismos de álgebras de Lie R± : 9>? —# g les corresponden homomorfismos de
grupos de Lie: R±: O>? — O y las imagenes O±~ EmR±son los subgrupos de Lie
conexos de O de álgebras de Lie 9±•
Teniendo en cuenta el Teorema 1.3, la aplicación:
OR 0k>’ O...
es un homomorfismo local en un entorno de e E On, inyectivo, de grupos de Lie.
Sea ir: O x 0 0 la aplicación definida por (g; ti) -4 gh—’. La composición
iro(A+;A.) :G~q—*O,
es un difeomorfismo local en e E On, ya que Te (re (R+; A.i) : ~n — g, es el isomor-
fismo de espacios vectoriales: a’ E 9n -4 z.~ — z E g, donde (x+;z..) E Imin. Por lo
tanto, un elemento 9 E ‘O arbitrario, suficientemente próximo al elemento unidad e E O,
admite una factorzacion uníca: -~
g = —1 ~ (A+;A.)
E fin
De acuerdo con estos resultados, se puede enunciar el siguiente teorema, generali-
zación del Teorema 1.2 de la Sección 2.1.2.
Teorema 1.4 (Semenov M. A. [1983]) Sea g un álgebra de Lie y R E End(g) un
endomorfismo que satisface la ecuación modificada de Yang-Baxter (a). Sea so E C~ (g*)
una función de Casimir, con respecto al corchete de Poisson natural. La solución que
pasa por a0 E g*, de las ecuaciones del movimiento (expresión (d) de 2.1.1) con hamil-
toniano s~, relativas al corchete de Poisson definido por R, es:
a(i) = Ad* ((i)) ao = A& (c...(t)) a0,
donde c+ y a. son las soluciones del problema de factorización:
exp(txo) = c4’(t) . c(t); c~ E 0±; za = dso(ao) EQ.
Esta factorización existe para ten un entorno de O.
Recordemos que 15 igualdad Ad* (c~(i)) a0 = A& (a. (t)) . a0 es consecuencia de
la condición de función de Casimir de so (ver Teorema 1.2 de 2.1.2).
Prueba La demostración es análoga a la del Teorema 1.2 de 2.1.2. La Proposición 1.3
de 2.1.1 nos dice ¿~ue las &uaciones del movimiento (d):
da = — ad*(M(a)). a, M(a) = ~R(dso(a))
- di
se pueden escribir de la forma (f):
da 1
= — ad* (IvI(Q) . a(t), donde M±(i)= ~(R ±1). dep (a(t)) (b)
e
e
e
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En el apartado (2) de la prueba del Teorema 1.2 de 2.1.2 tenemos la derivada con
respecto 1 de la curva a(i) del enunciado:
da adt (T~~) a(t). (c)e Hay que comprobar que (b) y (c) coienciden.
Por ser ep Ad*..invariante, es suficiente probar que (ver Lema 1.3):
• 1 = -.T <o~ (t).’ dc~
—(R + 1) Ad (c±(t)). dep(ao)2e
En la demostración del Teorema 1.2 de 2.1.2, a partir de la factorización exp(txo) =e c~(t)’ . c...(t), se obtuvo la igualdad (expresión (1) de 2.1.2):e
• t Ad (c~(t)) a’
0 = TC (t)Pc ~ dc.... dc~
—~— — ~ —a-.. (d)
e Análogamente, para Ad (c...(t)) . a’0. Ahora bien, sea c(i) el elemento de O tal que
A±c(í)= c±(t),entonces:
1 dc~ doN
dt >1
e ya que, por ser 14 homomorfismos de grupos, ~ h e R±= 14 0 Ph, con lo que:
• ~ = T~±ct)P~±<t)—~eT~ct>R± —) =e
• = T~<t> (Pc+(tri e .ñ±)~ = T~(t) (P~±<~ct)—’)o ñ±)~ =
= T~ct> (A±e Pce)’) ~S= T~R±e TC(t)Pc(trl dc
• =
• = R±o TCct)pC(t)~1 dc
e Pero la descomposición (d) es única, así pues:
e
e R+ (AdG~±(t)).a’0> = —T<~>p~<~—~ dc~
que es lo que se quería demostrar. u
Si, sobre y, existe una forma bilineal, invariante, no degenerada (que define un
isomorfismo entre g y gfl, las ecuaciones del movimiento tienen la forma de Lax.
Proposición 1.8 Sea g un álgebra de Lie y ~ : 9* g el isomorfismo asociado a una
forma bilineal, invariante, no degenerada sobre g. Si R es una matriz-r clásica sobre
y, entonces las ecuaciones del movimiento sobre 9*~ con respecto al corchete de Poisson
• definido por R, relativas a un hamiltoniano de Casimir so E C~(g*) <con respecto al
corchete de Poisson natural), se escriben sobre y de la siguiente forma:
cl =[a’;M(a)]; M(a)=’~Rdep(a)Eg,e
• ~
e
e
e
e
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Prueba Eh efecto, las ecuaciones del movimiento son (expresión (d) de 2.1.1):
da
= — ad~ (dep(a)) (a) = — ad~ (M(a)) a
Ahora bien, si ~ : g~ —* 9 es el isomorfismo asociado a la forma bilineal invariante, se
tiene:
ad~o~=~ead, paratodoxcg,
por lo tanto,
~ (-. ad* (M(a)) . a) = — (~‘ o ad* (M(a))) (a) =
— —(ad(M(a) o~))(a) = —ad(M(a)) .e~(a),
con lo que
d«a) — ad(M(a)) t(a) = [«a); M(a)].
di
u
2.2 Grupos de Lie-Poisson y Biálgebras de Líe
2.2.1 Grupos de Lie-Paisson
Definición 2.1 (Drinfeld y. G. [1983a]) Un grupo de Lie-Poisson es un grupo de
Lie O dotado de una estructura de Poisson tal que la operación de grupo: ir : (g, ti) E
OxO -4 ir(g, h) = gh E O, es un morfismo de Poisson de la variedad de Poisson producto
(O x O; { ; }cxc) en la variedad de Poisson (O; {; }a). Es decir, si epí, ep2 E C~(O), se
tiene:
{soi ; so2}a e ir = {soí e ir; so2
Teniendo en cuenta la expresión del corchete de Poisson de la variedad producto
(Sección 1.2.1), la condición que debe satisfacer { ; }~ para que (O; A) sea un grupo de
Lie-Poisson se puede escribir así:
{sol;so2}G(9h) = {(soi er)~;Qp2or)fl0(h) + {(soí er)~;(~’2 Oir)~}a(9)
~{soioAg;ep2eAg}a(h)+{so1oph;so2cph}c(g),
donde (soiclr)¶ es la función sobre O definida por (so~cr)~(h) = (so1eir)(g;h) y (soieir)~
la función sobre O definida por (soi e r)~(g) = (cp~ o ir)(g; Ji) (ver Sección 1.2.1).
Definición2.2 ‘Séan (Oí;{;}G,)y(O~;{;}c2) dosgrupos deLie-Poissony’Z’ Oí —
02 una aplicación C~. Se dice que CX’ es un morfismo de grupos de Lie-Poisson de
(Oi; { ; lcD en (02; {; }02) si <1> : Oí 0~ es un homomorfismo de grupos y si
CX’: (Oí; { ; lo1) -4 (0’a; {; }c2) es un morfismo de Poisson.
Proposición 2.1 Sean (O; { ; }o) y (H; { ; 1kM) dos grupos de Lie-Poisson. El producto
(O>’ H;{;}cxH) es ungrupodeLie-Poisson.
e
e
e
e
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e
e Prueba Hay que probar que, si E’1, E’2 E LM(O >< H) y fl es la multiplicación enO>’ ¡1:
• fI((gí; hi);(92; Ji2)) = (gíg2;tiuh2),
• para todo 91,92 E O y para todo ¡ti, h~ EH se tiene:
• {Fí;F2}cx~q(gig2;híJi2) = (Fi oII;F2dfl}CGXH)xcc<H>((gí;hí);(92;h2))
Con los mismos criterios de notación, es decir, (F1)~(h) = F*(g;Ji) y (E’1)~(g) = E’(g;h),
el corchete de Poisson de la variedad producto (O x H) (ver Sección 1.2.1) se escribe así:
{E’i;F2}OZH(9292;híJi2) =
• = {(E’1)~’
92 ; (F2)~’92}H(híti2) + {(Fí)~íh2 ; (F
2)~íh2}c(gig2)
e
y como O y H son grupos de Lie-Poisson, para todo 91,92 E O, h~, 112 E H,
(E’j ; F2}a~s(gig2; 111112) =
= {(Éífl’9’ ~ Al,, ;(F2)~’
22 e.Añ,}H(h2) + {(Fí)~’9’ Op~
2 ;(E’2)~’
9’ eph
2}Aq(hí) +
+ {(E’1)~”” O ¾~; (F2)~í’~2 e A91 IG(92) + {(F1)~’~’ ~p9, ; (E’2)~1>2 e p92 }c½iYe
• Por otra parte, ~le la definición del corchete de Poisson de la variedad (O >< II) x
e (O x H) dbtenemos:
• (Fi dfl;E’2 ofl}(oxR)x(GXH) ((91;hi);(92;
112)) =
• = {(E’í
11><síhí) ;(F2cfl)~~’~’~ }a><H (92;h2) +
• + {(Fí 011)~92h2> ;(F2 efl)~4íh2>} (gi;hi).
e
• Coni,j=1,2
• (E’1 e = E’1 e (A~ >< A>.~) y (E’1 e fl)(Qnñá) — E’1 e (p9~ ><
• por tanto,
(E’1 eH; E’2 O ~}(GxH>x(GxH) ((gí; ¡ti); (92; ti2)) =
• ={Fíe(A9, x AhD;E’2OCXg, xAhD}GXH(92;
112)+
• +{E’íe(p
9, >‘ Ph,) ;F2o(p9, >‘P~i}GXH(~’;h’).
Desarrollando esta expresión se tiene:
e (Fi ofl;F20fl}<GXH)XCGXH)((9í;hi);(92;h:)) (Ji2) +
e = {(rí e (A91>’ Ah,)): ; (E’2 e (A9, >‘ ‘iR A,.,))2 }~ (~=)+e
e + {(E½o (A9,>’ >~h,))2 (E2 e
• +{(E’ie(p9, >‘Ph2))1 ;(E’2e(p9, XPhj)~’}~(h1)+
• ±{(E’íe(~9. ~ (E2 e(p9, >‘Phi)2’}0(gi).
e Ahora bien,o
• (E’1 e (A9, x A,.,))’ = (E’1)¶’
9’ e A,., ; (E’
1 e (A9, x A,.i))~’ — (E’)hlh2 o
• (E’1 e (p92 >‘ ~~~))2= (E’1)~’9’ O Pa,; (E’1 o (p~,2 Ph,)) — (E’)hI>~í e
u
por lo tanto, queda demostrada la proposicion.e
e
e
e
e
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Teorema 2.1 (Drinfeld y. G. [1983a]) Sea (O;A) una variedad de Foisson, donde O
es un grupo de Lie. Sea 1: 0 ~ g ® g la aplicación definida por:
1(g) = (T9p9-i)~
2A(g), (a)
y m : 0 gx g la aplicación definida por:
m(g) = (T
9A9-1)®
2A(g).
Entonces (O; A) es un grupo de Lie-Poisson si y sólo si se satisface cualquiera de las
siguientes condiciones:
(1) Se verifica la siguiente igualdad:
A(gti) = (ThA
9)®
2 (A(ti)) + (TgPh)®2 ‘(A(g)) , para todo g, Ji E O, (b)
denominada propiedad de .Drinfeld del 2-tensor A.
(2) La aplicación 1 es un 1-cocido de O con valores en g ® g con respecto a la acción
adjunta de 0, es decir, se satisface (ver Sección 1.1.2, pag 13):
1(gh) = 1(g) + Ad(g)®21(h), para todo g, Ji E 0 (c)
(3) La aplicación m satisface:
m(gh) = m(Ji) + Ad(hi)®2m(g), para todo g, Ji E O.
Prueba
(1) Por definición de grupo de Lie-Poisson, para todo par de elementos g, hE O y todo
par de funciones soí, so2 E C00(O), se tiene
{soi ; so210(gJi) = (sol e Ag ; so2 e A
9}0(Ji) + {ep¡e n.; so2 O Ph}c(9).
Si A es el 2-tensor de Poisson de O, la fórmula anterior es equivalente a:
A9>, (dsoí(gJi);dso2(gh)) =
= A,, (d(soí e A9)(Ji); d(ep2 o A9)(h)) + A9 ((d(soí e p,.)(g),; d(ep2 o p,.)(g))
Pero
A,. (d(soí eA9)(Ji);d(so2’eA9)(h)) =
= A,, (dsoí(gh) o 2’>,A9; dso2(gti) e T,.A9) = ((T,.A9.® T,,As)(A,,)) (depi (gh);dep2(gh))
así como
o p,,)(g); d(so2 e p¡,)(9)) =
= A9 (dsoí(gJi) e T9p,.; dso2(gJi) e I’;p,.) = ((T9p,. ® Tgpt.)(Ag)) (dsoí(g Ji); dso2(gh))
de donde se obtiene la expresión (b). Y recíprocamente.
(2) Por definición de la aplicación 1, se tiene:
1(gJi) = (T9,Ip(9,,)—I ® T9hP(9h)—l)(A9h)
e
e
e
e
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Como A satisface la propiedad de Drinfeld (igualdad (b)) la expresión anterior se puede
escribir así:
e
l(gJi) = (T9,.p<9,,>—i ® T9,.p<9,,>—i) ((T>.A9 ® T>A9)(A,,) + (Tg ph ® T5pi.) (A9))
Teniendo en cuenta que p9>, = p>, e p9 y que las traslaciones a la derecha conmutan con
las traslaciones a la izquierda,
• 1(gh) = (T~ (IIg-d e A9) 0 T~ (p9—i o >~)) (2’,,p,,—i O T,,p,,—±)(A,.) +
• + (T9p9-í ®T9p9-í) (A9),
es decir,
• I(gh) = (Ad9)®
21(h) +1(g),
que es la condición de 1-cocido de O con respecto a la acción adjunta sobre g ® g. La
recíproca es inmediata.
• (3) Similar al caso anterior, u
Corolario Como consecuencia de la igualdad (c) se tiene que A(e) = O. Por tanto, si
• (O; A) es un grupo de Lie-Poisson, el 1-cocido ¿ definido en (a) satisface la condición:
• ¿(e)=0.
• Observación El hecho de que la igualdad (c) sea la expresión en términos del 1-cocido ¿
• de la igualdad (b), es independiente de la condición de tensor de Poisson de A, es decir,
no depende de la condición [A; A] = 0. Utilizaremos este hecho mas adelante. ue
• Sea (ei,... ,e~) una base del álgebra de Lie g y (4; i = 1 n) la base de
id(O) constituida por los campos invariantes por la derecha definidos por (e
1,...
• Siep,4’EC~(G)y
{so;4’}=A”L~e~.L~s4’; A’3 EC~(O),
• ‘a
es la expresión del corchete de Poisson en términos de los vectores a’~’, entonces, obvia-
e mente, el 1-cocido ¿ se escribe así:
• ¿(y) = A”(g)e
1 O eí, (d)
con respecto a la base (eí,...
Derivando el 1-cocido 1 se obtiene la versión infinitesimal de la propiedad de Drin-
•
e
Proposición 2.2 Sea (O; A) un grupo de Lie-Poisson y ¿ : 0 g 0 g el 1-cocido de
O con respecto a la acción adjunta sobre g o g definido por la expresión (a). Entonces,
• la aplicación tangente en e E O a 1:
• e T~¿ :9—4909,
e
es un 1-cocido del álgebra de Lie g con respecto a la acción adjunta de g sobre g 0 g, es
• decir, se satisface (ver expresión (a) de la Sección 1.1.1):
e
c({a’;y]) = (ad~®1 + 1®ad~)e(y) — (ad~®1 +1®ad11)e(x), (e)
• para todo a’,yEg.
e
e
e
e
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Prueba Como la representación adjunta del álgebra de Lie se obtiene por derivación
en el elemento neutro de la representación adjunta’del grupo (ver Sagle, Walde [1973],
pag. 162), la proposición es consecuencia de la Proposición 1.1 de la Sección 1.1.2. u
Observación Considerando el isomorfismo r E g ® g -4 t E Hom(g; g) (expresión (c)
de la Sección 1.1.1) la acción adjunta de g sobre Hom(g*; g) se escribe así (ver ex-
presión (d) de la Sección 1.1.1):
(a’;?) EQ > Hom(g*;g) ad~c?—tcad E Hom(n*;g),
donde a’ —~ ad es la representación coadjuntade g sobre g~, definida así ad a = —aead2.
El mismo isomorfismo permite definir , a partir de E : 9 —* 9 ® 9, la aplicación
E: g ffom(g* ; g) de la siguiente forma:
= (E®n;c(x)> , paratodo ~4) E 9*~
La condición de 1-cocido de e se escribe, en términos de ?, así (expresión (e) de la
Sección 1.1.1):
u
El hecho importante, enunciado por Drinfeld [1983a], es que este 1-cocido e de-
fine, por medio de la aplicación transpuesta, una estructura de álgebra de Lie sobre
el espacio vectorial dual 9t Para demostrarlo haremos use de la siguiente proposición
(Kosmann [1987], Aminou 11988]), que esablece que d({so ;‘4’}o)(e) depende sólo de los
valores dcp(e) y d4’(e).
Proposición 2.3 Sea (O; A) es un grupo de Lie-Poisson y e : g —~ g ® 9 es el 1-
cocido de g con respecto a la representación adjunta definido en la Proposición 2.2. Si
ep, 4’ E C¶O), se tiene la siguiente igualdad:
<d({so ; 4’}c)(e) ; a’> = <dso(e) ® d4’(e) ; «a’)> , (f)
para todo a’ E 9.
Prueba Porel Teorema 2.1 de la Sección 1.2.2, podemos expresar el corchete de Poisson
en términos del 2-tensor de Poisson A. Entonces, teniendo en cuenta la definición (a) del
1-cocido 1, se verifica:
d ({ep; 4’}) (e)(x) = (1v; 4’}(exl3 ta’))l~~ =
d
= (A(exp tx) (dep(exp la’); d4’(exp ta’)))~~.0 —
= ~ ((Tepexptx)®~ ¿(exp la’) (dso(expix) ® d4’(exp tx))) ~ =
= (¿(expía’) (dso(exp ia’) e TePexptx ® d4’(exptz) o
Como ~¡ ¿(expta’)I~..o = T4(z) y ¿(e) = O (ver la observación que sigue al Teorema 2.1),
el resultado de la derivación es:
cl (Iso ; 4’}) (e)(x) = Tel(x) (dso(e) ® d4’(e))
u
e
e
e
e
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• Observación La demostración anterior es independiente de la condición [A; A] = 0.
Por tanto, para que se satisfaga la igualdad (f) no es necesario que O sea un grupo de
• -
En efecto, sea A un tensor 2-contravariante antisimétrico sobre O, definamos la
• aplicación bilineal sobre C~(O):
• {so; 4’}(g) = A(g) (dep(g); d4’(g)), para todo gE O, ep, 4’ E C~(O),
• la aplicación 1: 0 — g ® g como en (a) y e : g -~ g ® g como la aplicación tangente a 1
• ene E O. Para que la igualdad (f) se satisfaga basta la condición «e) = 0. u
• Teorema 2.2 (Drinfeld y. G. [1983a]) Sea (O; A) un grupo de Lie-Poisson y e
g -.4 g ® g el 1-cocido de g con respecto a la representación adjunta definido en la
Proposición 2.2. Entonces la aplicación transpuesta é : g~ ® g~ -4 9* define un corchete
de Lie sobre g~ de la manera siguiente:
[¿i;E~]~.. =et(¿í®¿2), paratodo¿í,42Eg*.e
• Prueba En efecto, el corchete así definido es una aplicación bilineal[jg. :g*>’g*~...g*.
e
• Según la Proposición 2.3, si ¿j = dso~(e) E 9* se tiene:
• <¿(¿~ ®E2) a’> = <& ®E2 ;e(x)> = <dsoí(e) ®dso2(e) ;~(a’)> = <d({soi ;so2}c) (e) ;a’>
es decir,
• [¿~¿21g d ({c<’~ «‘210) (e) (g)
• Entonces 1; ]g- satisface la identidad de Jacobi ya que:
• [E’;I¿~ ;¿3]r]r = Idsoi(e) ;d({so2 ;so310(e)]9. = d({soi ; {so~ ;soa1a}~) (e).
• u
Proposición 2.4 Sea O un grupo de Lie Poisson de álgebra de Lie g. Sea (e1; 1 =
• 1,... ,n) una base degy(4; i= 1,... ,n) la base de Aí (O) constituida por los campos
• invariantes por la derecha tales que 4(e) = e1. Sean ep, 4’ E C~(O), si
• ~ A” EC¶O),e
es la expresión del corchete de Poisson en la base (4), las constantes de estructura,
respecto de la base dual (e; 1 = 1, ... , n), del corchete de Lie sobre g~ definido en el
Teorema 2.2 son:
fTM — dAik(e).e<.
• Prueba En efecto, por definición
pk = «e’ ;ek]9. ;e> — <e~ ®ek;T4(ei)>
e
• que es la imagen de e1 E g por diferencial en e E O de la aplicación: g E 0e <ei ® e’< ; 1(g)> E IR. Ahora bién, teniendo en cuenta la igualdad (d), tenemos
• <eÁ®ek;¿(g)> —
• yportanto, laderivadaeneE0delaaplicacióngE O —. <ei®ek;¿(g)> Aik(g) E
es: a’ E g -.4 ¿lA’ k(e) a’ E IR, con lo que queda demostrada la proposición. u
e
e
e
e
e
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2.2.2 Biálgebras de Lie y Tripletes de Manin
El Torema 2.2sugiere la siguiente definición.
Definición 2.3 (Drinfeld V. G. [1983a~) Una estructura de biálgebra de Lie sobre un
espacio vectorial g consiste en la terna (g; ;]; e), donde {;] es un corchete de de Lie sobre
el espacio g y e : g -4 g 0 g es un 1-cocido de g con respecto a la acción adjunta sobre
g 09, tal que la aplicación transpuesta e~ : g~ ® g* — 9* define una estructura de álgebra
de Lie sobre 9*
Si (g; [;];e) es una biálgebra de Lie, la condición de 1-cocido de la aplicación
e : g —~ g 0 g puede expresarse como una relación de compatibilidad (Drinfeld [1983a])
entre los corchetes de Lie de g y 9*, de la forma siguiente.
Proposición 2.5 ‘ Sea g un álgebra de Lie, g~ el espacio vectorial dual sobre el que está
definida uná estructura de álgebra de Lie ~ Sea ~: 9* ® 9* ~ la aplicación lineal
definida por k(aí o a2) = (ai ; a2]9. y fi: 9 0 g -4 g la aplicación lineal definida por
fi(xí O x2) = [a’i; x~]. Entonces las siguientes afirmaciones son equivalentes:
(i) La aplicación e : 9 -.4 9 ® fi es un 1-cocido de g con respecto a la acción
adjunta sobre g 0 g, es decir,
effx;y])”= (ad~®1 +1®ad~)c(y) 2 (ad~®1 +1®ad~)e(x).
para todo a’,y cg.
(u) La acción de ¡¿ ; rfl~. sobre [a’ ; y] se escribe de las tres formas siguientes:
<f¿;i~]g. ;[a’;yj> =
— —<[ad¿;n]9. ;y> — <[¿;adZ nl;. ;y> +<[ad¿p1]9. ;a’> + <[¿;adii]9. ;a’>
o bién:
<(¿; ~>]~-; [a’;y]> = <¿; [ad a’; y]> + <¿; [a’;ad y]> — <‘1; [ad~a’; y]> — <n; [a’;ad~ y]>
o bién:
[x;y]> = <ad~n;ady> + <ad¿;ada’> — <ad¿;ady> — <ad~nad~a’>
para todo x,y cg y todo ¿,tj E 9~.
(iii) La aplicación fit es un 1-cocicío de 9* con respecto a la acción adjunta sobre 9*09*,
es decir,
0t ([¿pi]) = (ad¿®1 + 1®ad¿)fit(n) — (ad~®1 +1®ad~)fit(¿).
Prueba Por definición de la aplicación ~ y de e, para todo a’, y E g y todo ¿, 77 E 9*,
Haciendo use de la condición de 1-cocido de e (expresión (e) de la Sección 2.2.1) tenemos:
— <¿077; (ad~ 01)6(x)> — <¿077; (lo ad~)c(a’)> =
— <(ad~)
t(¿) 0~; ¿(y)> + <e o (ad~)t(
77) ; e(y)> —
<(ad~)
t(¿) 077; ~(a’)>— <¿o (ad~)t(n) ;~(a’)>=
— — <[ad ¿ ; ~ ; y> — <I¿; adZ 77]~. ; y> + <Iad ¿ ; ijj~-; a’> + <¡¿; ad i~- ; a’>
pues ad = ~..(ad~)t. Por tanto (i) implica (u) y recíprocamente.
La segunda igualdad de (II) es consecuencia inmediata del cálculo siguiente:
-.<[adZ¿;ii]
0. ;y> = <ad~(ad~¿);y> = <adZ¿;(ad~)
ty> = jad¿;ady>
La equivalenéia entre el resto de las afirmaciones se obtiene de manera similar, u
e
e
e
e
e
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Sí c5,< son las constantes de estructura de g con respecto a una base (e1) y ff < las
constantes de estructura de 9* con respecto a la base dual (e
1), la relación de compati-
• bilidad, definida en (u) de la Proposición 2.5, entre los corchetes de g y g se expresa de
la siguiente forma:
•
4~Íik1 fia d~f” c,f0
De las relaciones de compatibilidad de la Proposición 2.5 se deduce que si ‘y: 0* -4
g~®g~ es la transpuesta de la aplicación lineal que define el corchete de Lie de g, entonces
• (g; [;]; e) es una biálgebra de Lie si y solamente si (g*; [;]~. ; ‘y) es una biálgebra de Lie.
• A(g*;[;]g.;y) se la denomina biálgebra de Lie dual de(g;[;];e).
• Definición 2.4 Sean (gr; [;]í;eí) y (92; [;]2;62) dos biálgebras de Lie y u 9í — 92
una aplicación lineal. Se dice que u es un morfismo de biálgebras de Lie de (9j; (;]í; e1)
en (o2;L;]2;e2) siuesunmorfismo de álgebras de Lie de (g’;j;]~) en (g2;[;12) yi.? es
un morfismo de álgebras de Lie de (9*2; [;]r2) en (g*~; [;]~-).
Proposición 2.6 Sean (O,; Aí) y (02; A2) dosgrupos de Lie-Poisson y ‘1’ un morfismo
• de grupos de Lie-Poisson. Sean (gí; Lii; e~) y (92; [;]2; e2) las biálgebras de Lie asociadas.
Sea eí E Oí el elemento unidad. Entonces la aplicación lineal tangente a ‘1’ en eí es un
morfismoOe biálgebrasde Liede (gi;[;Ji;cí) en (92;[;]2; ¿2).e
Prueba Sea f : Oí —. 02 un morfismo de grupos de Lie-Poisson y e2 E 02 el elemento
unidad. Que la aplicación E’ 21,1 : T~,Oi —~ T~,O2 es un modismo de álgebras
de Lie es consecuencia de ser f 0~ —* O~ un morfismo de grupos de Lie (ver Sagle,
• Walde [1973]).
• Sólo queda por probar que Fi : g~ -4 es un morfismo de álgebras de Lie. Sean
• a,/3 E 0*2 tales que a = dso(e2) y fi = d4’(e2), donde so,4’ E C~(O2). Teniendo en
• cuenta la Proposición 2.3 de la Sección 2.2.1, se tiene:
• E’t[a;fi]=[a;fl]g;oTe,f=d({so;4’}02)oTef=cl({so;4’}cef)
donde ~a ; 0] ~; se refiere al corchete en g~ definido por 4.
e
Ahora bien, f : Gí — 0,~ es un morfismo de Poisson, por tanto,
• {so;4’}c, ef={soef;4’of}o,
En consecuencia:
E’
t[a;,8]
9; d({soef;4’ef}a,)(ei)=[d(soef)(eí);d(4’of)(ei)19. =
e = Idso(e2) eT~,f ;d4’(e2) eT~,f]. = [Fi(a) ;E’í(fi)].
e
e u
• Drinfeld [1983a] ha puesto de manifiesto que los conceptos de biálgebra de Lie y
de triplete de Manin están en estrecha relación.
• Definición2.5 Un triplete de Mann es un sistema (P;pi;p2;(;>1,) donde p es un
álgebra de Lie sobre la que está definida una forma bilineal, simétrica, no degeneradae (;),, invariante con respectoala acción adjunta, yp1, P2 son subálgebrasdeLieisótropas
e con respecto a <;)~, tales que el espacio vectorial p es la suma directa de los espacios
• vectoriales p1yp2.
e
e
e
e
e
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Si sobre g~ se tiene definido un corchete de Lie, sobre el espacio vectorial g >‘ g se
define un corchete, [;]gxg’, que induciendo ambas estructuras de álgebra de Lie, la de g y
la de 4, deja invariante la forma bilineal simétrica, no-degenerada <(a’; ¿) ; (y; 77)>axg• =
<¿ ;y>±Q~ ;a’>. La siguiente proposición (Kosmahn, Magri [1988];Aminou [1988])propor-
ciona la formaexplícita de este corchete. Comprobaremos, después, que (;]QxQ- satisface
la identidad de Jacobi si y sólo silos corchetes [;] y [;]~. son compatibles en el sentido
de la Proposición 2.5. Es decir, (g >< 9*; 9; 9*; <;>9x9~) es un triplete de Manin si y sólo
si (g; [;];e) es una biálgebra de Lie.
Proposición 2.7 Sean (o; [;])un álgebra de Lie, g~ el espacio vectorial dual dotado de
tmcorchetedeLie[;]9. yp ~><~*• La aplicación bilineal, antisimétrica: [;]~,: p>’p . p
definida por:
= ([a’;y] +ad~y—ada’;[¿pi]0. +ad>j— ad¿) , (a>
es la única que, induciendo las estructuras de álgebra de Lie de ~ y g~ deja invariante la
forma bilirieal <;>, dada por la fórmula:
(b)
es decir, es la única que satisface:
= ([a’;yJ;O)
Además, g x {0} = $i y {0} x 9* = P2 son espacios vectoriales isótropos con respecto a
la forma <;>~.
Prueba La forma definida en (b) satisface la igualdad (c). En efecto, por una parte se
tiene:
= <([a’;y] +ad~y— adx;[¿;~] +ad~ —ad¿) ;(z;p.)>~ =
= <ji; [a’; y] + ad~ y — ad a’> II- <[¿ ; u] + ad u~— ad ¿ ; z> =
— <adp;y>-. <¿;ady> +Qnada’> — <n;adz> —<adn;a’> +<ad¿;y>
Por otra parte:
— <(y;n);([a’;z)+ad~z—ad~x;[¿;it] +adZu—ad¿)>9 =
<,7; [a’;z] + ad¿ z — ad a’> + <[¿ ; p] + ad ji — ad ¿ ; y> =
y sumando las dos expresiones se obtiene (c).
Comprobemos la unicidad. Por bilinealidad del corchete [;]p tenemos:
[(a’;¿) ; (y; uy)], = [(a’;0); (y; 0)], + [(a’;0); (0; uz)], + [(O;¿) ; (y; ofl~ 4 [(0;¿) ; (O; ‘ñ]~
e
e
e
e
e
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Por lo tanto, si la aplicación bilineal [;], : p >< p -4 p induce las estructuras de álgebra
• de Lie de g y g~ se debe tener:
e
• [(x;0) ; (y;0)]~ = ([a’;y];0)
• [(0;¿) ; (0; n)]~ = (0; [¿; nlr)
[(a’;0); (0; uj)]~, = (A(u>; a’); B(x;u))
e [(0;¿) ; (y; 0)]~ = (C(¿; y); D(y; ¿);)
• siendoA:9*xg-4g,B:gxg*-..g*,C:g*>’g-4gyD:gxg*~~g*
• aplicaciones bilineales. Ahora bién, la antisimetría de [;]~ implica que A(uj; a’) = —C(u>; a’)
y .8 (a’; u>) = -..DQr; u>), así pues, la forma del corchete (;]~ debe ser:
• [(a’;¿) ; (y; n)]~ = ([a’; y] + A(uj; a’) -. A(¿; y); [¿; ufl~. + B(a’; u>) — .B(y; ¿))
e
Si, ahora, hacemos uso de la condición de invariancia (c):
ee <((a’;0);(y;O)]~ ;(OÁ)>+ <(t/;0);f(a’;0);(O;¿)]~> =0,
tenemos que:
e
• <([a’;yI;O);(0;¿)>~ + <(y;0); (A(¿;a’);B(a’;¿)) >~ = 0,
e
es decir,
<¿;[a’;y]>+<B(a’;¿);y> =0,
• por tanto,
B(a’;¿) = ad¿.
• Por otra parte, también:
e
por lo que:
• A(¿;x) = ad~x,
quedando demostrada la proposicion. u
e
• Teorema 2.3 (Drinfeld y. G. [1983a]) Sea (g; [;]) un álgebra de Lie y 9* el espacio
vectorial dual sobre el que está definido un corchete de Lie [;]~.. Sea ~ : 0* ® 9* ~.4 0*
la aplicación lineal definida por «¿® u>) = [¿; u>]~- y e : 9 -4 g ® g la aplicación
transpuesta. Entonces, sobre el espacio vectorial p g x g~, existe un corchete de Lie
que induce las estructuras de álgebra de Lie de g y g y deja invariante la forma bilineal
simétrica dada por la expresión (b) si y sólo si (g; [;];e)es una biálgebra de Lie. Además
este corchete es único y viene dado por la expresión (a).
• En otras palabras, el corchete 1; ]~, dado por (a) satisface la identidad de Jacobi si y
• sólo si [;] y [;]~. satisfacen la propiedad de compatibilidad de Drinfeld (Proposición 2.5),
• es decir, si y sólo si (g; 1;]; e) es una biálgebra de Lie.
e
e
e
e
e
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Prueba Debido a la Proposición 2.7, el corchete sobre p tiene que venir dado por la
expresión (a).
Como consecuencia de la bilinealidad de [;]~ y de las identidades de Jacobi de los
corchetes [;] y [;]~., para demostrar que [;]~ satisface la identidad de Jacobi, basta con
comprobar las dos igualdades:
[(0; ¿) ; [(a’; 0); (y; 0)]~]~ + [(a’;0); [(y;0); (0; ¿)]p]p + Kv; 0); KO; E) ; (a’; 0)I~]~ = (0; 0),
[(a’;0); [(0;E) ; 0; u>)]P]p + KO; E) ; [0; u> (r~ 0)]~]~ + [(0;u>);[(a’; O) ; (0; ¿)]~j~ = (0; 0)
Ahora bien, según la definición del corchete de Lie sobre p, se tiene
[(0;¿) ; [(a’;0); (y; 0)]~]~ = (ad~[x;yj; — adf~.~í ¿)
[(y;0); [(0;¿); (a’; 0)]p]~ = ([y; ad~ a’] + ad~,<1. ~ y; -. ad ad e)
así pues,
[(0; ¿) ; [(a’;0); (y; G)b3~ + [(a’;0); [(y;0); (0; ¿)]P]p + [(y;0); [(0;E); (a’; 0)]~]~ =
= (ada’;y]+[a’;—ad~y]--adt~z+[u;ad~a’]+aqaá.¿)y
— ad~.11j¿+adad¿—adad¿)
La segunda componente de este par es nula por ser ad* : 9* -4 g((g*) un morfismo de
álgebras de Lie y la primera lo es si y solamente si se satisface la condición de compati-
bilidad (Proposición 2.5) de los corchetes [;] y [;]~., es decir, si y sólo si e es un 1-cocido
de g con respecto a la representación adjunta sobre g ® g.
La demostración de la segunda igualdad es similar. u
Asípues, según el Teorema 2.3, toda biálgebra de Lie (g; [;];¿) determina un triplete
de Manin (~, = >‘ g*; g; 9*; <;>~) donde <;)~ viene dado por la igualdad (b) y el corchete
sobre p por la expresión (a).
Para comprobar la afirmación recíproca hay que tener en cuenta que, si se tiene un
triplete de Manin (p; Pi; P2; <;>~), la aplicación
(0;E2) E P2 ¿2 E p~,
definida por:
<¿2;xi> =
es un isomorfismo de P2 en ~t y, por tanto, la forma bilineal <;>~ se puede escribir asL
= <(a’;O);(O;~i)>~+((0;E);(y;0)>~ =
Como la Proposición 2.7 nos dice que el corchete 1;]» tiene la forma dada por(a), se
tiene que los corchetes de Pi y p~ satisfacen la relación de compatibilidad de Drinfeld y,
en conclusión, que (pi; [;]p,;’e)es uná biálgebra de Lie, siendo e la aplicáción transpuesta
de aquella que define el corchete [;]pí.
ee
e
e
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Observación La reformulación del concepto de grupo de Lie-Poisson (y su versión
• infinitesimal: el de biálgebrade Lie) en el contexto dual, es decir, el del álgebra envolvente
21(g) del álgebra de Lie g, la expresión en este contexto algebraico de sus propiedades,
así como otra demostración del siguiente teorema de integración de biálgebras de Lie, se
encuentra en A. Guichardet [1995]. u
e
e
2.2.3 Teorema de Integración de Biálgebras de Lie
e Sea O el grupo de Lie simplemente conexo de álgebra de Lie g, toda estructura
de biálgebra de Lie sobre g se integra en una estructura de Lie-Poisson sobre O. Este
teorema ha sido enunciado sin demostración por Drinfeld [1983aJ. La demostración, que
desarrollamos con detalle, se debe a Lu y Weinstein [1990]. Se basa en el resultado,
interesante en sí mismo, de que un campo tensorial antisimétrico con la propiedad dee Drinfeld es nulo si y solamente si su derivada intrínseca (Definición 2.7) es nula.
•
• Definición 2.6 Un campo tensorial p-contravariante antisimétrico sobre O (p-tensor),
e 9 E Ap(O), se dice que satisface la propiedad de Drinfeld si:
• P(glí) — (T,,A )®PP(h) + (T9p,.)®~P(g), para todo 9,11 E O. (a)
e
Como generalización inmediata del Teorema 2.1 de 2.2.1, una condición necesaria
• y suficiente para que 9 E Aa(O) satisfaga la propiedad de Drinfeld es que la aplicación
¿:9EO-4(T9P9~l)®~P(g)Eg®.?.®g, (b)
e
sea un 1-cocidodel grupo O con respecto a la representación adjunta de O sobre g®.?.®~.
e
Teorema 2.4 (Lu J. H., Weinstein A. [19901) Sea O un grupo de Lie conexo de
álgebra de Lie g. Un p-tensor E’ E Ap(O) satisface la propiedad de Drinfeld si y sólo si:
e
(i) Pseanulaen esO.
(ji) LxP es invariante por la izquierda para todo campo vectorial invariante por la
• izquierda X E X~(O).
e
El mismo enunciado se puede establecer con la invariancia por la derecha.
• Prueba Recordemos (ver por ejemplo: Abraham, Marsden, Ratiu [1983]) que si E’~
• U c M — M es el flujo local, sobre el abierto U de la variedad M, de un campo
vectorial X E X(M) y E’ E T’(M) es un campo tensorial p-contravariante sobre la
• variedad M, se tiene:
e
e ~ ((TE’~)~P oP e~ (m) = ((rn~)®’ e (Lx 9) e Fi) (m). (c)
En particular,e
• (LxP) (m) = ~. ((Tn~)®~ oP e Fi) (m4 —
e
e = ~ (T~m~E’—t)’ (P(E’t(m)) . (d)
e
e
e
e
e
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(1) Necesidad.
Sea E’ E A(O) con ]a propiedad de Drinfeld (a), entonces .P(e) = 0.
Sea x~ E 24(0) el campo de vectores, invariante por la izquierda, definido por
a’ E g. El flujo de a’~ es el grupo de difeomorfismos Pexp tx : 0 0 con t E R, por tanto,
teniendo en cuenta (d),
(Lix P) (y) = ~ (§I’~ exptrPexp(—tx>) ®~ (P(g exp ta’))
Ahora bién, por la propiedad (a) (que P satisface por hipótesis) se tiene:
(L~~P) (9) = ~¶(((TqexptxPexp<...tx> ) e (TejcptzAg)®P)P(expta’) +
+ ( (~1, ~ e (TSPCXPtX)®P)P(g)) t=o
El segundo término es independiente de t y su derivada es pues nula:
O t=o ~ P(g)j~0=o.
~ ( (2’~ exptxPexp(—tx)) (Tgpexptx)®P)p(exptx) =
Teniendo en cuenta la conmutación de los difeomorfismos p~ y A9, el primer término se
escribe así:
~ ( (T9 exptxPexp(—t~ú) e (TexptxAg)®’)P(expta’)
— ~ ( (TeAg)®~~ e (TexptrPexp(...tz))®~ )P(exptx) =
— (2’~A9)®~ ( ~ (TexptrPexp(tt))~”’ P(expta’) _‘)(TeAs)®P (L~AP) (e),
donde en la última igualdad se ha tenido en cuenta (d).
Entonces,
(L~~P) (y) = (T~A9)®’ (L~xP) (e),
que demuestra la invariancia por la izquierda del campo Lid’.
(2) Suficiencia.
Sea ahora E’ c Ap(O) tal que L~~P es invariante por la izquierda para todo a’ E g,
y tal que ¡‘(e) = 0.
Para demostrar que E’ satisface la propiedad de Drinfeld es suficiente demostrar
que (ver Definición 2.6):
l(gexpta’)=1(g)+(Adj®~1(exptx), VgEO, Va”ED, VtER, (e)
es decir, que 1 es un 1-cocido de O con valores en ®‘g con respecto a la representación
adjunta de O.
ee
e
e
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e
Calculemos la derivada con respecto t del primer miembro de (e). Teniendo en
cuenta la definición (b) de ¿ y la igualdad (c), se tiene:
e
• exptx) = (2’9 exptzP<9 exptxt-i)®P ¡‘(9 expta’) =
— .4 (Tg,~,..i eTgexptzp<expt~>—i) .P(pexptz(9)) =
e Id
• = T9p9—~ (31 (2’~ exptxPexp(-.tx)) F(Pex~tx(9))) =
• = (T9p9-i)®~ (L~>.P) (g).
e
Ahora bién, ~ P es invariante por la izquierda, es decir,
• (L~~.P) (9) = (Te A9)®’ (L~~P) (e),
entonces,
e
• =1(9expta’) = ((Tp..¡>®’ (~9>®P) (LXXP) (e) = (Ad9)®~ (L~~P) (e).
e
e Por otro lado, la derivada del segundo miembro de (e) es:
e Íd ®p”~ =
e .-(1(g) + (Ad9)®~l(expta’)) (Ad9)®’ ka~ (Tex~txPexP<...tz))P(exPtx))
• =
e
Así pues, ambas derivadas coinciden:
• exp(tx)) = ~¿Q9)+ (Ad~3®”l(exPta’)). (o
e
• Ahora bién, como ¡‘(e) = 0, tenemos que ¿(e) = O (ver Definición 2.6) y las funciones:
e t .-~ ¿(y exptx)
e t — ¿(y) + (Ad9)®~¿(expta’),e
coinciden en t = 0. Por tanto, teniendo en cuenta (f), son iguales. Quedando demostrado
el teorema. u
El corchete de Schouten de campos de tensores que satisfacen la propiedad de
Drinfeld satisface la propiedad de Drinfeld. Para demostrarlo utilizaremos el siguiente
resultado.
e
Lema 2.1 Sea O un grupo de Ile conexo. Un campo de tensores p-contravariantee antsimétrico E’ E A~(G) es invariante por la derecha si y sólo si Lxi’ = 0, para todo
• campo vectorial X E 24(0) invariante por la izquierda.
• En particular, un campo de vectores Y E X(O) sobre O es invariante por la derecha
si y sólo si conmuta con los campos invariantes por la izquierda.
La misma proposición se puedeestablecer intercambiando invariancia por la derecha
e invariancia por la izquierda.
e
e
e
e
e
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Prueba Demostraremos el caso vectorial. El caso general es análogo.
Teniendo en cuenta (d), si X,Y E X(M) son campos de vectores sobre una varie-
dad Al y Fi es el fujo de X, se tiene:
d (g)
Sea X E 24(0) un 9ampo de vectores sobre O invariante por la izquierda e Y E
24(0) un campo de vectores sobre O invariante por la derecha. El flujo del campo X es
F’t = Pexptx, donde a’ = X(e). Entonces,
(TF...~ oYe Fi) (~) = (Tpexp<..qx> oYe Pexptx) (9) = 7’g exptrPexp(—tx) (Y(g expta’))
Ahora bién, como Y es invariante por la derecha, se satisface:
Y(g expta’) = Tepg exp±r. Y(e)
y, sustituyendo en la igualdad anterior,
(TF...~ e Yo Fi) (s) = 2’~ exptzPexp(-.tx) (T~p
9 exptz) . Y(e) = TePg . Y(e) = Y(g).
La no dependencia de t de (TFL~ o Yo Fi) (g) implica, según (g), que [X ; Y] = 0.
Recíprocamente, sea Y un campo vectorial sobre O tal que LxY = 0, para
todo cámpo X invariante, por la izquierda. Esto implica que (TF.~ oYe F~) (g) no
depende de t para todo 9 E O. Ahora bién, (TFe e ~‘9Fo) (g) = Y(g), por tanto,
(TF—~ oYe Fi) (g) = Y(g), es decir,
T9 exptxPexp(—tx) (Y(g expt~)) = Y(g)
donde a’ = X(e). De la última igualdad se deduce que
Y(expta’) Tepexptz Y(e), para todo a’ Cg,
que demuestra la invariancia por la derecha del campo Y. ‘ u
Lema 2.2 Sea O un grupo de Lie conexo, E’ c A’(O) un campo tensorial invariante
por la izquierda y Q E A~(G) un campo tensorial invariante por la derecha. Entonces el
corchete de Schouten [E’;Q] = 0.
Prueba
Si A y.8 son tensores contravariantes antisimétricos de orden p y q respectivamente,
sabemos (expresión (h) de 1.2.2) que se satisface la siguiente igualdad:
[A;BAC] = [A;B]AC+(~1)~+~BA[A;C]. (h)
Por otra parte, si (a’í,... , a’,1) es una base del álgebra de Lie g, el conjunto
(a’A , a’~), de los campos vectoriales invariantes por la izquierda definidos por a’~
(i = 1,... ,n), es una base de A’(O) y, por tanto,
Aa’ A•Aa’< 1=i1’C...<’4,=n,21
es una base de Ap(O).
Este último hecho, el Lema 2.1 y la igualdad (h) demuestran el enunciado. u
e
e
e
e
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Proposición 2.8 (Lu 3. H., Weinstein A. [1990]) Sea O un grupo de Lie conexo.
• Sean E’ E Aa(O) y Q E A~(O) campos de tensores antisimétricos que satisfacen la
• propiedad (a) de Drinfeld. Entonces el corchete de Schouten [E’;Q] es un (p + q — 1)-
tensor que satisface la propiedad de Drinfeld.
• Prueba Por el Teorema 2.4, basta con demostrar que [E’;Q](e) = O y que Lx [E’;QJ es
invariante por la izquierda para todo campo vectorial X invariante por la izquierda.
• Según la Definición 2.1 de la Sección 1.2.2, fE’; Q] viene dado por la relación:
• ‘ i
1p :q~fi = (í)P9+Qi~ d(iq/3) + (—1)~i~ d(ipj’$,
donde ~ es una (~, + q — 1)-forma cerrada cualquiera sobre O. Entonces, al ser ¡‘(e) =
Q(e) = 0, se tiene
[P;Q](e) =0.
Por otra parte, sean X, Y E Aí(O) campos vectoriales sobre el grupo. La identidad
• de Jacobi relativa al corchete de Schouten (Proposición 2.1 de la Sección 1.2.2) implicae que: ‘ Lx[P;Q]=[LxE’;Q]±IP;LxQ]
e y
• LyLx [P;Q] [LyLxP;Q] + [LxP;LyQ]+ [LyP;LxQ] + [P;LyLxQ]
Si X es invariante por la izquierda e Y es invariante por la derecha, según el Teorema 2.4,
se verifica que L~P y LyQ son campos invariantes por la derecha y que Lxi’ y LxQ
son campos invariantes por la izquierda. Entonces, teniendo en cuenta el Lema 2.1, se
• tienen las siguientes igualdades:
• Ly-LxPO, LyLxQ=0,
y teniendo en cuenta el Lema 2.2,
• [LxP;LyQ]0, [LyP;LxQ]0.
Por tanto,
• LyLx[P;Q] =0,
para todo campo vectorial invariante por la derecha Y E X~(O), lo que demuestra, segúne el Lema 2.1, que Lxii’; Q] es invariante por la izquierda. u
e Definición 2.7 Sea Q E Aa(O) tal que Q(e) = 0. Se denomina derivada intrínseca de
e Q en e E O a la aplicación lineal QL g -.4 Mg definida por:
• QLQn) = (LxQ) (e),
• donde X E X(O) es un campo vectorial cualquiera tal que X(e) = a’.
La definición es coherente. Es decir, si Q(e) = O, (LxQ) (e) depende sólo del valor
•
En efecto, sean aí,... ,a~ E Ai(O) 1-formas sobre el grupo, entonces (ver por
• ejemplo: Abraham, Marsden, Ratiu 1983])
e (LxQ) (aí,... ,aq)=Lx(Q(ai aa)) —ZQ(aí Lxa~,... ,aq) . (i)
t=i
• Como por hipótesis Q(e) = 0, tenemos:
• (LxQ) (e) (ai(e) a~(e)) = (Lx (Q(aí,. . . , a3) ) (e) = d (Q(aí,. . . , aq)) (e)’X(e)
observandose que (LxQ) (e) no depende mas que del valor que tiene el campo X en
•
e
e
e
e
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Proposición 2.9 (Lu 5. H., Weinstein A. [1990]) Sea O un grupo de Lie conexo y
Q E A(O) con la propiedad de Drinfeld. Entonces Q = O si y sólo si QL = 0.
Prueba Por hipótesis se tiene que Q(e) = O y L~xQ es invariante por la izquierda para
todo campo vectorial invariante por la izquierda a’A E 24(0).
Si Q = 0, entonces QL — O trivialmente.
Recíprocamente, si QL — O, por definición, (LxQ) (e) O para todo campo vec-
tonal X E X(O). En particular, para todo campo a’> invariante por la izquierda,
(L~xQ) (e) = 0. Pero como Q satisface la propiedad de Drinfeld, el Teorema 2.4 im-
plica que L~~Q es invariante por la izquierda, luego L~xQ = 0. Es decir, Q es invariante
por la derecha. Ahora bién, Q(e) = 0, entonces Q es nulo. U
Teorema 2.5 (Drinfeld V. G. [1983]) Sea O un grupo de Lie simplemente conexo,
(g; [;])el álgebra de Lie de O. Toda estructura de biálgebra de Lie sobre g define una
estructura ‘de .Lie-Poisson sobre O, tal que la estructura de biálgebra de Lie sobre g
determinada por el Teorema 2.2 de la Sección 2.2.1 coincide con la dada.
Prueba Sea g el álgebra de Lie del grupo O. Dado un 1-cocido e : g -4 A2g con
respecto ala representación adjunta de g, existe ¿ : 0 —~ A2g, 1-cocido de g con respecto
a la represeiítacióñ adjunta de O, tal que Tel = e (Proposición 1.8 de la Sección 1.1.3).
Por tanto, si (g; [;];e)es la estructura de biálgebra de Lie dada, se puede definir sobre O
el tensor 2-contravariante antisimétrico:
A(g) = (T~Pg)®2 1(g).
(1) Teniendo en cuenta la Observación que sigue al Teorema 2.1 de la Sección 2.2.1,
el 2-tensor A, así definido, satisface la propiedad de Drinfeld, por ser ¿ : 0 .—.. un
1-cocido de O con respecto a la representación adjunta.
(2) Comprobemos que A es un 2-tensor de Poisson, es decir, que [A; A] = 0.
‘Como el 2-tensor A satisface la propiedad de Drinfeid, también la satisface el
corchete de Schouten [A; A] (Proposición 2.8). Entonces, teniendo en cuenta la Pro-
posición 2.9, para demostrar que [A; A] se anula es suficiente verificar que [A A]L — O
Si ~ E C~(O) son funciones cualesquiera y a’ E 9 se tiene la siguiente
igualdad:
=2 <¿ (dsos(e) ® ct(d
9,i(e) ® d~2(e))) ; a’> + p.c..
En efecto, por definición:
[A; AJL (a’) (dwí(e); d’p2(e); dw~(e)) = (L~~ [A; Al) (e) (d’p1(e); dp2(e); dej~a(e))
siendo a’> E 24(0) el campo invariante por la izquierda tal que a’>(e) = a’ E g. Entonces,
como [A; A](e) = 0, teniendo en cuenta (i), se tiene
(L±~[A;A]) (e) (d~’í(e);d9~2(e);d~’a(e))
— ~ ([A;A] (dwí;d4~2;dq~a)) (expta’)~~&.
e
e
e
e
e
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e
e Definamos la aplicación bilineal sobre C~(O):
• - {wi;9~2}=A(dwí;dw2); <pi,W2EC (O).
e Por el Teorema 2.1 de la Sección 1.2.2, se sabe quee
• [A;A](dpi;dso2;dsoa) =2{{~i;~’2};pa}+p.c.,
• y sustituyendo en (k),
e
(L~~ [A;A] ) (e) (dwi(e);d9~2(e);d9a(e)) =
d
• = 2~ {{pt ;~2};pa}(expta’)~~.0 +p.c. = (1)
= 2d {Qpi ; ~2} ; ~‘3} (e)(a’) + p.c..
Ahora biéíi, teniendo en cuenta la observación que sigue a la Proposición 2.3, se tiene:
e
• d{4ii ; ~2}(e) = e~ (depí(e) ® dp2(e))
de forma que, sustituyendo en (1),
(L~~ [A;A]) (e) (d~pi(e);ctp2(e);d9a(e)) =
—2 <¿ (d ({~‘ ; <P2}) (e) ® d~3(e) ; a’> + p.c. =
—2 <~ (e t(dcpi(e) 0 dcp2(e)) O dso3(e)) ; a’> + p.c.,
e
• obteniendose la igualdad (j):
(drpi(e);dw2(e);d~~3(e)) = 2<et (et(d~i(e)®d~2(e)) ®d~s(e)) ;x> +p.c..[A;A]L(a’)
• Al ser (g; [;];c) una biálgebra de Lie, é define una estructura de álgebra de Lie
• sobre g~, entonces de la igualdad (.1) obtenemos que: [A; A]L (d9~i(e); dp2(e); dp3(e)) = 0.
(3) Finalmente, por construcción, la estructura de biálgebra de Lie que determina
• coincide con la de partida. u
e
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•
e
• 2.3.1 Corchete de Sehauten de Campos de 2-Tensores Invariantes
• Hemos visto (Sección 1.2.4, expresión (a)) que, si M E Ap(O) y N E Aa(O) son
campos tensoriales invariantes por la izquierda sobre un grupo de Lie O, el corchete de
Schouten [M;N] E ~P+qi (O) es un campo tensorial sobre O también invariante.
En el caso de 2-tensores invariantes, hemos desarrollado (Proposición 2.5 de la
• Sección 1.2.5) otra demostración de la invariancia del corchete de Schouten, utilizando la
relación entre las componentes invariantes y las componetes en una carta natural. Esta
forma de proceder ha puesto de manifiesto el elemento de g A g A g que lo define por
• traslación a la izquierda.
e
e
e
e
e
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Recordemos el resultado. Sean A, A’ E A2(O). campos 2-contravariantes anti-
simétricos, invariantes sobre el grupo O y r, r’ E g A g los elementos que los definen
por traslación a la izquierda, es decir,
A(g) = (T~A
9)®
2r, A’(g) = (TeAg)®2r’
Si 21(g) es el álgebra envolvente de g y ~23 es la permutación de los factores 2 y 3 en el
producto tensorial 21(g) ® 21(g) ® 21(g), definamos los elementos:
r
12 =‘r®I, Ti3 —P
23r
12P
23, r2s=I®rC21(g)®S,
y
1 1[r~~;r~~] =r~~r —r
mn
considerando el producto en 21(g)®3.
Entonces, el corchete de Schouten [A; A’] está definido por traslación a la izquierda
del elemento de g A g A g:
[u-;?] ( [rn;r’ía] + [ri
243] + [ri32~3] + (a)
+ [r12;ría] + [r12;r28] +
es decir, ‘
fA;A’](g) = (TeAg)®<r;r].
La siguiente proposición pone en relación la Definición 2.1 del corchete de Schouten
dada en la de la Sección 1.2.2 con la fórmula que introducen Gel’fand y Dorfman [1981]
para el caso de tensores 2-contravariantes.
A partir de esta última se obtiene otra expresión, útil en lo que sigue, del elemento
[u-;r’] 6 g A gAg definido en (a).
Proposición 3.1 Sea Al una variedad diferenciable y A,A’ E A
2(M) campos tenso-
riales 2-contravariantes antisimétricos sobre Al. El corchete de Schouten de A yA’ viene
dado por la siguiente expresión:
[A;A’](a’;a2; a3) = <L#aia2 ; #‘a3> + <L#~~ia2 ; #a3> + p.c.,
donde # , ~‘ : A
1(M) —* A’(M) son los homomorfismos definidos por; <fi; #a> =
A(fi; a) para todo par de 1-formas a, fi E A1(M).
Teniendo en cuenta la igualdad (ver por ejemplo: Abraham, Marsden, Ratiu [1983]):
k
(Lx0w) (X1 Xk) = L±0(w(Xí,... ,Xk)) — 2w (X1 Lx0X¿ Xk)
l=i
donde w E Ak(M) es una k-forma cualquiera sobre la variedad diferenciable Al y
X0, X1 >4 E Aí(Al) son campos vectoriales cualesquiera sobre Al, la expresión
de [A; A’] dada en la Proposición 3.1 se escribe también así:
[A; A’](a’; a
2; a3) = (L#ai <a2; #‘&> + L#.~i <a2; #a3>) —
— (<a2; L#ai#’a3> + <a2;L#~
0ia
3>) + p.c.. (b)
En particular:
[A; A](aí;a2; a3) = 2 <L#aia2 ; #a3> + p.c., (c)
o bien
[A;A](a’;a2;a3) = 2(L#~i <a%#a3> — <a2;L#
0i#a
3>) -kp.c..
2.3 Biálgebras de Lie Exactas 95
Prueba En el caso de 2-tensores, la expresión en componentes del corchete de Schouten
(Sección 1.2.2, expresión (g)) es:
[A; Aí]tik = 1
2! (4ty,Atnat(Aíy~ + E~,8~Amn (A’)ts)
abc 1 2 3Entonces, como (aí A a2 A a3)I~k = EÍ~kaOabaC~ tenemos:
t(A A’>(a’ A a2 A a3) — ‘[A; Aí]~1k(al Aa2 A a3)~~k =
‘3!
— i.!~ (eiik At~~8~(At)rs + e2~,a~Amn(A~)ts) 4j2a~a~a~.3! 2! nr,
Teniendo en cuenta que
~iike04c — 3ieO~
mnh tjk — mns
al desarrollar las sumas de la expresión anterior se llega a:
Z(A;A~l(a’ Aa2 Aa3) — (Atn(at(Aí)r)a~a~a~ + (atAmn (A’)tsal a2a3) +p.c.. (d)
Por otra parte,
A <L,~&
0i#’a
2 ; #‘a3> = L#~i (a2(#’a3)) — <a2; L#ai#’a3>
y en componentes,
<L#ai#’a2 ; #‘a3> = (atAik) (AI)tL a~a~a7+
+ At¿(AI)Lka? (Btafl a~ + Atk(AI)t¿ (a a’) a2a3
Por tanto,
#‘a3> + <L#¡ota2 ; #a3> + p.c. =
= M1 (8±(Aí)Ík)a~a~ai3+ (8~Aík) (A~)tiaka~aL+
+ AtI(AI)ka? (8±a~)a~ + Aik(AI)t¿a¡ (8ta~) a~+
+ AM(AI)t¿ (8tai~) ~ + Att (A’)”’ (atak) a~a~ + p.c..
Debido a la antisimetría de los tensores A y A’, todos los términos en los que aparecen
derivadas de las componentes de las 1-formas se cancelan entre sí, así pues,
<L#oia2 ; #‘a3> + <L#’
0aa
2 ; #a3> + p.c. =
— Att (8
1(A’)
1”) a~a~a~ + (atAik) (A~)tLa~a~a? + p.c.. (e)
Al ser iguales las expresiones (d) y (e), queda demostrada la proposición. u
Sean, ahora, A y A’ campos de tensores sobre O, 2-contravariantes, antisimétricos
e invariantes por traslación a la izquierda. Sean r A(e) E 9 A g y u-’ A’(e) E g A 9 los
tensores que los definen, es decir,
A(g) = (T~A
9)«
2r, A’(y) = (T~A
9)®
2r’.
Consideremos los homomorfismos u’, u” E ffom(g*; g) asociados a los tensores r, r’ me-
diante el isomorfismo g ® g Hom(g*; g) definido en (c) de la Sección 1.1.1. Es claro
que u’ y u” son las restricciones al elemento unidad de los homomorfismos #, #‘, es decir,
u’ : (TeO)* ~.4 TeO y u” : (TeO)* 21,0. Con estas notaciones tenemos la
siguiente proposición.
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Proposición 3.2. El elemento [u-;u-’] E ~ A gAg que define por traslación a la izquierda
al corchete de Schúuten [A; A’] viene dado por la expresión:
[u-;r’](a’;a2;a3) = <a3; [?(a’) ;t’(a2)] + [t~(aí) ;uNa2)]> + p.c.,
donde ai,a2,a3 69*.
Prueba Sean A y A’ los 2-tensores sobre O invariantes por traslación a la izquierda,
definidos por u- y u-’ respectivamente.
Para calcular [A; A’](e) basta calcular la expresión [A; Al](ai; a2; cé) en un punto
cualquiera de 0, siendo at, a2 y a3 formas diferenciales sobre O invariantes por trasla-
ción a la izquierda, ya que en estas condiciones
([A;AI](ai;a2;at) (g) = ([A;A’](a’;a2;a3)) (e),
para todo g E O.
La expresión (b) del corchete de Schouten es:
[A;A’](a’;a2;a3)= — (<a2;L#~i#’a3> + <a2;L#:ai#a3> +p.c.) +
+ (L#
01 <a
2; #‘a3> + L#iai <a2; #a3> + p.c.) , (f)
Como la invariancia de las formas at (i = 1,2,3), implica, obviamente, la de los
campos #W y #‘a’ (i = 1,2,3), se tiene:
= ((#a~)(e) ; (#‘Ú) (e)] = [t(at (e)) ; f’(a’ (e))]
Entonces, el valor en e E O de la primera suma circular, en la expresión (f), se escribe
así:
(<a2; L#
01 #‘a
3> + <a2; L#
10i #a
3>) (e) + p.c. =
= <a2(e); [t(a’(e)) ; t’(a3(e))]> + <a2(e) ; [t’(a’(e)) ; ?(a~(e))]> + p.c..
La invariancia de campos y formas implica, también, que las funciones sobre O
<at #ai> y <at ; #‘ai> son constantes. La derivadas de Lie que aparecen en la segunda
suma circular de la expresión (f) son, pues, nulas y ésta también lo es.
Por tanto,
[A;AI](aí;a2;aS)(e) =
= — ( <a~(e) ; ~f(ai(e)) ;u”(a~(e))]> + <a2(e) ; [t’(a’(e)) ; t(a3)(e))]> ) + p.c.
y, teniendo en cuenta la.antisimetría de (A; A’], queda demostrada la proposición. u
En particular, si u- = u-’,
[r;r](a’; a2; a3) —2 <a3; [u’(aí);u’(a2fl> + p.c., (g)
y la ecuación clásica de Yang-Baxter [u-; u-] = O (ver Teorema 2.7 de la Sección 1.2.5) se
puede espresar así:
<a3; {f(aí) ; f(a2)]> +p.c. = 0,
para todo aí,a2,a3 E Aí(g).
ee
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e 2.3.2 Biálgebras de Lie Exactas y Grupos de Lie-Poissan Exactos
- ‘ Sea g un álgebra de Lie. Las 0-cocadenas en la cohomología de g relativa a la
representación adjunta de g sobre 9 ® g son los elementos u- E g ® g (ver Sección 1.1.1).e
Por aplicación del operador de cohomología se obtienen 1-cocidos exactos (ex-
presión (b) de 1.1.1>:
ór : a’ 69 -4 (ór)(a’) = (ad~®1 + 1 ®ad2) (u-) 6 g®g. (a)
• Definición 3.1 Sea g un álgebra de Lie, u- E g ® g y c = ¿u- el 1-cocido exacto de g
con respecto a la representación adjunta de g sobre g ® g obtenido a partir de u-. Si la
aplicación transpuesta e~ : 9* ® 9* 9 define una estructura de álgebra de Lie sobre
• g~, se dice que (g; [;];6r) es una biálgebra de Lie exacta.
En las tres proposiciones siguientes estudiaremos las condiciones sobre u- ~ g ® g
• para que (g; [;];6r) sea una biálgebra de Lie exacta.
Para elio, volveremos a hacer uso del isomorfismo u- 6 9 ® 9 -.4 u’ E Hom(g*; ~)
• definido por:
<E;f(n)>=<E®n;r>, paratodo¿,u>Eg* ‘ (b)
• El 1-cocido ¿u- se escribe en términos de u’ de la siguiente forma (ver Sección 1.1.1,
• expresión (f)):
6?:a’E 9 —~ (6fl(a’) =ad~et—tead E ffom(g*;g). (c)
• Como la acción adiunta de g sobre g ® g es ad~ ad,~ ®1 + 1 ® ad~, la igualdad (a)
• implica que u- 6 g ® g es invariante por la acción adjunta de g si y sólo si 6 u-(a’) = O
• para todo a’ E g. Teniendo en cuenta (c), la invariancia de? E Hom(9*; g) por la acción
adiunta de g sobre Hom(g* ; g) se escribe así:
ad~eu’—tead =0, paratodoa’Eg. (d)e
Proposición 3.3 Sea u- E 9 ® g y u’ E Hom(g*; g) el homomorfismo asociado. La
aplicación bilineal [;]~9* x g* ~.4 9* definida por el 1-cocido (¿u-)t : 9* ® ~* — 9* es:
[E;u>]-= adh,,)E+adt(o’q, para todo¿,u> 69* (e)
Prueba En efecto, por construcción, el corchete sobre 9* definido por (6 u-)t viene dado
por la expresión:
• [¿;n]. =(6u-)t(¿®u>).
Por tanto,
<(6u-)t(¿®ui);a’> = <E®u>;Ar(x)> =
• Ahora bién, sustituyendo la expresión (c) de 6 u’(a’) en la igualdad anterior, tenemos:
•
• = —<E; ad~<~> a’> — <tt(E) ; adZ(n)> = <ad<C) E; a’> + <adx(?t(E)) ;n> =
• = <ad;<~> ¿; a’> — <ad,u(e) a’; u» = ~ E; a’> + <adtc¿> u>; a’>,
es decir,
• (6 u-)í(E 0 u>) = ad<~) E + ad~<~> u> E 9*
que es la expresión del enunciado. u
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Proposición 3.4 Sea u- = $ + a E g 09 la descomposición de u- en su parte simétrica s
y su parte antisimétrica a. Para que la aplicación bilineal sobre 9* definida en (e) sea
antisimétrica, es necesarioy suficiente que s sea invariante por la representación adjunta,
es decir, que:
ad~ o~ = So ad, paratodoxEg,
o bién, equivalentemente,
adccu>+ac%,re=O, para todo E,u>E 9*
donde i 6 ffom(g*; g) es el homomorfismo asociado a a E g®g porel isomorfimo definido
en (b).
En este caso se tiene 6 u- = Óa y (e) viene dado por la expresión:
= [E;u>].=adR(~)E—ad~(un, (O
siendo ñ E Hom(g*; g) el homomorfismo asociado al 2-tensor a E g A g.
Prueba Debido a la antisimetría de a E gAg, tenemos dt — —ñ y la simetría de s E 909
quiere decir que 5 =
Haciendo uso de estas propiedades, la aplicación bilineal sobre 9*, definida en (e),
se escribeasí:
[E; u>]. = ad(,
7) E + adt(¿) u> = — ad~<~ u> + ad~,,) E + ad(~) E + ad~> u>.
Por tanto, [;]. es antisimétrica si y sólo si:
u> + ad~,1> E = 0.
Ahora bién, haciendo uso otra vez de la simetriía de s, de la igualdad anterior
deducimos:
0= <ad ,u>+adc,,,E;x> = <ad<¿,n;a’> + <adc~>E;x> =
• =<adu>;i(E)>—<adE;A(u>)>=<u>;ad~eA(E)>—<u>;ieadZ(E)>
Como esta igualdad es válida para todo u> E g~ obtenemos finalmente que
ad~ eS = 5 e ad,
que es la condición (c) de invariancia por la representación adiunta del 2-tensor a, expre-
sada en términos del homomorfismo asociado i E Hom(g*; g). u
Lema 3.1 Sea a 6 gAg antisimétrico y ñ: g~ -4 g el homomorfismo asociado por (b).
Sea la;a] E g Og®g el 3-tensor definido en (g) de 2.3.1:
[a;a](E’;E
2;¿3)=2<E3;[ñ(E’);ñ(E2)]>+p.c.; Et E2 E3Eg*
y f ; ]. la aplicación bilineal sobre g~ definida en (f):
[E’ ;E2]~. = adR(¿
2) E’ — ad~<~1) E2; E’,E2 E 9~
Entonces, para todo E1,E2,E3 .E g~ y para todo a’ E g, se tiene:
a](E’; E
2; E3) = <[E3; [E1; Efl~.]. ; a’> + p.c.,
2
siendo ad~ ad,,, 0101±10ad~ 01 + 1010 ad,, la acción adjunta de 9 sobre g 0902.
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Prueba A partir de la expresión de [;]~., para todo ¿‘,Q,Q E 9* se tiene:
[¿3; (E’ ;¿2]a.]~ = ad<1~1 ¿21; ~ — ad~3>[¿’ ;¿2]. =
= ad~<1~i ~ ¿3 — ad~<~a> (ad~<¿2) Q — ad(~I) ¿2)
Por lo tanto, para todo a’ E g,
[¿1 ;¿2]4]O ;a’> = —<¿a ;ada<{4i ;¿~i:.>x>’+ <ad~(¿2)E’ — adt(CI) ¿2 ;ada(~3) a’>
— <¿a; [ñ([¿’;E2].);a’]>— <E’; [ñ(¿2);Iñ(Q);a’l]>+<¿2; [á(¿’);[ñ(E3);a’]]> =
— <ad ¿3; ñ(adR(¿l> ¿2 — ad~(¿s) E’)> —
— <E’ ; [ñ(E~); (ñ(Q) ; a’]]> + <¿2; [á(E’) ; (ñ(¿3) ; a’]]>
y la smna circular sobre los indices 1,2,3 es:
<[¿3;[¿t;¿2]~.]. ;a’> +p.c. = (<ad;¿tñ(adt(¿I>¿2 —ad~(¿
2>¿’)> +p.c.) —
— <0; [ñ(¿
2); [ñ(¿3) ; a’]]> + <¿2; [á(¿’); [ñ(Q) ; a’]]> —
<¿2; [d(E3);[á(E’);a’]]> + <¿a; [ñ(E2);[ñ(¿’);a’]]> —
Utilizando la identidad de Jacobi del corchete de g, los seis últimos términos se
pueden escribir así:
<E’ ; [d(Q); [ñ(t~) ; a’]]> — <E’; [ñ(¿2); [ñ(¿3) ; a’)]> = <E’ ; [a’; [ñ(E2) ;
<¿2; [a(E’);[á(0);a’]]>— <¿2; [ñ(Q);[ñ(¿’);a’]]> = <¿2; [a’;[á(¿3);ñ(¿’fl]>
<¿a; [ñ(¿2);[ñ(¿1);a’]]> — <¿a; [d(E’);[d(Q);a’]]> = <¿a; [a’;Iñ(E’);á(Ú)J]>.
Así pues, sustituyendo en la expresión anterior se llega a la igualdad:
[0~¿2rf;a’> +p.c. =<adZ0;á(ad~c¿I)E2 — ad~~¿
2>¿’)> +
+ <ad ¿3; [d(E
2); ñ(¿’)]> + p.c.. (g)
Por otra parte, por definición de acción adjunta de g sobre gO gO g, se satisface:
= —[a;a](ad¿’;Q;¿3)— [a;a](¿’;ad¿2;E3)—[a;a](¿’;¿2;adE3).
Teniendo en cuenta la antisimetría de [a ; a], la expresión anterior se escribe as¡:
y haciende uso de la expresión (g) de la Sección 2.3.1, tenemos:
2[a;a](E1;¿2;E3) = —2(<Q; [ñ(ad~¿’) ;ñ(Q)]> + <ad¿’ ; [á(C) ;á(E~)]> +
+ <¿2; [a(O);&(ad E’)]>) + p.c. =
= —2 (<ad ¿3; [a(O); ñ(¿2)]> + p.c.) — 2 (<¿a; [ñ(ad~ E’) ; a(O)]> + p.c.) —
—2 (<E3; [ñ(E’>;ñ(ad¿2)]> + p.c.)
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Como 5: 9* — ges antisimétrico, es decir, <ñ(¿) ; 77> = —<E; ñ(u>)>, la segunda suma
circular se puede escribir así:
— <¿a; [ñ(ad E’); ñ(¿2)]> + p.c. = <¿~ ; ada(~2)(ñ(ad ¿1))> + p.c. =
= —<adt<~
2>¿3 ;á(ad ¿‘)>+ p.c. = <ñ(adR<~2> ¿3) ;ad¿’> ±p.c.,
de la misma forma, la tercera suma circular es:
—<¿a; [ñ(¿’) ; á(ad E
2)]> + p.c. = —<ñ(ad~c¿I) ¿3); ad ¿2> + p.c.,
entonces,
ad~[a ; a](¿’; ¿2. ¿~> — —2 (<adZ ¿3; [ñ(¿’) ; ~(Q)]>+ p.c.) + (h)
+ 2<ñ(ad~
2> ¿3); ad E’> + p.c. — 2<ñ(ad~(¿I, ¿3); adZ ¿2> + p.c..
Por lo tant’o, comparando las expresiones (g) y (h), se tiene el resultado. u
Como consecuencia directa del lema anterior se tiene la siguiente proposicíon.
Proposición 3.5 Sea a E g A g antisimétrico y 5 : -4 y el homomorfismo asociado
por (b). Para que el corchete (f):
u>]. = ad<~> ¿ — ad~<4> 77,
satisfaga la identidad de Jacobi, es necesario y suficiente que el 3-tensor ja ; a] É A3(g)(expresión (g), Sección 2.3.1) definido por:
= 2<¿3;[á(¿í);á(¿2)I> ±p.c., para todo¿’,Q,¿3 E g~
sea invariante por la representación adjtinta, es decir,
(ad,,®1®1 +10ad~01 +101 ®ad
2)[a;a] = 0,
para todo a’ E g.
Prueba A partir del Lema3.1, se observa que (<[¿3; [¿‘ ;Q];.]t ; a’> + p.c.) = o si
y sólo si
2[a;a](¿í;¿2¿3) —0 u
Las Proposiciones 3.4 y 3.5 implican el siguiente enunciado.
Teorema 3.1 (Drinfeld y. 0. [1983a])Sea y un álgebra de Lie, u- = s + a 6 y 0 y
la descomposición de u- en su parte simétrica s y su parte antisimétrica a. La condición
necesaria y suficiente para que u- defina una estructura de biálgebra de Lie exacta sobre y
es que el 2-tensor s y el 3-tensor [a ; a] sean invariantes por la representación adjunta
de g, es decir:
ad~s (ad~ 01 + 10 ad~)s = O
y
~[a;a]~(ad
101®1+10ad~®1+1®1®ad~)Ea;a] =0,
para todo a’ E y.
e• 2.3 Biálgebras de Lie Exactas 101
Definición 3.2
- (a) Un elemento u-E gog antisimétrico tal que para todo a’ E g ad~[u- ;u-] = 0, se dice
que es una solución de la ecuación generalizada de Yang-Baxter.
Las biálgebras de Lie exactas definidas por una solución de la ecuación general-
izada de Yang-Baxter se conocen con el nombre de biálgebras de Lie cuasitriangulares
• (Drinfeld [1990]).
(b) Un elemento u- 6 g 0 g antisimétrico se dice que es una solución de la ecuación
clásica de Yang-Baxter si [u-u-] = 0.
Las biálgebras de Lie exactas obtenidas por una solución de la ecuación clásica de
• Yang-Baxter se denominan biálgebras de Lie triangulares (Drinfeld [1986]).
Sea O el grupo de Lie simplemente conexo de álgebra de Lie g. Sabemos (Proposi-
• ción 1.8 de la Sección 1.1.3) que todo 1-cocido e : g -4 V de g, con respecto a la
representación ‘~ : g -4 End(V), es la aplicación tangente en e E O de un único 1-
cocido O : O —ú V de O, con respecto a la representación ~: O — 01(V) definida por
• la condición Te=b=
El siguiente Lema proporciona la forma explícita de O cuando e es exacto, en el
caso de las representaciones adjuntas de O y de g sobre g 09. Por tanto, se puede dar la
forma explícita de la estructura de Lie-Poisson sobre O determinada por el Teorema 2.5
de 2.2.3, a partir de una estructura de biálgebra de Lie exacta sobre g.
• LemaS2 SeaO ungrupo de Lie conexo de álgebra de Lie g,u-E9®9yc~6r:g —4
g 0 2 un ¡-cocido exacto de g con respecto a la representación adjunta sobre g 0 g. El
1-cocicío ¿ : 0 909 de O con respecto a la representación adjunta sobre g0g tal que
T~l = e viene dado por la expresión:
• l(g)—(Ad )t2u-~u-, gEO (h)
• Prueba Sea e 6u- un 1-cocido exacto de g. La aplicación 1: 0 — g 0 g definida
• por (h) es un 1-cocido, ya que satisface (expresión (b) de la Sección 1.1.2):
• 1(gh) — (Ad h)® u-—u-= (Ad
9-Adh)®
2r—r=
• = (Ad
9)®
2 u- — u- + (Ad
9 . Adh)®
2 u- — (Ad )®2 u- — 1(g) + (Ad
0)®
2 (1(h))
Además se tiene que: (Te1)(a’) = ad~u- = 6u-(a’) ¿(a’), para todo a’ Eg . U
• Proposición 3.6 Sea (g; [;];6 u-) una biálgebra de Lie exacta (por tanto, el 2-tensor u-
satisface las condiciones del Teorema 3.1) y O el grupo de Lie simplemente conexo de
álgebra de Lie g. La estructura de Lie-Poisson definida sobre O por 6 u- (Teorema 2.5 de
• la Sección 2.2.3) viene dada por:
• Ar A~ /4, (i)
donde 4 es el 2-tensor invariante por traslación a la izquierda definido por u-:
A~g) — (T~A
9)®
2
• y /4 es el 2-tensor invariante por traslación a la derecha definido por u-:
• /4(g) = (T~p
9)®
2 (u-).
e
e
e
e
a
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Prueba Seat :0 —* g®g el 1-cocido definido en (h). Por ser (g;{;];Su-) una biálgebra
de Lie exacta y verificarse que T~l = 6 u-, 1 define una estructura de Lie-Poisson sobre O
(Teorema 2.5 de 2.2.3). Además, el 2-tensor A que define la estructura de Lie-Poisson
viene dado por (Teorema 2.1 de 2.2.1):
‘A(g) = (Te pg)®2 ¿(y) = (Tepg)®2 (Ad9 u- — u-) =
(T~i>9 e Te(pri e .¼))®2 u- — (Tep9)®
2 u- = (T~Á
9)®
2 u- — (Tepg)®2 r =
—4(g) /4(g). u
Corolario Sea (ea) una base del álgebra de Lie g, u- = u-~’e~ O e~Eg®gun2-tensor
tal que (g; [;];6 u-) es una biálgebra de Lie exacta. El corchete de Lie-Poisson sobre el
grupo de Lie simplemente conexo de álgebra de Lie g viene dado por la expresion:
Zu-~’” (LZwL±x*—LXP~UXe~’) , (i)
siendo a’~ ‘y a’~ los campos de vectores invariantes por la izquierda y por la derecha
respectivamenté, definidos por ef..
Definición 3.3 Sea O un grupo de Lie simplemente conexo de álgebra de Lie 9. Si
(u; [A;¿u-) es una biálgebra de Lie exacta tal que el 2-tensor u- E gAg es una solución de
la ecuación clásica de Yang-Eaxter, se dice que O es un grupo de Lie-Poisson triangular.
A partir de soluciones de la ecuación generalizada de Yang-Baxter (en particular,
de ecuación clásica de Yang-Haxt’er) se pueden definir, sobre el grupo de Lie simple-
mente conexo de álgebra de Lie g, además de las estructuras de Lie-Poisson dadas por la
Proposición 3.6, otras estructuras de Poisson (no de Lie-Poisson).
Proposición 3.7 Sean r, u-’dos elementos antisimétricos dé g0g y4, /4, los 2-tensores
sobre O, definidos por traslación a la izquierda de u- y por traslación a la derecha de u-’
respectivamente. Entonces, 4 — /4, es un 2-tensor de Poisson si y solamente si u- y u-’
son soluciones de la ecuación generalizada de Yang-Baxter tales que [u-; u-] = [u-’; u-’].
Prueba Hay que demostrar que el corchete de Schouten [4 — A~ . A~ /4,] se anular’~ r
para todo g E O si y sólo si se satisface que (u- ; u-] = (u-’ ; u-’].
La invariancia de 4 y de /4, implica (Sección 1.2.4, expresión (a)) la de los
corchetes de Schouten [4 ; 4] y [/4,; /4,], es decir,
[4; 4](g) Te.\gfu-; u-),
[A~,;A~,](g) = —T~p4u-’;u-’). (k)
El Lema 2.2 de la Sección 2.2.3 implica que [4 ; /4,] = O. Entonces, teniendo en
cuenta (k),
(4 A~,;4 Afl(g) — T~P
9 (Ad9(u-;u-) — [u-’;u-’])
Por tanto, [4 /4, ; 4 — /4,] es igulal a cero si y sólo si
Ad9 ([u-;u-]) — [u-’;u-’]= 0, paratodo gE 0. (1)
Supongamos que [4 —/4, ; 4 /44 = O, entonces, para todo y c O, Ad9 ([u-; u-]) —
[u-’; u-’] = O. Haciendo g = e se obtiene la condición particular [u-; u-) II [u-’; u-’].
Recíprocamente, si [u-; u-] = [u-’; u-’], como u- es solución de la ecuación generalizada
de Yang-Baxter, se tiene:
Ad9 Uu-;u-]) = [u-;r]= [r’;u-’],paratodo y E O.
Lo que implica que [4 — A$, ; 4 — /4] — O. u
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En particular, las expresiones (k) nos dicen que, si u-, u-’ E gAg son soluciones de la
• ecuación clásica de Yang-Baxter, los 2-tensores 4, /4,,4 + /4,, 4 — /4, son 2-tensores
• de
2.4 Ecuación Modificada de Yang-Baxter y Biálgebras de Lie
Exactas
Dada una forma bilineal no-degenerada, ~, sobre un espacio vectorial V, la apli-
cación ~: V V*, definida por:
• <«x);y>=~(a’;v), paratodoa’,yEV,
es un isomorfismo entre V y su dual V*.
Mediante este isomorfismo toda estructura de álgebra de Lie sobre un espacio vec-
tonal ti se’ puede trasladar al dual V*. En efecto, si [;] es un corchete de Lie sobre V,
• la aplicación [;)~: W x V~ .... V~ definida por:
= —2~ [&‘(¿) ; ~..1(u>)], para todo E, u> 6 V~,
(dondeel 2 y el signo - se introducen por conveniencia) es bilineal, antisimétrica y satisface
la identidad de Jacobi.
• Recordemos el isomorfismo t ~ E entre V 0V y Hom( V*; y), definido por (igual-
• dad (c), Sección 1.1.1):
• <a®0;t> = <a;i03)>, paratodo a,/3 6
e
La existencia del isomorfismo t: V —~ V~ permite definir de manera obvia un isomor-
• flsmoentreV0VyHom(V;V)~End(V): t—~T=Fo4
Como hemos visto (Secciones 2.2.2 y 2.3.2), la estructura de biálgebra de Lie exacta
consiste en dotar, al espacio vectorial dual de un álgebra de Lic g, con un corchete de
• Lic, [;]., definido a partir un 2-tensor u- 6 g 0 g, que satisface ciertas condiciones de
• compatibilidad con el corchete de g. Por otra parte, la estructura de álgebra de Lie doble
consiste en un segundo corchete de Lic sobre un álgebra de Lie g, [;]R, definido a partir
• de un endomorfismo R E End(g) (ver Sección 2.1.1).
La existencia de un isomorfismo ~ entre g y g~ permite transportar a 9* el corchete
y estudiar bajo que condiciones este corchete transportado corresponde a una es-
tructura de biáigebra de Lic exacta sobre g, definiendo a partir del endomorfismo R un
2-tensor u- sobre g. En la sección 2.4.1 analizamos este problema. En la 2.4.2 y la 2.4.3,
estudiamos el case panicular en que 1? E End(g) es, además, solución de la ecuación
• modificada de Yang-Baxter.
e 2.4.1 Biálgebras de Lie Exactas y Álgebras de Lie Dables
• Sea (g; [;];6u-) una biálgebra de Lie exacta y a E g A g la parte antisimétrica del
2-tensor u- 6 9 0 g. En la Proposición 3.5 de la Sección 2.3.2 se prueba que el corchete
de Lie sobre gÉ definido por la aplicación (6u-)t, dual del 1-cocido ¿u-, viene dado por la
• expresión:
• [¿;77]. =ad~<~>¿—ad¿ce>u>; ¿u>Eg* (a)
e
e
e
e
a
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Sea (g;R)un álgebra de Lie doble (Definición 1.1 de la Sección 2.1.1). Por defini-
ción, el corchete de Lie sobre g determinado por el endomorfismo R de g, viene dado por
la expresión (fórmula (a) de la Seccien 2.1.1):
Sea e»: g -4 g~ el isomorfismo definido por una forma bilineal, no-degenerada sobre
el álgebra de Lie g. En lasiguiente proposición, veremos que para que el corchete (a),
que d~pende sólo de la parte antisimétrica a de u-, sea el transportado a g~, mediante e».
del corchete (b), es necesario que R y u- estén relacionados por la igualdad:
de e»
donde ñ es el homomorfismo de 9 en g asociado al 2-tensor a. Las condiciones adicionales
quedan reflejadas en el enunciado.
Proposición 4.1 Sea g un álgebra de Le y e»: 9 -4 9* el isomorfismo asociado a una
forma bilineal, e», no-degenerada sobre 9, simétrica e invariante por la representación
adjunta.
(1) El corchete de Lie sobre 9* definido por la expresión:
= —2e»([<’(¿);e»’’(77)1) ; ¿,77 E 9*
se escribe así:
= —2 ad~,—i<,,, ¿ = ad;I<~) u> — ad—l(~) u>, (c)
para todo¿,u>E g~
(2) Sea 1? E End(g) antisimétrico con respecto a e», es decir,
e»(Rz;y) =
y, por tanto,
e» o R = —e» e Rt,
siendo Rt : 9* -4 9* el homomorfisomo transpuesto de R. Sea? E ff<y~j(g*; g) definido
por la igualdad ? = (1 + 11) e y u- c g 0 g el 2-tensor asociado. Entonces, el
homomorfismo 5 6 Hom(g*; g) correspondiente a la parte antisimétrica de u- es a =
Ree»’’.
(3) Sea R E End(g) antisimétrico con respecto a e», tal que [;IR(expresión (b)) es un
corchete de Lie sobre g. Sea? E Hom(g*; g) el homomorfismo definido por la igualdad
u’ = (1 + U) e e»~’. Entonces el corchete de Lie sobre 9*:
i¿;u>V 2e»([e»’(¿);e»’(u>)]R) ; ¿,77 E 9*
coincide con el corcháte (a) definido por u-, es decir, se verifica:
= [¿;u>1.~ad~c,,)E—ad~ccu>, paratodoE,u>E 9*
donde á Re &‘ 6 ff~(g*;9)
‘Pbr lo tanto, en estas condiciones, ~ simétrica e invariante por la representación
adjunta de g y R anti~imétrico con respecto a e», toda estructura de álgebra de Lie doble
(g; R) determina sobre g una estructura de~ biálgebra de Lie exaéta (g; [;);¿ ((1 + R) e
e»-’)).
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Prueba
(1) La invariancia de ~ por la representación adjunta significa que
e»(ad~y;z)+e/4y;ad~z) =0, paratodox,y,z 6g,
lo cual implica que:
ad~ ee» = e» e ad1,
para todo a’ E g. Teniendo en cuenta esta última expresión, el siguiente cálculo prueba
la primera igualdad en (c),
= —2e»([e»’(E);e»’(u>]) = —2(e»ead~-I(¿)) (e»’(u>)) =
= —2 (ad;~i<e>ee») (e»’(u>)) = —2ad~.l(~)u>.
Por otra parte, la simetría de ~ implica que;
es decir, e» e»t. De esta condición y de la invariancia por la representación adjunta
• de e», se deduce la siguiente igualdad:
• ~ad,~I(0u> = ad~,...(n>¿, para todo ¿,u> E 9* (d)
• En efecto; para todo a’ 6 g y todo ¿,u> E 9* se tiene:
• <a’; — ad~.l(¿> 77> = <adt—i<¿> a’; 77> = —<ad~(e»’’(¿)) ; 77> =
• = <e»’(E);ad(u>)> = <e»’(ad(u>)) ;¿> = <(ad~o&~’)(u>);E> =
• = —<ad~—ic~> x; ¿> = <a’; adrl(,1) ¿>.
La segunda igualdad en (c) es consecuencia de (d).
e (2) Consideremos el 2-tensor a E gog correspondiente al homomorfismo 5 — Ree»’ E
Hom(g*; g). Entonces, tenemos:
• <u>®¿;a> = <n;a(fl> =
Pero por ser R antisimétrico con respecto a e», se verifica que Ree»’ = ~ eRt y por
ser e» simétrica e» = e»t, por tanto,
• <770 ¿; a> = <u>; —(e»’ e Rt)(E)> = <u>; —(R e e»’)t(¿)> = — <~(77) ; ¿> = —<¿ ® u>; a>,
que es la condición de antisimetría del 2-tensora E g®g correspondiente al homomorfismo
• 5 = Roe»’ 6 Hom(g*;9).
• (3) Teniendo en cuenta la definición del corchete [;]R (espresión (b), el corchete trans-
portado a 9* es:
1• [¿; n]~ = —2—e» ( [R(e»’(¿)) ; e»’(u>)] + [e»’(¿); R (e»’—’(n)) ] ) =
• — —e»~ [(5(E);e»—’(n)] + [e»’(¿);5(n)]) =
• — —e»( adacc e»’(u>) — ada<~> e»’(E))
Como se satisface e» e ad~ = ad ee» para todo a’ E g (~ es invariante por la repre-
sentación adjunta de g), la última igualdad se puede escribir así:
que es lo que se quería demostrar. u
e
e
a
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El apartado (3) de la última proposición y la Proposición 3.4 en 2.3.2 nos dicen
que [;]%es el corchete sobre g~ definido por la aplicación dual del 1-cocido exacto ¿ 7%
definido por el 2-tensor u- asociado al homomorfismo u’ = (1 + R) e e». La Proposición 2.5
de 2.2.2 afirma que ésto es equivalente a la compatibilidad de los dos corchetes.
Se tiene, pues, el siguiente resultado.
Corolario (Semenov M. A. [1983])
(1) Sea (~; R), un álgebra de Lie doble (Definición 1.1 de la Sección 2.1.1), es decir,
9 un álgebra de Lie y R E End(g) un endomorfismo tal que la igualdad (b) define un
£orchete de Lie sobre g. Sea e» : 9* es el isomorfismo asociado a una forma bilineal,
e», no-degeneradaysimétricasobreg. Seat= (R+1)ee»’ E Hom(g*;g),yu- E g0g el
2-tensor asociado. Si ~ es invariante por la representación adj unta de g y 1? antisimétrico
con respecto a e», (g; ;]; ñu-) es una biálgebra de Lie exacta.
(2) Recíprocamente, sea (g; [j;6 u-) una biálgebra de Lie exacta tal que el homomor-
fismo 5 E Hom(gt g) asociado a la parte simétiica s de u- es invertible y sea R — ñeS~’ —
u’ ~ 5—’ — 1 E End(9) donde 5 es el homomorfismo asociado a la parte antisimétrica a
de u-. Entonces, (g; R) es un álgebra de Lie doble.
Prueba
(1) La primera parte es consecuencia inmediata de la Proposición 4.1.
(2) Sea, ahora, (g; [;];Au-) una biálgebra de Lie exacta tal que la parte simétrica, s,
de u- es tal que el homomorfismo asociado A es invertible. Al ser A invertible, podemos
transportar a g el corchete de Lie [;] por medio de 5, es decir, definir:
= —~s([(5)~’(a’);(¿)~’(y)].) =
Por definición R = 5 e (g)1 por tanto, este corchete se puede escribir así:
— 1
— ~&(ad~~(5)’(a’) — ad«~>(iy’(y)) . (e)
Ahora bién, por definir una estructura de biálgebra de Lie exacta, la parte simé-
trica s es invariante por la representación adiunta de g (Teorema 3.1 de 2.3.2), es decir,
e ad~ = ad e(5)’’, por tanto, el corch~te (e) es:
[a’; y)’ = —~i((.fl’ e adscV) x — (5)’ e adR(~) y) =
=Ia’;y]R.
Que es la forma (b) que debe tener un segundo corchete de Lie sobre g para definir una
estructura de álgebra de Lie doble. u
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Observación Como consecuencia de la proposición anterior, la aplicación
• (g;[;]R)
es un isomorfismo de álgebras de Lie, ya que:
[a’;v]R= —(1/2)S([(Af~’(a’) ;(5f~i(y)]r•)
• y, por tanto,
• —~}57~’([a’;y]n) = ....!(g)—’ ( — ~~[(5S’(a’); (5r’(v)];.) =
11
• = ~j(~Y’(a’);(~r’(y)f.=
• u
• 2.4.2 Álgebras y Biálgebras de Lie-Semenov
Los siguientes resultados son necesarios para establecer la relación entre un tipo de
• soluciones de la ecuación modificada de Yang-Baxter (definida en la Proposición 1.4 de
• la Sección 2.1.3) y un tipos de biálgebras de Lie exactas.
• Lema 4.1 Sea u- E g 09 un 2-tensor antisimétrico y u’ E Hom(g*; g) el homomorfismo
• correspondiente. Asociando a todo 3-tensor t E g 0 g 0 g una aplicación bilineal t
9* X -4 g, mediante la siguiente igualdad:
• <¿;i~u>;y)> = t(¿;u>;y), para todo ¿,u>,y E 9*
• el corchete de Schouten invariante, [u-;u-] E g 0909 (expresión (e) de la Sección 2.3.1),
viene dado por:
• [u-;u-] (4; u>) = —2 (u-(ad<~) u> — ad<~> E) — (u’(¿); u’(u>)])
e
El miembro de la derecha tiene sentido aunque u- no sea antisimétrico.
• Prueba La expresión (e) en 2.3.1, es
• [r;u-](¿;u>;-r)= 2¼; [i(¿) ;~‘(n))>
Por tanto, como aplicación bilineal de g~ x 9* en g, para todo ¿, u>, y E g~ tenemos:
• <~;[u-;u-](¿;iñ> = 2<n4u’(y);?(¿fl> +p.c. =
• = 2<u>;(?(y);?(¿)1> +2Qy;[t(¿);t(u>)J> ±2<¿;[t(u>);«y))>=
• = —2 <u>; ad,~<¿~ ?(y)> + 2 <¿ ; adf(~) i(y)> + 2 <y; [?(¿); t(u>)]> =
= —2< ad(~) ¿ ;tCy)> + 2< ad(¿) i>; ?QY)> + 2 <y; [#E) ;
Ahora bién, u- es antisimétrico, entonces
<~; [u-;u-](E;u>)> = <y; —2?( adce> u>) + 2u-( ad%) E) + 2[?(¿) ;
lo que demuestra el lema. u
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En lo sucesivo prescindiremosdel factor 2 ydel signo —, de forma que utilizaremos
como definición de [r; u-] la siguiente, aunque u- no sea antisimétrico.
Definición 4.1 Sea u- 6 g 0 g un 2-tensor (no necesariamente antisimétrico) y u’ E
Hom(g*; g) el homomorfismo asociado. Definiremos el corchete de Schouten invariante
[u-;u-] E Hom(g~ >< g*; g) de la siguiente forma:
para todo E,u> E 9*
Lema 4.2 Sea u’ E Hom(g*; 9) ad-invariante (no necesariamente antisimétrico), es
decir, se satisface:
ad~ o?—? e ad,= 0.
Entonces:
(1) [u-;r}(a; 13) =
(2) [‘r;u-]es ad-invariante, por tanto, tenemos:
- ad1o[u-;u-] = [u-;u-)e(ad®1+1®ad),
o bien, al considerar el 3-tensor sobre g, [u-;u-], asociado a [u-;u-],
(ad~ 010 1±10 ad~ 01+1010 ad~)[u- ; r] = 0.
Prueba
(1) Teniendo en cuenta que ad~ e? — u’ o ad = 0,la definición (a) de [u-; u-] implica que:
[u-;u-](a; /3) = u’( ad(~) /3 — ad(fl) a) — [t(a) ; ?(/3)] =
— (ade(0) efl(/3) — (ad~($) ofl(a) — [u’(a); t(/3)] =
(2) La representación adjunta de g sobre g 0 9 0 g viene dada por la expresión:
tE g®g®g -4 (a4®1 01 + 10ad~®1 -i-1010ad±)t E 9®9®9.
De forma análoga a la expresión (d) de 1.1.1, al considerar el isomorfismo g ® g 0 g ~
Hom(g* x 9*; g) definido por
la acción adjunta de g se escribe asi:
ad~(O=ad~ei—te(adZ01)—te(1®adZ).
Entoncés, teniendo en cuenta el resultado de la parte (1), para todo a, /3 E g~, tenemos:
ad~([u-;u-D(a;/3) = ád~ ([2«a) ;?(/3)]) — [t(adZa) ;u’(/3)j — [f(a) ;u’(ad/3)]
Como por hipótesis u’ e ad~ = ad~ e? y ad~ es una derivación de g, se tiene finalmente:
ad±([u-;u-3)(a;/3)=0, paratodoa,/3Eg*,
que demuestra el apartado (2). u
e
e
e
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Lema 4.3 Sea g un álgebra de Lie, e»: g -4 g~ el isomorfismo asociado a una forma
bilineal, no degenerada sobre g, invariante por la representación adjunta, y sea R E
- End(g). Consideremos el homomorfismo 5 : —~ g (no necesariamente antisimétrico),
definido por la igualdad:
5 = Roe»’ E Hom(g*;g),
y la expresión (b) en 2.1.1:
Bn(a’;y) <R(a’);R(y)] —2R([x;t4n) . (b)
• Entonces, la aplicación bilineal [a;a] : x 9* g definida en (a) satisface:
[a;a] = —Ene (e»’ >< e»’) . (c)
• Prueba Por definición de .Bn(a’; y), teniendo en cuenta (b) de 2.4.1, se tiene:
• (En u.(e»’ xe»’))(a;/3)=
• = [ReC’(a);Ref’(/3)]—
• —R( [Re f’(a);e»’(/3)] + [e»’(a);Roe»’(/3)]> =
• = (5(a);5(/3)] —R( [ñ(a);e»’(13)]+ [e»’(a);ñ(/3)])=
• = [5(a);ñ(/3)] —ñee»( [a(a);r’(/3)] + [e»’(a);ñ(/3)]=
• = Id(a); 5(13)] — ñ (e» e ada(a) r’(13) — e» e ada(g) e»’(a))
• para todo a,fiEg*.
Ahora bien, e» es ad-invariante, es decir, e» e ad2 = ad e4 por lo tanto:
• —(Ene (&~‘ x ~
1)) (a; /3) = 5< ad(
0) /3 — ad~w>a) — la(a); ñ(/3)].
• u
• Observación A partir de la igualdad (c), si a es antisimétrico, la ecuación clásica de
• Yang-Baxter (ver Teorema 2.7 de 1.2.5):
• [a;a](¿;u>)=0, paratodo¿,u>Egt
se puede escribir así:
• Bn(a’;y)0, paratodoa’,yeg,
donde .1? = ñee» y e» el isomorfismo asociado a una ~rma bilineal, no-degenerada sobre g,
invariante por la representación adiunta. u
Proposición 4.2 Sea e»: g — g~ el isomorfismo asociado a una forma bilineal sobre el
álgebra de Lic g, e», simétrica, no degenerada, e invariante por la representación adj unta.
Sea R 6 End(g) antisimétrico con respecto a e» y sea u- E g 0 g el 2-tensor asociado al
• homomorfismo? = (R + 1) e e»’ E Hom(gfl g). Entonces, la ecuación modificada de
• Yang-Baxter (ecuación (a) de la Sección 2.1.3):
• Bn(a’;v) =
donde Bn(x; y) viene dado por (b), se expresa, en términos de u- E g ® g, de la forma:
e
• donde [a ; /3]~ viene dada por la expresión (c) de 2.4.1.
e
a
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Prueba
-(1) Se satisface la igualdad:
B<R+l)(a’;y) = —2(R+1)[x;y].
En efecto, teniendo en cuenta la definición (b) de BR(a’; y) y la expresión (b) de 2.4.1 del
corchete [;]R, de la condición BR(a’; y) = —[a’; y] se deduce:
0 [R(a’) ; R(y)] — 2R([a’ ;y]R) + [a’ y]
— [R(a’) ; R(y)i — R([R(a’) ; y] + [a’;R(y)]) + [a’;y].
Sumando y restando [a’;R(y)], así como [R(x) ; u] en el último miembro de la igualdad
anterior, se tiene:
0 = ((11 + 1)(x) ;R(y)] — {x;R(y>] — R[R(a’) ;y] — R[a’;R(y)] + [a’;y] =
= ((R + 1)(x) ; R(y)] — (R + 1)[a’ ; R(y)] — (R + i)[R(a’) ; y] + [(R + 1)(a’) ; y] =
= ((R + 1)(a’) ; (R + 1)(y)) — (R + 1) ([a’;R(y)] + [R(a’);v]) =
= [(R + 1)(a’) ; (R + i)(y)] — (R + 1) ([(R + 1)(a’) ; y] + (a’; (R + 1)(y)] — 2(a’ ; yJ) =
= BR+1(a’;y) +2(R+lffla’;y]),
que es le que se quería demostrar.
(2) La igualdad (c) se aplica a todo 2-tensora E g®g (no necesariamente antisimétrico)
y a todo endomorfismo R 6 End(y). En particular, coñsiderando el 2-tensor u- y el
endomorfismo R + 1, tenemos:
Iu-;r] = —B(R+l)(e»’ x
Si ahora se tiene en cuenta el resultado (d), la igualdad anterior se escribe así:
[u-;u-](a;13)= —B(R+,) (r’ x e»’) (a;13) = 2(R+ 1) [e»1(a) ;e»’(13)] =
= 2(tee») [e»~’(a);g’Qfl] = —u’([a;13y~’)
u
Proposición4.3 Seau- E £®n, tal que el homomorfismoS 6 Hom(g*;g), asociadoasu
parte simétrica s, es invertible y ad-invariante. Denotemos por e»: g — g~ el isomorfismo
inverso (5)—1. Entonces, si el homomorfismo u’, asociado a u-, satisface la igualdad (d),
(g; [;]; ¿5 u-) es una biálgebra de Lic exacta.
Prueba Al ser 5 es invertible e invariante por la representación adjunta, se tiene la
siguiente igualdad:
[u-;u-](E;u>)-i-?([¿;u>]~’) = Ia;a](¿;u>) — [s;s](E;u>), para todo a,/3 E g. (e)
En efecto, teniendo en cuenta la definición (a) de ¡u-; u-] y la expresión de [E;77]~’.dada en
(c) de 2.4.1, tenemos:
¡u-;u-](¿;u>) +? ([a;13]~) = ?(ad(¿) u>— ad<,,)¿) — [?(¿) ;?(u>)] + 2?ead(¿)u>.
e
e
e
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Separando las contribuciones de las partes simétrica y antisimétrica de r, la igualdad
anterior se escribe así:
— [a(¿)ñ(nfl — [A(¿); ~(~ñ]+e
+ i( ad~> ti — ad(~) ¿ — 2 ad<¿, ti) + (Ao ad~<~ 17 — [ñ(¿) s(i~)]) —
— (A o ad~<,) E — [ñ(tj)e
Como A o ad~,,> ¿ = ad3(~) oi, las expresiones que figuran en dos últimos paréntesis
son nulas. También lo es la antepenúltima como consecuencia de la simetría y la ad-
• invariancia de a, ya que entonces ad(~) ‘1 + adjc~> ¿ = O (igualdad (d) de 2.4.1). Por
• tanto:
Entonces, la hipótesis de la proposición se puede enunciar así: [a; al = [a;a].
• bigskip
Pero [a a] es invariante por la representación adjunta (Lema 4.2), por tanto, <a; aJ
también lo es. Esto, según el Teorema 3.1 de la Sección 2.3.2, es condición suficiente de
• biálgebra de Lie. U
Proposición 4.4 Sea r = a + a E g ® g la descomposición de un 2-tensor r, en su parte
simétrica a y su parte antisimétrica a. Sean t, &, ñ E Hom(g*; g), los homomorfismos
• asociados ar,a,a E g®g por el isomorfismo (c) de 1.1.1. Supángamos que A es invertible
y ad-invariante y que f satisface la igualdad (d). Entonces el endomorfismo
• R = i~o(A~1 —1 = ño (A7~’ E End(g),
es una solución de la ecuación modificada de Yang-Baxter y es antisimétrico con respecto
a la forma bilineal, », simétrica, no-degenerada e invariante por la representación adjunta,
asociada al isomorfismo (A)’ : —~ g~. En consecuencia, (g; E) es un álgebra de Lie
• doble.
e
Prueba En efecto, por definición de E y puesto que el 2-tensor s es simétrico, tenemos:
• <(—go Rtfta) ;fi> = <( — io (do (~r1Yft~) ;0> = <&(P) ; —(do (ir’)t(a)>
• = <(a (<~ A) (fi); —a> = —<d(fi) ; a> =
• =<ñ(a);0>.
• para todo a, fi E g. Es decir, A o — a. Por otra parte,
• Ro A = (f o(Af1 —1)o A = r — a = a.
Así pues, goRt — E o A que es la condición de antisimetría de E con respecto a a la
forma biineal ~ asociada al isomorfismo (A)’.
e
Por ser = (E ±1)o A y E antisimétrico con respecto a ~, la Proposición 4.2 nos
dice que E satisface la ecuación modificada de Yang-Baxter y ésto es condición suficiente
• para que (g; E) sea un álgebra de Lie doble (Proposición 1.4 de la Sección 2.1.3). u
Las Proposiciones 4.2, 4.3 y 4.4 justifican las siguientes definiciones, que definen
un tipo de álgebras de Lie dobles que están en correspondencia biunívoca con un tipo de
• biálgebras de
e
e
e
e
a
112 2 Ecuación Clásica de Yang-Baxter
Definición 4.2
(1) Sea g un álgebra de Lie y ~: g —~ 9* el isomorfismo asociado a una forma bilineal
simétrica, no degenerada sobre g, invariante por la acción adjunta de g. Sea R: g —.
una solución de la ecuación modificada de Yang-Baxter. Se dice que el álgebra de Lie
doble (g; R; 4b) es un álgebra de Lie-Semenov si R es antisimétrico con respecto a 4’.
(2) Sea r E g ® g tal que el bomomorfismo A, asociado a su parte simétrica s, es
invertible y ad-invariante y tal que? E Hom(g; g) satisface la condición (d):
[r;r](a;13) = —?([a;filfl , para todo a,fi E 9%
donde 4’ = A’. Entonces, se dice que la biálgebra de Lie (g; [4;ór) es una biálgebra de
Lie-Semenov.
A las álgebras de Lie-Semenov, Semenov (1994] las denomina álgebras de Lie-
Baxter.
Definición 4.3 Sean (91; 1;] í; Rl; ~ y (92; [;]2; R2; <D2) dos álgebras de Lie-Semenov
y 4’ : 9~ —. g~ una aplicación lineal. Se dice que 4~ es un morfismo de álgebras de
Lie-Semenov si:
(1) 4’:(gí;[;]í) —d92;[;]2) esun morfismo de álgebras de Lie.
(2) cIEío4’to<2 : (92;L;]n,) (gí;L;]R,) es unmorfismo de álgebras de Lie.
Teorema 4.1 Las categorías de las biálgebras de Lie-Semenov y de las álgebras de
Lie-Semenov son equivalentes en la correspondencia que asocia a todo endomorfismo
antisimétrico R c End(g), con respecto a una forma bilineal, simétrica, no-degenerada,
el 2-tensor r E g ® g correspondiente a? = (R + 1) o4’.
Prueba Con las notaciones obvias, sean (gj;[;],;Ór,), (g2;[;]2;6r2) dos biálgebrasde
Lie-Semenov y (91; R,; (A1)—’), (92; R2; (A2)’) las álgebras de Lie-Semenov asociadas
por aplicación de las Proposiciones 4.3 y 4.4. Sea 4’ : fi — 92 un homomorfisomo de
álgebras de Lie.
Sólo 4ueáa por demostrar que:
es un niorfismo de álgebras de Lie si ~r s¿lo silo es:
g1 o (A27’ (92;[;]n,) —. (gí;[;1.~1)
Pero
4’
t[E2 ;?72]~~ = 4? [(A
2)’(z2) ; (A2)’(y2)]~ =
= ~24’to(A2)í[z2;y21s2 = —2(A,)’o (g,o4’t o(A2)’) {x2;v2]R2
y [Ve 4t~]rI = [4?o (A2f~’(x2) 4? o (g2fí(,~2)]rI~ =
al
= [(&)‘ o (A1 o 4? o (A2)’) (x2) ; o (A1 o 4? o(A2)—’) (v2)]
2
o’
= --2(A,)’ [&~o
4,to(A2)í(z2);gí 04’t0 (A~7’(y~=)]~
por tanto:
4?K~ ‘72]~ — (4’t(¿); 4?(172)] k = —2(A1)—’ (~1 o 4? o (A2)’fr2 ; Y2]R2 —
— o 4? o (A2f~’(z2); A, o 4? o (A2)’(v2)]j~)
con lo que queda demostrado el teorema. u
e
e
e
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2.4.3 Biálgebras de Lie Doblese
• Sea (g; [;3;c)una biálgebrade Líe. Se ha visto (Teorema 2.3 de la Sección 2.2.2)
que sobre el producto cartesiano p g x g existe una única estructura de álgebra de
Lie, definida por el corchete:
• [(z;C);(u;ti)]p= (kr;yJ+ad~y— ad~x;(¿;ifl9. +adZti—ad~), (a)
• que induce las estructuras de álgebra de Lie de g y 9 y tal que deja invariante la forma
• bilineal simétrica <;>~ definida por:
• <(z;¿);(y;n)>~ = <E;y> +<n;’>, (b)
e
es decir la acción dual de p sobre p.
Sea (‘el isomorfismo asociado a <;>~ y sE P®P el 2-tensorasociado a ‘Z’~ : ~ p.
Vamos a cómprobar que a es la parte simétrica de un 2-tensor ni E P®P que define sobre p
una estructura de biálgebra de Lie-Semenov.
Proposición 4.5 Sea (g; [;];e) una biálgebra de Lie y (p; [;]~)el álgebra de Lie del
• Teorema 2.3 de la Sección 2.2.Z es decir, p = g x g~ y [; ]~ es el corchete definido en (a).
Consideremos el homomorfismo ‘it E Hom(p*; p), dado por la expresión:
• ñu:(E;x)Ep*~~<x;O)Ep. (c)e
Sim E ¡J®~~ esel 2-tensorasociadoporel isomorfismo definido en (c) de 1.1.1, (p; [;]p;8m)es una biálgebra de Lie-Semenov, es decir, la parte simétrica de ni es invertible y ad-
• invariante y m satisface la igualdad (d) de la Sección 2.4.2.
Pruebae (1) Consideremos los homomorfismos A,á : —* p, definidos por las expresiones:
• A(¿;x) = (1/2)(x;C); á(¿;x) = (1/2)(z;—¿). (d)
e
• Es inmediato comprobar que ‘it A + d. Además, para todo (¿; x), (ti; y) E p,
e
= <(¿;x);(1/2)(v;ti)> = (1/2) (<¿;ii> + <ti;z>) =
• Esta igualdad quiere decir que el 2-tensor a E p ® p correspondiente a A es simétrico.
De manera análoga, tenemos:
e
• <(¿; x) ; ñ(ti; y)) = (1/2) (<E; u) — <ti; x>) = —<(17; y); ñ(¿; x)>
que expresa la antisirnetría del 2-tensor a E p ® p asociado al homomorfismo a.
e
Como consecuencia de (d), A E Horn(p*; p) es invertible.
• (2) El isomorfismo 0 : —. p asociado a la forma bilineal <;>, definida en (b) viene
dado por la expresión:
(‘(z;¿) = (E;x) =
e
e
e
e
e
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Al ser <;>~ invariante por la representación .adjunta asociada a [;]~(Teorema 2.3 de la
Sección 2.2.2), se tiene que s es también invariante por esta representación de p.
(3) Como A es invertible e invariante por la representación adjunta de p, tenemos
sobre p~ un cotchete de Lie, que viene dado por la expresión (c) de la Sección 2.4.1:
[(E;x);(~; y)]3 = — 2adi(¿;±)(ij;y), (e)
(4) La representación coadjunta de p se escribe de la siguiente forma:
ad~;c(ti;y) = (adE—adti—IE;iflr;adz--ad¿y—Ix;yl) . (f)
En efecto,
<adr~.¿>(ti; y); (z; it)> = —<(ti; y); ad(x;¿)(z; ti)> = <(ti; y) ; [Qr;E); (z; p)]~>
Si tenemos en cuenta la forma del corchete [;]~(expresión (a)), la igualdad anterior se
escribe así:
<ad~~;~0ny);(z;p)>=<(rnv);(Lx;z]+ad~z—adx;[E;p]g.+adZp—adE)>,
es decir,
<adtx;e) (ti; y); (z; p)> =
<17; ; z] + ad z — ad x> + «E; it]g~ + ad p ad E; y> =
= <— ad ti — ad¿ ti; z> + <adM ~i; x> + <ti; — ad~ y — ad~ y> + <E; ad~ x> =
= < — ad~ ti — ad¿ ti; z> + <ti; ad x> + <ji; — ad~ y — ad
1, y> + <ad E; z>,
que demuestra la expresión (f).
(5) Sea [ni; ni] e Horn(p >< p;p) dado por la Definición 4.1 de 2.4.2, se satisface la
expresión (d) de 2.4.2:
<ni; ni] ((E; x); (ti; y)) = —‘iz ([(E; x) ; (rl; y)]3) (g)
En efecto,
= ñ (ad~«¿~(ti;u) — adi.(,I;v)(E;x)) — [‘idE;x);‘ii(ti;y)1~ + rñ([(¿;x) ;(rny)]8)
Sustituyendo la expresión (e) en la igualdad anterior, se tiene:
(ni ;rn] ((E;x); (ti;v)) +‘th([(E;x) ; (ti;y)V) =
=rit (ad~.<¿.~)(ti;Y) — ad~q~.~>(E;x)) — [ñi(E;x);ñ~(ti;y)]~ — 2ñi (ad<¿±)(mv)) . (h)
Ahora bien, teniendo en cuenta (f),
adj.(~;y) (E; x) = ad~v;o) (¿; x) = (ad E; [u;r] — ad y)
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por (c), se la
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y
adY,(C.~) (~; y) — 2 adc¿;x> (17; y) = — ad~). (ex> (w y) = — ad~o.e> (~; y) =
ya que A + ñ — 2A = —(A — a) = ~(ifOt.Por tanto,
= ([v;x] —ad~y;0)
— 2ad;(¿.Z)(ti;y)> = (ad¿y;0),
Por otra parte, volviendo a tener en cuenta (a),
[ñi(¿;x) ; ñt(rj; y)1~ = [(x;0); (y; 0)], = ([x ; y]; 0),
Sustituyendo (i), (k) y (1) en (Ii), se llega finalmente a:
que es la condición (g).
Definición 4.4 Sea (g; [;];e) una biálgebra de Lie. A la biálgebra de
(p; [;],;6 m), donde p = g ® g~ y[;], viene dado por la expresión (a) y m
denomina biálgebra de Lie doble de (g; [j; 4.
Proposición 4.6 Sea (g; [;];c) una biálgebra de Lie, (p; [;],;6 ni) la biálgebra de Lie
doble de aquella. Entonces, el corchete [;$ sobre el álgebra dual p~, definido por la
aplicación transpuesta del 1-cocido 6 ni viene dado por:
Es decir, (p*; [;]~) es el producto directo del álgebra de Lie (g; [;]~.) y el álgebra
opuesta a g.
Prueba Por definición,
[(¿;x) ; (ii; y)]~ = ad~(,,;y) (¿; z) — ad~<e;x> (u; u)
ahora bien,
— adR<e~> (u; y) = (1/2) (ad~0.~> (u; y) — ad~z;o) (~; y)) =
=(1/2)([¿;tfl—ad¿—adu; [y;x]+adx-i-adjv)
Por lo que queda demostrada la proposición.
Proposición 4.7 Sea (g; [;]e)una biálgebra de Lie,
yección de g en p es un morfismo de biálgebras de Lie
antimorfismo.
su doble.
y la inyección de 9* en
(m)
u
La in-
p es un
a
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Prueba Sean
t:xE5—4(z;0)Ep ~, it:(E;z)Ep*~EEg*
De la definición de [;]~se deduce:
i([x;y]) = (i(x) ;i(y)]p
y
Por otra parte, si
j:EEg*~~.(0;E)Ep y jt:(¿;x)Ep*~xEg,
se tiene
y
fi (((E; z) ; (n; v)12 ) = — [jt(¿; x) ; it(ti; y)]
u
Como biálgebra de Lie-Semenov, (p; [;]~;6m) tiene asociada un álgebra de Lie-
Semenov (p; R), donde R c End(p) está definido por la igualdad R = ño (A)’. Por lo
tanto,
RQr;¿)=2ñ(E;x) =(x—fl,
es decir,
R(x;E) = (Pg ~r) (x;E) = (x;0) — (O;E)~
El álgebra de Lie-Semenov asociada a (p; [;]~;6 ni) es pues de la clase estudiada en la
Sección 2.1.2.
El corchete que R determina sobre p, (expresión (b) de la Sección 2.4.1), es
[(z;E); (y;ti)]~ = ([x;y]; [n;E])
siendo de comprobación directa que se satisface:
[(x; E) ; (y; o)]. = —2(A)—’ ([s(E~ x) ; A(
17; y)] R)
2.5 Corchete de Sklyanin y Ecuaciones de Lax sobre O
Sea O el grupo de Lic simplemente conexo de álgebra de Lie g y r E g ® y.
Si (g;[;];br) es una biálgebra de Lie exacta, se ha visto en la Subsección 2.3.2 que
sobre O existe una estructura de grupo de Lie-Poisson cuyo corchete viene dado por la
expresión U) de 2.3.2.
Supongamosque sobre g está definida una formabilineal, simétrica, no-degenerada,
invariante por la representación adjunta de y y que 4’: y — es el isomorfismo asociado.
Entonces (Corolario de la Proposición 4.1 de 2.4.1), si (9;R) es un álgebradeLiedobleyel
endomorfismo R E End(g) es antisimétrico con respecto a 4’, el 2-tensor r correspondiente
(por el isomorfismo (c) de 1.1.1) al homomorfismo ? .= (R + 1)o4’’ E Horn(g’ ; y) define
una estructura de biálgebra de Lie exacta sobre y. Así pues, sobre el grupo O, se tiene
una estructura de Lic Poisson determinada por el endomorfismo R.
En esta sección vamos a demostrar que, de forma análoga a lo establecido en el
Teorema 1.4 de la Sección 2.1.3, si el endomorfismo Res además solución de la ecuación
modificada de Yang-Baxter, las soluciones de las ecuaciones del movimiento relativas al
corchete de Lie-Poisson que determina R sobre G, definidas por hamiltonianos que son
funciones centrales, se pueden encontrar por el método de factorización.
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• Definición 5.1 Sea O un grupo de Lie simplemente conexo de álgebra de Lie g. Sea r =
• s + a E g ® g un 2-tensor contravariante (a su parte simétrica ya suparte antisimétrica)
- tal que s y el 3-tensor [a;a] <expresión (a) de 2.3.1) son invariantes por ¡a representación
adjunta. Sean (e») una base de g, ruy las componentes de r en dicha base, x~ y x~ los
campos vectoriales definidos por traslación a la izquierday a la derecha respectivamente
• de (e»). Se denomina corchete de Sklyanin a la aplicación bilineal dada por la expresión:
= Z~»~ (LXX~LXX4’—LXP~LZP4’) , (a)
que, según el Corolario de la Proposición 3.6 en 2.3.2, define una estructura de Lie-Poisson
• sobre O.
La estructura de biálgebra de Un exacta sobre un álgebra de EJe g está unívo-
camente determinada por la parte antisimétrica a del 2-tensor r, una vez que se tiene
la invariancia por la representacion adjunta de la parte simétrica s (ver expresión (f)
de 2.3.2). Por- lo tanto, la correspondiente estructura de Lie-Poisson sobre el grupo,
no depende tampoco de a. En el Lema 3.2 de la Sección 2.3.2, donde se da la forma
• explícita del 1-cocido 1: 0 —+ g ® g que define el corchete de Lie-Poisson (a), se observa
esta dependencia única de a. En consecuencia, podemos suponer que r es antisimétrico
de partida:e
Proposición 5.1 Sea r E g A g un 2-tensor tal que el corchete de Schouten k ; r] es
invariante por la representación adjunta. Si denotamos por? E Hom(g* ; g) al homomor-
llamo asociado, el corchete de Sklyanin se expresa os:
• ; 44(g) = <(T~A9)
t d’p(g) ;?((T~A
9)
t . d4’(g))> —
• — <(T~p
9)
t . dq~(g) ;?((T~p
9)
t . d4,(g))> , (b)
• para todogEOypara todo rp,4’cC¶G).
Teniendo en cuenta la antisimetría de r, es decir, <a; ?(fi)> = —(fi; f(a)> para todo
• a, fi E g~, la expresión (b) se escribe también así:
e
¼;44(g) = <(T~p
9)
t . d4’(g) ;? ((Te p
9)
t . &p(g)) > —
— <(TeAg)t . di~(g);? ((T0ig)t. d’p(g)) >
• para todo gE O y para todo ~ E CM(O).
e Prueba Si (e») es una base de g, se tiene:
• rt~t’L
2>«<p(g) L~4(g) = r»~ ((T~A9)
t dy(g)) (e») ((T
0Á9)
t . d4’(g)) (e,..) =
• — r»” ((T~A
9)
t . dso(g))» ((T~A
9)’ . d4’(g)),, =
• — <(TeAg)t . dc~«g);t ((T~>t9)t. d4’(g))>e
de la misma forma:
• r»UL~pcp(g) L~~4’(g) = <(2’epg)t . d~o(g);t ((T~p
9)’ . dg«g))>
e
• u
e
e
e
e
a
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Corolario Sea O c GI(n; IR) el subgrupo de Lie de GI(n; 2), conexo, con álgebra
de Lie g c End(R~). Si t E H¿m(g; g) es el homomorfismo asociado a un 2-tensor
antisirnétrico r E 9 A g, tal que se satisfacen las condiciones del Proposición 5.1. El
corchete de Sklyanin definido por r viene dado por la expresión:
{<p;4}(A~= <Ad4’(A);f (Adso(A))> — <d4}A)A;?(dso(A) A)> , (c)
para toda matriz A COy todo par de funciones ~,4’E C¶O).
Prueba Interpretamos los elementos de (TLGI(n; É)>* como matrices (a’h con el mis-
mo criterio de indices que las matrices de End(R~) y la acción dual así:
<a;A>=a’.a3> A~(a)Eg; aEg*.
Sea A E G1(n; IR), las traslaci¿nes por la izquierda y por la derecha definidas por A
son los difeomorfismos:
GL(n; R) .~4 GI(n; R) O1(n; R) ~. C1(n; IR)
B-.A•B B—.BA
Las aplicaciones tangentes en el elemento unidad 1 E Ol(n; IR) a ¾3’ PA vienen dadas
por:
Ti As
X—AX
ya que:
d
T¡AA(X) = ~A. exptX~~ = AIX,
y de forma análoga para TIPA.
Las duales de estas aplicaciones tangentes son:
(TI,\A)t.a=a.A y (TIPA)t.a=A.a,
ya que:
a ;X> = <a;TI>IA . X> = <a;A . X> a§(A. X~ —
= & A’ 4=
~ k a.Ah,X~F=<a.A;X>
y
<(TipA)t .a;X>=<a;TIPÁ.X><a;X.A>9(X A)’,—
= a’ X’ A” —
~ k ~—
para todo X E EndQR~).
Teniendo en cuenta ahora la Proposición 5.1,
{<p;’i,b}(A) = <(TIPA)t .d4«A) ;i’ «TipA)t .d<p(A)) > —
— <(TI~XA)t . dtk(A);? ((T
6.XA)
t . dso(A))> =
— <Ad4~(A) ;?(A 4p(A)) > —
que es la expresión (c). u
e
e
e
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Teorema 5.1 Sea O un grupo de Lie simplemente conexo de álgebra de Lie g. Sea
• i” E g A g un 2-tensor antisimétrico, tal que el corchete de Schouten [r ; r] es invari-
ante por la representación adjunta, y? E Hom(gr%; g) el homomorfismo asociado por el
isomorfismo (c) de 1.1.1. Entonces:e
(1) Las funciones centrales de G, es decir, aquellas funciones ‘p E C~(O) tales que
o A9 = o p9 para todo g E O, están en involución con respecto al corchete de
• Sklyanin que define r.
• (2) Sea s~ E C~(O) una función central de O. Las ecuaciones del movimiento reíativas
• al corchete de Sklyanin, con hamiltoniano ~, son:
• = (T~A~<t> — T~p~<~>) . M(c(t)) , M(c(t)) = ? ((T~pq~9tdcp(c(t))) , (d)dt
• donde e: t E 1 —. c(t) E O es una curva integral del campo hamiltoniano ~ definido
por la condición: Lx~4’ = {cp ; 4’}.
(3) Si o% G¿(n; IR) es un subgrupo de Lie de GI(n; IR), las ecuaciones del movimiento
adquieren la forma de Lax:e
dA — [A;M], M=?(Adp(A)). (e)
dt
e
La demostración se basa en la siguiente propiedad de las funciones centrales sobre
un grupo.
• Lema 5.1 Sea O un grupo de Lie y ~ E Cm(O) una función central, es decir, tal que:
• ~poA9 =<,3OO9, para todog E O.
Entonces:e (1) (TeAg)t <4o(g) = (TePg)t . drp(g), para todo g E O.
• (2) d~(g0) = (TgdIh)t d~(g), para todo h E O,
• siendog=1h(go)ydondeI~:gEG—.hg1C’EO.
• Prueba Las igualdades se obtienen al derivar los dos miembros de la definición de
función central. u
• Prueba del Teorema 5.1
(1) El corchete de Sklyanin que define r viene dado por la expresión (b):
e
{cp ; 44(g) = <(T~A9Y . d<p(g) i ((T~A9)
t . d4’(g))> —
— <(TePg)t . dsc(g);? ((T~p
9)
t . d4’(g))>
pero como ~,4’ son funciones centrales, el Lema 5.1 implica
• {~;4’} =0.
e
(2) Al ser ~ E C~”’(O) una función central, el Lema 5.1 implica que el corchete de
Sklyanin de ~ y 4’, dado por la igualdad (b), es igual a:
e
• {<p ; 4’}(g) = <d4’(g); (T~p
9 — T~A9) ? ((TePg)
t .
e
e
e
e
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por lo tanto las ecuaciones del movimiento con hamiltoniano ~, relativas a este corchete,
son:
(T~A0 — TePc) f((T¿p3t . dso(c))
(3) Enel caso de que Oc O1(n;R), siles la unidad del grupo,
dA
= (TIAA — TIPA) . ?((TÍPA) dso(A)) =
= A?((TIPA)
t . dse(A)) — ?((TÍpA)t . d~(A))A
= A?(Adso(A)) —?(A&p(A))A = [A;M].
u
Para enunciar el teorema de obtención de soluciones por el método de factorización,
recordemos algunos resultados de la Sección 2.1.3.
Sea O eV grupo de Lie simplemente conexo de álgebra de Líe g. Consideremos
un endomorfismo R E End(g) solución de la ecuación modificada de Yang-Baxter y
definamos los endomorfismos de 9:
1
= -(R±1).
2
Según la Proposición 1.5 de 2.1.3, denotando por gR al espacio vectorial g con el corchete
de Lie [4k, tenemos que
gR —
son homomorfismos de álgebras de Lie. Por lo tanto, g± Im R±son subálgebras de
Lie de g.
La aplicación
(R~;R.4 : SR —o+ x 9. Cg )< g
es un homomorfismo de álgebras de Lie inyectivo, de forma que todo elemento re E g
admite una descomposición única re = re+ —re... con (re;; t...) E Im(R+; R.) (Teorema 1.3
de 2.1.3).
Sea 0R el grupo de Lie simplemente conexo de álgebra de Lie gs y l?~ : 0R —. O
los homomorfismos de grupos corréspondientes a R±.Los subgrupos de Lid conexos,
G±>ImR±,correspondientes a las subálgebras de Líe 9±de g, son subgrupos de Líe
cerrados de O y la aplicación
es un homomorfismo localmente inyectivo en un entorno de e E 0R, de grupos de Líe.
Por otra parte, la aplicación tangente en (e; e) a:
Ir: (g; h) c Gx O .—~ gh’ E O
viene dada por la expresión Tce;¿>r(re; y) = re — 1/. Entonces, T~ (ir o (R+; R4) es el iso-
morfismo de espacios vectoriales re E DR — — Z. E 9, donde (re+; re...) E hn(R÷;R.4,
lo cual ÑAjilica que la coniposición:
ir o (A~; fr.) ge 0R —~ g+g§ e O
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es un difeomorfismo local en un entorno de la unidad de O.
En consecuencia, todo elemento g E O, suficientemente próximo a la unidad e e O,
admite una factorización única:
Teorema 5.2 Con las notaciones anteriores, sea 4’ : g -.— 9* el isomorfismo asociado
a una forma bilineal, simétrica, no degenerada sobre g, invariante por la representación
adjunta. Sea R E End(g) un endomorfismo antisimétrico (con respecto a 4’), solución de
la ecuación modificada de Yang-Baxtery? — Ro4’’ E fIom(g; g). Si p E CM(O) es una
función central de O, la solución de las ecuaciones del movimiento (d) de hamiltozñ ano ~,
con valor inicial eo E O, es:
c(t) = b;’(t)co b~(t) = b:’(t)c0 &.(t) (E)
donde b±(t~ E 0±están definidos para t suficientemente pequeño y satisfacen elproblema
de factorización local:
exp (2t4’’ ((Tepe.,)
t d4~(co))) = b~(t) bE’(t), (g)
para t E R suficientemente pequeno.
Análogamente a lo que sucede en el Teorema 1.2 de 2.1.2, la igualdad de las solu-
ciones (f) es consecuencia de la condición de función central de ~.
Para demostrar el teorema haremos uso de la siguiente expresión de las ecuaciones
del movimiento.
Lema 5.2 Sea 4’: g —. g~ el isomorfismo asociado a una forma bilineal, simétrica, no-
degenerada, invariante por la representación adjunta. Sea R E End(g) una solución de la
ecuación modificada de Yang-Eaxter, antisimétrica con respecto a 4’ y 14 = (1/2)(Rt 1).
Sea w E C~ (O) una función central sobre el grupo de Lie simplemente conexo de álgebra
de Lie g. Si 4 = R±o E Hom(g*;g) y r E g ® g es el 2-tensor correspondiente,
las ecuaciones del movimiento (d), de hamiltoniano ~, relativas al corchete de Sklyanin
definido por r, se pueden escribir es:
dcy 2 (T~k<t> — Tepe<o) (?±((TePeco)t #(c(t)))) (h)
Prueba Como 24 = ? ±4’1, tenemos:
2(T~A~ —T~p~) (?±((Tepe)tdcp(C)))=
= (T..\~ — T~p~) (?((Tepe)t dso(c))) ±(Te.Xe — Tepe) (4’—’ ((T~p~)t d<p(c)))
El lema se demuestra comprobando que el segundo término del segundo miembro
de la expresión anterior es nulo. En efecto, al ser ~ una función central, por el Lema 5.1,
se tiene que:
(T~k — Tepe) (4’—’ ((T~p~)t dcp(c)) ) =
= ~ o 4’’ o (T~k)t dp(c) Tepe o 4’’ o (T~p~)t dcp(c). (i)
e
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Ahora bién, la invariancia por la representación adjunta de la forma biineal ~
asociada a 4’, es decir, la condición: 4’(Ad9 re; Ad9 y) = «re; y), para todo re, y E g y para
todo g e O, implica que:
TePg o 4’’ o (T~ p9)t = T~A9 o 4710 (Te>i9)t.
Entonces, sustituyendo en (i),
— T~p0) (4’—1 ((TePr)
t dso(c))) =
— T~p~ o 4’~ o (Tep
0)t &p(c) — T~p~ o o (yp)t d~c(c) = O.
u
Prueba del Teorema 5.2
(1) La derivada con respecto a t de la solución (f) propuesta por el teorema es:
= (Te>tC(t> —T~p~<~>) (Tbct)Ab(t)~1~t”~ (j)
dt ka±dt ,1
En efecto, como la derivada de la operación del grupo: Ir : (g ; h) E O >< O —* gh e O
viene dada por la expresión: T<9 ;h)Ir(reg ; reh) = ThA9(xh) + T9pñ(reg) donde re9 e T90 y
reh E T~O (ver Dieudonné [1970]), tenemos:
dc (d i—i\ db~y = Tb±(n-lC0pb+q) dP+(t)) CO)) +
db+
= Ta+(t)~1~.,pa+(t> oTb±(t)..1p db;
1
Ahora bién, el Lema 1.1 de la Sección 2.1.2 afirma que:
dic1 _ + db~a
dt
por lo tanto, teniendo en cuenta que las traslaciones por la izquierda y por la derecha
conmutan,
dc T pb+0Tb~.lPco0TeAb~l oTb+pb~I +T .\
+c0 + + +~V b+b;c.,dt —
oT,oT-,oT,N.-,— db+
+ Pb+rPcoePbb+b.
= ~TCpCoTbl)~b~JÉ± +T~ o Tb~ .Xb-~ db~ _
+ dt ~ + dt
= (T~>~~ —T~p~)
que es la igualdad (j).
(2) Hay que probar que (h) y (j) coinciden, es decir, que se satisface la igualdad:
db~ (k)
24 ((Tepcgt))t dcp(c;(t))) = Tb±(e)Áb~(e)—1-~r
(3) Si (6+, 6...) e Im(R~; R...) estan definidos por la factorización (g):
(1)exp (2t47’ ((TeP~)td~(co))) =
e
e
e
e
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e
se tiene la siguiente igualdad:
• 2&’ ((Tepc(t>)t(dsc(c(t)))) = Tb+(tvXb+(t,—1 — T~<~»~ <e>—’ ~ . (m)
e
En efecto, la derivada con respecto a t de la igualdad (1) es:
• ~exp (2±r’ (<tp~
0>td~(co>)) (247
1(Tepc.oYd~o(co)) =
• ~ dEi..
• — dt —Tb+(t,Pb(t>—I o T~.X~g~> o Tb (t>Áb (t)—’ ~
• y componiendo por la izquierda con: (TS+(t)p&ct)—Ií’ y (T~.\b+(t)f’ se llega a la
• igualdad:
db~ db
2 Ad (b...(t)’) o o (T~p~.,)t d<p(co) = Tb±(t).Xb+ct>-.I~ — Tb (t)>~b (t)’ ~ (n)e
Como ~ es una función central, se tiene (Lema 5.1):
e
c4o(co) = dcp(c(t)) o T~b±(t>Ab±ct)-Io
por lo que el primer miembro de (n) se puede escribir de la manera siguiente:
• 2Ad(b4t)’)of’ o (TePco)tdIP(co) = 247’ oAd(b...(tY~í)(dw(co) o Tepe.,) =
• = 247’ oAd*(b...(ty1) (d~p(c(t)) OTe0b .\b:i oTc
0pb oTePco) =
= 247’ oAd* (b...(t)—’) (d#~(c(t)) oT~j, Áb:I oT¿PC<,b ) . (o)e
Si ahora hacemos uso de la igualdad Co b...(t) = 64t) c(t) (que es consecuencia
de (f)), la expresión (o) se puede desarrollar así:
• 2 Ad(tu (tf’) o 47’ 0 (TeP<,.,)td4« cO) =
= 24’’ oA& (b4t)’) (ds~(c(t)) oTCe.b .¾:t OTePb
= 247’ oAd’ (b:’) (&P(c(ty>oTe0b Ab.-ITb PcOTePb ) =
e
• = 2&’ oAtf (6:’) (#(c(t)) OTCPCOTb Ab:1 OTePb)
• = 247’ oAd (bÁty-’) (d4i(c(t))oT~p~oAd(b...(t7’)) =
• = 247’ o A& (b4t)’) o A& (b...(t)) (d~(c(t)) o T~p0) =
• = 247’ (ikp(c(t)) o T~p~)
Sustituyendo esta expresión en el primer miembro de (n), obtenemos:
e db~ T
• 24’’(dcp(c(t)) oTep~<t>) = Tb+(t)>~b~(t)—1...2..... —
e que es la igualdad (m) que se quería demostrar.
• (4) Se tiene
• ¡ db~ T >tbÁt)..d d&2~ elm(R+;R.j. (p)
• kTb+(t>Ab+(t>..I —~¿,—; bAC)
e
e
e
e
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En efecto, la condición de homomorfismo de grupos de R±se puedeexpresar así: o
= R±o% para todo g E O. Entonces, teniendo en cuenta que A±b(t)= b±(t),los
términos del segundo miembro de (m) se pueden escribir de la siguiente forma:
Tb±(t).Xb~(t)—~(db±)=Tb÷(t)Ab±(t>1oTb(t)R±(~) —
(d6’~
Tao ~Ah+t~I O n±J = Tb(t) (~~tbt—’ o .ñ±)~ =
= Tb<t) (A±o .~\b<t)-’) (~) = T~R±(Tb(~)~b<t>1 §~) . (q)
Ahora bién, por definición R±= T6R±,entonces la igualdad (q) implica que (p).
(5) Como Res una solución de la ecuación modificada de Yang-Baxter, del Teorema 1.3
de 2.1.3 y de (p) se deduce que la descomposición (m) es única, es decir,
db±
R~ (2~—’ (dcp(c(t)) OTePC(t))) =
que demuestra (k), ya que 24 = 2R±o47’. u
Corolario Sea O c.G«n; R) un subgrupo de Lie de G1(n; IR). En las hipótesis del Teo-
rema 5.2, las ecuaciones del movimiento (e) definidas por R E End(g), con hamiltoniano
~i E C~(O), tienen por solución con valor inicial Ao E O a:
A(t) B±(t)-’Ao B±(t),
donde B±satisfacen el problema de factorizacion:
exp(2tAoc4o(.Ao)) .B+(t).B.4t7’, (B~;B...) E Im(R~;R...).
Prueba Demostración del teorema anterior en el caso de un grupo de matrices.
(1) Sean 4 = 14 o47’, donde 14 = (1/2)(R t 1), y M~ = ?±(Adep(A)). Las
ecuaciones del movimiento se pueden escribir de la siguiente forma:
dA
r =2[A;M±].
(2) La derivada de la curva sobre el grupo A(t) = .B±(t)—’Ao B±(t)es:
dA — ___
‘‘dt]
(3) Se parte de la factorización:
exp(2tAo&p(A0)) =
Al derivar con respecto a t se obtiene la expresión:
247’ (A(t) d4~(A)) = R~(t)’ dB~ _ .8 (t)’ ~
dt
(4) Se tiene:
~>‘~ dt
Como R satisface la ecuación modificada de Yang-Baxter, y la descomposición de (3) es
única, lo cual implica que
dB~2M~ 24 (Ad’p(A)) = B±(t)—‘ dt
u
e
e
e
e
e
e
e
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e
Ecuación Cuántica Triangular de Yang-Baxter
e
Sin téner en cuenta consideraciones topológicas, se puede afirmar que todo grupo
• de Lie O determina y está derterminado por por el álgebra de Hopf conmutativa y no-
coconmutativa (C~(O); ; A), donde A : Cco(G) —. C”(O)éC¶O) es el coproducto
definido así:
• A«g; Ji) = «g. Ji).
Por otra parte, la condición de grupo de Lie-Poisson (Definición 2.1 de 2.2.1) puedee expresarse en términos de A. Si A es el 2-tensor que define el corchete de Poisson, {;
• sobre un grupo de Lie O, (O; A) es un grupo de Lie-Poisson si y sólo si el coproducto es
un morfismo de Poisson:
• A{¿p; 44= {Ap; A4’}; ~o,4’ E C¶O). (a)
Situando implícitamente estas consideraciones en el contexto de la teoría de los
productos estrella, Drinfeld [1986]propone la noción de cuantificación de un grupo de
• Lie-Poisson (O; A). Esta consiste en dotar a Cco(G)[Jfl] con una estructura de álgebra
de Hopf no-conmutativa, no-coconmutativa, donde el coproducto A sea el mismo que el
de C¶O) y el producto * sea un producto estrella. Es decir, un grupo cuántico se puede
definir como este álgebra de Hopf.
e
El problema es entoncesconstruir, sobre un grupo de Lie-Poisson (O; A), productos
estrella que satisfagan la condición de compatibilidad:
e
• A(4’*4’)=A4’*A4’, (b)
estando el producto estrella del miembro de la derecha definido de forma canónica sobre
• Co~(O)~C~(O) C¶O x O).
• En este capítulo se estudia el caso de los grupos de Lie-Poisson triangulares (Defini-
ción 3.3 de 2.3.2), es decir, aquellos en los que el 2-tensor de Poisson es A = AÁ~AP, siendo
AA y A~ los tensores 2-contravariantes obtenidos a partir de r E A2(g) por traslación a
la izquierda y a la derecha respectivamente y r una solución de la ecuación clásica de
• Yang-Baxter (Definición 3.2 de 2.3.2).
A partir de un producto estrella invariante y sobre la base del trabajo de Drin-
• feld [1990], Takhtajan [1990]define un producto estrella (Teorema 1.2) que satisface la
• relación de compatibilidad (b).
• 125
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El procedimiento es el siguiente. Como se ha visto (Proposición 4.1 de 1.4.3), todo
producto estrella invariante por la izquierda, * A, sobre O está definido por un elemento
F E 21(g) ® 21(g)([h]]. En notación polinómica (ver Secciones 1.4.1 y 1.4.3)
F(re;y) = 1±ZFí(x;y)W,
2=’
de forma que, si (F~(re; y))>~ es el operador bidiferencial invariante por la izquierda deter-
minad& por F~(x; y) E 21(g) e 21(g), las 2-cocadenas C~ de *~ vienen dadas por:
C~Qp;4’) =
donde ji : C’0(O) ® CY~.(O) —. C~(O)[hj] está definida por la expresion:
P(z~®4’ow) =3~wM.
En términos de F(z; y) yen dicha notación polinómica, la propiedad asociativa se expresa
así (Proposición 4.1 dc 1.4.3):
F(z+y;z)F(re;y)=F(re;y+z)F(y;z). (c)
Análogamente, un producto estrella invariante por la derecha, *P, está definido a partir
de un único elemento H(rr; y) E 21(g) e 21(g) [h]] de manera que las 2-cocadenas D~ de *P
vienen dadas por: D~(~; 4’) = ji((Hi(re; y)) ® eQ
expresándose la propiedad asociativa así:
H(re;y)H(re+y;z) =H(y;z)H(re;y+z). (d)
En particular, si F(si;y) satisface (c), F’(re;y) satisface (d). Y
= p((F1(re;y))P(F(re;y))A(
4,® 4’)),
es un producto estrella (no-invariante) que satisface la condición de compatibilidad (b)
(Teorema 1.2 de la Seccilon 3.1).
La relación entre los productos estrella y la ecuación cuántica triangular de Yang-
Baxter, ECTYB, está descrita en dos teoremas enunciados por Drinfeld [1983b], cuya
demostración desarrollamos en las Secciones 3.2.2, 3.4.1 y 3.4.3.
El primero, Teorema 2.1, establece que a partir de un producto estrella invariante
por la izquierda F(x;y) se obtiénen soluciones de la ECTYB sobre 21(g)[hfl. El elemento
S(ry) —F’(y;re)F(re;y), (e)
satisface
S(x; y) S(re; z) S(y; z) S(y; z) S(z; z) S(re; y)
S(re;y)S(y;x) = 1.
El segundo consiste en un recíproco parcial que estudiaremos en dos partes.
ee
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En primer lugar (Teorema 4.1), veremos que dada una solución Re End(R®IR)[h]]
• de la
R’2R’3R23 =
R’ 2R2’ = 1,
• existe un producto estrella invariante por la izquierda F(re; y) sobre el grupo de Lie
G«n;R) tal que, si S(re;y) es como en (e), se tiene:
• (P®P)S=R, (f)
• donde
• P : g~(n; IR) —. End(R~),
• es la representación natural del álgebra de Lie g((n; IR).
Después (Teorema 4.3), demostraremos que cualquier otro producto estrella inva-
• riante por la izquierda F’(re; y), que satisfaga (f), es equivalente (Definición 4.2 de 1.4.4)
a F(re; y). Es decir, existe un elemento de 21(g):
do
• E(re) = 1 + Ji’ e
e
• tal que
• F’(z; y) = E1(re + y) F(re;u) E(re) E(y).
Mas aún, E(re) se puede escoger con la condición PE = 1.
Para probar estos teoremas, nos ha sido necesario demostrar el Teorema 3.2 quee proporciona una interpretación cohomológica de la ecuación cuántica triangular de Yang-
Baxter.
• Si 6 es el operador de cohomología del complejo de Hochschild invariante sobre G
(Sección 1.4.2), la relación (c) es equivalente al conjunto de relaciones (expresiones (c)
• y (d) de 1.4.3):
• ÓFL(re;y;z)=a¿(z;y;z); l=1,2,3,• , (g)
• donde
a¿(re;y;z)= >3[F
1(x+y;z)Fj(x;y)—Fi(re;y+z)Fj(y;z)].
e
Supongamos que estas relaciones se satisfacen para 1 = 1,2,. . . , k — 1. Entonces la
• teoría de Gerstenhaber [1964a] (ver también Lichnerowicz [19821)establece que a~(re; y; z)
es un 3-cocido de Hochschild. Pero a partir del Teorema 4.1, se tiene:
e
• ckk(re;y;z)=Aak(re;y;z)+óEk(re;%/;z), (h)
• donde Áa~(z; y; z) es el antisimetrizado de a~(re; y; z) (que es un 3-tensor invariante
sobre O), y donde E~(re; y) es una 2-cocadena. Por tanto (g) se satisface con 1 = le si y
sólo si ak(re; y; z) es exacto, es decir, su parte antisimétrica es nula.
e
Con estas consideraciones, en la Sección 3.3 se prueba que, si
• 00
F(x;y) = 1 + >3 F1(re; y)t? E 21(g) ® 2l(g)[h]],
e
e
e
e
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es un producto estrella hasta el orden le — 1, es decir, si se satisface (g) para ¿ =
1,2,... ,k — 1, y si S(re;y) = F’(y4)F(re;y), entonces, en la descomposición (h),
se tiene:
Aa~(re; y; z) = —~ [S(re;y) S(re; z) S(y; z) — S(y; z) S(re; z) S(re; y)] ,~ (i)
donde el miembro de la derecha significa el coeficiente de ,jk en la serie formal definida
por la expresión entre corchetes.
Definamos la ecuación cuántica triangular de Yang-Baxter al orden le de la siguiente
forma:
[S(re;y) S(re; z) S(y; z) — S(y; z) S(re; z) S(re; u)] ~ = 0.
La igualdad (i) implica el siguiente resultado:
Un producto estrella al orden le — 1 se puede extender al orden k si y sólo si
el elémento S(re; y) correspondiente satisface la ecuación cuántica triangular
de Yang-Baxter al orden le.
3.1 Grupos Cuánticos Triangulares
Sea A un elememto de 21(g) y AA e VA(O); A~ E V~(G), los operadores diferen-
ciales invariantes por la izquierda y por la derecha, respectivamente, definidos por A. La
propiedad de invariancia se escribe así (ver por ejemplo Helgason [19781):
(AA~)o% =AA(~o%), (A~p)op9 =A~I3pop9),
para todo ge O y para toda ~ e CM(O).
Lema 1.1 Sean re~ y 4 los campos invariantes por la izquierda y por la derecha
definidos por re1 e y. Entonces, para toda función ¿p e CM(O), se tiene la siguiente
igualdad:
((reí.. .re~)A(~,op9j)(g,) = ((re~.. .re~)PQpoAgj)(g2),
donde g, , 92 E O son elementos cualesquiera.
Prueba
((re,.. .re~)”Q,oop9j)(g,) ((4.. .4)(~op92))(g~) =
d d
dt~
= ((re~ .:re~)(~
u
Lema 1.2 Sean AA y A~ operad ¿res diferenciales sobre O, invariantes por la izquierda
y por la derecha respectivamente, definidos por A e 2l(~). Sea 90 e CM(O). Entonces se
tiene la siguiente igualdad:
e
o P9;))(~~) = (A~Qp o \gÑ)(92),
para todo 91,92 E O.
Prueba Consecuancia imnediata del Lema 1.1. u
e
e
e
e
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Lema 1.3 Sea
• 00
• A(re)=1+>3Ai(re)W,
1=’
• un elemento de 2t(g)[!h]] y
e Á’(re) = 1+ É £(re)
• i=1
• la serie inversa. Sean A’ y Á~ los operadores diferenciales invariantes por la izquierda y
por la derecha respectivamente, definidos por A1 y por A1 respectivamente. Escribirimos:
• 00 00
• AA —í+>34 t?; (AflP=1+>3A~h’.
t=1 1=1e
Con estas notaciones, definamos:
• 4’92 :9 E O —. (((A—’)~ o AA)(w 0>9)) (92) E R[h]],e
• donde ~ e C
00(O) y 92 E O es un elemento fijado. Entonces se tiene la siguiente
igualdad:
(((A—’) o AA)(90)) (9,92) — ((A—1)P(AA(90) ~~>)(g’),
• para todo 91,92 E O.
Prueba En efecto, teniendo en cuenta la invariancia por la derecha del operador dife-
• rencial (A—’)P, tenemos que:
• (((A1)PoAA)(
90)) (9192)— ((A1)P(AAQP)opg,>) (9,).
e
• introduciendo la identidad 1 = (A1)A o AA,
e
• (((A—’)P o AAftp)) (9192) = («Á—’y o AA o (A
1)A) (AA(
90) o ~92>) (gr).
Pero, según el Lema 1.2, tenemos:
e
• ((A1)A(AA(90) op92)) (91)— ((A—í)P(AA(9) o A9~)) (92),
por lo tanto, sustituyendo en la expresión anterior, tenemos:
e
• (((A—’)P o AA>(so)) (9192) = («A—’y AA)(4’9j) (9’),
• donde 4’92 está definida por:
e
• 4>92(9) = ((A1)P(AA(w)o%)) (92) = (((A1)PoAA)Qpo%)) (92),
e que es lo que se quería demostrar. ue
De manera análoga se tiene el siguiente resultado para operadores bidiferenciales.
e
e
e
e
e
130 3 Ecuación Cuántica Triangular de Yang-Baxter
Lema 1.4 Sea
OC -
B(re;y) =1+>3Bi(re;v)Ji~
1=’
un elemento de (21(g) 021(g)) [Ji]] y
00
(B’)(re;y) = 1 + >3ñ1(re;y) t?
la serie inversa. Sean 8 y B~ los operadores bidiferenciales invariantes por la izquierda
y por la derecha respectivamente, definidos por B1 y B~. Escribiremos:
CC do
BA=1+>j3B~W; . (B’)P~l+>3BfW.
i= 1
Sea ji: (edo(o) oCM(O)) [¡Jifl—-. CCC(O)I[Ji]] la aplicación definida por:
t t
Sig2 e Oes un elemento fijadoy90~, 902 e CM(O), definamoslaaplicación 09~ : OxO —
Ik[Ji]] por medio de la expresión:
(‘92(9;9) = ((po (R’)~ osA>((90 oX9>) 0(9020 Á~~~))) (92) (b)
para todo par de elementos g’,g” e O. Entonces, para todo 91,92 E O, se satisface:
((ti o (B—’)~ o BA)(90, 0902)) (9192) = ((í¿ o (B’~’ o BA)QD92)) (g’), (c)
donde (‘a, está considerada como elemento de C
00(O ~< O) [Ji]]y. donde el operador
((B’)P o BA) actua sobre C00(O x G)[Ji]] (Cdo(O)~C00(O)) [Ji]] linelamente. u
Este resultado se expresa inmediatamente en términos del coproducto
A : CM(O) —
de la estructura de álgebra de Hopf usual de C00(G) definida por (ver por ejemplo
Abe [1977]):
A
90(g,;92) =90(9192); 91,92 cG.
Teorema 1.1 Con la& notaciones anteriores, se tiene:
Ao (B’)~ 0rn -
= (go ji) o(((B’)P OEA) ® ((B—1)PoBA)) o(1®r01) o(AoA),
(d)
siendo ji la aplicación definida en(a) y ‘1- : CCC(G) oCdo(G) —. CM(O) o CM(O) la
permutación de factores: rQp, 0902) = 901 0902
3.1 Grupos Cuánticos Triangulares 131
Prueba Sean 901,902 E C00(O). Por definición de coproducto, la acción del primer
miembro de (c) sobre 901 0 ¿p~ es:
• ~(((Bí)PoBA)(y~ 0902)))) (gí;92) =p (((Bí)PoBA)(sa~ 0902)) (gíg2)~ (e)e
Teniendo en cuenta (c),
• ((ito (Bí)PoBX)(saí 0902)) (9192) = ((go(s—í)PosX)ex~
9j) (91), (f)
• donde (‘ga está definida en (b).
Introduzcamos la siguiente notación para expresar la acción del coproducto:
• Asai=>3sa~’>osa~>; A902=>3sa~’>0Á
2>,
donde ~~1> (2> (~)90~2) E C00 (O). Entonces, como
,90í ~
A
90(gí;92) 90(9192) — >390(1) (91)90(2) (92),
(~)
se tiene:
• 900%
(~)
y, por lo tanto, la expresión (b) se escribe asi:
~92(9;9) >3 ((~o~—’ú” 0nA)04 )(g’y4) ®~p(fl(%(2))) (92). (g)
• (w’> (~~)
• Sustituyendo (g) en (f), el primer miembro de (d) actuando sobre so’ 090~ se escribe
asi:
• (Ca o (B’)~ o BA)Qp~ 0902)) (9192) =
• — >3 (cfi o (B’)~ o sfl(’p?> O 90;’>)) (9’).
•
• que es la acción del segundo miembro de(d) ~ o (B’)~ ~ RA) (~~2) o ~§2))) (92) ‘usobre 90í 0902.
• Recordemos (ver Sección 1.4.1) que existe una correspondencia biyectiva entre los
productos estrella invariantes por la izquierda sobre un grupo de Lie O y los elementos
00
.F(re; y) =1+ V’
~ R(re; y) ftt E
21(g) o~I(g)[h]]
• i=1
• (g es el álgebra de Lie de O) que satisface la relación:
• F(re+wz)F(re;y) =F(re;y+z)F(y;z). (~)
Análogamente, (ver Sección 1.4.1) existe una correspondencia biyectiva entre los
productos estrella sobre O invariantes por la derecha y los elementos:
00
• H(re; y) = 1 + ~ H~(re; y) t? E 21(g) 0 Qt(g)[Ji]]
• i=1
que satisfacen la relacion:
H(re;y)H(re+y;z) =H(y;z)H(re;y+z). (i)
Proposición 1.1 Sea F(re; y) un producto estrella sobre O invariante por la izquierda.
• Sea H(re; y) — F’(x; y). Entonces H(re; y) es un producto estrella sobre O invariante
por la derecha.
e
a
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Prueba Al tomar los inversos en la relación (h), teniendo en cuenta que F’(re+y;z) =
(F(re + y;z)<1, se tiene (i). u
Definamos (ver también Takhtajan [19901):
sa:4’=ti((F—1(re;y)PF(re;v)A) (sao4’)) . (j)
Se tiene entonces:
(sa ~4’) x =ji [(F71(re; y)P F(re;~)A) (#[r’(re; y)P F(re; ~)A (~o 4’)] ox)] =
= p(p 01) [(r’(x + u; z)~ F(re + y; z)A F’(re; y)P F(re; y)A) (~04’ ox)] =
= ¡4p0 1) [(F’(x +y;z)~F’ (x;y)~F(re +y;z)AF(re;y)A) (9004>0 x)]
= ¡4ji 01) [(r’(x;v) F1(re + b;z))~ (F(re +y; z) F(re;y))Á (9004>0 x)] =
= ¡41 Oji) [(r’(v; z) F’(re;y + z))t (F(re; u + z) F(y; z))A (9004’ ® x)] =
= ¡41 ® pi) [(F’(re; y + z)~ F(re; y + z)AF1(y; z)0 F(y; z)A) (9004>0 x)] =
= pi [(F1(re;y)Pr(re;v)Á) (saoti[F’re;uYrtre;v?(4’ox)])] =
=sa¾V’x).
- Definiendo, a partir del producto ~strella sobre O, el producto estrella sobre
O x O:
(901®902)¼4>1o4’2)=(sa)4’,)o(902:4’2),
el miembro de la derecha de la igualdad (d) es: A
90, * A902. Por lo tanto, en este caso el
Teorema 1.1 se lee:
A(sa’ 902) = A90, *
Hemos probado pués el siguiente teorema.
Teorema 1.2 Con las notaciones anteriores, sea F(x;y) un producto estrella sobre O
invariante por la izquierda..Entonces Fi’ (re; y) es un producto estrella sobre O invariante
por la derecha y
= pi ((FíÉre;i¡)PF(re;y)A) (sao 4>7); 90, 4>6 CM(O),
es un producto estrella sobre O. El coproducto
A :gy(O) --.C00(O)éc00(O) ~C00(o~
es un morfismo del álgebra, en general, no-conmutativa (CCC(O)I[h]]; ) en el álgebra
no-conmutativa (C00(G)éCCC(G)[Ji]]; ¾. u
A la terna (C00(O)([Ji]]; ; A) se la denomina grupo cuántico triangular.
Si la descomposición del 2-cocido f’
1, dadá por el Teorema 4.1 de 1.4.2, es:
F,(re;y) = ~Si(re;y)—(ÓE,)(x;y),
3.2 Soluciones en Serie Formal
o
el término de orden 1 del producto estrella * es:
1
Fi(re;y)A —E, (re; y)P =
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El 2-tensor
As, — Sj’ —
es un tensor de Lie-Poisson triangular (Definición 3.3 de 2.3.2) sobre el grupo O, ya que
S, satisface la ecuación clásica de Yang-Baxter (ver Sección 3.2.1).
3.2 Soluciones en Serie Formal de la Ecuación Cuántica Trian-
gular de Yang-Baxter
A partir de productos estrella invariantes por la izquierda sobre un grupo de Lie O
se obtienen soluciones, en serie formal del parámetro de deformación, de la ecuación
cuántica triangular de Yang-Baxter sobre el álgebra envolvente 21(g) del álgebra de Lie
del grupo O.
3.2.1 Soluciones en Serie Formal y Ecuación Clásica de Yang-Baxter
Sea V un espacio vectorial de dimensión finita n y R un elemento de End(V).
Definimos los siguientes operadores:
1?22 E End(VOV®V);
R’3 EEnd(VOV®V);
E End(V®VOV);
R’2 =ROI
U23 = f®R
Donde P” es la permutación de los factores í, 5 en el producto tensorial V ® V o y.
La ecuación cuántica triangular de Yang-Baxter sin parámetro espectral es por
definición el siguiente sistema:
= 1~
(a)
(b)— p’2R’2p’2
Al estudiar soluciones de (a) y (b) en el espacio de las series formales en potencias
de A, con coeficientes en End(V o y), se observa que el término de orden uno satisface
la ecuación clásica de Yang-Baxter (ver Teorema 2.7 de 1.2.5)
Proposición 2.1 Si
CO
R = 1 + >3 r
1 Ji
t;
t=1
r
1 E End(V 0V),
satisface (a) y (b), entonces r1 satisface:
[r1
2;r13]±[d2;r~3)+tr13;r~31 =0,
12 21r~ ±r
1 =0,
donde los corchetes se calculan en el álgebra de Lie End(V 0V) ~ End(V) O End(V).
e
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Prueba Los términos en Ji2 y Ji’ de (a) y (b) son respectivamente:
12 13 12 23 13 23 23 13 23 12 13 12r~r, +r~r, +r,r~ =r,r, +r,r, +r,r,
12r
1
Este par de ecuaciones tienen pleno sentido sobre cualquier álgebra de Lie y no sólo
para gI(n; IR). Si Sí e gAg, considerando los productos en 21(g)®3, se puede escribir:
s1
2s13+s2sp+s’3s23 —s~3s13Á-srs12-~-s13s~Q,
S12+S2~ —o
y se pueden buscar elementos
00
SeQt(g)021(g)flhfl, s=í-i->3s.w,
que satisfagan, en 21(g)®3, la condición:
~12~21 =
Las ecuaciones (a) y (b) se obtienen a partir de (c) y (d) considerando una repre-
sentación ir : 21(g) —. £nd(V) y. definiendo R = (Ir0 Ir)S.
3.2.2 Soluciones de la Ecuación Cuántica Triangular de Yang-Baxter
En la notación polinómica desarrollada en las Secciones 1.4.1 y 1.4.3, sea F(x; y)
un producto estrella invariante sobre un grupo de Lie O. Drinfeld [1983b] considera la
serie formal:
S(re;y) =E’(y;re)F(re;y), (a)
y enuncia el siguiente teorema que se prueba a continuacion.
Teorema 2.1 El elemento S(re;y), definido en (a), es solución de la ecuación cuántica
triangular de Yang-Raxter (expresiones (c) y (d) de 3.2.1).
La demostración está basada en el lema siguiente.
Lema 2.1 Sea E un elemento de2L(g) O 21(g). Si E satisface la propiedad asociativa
(Proposición 4.1 de la Secci’on 1.4.3):
F(re+y;z)F(re;y) =E(re;y+z)E(y;z), (b)
entonces también son ciertas las igualdades que se obtienen por permutación circular de
las variables re, y, z.
(c)
(d)
e
e
e
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e
e
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Prueba Sea A : 21(g) —~ 21(g) 021(g) el coproducto de 21(g) y a : 21(g) 021(g) —.
21(g) 0 21(g) la aplicación definida por a(x 0v) = ~¡Ore, entonces, por definición,
F(re+y;z) = ((A01)F)(re;y;z)
F(z + y; re) = ((í O A)a(F)) (re; y; z)
F(z; y + re) = ((A 0 1)a(F)) (re; y; z)
F(re+z;y) = ((loa)(Aol)F)(re;y;z)
F(re;y+z) = ((loA)F)(re;y;z).
El enunciado se basa en las siguientes relaciones:
(a O 1)(1 O a)(A 01) E = (lo A) a(F)
(10 a)(a o 1)(1 o A) E = (Aol) a(F)
(aOl)(lOa)(aOl)(FO1) = 10a(F)
(10 a)(a o 1)(1 o a)(1 oF) = a(F) 01,
teniendo en cuenta que:
(lo a)(a o 1)(1 o a) = (a o 1)(1 o a)(a01)
(a 0 1)(A 01) = A 01.
u
Prueba del Teorema 2.1 Por hipotesis:
F(re + y; z) F(re;y) = F(re;y + z) F(y; z).
cuenta que F(re;y) = F(y; re) S(re;y), se tiene:
F(re +y; z) F(y; re) S(re; y) = F(re; y + z) F(z; y) S(y; z)
re e y en FQr + y; z), el Lema 2.1 implica:
F(y; re + z) F(re; z) S(x; y) = F(re + z;y)
Ahora bien, F(re; z) = F(z; re) S(re; z) por lo que:
F(y; re + z) F(z; re) S(re;z) S(re; y) = F(re + z;y)
y aplicando nuevamente el Lema 2.1,
F(y + z;re) F(y; z) S(re; z) S(re; y) = F(z;re + y)
Finalmente:
F(z + y; re) F(z; y) S(y; z) S(re;z) S(re; y) = F(z; y + re)
Volviendo a utilizar el Lema 2.1 se tiene el resultado (c).
La relación (d) es evidente.
F(re;z) S(y;z)
F(z; re) S(re; z) S(y; z),
F(re; y) S(re; z) S(y; z).
F(y; re) S(re; y) S(re;z) S(y;z).
u
Teniendo en
Permutando
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3.3 Teorema de Interpretación Cohomológica de la Ecuación
Cuántica Triangular de Yang-Baxter
Sea F(re; y) el elemento de 21(g)O2t(g)[Ji3] que define un producto estrella invariante
sobre O (Definición 4.1 de 1.4.3). La propiedad asociativa es equivalente al conjunto de
relaciones (ver Sección 1.4.3) siguientes:
F,(re+y;z)+F~(re,v)—E«re;y+z)—Fjjy,z)=0
y,para(m= 2,3,...),
F,n(re + y; z) + Fm(re; y) — Fm(x; y + z) — Fm(y; z) = Qmn(re;y; z),
donde
~qm(re;y;z) = >3 (F1(re+y;z)Fj(re;y)
i+j=m
tj=’
En términos del complejo de Hochschi]d (‘T21(g); 6), estas relaciones se escriben así:
6F~(re;y;z) =0,
óFra(re;y;z) = arn(re;y;z)
(expresiones (c) y (d) de la Sección 1.4.3).
(m—123 ),
Definición 3.1 Sea
donde F~(x; y) c 21(g)®2 son elementos cuale~quiera. Se
producto estrella invariante hasta el orden (m — 1) si:
ÓFi(re;y;z) =0,
6F~(re;y;z) =crj(re;y;z);
dice que F(x;y) define un
(c)
donde a~ está definido en (a).
Teorema 3.1 (Gerstenhaber [1964b]) Si (b) define un producto estrella hasta el or-
den (m — 1), el elemento am(re; Ii; z), dado por la expresión (a), es un 3-cocido. Este
producto estrella se puede extender hasta el orden m si y sólo si este cocicío es exacto. u
Si ahora nos referimos a la descomposición de todo 3-cocido invariante a en suma
de un 3-tensor invariante antisimétrico y un coborde invariante (Teorema 4.1 de 1.4.2):
am(re; y; z) = Aam(x; y; z) + (6 Em)(re; y; z), E E (d)
tenemos el siguiente resultado.
Corolario Si (b) define un producto estrella hasta el arden (m — 1), este producto
estrella se puede extender hasta el orden m siy sólo si Aam(re; t’; z) = 0. u
e
(a)
F(re;y) = 1+>3 F~(re;y)ti¾
i= 1
(b)
e
e
e
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0 Estudiaremos ahora la relación entre la ecuación cuántica triangular de~Yang-
Baxter y la cohomología de Hochschid invariante y demostraremos que la anulación de
• Áa,,(re; y; z) equivale a la verificación de la ecuación cuántica triangular de Yang-Baxter
al orden m.
• Sea
oc
• F(re;y)=l+>3Fi(re;y) Ji’
• i=1
• un elemento arbitrario de 21(g) 0 21(g)[h]]. Consideremos las siguientes expresiones:
• X(z; u; z) = S(re;y) S(re; z) S(y; z) — S(y; z) S(re; z) S(re;y),
• Y(re;y;z) = F(re+y;z)F(re;y) —F(re;y+z)F(y;z). (e)
e
• F(re±y;z)F(re;y)=Y(re;y;z)+F(re;y+z)F(y;z) (E)
F(re;y+z)F(y;z) =F(re+y;z)F(re;y)—Y(re;y;z). (g)
De (e) obtenemos:
• Y(re; y; z) = F(re + y;z) F(y; re) S(re; y) — F(x; y +z) F(z; y) S(y; z) (h)
e
y de (f) y (g):
• E(re + y;z) F(y; re) = Y(y; re; z) +F(y; re + z) F(re; z) (f’)
• F(re; y + z) F(z; y) = F(re + z; u) F(re; z) — Y(re; z;y). (g’)
Teniendo en cuenta (0) y (g’), (la) se convierte en:
• Y(re; y; z) = Y(y; re; z) S(re; y) +Y(x; z;y) S(y; z) +
• + F(y; re +z) F(re; z) S(re; y) — F(re + z;y) .F(re; z) S(y;z). (i)
Si ahora definimosO
• M(re;y; z) = Y(y; re; z) S(x; y) + YQr; z; y) S(y; z), (j)
• y tenemos en cuenta la definición de S(z; z), la igualdad (i) se escribe así:
• Y(x; y; z) = M(re;y; z) + F(y; re + z) F(z; re) S(re; z) S(re;y) —
• — F(re + z;y) F(z; re) S(z; z) S(y; z), (1<)
Pero de (f) y <g):e
• F(z +re; y)F(z; re) = Y(z;re;y) + F(z;re +y)F(re; y), (f”)
• F(y; z + re) F(z; re) = F(y + z; re) F(y; z) — Y(y; z;re), (g”)
• yde(j)
• Y(re;y;z) = M(re;y;z) — N(re;y;z) + P(re;y;z) — Q(re;y;z), (1)
• donde
• N(re; y; z) = Y(y; z; re) S(re; z) S(re; y) + Y(z; re; y) S(re; z) S(y; z), (m)
• ¿‘(re; y; z) = ¿‘(y + z; re) F(z; y) S(y; z) S(re; z) S(re; y), (n)
• Q(re; y; z) = F(z; re + y) F(y; re) S(re; y) S(re; z) S(y; z). (o)
e
e
a
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Considerando separadamente los términos de las series de potencias formales de la igual-
dad (1), se observa que:
(1) No existe término en Ji0
(2) El término en Ji’ es:
Yi(re; y; z) = M,(re;y; z) — N,(re; y;z)+
+F,(y+z;re) +F,(z;y) + S~(y;z) + S:(re;z) +S~(re;y)—
—F,(z;re±y)—.F,(y;re)—S,(re;p)—S,(re;z)—S,(y;z).
Esto es,
Y,(re;y;z) = M~(re;y;z) — N,(re;y;z)+
+F,(y+z;re) — F,(z;re+y) +F
1(z;y) — Fi(y;re).
Pero
M,(re;y;z) =Y,(y;re;z)+Y~(re;z;y),
N~(re;y;z) =Y,(y;z;re)+Yi(z;re;y),
así, obtenemos
Yi(re;y;z) — Y~(y;re; z) — Y,(re;z;y) + Y,(y;z;re) + Y,(z;re;y) — Y,(z;y;re) = 0.
Esto es
AY,(re;y;z) =0.
Por tanto, la relación anterior se satisface para cualquier F(re; y).
Esta es una trivialidad interesante. De hecho, la definición de Y(re; y; z), implica:
~
Y~ (re; y; z) es entonces un cocido exacto. La igualdad AY~(re;y; z) = Ose debe satisfacer
de acuerdo con los Teoremas de Vey-Lichnerowicz (expresión (d))
(3) El término en Ji
2 es:
Yt4re; y; z) = M
2(re;y; z) — Ñ2(re; y; z) + P2(re;y; z) — Q2(re; y; z),
donde M2, 1V2, J~2, Q2 son los téminos de segundo orden de las series definidas en (j), (m),
(n) y (o) respectivamente. Es decir,
M2(re;y;z) =Y,(y;re;z)S~(re;y)+
.+Y2(y;x;z)+Y,(re;y;z)S~(v;z) +Y2(re;z;y),
N2(re;y;z) =Y2(y;z;re) +Y~(y;z;re) (Sdre;z) -4- S,(re;y)) +
+Y2(z;re;y)+Y,(z;re;y) (Sí(re;z) +S,(y;z)),
P2(re; y; z) = [F(z + y; re) F(z; y)]2 + ~S(y; z) S(re; z) S(re; y)]2 +
+ [F(z + y; re) F(z; ~)]~ . [S(y; z) S(re;z) S(re; y)] ~,
Q4re; y; z) = [F(z; re + y) F(y; z)]2 + ¡S(re; y) S(re; z) S(y; z)]2 +
+ [F(z;re + y) F(y; re)], . [É(z; y) S(re; z) S(y;z)]~.
e
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e
Entonces
• - Y2(re;y;z)=Yjjy;re;z)S,(re;y)+Y2(y;re;z)+Y,(re;z;y)S,(y;z)+
• ±Y2(x;z;y)—Y,(y;z;re)(Si(x;z)+S,(re;y)) —
• — Y,(z; re; y) (S,(re; z) + Si(re; y)) — Y2(y; z; re) — Y2(z; re; y) +
+ Y2(z; y; re) +Y,(z; y; re) [S(y; re) S(re; z) S(re; y)], — X2(re; y;z).
• Si ahora suponemos que F(re; y) es un producto estrella al orden 1 (Definición 3.1),
tenemos:
• Y~(re;y;z) = —6F~(re;y;z) =0,
• y por lo tanto,
• Y2(re;y;z) — Y2(y;re;z) —Y2(re;z;y) +Y2(y;z;re) +Y2(z;re;y) +Y2(z;y;re) =
• — X2(re;y;z).
Es decir,
• 8AY2(re;y;z) = —~S(re;y)S(re;z)S(y;z) — S(y; z)S(x;z) S(re;y)]2 = —[Sr ;Si]. (p)
e
• Pero, por definición,
• Y2(re;y;z) =F2(re+y;z)±F2(re;y)—F2(re;y+z)—
• — F~(y; z) + [¿‘(re+ y; z) F(re; y) — .P(re; y +z) F(y; z)],,
y entonces
• Y2(re;y;z)=—6F2(re;y;z)+sv2(re;y;z). (q)
e
Comparando (p) y (q), obtenemos:
• 6Aa2(re;y; z) = — [S(re;y) S(re; z) S(y;z) — S(y; z) S(re; z) S(re; y)]2
y, teniendo en cuenta el Corolario del Teorema 3.1, se puede afirmar:
Un producto estrella alorden 1, (i.e., 6F~(re;y;z) = Y~(re;y;z) = O), se puede
• extender al orden 2, (Le., existef2 tal queóF2(re; y;z) = a2(re;y;z)),siysólo
• si 5, (re; y) = E, (re; y) — .ñ (y; re) satisface la ecuación clásica de Yang-Baxter:
[S~ ; 5,] = O (Le., la EU~YB se satisface al orden 2, X2(re;y; z) = 0).
(4) Este resultado se puede generalizar a cualquier orden.
• El término en 11k, para cualquier le, es
e
• Yk(re;y;z) = Mk(re;y;z) —N~(re;y;z)+Pk(z;y;z) —Qk(re;y;z). (r)
• Pero
Yí(y;re;z)S~(re;y)+Mk(re;y;z)=Yk(y;re;z)+ >3
í+j=k
• +Yk(re;z;y)+ >3 Yí(re;z;y)S~(y;z), (i>0).
• i+j=k
e
e
e
a
140 3 Ecuación Cuántica Triangular de Yang-Baxter
Si ahora suponemos que .F(re; y) es un producto estrella hasta el orden (le —1), tenemos:
Yí(re;y;z)=0, (i=1,2,...le—1),
y entonces los términos de orden le de (j) y (m) son:
Mk(re;y;z)=Yk(y;re;z)+Yk(re;z; y), (s)
Nk(re;y;z) = Yk(y;z;re) +Yk(z;re;y)
Por otra parte,
Pk(re;y;z) — Qk(re;y;z) = [F(y+z;re)F(z;y) — F(z;re +y) F(y;re)]k +
+ >3 [F(y + z; re) F(re; y)] [S(y; z) S(re; z) S(re; y)] —
—>3 [F(z; re + y) F(y; re)] ~[S(re;y) S(re; z) S(y; z)]~ =
í+j=k
= Y~(z;y;re) — X~(re;y;z) — >3 [F(z;y± z)F(y;re)] 1X~(re;y;z) (t)
i+j=k
3=’
Sustituyendo (s) y (t) en (r), obtenemos:
OAYk(re;y;z) —X~(re;y;z),
ya que X~(re;y; z) = O para j <le.
Pero
YM(re; y; z) = —6 Fk(re; y; z) ±ak(re; y; z),
entonces
6Aak(re;y;z) = —X&(re;y;z).
Queda por tanto demostrado el resultado siguiente.
Teorema 3.2 Sea
00
F(re;y) =í+>3Fi(re;y)Ji~,
i=
un elementoarbitrariode21(g)®2I(g)[Ji]] yS(re;y) = F’(y;re) F(re;y). Supongamos que
F(re; y) es un producto estrella hasta el orden (le —1). Es decir, se satisfacen las relaciones
(c) para i = 1,2,... ,k — 1. Entonces, en la descomposición (d) de a¡. (definido en la
expresión (a) de 3.3.1) se tiene:
Acrk(re; y; z) = —~ [S(re;y) S(re; z) S(y;z) — S(y; z) S(re;z) S(re;y)],<
En consecuencia, un producto estrella F(re;y) hasta el orden (le — 1) se puede
extender a un producto estrella hasta el orden le, si y sólo si, la EC’TYB se satisface hasta
el orden le. u
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3.4 Productos Estrella Invariantes sobre G4’n;R)
3.4.1 Existencia de Productos Estrella Invariantes sobre O1<’n;IR)
Haciendo uso del Teorema 3.2, se prueba la existencia de productos estrella invarian-
tes sobre el grupo General Lineal C¿(n; IR) a partir de soluciones R e End(JR~ o R’fl[Ji]]
de dicha ecuacion.
Teorema 4.1 (Drinfeld V. G. [1983b]) Sea
00
U = 1 + >3r~h~ e End(R~ OIR~)[Ji]],
1=1
tal que se satisfacen las ecuaciones:
U1 2R’ 3R23 = R2 3U’ 3R’ 2
= 1.
Entonces, existe un producto estrella F(re; y) sobre el grupo
F’(y;re)F(re;y) se tiene:
(a)
(b)
O1(n; IR) tal que si S(re; y) =
(PO P)S(re;y) = U,
donde
es la representación natural del álgebra de Lie gl(n; IR).
Primero probaremos dos lemas.
Lema 4.1 Sea CO
E = 1 + >3 E
1 A
t
1=’
un elemento de 21(g) 0 21(g)[h]]. Escribamos:
00
y S(re;y) =S’(y;re)F(re;y).
i=1
Entonces:
Sr(re;y) = Fr(re;y) — Fr(y;x) + >3
y parar = 2,3
A(y;re) (Fj(re;y) — Fj(y; re)).
I+jr
Utilizaremos la igualdad anterior en la forma siguiente:
Sr(re;y) = Fr(re;y) Fr(y;re) +Rr(Fi Fr.i)(re;y).
R,.(F~,... ,Fr-.i)(re;y) >3
i+j=r
t=’
Ét(y;re)(Fj(re;y) — fl(y; re)).
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
Éo(re;y)=1, É,(x;y)=—F,(re;y),
Fr(re;y) = Fr(re;y) — >3 A(re;y)Fk(re;y),
L+k=rk>1
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
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(c)
(d)
(e)
donde
(E)
(g)
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Prueba Cálculo directo a partir de:
E’(re;y) F(re;y) = 1 y S(re;y) = F’(y;re) F(re;y).
u
Observación Para nuestros propositos es importante señalar que Rr depende sólo de
E, ~ porque F~ depende sólo de F~ con 1<1< i. u
Lema 4.2 Sean E y E’ dos elementos cualesquiera en 21(g) 0 21(g)[Jifl. Entonces:
(1) Para r = 1,2, 3 tenemos:
S}re; y) — Sr(re; y) = [E,~(re;y) — Fr(re; y)] — [F,~(y; re) — Er(y; re)] +
+R,.(E,... ,E;1)(re;y) —R,.(F, F~.,)(re;y)
donde R,. Astá definido en (g).
(2) Si
F~(re;y)=F~(re;y), (:=1
entonces S4(re; y) — Sr(re; y) es antisimétrico y, en el caso g g((n; IR),
(PO P)[S’i(re;y) — Sr(re;y)] c g((n;IR)Og«n;R)
es un 2-cocido de Hochschild sobre el grupo GI(n; IR).
Prueba Cálculo directo a partir de la expresión (f) del Léma 4.1. U
Prueba del Teorema 4.1 Sea E(re; y) el elemento que hay que encontrar. Operando
en ~~(g«fl;Ik))«S se debe satisfacer:
~ (h)
Sf2±sfl=0, (1)
donde
512 S,(re;y) = Ei(re;y) — E~(y; re) c gl(n;R) o g«n;IR).
Si escogemos = r
1, puesto que por hipótesis se satisface (a), la Proposición 2.1 de la
Sección 3.2.1 nos dice:
[S1
2;S13]+[Si2;S~3] +[S1~;S~~] =0,
donde los corchetes se calculan en g((n; IR) End(R~). Pero esta expresión se puede
escribir como en (h).
Claramente, se satisface (i).
Al ser $ (re; y) = r~ un 2-tensor (antisimétrico), es un 2-cocido de Hochschild (no
exacto), de manera que si definimos F,(x; y) asi:
E¡(re;y) = ~S,(re;y) = 1
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éste es antisimétrico y satisface (c) de 1.4.3:
(6E1)(re;y;z) =0.
Es decir, Ei(re;y) es un producto estrella al orden 1, determinado por el elemento U dado
en el teorema y se satisface la ecuación cuántica triangular de Yang-Haxter al orden 2: (h)
y (i).
Ahora procedemos por inducción. La hipótesis es la siguiente. Sea
k—1
E(re;y) =í+>3F~(re;y) t?
i=1
un producto estrella hasta el orden (le — 1), tal que el elemento
S(re;y) =E’(y;re)F(re;y),
satisface la ECTYB hasta el orden le:
[S(re;y) S(x;z) S(y; z) — S(y; z) S(re; z) S(re; y)] k =
y (POP)S,(re;y) =r~;
donde los r, son los de la hipótesis del teorema.
Tenemos que probar que existe un Ek(re; y), definido a partir de U, tal que
T(re; y) =1+51(x; y) Ji+~ +Sk...1}re; y) M
1+SM(re; y) Jik
satisface la ecuación ECTYB hasta el orden (le + 1). Por supuesto que S(re;y) y T(x; y)
coinciden hasta el orden (le — 1).
Como la ECTYB al orden le equivale a Aak(re; y; z) = O (Teorema 3.2) y se satisface
por hipótesis, teniendo en cuenta el Corolario del Teorema 3.1, la ecuación:
(6E~)(re;y;z) = ak(re;y;z)
tiene soluciones.
Sea Fk(re; y) una solución cualquiera de esta ecuación. Teniendo en cuenta el
Teorema 4.1 de 1.4.2, cualquier otra tiene la forma:
14 =Fk+0k+6Ek,
donde 13k E g[(n; IR) o g[(n; R)
1-cocadena.
Por el Lema 4.2
por tanto
es un 2-cocido antisimétrico de Hochschild y 14 es una
Sk — =
(P®P)(SM—Sk)=20k 5k5k.
e
e
e
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De S(re; y) S(y; re) = 1, obtenemos:
=k(re;y)-4-Sk(y;re) -i- >3 S~(re;y)S~(y;re) =0.
i+j=k
:j>0
Por otra parte,
42 +4’+ >3 rflr~’=O,
i+j=k
entonces, por la hipótesis de inducción se obtiene:
(POP)(Sk(re;y)+Sk(y;re)) =2
que se puede escribir así:
12 = —4 (POP)Sk(re;y) —[4’ (POP)Sk(y;re)]
Por construcción, 42~ (PO P) Sk(re; y) está en g«n; IR)®2 y la última igualdad nos diceque es antisimétrico. Por tanto, es un 2-cocido de Hochschild antisimétrico.
Tomemos como valor de ¡3k:
2fik =42~. (PO P)=k(re;y)
y consideremos, ahora, la solución 14, para 14 = 0:
1
F~(re;y) = Fk(re;v) + ~(42 — (Po P)Sk(re;y))2
De aquí se obtiene:
Sk(re;y) =Sk(re;y)+(42—(POP)Sk(re;y)),
donde, claramente,
Por otra parte,
(re; y; z) =
(POP)S~(re;y) 2
u
—~ [S(re;y) S(re; z) S(y; z) — S(y; z) S(re; z) S(re; u)] k+1
es un 3-cocido de Hochschild (Teorema 3.2 y Teorema 4.1 de 1.4.2). Entonces:
Aak+l(re;y;z) = —~(Po Po P)Aak+í(x;y;z) =
— [.a’2R’3n23— R23R’3R’2]k+l
y la demostración del teorema queda completada. u
e
e
e
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3.4.2 Lemas Preliminares acerca de la Equivalencia de Productos Estrellae
Para completar el Teorema 4.1, demostraremos la unicidad salvo equivalencias del
producto estrella determinado por dicho teorema. Los siguientes resultados acerca de la
equivalencia de los productos estrella (Secciones 1.3.3 y 1.4.4) serán de utilidad.
e
• Lerna 4.3 Sean F y E dos elementos equivalentes de 21(g)) 0 21(g)flJi]] (Definición 4.2
de 1.4.4), es decir,
E(re + y) P(re; y) = E(re; y) E(re) E(y),
donde
• 00
i=1
Definamos:
e
• S(re;y) = F’(y;re)E(re;y) y S(re;y) =É~1(y;re)É(re;y).
Entonces:
• (1) La relación entre 8 y 5 se puede escribir así:
e
• =(re;y) = E’(re) E’(y) S(re; y) E(re) E(y),
• donde
CC
• E’(re) =í+>3É~Ji~
e
• esta) queEE’-E’E-1.
• (2) Parar=1,2,3,...
~r(re;y) = Er(re) +.Er(y) +Sr(re;y) +Er(re) +Er(y)+
e + >3 E~(re)EJ(re)Sk(re;g)EL(re)E
8(y).
i+j+k+L+s=r
i,j,k4,s.Cr
• (3) La expresión del apartado (2) se puede escribir nsj:
e
• Sr = Sr +Br(Eí Er...i;Si,... ,Sr...í;Eí,... ,Er...i)
es decir, la diferencia Sr — Sr no depende de E,. (ni de É4.
e
Prueba Las expresiones se obtienen por cálculo directo a partir de las definiciones. En
(3) se utiliza Er+Er>3ÉIEk (¿>1~le>1).
1+kr
• u
Observación Se observa que el término B,.(~) de (3) es una suma de productos de
E~ y Si, (1 =i =r — 1). En cada uno de estos productos, existe al menos un
• (1=i Sr —1), pero no necesariamente un Si, (1=i <r —1). u
e
e
e
e
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Lema 4.4 Sean E y E’ dos elementos de 21(g)[Ji]], equivalentes hasta el orden le
(Definición 4.3 de 1.4.4), es decir, existen E,,... , 14 E 21(g) tales que, para i = 1,... le,
se tiene:
E~.~;Ej EW,;En... ,F~..q)6Ej, (a)
dondeG~(re;y)=Oypara(i=2 le)
O~(re; y) O~(E,,... , Ej...1; Ffl..., ~
~>3 (Em(re+v)F,(re;y) —Em(re;y)En(y) Fm(re;y)En(re)) —
(b)
—>3 Em(re)En(y< >3 Em(re;y)En(re)E¿(y).
m+n=i m+n+I=i
nl,n=’ ,n,n>i
Entonces, parar = 1,2 le,
S4(re; y) — S,.(re;y) = —(G,.(re; y) — G,}y; re)) +
+U,.(F,... ,F4..,)(x;y) —R,.(F,,... ,F,....jj(re;y), (c)
donde U, = O, = O implica S = 5, y R,~(E, E,.,)(re;y) viene dado (expresión (g)
de 3.4.1) por:
R,.(E,,... ,F,....i)(re;y) >3 .tm(y;re)(Fn(re;y)—En(y;re)). (d)
m+n=r
,n>1n>1
Prueba Si E y E’ son dos elementos cualesquiera de 21(g)f[hfl, por el Lema 4.2 (1)
de 3.4.1 se tiene que:
S.(re;y) —S,.(re;y) (E4(re;y) —E,.(re;v)) — (F,~(y;x) —E4y;re)) +
+Rr(F¡’,... ,E,t..,)(re;y) — R,.(E,
donde R,. viene dado por (a).
De la definición de equivalencia hasta el orden le se obtiene:
F’—E1=—O~+8E1, (i=1 le).
Sustituyendo esta expresión en la igualdad anterior se obtiene (c). u
Sean E y E’ dos productos estrella equivalentes hasta el orden le, sabemos (Ger-
stenhaber [1964bD,que la 2-cocadena
E~+, Fk+, +G¡c+~(Eí,... ,Ek;F ~ ,Ek)
es un 2-cocidode Hochschild. Entonces, por el Teorema 4.1 de 1.4.2, existen hk+l E A
2(g)
y Ek+1 E 21(g) tales que:
— 14+, + Gic+i(E~,... , 14; F F¡~; E, 14) = h/~
44 + 6E~, . (e)
Lema 4.5 Sean E y E’ dos productos estrella equivalentes hasta el orden le. Entonces,
con las notaciones anteriores,
S~~,(re;y) —Sk~1(re;y) = 2hk+«re;y)+Ak+,(...)(re;y),
donde
Ak+,(F, Ek;E,... ,E¡~;E, Ek)(x;y) =
= —(Gk+~(re;y) — Ck+l(y;re)) -~-Rk+,(E Ffl(re;y) —Rk+l(Fl,... ,Fk)(re;v).
e
e
e
e
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e
Prueba De la misma forma que en el Lema 4.4, para todo r = 2,3,...
S4(re;y) —S,.(re;y) = (F,(re;y) — E4re; y)) — (E,(y;re) —E,.(y;re)) +
E,t..,)(re;y) — R,.(F,,. .. ,F,....,)(re;y)
• donde E y E’ son dos elementos cualesquiera de 21(g)[/ij] y U,. viene dado por (g) de 3.4.1.
Tomando r = le ±1y haciendo uso de la igualdad (e) se obtiene el resultado. ue
Lema 4.6 Sean E y E’ dos productos estrella equivalentes hasta el orden le. Sea
E=1+E,Ji+...+EkJik E21(g)[Ji]]
el elemento responsable de la equivalencia. Consideremos el producto estrella É, eq ufva-
• lente a E, definido por:
• P(re; y) = E’(re + y) F(re; y) E(re) E(y).
Sean 5 y 5 los elementos definidos en el Lema 4.3. Entonces se tiene:
• 7=É, (1=1,2 le), (E)
• Sk+l(re;y)—Sk+l(re;y)=Bk+l(É¡,... ,ÉM;S, Sk;El Ek)(re;y) (g)
• donde
• .Bk
4j(••)(re;y)= >3 E1(re)Ej(y)S,.(x;y)E¿(re)Et(y),
i+i+r+L+t=k+1
• y también:
Sk+1(re;y)—Sk+1(re;y)=Ak+l(F,,..., Ek;E~’ E%;E,,... ,Ek), (h)
donde Ak+,(•.) está definida en el Lema 4.5.
e
• Prueba
• (1) LaequivalenciadeEyF’yladeEyP,significa(i=1,2,... ,k)
• - E1+01(F,,... ,E1..q;E’ ,F~,;E,,... ~ =6E1
• E,—F.+G,(F,,...,F1.,;E,
• Entonces, sil = 1, FfF,=6E,, É,—E,=6E~,
por tanto
• F{=E,.
• Sil=2,
• F~—E2+O2(E~;E;E,) =6E2,
y É2—E2-I-G2(F,;F;E~) = dE2.
Entonces
e
Deforma similar
F~=Ek.
• De esta forma quedan demostradas las igualdades (E).
e
(2) La expresión (g) es la expresión (3) en el Lema 4.3, dado que E1 = O para i > le + 1.
• (3) La expresión (h) es la misma que la del Lema 4.5, relativa a dos productos estrella E
y E, que (siendo equivalentes) son equivalentes hasta el orden (le + 1). Ya que, si Ék+, —
14+~ +G,~., es un 2-cocido, en (e) se tiene hk+, = O y, por (1), se puede reemplazar E1
• porF~para(i=1,... ,le) u
e
e
e
e
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Teorema 4.2 Con las notaciones anteriores:
Ak+l(E~ Fk;E,’,.. . ,E1~;E~ Ek) =
— Bk+l(El E&;Si Sk;E,,... ,Ek).
Prueba Es consecuencia de (2) y (3) del Lema 4.6. u
Lema 4.7 Dada el álgebra de Lie g g«n; IR), sea
P : g«n;IR) —. End(IR~)
la representación natural (identidad), y sea también
P : 21g((n; IR)) —e End(IR~)
la representación inducida de su álgebra envolvente. Se tiene:
(1) Si XE g((n;IR), entonces 6X = 0.
(2) Si Y e 91(g[(n; IR)), existe E E 21(gt(n;R)) tal que PE = O y 6Y = 6E.
Prueba
(1) Ifivial. Es verdad incluso si X E g®fl.
(2) PY E g«n;R) implica 6PY = Qy
6Y 6Y —6(PY) = 6(Y —PY) = ÓE,
dondeE=Y-PY,peroPE=PY-P(PY)=PY-PY=0. u
Lerna 4.8 Supongamos que en el Teorema 4.2 g g«n; IR) y sea E~ tal que PE~ = 0,
lo cual es posible por el Lema 4.7. Se tiene:
(POP)Ak+l(El Ek;FB... , E¡;E, 14) =0.
Prueba Por el Teorema 4.2, es suficiente probar que:
(POP)Bk+í(É,,... ,Ek;F E,~;E, Ek)=0.
Pero esto es cierto en virtud de la observación que sigue al Lema 4.3 y de la elección de
con PE1 =0. u
3.4.3 Productos Estrella sobre GL<’n;IR) Determinados por una Solución U E
Endflk~ O IR”)[Ji]] de la Ecuación Cuántica Triangular de Yang-Baxter
Teorema 4.3 Sea F el producto estrella construido en el Teorema 4.1. Sea E’ otro
producto estrella que satisface las h.ipotesis del mismo teorema, esto es,
(P o P) S’(re; y) = U,
siendo S’(re;y) = (E’)’(y; re) F’(re; y). Entonces, existe
00
E = 1 + >3 E~ A’,
1=1
donde E~ E 21(g«n; IR)) y PE~ = O tal que
E’(re; y) = E’(re + y) F(re; y) E(re) E(y).
e
e
e
e
e
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e
Prueba De (e) del Lema 4.1, se tiene:
• S,(re;y) = E,(re;y) — E,(y;re),
• Sf(re;y) = Ef (re;y)—Ef (y; re)
En el Teorema 4.1, se tiene:
• E,(re;y) = ~Sj}re;y),
e
pero 6 F«re; y) = 0, por tanto
• E (re; y) = ~S~(re;y) + 6E,(re; it),
e
• donde S~(re;y) E g((n;IR)®2.
• Por la hipótesis del teorema respecto de S’(re; y),
(POP)S,(re;y)=S,(re;y)=r,=Sf(re;y)=(P®P)S~(re;y).e
• Por tanto,
• Si(re;y)=r, =S~(re; y).
De esto, se obtiene
Ef(re;y) =Eí(re;y)+6Ei(re;y),
donde se ha escogido E,(re) tal que PE,(re) = 0, de acuerdo con el Lema 4.7.
Los productos estrella E y E’ son, por supuesto, equivalentes hasta el orden 1.
Ahora se procede por inducción. Supongase E y E’ equivalentes hasta el orden le,
y que se ha escogido PE, = 0 (i = 1 le). En consecuencia se tiene:
— F&+~ + 0k+I = hk+1 + 614+,,
e
• donde hk+l E A2(gI(n; IR)) y PEk+l = 0. En este punto, hacemos uso del Lema 4.5.
Entonces
• •~+~ — = 2hk+1 +Ak+,(E,,... ,Ek;E,... ,E,~;E¡,... ,Ek)
• Pero
• (Po P)AM+, 0,
• por el Lema 4.8, y por hipótesis
e
(POR) Sk,(re; y) = (POR) Sk+1(re; y) = r~.
• Así pues h&+, = 0, lo que significa que E y E’ son equivalentes hasta el orden le + 1.
Además PEk+, = 0. Con lo que la demostración queda completada. u
e
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Capítulo 4
e
Productos Estrella Invariantes
e
Este ‘capítulo está dedicado a la construcción de todos los productos estrella inva-
• riantes sobre un grupo de Lie O dotado de una estructura simpléctica invariante 1%.
El procedimiento se debe a V. G. Drinfeld. Nuestro trabajo ha consistido en de-
mostrar los resultados que se enuncian en Drinfeld (1983b], poniendo de manifiesto el
papel fundamental que juega el teorema de interpretación cohomológica de la ecuación
cuántica triangular de Yang-Baxter (Teorema 3.2 de la Sección 3.3). Dos aspectos se
pueden destacar.
Por un parte, el producto estrella de Moyal sobre el grupo abeliano R2” con estruc-
tura simpléctica canónica /3i se puede obtener a partir de la ley asociativa de Campbeli-
Hausdorff, ‘7, correspondiente al grupo de Heisenberg II,,, considerado éste como la
extensión central de IR2” por el cocido ¡%. Este procedimiento se generaliza convenien-
temente, para obtener un producto estrella invariante sobre un grupo de Lie arbitrario
• dotado de una estructura simpléctica invariante ¡3’.
Por otra parte, se puede generalizar aún mas el procedimiento anterior, susti-
tuyendo el cocido ¡3, por cualquier cocido de la forma
• ¡3n/%+¡3
2Ji+~.+¡3nJiRí +...,
donde Ji es el parámetro de deformación. Esto conduce al resultado de que cualquier
producto estrella invariante sobre (0; /3,) es equivalente a uno obtenido a partir de uno
de estos cocidos.
Una observación sobre la notación. En las diferentes definiones de operadores
• bidiferenciales a lo largo de todo el capítulo, se sobrentiende la aplicación g(~~ 0 sa~) =
901902 para simplificar la escritura.
• En la Sección 4.1 describimos con detalle el caso particular abelinano (IR
2”; ¡3,),
cuyos resultados anticipamos a continuación.
Sea O = IR2” considerado como grupo de Lie abeliano de álgebra de Lie g = IR2” y
aplicación exponencial expre = re. Sea E un generador. Toda forma bilineal antisimétrica,
/3, : g x g .—. IR, es un 2-cocido de Chevalley-Eilenberg (Definición 1.2 de 1.1.1) de g, con
respecto a la representación trivial sobre IR. Define, por tanto, una extensión central de g:
• gx~RE,cuyoconmutadores [Z;9] =8,(re;y)E,donde± = re+aE, 9=y+bE E
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Si ¡3, es no-degenerado, el grupo de Lie simplemente conexo de álgebra de Lie ~ es
el grupo de Heisenberg O H~ y la orbita de E* c ~ por la representación coadiunta
de G es el subespacio afín O¡~. Q* + E*.
En este contexto, el grupo abeliano O = IR2” con estructura simpléctica invariante
es difeomorfo a 0E~, por medio del difeomorfismo simpléctico (Proposición 1.1):
G~IR2nL4~ +E O~
expre = re —. Kd*(~pre) E* = —¡3~(re) ~ E~, (a)
donde ¡3~ : g —~ es el isomorfismo asociado a fi, definido por: <¡3, (re) ; y> = ¡3, (re; y)
para todo re, y c g, Ad’ denota la representación coadjunta de O y é~ es la aplicación
exponencial de O.
Además, el diagrama:
G—~—-4 0E
As~c
9.{ {Kr(~2) . (b)
O
Id
es conmutativo (Proposición 1.2). Por lo que, en virtud de (a) y (b), a partir de un
producto estrella sobre
0E’ invariante por la representación coadjunta de O, se fine
2n
un producto estrella sobre el grupo abeliano O IR invariante por traslación a la
izquierda.
El punto de partida para definir un producto estrella sobre la orbita de E consiste
en considerar la ley de composición siguiente (para las definiciones de la transformada
de Fourier Y y su inversa .F, utilizadas en este trabajo, ver por ejemplo: Treves ¡19671):
~sa~)k) = ¡ e2wi«¿+E) ní~(liz$v» (790,) (re) (7902) (y) dredy = (c)
—. J e?2ri(¿<z+u>+1A01(xY?)(Ysai)(re)(7sa
2)(y)dxdy, (d)
V~
que tiene sentido sobre espacios funcionales adecuados sobre la orbita, ya que la ley de
grupo formal’7 : x ~ — ~ es, en este caso, una suma finita:
2
Esta ley de composición es la expresión, en términos de y, del producto de Moyal.
Puesto que’7 es asociativa, la expresión (c) nos dice que la ley de composición * es
asociativa (Proposición 1.3).
Por otra parte, al desarrollar en serie de potencias de Ji la exponencial de la
expresión (d), se definen los operadores bidiferenciales con coeficientes constantes, de
grado U en cada argumento y sin términos de grado cero, siguientes:
PR(sal; 902)(¿) J c2~ri«x+v) (..ri)R (re; it)~(YsaO(re)(Ysa2) (y) dredy =
(e)
e
e
e
e
e
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e
y a partir de la expresión (e), que tiene sentido para cualquier par de funciones ~i, e~ E
• C00(OE.), una ley de composición sobre C00(CE.)[Ji]]:e
• (
90ít~902)=90í.w2+>3PR(90í;902)hR (E)
R>1e
Si 90i, 902 E C00(OE.) son polinomios sobre la orbita, la suma del segundo miembro
de (f) es un polinomio (es finita), por lo que, interpretando (c) en el contexto de la teoría
de distribuciones, las expresiones (c) y (f) coinciden. Como * satisface la propiedad aso-
ciativa, queda definida una deformación asociativa unitaria, ~,del producto de funciones
• polinómicas sobre
0E~ (Proposición 1.7).
Sean ahora 90~ E C00(QE.), i = 1,2,3, funciones cualesquiera y
e
los desarrollos de Taylor en el punto eo de 90~. Para cada 5 fijo, si el orden del desarrollo
de Taylor es suficientemente grande, se tiene:e
• 4 >3 PÉ(PK(
90i;902);903)(¿o)= >3 PL(PK(pl;p2);ps)(¿o) (g)
• X4-L=5 K+L=S
• y >3 P4~í; PX(902;903))(eo) >3 Pt(pí; PK(p2;p3))(Eo). (h)
K+L=5 K+L=S
9 Pero la asociatividad de D~ sobre el espacio de los polinomios equivale a la igualdad de los
segundos miembros de (g) y (la). Por tanto, los primeros miembros son también iguales,
lo cual implica que ~ es una ley de composición asociativa unitaria sobre C
00(DE.). A í
pues, (C00(QE*)[h]];~) es un álgebra asociativa con unidad (Proposición 1.8).
Un cálculo directo, teniendo en cuenta la igualdad (d) de 4.1.2, demuestra que la
ley de composición ~,definida en (f), es invariante por la representación coadjunta de O
• (Proposición 1.9), es decir, para todo U> Ose satisface:
• Pn(
90íoAd~z; 902oAd é~pz)(E) PR(90í;902)(éJCPZ(O).
e
Definamos los operadores bidiferenciales reales (con coeficientes constantes, de
grado U en cada argumento y sin términos de grado cero):
9 QR(soí;so2)(~) = k [¡3i(~j; A)IR (9010902)
e
• donde 90i,902 E C00(Og.) (sobrentendiendo la aplicación p(f Og) = fg). Como, para
• cadaR>0,
>3 Ps(PT(wí;902); 90a)(¿o)= >3 PsQpí; PrQp2;90s))(¿o),
2’+S=R 2’+S=R
se verifica que:e
• (~)
T~5Qs(Qr(90i; 902); 903) = >3 (1)T+S Qs(90í; QT(902; 903)),
T-4-S=fl T+S=R
e
e
e
a
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y, por tanto,
E QS(QT(901;902); 90~) = ~ Qs6oi; Qr(902;903)),
T-4-S=R - T+S=R
que es la condición, término a término, para que la ley de composición
(90’ * 902)(¿) = (y, y~) + >3 QRQpí; 902)(~) ~R (i)
R>O
satisfaga la propiedad asociativa. Además, los operadores PR son nulos sobre las cons-
tantes y la invariancia por la representación coadjuntade los operadores QR implica la
misma invariancia de los PR. Así pues, esta igualdad (i) es la expresión de un producto es-
trella sobre la orbita 0E~, invariante por la representación coadjunta de O (Teorema 1.1).
Por niedio del difeomorfism¿ (a), a partir del producto estrella (i) sobre 0E~, se
define sobre el grupo O = IR2” un producto estrella:
4>’ *4>2=4>1.4>2+ >3ÓR(4>í;4>
2)JiR. (j)
R>1
Los operadores bidiferenciales GR son:
(4>104>2),On(4>i; 4>2) = A~ [¡3jÁ;(~)~ Sr(+))J”
donde Á1 e Hom(g;gt) es el homomorfismo asociado al 2-tensor A, E g~ A g definido
por: A?b(¡3í)cb = 6% La conmutatividad del diagrama (b) y la invariancia por la repre-
sentación coadjunta de (i) implican la~ invariancia por traslaciones a la izquierda de (j)
(Proposición 1.10).
Consideremos ahora la expresion:
¡3t=¡3i+¡32t+...±¡3ktkí, (k)
donde las $~ E gAg son 2-cocidos de g con respecto al representación trivial sobre IR y sean
¡3~.c Hom(4’;g) (í = 1,..., le) los homomorfismos asociados a ¡3~. Si$, esinvertible,
cualquier elemento ¡3±= ¡31 + ¡32 t + + ¡3¡< t’~~ admite una seríe7formal, inversa y,
si t es suficientemente pequeño, esta serie converge, por lo que (k) define una estructura
simpléctica sobre O y el procedimientodescrito para la construcción del producto estrella
(j) se reproduce sustituyendo ¡3, pór /
3t.
Sea, pues, L la extensión central deg por el 2-cocida ¡3±,0t el grupo de Lie
simplem~nte conáo de álgebra de Lie g~ y A
1 la suma de la serie formal inversa de /3±.
Sobre la orbita coadjunta
0E~ g~ + E* se tiene un producto estrella invariante por la
representación coadjunta de 0±:
(90’ * 90~)(¿) = (~í ~902)+ >3 QR(90í;92)(~) ¡iR (1)
R>O
(m)
4
e
e
e
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y el difeomorfismo O~IR2” QE.~g+E, (n)
e
transporta este producto estrella al grupo O = IR2” Es decir, la ley de composición:
• 4>1*4>2 =4>i.4>
2+>ZCR(4>l;4>2)AR, (o)
R>i
• CR(4>j.;4>~) = ~¡ [otQie(+);(8))]R (4>104>2), (p)
e
define un producto estrella invariante por la izquierda sobre el grupo O = IR
2” con
estructura simpléctica ¡3±.
Con vistas a la construcción de todos los productos estrella invariantes sobre un
grupo de Lie con una estructura simpléctica invariante determinada, el hecho importante
es que, po=identificación de los parámetros t y Ji en (o), se obtiene un producto estrella
• sobre el grupo de Lie O = IR2” con estructura simpléctica invariante ¡3, (Teorema 1.2).
En efecto, desarrollando en serie de potencias de t el segundo miembro de (p), se
• obtiene:
• GR(4’í;4>2) >3 CRT(4>l;4>
2)tTe mo
y sustituyendo este desarrollo en (o) e identificando t y Ji, se obtienen los operadores:
• EL(?,bí;4>2) >3 GRT(*i;4’2).
R+T=Le R,T=O
• La asociatividad del producto estrella (o) implica:
>3 GX(OÉ(4>í;4>2);«’s) = >3 GK(4>I;GL(4>2;4>s))e
K+L=M X+L=Me
• por tanto:
•
0RT
1 (>3 Gsr2(tki;4>2)t’Z’2; ~ 0” —
4 fl+S=M T,=O
• >3 >3 aRrl Q&í; >3 OsTS(4>2;4>a)tT2)tTI,
R+S=M T,>O T,=O
es decir,
e
• >3 0nr1 (0s12(4>l;4>2) ; 4>a) = >3 Gnr, (4>’; GsT2(4>2;4>a))
R+S=M R+S=M
Ti+T2=T
Entonces, descomponiendo P = M + T en todas las formas posibles con M,T E N ye sumando para cada descomposición las igualdades anteriores, se obtiene:
• >3 CRK(GBN(4>i;4>2);4>a)= >3 GRK(4>í;GBN(4>2;4>s)),
K+R+B+N=P
e
e
e
e
e
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lo cual implica:
>3 ER(Es(4>í;4>2);4>3)= >3 ER(4>,;Es(4>2;4>3))
R+S=M R+S=M
R,S>O R S>0
que es la expresión orden a orden de la propiedad asociativa de la ley de composición:
(4>í *4>2)(re) = (4>1 4>2)(re) + >3 Es(4>i;4>2)(re) ¡iS (q)
5>i
Para distintos cocidos ¡3±se obtienen distintos productck estrella sobre el grupo IR
2”
con respecto a la misma estructura simpléctica invariante ¡3i. De manera que cualquier
producto estrella invariante sobre el grupo (IR2”; ¡3~) es equivalente a uno determinado,
según el procedimiento descrito, por un cocido /3±.Demostraremos este resultado en el
caso general de un grupo de Lie arbitrario.
El prbcedimiento descrito admite una generalización para el caso de un grupo de Lie
arbitrario, dotado de una estructura simpléctica invariante. Los resultados que siguen,
desarrollados en la Sección 4.2., describen dicha generalización.
Sea ahora «un ál~ebra de Lie arbitraria y /3~, (i 1 U), 2-cocidos de g con
respecto a la representación trivial sobre IR, tales que ¡3i es no-degenerado. El polinomio
en el parámetro real t:
¡3±=¡3,+¡3
2t+...+¡3RtRi (a’)
define una extensión central, ~± = g x IR E, del álgebra dé Lie g. La representación adjunta
de L viene dada por:
adre~ = adre y + (¡3±(re). y) E
donde ¡3±= ~i+ fi2t +~ fJj~ tR1 es el homomorfismo asociado a la 2-forma ¡3±,es decir,
<¡
9±(re);v)=/3±(re;y).
Sea 0±el grupo de Lie simplemente conexo de álgebra de Lie L y 0E’ la orbita
de E por la acción coadjunta de 0±,que viene dada por la expresión (Proposición 2.1):
+ aE) = Ad5(expre) . ¿ + af~(—re) + aEt
para todo ¿ + aE5 E ~, donde
exp(adre) —
¡
J/3~\reJ—,.JflreJ\reJEg y A(re)— adre
El difeomorfismo (a) del caso abeliano O = IR2” es, en el caso general, un difeo-
morfismo local en re = O (Proposición 2.2):
expUo~U~cO—OE.cg+E (b’)
expre — Ad5(éipre) = f,
3~(—re) + E
5,
ya que, para t pequeño, >~± : g .-. gt es un isomorfismo y df~,(0) = ¡3±.La conmutatividad
del diagrama (b) se sigue satisfaciendo localmente. Si 141o C U
0 es un entorno simétrico,
el diagrama:
>tex~4 (c’)
exp U0 —
e
e
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e
• es conmutativo (Proposición 2.3).
• La ley de grupo formal 5,(~;9) es ahora una serie infinita:
• 00
‘7±Ú~;i7)= >3zn(t9), (d’)
t2=i
donde los Z~(~; 9) son polinomios homogéneos de grado n en las componentes de ±e 9
• (ver expresiones (h), (i) y (j) de 4.2.1). La falta de convergencia en general de la serie (d’)
impide dar sentido a la expresión (c), que no puede, ahora, constituir el punto de partida
para la construcción de un producto estrella sobre la orbita 0E•~
e Sin embargo, a partir del desarrollo formal en serie de potencias de /1 de la expo-
nencial que aparece en (c) (una vez que se ha sustituido y por la expresión (d’)):e
• exp,(z3S<¿+ E* ;‘7~(tkr; Jito>) — c2lri«x+v> (i + ~ Bs(re; y; ¿> Jis)
e
se definen los operadores bidiferenciales:
• .Ps(90~ ; 902)(¿) = ¡ c2WÍC(X+v)Bs(x; y;¿)(Y
901) (re)(Y902) (y) dre dy = (e’)
=ss(++; á+*;O(901®902)n:¿
y una ley de composición sobre C
00(g + E)[hfl:
• (901 902)(E) = (‘pi 90~)(~) + >3 Ps(
901; 902)(¿) ¡iS (f’)
5>I
Esta ley de composición es asociativa. Para demostrarlo hay que estudiar el desar-
rollo en serie que se obtiene si, en la exponencial anterior, se utiliza la suma finita:
Y±,R+i(X;Y)= ~1z(±9) (d”)
e
en lugar de ‘7± En este caso,
exp (—4~!E1<¿ + E~ ~ ¡ito>) — e27rt«X+Y (‘ + ~ y; ¿) Jis)
• de manera que se tienen las siguientes igualdades (Proposición 2.7):
Bs(re;y;¿)=BR,s(re;y;¿) para 8=1,... ,R. (g’)e
Como Bs(re; it; ¿) es una suma de monomios de grados 8 + 1,... ,28 en las compo-
nentes de a e y y de grados 0,1,... , 8 en las componentes de ¿ (Proposición 2.6), si se
consideran polinomios 90i, 902 y U suficientemente grande con respecto al grado de dichosO polinomios, la suma (f’) es finita. Por lo tanto, teniendo en cuenta (g’), se puedeescribir:
• (<p’ b 902)(~) = (901~ 902)(¿) + >3 P.
5(901 902)(¿) ti~ —
5=’
— Jexp (~4~!2<¿ + E ;‘7±;R+íUIx;liu)>) (Y90,)(re)(7902)(y) dredy,
e
e
e
e
e
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que es una expresión con sentido en el contexto de la teoría de distribuciones, cuya
asociatividad está basada en la de y~ (Proposición 2.5 y Proposición 2.8).
Esta caracteristica de la ley de composición t~, junto con el hecho de que los opera-
dores P~ no tiénen términos de grado cero, dota al conjunto de los polinomios sobre g~
de una estructura de álgebra asociativa unitaria (Proposición 2.9).
Volviendo a considerar los desarrollos de Tayior (de orden suficientemente grande)
de funciones complejas arbitrarias 901,902 ~ C~(g), las expresiones (g) y (h) siguen siendo
válidas y, por lo tanto, (C00(g’)[LJ]];c’) es un álgebra asociativa unitaria (Proposición
2.10).
Para construir un producto estrella sobre g + E*, sólo queda observar que, para
cada 8> 1, se satisface la siguiente igualdad (ver sección 4.2.2):
(—2ri)5B
8(re;yÁ) = Ds(—2irire; —2riy;~), (h’)
donde Ds(re; y; ~)es un polinomio real.
Sean ahora 90i,~2 E CCO(g*) funciones reales, definiendo los operadores bidiferen-
ciales QR~e la siguiente forma:
QR(90í;902)(¿) = +~ ¿)(90í ®902),
debido a (h’), la ley de composición:
901*902= >3QRQPi;902)AR, (i’)
R5.O
es asociativa y por tanto define un producto estrella sobre g + E (Teorema 2.1). Este
producto estrella es invariante por la representación coadjunta de 0±(Teorema 2.2)
El transporte al grupo O del producto estrella (i’) se realiza, de manera análoga
al caso abeliano, por medio del difeomorfismo local C±: exp Uo C O —.
0E’ C g~ + E*
definido en (c’).
Con la notación del diagrama (d’), se definen los operadores sobre exp U(O)
Fk(4>,;4>2)(expre) =QR(4>í oC7’;4>
2oA4’)(¿), (j’)
donde ¿ = K±(expre) E U(E* C
0E’, y la ley de composición:
(4>1 *±4>
2)(expre) = (4>i 4>2)(expre) + >3 Ej~(4>í; 4>2)(expre)., (1’)
R>i
con 4>1,4>2 E C
00(O). La conmutatividad de (c’) implica que los operadores 4 son
invariantes por la izquierda y, como U(e) genera el grupo, la expresión (1’) define un
producto estrella invariante sobre O con estructura simpléctica invariante ¡3±(Teorema
2.3).
También en el caso general por identificación de los parámetros Ji y t en (1) se
obtiene un producto estrella invariante, sobre el grupo de Lie O con estructura simpléctica
e
e
e
e
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invariante ¡3,. El procedimiento se describe en los Teoremas 2.4 y 2.5 y es en todo análogo
al que conduce del producto estrella (o) al producto estrella (q), en el caso O = IR2”ee Un estudio de las contribuciones de los distintos cocidos ¡3~, (i = 1 le), que
constituyen ¡3n a los operadores FR de (j’) revela que las /& con i > U no intervienen en
el operador FR y que la contribución de ¡3>~ se realiza por medio del 2-cocido de Poisson
e
•
e
(para la cohomología de Poisson ver Secciones 1.2.3 y 1.2.4)
A partir de este resultado, se demuestra (Teorema 2.6) que los productos estrella E
y E sobre (0; ¡3,), determinados respectivamente por los cocidos
• Y ¡3n=¡?,+•••+¡3R
1JiR2,
e
son iguales hasta el orden U — 1, es decir,
E, =F,,... ,ER.í =ER...í
• y
• FR = FR— ~V’(¡3R). (m’)
e
Por otra parte, si E y F son dosproductos estrella invariantes sobre (0; ¡3,), iguales
hasta el orden le, en la descomposición (e) de 1.4.4:e
Ék+i — Ek+í = hk+í +6 14÷í,
consecuencia de la equivalencia hasta este orden, se tiene que el 2-tensor hk+, E g A g es
un 2-cocido de Poisson (Proposición 2.14) y por tanto define un 2-cocido de g, ¡3k+í =
• p(hk+,) por medio del isomorfismo ji definido en 1.2.3.
Este resultado junto con (m’) es la base de un procedimiento inductivo (Teorema0 2.7) mediante el cual se demuestra que todo producto estrella invariante sobre el grupo O
con estructura sirnpléctica invariante ¡3, es equivalente a un producto estrella invariante
determinado por un cocido ¡3¡~ = ¡31 +~ + ¡3R ¡iR—1 ~ según el Teorema 2.5.e
Finalmente, demostraremos (Teorema 2.8) que dos productos estrella invariantes
determinados respectivamente por los cocidos cohomólogos:
e
e wn=¡3í+(¡32+6a2)Ji+...+(¡3k+eak)Jikí+...
e
son equivalentes. Por tanto, cualquier producto estrella invariante sobre (O; ¡3í) es equi-
valente a uno determinado por un cocido ¡3rí donde los ¡3~ no son exactos.
e
e
e
e
e
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4.1 . Producto Estrella de Moyal
La expresión integral del producto de Moyál e~(ver por ejémplo Grossmann, Lou-
pias, Stein f1968]):
(rh7~2” j ~R2”
donde f,g E C00 (IR2”) y ¡3 es la forma simpléctica canónica sobre IR2”.
Sea ~ = IR2” e IR E la extensión central del álgebra de Lie abeliana g IR2” por el
2-cocido ¡3 y O Ii~ el grupo de Lie simplemente conexo de álgebra de Lie g, es decir,
el grupo de Heisenberg. Mediante el cambio en el parámetro de deforinación dado por
A = Ji/2ir y haciendo uso de la transformada de Fourier Y y su invérsa Y, esta ley de
com~pósiéión se puede expresar en térñÉnos de la ley dé gfupo formal y de ~.
La expresión es la siguiente:
(f * g)(¿) = ¡ c2ri<(e+E~;h’~(Ax;Av)> (Yf) (re) (Yg) (y) dre 4
y constituye el punto de partida adecuado para la construcción de productos estrella
invariantes sobre el grupo abeliano IR2”, que sea susceptible de generalización a un grupo
de Lie arbitrario.
4.1.1 Extensión Central de g = IR2” por un Cocido ¡3
Consideremos a IR2” como un grupo de Lie abeliano de álgebra de Lie g = IR2”.
En este caso la aplicación exponencial es la identidad expx = re. Tod~ forma bilineal
antisimétrica ¡3: g >< g —. IR es, por definición, una 2-cocadena de.Chevalley del álgebra
de Lie g (Definición 1.1 de la Sección 1.1.1) con respecto a cualquier representación deg
sobre IR.
Con respecto a la representación trivial p : g —. g[(IR), definida por re -. 0, toda
2-cocadena de Chévalleyésun 2-cocido (Définición 1.2 de 1.1.1), pues
A¡3(rei;re
2;rea) = >3(-.1)±1p(x~)(¡3(..4,,..
ya que p(rej) = O y [re~;re] = 0. Además, es no-exacto ya que
6~(re;y)=O; paratodo re,yEg,
lo cual implica que ~i=
Definición 1.1 Sea ¡3 una forma bilineal, antisimétrica, no-degenerada sobre g y E un
generador. La extensión central de g por el cocido ¡3 es:
~{~=x+aE;reEg,aER},
con el conmutador:
(los elementos de IR E están en el centro de ~3.
e
e
e
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e
Si 9 = y + bE E ~, la representación adjunta de ~ viene dada por la expresión:
• ~%~9=¡3(re;y)E. (a)
• El grupo de Lie simplemente conexo de álgebra de Lie fl es el grupo Heisenberg
• O H,,. La acción adjunta de O es la siguiente:
• Á~(é~p~).9=y±(b+¡3(re).y)E t=re+aE, 9=y+bEE~, (b)
• donde la aplicación ~ : g —* g~, definida por
• <0(re);y> =¡3(re;y), (c)
es el homomorfismo asociado a la 2-forma ¡3. En efecto, la igualdad:
• Xa(é~±)=exp(~UQ~))
se satisface para todo grupo de Lie. Como la aplicación exponencial del miembro de la
• derecha, exp : g((fl) .—.* G1(~), es de la forma:
• A A2exp A =í-I-~~ + y
• y como ¡H(±). ad(~) = 0, se tiene exp (ad±)= 1 + ad(±),lo que demuestra (b).
La representación coadjunta de O viene dada por la expresión:
• ~n*(é&P±)(fi+f
2)=fi-.f2(E)¡3(re)+f2 (d)
dondex=re+aEEg, fí±f2E~½g*SIRE*, E(E)=1.Enefecto,
= <fi + f2 ; y + (b — fl(re) it) E> =
=<fí;y>+<f2;bE>—fi(re).yf2(E)=
=<fi—0(re)f2(E);y>+<f2;ÓE> =
= <fi. —0(re)12(E)+f2;y+bE>.
• Finalmente, la ley del grupo formal de Campbell-Hausdorff, ‘7, correspondiente a ~
es:
•
• (~;9) —±9+~[X;9], (e)
• ya que:
• [~;[9;2]]= [re+aE;0+¡3(y;z)E] =¡3(re;0)E = 0,
• y por tanto todos los términos de la serie de Campbell-Hausdorff a partir del tercero son
nulos (ver por ejemplo Serre [1965]).
e
Entonces tenemos:
• y(±; ~)= j’(re; it) + (a + b + ~¡3(re;it)) E,
• que relaciona la ley formal de grupo de g, y(re; y) = re + y, y la de ~.
Recordemos que y satisface las siguientes propiedades:
• y(~; y(9;2)) =‘7(yt9); 2), y(±;0)=~, y(~;—~) =0. (1)
e
e
e
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4.1.2 Ley de Composición Asociativa sobre C¶OE.)
Sea Gel grupo de Lie simplemente conexo de álgebra de Lie ~ gx0IRE, extensión
central de g por el cocido no-degenerado ¡3.
Dado que (expresión (d) de 4.1.1)
ÁX(étp±).E*=~.~(re)±E*cg*±E*; ~=re+aEE~,
la orbita del elemento E* por la representación coadjunta de O es el subespacio afín
g* + Et
Proposición 1.1 La aplicación
O~R2n~$g* +E* CE
expre = re—. XX(é~px) E* = —0(x) + E*, (a)
es un difeomorfismo. u
Proposición 1.2 El diagrama siguiente es conmutativo:
PC
— {
PC
donde z E g y Áexpz es la traslación a la izquierda definida por exp z.
Prueba Cálculo directo:
(AZo>expz) (expre) = K(éxpz +expre) = Áa*(exp(re+z))E* = —fi(re + z) +E*
y
c¡a*(é~pz) oK)(expre) = Xd’(éspz)(—¡3(re) ±E*)= -3(re) —8(z) +Et
u
En lo que sigue haremos uso de las definiciónes ypropiedades relativas a la transfor-
mada de Fourier. Si ~,4>,f, g, etc. designan funciones sobre IRk, las siguientes definiciones
de la trasformada de Fourier y su inversa:
(7v) (77) = dx, i~ E (RM)*,re E IR”,
(74>) (re) = e2ff~fl<X>4>(77) d77,
tienen sentido sobre determinados espacios funcionales bién conocidos (ver por ejemplo:
Treves ~1967]). Si T, 8, etc. designan distribuciones apropiadas sobre IR” se define, para
vE Cg~(R~,
<YT;cp> = <T;Fv>.
La propiedad asociativa (expresión (d) de 4.1.1) de la ley de grupo formal es el
fundamento de la siguiente proposícion.
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Proposición 1.3 Sean 90j y 902 funciones complejas sobre la orbita 0E’• Consideremos
• - la expresión siguiente:
e
(<pi * 902)(¿) = ] e2r\<~+E>A¶(>~~ftv>/(F<pi)(re)(F<p
2)(y)dredy. (b)
fl2.. xR
2”
Sobre espacios funcionales adecuados definidos sobre la órbita (S(IR2”),C2(IR2”) ver
• Grossmann, Loupias, Stein [1968];Voros [1978]), esta expresión define una ley de com-
• posición asociativa.
Teniendo en cuenta la expresión (e) en 4.1.1 dey, esta ley de composición se puede
escribir así:
• (y, * 902)(E) = ¡ e—2r¡(¿(x+Y>+~ft$(xY>) (Y<pi)(re)(Yy
2)(y) dredy. (c)
Il2r~ xR
2~
Prueba Qonsideremos la función siguiente:
• H(¿) = ((901*902)*903)(¿) =
• — ¡
6—2n±(¿(Ú+z>+F~¡3<uz))(Y(yí * y2))(u) (Yw~) (z) du
Desarrollando la inversa de la transformada de Fourier Y y la ley decomposición * en la
expresión Y(<p, * 902), se tiene:
e
H(¿) = ¡ e2ri?><x+vu)e2rí@<t>+¿(z>+*h$<Ú~z)+III0<x~~>).
• . (Yy,)(re)(Y902)(y)(r903)(z)dxdydndudz.
• La integral:¡ e2rin<x+vu)e2w1<c(u>+¿(z)+IA#(u2>++Ao(xv>)
es una delta de Dirac actuando sobre la distribución:tP(u) =
por tanto
• H(¿) — ¡ e—2ri(¿<x+v)+«z>+*h0<x+v2>+ih/3(xi¡>).
• . (Ycp
1)(re)(Y,p2)(y)(Ycp3)(z) dredydz.
Definiendo la siguiente expresión
• YA(re~ 9) = Ji”7Gt; 9),
• H(¿) se escribe así:
H(¿) = Je—2r(¿+E9Yn(AYn<Axflv»flz) . (Ywi)(re)(7y2)(x)(Y<pa)(z)dredydze
• Por otra parte, partiendo de la expresión E(¿) = (901 * (902 * <P3))(E) se tiene:
F(¿) = f e2nh(¿+E)7n(I~ ~ . (Yy,) (re) (Y902) (y)(7903) (z) dx 4¡dz.
• Ahora bien, la propiedad asociativa de la ley de grupo formal implica:
• ‘7ft(h’7fi(Jire; Jiy); ¡ir) = ‘7~(hx; y~Q~y; ¡ir)),
lo que demuestra formalmente la propiedad asociativa de la ley de composícion *. u
e
e
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En la siguiente proposición, mediante un cambio de variable en (c) después de
desarrollar las transformadas de Fourier, obtenemos la expresión integral del producto
estrella de Moyal sobre la variedad simpléctica canónica (R2”;¡3) (GrosÉmann, Loupias,
Stein (1968]).
Proposición 1.4 Sea ¡3 : g -~ g el isomorfismo definido en (c) de 4.1.1 a partir del
2-cocido no-degenerado ¡3. Sea A: g A g el 2-tensor definido por:
A(E;n) = <n;A(E)); para todo C,~i E g~ (d)
donde A (¡3) ~ (en componentes: Aab¡3Cb = 5~). La ley de composición *, definida en
(c), se escribe así:
2n
(y~ *<p~)(~) = 1) dt¡3 fe <pdn)
902(()d27d(. (e)
Prueba En efecto, si en (c):
* 902)(¿) = £2,. c2lri¿<Y) (L2fl e
2’” (Ysc
2)(y)dy,
desarrollamos la transformada de Fourier de la integral entre paréntesis, se tiene:
¡2. e~2ri¿(x)e~riti#(zuñ(7<p )(re) dx =
=
42nxR2n c2ri (c(z)~#I~cv).x)e21rin(z)<p (fl) d2’¡dx =
= 42n (Ir’. e2ri(~fñ(U)—~?>.x dre) <#,í(i) di> =
=90’ (e—~~)
por lo tanto,
(901*902) (E) = ./R2,. e22VÍ¿(i±>w:(e — (7902) (y) dit
= £2nxR2n e2ri(&C>(iñ<p, (e — ~¡(~))90
2(C)dZ/dC.
Haciendo, ahora, el cambio de variable
Ji /¡i\2fl
i>=¿——fi(y); y dv=I—I(det0)dy.2
se llega al resultado de la proposición. u
A partir de (e), mediante el cambio en el parámetro de deformación Ji = Ji/2r y
la expresión del tensor de Poisson A en términos de la forma simpléctica ¡3, se llega a la
fórmula del producto estrella de Moyal dada en la introducción de la Sección 4.1.
ee
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Proposición 1.5 La ley de composición (c) es invariante por XH*(é~p ~)es decir:e
• (<pi *p~) oX~(é~pz) = (cp, oKX(é~pz)) *
para todozEg.
Prueba
• (90io KU(apz)) * (9020 xá*(&Pz))(E) =
• = ¡ &2wi¿(x+v>erin$(xv> (7Qpi o Ad* éIP z)) (re) (7(902 o A& é~P z)) (y) dre dy.
e
• Ahora bien,
e
(7(<p, ofl½~Pz))(re)= ¡e2r¡n(x)(90oÁX(é~z))(7l)di> =
• - =¡ e2fl’~@>cpQj — ~(z)) di> = ¡ e2~in(Ztp(nt) di>’ =
e2’~0(~>(~> Je2rá1?’<x)90Q>~) di>’ — e2rir(z)(z) (7<p) (x). (d)e
• Así pues:
e
(<pi oX~i(éI~z)) * (<p
2oXX(é~pz))(¿) =
• = ¡ &2rí(c~0(z)+E)*Jv(>~~rAV) (7<pí) (re) (7902) (y)dx dy =
• = «o’ *y2)(Ad(expz)(~))e
ue
Toda función sobre sobre el grupo O = IR
2” es de la forma 4> = <poC, siendo 90 una
función sobre la orbita 0E’ y K: O —* 0E• el difeomorfismo definido en la Proposición
• 1.1:
• C(expx) = ÁX(é~x) . E~ —fi(re) +Et
Utilizando las coordenadas sobre fl2~ dadas por la carta exponencial (es decir, la
• identidad) y definiendo, para funciones 4>1,4>2 E C00(O;C) convenientes,
(4>í~4>2)(z) = ((4>í o K’) * (4>2 0 Pc—’)) (K(z))
e
se tiene la ley de composición:
• /2” 2n
(4>i¿4>2)(z) = (det ¡3) ¡ e~’$(í.±z...Y>
4>1(x)4>2(y)dx dy (e)
Proposición 1.6 La expresión (e) define una ley de composición asociativa en espacios
funcionales adecuados sobre el grupo O IR
2”.
• Esta ley es invariante por traslación a la izquierda:
(4>i~4>2) O .Xexpz = (4>í o .Aexpz) * (4>20 >‘expz)e
dondezE gR2” ~ re =x+z.
e
e
e
e
e
a
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Prueba La propiedad asociativa de ~ es consecuencia directa de la asociatividad de la
ley de composición * definida por la expresión (b) sobre la orbita coadiunta de E*.
La traslación a la izquierda definida por el elemento exp z z sobre O = IR2” es
la transformación re — ‘~exp ~ = re + z y un cálculo sencillo demuestra la invariancia
directamente a partir de la definión de ~.
Sin embargo, resulta interesante advertir que esta propiedad está en relación directa
con la invariancia, por la representación coadjunta del grupo O, de la ley de composición
* sobre la orbita de E*. En efecto,
((4>¿4>2) ~ Áexpz)~r) = (4>í4>
2)(Áexpz . re) =
= ((4>’ oK’) * (4>2 o Pc’)) (Ko .\expz(i)) =
= ((4>’ oK’) * (4>2 oK’)) Qfl* K)() =
= ((4>’ oK’ oÁXéIpz) * (4>2 oK’ oxa*é~Pz))Qc(re)) =
= ((4>í ‘>Áexpz oK’) * (4>20 >~expz o K’))(K(re)) =
= ((4>1 o >‘expz)(4>2 o >‘expz)) (re)
u
4.1.3 Ley de Composición Asociativa sobre C
00(CE.)L[Ji1]
Teniendo en cuenta la expresión (c) de 4.1.2, la ley de composición:
(901 * 902)(¿) = J j2fl<(C+E) ~“~(>‘~~Y)> (7<p,) (re) (7902) (y) dx dy,
R2” xR2”
se puede desarrollar formalmente en serie de potencias de Ji.
De esta forma, quedan definidos los operadores
PnQp,;902)(¿) = ¡ e.2rte<x+~~) (Z)R¡3re; y)R(7<p
1) (re) (7902) (y) dx dy, (a)
para U =1. Para U = 0, Po(<p,;<p2)(¿) = ,o,(E)902(E) claramente.
Lema 1.1 Los operadores P~qQp,; 902) son operadores bidiferenciales homogéneos con
coeficientes constantes, de grado U en cada argumento, dados por las expresiones:
8 —í ~
= ( iri)R(1 ~ o 90~)
Prueba Es consecuencia de la aplicación reiterada de
J e2ri(¿~~><x>xí<p(i>) dx di> = —1 8<p2iri 8m ~ u
Si 901,902 polinomios en las componentes de <~ E 9, PRQ,o,; 902) es también un
polinomio y, si Res suficientemente grande, claramente Pn(<p,; 902) = 0.
e
e
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e Proposición 1.7 La ley de composición
• (90,r’902)=901.p2+>3PRQpl;p2)JiR, (b)
R> 1
define una deformación asociativa, unitaria, del producto de funciones polinómicas con
variables en es decir,e
• (90ít~<p2»<pa~90ir.(902~<p3); ‘p,t~1=<p, =1><p,.
e
• Prueba Si <pi y 902 son polinomios, la suma ZR>1 PR(90í; 902) ¡iR es finita. Por tanto,
‘pi ~ 902 coincide con el valor de ‘p’ * 902 dado por la expresión integral (e) de 4.1.2, con-
siderada ésta en el contexto de las distribuciones. De forma que la propiedad asociativa
de ~ es consecuencia de la asociatividad de *, que a su vez está basada en la propiedad
asociativa de la ley del grupo formal de Cainpbell-Hausdorff, y, del álgebra de Lie ~.e
El hecho de que los operadores bidiferenciales ~R (U > 0) no tengan términos
de grado cero implica que, si alguna de las funciones <pi, 902 es constante, entonces
PR(so,;’p2) =0, porloque’pt’1 =90=lrz90. u
• Proposición 1.8 El espacio C
00(OE.)[ffl)] dotado de la ley de composición ~, definida
en (b), es un álgebra asociativa con unidad. Esto es, para todo 7’ =0,e
• >3 PR(Ps(’p1;’p2);90a)= >3 PR(y1;PsQplÁw2))
R+S=C fl+5=T
1 ~ 90í90í E~ 1901,
• donde
PoQp
1; 902)(E) (‘p’ •902) (E),
•
• PRQp1; 902)(¿) = ¡3(8,,; 8J~(<pi O 902)j,,=¿; U =1.
e
Prueba Supongamos que 901,902,903 6 C00(OE.). Consideremos los desarrollos de Tay-
br en el punto ¿o:
• (p~ son polinomios) y la expresión
• (90ío¿’p~»óp3 = >3(Px(<pí;w2)c~’pa)hK —e ¡<>0
• = >3 (P~(P¡<(cp1;so2);so3)IiL)Ji<~
¡<>0
L>O
• =Z(ZPL(P¡dw1;902>; 903:))e
Para cada 5 fijo,
• >3 PL(P¡<Qpí;¿p2); 90s)(¿o)
K+L=Se
e
e
e
a
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claramente depende sólo de los polinomios Pi, y es por lo tanto igual a
>3 FL(PK(pi;p2); pa)(&i). (c)
K+L=S
De la misma forma
>3 PrQpí; P¡<(<p2;<pa))(¿o),
K+L=S
es igual a
E PL(pí;P¡<(p2;pa))(Eo). (d)
K+L=S
Ahora bien, por la Proposición 1.7, las expresiones (c) y (d) coinciden. u
Proposición 1.9 La ley de composición
(‘pít’<p2)(¿) (<pí.<p2)±>3P~(90g<p2)(¿)¡iR
R>1
es invariante por A& é3~ z para todo z E g.
Prueba Teniendo en cuenta la igualdad (d) de 4.1.2:
o ¡Y é3i~ z)) (re) — e
2rífl<z>(x> (7<p,) (re),
a partir de la expresión integral (a) de PR, se tiene:
PR (901 oAd é~~z; 902 o¡Yéxpz)(¿) =
(...ri)R
— Je2rí(¿(x+v>~$(z>(x+v>) U! ¡3(x;y) (7<pí)(re)(~~
2)(y)dredy=
u
Teorema 1.1 Sea O el grupo de Lie simplemente conexo de álgebra de Lie ~ = g x~R E,
extensión central de g por el cocido ¡3. Sea
0E~ la orbita de E por la representación
coadjunta de O y ‘pi, 902 funciones reales definidas sobre (VE.. Entonces:
(1) La expresión
(90’ * p~)(¿) = (‘p’ . ‘p~)(¿) + >3 Q~Opí; 902)(E) ¡iR, (e)
R>i
donde
QRQPí;<92)(f) = ¡3(8,,; Sc)R(so, O 9024,=¿ , (E)
define una ley de composición asociativa con unidad sobre el espacio vectorial real
C00(OE.)[h]] de las series de potencias en Ji con coeficientes en C00(CI~E.).
Los operadores QR son operadores bidiferenciales con coeficientes constantes, de
grado U en cada argumento y sin términos de grado cero.
(2) Esta ley de composición es invariante por la representación coadjunta de O.
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Prueba
(1) La ley de composición
(<pi so~) = (<pv 902)(¿) + >3 P.qQp,; <p2)½)¡iR
R=i
169
donde
PnQp1;¿p2)(¿) = Rk¡3an; 8c)R(<p, ® 90~) j~=¿,
y <pr, 902 son funciones de clase C
00 definidas sobre la orbita con valores
face la pr piedad asociativa. Es decir, la expresión:
complejos, satis-
‘¡3(
8;8)T ((i¡3(5¿;a¿)s(90í 0902)) ®9~3)) JiS
es igual a
=
r+s 1
~ (9010 +~(~~¿(~ 0903)))
Entonces, para cada U> 1
Qs(QrQpí;902); 903) =
T+S=R
>3
T+S=R
r+s
k4ri) QsQp,; QTQP2;903))
Pero en todos los términos de las sumas el coeficiente (~l/(4iri))T+S es el mismo, por lo
que
>3
T+S=R
Qs(QTQpí;<p2); 903) = >3 Qs(90í; QT(’p2;’p3)),
T+S=R
que es la condición, término a término, para que la ley de composición
(<pi * 902)(¿) = (901~902) + >3 QR(90i 902)(¿) ¡iR
5>0
satisfaga la propiedad asociativa.
Por otra parte, si <pi, 902 son funciones reales sobre la orbita, la función QnQpí; 902)
es real, de forma que * es un producto estrella.
(2) Hay que comprobar que
Qn(’pí;’p2)(Ad*(é~pz) “E) = ~ ¡3(Bn;8c)R(<pi OU!
es igual a:
Qn(<pioKX(é~z); v2oXX(é~Pz))(¿) =
— -h ¡3(55)R( o (é~z)®<p2oXX(é~Pz)) ,,¿
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
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Ahora bien, como la acción coadiunta de <1? es la transformación afín:
se tiene:
_______ = 8” «o)8 •~8 8n~ ,,=~ rn,,
por tanto
¡3(8,,; 8C)RQp~ o Ad(é~pz) 09020 fiZ(é~pz)) ,,=¿ =
= ¡3(8,,;8c)R(soí 0w2)kÁa.(~~).¿
u
4.1.4 Producto Estrella Definido por el Cocido ¡3 sobre el Grupo IR2”
Recordemos, que al ser la 2-forma sobre g IR2”, ¡3, no-degenerada, el homo-
morfismo ¡3 g —. g’ asociado (expresión (c) de 4.1.1) es un isomorfismo. Entonces la
aplicación:
G~IR2n~$G.E* ~g+E
expre —. XB*(é~Px)E* = —j3(re~+E%
es un difeomorfismo (Proposición 1.1 de 4.1.2).
Mediante este difeomorfismo el producto estrella sobre la orbita 0E~, definido en (e)
de 4.1.3, se puede trasladar al grupo O.
Proposición 1.10 Sea A = —¡3’ y A el 2-tensor contravariante asociado a A. La
expresión
(4>í * 4>2)(re) = (4>í - 4>2)(re) + >3 G>~(4>í; 4>2) ¡iR
R>1
donde
GR(4>l;4>
2) = ~j¡3 (K(+); (8))R 04>2) =
_ R!A(Ox~Sre)(4>i®4>2)~
y *i,4>2 son funciones sobre el grupo O IR
2”, define un producto estrella sobre O,
invariante por traslaciones a la izq ierda.
Prueba
(1) El producto estrella sobre la orbita 0E~, dado por la expresión (e) de 4.1.3:
(<pl * ~2)½) = (~í- 902)(¿) + >3 Qn(<pí; 902)(¿) h{~,
R>1
u-’
e
e
e
4.1 Producto Estrella de Moya) 171
• donde
• Qn(wí;P2)(¿)=k¡3(~; ~j«oí 0902),
define sobre CCO(O)L[Ji]] la siguiente ley de composición:
e
• (4>í~4>2) = ((4>ioK-’) * (4>20 Pc’))(K(re)).
Al expresarla en la forma
e
• (4>d4>2)(re) = (4>í 4>2) + >3 Gn(4>,; 4>2)(re) ¡iR
e
quedan definidos los operadores bidiferenciales
• Gn(4>í;4>2)(re) = Qn(4>í oC’;4>2 oK’)(K(re)).
Ahora bien,
a8~~ .0. t~¿’) — A31 t1A3’ t~e(í)ke
• por tanto
• QR(4>ioK’;4>
2oC’)(E) — 1 ¡3(A(-
2-) ;
• U! 8x k8re,I/
• donde (A(8/8re))4 — Anb(8/Sreb).
La propiedad asociativa de los operadores bidiferenciales 0n es, entonces, conse-
cuencia de la verificación de la misma por los operedares Nn.
(2) En cuanto a la invariancia por la acción a la izquierda de O sobre O, es consecuencia
• de la conmutatividad del diagrama (Proposición 1.2):
e o K
>ifiXP.{
•
e
y de la invariancia del producto estrella sobre la orbita (expresión (e) de 4.1.3), por la
acción coadjunta O. En efecto,
GR(4>1;4>2)ÚXexpz(re)) 22 oAr’) (Ko V,qn) (re) =
= Qn (4>10 C’;
• Ad1 (re) =Qn(4>í oK1; 4>
2oK’) k~exPz)oK)
• = Qn (4>í oK
1 oXY(é~pz); 4>2 oC’ oÁX(apz)) K(re) =
• = Qn (4>í o >‘expz o K’; 4>20 ~ o K’) K(re)
= 0n (4>ío .Xexp. ; 4>20 .Xexpz) (re).
• u
e
172 4 Productos Estrella Invariantes
4.1.5 Producto Estrella Definido por el Cocido ¡$ sobre el grupo IR2” conEstructura Simpléctica fi
Sean ¡3~ : g x g .— IR,i = 1,... ,k, 2-cocidos de g IR2” con respecto a la
representación trivial, ¡3~ : g —.* g’ los homomorfismos asociados, es decir,
<A(re);y>=¡3(re;y); paratodo re,yeg,
y t un parámetro real positivo.
Si fi es no-degenerada el polinomio:
admite una serie formal inversa
00
A±=>3Atttí; AiEL(g*;g),
i=1
dada por laÉ expresiones:
i=2
Se satisface, por tanto,
¡i±oÁ±1r; Á±o~i±=1
9.
Para cada t, el cocido sobre g:
define una extensión central de g, L Si G±es el grupo de Lie simplemente conexo
de álgebra de He ~, se tiene (Proposición 1.10 de 4.1.4) un producto estrella sobre la
variedad simpléctica (QE’; ¡3±):
RQRQpí; <p2)(E) e(90’ * 90~)(C) = (90’ 902)(¿) + >3
R>i
donde
0E’ es la ¿rbitfade E por lá representación coadjunta de G±ydonde los operadores
bidiferenciales QR vienen dados por las expresiones:
¡~ ~ R
QRQo,; 902)(¿) = w0~ ~ ~) (9010902)
Si t es suficientemente pequeño, la serie inversa de ¡3 converge. Por tanto, ~± define
una estructura simpléctica invariante sobre el grupo O = IR2” Entonces, mediante el
difeomorfismo
O £ 0E’ g* + E*
expre —. xa*(é~re)E* = —¡3
1(re) + E*,
el producto estrella definido sobre la orbita se puede trasladar al grupo O.
Para diferentes cocidos ¡3± con las condiciones anteriores, se tienen diferentes exten-
siones del álgebra de Lie g y productos estrella sobre grupo O con diferentes estructuras
simplécticas ¡3±;
La importancia del teorema siguiente consiste en que, haciendo uso de cocidos con
la forma ¡3±,mediante identificación del parámetro t y el parámetro de deformación /1, se
obtienen diferentes productos estrella sobre el mismo grupo simpléctico (O; fi).
e
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Teorema 1.2 Sea
¡3n=¡3í+¡32h+¡3aJi2+~-+/3kJi~1
un 2-cocido de g con respecto a la representación trivial sobre IR, tal que ¡3~ es no-
degenerado. Sea fJn E L(g; g) el isomorfismo asociado a ¡3~ (para Ji suficientemente
pequeño) y A,~ la serie inversa de fin. Entonces, la expresión
(4>1 * 4>
2)(re) = (4>1 4>2)(re) + >3 Es(4>í; 4>2)(re) ¡i5
5>,
donde los operadores bidiferenciales Es (4>í; 4>2) vienen dados por
Es(4>,;4>2)(re)=Z 1
1
>3
4=R=L,P,Q
P+Q+L—2R=S
...(Av)Oflrfl)
1 (
1 >3 (.l3íja,¿,~k ti+.:.+•RL
>3 (Aqi)~’<”
+qn=Q
Qa=1
(ax;~?arern Bre” 8x5R) (4>, 04>2)
es un producto estrella invariante sobre (0; ¡3,).
Prueba
(1) Sea
ji
y
(4>14>2)(re) = (4>, . 4>2)(x) + >3 Gn(4>í; 4>2) ¿R
R>1la ley de composición sobre C
00(O)Lfr]] definida en la Proposición 1.10 de 4.1.4 por el
cocido ¡3±,con t suficientemente pequeño. Los operadores CR&’1; 4>2) son
GR(4>1;4>2)(x) = h (¡3±(x±(+) ; xt (:;))]R(4>I®4,2)(re).
y los operadores bidiferenciales En(4>í; 4>2) se obtienen por identificación de los pará-
metros t y e en la ley de composición anterior. En efecto, al desarrollar los operadores
On(4>í; 4>2) en potencias de t se obtiene
Cn(4>1;4>2) = >3Gnx(4>í;4>
2)tT,
T>O
donde
Gnr(4>i;4>2) >3
L+P+Q-SR=T
t=R=L,F,Q
AT ( ,,~
ti <¡¿=1( >3 (A,,)a1r1
( aren . . 8re~ 8re~’ . . . )(4>i 04>2).
(¡3iR)an ha)
(Aq, )bi SI... (A )hfl SR)
+qn=Q
qn>i
(¡3.n)aa bR)
(Aqn)b~~ SR)
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Entonces, haciendo t = e = Ji se tiene:
>3 Gq(4>í;4>~)W~ —>31
R>i ~ k >3R+T=S
2’>o
>3 kc-cs~aL+P+Q-3R=T
R<L<Rk
R=P;R=Q
O( 8R 8reSI~.8resa)(4>í®4>2)1Srerl...Orera
Ahora bien, T = 5— U, por lo que L +E + Q — 3R =2’ equivale a L + E + Q — 21? = S y,
como el indice 2’ no aparece en ninguna de las expresiones que hay que sumar, la suma
extendidaaU+T=5 R>1~ T>OequivalealasumadesdeR=lhastaR=S.
(2) Para demostrar la propiedad asociativa hay que comprobar que, para todo ¡vI > o
se verifica
>3 ER(Fs(4>í;4>2);4>3)= >3 Fn(4>,;Es(4>2;4>a))
R+S=M R+S=M
RS>O R,S=O
Ahora bién
EL(4>l;4>2)= >3 GRT(4>,;4>2),
R+T=L
R,T>O
por tanto hay que comprobar que
0RK GBN(4>i;4>2);4>3)) =
L+S=P (¡<LL
L+S=P (¡<RL (4>1;
GBN(4>2;4>3))~
donde L,S,K,U=O.
Como el único indice fijo es E E N, la suma extendida a las condiciones L + 5 = E,
K+U = L y .B+Ñ= 5 coincide con la suma extendida a la condición K-4-R±B±N E,
entonces la igualdad anterior se puede escribir así
>3 GRI< (OsN(4>1; 4>2); 4>a) = >3 0RI< (4>’ ;GBN(4>2;4>a)). (a)
K+R+B+N=P
Pero, por hipótesis, para cada M > Q
>3 0R (Gs(4>í;4>2); 4>3) = >3 0n (4>,; CS(4>2;4>a))
R+S=M R45=M
es decir, para todo t e IR en un entorno de cero y todo M > O
>3>3
R+S=M Ti=O
0RT
1 (>3 OsT2(4>í;4>2)J2; 4>3) J’ =
2’2=O
—>3>3 onr1Q~í; >3 GST2(4>2;4>3)t72)tt
R+S=M T1>O T2=O
e
e
e
e
e
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e
obien,paracadaM=Oycada2’>0
• >3 GRTi (GsT2(4>í;4>2); 4>3)7 >3 0R2’I (4>1; GsT2(4>2;4>s))
R+S=M R+S=M
Ti+T2~T Tí+T2=T
e
Pero si se descompone P = M + 2’ de todas las formas posibles con M, T E
1% sumando las igualdades de la forma anterior correspondientes a cada una de las
descomposiciones, se obtiene (a),lo que se quería demostrar.
e
(3) Los operadores bidiferenciales ER(4>,; 4>2) son nulos sobre las constantes, es decir,
ER(4>;1)=ER(1;4>)=O R>0, 4>EC¶G),
e
• ya que los operadores Gs(4>í; 4>2) lo son.
(4) La invariancia por traslaciones a la izquierda del producto estrella es consecuencia
de la invariancia de los operadores GR(4>1; 4>2). u
Como veremos en el caso general, para estudiar la equivalencia de los produc-
tos estrella invariantes que se pueden definir sobre un grupo de Lie O con estructura
simpléctica invariante ¡3í, resulta conveniente analizar la intervención de los distintos
cocidos ¡3~ en el operador bidiferencial FR. El resultado lo anticipamos a continuación
en este caso O = IR
2”.
e
En el operador bidiferencial Es no intervienen los ¡3M con M > 5. En efecto,
supongamos que en E
3 interviniera un ¡3~, con i¡ = M, o bien un A~, con pj = M, o bien
• unAq¿conq¡=M,dondeM>S. Porunapartesetienei¿=L,p¡<Pyqí<Q. Por
• otra, como P+Q+L—2R = 5 y P,Q,L >1? tendriamos L,P,Q =5. Así pues, se
llegarfaalacontradicciónS.cM=i¡ =L<SobienS<M=p¡ =P<Sobien
• S<M=q¿=Q=S.
e
En el operador E3 sólo existe un término en el que intervenga ¡35. Es el término
de orden de diferenciabilidad mmimo:
e
“8 SN /8 8”
• (A3)rI ® = — (¡3s),1~ b1 (Aí)drj (Aí) b,,, y~~—® ~~-)
En efecto, 1
3s sólo puede intervenir si en las sumas existe i¿ = 5 o bien p~ = 5 o
• bien q¿ = 5. En el primer caso
e
e
• porlotantoL>S+U—lyentoncesP-1-Q=S—L+2R<R+1.
y Q =U, se tiene 1’ + Q =2R. Las dos condiciones implican 2U =1? + 1, es decir U = 1
y por lo tanto P + Q = 2. El término correspondiente es pues de la forma:
j~j}I3s)ai b
1(A1)
0’ ri(Aí)bi s, ¡a ® 1) —e 8yri
rs TrI ~ A ¿.s~í,,sí,... ,wS—í;>
= (—É’AON’’ ~
• +(, kSvriOzsI}
e
e
e
e
e
a
176 4 Productos Estrella Invariantes
En el segundo caso, se tiene U = 1, E = 5 y Q + L = 2, por lo que el término en el que
interviene ¡3s es:
~t(¡3l)a,hI(As)~’ rí(A )bi Si (vi.. O
Y finalmente, en el tercer caso, el término que contribuye con ¡3s es
1
b, (A1)
4’ rí(A
5)bí ~,
La suma de los tres es:
— (A5¡’ ~ + (¡31)4, bi (As)
0’ r, (A
1)bi ~ +
b ¡5 SN+ (¡3,)OIbl(Al)úírí(AS)í “ kw—® W) —
= L~ (AJ’5’ — (A.~)Siri + (As)t’ Si) && 047) =
= (A
3~”’ <08)
Teniendo en cuenta que
3—1
(AS)ri 5~ — .y(Ai.)rí ki (¡3s)k, ~, (A,)~’ ~ r(Aí >3 ¡3~As+i....~) rj ~i
¡33 interviene en el operador E5 en el término: f(Aiyí ~ (¡3s»~, ~,(A1}~’ ~i =
donde ¡r’(¡3s) es el 2-cocido de Poisson invariante correspondiente al 2-cocido de
de Rham invariante ¡3s (ver Sección 1.2.3)
Finalmente un comentario sobre el término de grado mas alto de diferenciabilidad.
Este es el que se obtiene para U = 5, es decir, E = Q = L = U = 5 con lo que
iíis=pí=--ps=q1-q3l.
Por lo tanto, es:
1
s¡(¡31)oíbí (¡
3jjosi,s . (A
1)~’~ ... (A,)
0~ rs
(A
1)bí Si•~~ (A,)bs ~ ti? ayrs en ti 8z’s
)
1 ( ~5 ~3
= ......(A,)ri ‘~... (A, Y~ \SyTí.. . 5y1s 5z~’ . 8z’s }
es decir, es la potencia S-ésima de 2-tensor de Poisson. Así, en el caso de que ¡3~ = ¡3,,
la expresión que se obtiene en el Teorema 1.2 es la expresión clásica del producto estrella
de Moyal.
e
e
e
e
e
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e 4.2 Productos Estrella Invariantes sobre un Grupo de Lie con
- Estructura Simpléctica Invariante
• 4.2.1 La Extensión Central ~ g x1~, RE. La Serie de Hausdorff de 9 y L
e
Sea O el grupo de Líe simplemente conexo de álgebra de Lie g, dotado de una
estructura simpléctica 9 E A2(O), invariante por la izquierda, definida por ¡3í E g A g.
El tensor de Poisson asociado a la estructura simpléctica es también invariante por la
• izquierda (ver Teorema 2.5 de 1.2.4). Si Aí E gAg es el elemento que lo define, se tiene
(ver sección 1.2.3): A~b(¡3í)~a =
e
Denotemos por
e
a los isomorfismos asociados a ¡3~ y Aí, definidos por las relaciones:
• <¡3í(re);y>=/31(x;y); <¿;Xi(i>)>=Ai(¿;n).
En componentes,
= (/3,)aareaVb = (¡31)8~reÚyb; eaX~bi>b — A”
6Eai>b,
• esdecir, (DL)
0b (¡3í)ba yAf’ =A¶~. Setiene, portanto, /3ioAí = 1~- yA,o¡3í =
Sean ¡3~, (i = 2, ... , n) 2-cocidos sobre g con respecto a la representación trivialO sobre IR y ¡3~ g —. g~ los homomorfismos asociados:
(A(re);y> =¡31(re;y). (a)e
Consideremos el polinomio en el parámetro real t:
• ¡3±=,8l+¡32t+--+¡3Rt~’
e
y un generador E. La condición de 2-cocido, con respecto a la representación trivial de
g sobre IR, de ¡3±implica que la ley de composición
e
• [re+aE;y+ bE]±= ¡re;y] +¡3±(x;y)E,
• satisface la identidad de Jacobi y por tanto L = g x~, IRE es un álgebra de Lie: la
extensión central de g por ¡3±.
La representación adjunta de L está definida, entonces, por:
.9 adre •y +¡3±(x). yE,
e
para todo ~,9 E L1 siendo ¡3±: g —. g el homomorfismo siguiente:
• ¡3±=I3i+¡32t.4-”+~Rt~’, (b)
e
donde los ¡3j están definidos en (a).
• Los siguientes lemas serán útiles al estudiar la serie de Campbell-Hausdorff de L•
e
e
e
e
e
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Lema2.1 Sean~ ~re+aE, 9=y+bEyi= z+cEelementosdeL. Sir =1 y
s > 1 son enteros; entonces:
(2) (a~)r - (~9) ~2 = (adre)r . (ad y)3. z + ¡3(re; (adre)rí(ady)S . z) E.
Prueba
(1) Po# inducción. Sir = 1 (ad~) -2 = adre z + ¡3(re; z) E.
Admitiendo, para r =2, que
(~~)r—1 .2= (adre)rí .z+¡3(re; (adx)r2 .z) E,
se tiene
(wI±)r 2 = (~fl)(~j~)r—i . =
= ad±((adre)r1 - z + ¡3(re; (adre)r2 . z) E) =
= adx- (adre)r1 . z + ¡3(re; (adre)rí - z) E
(2)
(ad9)5 -2 = (ad±)r((ady)’ . z+¡3(y; (ady)~1 . z)E) =
= (adre)r(ady)S .z+¡3(x; (adre)r~(ady)8 .z)E.
u
Lema 2.2
(1) Cualesquiera que sean qi,p~,q~ pm,qm =0yp, =1, se tiene
(ad±)PI.(~j
9)~i ... (~~)Pm(2l7)Q... -2 =
— (adx)’ . (ady)’
7’ - .. (adre)~’” - (ady)Qm .
+¡3(re; (adre)~’’ . (»jjy)’J1 ...(adx)Pm . (adyy”. - z)E.
(2) Sipí=1,qm=0,q~p
2,...,pm=0yy=zsetiene
(adflPl. (ad9~’ ... (~jJ~)Pm .~ =
= (adre)~’ . (ady)~’ - - - (adre)””’ - y +
+¡3(re; (adre9”’ -(ady)~’ ...(adx)Pm .y)E.
(3) Sip, =1,q,,... ,pmí,qmí >0,p,~ =q,,~ =Oyi=±, se tiene
(ad~)Pí . (¡~9)QI ... (ad~)Pm.I . (~y)~m...I . =
= (adre)~’ . (ady)~’ - . . (adx)Pmí - (ady)~m~ re +
+ ¡3(re; (adre)~’’ . (ady)~1 - . - (adre)~”.’ . (ady)~”.—’ -re) E.
(4) Expresiones análogas para p, = 0, q, > 1.
Prueba Cálculo directo a partir de Lema 2.1. u
Denotaremos por G±al grupo de Lie simplemente conexo de álgebra de Lie ~ y
por é~ ~ —* 0±a la aplicación exponencial de G±.
4.2 Productos Estrella Invariantes
Proposición 2.1.
(1) La acción adjunta de G1 viene dada por la expresión:
~(é3~p±).9=Ad(expre).y+(b±¡~±(re)oA(re).y)E,
para todo ~ = re+ aE, 9 = y + bE EL donde
A(re) exp(adre) —I
adre
A(re)=É(adre$= 1+— adx21
(2) La acción coadjunta de 0±viene dada por la expresión:
fl
t (é~p(re+aE)) - (¿+uE) = Ad*(expre) -¿±uf~,(—re)+uE,
para todo¿±uE E r, siendo
f~(re) =f3±(re)oA(re)E g~
donde ¡~±está definidben(b).
Prueba
(1) Enefecto, sean.~=re+aE, 9=y+bE, setiene
Adé3~(re+aE)-(y+bE) =exp(~(x+aE))(y+bE)
— (í+É~(re+jE)P)w+bE),
pero, por el Lema 2.1,
(a±)r.9=(adre)r.y+¡3±(re;(adx)r—l.y)E,
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(c)
(d)
(e)
por tanto:
KHé~(re+aE)-(y+bE)= bE É (ad x)P . y+ (¡3±(re) . (ad x)’”’ . LI) E
=exp(adx)-y+ (b+¡3±(x;É (adre)~
’
1
=Ad(expre).y+ (b+¡3±(re;exp(adre) — - fl~ E.
ad re
(2) El siguiente cálculo:
- (¿+uE);9> = <¿+uE* X~((t) -~> =
= <¿ + uEt Ad(exp(—x)) - y + (6 + 0±C-x)o A(—x) - y) E> =
= <¿ ; Ad(exp(—x)) - y> + <uE~ (¿~ + ¡3±(—re)o A(—re) - y) E> =
= <Ad*(expre) -~;~> +ub+u(¡3±(—re)oA(—re) -y) =
=<Ad*(expx).¿;y>9~<u0±(~~re)oA(~x);y>+(uE*;bE>=
= <Ad*(expx) -¿+u/~±(—re)oA(.-.re)+uE*;9>,
9 ELes cierto para todo u
es decir,
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
a
180 4 Productos Estrella Invariantes
En particular, para el elemento Et se tiene:
Á~1’ (é~p(re + aE)) . (E) = f&(—re) + E*,
por lo que la orbita de Et por la representación coadjunta de G±está contenida en gt+E*.
Si t es pequeño, ¡3±: g — g (expresión (b)) es un isomorfismo, cuya aplicación
inversa es la suma A±de la serie 2=.~A5 ti’, donde Ai = (/3íY’ y, para ¿ > 1,
= —A1 -¡3¿+, . A, — A1 ->3 ¡3~ .
Proposición 2.2 Para t pequeño, la aplicación
.t0t *
9 —.4 2
re — f~~(re) = ¡3±(re)o A(re),
es un difeomorfismo local en re = O. Se tiene df,s~(O) = ¡3±.
Prueba En efecto,
df~(0) - = ~ f~(uy) — f~,(0) Vm ¡3±(uy)o A(uy) — ~ ()o lim A(uy).
U u—.O u u—O
Como A(uy) = 1 + ~ ad(uy) +---, cuando u —. O, A(uy) —. 1, por tanto,
df~(O) - y = ¡3~(y), para todo yE g.
Al ser ¡3±un isomorfismo, ~ es un difeomorfismo local en re = 0. u
Corolario Siendo t pequeño y Uo G g, (4 c O entornos de O E g y e E O tales que
exp : U0 .-. (4 es un difeomorfismo, la aplicación:
exp Uo L4c0 —
0E C9 + E*
expx-.Ad%Ipre.Et=f~Á~~x)+E* (E)
es un difeomorfismo local en e E O.
Proposición 2.3 Sean Uo c g y U. c O los entornos de O E g y e E O definidos en
el Corolario anterior. Consideremos un entorno Wo c U
0 de O E g tal que exp(Wo)
W~ C £4 es un entorno simétrico de la identidad de O, es decir WC = V/¿’ <W~ se puede
escoger de manera que W~ W~ c U~, ver Dieudonné [1970]).Entonces, para t pequeño,
el diagrama
x.xpzI
expUo —~
es conmutativo para todo z E W0.
e
e
e
e
e
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e
Prueba Sean re, z E Wo, entonces exp z, exp re E We. Como W~ se puede escoger de
manera que ¡Ve W~ <E U~, tenemos exp z - expre E U~. Así pues, existe ‘y(z; re) E Uo tal
• que:
• expy(z;re) =expz-expre.
• Si 5±es la ley de grupo formal del álgebra de Lie ~, se satisface:
éipz -é5~pre = é~~~(z;re).
e
Ahora bién, teniendo en cuenta un resultado posterior dado en la expresión (m),
• 5±(z;re)=n’(z;re)+t±(z;re)E;j±(z;re)EIR,
• por tanto,
• (xa*(é~pz)oPc±)expre ¡~*(~~) oÁW(é~re) •E’ =
= ~ (—-o) ~E’ =
• =Áa’(~p(-y(z;re)+5±(z;re)E>.E* =
• = ÁX (é~p y(z; re)). E’,
e
donde la última igualdad es consecuencia de la Proposición 2.1.
Por otra parte,
• (K±ot\expz)expre =Pc±(expz.expre)= K±(expy(z;re))= XX (éIpMz;re))E*.
Quedando demostrada la conmutatividad del diagrama. ue
• Recordemos que la ley de grupo formal del álgebra de Lie L satisface la igualdad:
• ~±(y±(~;9);E) =~±(±;~±W;tY (g)
Además, se tienen las siguientes expresiones formales (ver por ejemplo Serre [1965]),
e 00
• 5±(±;V)= >3z,4~;9)
• n=1
• 2i(~;V)=~+9, (h)
• ysin=2
• Ld~;9) = 1 ~ (2,0(re;y)+4~(re;y))
V+q=n
siendo
e >3 (—í)”’~” (ad~)PI(ad9)~í . .. (ad±~” -9
•
4q(±;9)= ni (pí!qí!) - (pm...í!qm...i!)pm! (i)
e
i=1 ni-1Vn.=1
• 4~Gt9) = ~ ni (pi! qi!)---(pm...,! qm...í!) - (j)
Vi+qi=le i1 m—1
e
e
e
e
e
a
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Los polinomios z,4 y Z~ son polinomios homogéneos de grado p en las componentes de
~ y de grado q en las componentes de 9 (una vez elegida una base en
Para el álgebra g se tiene, de manera similar,
00
y(re;y)=>3zn(re;y),
n=1
donde zí(re; y) = re + y y paran> 1
zn(re;y) = 3- >3 z~(re;y) +zk(re;y), (k)
siendo 4~(re; y), z~~(re; y) expresiones similares a las (i) y (j) relativas al álgebra de Lie g.
Teniendo en cuenta el Lema 2.2, introducimos la siguiente notación.
Sip+q>1,p,q>O
- ~,~(±;V)=z,q(re;y)+i,q(re;y)E
Z~q (±;9)= z’,q(re;y) +4q(x;y)E,
donde z,q(re; y) y z~q(x; y) son expresiones análogas a las (i) e (j), relativas al álgebra
de Lie g, y ~,0(re;y)y ~~(re;y) se obtienen sustituyendo, en las expresiones de 4~(re;y)
y z~q(re; y) respectivamente, el operador mas a la izquierda por ¡3±(re)ó ¡3±(y)según sea
éste adre ó ady, es decir:
~,q(x;y) (—í)”’~’ ¡9~(re)(adre~r’(ady)~’ . . . (adre)”” - y , (1)
ni (pí!q,!) - . (pm-.1!
V~+q.=1; P,n=í
sipí =1 y si pi = O,
(—1)”’-’~’ ~~(y)(ady)~ik..(adre)Pm -u
z~9(re;y) = ~ ni qí!(p2!q2~---(pm-.í!qm~~!)pm! (m)
y expresiones análogas para Zp,q.
Por tanto, definiendo
~~(re;y)= 3- >3 (i’~(re;y) +iq(re;y)) (n)
tenemos:
Z~(t 9) = z4(re; y) + ~~(re;y)E
y
(o)
n>1
donde
$(re;z,) = >3~~(re;y).
n>1
e
e
e
e
e
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e
Proposición 2.4 Si ~ = re, 9 = y yE = z, entonces
• t±Cy(re;y);z) +S(re;y)=>~’±(revy(re;y))+5’±(y;z).
e
e
Prueba Haciendo uso de (o), se tiene:
e
•
• y
•
• =Y(re;$Y;z)>+(a±Y±U/;z)+b+c+’t±(reVdY;z»)E.
e
La proposición es consecuencia de la propiedad asociativa de >7±y ~ u
• Sea U E N, definimos
e
R+i
• Y±;R+i(X;9) >32n(~;v), (p)
• n=1
y de forma similar 5±;R+l(re;v)y ‘%;n+í(re; y).
e
• Proposición 2.5 Sean ~ = re, 9— y y E = z. Entonces:
• (1) Ye;R+lfr;3’) =YR+i (re; y) +y±;R+i(re;y).
• (2) La expresión
e
• YR+1QYR+i(re;Y); z) + (‘t±;R+1(YR+1(re;v);z) +‘tt;n+í(re;Y)) E,
contiene todos los términos homogéneos de grado total menor o igual que R + 1 en las
componentes de z,y, z, de la serie formal >7±(y±(re;y); z).
• (3) La expresión
e
• yn+dre; YR+1(y;z)) + (t±;n+i(re; yn+,(y;z)) +$n+i(y;z)) E,
e
contiene todos los términos homogéneos de grado total menor o igual que U + 1 en las
componentes de re, y, z, de serie formal >71(re; 5(y; z)). En particular los polinomios de
• los apartados (2) y (3) coinciden hasta el orden 1? + 1. u
e
Haremos uso de estas definiciones y propiedades en la sección siguiente
e
e
e
e
e
e
e
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4.2.2 Un Producto EstreUa sobre 9* + E*
La falta de convergencia, en general, de la serie de Hausdorff y~(~; 9) impide dar
sentido a la expresión
¡ e~<¿+E ;yt<Ax;ftv)> (7&) (re) (Y~2) (y) dre dy.
Sin embargo, vamos a comprobar que el desarrollo formal en serie de potencias de
Ji de la exponencial es de la forma:
— e2iri¿<x+’ñ(i + ÉRR(x;Y;¿)JiR)
donde BR(re; y;~)es una suma de monomios de grados U+ 1 21? en las componentes
de re e y y. de grados 0, 1,... , 1? en las componentes de ~. Esto permite definir los
operadores bidiferenciales
PsQp,;902)(¿) = ¡ c2wi¿<x+v> Bs(re; y;¿) (7~í) (re) (7902) (y) dre dy
y una ley de composición sobre (g* + E)[h]]
«o, <p2)(¿) = (90’ - 90~)(¿) + >3 PsQpi; <p2)(C) Ji,
s>i
cuya asociatividad es consecuencia de la asociatividad de >7±-
Proposición 2.6 Sea e un parámetro real. Entonces:
(—2ri <e + E*; y~(¿re; ¿u)>) = exp ( — 2ri¿(re + y)) . (í + z Bs(re; y; C) , (a)
siendo
5
Bs(re;y;~) =>3 ((—2lri)’ >3 Jki(re;u;¿)...JkÁre;v;C)) , (b)
k¿>1
donde
y z,~,, z,,~1 están definidos en las expresiones (k) y (n) de 4.2.1 respectivamente.
Bs(re;y;~) es unasumademonomiosdegradosS+1,S+2 S+S= 2S en
las componentes dé re e y y de grados 1, ... , 5 en las componentes de ¿.
Prueba En efecto, tenemos:
exp (23M«+E*;Y±(cre;eu)>)=
= exp ((—2iri)e(re + y) + (—2iri)>3 (¿. ~,,(re;y) + ~~(re;LO) a”) =
n> 1
= exp ((—2iri)¿(re + y) + (—2r0>3 .J~(x; y; ¿)
n>1
e
e
e
e
e
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e
• donde
J(re;y;¿) = . z,,~j(re;y) + ~n~~re;y).
y por tanto son polinomios homogéneos de grado n + 1 en las componentes de re e y y de
grado 1 en las componentes de ¿.
Al desarrollar en serie de potencias de ¿ la exponencial se tiene:
e
=e
• = exp ( — 2iri¿(re + y))- exp (— 2,riZ J~(re;y;¿) “) =
e
exp — 2~i¿(re + ~ (~ <27~~’ (~~J=(re;Y;~¿”)’) =
2exp(—2iri«re±y)).
• - (í+É (27i~ ~ +-+k,=S Jki (re; y; E)-- 4~ (re; y; E))
e
Como para cada 5, 1 interviene en el coeficiente de e~ por medio de la condición
• kí+---+k¿ =S,kí Jc¿ =1,esdecir,intervienenlosvaloresdeltalesquel <1<3,
se tiene:
• Ét7~~’ É =Ét (—2rt~
¿=1 3=> k,++k,=3 3=1 ¿=1
Icg>1 ki
• por tanto, finalmente,
(—2~ri
• exp y—<E + E*; >7~(cre; ~v)>}= exp ( — 2riE(re + u)). k1 +>3 Es(ree 3=1
• donde
e
• Bs(z;y;¿) =>3 >3 Jki(re;v;E)...Jk¿(re;u;¿))
L=1 ki+ +k¿=Se kí
Como los polinomios Jk(re; y;¿) tienen gradok±1en las componentes de re e y y grado len
• las componentes de ¿, los productos -‘ki (re; y; ¿) ... 4, (re; y; ~)son polinomios homogéneos
• de grado (kí + 1)+--.+(k> + 1) = 5+1 en las componentes de re e y y de grado 1
en las componentes de ¿. Por tanto, Bs(re; y; ¿) es una suma de monomios de grados
• 5+1,5+2 5+5 = 2Sen las componentes dexeyyde grados 1,... ,Sen las
componentes de E. u
Si ahora partimos de la suma finita definida en (p) de 4.2.1:
e
= R+i• n=1eee
e
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se tiene
exp k-.~~~~<E+E ;Y±;n+í(Ere;EY)>) =
— exp ((—2iri)e(re + y) + (—2ri) R>3 J,,(re; y; ¿) e”) =
— exp ((—2riM(re + y)~ (i + Z AR,s(re; y;~)~s)
donde
An,s(re;y;C) = ~ (—2wzY
1! >3 Jk,(re;y;C)--JkÁre;y;~). (d)
Con estos resultados se satisface la siguiente proposición.
Proposición 2.7 Las expresiones (b) y (d) coinciden hasta el orden R. Es decir, se
satisfacen las siguientes igualdades: B, = B~,1,... ,B~ = BR,R. u
Sean Y y 7 la transformada de Fourier y su inversa. Definamos el operador bidi-
ferencial sobre 9*:
PsQpí; 902)(C) = J e.2ri¿<x+v>Bs(re;y; ¿)(790i) (x) (7902) (y) dx dy,
o bien:
¡—18 —iB
PsQpi;<p
2)(¿)=BsC —— ———;CI(90í®<p2). (e)
k 2iri 8( 2iri 8~
Como el grado mínimo de los operadores Ps(cp,; 902) es 5±1, se tiene el siguiente resul-
tado.
Proposición 2.8 Si <pi y 902 son polinomios en las componentes de ~ E 9*, PsQp1; 902)
es también un polinomio, y Ps(soi; 902) = O si 5 es suficientemente grande con respecto
a los grados de los polinomios <pí y 902~ u
Con <pi y 902 polinomios, consideremos la serie formal:
(90’ ~ = (<p~~ 902)(E) +>3 PsQp,; 902)(C) ¿. (f~>
3>1
Esta suma tiene sólo un número finito de términos distintos de ceto, es decir, es un
polinomio en c con coeficientes que son polinomios en C. Portanto, si Res suficientemente
grande con respecto a los grados de los polinomios 901,902, tenemos:
R
«o, 902)(¿) = (<pr <p~)(~) + >3 PsQp1; 902)(¿) E =
3=,.
...(y, ~~)(~)+ >3 (Jc21r1«x+v>.Bs(re w~) (Yso,) (re) (7902) (u) dx dv) ¿.
e
e
e
e
e
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Ahora. bién, teniendo en cuenta la Proposición 2.7,
• (w1~902)(E)=
—(901 902)(E) + >i(J e2fl¿<x+v>AR,s (re; y; ¿) (790,) (re) (7902) (y) dre dv) e3 =
• ¡
• —] e2fl~(X+3¡) + ~ A,r~,s(re; y; E) e3) (Ywí) (re) (7902) (y) dx dy =
• — J exp 2iri eu)>) (re)(792) (y)dx dy (g)(z.....-« + E~ ; Y±;R+í(cre; (7<p,)
que es una expresión con sentido en el contexto de la teoría de distribuciones.
ee Teniendo en cuenta la Proposición 2.5, un razonamiento análogo al de la Proposi-
ción 2.3 de 4.2.1 nos dice que la ley de composición o. satisface la propiedad asociativa.
• Hemos probado pues la siguiente proposición.
Proposición 2.9 La ley de composición definida en la igualdad (f) ó (g), donde los
• operadores E
3 (y,; 902) están definidos en (e), dota al espacio de los polinomios sobre g
de una estructura de álgebra asociativa unitaria, es decir,
• <p,o.1=<p,=1o.<p1; (<p,t’tp2)L~<p3=’pír’(902o.¿~).
• u
Supongamos ahora que soí, 902,903 E C
00(g) y definamos como antes
e
• (soío.902)(¿) = >3Ps(yí;
902)c
3
5>0
e
• Si
es el desarrollo de Taylor en el punto ¿o E ~ de orden suficientemente grande, se tiene
• PKQP1;<p2)(¿o) = PK(pí;p2)(¿o),
e
• ya que el orden máximo de los operadores bidiferenciales PKQpI; so2)(¿o) es 2K.
• Esta observación implica el siguiente resultado.
e
Proposición 2.10 (C00 (g*)[fr]]; o.) es un álgebra asociativa unitaria. Esto es, se satis-
• facen las siguientes igualdades:
e
• >3 PL(PK«o1;902);903)= >3 PL(wí;PKQP2;<pa)),
K+L=S o. = K+L=3
=901 o. 1,
• para cada SEN, con 901,902903 E C00(gfl.
e
e
e
e
e
a
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Prueba En la expresión
«o,o. 902) o. 903 = >3 (PKQP,;902)o.’p3)é= >3 ( >3
K>O 3>0 K+L=S
para cada 5 fijo, >3 PL(PK(cpí;902); 903)(Eo)
K+L=3
está definido por medio de los polinomios pt de los desarrollos de Taylor 90~(¿) = p4E —
¿o) +r~(E;¿o) (i = 1,2,3), y es por lo tanto igual a
>3
x+L=s
PL(PK(pl;p2); pa)(Eo). (Ii)
de la misma forma, en la expresión
(90io.(902o.<93))=>3 >3
3=0K+L=S
PLQpí; PK(90~;¿pa))(¿o) =
~L «o,; PK(902; 903)) E3,
>3
K+L=3
PL(pí; Px(p2;pa))(Eo).
Pero la expresión (h) y el segundo miembro de (i) son iguales por la Proposición 2.9. u
Debido a la homogeneidad de orden k + 1 en las componentes de re e y de los
polinomios Jk(re; y; ¿) (definidos en (c)), se tiene la siguiente siguiente igualdad:
(—2iri)38
3(re; y; ¿) = Ds(—2rire; —2iriy; E),
siendo, como antes,
.Bs(re; y; E) = ( 2ri)
’
>3%1=1
¡e, k¿>1
Ds(re;y;¿)= Z~>3
1 k1+...k¿=3
Je,=1
J¡e,(re;y;¿) . . -J¡eÁre;u;¿)
un polinomio real.
Por tanto, el operador bidiferencial PnQpí; 902) se puede escribir así:
(—18 —18
PRQp~;’p2)(¿)~BRI ——; ——\ 27ri8¿ 2iri8¿
— (-.2iri)RDR(OE~
e) (9010 902)(E) =
e) ~ O 902)(¿).
Sean <pí, 902 E C
00(
2) funciones reales, la ley de composición
donde los operadores bidiferenciales QR están definidos asi:
QnÚpí; 902)(¿) = ~R (~¿; ~; ~) (90’ 0902)
PÉ(PKQp,; 902); 903)) E
3,
tenemos
>3
K+L=S
(i)
y
(j) Q
Teorema 2.1
* 902 = >3QR«oí;90raYJiR,
R>0
(k)
(1)
y DR está definido en (j), es un producto estrella sobre g~ +E.
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Prueba Los QR son operadores bidiferenciales con coeficientes reales.
Para demostrar la propiedad asociativa, hay que comprobar que
>1
3+T=R
Qs(QT(saí;s02); 903) =>3 Qs~oí;QrQp2;soa))
3+T=R
para todo 1?.
De la propiedad asociativa de o.:
E
s+T=R
Ps(PT(90,;902); 903)— >3
S+T=R
Ps(<p,; Pr(g2; 903)),
deducimos>
>3 (~2,ri)3+TPs(Pr(<pí;<p2); s~3)—
3+T=R
>3
3+T=R
(—2ri)
3~TPsQp
1; Pr(902;<pa))
es decir:
>3 (~2lri)SPs((-.2iri)TPTQpí; 902); 903) =
S+T=R — >3 (—2iri)3PsQpí; (..2,ri)TPT(<p2;ws))
3+T=R
Pero QR — ( 2ri)RPR, por lo tanto, sustituyendo en la última igualdad, se tiene lo que
se quena demostrar.
Finalmente, <p,* 1 = <pi 1 * <p~ ya. que <pl o. 1 = 90i —1 ~ u
Vamos a comprobar ahora la invariancia por la representación coadjunta de 0±de
este producto estrelia. Para ello introduzcamos la siguiente notación:
ÁX(é~pz)(¿+E) =u(z)-¿+E
o(z) . = Ad*(expz) - ¿ + f¡~,(—z), (m)
siendo ¿ E 9*
Lema 2.3 Se tienen las siguientes igualdades:
(1) Jn(re;y;u(z).¿)Jn(Ad(expQz))re;Ad(exp(z)).y;¿)
(2) .Bn(x; y; a(z) . ¿) = .Bn( Ad(exp(—z)) -re; Ad(exp(—z)) - y;
donde a(z) . ¿ está definido en (n).
(3) 2n+í(Ad(expz) -re; Ad(expz) y) ~n~í(re;y) +¡3±(z;A(z) zn+í(x;y))
donde A(z) está definido en (c) de la Sección 4.2.1.
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
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Prueba
(1) Por definición
J’~(re ; y; a(z) . ¿) = <o}z) . E;z,,+i(re;y)> + i4~,(re;y)
— <u(z).E+E*;zn+,(re;y)+i,~+dre;y)E> =
— <a(z).EÁ~E*;Zn+,(re;y)>.
Como u(z) - ¿ + E* = Ad’ éipz- (¿ + E*),
= <E + Et Ád(é~(—z)). Z~~i(re; y)>,
ahora bien, XH(é~p(—z)) es un homomorfismo de álgebras de Lie, es decir,
xa(éip(—z)) . ~.~(re;y) = zn#i(ÁX(é~pQz)) - re; ÁH(é~(—z)) - y),
por tanto,
y~ aCz).E) = <¿+Ett+í(Ad*(é~(~~z)) -re;2fl(~(—z)) -o)> -
Finalmente, como
~n+í ((Ad(exp(rz)) -re + f,s~(—z) . rE; Ad(exp(—z)) . y + fq~(—z) . yE)=
~ (Ad(exp(—z)) - re; Ad(exp(—z)) - u) +
+ %~.14 ( Ad(exp(—z)) -re; Ad(exp(—z)) - y) E,
se tiene
.7,, (re; y; u(z) - E) = E - z,,+í ( Ad(exp(—z)) . re; Ad(exp(—z)) - y) +
+ i,,+í ( Ad(exp(—z))-re; Ad(exp(—z)) . y)
= J,,(Ad(exp(—z)) -re; Ad(exp(—z)) - y; E)
(2) Es consecuencia inmediata de (1), sin más que tener en cuenta la definición (b)
de BR.
(3) A partir de la Proposición 2.1 de 4.2.1, se tiene:
- Z,,~í(x; u) = Ad(exp z) . z,,~,(re; y) +
+ (f,1(z)zn+í(re;y)+in+í(re;y))E
= z,,÷í(Ad(expz)-re; Ad(expz) . y) +
+ (fg.(z) -z,,+i(re;y) +i,,+,(re;y))E, (n)
donde la última igualdad se debe a que A&(expz) es un automorfismo de álgebras de
Lie.
Por otra parte, por ser también Ká*(é~z) un automorfismo de álgebras de Lie,
tenemos:
ÁH(é~pz) ~n+1(re;y) = ~n+í(ÁA(é~pz)-re; fl(é~pz) -y) =
= z,,.~.í ( Ad(expz) re; Ad(exp z) . y) +
+in+i(Ad(expz) -re; Ad(expz) -u) E. (o~
Al comparar (n) y (o) se obtiene
f~1(z) .z,,+i(re;y) +i,,+dre;y) in+i(Ad(expz) ~re;Ad(expz) -y)
que es lo que se quería demostrar, si se tiene en cuenta que (expresión (e) de 4.2.1):
f~(z) /3±(z)o A(z).
u
6~~
e
e
e
e
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e
Teorema 2.2 El producto estrella
• 901*902901902+>3 Qn«o,; 902) ~R
R> 1
donde los operadores Qp están definidos en (1), es invariante por Ad* 0±,es decir,
(gíoAd4)*(<p2oxa*~) =
e
• siendo~ E 0±Y901,902 EC
00(g*).
• Prueba Sean 901,902 funciones adecuadas. Por definición (Proposición 2.7):
e
• PR(90í;<p
2)(a(z).¿> = Jc2~rí<a<z>e~+ÓBR(re; y; a(z) .¿) . (Y<pí)(x)(Y<p2)(y)dredy,
donde o-(z< ¿ está definido en (m), Entonces, teniendo en cuenta (2) en el lema 2.3,
e
• PRQp1; 902) (o(z)- ¿) = J e’~(’<~~ ;x+u>.
-re; Adexp(—z) -y; ~- (7<pí)(x)(7<p2)(y)dredy. (P)
e
• Por otra parte, por definición,
o o}z); 9020 o}z)) (e) =
• — Jc2rt<¿~x+v>Bs(re;v;E)7(90í oa(z))(x)
7(<p
2 o o-(z))(y) dx dv. (q)e
• Como
• YQpí o o}z)) (re) =J exp (2iri <re; ‘i)) (<pio o(z)) (,j) dij,
efectuando el cambio de variable
e
• C=cr(z)Oi) =Ad*expz.,y+fs.(-.z)
• = Adexp(—z)- — fxiÁ—.z)) ; drj = (det (Adexp(—z))) dC,
se tiene
e
• YQnoa(z))(re)=
• — (det (Ad*exp(-..z))) .Jex~ (2ri<Adexpz. re;( — f~~(—z)>) <pí(C)dC =
• — (det (Ad”exp(—z))) -exp ( — 2iri<Adexpz .re;fñÁ—z)>) (790í)(Adexpz -re).
ee Entonces, sustituyendo en (q),
• PR(90í o a(z); 9020 o}z))(E) =
= (aet(Acrexpc—z)))
2.
• ~. (r)
- j e2fl« ;x+iñe-.2~rí<Adexpz(x+v) ;f,s,(—z)>
• - Bn(re; y; ¿) (Ysoí)(Adexpz - re)(7<p
2)(Adexpz. y) dxcly -
e
e
e
e
a
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Si ahora definimos:
re’ =Adexpz-re; dx =det(Adexp(—z)) dx’,
y de manera similar y’,4’, sustituyendo en (r), se tiene:
PR (<pio a(z); 9020 u(z))(¿) =
= fe~’~< Ad expze x’+V’>c—2ri<bt (—z)
- BR (Adexp(—z) -re’; Adexp(—z)- y’; ¿) (Yw,)(re’)(Y<p2) (y’) dx’dy’ =
= ¡ 6—2iri<o(z)¿;x’+v’>
B~ (Ad exp(—z) -re’; Ad exp(—z)- y’; ¿) (Yepi) (re’) (7902) (y’) dx’ dy’.
(s)
Al ser iguales (p) y (s), queda demostrada la invariancia de los operadores ~R-
Puesto que = (..2ri)RPR, la invariancia de PR implica la de Qn y, por tanto, queda
demostrado el teorema. u
4.2.3 Un Producto Estrella Invariante sobre el Grupo (0; ¡3±)
El producto estrella sobre la orbita de E*, invariante por la acción coadjunta de 0±,
definido en el Teorema 2.1, se puede trasladar al grupo de Lie O por medio del difeo-
morfismo:
U(e)cO-
54g7 +E
expre —. Áa*(~pre) - E ~¿ +E%
(expresión (f) de la Sección 4.2.1).
Teorema 2.3 Sean O un grupo de Lie de álgebra de Lie g y fi~ (i = 1,... , k) 2-cocidos
de Chevalley con respecto a la representación trivial de g, tal que ¡3, es no-degenerado.
Consideremos la expresión
donde t es un parámetro real (suficientemente pequeño). Si exp : U(O) — U(o) es un
difeomorfismo y
U(o) c O a QE- C 9* + E*
expre — A&(éX5re) . E* ¿+ E~
es el difeomorfismo local definido en (f) de 4.2.1, la expresión:
(4>, *~ 4>~)(exp re) = ((4,, oCT’) * (4>20 SC’)) (¿); re E U(O), (a)
donde ¿ = A2±(expx),define un producto estrella invariante sobre el grupo con estruc-
tura simpléctica invariante (0; /$), siendo la ley de composición del segundo miembro el
producto estrella sobre la orbita 0E~ del Teorema 2.1.
e
e
e
e
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Prueba En efecto definamos los operadores bidiferenciales sobre U(o):
• F~(4,,;4>2)(expre)=Qn(4>íoK¿’; 4>2o4’)(E), (b)
donde re E U(O), ¿ = K±(expre)E U(E7) C
0E• y los operadores Q~ están definidos
• en (1) de 4.22.
e
Como los operadores Qn satisfacen la propiedad asociativa del producto estrella
• definido en (1) de 4.21, también la satisfacen los operadores 4 para funciones definidas
sobre el entorno U(o) de la unidad.
Sea exp W(O) W(e) c U(o) un entorno simétrico tal que el diagrama siguiente:
e
*W(e)cO—.g +Ee
•
U(o) —*
e
• es comutativo (Prop¿sición 2.3 de 4.2.1). Si z E W(O), se tiene:
e
(Fk(4>,;4>2) oÁexpz)(expre) = 4(4>,; 4,~) (Aexpz(expre)) =
Qn(4>,oKT’; 4>2oU’). (ÁXéspzoK±)(expre) =
• =Qn(4>,oK;’oAd5é3~pz; 4>
2oI%’oÁcíé~pz)IC±(expre),
e
donde la primera igualdad se debe a la conmutatividad del diagrama anterior y la última
igualdad se tiene por ser los operadores Qn invariantes por la acción coadjunta de 0±
• (Teorema 2.2 de 42.2).
e
Volviendo a tener en cuenta la conmutatividad del diagrama
• (Fk(4>1;4>2) o>~e,<pz)(expre) = 4(4>1 o4~; 4>ao.Xexpz)(expre),
para todo re,z E W(0).
e
Esta última relación define 4 de manera única como un operador bidiferencial
invariante sobre O, ya que U(e) genera el grupo O. u
e
Observación Si se identifica el operador 4 (expresión (b)) con el correspondiente
elemento de 21(g) o 21(g) (ver Sección 1.4.1) y se escribe
e
• F
t (re; y) =í±>34(re;v)hR,
la propiedad asociativa (4,í * 4,~) * 4>a 4,’ * (4,~ * 4>~) se expresa asi:
• Ft(re+y;z).Ft(re;y)=Ft(re;y+z).Ft(y;z)
• yla condición unitaria 1*4,4> 4>*1 así:
e
.Ft(O;y) =Ft(re;Q) = 1.
• u
e
e
e
e
a
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4.2.4 Los Primeros Términos del Producto Estrella sobre (0; ¡3±)
En esta sección vamos a calcular los primeros términos del producto estrelladefinido
en el Teorema 2.3 sobre (0; ¡3±).
Sea {e~} una base de g, utilizando coordenadas locales de primera especie sobre el
grupo O (ver Sección 1.2.5):
~: U(o) —*
g — (re’(g), - - - ,re”(g))
donde g = expre y re = ~re~(g)o1, el difeomorfismo local (definido en (f) de 4.2.1):
U(o) CG a U(E*) ~ g* + E*
g = expre —. = C±(re)= ¡3±(—re)o A(—x) + E*,
se escribe así:
(K±(re)) = —(¡3±)~¡dA(—re))re~,
ya que:
= — 0±(re)- A(—re)) ;y> = —¡3± (re~oi; (A(—re))’¶yie¡<) =
donde
= ¡3±(e~;e¡e); (¡~±(re))~= (¡3±)~¡ere
La aplicación A(re) : g — g está definida por la expresión (ver Proposición 2.1
de 4.2.1):
A(x)=>3 (adre)r(r + 1)! -
r>O
Ahora bien, si C~ las constantes de estructura del álgebra de Lie g, es decir, si
.3.
[oj ; o4 =
las componentes de ((adre)j~ se escriben así:
((adre)T)~. = (adre)~’ - (adre)~ --- (adre)~~ - (adre)~
1
C -Ci”. ...~gr—. re’---xt,,i3 •231 •..~1 Ir—2 •r Jr—1 -
y definiendo
t~j~ 1 C~1.C?2. ~ -C’(~l)r( 1)! •‘3 231 tr—IIr—2 ‘.h—i
se tiene
Ea=~re¡3ia.~ret(¡3±)i¡eZM~í.are...re. (a)
Si ahora tenemos en cuenta la aplicación inversa A~ de ¡3±(que existe para t su-
ficientemente pequeño), como el 2-tensor asociado satisface A~’~ - (¡3±),,,,= 6~, de (a)
deducimos:
= —re
t’ —re’A~’~ - (¡3±)
1~>3M4~, ,,,,re” - - -re~ -
r> 1
Así pues,
r> 1
Estas expresiones locales permiten calcular, en principio, los operadores Eh.
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Proposición 211 En coordenadas locales, el término de orden uno del producto es-
-trella, definido en (a) de 4.2.3, sobre el grupoO con estructura simpléctica ¡3±,se expresa
asi:
• F~(4>í;4>2)(O) = ___ ___
siendo A±la serie inversa en t del polinomio ¡3±.
Prueba Teniendo en cuenta las definiciones de DR(re; y; ¿) y .7,, (re; y; ¿) (expresiones (j)
y (c) de 4.2.2),
Dí(re;y;¿)=Jí(re;y;¿)=¿-z2(re;y)+~2(re;y)=
= ~¿- [re;y] + ki3±Úr;y)= ~ (&ct~ + (¡3±t5)re’re’.
Por definición (expresión (1) de 4.2.2), el operador bidiferencial real Q’ sobre la
orbita se expresa así
1 Itk (j3~) ~ (K±(re))£¿!(K±(re))
+
siendo ¿ = >C±(x)E
0E~-
Por tanto, teniendo en cuenta (a),
fl(4,l;4,2)(re) = ~(K±(re)
0c?5 +(¡3±)í~)8(4>,oK7’) (K±(re))8(4,2oK;i)(~~) =
— - re” rer”~c9. + (¡3±S-”1 -— ~
~ L
•1,---,ir,~ - - ¡ti
r>1
84,í 8(K
1)a 84>2 8QA7’)t
’
Debido a la invariancia del producto estrella por traslaciones a la izquierda, basta
con calcular el valor de los operadores Fk (expresión (b) de 4.2.3) en re = 0,
84>í 8(K’)~ 84,2 8(K—l)b
Sólo queda calcular:
______ l)a
(O), y a~~(0).
Pero
entonces, teniendo en cuenta (b),
8(K~í)b(Q) —
A~t’6~ + ~-(A~t’(¡3±)¿¡ezA~ ,.are” ...i~” .re¡) — Mt’
y, sustituyendo en la expresión de Ff(4>í; 4>~i)(O), se tiene finalmente:
u
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Proposición 2.12 El elemento de 21(g) 021(g) que define por traslación a la izquierda
el operador Ef es:
Ef ~A;ser ®Os,
o bién, haciendo uso de la notación polinómica definida en 1.4.1,
1
Ff(re;y) = —A; ‘re,-y~.2
Prueba A partir de la expresion en coordenadas locales
Ef (4,1; 4>2) (0) =
teniendo en cuenta que la relación entre los campos locales (8/Bre”) y los campos inva-
riantes é5 viene dada por las expresiones (ver Proposición 2.6 de 1.2.5)
(~%)(re) = (B(reS’)~4(re),
donde
B(re< = exp(—adre)—I
— ad re
se tiene
= Ok,
con lo que queda demostrada la proposición. u
Proposición 21.3 En en función de campos invariantes, el
producto estrella (a) de 4.23, sobre el grupo G con estructura
así como elemento de 21(g) o 21(g):
término de orden dos del
simpléctica ¡3±,se expresa
Et — ‘A/flAQuee ®ee+tta/¿’Yt’
‘APYACTUCQ/ , ~ ~ íA!ACAvacycc~ ~+ ~“± fl± “yo\%
0?’ ~‘ CU WOL ‘Y 000?’) , ~~j~±”± ¿a ay0?’ ‘Y a-
y, en notación polinómica (ver Sección 1.4.1),
fl(re;y) = ~ +
+ ~~At’~Av’C.~’
0(reaxgyv +reuyayp) +
Prueba A partir de la definición de J~(re; y; ¿) (expresión (c) de
¿ E ~t tenemos:
J2(re;w¿) =¿z3(re;y)+~3(re;y)
Jí(re; y;¿) = ~(¿ - z2(re;y) +i2(re; y)),
además (expresión (k) de 4.2-1)
22(re;y) = ~[re;y1;
¿A~iaC;C:yregyú.
4.2.2), con rey E 9 y
ij
e
e
e
za(re;y) = -j~ ([re;[re;yfl + [y;[y;re]])
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y (expresión (n) de 4.2.1)
~2(re;y) = ~f3±(re;y); ~3(re;y) = ~ (¡3±(re;!re ; u]) + ¡3±0.’;[y;re])) -
Por tanto, sustituyendo en (j) de 4.2.2,
D2(re;y;¿) J2(re;y;~) + ~J,(re;y;¿)Jí(re;y;E)=
1
_ + [v;<v;re)]>+h(¡3±(re;[re;v])-l-¡3±(u;[Y;re]))+
y, seleccionando una base {e~} de 9 donde las constantes de estructura son C~, tenemos:
D2Cr;u;¿)=i&CPiC~b(rere’~vt’ +
(c)+ E¡e&C¡e C
1 re reau~~ut’ ~~~!¿¡e8 ji ob ~ C~,(I3±)Obrex9y+
1 t’ t’ ~ 1
+ n(fi±)íjch(rereav+ re y y )+~(¡3±hi(¡3±)
0bx’re’0y
t’.
Si ahora se sustituye (c) en la definición (1) de 4.2.2, se obtiene la expresión de Q2,
que en el punto ¿ = O es:
Q2«o1;902)(O) ~; o) (90,0902) =
= ~(¡3±)jj(¡3±)rs ~ ® 829,2 ) ~ +
1 n~rb( 8%, 8902
12 ¡-‘±)at”-’cdl O+ —( \ OEa 8¿,, 8Ed
Por definición,
fl(4,í; 4>2)(re) = Q2&’1 o £7’; 4,~o K[’)(fl,
por tanto, teniendo en cuenta (d), en coordenadas locales se tiene:
.fl~(4,í;4,
2)(O) = ~(¡3±)ji(¡3±)rs(8~
)
oK[i
+ § ¡3±)abC~’dQ’%‘¿ a¿,
,
8(4,í o £7’
+ OEa
Las derivadas:
8(4,~ o £7’
OEa
02(4>
2oKTl))(O)+
8(4>20 £7’
)
OEa +
82(4,~ o £7’
84
8244 O(K7’Y” 8(xY’)~
Orem 8re OE~ 84
¿944 8
2(K7’~
”
Orem BE
4 O¿t’
e
e
e
e
e
e
e
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e
e
e
e
e
e
8p, 82902
OEa 8E0 BE,, __
(d)
(e)
y
84>~ 8(£hi)m
Brem BE4
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se calculan haciendo uso de (a). En efecto,
?Lgb~A~b(¡30~~Mi (2±1re”
BEk t,a ~ BE~
r>2 aaE¡e
por tanto
1 B(£7 1) ni
BE0 ) (O)=A~m,
82ret’
— (O)
1
8? 8?’ \
+ ——
BEL BE~ 1
—
2(CcaAt ±C~,,AÑ)A?
5,
yaqueM¿~
0— 2 ~iO
Sustituyendo (f) y (g) en (e), mediante un cálculo directo, se llega a:
1
8 \Orem Ore”
324>
~C%A~’nAr( arem8ren
524,~ \
04>2
O
84,, 8
24,
2N
(h)
+ ~g(C~’dCq — (¡3±)tIbQdCPQAt)A~A~ (are”’ ® BreO (O)
Volviendo a utilizar, como en la demostración de la Proposición 2.12, la relación
entre los campos locales (~~)0 y los campos invariantes áj dada por:
= (B(re)
\ j
—1) ~
donde
B(re~’ = exp(—adz)—I
—adre
se tiene, en particular,
= é¡e(O) = ek; y (aretreúo — ~C?~éj(O) + é¡(O) 4(0)
F
t ~!ArnaA?bQ<e.e]® [0a ob] — ~[ern ; en! ®Oa Ch —
1
— 0rn ~n ® [ea ; ~b] + 0m 0n O
2
1 /1
+~CmAPnAQ¿ I—[em ;e~] 001+124 “~ \2 ~ej O [orn; enl —
e
eaet’) +
(i)
• 8?’
+BE~)
y
B2(£-4)b
BE¡e BEí (O)
(e
‘Pi; 4>~) (O)
(g)
y por tanto
— 6m ~n O e¿ — ej O 0m —
—~(C:dC;qA~ mA~Lk..(¡3±)
4bC;qC~dgA~A~¿)(em®eL).
e
e
e
e
e
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e
• El primer término de (i) es igual a:
1
1.1 [oa;ob]±enem®oaet,+
• 8 ~ k~rnonJ®
• + ~[em;o4® 1 =
• 1 +!ArnaAb
• — ~Ag’~A~t’ ([ern;on] ® [oa;otj)~ ± ± (Onem®eaOb)
Teniendo en cuenta la expresión del corchete del álgebra en términos de las cons-
tantes de estructura, el segundo término de (i) es igual a:
• 1
——O (ornen ®Oa +0~ ®omon) +2~C;~C;~A?A2’ (er ® ej + ej ®er) -
24
• Haciéndo uso de la condición de 2-cocido de ¡3±:
e
¡3±(Iep; e~] ; ¡e,,; Od]) = ¡3±(e,,; [e~; ¡oc; ed]] ) + ¡3±(e,,; [o,,;ed] ; o,,]
el tercer término de (i) se escribe de la siguiente forma:
e
• 2~ (c:dcnj4m4L — (¡3±)prCsCfl±A~~cA~mA~¿— (¡3±)qrC~?pCfl¡A1~cA~mAd¿)—
=—cc241 48 SPCCdAtAt.e
• Así pues
1
• F±~~XAm 32 t (je,,~ ;e~] ® I~ ;e,,J) —± 4A~~(en0m®oqop)+Am4A
• — ~~C,,”’
4AV’AP(ornen ® e~, +e~ ® 0,,, o~) +
• +~c%c;~A± /4’ (er ® 0,+40 er)+
• +~¿c;qc:dAr4’ (er o e,) — ~ (er o o,) -
e
Finalmente, haciendo uso de la ecuación clásica de Yang-Baxter (ver Teorema 2.7
de L25), se comprueba que la suma de los términos segundo, cuarto y sexto de (j) es
nula. En efecto, la suma de estos tres términos se puede escribir así
• lA’” QAnPCrC3+IAPnAQSCrnCr±
32 trnnqp48t±pqrnn
• 1 1
• ~ ~ (k)
ahora bién, la ecuación clásica de Yang-Baxter, en las componentes que define la base
• elegida, se escribe así (ver expresión (1) de 1.2.5):
• ¿4~ArC~’C + A?~ArC2C + AgaAQCCY —0, (1)
por lo que el primer término de la suma (k) es igual a:
~IMqArcmcr ..j~A:c¡A~nPc:,,c;~,
e
e
e
e
e
a
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y la suma de estos dos junto con el segundo y el cuarto de (k) es:
1
— IASQAPnCmCr — A’9A’”~C” Ct +32 ± qp mn 32 ~ ~ 7,1,1
mnC’q = ~IA;9A;2PcmCr
así pues (k) es igual a:
1 1
— ~AsQAnPCCr48 mn 48 ± qj, nra
Pero volviendo a hacer uso de la ecuación clásica de Yang-Baxter (1), tenemos:
•, ± ± pq tnn A7QAP”rrnns• APrnAQCr C8 + ±±sqp~rnn
ArArC;
9Cr + M
9Af”C;”pCfnn +AQA~Pcr~cX~ =0,
y restando ambas igualdades se obtiene:
2(A;9AflC~C:~~ —
con lo que queda probada la anulación de la suma (k) y, por tanto, la proposición. •
Este procedimiento se puede utilizar, en principio, cualquiera que sea R.
4.2.5 Producto Estrella Invariante sobre el Grupo (G;¡3í) Determinado por
el cocido fin
Este procedimiento se puede utilizar, en principio, cualquiera que sea 1? y concluir
que la dependencia en t del operador 5(re; y) (expresión (b) de 4.2.3) se tiene a través
de un producto de R componentes de A±.
En efecto, en general DR viene dado por (expresión (j) de 4.2.2):
R
DR(x;v;E)=>3jj >3 ik,(x;y;E)-.--JkÁx;y;E),
¿=1 ki+ +k¿=R
¡ei ki=1
siendo (expresión (c) de 4.2.2)
Jk.(re;u;E) =E-z¡e,,+dre;v) +zk~+](re;3I),
por lo que, en E = 0,
DR ((~¿); (~);o) =
nl
¿=1 ki+ +
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Entonces, los términos del producto estrella sobre el grupo (0; ¡3±)vienen dados
por:
Fh(4>í;4,2)(e) = >3 1~ >3 ~ (4; 4) -. -
1=1 ki+ +k¿=R
¡el ¡C¿=l
- .z¡e¿+í (4; (‘P,oKrí®’P20£71>.
Ahora bien, si U~ c O -~ ejE- C
0E~ es el difeomorfismo definido en (f) de 42.1,
cualesquiera que sean los campos vectoriales X, Y E X(UE-) se tiene:
o £7’]] (E) = ((£7’)~x) [((£71»Y)[4,]] (£¿‘(E)),
donde
(£7’)4X) = T£7’ oX o
por tanto:
>3 [~¡et+í
-Zk
1+1
(£7’)~4)
8
eEG (4,1 ®4>2)
El factor ~¡e~+i(re;y) tiene la forma
(¡3±)4t’re’- Lt’(re;u) ola forma (¡3±)ab?- Lt’(re;y)
donde Lt’(re; y) es un polinomio homogéneo de grado k1, con coeficientes
por las constantes de estructura de g. Entonces,
determinados
(4; 4) = (¡3±)ab(~; ® 1) Lt’ (4;4)
o con (í ® en el lugar de ® í). El operador correspondiente
definido por la expresión:
sobre O está
((£7’)*4; (K71)*4>= 8 8
— (¡3±)ob[((£7’) *¿9¿ 01) -Lt’((£7’) —. __~ eEG (a)
que se calcularía a partir de la igualdad (b) de 4.2.4:
re~’ = A4’EO + (¡3±b¡eA~~re~(E)- >3.rvÍít...,h,areí(E» . - (b)
r>1
considerando sólo los términos con un número de componentes de E menor o igual que
k~+1. Los términos con un número mayor de componentes no contribuyen al operador (a),
por ser éste una combinación lineal con coeficientes constantes de operadores de la forma
(c)
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e
e
e
e
e
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e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
n
Fk(4,í;4>
2)(e) =
1=,
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o con el operador BIBEa despues de &. Observando la igualdad (c), se puede concluir
que el operador (a) depende de t por medio de k~ componentes de A±;esto es, una por
cada operador B/B& en la expresión (c) menos una que se contrae con
De la misma forma, para calcular el operador:
[~~1÷~((£rí)t~; (£7’ ).~) -~- Zk~f1 ((£¿‘x4¿; (£7’) ~ ] eEC (d)
se necesita sólo considerar, en la expresión (b), términos con un número de componentes
de E menor o igual que R + 1, y el operador (d) depende de t por medio de un producto
de k, + - - - + k¿ = R componentes de A±.
Así, para calcular 4(x; y) necesitamos considerar en la expresión (b) términos con
un número de componentes en E menor o igual que 2R y Fk(re; y) depende de t a través
de un producto de R componentes de A±.
Desatrollando los productos de componentes de A±es serie de potencias de t, des-
pues de escribir los operadores B/(Bre” - - . Brezo) como combinaciones lineales de opera-
dores invariantes ~í - ... &~, se obtiene, en notación polinómica, la expresión formal:
- Fk(re;y)=>3FRL(re;y)tL, (e)
t>o
donde FRL(re;y) E QI(g)®2 y FK(1;4>) = O lo cual implica que:
FRL(1;’P)=0; R>0- L>O. (f)
Teorema 2.4 Para cada H E N, se satisfacen las siguientes relaciones:
>3 Fr~r,(4>í; FsT,(4>2;4,a)) = >3 FRT,(FsT2(4,í;’P2); ‘Pa), (g)
R4-3+T,+T,=H
4,i,4>~,’P~ E C~
0(O).
Prueba Por el Teorema 2.3, sabemos que
‘P~ *±‘P2= >3F.~(’Pí;4>
2)h
3
3>0
es un producto estrella sobre el grupo (0; ¡3±). Es decir,
>3 Fk(F.~(4>í;’P
2);’Pa)= >3 Fk(4>,;F.~(4,2;’Pa)).
R+S=L R+3=L
Esto implica, teniendo en cuenta la igualdad (e), que
>3 >3 FRTl(4,l;Fsr2(’P2;4,3))tTI+T2~R+S=L T,T,>o
2>3 FRTl(Fsra(4>1;’P2);’Pa)t’Z’t+T2.
R+5=LT,,T,=o
Esto es, para cada L E N y cada T E N, tenemos
>3 >3 Fnr
1(’Pí;FsT,(’P2;’Pa))=
R+3=L Ti+T2=T > ~ F~jF(’P)) •
R+3==L Ti+T,=T
Descomponiendo FI como H = L + T de todas las formas posibles con L, T E N y
sumando las correspondientes igualdades (h), se obtiene (g) - u
e
e
e
e
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Teorema 2.5 Sean 4>1,4>2 E C~(O). La expresión
• ‘Písc’P2=>3FR(’Pl;’P2)hA, (i)
R>O
• donde
Fn(re;y)= >3 Fs~’(re;y) (j)
3+T=R
y 1% r(re;y) viene dado por la descomposición (e), define un producto estrella invariante
sobre el grupo O con estructura simplectica invariante [Jí- Diremos que está determinado
porelcociclo/Jn=fií+fi2h+...+¡3¡ehkl+....
Prueba La propiedad asociativa de (i) es consecuencia de (g). La invariancia por
traslaciones a la izquierda es consecuencia de la invariancia de los operadores F~ - La
condición unitaria es consecuencia de (f). u
e
4.26 La relación Fn = Fn —e
La obtención de los operadores invariantes FR del producto estrella sobre el grupo
definido ed el Teorema 2.5, se puede realizar identificando t y ti en el producto estrella
• definido por ¡3±,sobre la orbita
0E~ ( xpresión (k) de 4.2.2) y haciendo el cambio de
variable definido por el difeomorfismo local K’ (expresión (f) de 4.2.1, una vez que se
• hahechot=tl).
Con esta forma de proceder demostramos el siguiente teorema.
Teorema 2.6 Sea
F(re;y) = 1+>3Fj(re;y)hi
• j=1
el producto estrella invariante determinado por el cocido:
• ¡3n=¡3í+¡3
2h+...±¡3n~íhR2,
sobre el grupo de Lie simplemente conexo O, con estructura simpléctica invariante [Ji
• (Teorema 2.5). Sea
e F(re;y)
• el determinado por
• fiA = I3~ + fin ~Rl
Entonces
• Fí(re;y)=Fí(re;u), É2(re;y)=F2(re;y) ,.., Fn.í(re;y)=Fn.í(re;y)
Fn(re; y) = Fn(re;y) —e
• donde ¡C~ (¡3n) es el 2-cocido de Poisson invariante sobre (O; ¡3k) correspondiente al
2-cocido de de Rham invariante fin (ver Sección 1.2.8). En componentes:
• (p-’}¡3n)Y’” = Afjk(¡3R)krA?
e
e
e
e
e
e
a ________________
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Prueba Calcularemos la contribución del 2-cocido /3R al operador invariante FR(re; y).
(1) Resumamos el procedimiento de obtención del producto estrella sobre (O; /3i) del
Teorema 2.5.
Los operadores QR, del producto estrella sobre la orbita ((k) de 4.2.2), son:
QMsel902)(E) = DR (~( ~, E) ~ ® 902),
donde los DR(re; y; E) se obtienen en el desarrollo (ver expresiones (a), (b) y (j) de 4.2.2):
Co
8=1
A partir de éstos, se definen los operadores 4 sobre el grupo (O; ¡3~) (expresión (b)
de 4.2.3) por medio del difeomorfismo £±. Finalmente, haciendo t = ti en la serie
ZR>O Fk(yí; 902) AR y reordenando los términos en serie de potencias de ti, se obtienen
los operadores FR del Teorema 2.5.
Formalmente, la ideútificación t = ti se puede realizar desde el principio y definir
los polinomios Cs(re; u; E); 5 =1, a partir del desarrollo:
exp((e+E’)(tr’in(nx;hv)—re—y)) =í-f-Zcs(re;y;E)r¿5, (a)
8=1
con re, u E 9~ ~ E 9*
Entonces, los operadores FR se obtienen como coeficientes de
11R a partir de:
>30<8.8; E) ti~,
5>0
efectuando el cambio de variable definido por el difeomorfismo local £K’ (expresión (f)
de 4.2.1) en E = O y reordenando los términos en serie de potencias de ti.
Es decir, si
GR((~); (~k~ 0)(’Pi o£K’ 04>2 o£K’) =
entonces
• FR(re;y)= >3 CST(re;y).
S+T=R
- S=4;T>O
(2) Sea i~+í,~(x; y) el polinomio que resulta al sustituir /3±por ¡3~ en ~~+í(re; y) (ex-
presión (n) de 4.2.1). Vamos a demostrar que: -
GR(re;v;~)=¿-zR+í(re;y)+.~f3R(x;y)+M~(re;y;~) (b)
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siendo
MR(x;y;E)= >3
k+j- ¿=2
Hn(re;y;E) = E- z7,~,(re;y) +
E
>3 zk+1,j(x;y) -
En efecto, partiendo de
¡3±=¡3,+¡32t+.+¡3RtR
1
J~(’;v;C) (definido en (c) de 4.2.2) se escribe así:
Ql
Como <ver Sección 4.2.2),
- (/r’~±(hx;tiy))=¿- (re+y) + >3Jn(x;y;E) ti”,
haciendo t = ti en ¡3±,
Co/
(¿ + E*). (ti’~~(hre;hy) —re — y) =>3 (Ezn+i(re;y)±
n=l
Entonces, definiendo Ii~(re; u; ¿) como en (d), tenemos:
exp(¿ + E) (tV’~n(flx; hy) — re — u) =
Co IR 1
ni,..-,nt=l
Por lo tanto, los elementos GR de (a) son:
oc
Ga(re;y;¿) = E
El primer término de la suma (e) se puede escribir así:
HR(re;y;E) = . z¡~í(re;y)
= ¿- zn+í(re;y)
= E- zR~l(re;y)
+ >3 ~¡e+íj(re;tñ=
¡e+j—1=R
+ z2,R(re; u) +
+ ~-I3R(re;v) +
>3 zk+lj(x;y) =
¡e+j- 1=21
¡e> 1
>3 ~¡e+1,j(re;y).
¡e+j—1=R
k>l
R>j~1
e
e
e
e
y
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(d)
n=1
e
e
e
e
e
e
e
e
e
e
e
e
e
>3 zk+hi(re;v)) /I”.
¡e+j— 1=n
H7,1(x;y;E) -. . H,,~(re;u;¿) ) nR -
(e)
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por tanto,
GR(re;u;¿) =~ z21+í(re;y) + ~¡3R(re;y)+Mn(re;y;¿),
siendo Mn(re; u; E) la expresión (c).
(3) La descomposición (b) nos permite analizar la intervención de los distintos cocidos
en la expresión de los operadores Gn(re; y; ¿) y concluir que ¡321 sólo aparece en el
término ¡3n(re; y).
En efecto, el término M21(re; y; ¿) es un polinomio de grado 2R en las componentes
de re e y con términos de grado mínimo 3. En efecto, puesto que 4+,,5(x; y) es un
polinomio homogéneo de orden le + 1 en las componentes de re e y,
>3 ~¡eei,~(re;y)
k+j—1
k=2;R>j=,
es suma de monomios de ordenes 3,4 R + 1. Por otra parte, Jf~. (re; y; ¿) es suma de
monomios de ordenes 2,3,..., R + 1, por tanto, H~1(re;y;E) - - -H~,(re;y;E) es suma de
monomios de ordenes2+- -+2=24 ..,(ní+1)+-..+(n¿±1)=R+ly( iti+.~+njR (re; y; E) H~(re t’; E) )
n¿>1
es un polinomio con términos de grado mínimo 4 y de grado máximo 2R.
En el término M21(re; u; E) sólo intervienen los cocidos fií ¡3~—,. En efecto,
aparece un ¡3~(re; y) por cada ~k+1,j(re; y), por tanto en la primera suma ¡321 no interviene
pues j <R. En la segunda suma, teniendo en cuenta que:
H~~(re;y;¿)=E-~~1+í(re;y)+ >3 ~¡e+i,ftre;y),
k+j—1=n~
¡e,Q1
las condiciones ¿=2,ní +--~+n¿ =Ryn, ,.., n¿ =1implican quení ,.., n¿ <Ry,
como j =n~, se tiene que todos los ~¡e+í,~(re;y) que intervienen tienen j st R.
(4) Finalmente, la contribución total de ¡321 a Én(x; y) es:
En efecto, obviamente, los operadores Gs((8/BE)a; (8/8E)o; 0) con 5> 1? no contri-
buyen a la construcción de F21(re; y) puesto que todos los términos del desarrollo en
potencias de ti de Gs((B/B¿flo; (B/BE)o;0) ti~, una vez realizado el cambio de variable,
serán de orden mayor o igual que 5 en II.
La única contribución de G21((B/BE)o; (B/BE)o; 0) a Pn(re; y) que contiene a ¡3p o
A21 es:
1
—(/3.’OabA~VWok ® oz - (1)
2
En efecto, OR((OIBE)o; (B/BE)o; 0) interviene en Én(re; y) por medio de los términos de
orden cero de su desarrollo en serie de potencias de ti, una vez realizado el cambio de
ee
e
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e
• variable. Ahora bién, en el término Mn((8/BE)o; (8/BOa) sólo intervienen los cocidos ¡3s
- para 1 =5 st R, por tanto, en su contribución no aparece explícitamente ¡321. Tampoco
se encuentra A21 pues su aparición corresponde a un término de orden R — 1 + R en ti
• en el desrrollo de GR((B/8E)o; (B/BE)o;O) M. Esto implica que la única contribución aÉ(re;y) de GR((B/BE)o; (B/BOo;0), que contiene a ¡3Ro A21, proviene de:
• 1 ¡/ON ¡8\\ 1/8\/B\
2 k\8E10 x8E0,’ 2x8E4,i0\84/0
Pero como
• (8(4>oK~’)) — (a<K;:)rn) (84>) = A~’” (:ret)o~
e
la contribución de orden cero en ti es:
• ~(I321)0t’Af’A~e¡e®e¿.
e
• Si 5 st R, los operadores Gs((B/BE)o; (B/BE)o;0) no pueden contribuir explícita-
mente con ¡321 a F21(re; y). La única contribución de este tipo, una vez realizado el cambio
de variable, debe provenir de términos que contengan a A21. Ahora bién, estos términos
• son de orden 5+ A—len ti (en el desarrollode Gs((B¡80o; (B/OE)o; 0) /jS), por tanto, si
se quiere que 5 + R — 1 = R se debe tener 5 = 1. Esta contribución proviene, entonces,
de
• Gí((8/8E)o; (8/BOo;0) ti ~2,,((8/8E)o; (8/BE)o) ti ~(¡3i)a t’((B/BOo ® (B/BE)o)h,
y está contenida en el desarrollo de
e
Los términos de orden
• ~(¡3iht’(ArtiR1em®AYOn)
+ ~(¡31)ab (M’”orn ®A~”ti
21~’e
7,) ti — A”
1(o¡e ®e¿) ti21.
e
• Como
— A~~(¡321)abA~t — Tk¡(A
1 A21...í, ¡32 ¡3n—D
la contribución de los operadores Os((8/BE)o; (B/BE)o; 0) para 5 st A, con términos que
contengan a ¡3k, es
• A~”(¡321)at’Ai
1. (g)
• La contribución total de ¡321 a F
21(re y) es pues la suma de (f) y (g):
• 2
e
Por otra parte, siendo É21(re; y) el primer término de P(re;u) en e! que ¡321 aparece,
se tiene:
• F~(re;y) =P~(re;y),
para i = 1, ... , A — 1. Quedando demostrado el teorema. U
e
e
e
e
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4.2.7 Un resultado acerca de Productos Estrella Iguales hasta un Cierto
Orden
Sean F(re; y), É(re; y) dos productos estrella invariantes sobre el grupo (G; ¡3’),
entonces sabemos que
F,(re;y)—F,(u;re)=S,(re;y); Éí(re;y)—Éí(y;re)=S,(x;y),
donde S,(re; y) E gAg es el tensor de Poisson de (O; [Ji), es decir, S,(re; y) A1 r~.
Si 1’ y F son equivalentes hasta el orden le, existe un elemento
¡e
E(re) = 1 + >3 E~(re) ti’ e 2t(g)[tijl; E~(re) E 21(g),
talque,parai=1,... ,k,
F~ —F~ +C~(Eí,... ,E~..,;F,,... ,F~í;F, ,., F~..,) = 6E~, (a)
donde Oi (..) = O y, para i > 1, O~(•.) es una 2-cocadena definida a partir de los
argumentos entre paréntesis (expresión (d) de la Sección 1.4.4).
A partir de la teoría de Gerstenhaber (ver Sección 1.4.4), la cocadena
F¡e+1 —Fk+1 +G¡e+i(En... ,Ek;Fl,... ,Fk;FI,... ,Fk),
es un 2-cocido de Hochschild. Por tanto, existe h~+, E Á
2(g) y E¡e+í E 21(g) tal que
(Teorema 4.1 de 1.4.2):
— F¡e+í + Gk+í(EL,..., E¡e;Fí, - - - ,F¡e; Fí, - -. , F¡e) = h4, + 6E¡e~,. (b)
Consideremos las soluciones de la ecuación cúantica triangular de Yang-Baxter
(Teorema 2.1 de 3.2.2):
S(re;y) = F’(y; re) F(z; y); S(z; y) = F’(y; z)F(z; y).
Tenemos, entonces, que (Lema 4.5 de 34.2):
S¡e+í —S~.
1 =2h¡e+í +A~+1(F,,... ,F¡e;Fí ,.~, F,¿Eí .Ek), (c)
donde A~41(~ -) es una cocadena definida a partir de los argumentos entre paréntesis.
Proposición 2.14 Sean É y F dosproductos estrella invariantes sobre el grupo (O; [Ji)
que coinciden hasta el orden le, esto es,
P,=r,, É2=F2 ,.., É~=F¡e.
Entonces:
(1) Existen h¡e~1 E gAg y E¡e+í E 21(g) tales que É¡e+í — F¡e+, h~+í + ÓE¡e+,.
(2) Sí=S,, S252 S¡e5¡e. -
(3) ~ — 5~+, 2h~+í.
Además, h¡e+, es no sólo un 2-cocido de Hochschild sino también un 2-cocido de
Poisson.
ee
e
e
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e
• Prueba
- (1) Por hipótesis, los dos productos estrella son equivalentes hasta el orden le. Por ser
iguales hasta el orden k, en las relaciones (a), que definen la equivalencia orden a orden,
se pueden tomar Lí = ... = E~ = 0. Por tanto, obsevando la expresión (d) de 1.4.4 se
concluye que G¡e+,(. . -) = 0, quedando demostrado el apartado (1).
e (2) Es consecuencia directa de (1) y del Lema 4.4 de 3.4.2, que establece la relación,
orden a orden, entre los elementos S(x; u) y =(re;y) correspondientes a dos productos
• estrella F y F, equivalentes hasta el orden le.
e (3) De forma similar, teniendo en cuenta la expresión de Ak+í(. . -) dada en el Lema 4.5
• de 3.4.2 y el apartado (1), se concluye:
e
e
• por lo que (3) se satisface.
(4) Sólo queda por demostrar que h¡e+, es un 2-cocido de Poisson.
• Siendo F y E productos estrella, son productos estrella al orden le + 2. El Teo-
rema 3,2 de la Sección 3.3 nos dice que los elementos S(re; y) y S(re;y) satisfacen la
ecuación cuántica triangular de Yang-Baxter al orden le + 2. Esto es,
e
• [S(re;y) S(re;z) S(y; z) — S(y; z) S(re; z) S(re; y)J~~2 = O
• [.~(re;y) S(re; z) S(y; z) — S(y; z) S(re; z) S(re; y)] ¡e+2 =
e
Estas relaciones se pueden escribir así:
• S¡e~l~y)S,(re;z) +S¡e~í(re;y)S,(y;z) +S¡e+í(re;z)Si(y;z) +
• +Si(re;y)S¡e+i(re;z) +Sí(re;y)S¡e+í(u;z) +Sí(re;z)S¡e+í(y;z) —
• — S¡e~,(y;z)S,(re;z) —S¡e+í(u;z)Sí(re;y) — S¡e~~(z;z)Sí(re;y) —
• — Sí(y;z) Swn(re;z) — Sí(y;z)S,~+í(re;u) — S¡e÷í(re;z)Si(re;y)+
• + >3 [Sa(re;u)Sb(re;z)SC(u;z) — S,,(y;z) St’(x;z)Sa(x;y)] = O,
a+t’+ck+2
a,h,c=O
• y una igualdad similar para S.
e
En la última suma sólo aparecen las S~ con 1 =p =le, por lo que es igual a la
que se tiene para S. Entonces, restando la igualdad correspondiente a S de la igualdad
correspondiente a 5 se obtiene:
(.~¡e~~í(re;y) — S¡e+,(re; y)) Sí(re;z) + (S¡e+i(re;u) — S¡e+í(re;y)) Sí(u;z) +
+ (~k+1(re;z) — S¡e+í(re;z)) Sí(y;z) + Sí(re;u) (S¡e+,(re;z) — Sk+1(re;z)) +
+Sz(re;y))S¡e÷í(y;z)—Sk÷l(y;z))+Si(x;z))Suí(y;z) —Suí(y;z)) —
• — (A¡e+í(y;z)—S¡e+iúnz)) S,(re;z) — (.~¡e+í(y;z) —S¡e+í(u;z)) Sí(re;u) —
• — (S¡e+í(re;z) —Sk÷1(re;z))Sí(re;y)—SíOnz)(S¡e+í(re;z) —S¡e+iQr;z)) —
• — S,(y;z) (S¡e+,(re;y) —S¡e+í(re; u)) — Sí(re;z) (&+í(re;y) —S¡e+,(re;u)) = 0.
e
e
e
a
210 4 Productos Estrella Invariantes
Relación que, teniendo en cuenta el apartado (3), se puede escribir así:
hk+í(re;y)S,(re;z) + h¡,,+i(rr;y)Sí(y;z) + h¡e+í(re;z)S,(y;z) +
+Sí(re;y)h¡<+í(re;z) + Sí(re;y)h¡e~í(y;z) + Sl(re;z)hk+l(y;z) —
— h¡e~í(y; z)Si(re; z) — h¡e~í(y; z)S,(re; y) — h¡c+i(re; z)S:(re; y) —
—510.’; z)h¡e~í(re; z) — S,(y; z)h¡e+í(re; y) — Sí(re; z)h¡e~í(re; y) = O,
o bién
[hM.,; Sf3] + [h¡~1; SP] + [4%;5~3] +
+ [SP; h~.1] + [512; ha,] + [sI~ ti23 ] —o.
Esta última igualdad es la condición para que h¡e+
1. sea un 2-cocido de Poisson (ver
Teorema 2.2 de 1.2.2, Proposición 2.7 y expresiones (e), (g) de 1.2.5). u
4.2.8 Todos los Productos Estrella Invariantes sobre el Grupo con Estruc-
tura Simpléctica (0; ¡3’)
Como antes, supondremos que Sí(re; y) E g A ~ es el tensor de Poisson sobre O
correspondiente a la estructura simpléctica invariante [J~E g~ A g~.
Teorema 2.7 Sea E’ un producto estrella invariante sobre (O;¡3í), arbitrario. En-
tonces existe un cocicío
determinado por E’, y un elemento E(x) E 2t(g)[ti]] tal que:
E’(re;y) = E(re + y) F(re; y) S’(re) E’(y),
siendo F(re;y) el producto estrella sobre (0; ¡3,) determinado, según el Teorema 2.5, por
el cocido ¡3¿~.
Prueba Demostraremosel teorema por inducción sobre el orden de la equivalencia de E
y E’.
(1) Sea É’ un producto estrella invariante sobre el grupo y E el producto estrella
sobre O, determinado en el Teorema 2.5 por el cocido:
= ¡3’ +0 ti +0 ti
2 +--.
Por definición de producto estrella
F(re;y)—F(y;.re)=Sí(re;u), (a)
y por construción E satisface:
Fí(x;y) = ~S,(re;y). (b)
La propiedad asociativa al primer orden de E y E’ se escribe así (expresión (e)
de 1.4.3):
6Ff (re;u;z) = 0; ÓF,(re;y;z) = 0,
e
e
e
e
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siendo O es el operador de cohomología de Hochschild. Por tanto,
• 6(E, -Ffl=0,
e
es decir, F1 — Ef es un 2-cocido de Hochschild.
• Según el Teorema 3.1 de 1.3.1 y el Teorema 4.1 de 14.2, la condición de
2-cociclo
de F
1 — F implica que existen ti1 E gAg y E~ E 21(g) tales que:
• F,—F=h,±6E1. (c)
Por otra parte, de (a) y (b) y teniendo en cuenta que F, es antisimétrico, deducimos
• que F(re; y) — F, (re; y) = Ff(y; re) — E, (y; re), es decir, F — E, es simétrico. Como, en la
descomposición (c), ti1 es la parte antisimétrica de F — E’, concluimos que ti, = O y
• F,—Ff=6E1. (d)
La relación (d) significa que E y E’ son equivalentes hasta el orden uno, siendo E el
producto estrella del Teorema 2.5 determinado por el cocido [J¡~= [Jí.
(2) Al ser E y F’ equivalentes hasta el orden uno, sabemos (Gerstenhaber [1964b])
• que E2 — F~ + 02(EI; E:; Ffl es un 2-cocido de Hochschild, donde 02 es una 2-cocadena
• definida en la expresión (d) de 14.4, que depende sólo de E,, E,, Ef. Entonces, según el
Teorema 3.1 de 1.3.1 y el Teorema 4.1 de 1.t2, existen ti2 E gAg y £2 E 21(g) tales que:
1e E2—F+02(E,;F,;E,’)=—h2+6E2. (c’)2
• Definamos
• E=1+E,h+E211
2 E2t(g)~jhfl,
y consideremos el producto estrella
• É(z; y) = E’(z + u) E’(re; y) E(re) E(y),
e
equivalente a E’ a todo orden.
Al primer orden, la condición de equivalencia se escribe así:
• P,—F;= ¿E,, (d’)
e
pero como se satisface (d), se concluye que
e
Es decir, E y F son iguales al orden uno.
e
Al segundo orden
• F
2—F2+02(E1;Fí;E1)=6E2, (e’)
pero como E y E coinciden al orden uno, 02(E,; Eí; Ef) = 02(Eí; Fi; Ef), y comparando
(c’) y (e’) obtenemos:
— 1
• E2 = F2 — —ti2. (f’)
2e
e
e
e
a
212 4 Productos Estrella Invariantes
Puesto que E y F coinciden al orden uno y puesto que se tiene la igualdad (f’), la
Proposición 214 nos dice que ti2 es un 2-cocido de Poisson (ver Secciones 1.2.3 y 12.4),
por lo que ¡32 = ¡¡(ti2) es un 2-cocido de de Rham invariante (Proposición 2.3 de 1.2.3)
y (e’) se puede escribir así:
— 1
E2 = E2 201 (¡32).
A partir de las igualdades (f’) y (gj, el Teorema 2.6 nos dice que el producto
estrella E determinado, según el Teorema 2.5. por el cocido
= [Jí + í% ti,
es tal que: -
-. -~ — 1 •—. —
F,=Fi=-S,; F2=F2. (h’)
2
Sustiiuyendo las igualdades (h’) en las condiciones de equivalencia al primer y
segundo otden de E’ y F (expresiones (d’) y (e’)), seobtiene:
E1— E,’ = 6E~, (i’)
E2—F~+C2(£,;Eí;Ef)=6E2. (y)
Es decir, E’ es equivalente a E hasta el orden dos, siendo E el producto estrella del
Teorema 2.5 determinado por el cocicloj% = ¡3, + ¡32 ti.
(3) Cambiemos la notación y representemos por E al producto estrella E del apartado
anterior.
Por ser equivalentes E y E’ hasta el orden dos, tenemos (Gerstenha.ber {1964bj):
1 (c”)
2
para algún ti3 E gAg y E~ E 21(g).
Definamos, ahora,
£ = 1 + £~ ti + E2 ti
2 + E~ ti3 + O ti4 +
y consideremos el producto estrella, definido por equivalencia,
É(re; y) = S’(re + y) F’(re; y) E(re) E(y).
La equivalencia a todo orden entre E’ y F implica, en particular, que:
— E,’ = 6£, (d”)
y
É
2—fl+G2(Eí;Éí;E) =6E2
E3 —F~+O3(Eí,E2;P,,É2;F,E~) = ¿5Eg (e”)
De la igualdad <i’), donde se ha sustituido E por E, y de (d”) se deduce
ee
e
e
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e
De este resultado, de la igualdad (j’) con la misma sustitución y de la primera igualdad
- de (e”) tenemos:
e
De (c”) y la segunda igualdad de (e”) se deduce que:
(fi’)
e
Tenemos, pues, que E y F son productos estrella coincidentes hasta el orden
dos, que al tercer orden satisfacen (f”). La Proposición 2.14 implica que ti3 es un 2-
cocido de Poisson y, si ¡3~ = ¡¡(ha) es el correspondiente cocido de de Rham invariante
• (Proposición 23 de 1.2.3), la igualdad (f”) se escribe así:
Haciendo uso nuevamente del Teorema 2.6, el producto estrella É definido en el
Teorema 2.5 por el cocido
• ¡3’ + ¡3~+ ¡3a ti
2,
• estalque E,=F
1; F2=E2; E3=F3. (19’)
e
• Sustituyendo las igualdades (h”) en las condiciones de equivalencia al primer y
segundo orden de É y E (expresiones (d”) y (e’)), se deduce:
• E, -E; = 6£,
• y
• F2 -E~+G2(Eí;Fí;FI) = ~E2
• .frS—E~+O3(EI,E2;Fí,E2;E,E~) =6£~,
es decir, se tiene que E’ es equivalente hasta el orden tres a E, que es el producto estrella
• del Teorema 2.5 determinado por el cocido ¡3¡~ = ¡3, + ¡3~ ti + [Jati
2.
• (4) Supongamos ahora que el producto estrella E’(re; y) es equivalente hasta el or-
• den (A — 1) al producto estrella F(re; y) del Teorema 2.5, determinado por el cocido
• ¡3¡e=¡3
1+¡32ti+~--+¡3n~íti
212.
e
• Vamos ha demostrar que existen £21 E 21(g) y fin E gAg tales que E’ es equivalente
hasta el orden A a] producto estrella É determinado, según el Teorema 2.5, por el cocido:
• ¡3n=/Jft+¡321ti21’.
e
• Por hipótesis, existen E~, .. ,E21.1 E 21(g) tales que:
(a”’)
e
• y,parai=1,2,..,R—1,
• E~—E~±C~(E
1,..,£{;E, E~..,;E? F~ ,)=6E~. (b”’)
e
e
e
e
e
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Además (Gerstenhaber [1964b]),existen ti
21 E gAg, £21 E 21(g), tales que:
1
E21 —Ek +GR(EI ,.., £21.i;Ei F21.,;Ek., Fk...1) = —tiR +6E¡~. (c”’)
2
Definiendo el elemento:
E=1±Eíti+E2h+---+E21.,h
21’+E
21h
21
y considerando el producto estrella definido por equivalencia:
É(x;y) = £‘(re+y)E’(re;y)E(re)E(y),
se tienen las siguientes igualdades:
E
1 — Ef = 6 E~ (d”’)
y,parai=ui,2,..., A,
.P~ —.F~’+G~(Eí,... ,E1...,;Ei ,.., E~....í;Ff,..., F7...1) = 6E~. (e’’)
Entonces, de las relaciones (a”’) y (d”’) se tiene:
E1 = E1,
de (b”’) y (e”’),
E~ =F~; ~= 1,2 A— 1,
y de (c”’) y (e”’) para i = A,
1
-ti21FR = E21 2 ‘ (fi”)
Por tanto, E y E son productos estrella que coinciden hasta el orden A — 1 y,
al orden A, se satisface (fi”). Esto implica que (Proposición 2.14) u21 es un 2-cocido
de Poisson y si /J~q = ¡¡(ti21) es el cocido de ¿le Rham correspondiente (Proposición 2.3
de 1.2.3), la relación (fi”) se escribe así:
~21 = E21— ~V’<¡31~). (g”’)
Teniendo en cuenta el Teorema 2.6, el producto estrella, A, definido en el Teo-
rema 2.5 por el cocido
fin = fin + ¡3n h21’,
es tal que:
E,; (h”’)
Ahora bién, sustituyendo las igualdades (h”’) en las condiciones de equivalencia hasta el
orden A de E y E’ (expresiones (d”’) y (e”’))se obtienen:
A — Ef = 6
y,parai=1,2,... ,R,
que nos dicen que E y E son equivalentes hasta el orden A, estando definido F, a partir
del Teorema 2.5, por el cocido fin = ¡3+¡3
2h+ ..- +¡321ti
21’, que es lo que se quería
demostrar. u
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e
• 4.2.9 Equivalencia de los Productos Estrella Determinados por los Cocidos
¡3~ywn=/3n+6a¡e
Estudiaremos ahora la relación entre los dos productos estrella sobre O obtenidos
a partir del Teorema 2.5 por medio de los 2-cocidos:
¡3±=¡31+~32t+.•+¡3~t~ 1
• y
donde cr¡. E g~ y 6 es el operador de cohomología de Chevalley-Eilenberg de g, con
• respecto a la representación trivial sobre R (Definición 1.1 de 1.1.1). Recordemos (ver
• Observación de la Sección 1.1.1) que la cohomología de de Rham invariante sobre el
grupo simplemente conexo de álgebra de Lie g es isomorfa a la cohomología de Chevalley-
Eilenberg de g con respecto a la representación trivial sobre IR.
e
El puhto de partida es la existencia de un isomorfismo de álgebras de Lie entre las
extensiones centrales de 9 definidas por los cocidos ¡3±y w±:~, y ~,• Definiendo
con sólo un número finito de términos no nulos, el isomorfismo está definido así:
Ca,
• ±=re+aE—.-~--<a±;re>E. (b)
En efecto, si ±= re + ¿mE, 9 = y + bE E ~= g e RE son dos elementos cualesquiera y si
• — <a~ ; re>E = 9 — <a±; y>E, entonces ±= 9, por lo tanto C0, es una aplicación lineal
inyectiva. Además, si [;]~‘es el conmutador de ~, y [;]“h el de ~, teniendo en cuenta
• que
óa±(re;y)= —a±([re;u]), (c)
el siguiente diagramna es conmutativo:
• 9km, a,.
e
Un cálculo directo revela que la aplicación transpuesta:
(C)’
• es la traslación (C0,)
t — A___ donde,
• >~a. : ~ —
• ¿—~+a±. (d)
En la siguiente proposición vemos que el isomorfismo C
0, relaciona las acciones
coadjuntas A& - re y Ad* . re de los los grupos de Lie simplemente conexos
• Cg, y C,~,, de álgebras de Lie ~o.y ~ respectivamente.
e
e
e
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Proposición ZiS El siguiente diagrama es conmutativo:
—~
e
Prueba Sean ¡3±,ID~ y 6 a±los homomorfismos asociados a ¡3±,w±y 6 a, respectivamente
(expresión (b) de 4.2.1).
A partif de la igualdad (d) de 4.2.1, que define la acción coadjunta de Og, tenemos:
~ XX(exp0, re))(¿ + E
t) = A&(expre) - E + fl±(—re)o A(—re) + a, + Et. (e)
Por otra parte,
(XX(épwre)oAat)(E+Et)=XX(ék~,=x)(E+a±+Et)=
= Ad(expre)(E + a,) ±c=±(—re). A(—re) + Et =
= A&(exp re) E + Ad’(expre) a, + ¡J±(—re)o A(—re) + 6a±(—re)o A(—re) + Et
(O
Ahora bién, de (c) se deduce
6a±(re)= —a, oadre,
y por definición de A(z) (expresión (c) de 4.2.1), tenemos
ad(—re) o A(—re) = Ad(exp(—re)) —1,
con lo cual:
Óa±(—re)o A(—re) = —a, o Ad(exp(—re)) + a, = — A&(exp re) - a, + a,.
Sustituyeno en (f) queda demostrada la igualdad de (e) y (E) y por tanto que el diagrama
es conmutativo. u
Sean 901,902 E CCo (g*) dos funciones arbitrarias. Consideremos los productos es-
trella determinados por los cocidos w±y ¡3±sobre g~ + E (Teorema 2.1):
(90’ *~,, 902)(E) = 88
(90l*sí902)(E)=>3Q~i
R>O
E) (901 ® 902) (E) ti21
(8 —; E) (90
1®902)(E)hR,
donde los operadores QR están definidos en (1) de 4.2.2. Entonces se tiene la siguiente
y
proposición.
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Proposición 2.16
(1) Los productos estrella *<,, y *g~ están relacionados por la igualdad:
(901 *wt 902)0 >~0É = (90,0 A0) *Ot (9020 >~~±),
donde A0~ está definda en (d).
(2) Escribiendo la expresión asintótica:
900 >.,,, = (í +>3 H1 t¿) (ip) H(t)(90),
¿>1
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(g)
donde {H¿; 1 =11 son operadores diferenciales sobre g’ + E’, se tiene la siguiente ex-
presión formal:
• 90’ *wn 902 = H(hf~’ (H(,ti)Qpí) *g~ H(ti)(902))
y H(ti) es una equivalencia entre los productos estrella *wn y *$~.
Prueba
(1) Los operadores Q% y Q~¿ están construidos (ver Proposición
polinomios
J%Jt(re;y;E) =E-z¡e+í(re;tO+i%11(re;tO,
2.9) a partir de los
(h)
y
J~
3’(re~v~E) E.z¡e+í(re;y)±~~,(re;y),
definidos en (c) de 4.2.2.
El Lema 2.1 aplicado al álgebra de Lie ~‘ se escribe así:
(¡~Wt flr (3”~’ 9)8 - = (adre)r. (ady)’ . z + (c=±(re)- (adre)rí (ady) . z) E,
es decir,
(~Wt flr (¡a”~ 9)8 -
— (¡~~ ±Xa#9)’-! + (Aa±(re)- (adz)rl . (ady)’ - E =
= (~0t ±)r(¡ast9)s - — (a±[z;(adre)rí - (ady) - z]) E.
Entonces, los polinomios ~ (re;y) y ~~,(re;y) (de finidos en (n) y (o) de 4.2.1) están
relacionados por la igualdad:
(i)~%
1(re;y) = 4~.1(re;v) — a±(z¡e+í(re;y)) -
Sustituyendo (i) en (h) se tiene:
JwL (r wE) = JSt(x;u;¿ —
y por tanto
~#A~ —QR(aEt ~$ ; E — a±).
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Haciendo E = E’ + a±,tenemos:
QWt(~¿; ~¿;E)(w1®902)(¿rQ”~( ~; ~; E—o±)(wI®902)(E) =
— ~ ( 8 ~¿; E’) ((9010 Aa) ® (9020 >‘a))(E’),
y finalmente
(zp, *w, 902)(E) = (((901 o ~ *~ (9020 Aa,)) o .\—a.)(E) -
(2) Como serie de potencias en t y ti la última igualdad se escribe así:
90’ ~w. 902 = H(t)’ (H(t)Qp,) *g,
Si ahora se pone t = ti, la demostración del Teorema 2.4 implica el resultado. u
Con las notaciones de la Proposición 2.3, sean £~. : U~ C O —~ 0E~ y Cg, : (4 G
O — O~- los difeomorfismos locales correspondientes a los cocidos fi±y w±,y sean ‘Pi
y ‘P2 dos funciones definidas sobre el entorno U~ de O. Denotemos también por *g,
el producto estrella sobre (0; ¡3±)del Teorema 2.3 y por *~, el producto estrella sobre
(O;w±).
Proposición 217 Si t es suficientemente pequeño, tenemos:
‘Pí *~, 4>2= ((4>,oM±)*g,(4>2 oM±))oM7’,
siendo M±= £5? o Aa. o £~, una aplicación de W(e) c U(o) en U(o) y t, la aplicación
definida en (d).
Prueba En el entorno de E: £w.(Ue) C ~ + E, se tiene:
(4,’ o £5’) tat (‘P2 o £5,’) = ((‘Pío £‘ o .Xa,) *a. (4>20 £5,’ O A
0,)) o —
— ((‘Pi o£5,~o.\a, Cg,) ‘ta, (‘P2o£5?oAa, ~ £~j) o £~‘o A...0,,
entonces, puesto que sobre el grupo se satisface (Teorema 23):
4,, *,,,, 4>2 = ((‘Pr o £5?) *w, (4>2 0 £51)) o £w,
se concluye:
u
Sea VV0 un entorno de O E y tal que exp(VVo) V4 es un entorno simétrico de la
identidad e E O contenido en el entorno
t~e de la proposición anterior. Entonces, según
la Proposición 2.3, se tiene el siguiente diagramna conmutativo:
exp(Wo) —~--~ 0E
0)
expU
0 —.
para todo z E VVo, y de manera similar para el difeomorfismo local £~, : exp(Wo) —
Como consecuencia de estos resultados se tiene la siguiente proposición:
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Proposición 2.18 Si z E VV0 y t es pequeño, se tiene:
>expz o = M±o Aexpz -
Prueba En efecto, teniendo que (j) es conmutativo y la Proposición 2.15, el siguiente
cálculo es inmediato:
~ oM±= Aexpz 0£;? oA0, oCg, = £5? oAd exp~, zoA0, o£g, =
= £5,’ o Aa, o A& é~g, z o Cg, = £5? o A0, 0Kg, 0 .Aexpz =
= M±o A0~~ ~.
u
Considerando coordenadas normales {re’; a = 1 n = dim O} sobre el entorno
VV~ c O, la igualdad
re’ =M±(re)
se escribe, en componentes, así:
(re’)” = >3A~(re)t”;
k>o
Ag(re) = re”,
donde A~(re) son funciones analíticas y el desarrollo en serie de potencias de t es conse-
cuencia del carácter analítico en t de la aplicación M±= £5,’ o A~, o£g,.
Introduzcamos la notación
97~’(re)= >3 A%1(re)-A%,(re),
y definamos el operador diferencial L21 por medio de la igualdad:
(L21’P) (re) = 1 6”~~’~’P (re)
L! (8re’)~’ - - - (8re”)~n (re)Ri+.--R,,=
21
Rt=li o
21,,
(re). (k)
Entonces tenemos la siguiente proposición.
Proposición 2.19 Con la notación anterior, si 4> es una función definida sobre el
entorno W~ c O, la composición 4>oM±admite el siguiente desarrollo en serie de potencias
de t:
(‘Po M±)(z) >3 (L
214,)(re) ¿21,
21>0
donde los L21; (A =O), definidos por la expresión (k), son operadores diferenciales
invariantes sobre O y Lo = 1
(1)
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Prueba Del desarrollo de Taylor de la función ‘Pi (re’) en el punto re tenemos:
1 8lI++¿n’P
,
= .L~ Li (Bre’)~’ - - - (8re”)’n (re)(re’ — rel)¿1 - - - (re”’ — re”)’~ =
II, ,Ln=O
= Y? >3 fl(8x’~i(Bxfl)¿n (re)- ~2k1’(re) ~t(re)
n=Ln=O21>021,4-- +R~=21 - - -[;~=Ii=o
>3(LR4>m)(re)t21,21>0
Si z E ~ es pequeno:
(4,,o M±)(Aexpzre)= >3(LR’Pí)(Aexpz - re)
21>0
A partir de la Proposición 2.18, también tenemos:
(4,í o M±)(Aexpz . re) = (‘Pío A
0~~~) (M±(x))= >3 L21(’P~ o Aexpz)(re) t21.21>0
Por tanto tenemos:
(L
21’Pi) o Aexpz = L21 (‘Pi o Aexpz)
en un entorno pequeño de e E O. Esta relación dehnine Lp como un operador diferencial
invariante sobre O. u
Pongamos t = ti en la Proposición 2.17. Como serie de potencias en ti, ‘Pi *wh
4>2 es un producto estrella sobre O (Teorema 2.5) determinado por el cocido w~. Si
ahora nos referimos al desarrollo (1), se observa que, como serie de potencias en ti,
((‘Pi o MA) *5~ (4>2 o Mn)) o M~’ define un producto estrella sobre O, equivalente al
producto estrella ‘P~ *wn 4>2- Con las notaciones ya introducidas se tiene:
Teorema 2.8 Sean los 2-cocidos
¡3n=¡3,+¡32ti+...+¡3ktikí+...
= ¡3,~ + 6 an
donde aA=a2ti+-..+akM’+---. Sean
EW(re;y) = >3 E«re;v)ti21; E0(re;y) — >3E0(re;y)h~21=0 21>0
los productos estrella invariantes sobre O definidos, en el Teorema 2.5, respectivamente
por los cociclos wA y ¡3k. Sea L(re) = ~ L.q(re) ti21 el elemento de 21(g)[ti]] que define
el desarrollo (k). Entonces:
E”}x;y) = L’(re+y)E0(re;y)L(re)L(y).
Esto es, FW(re;y) yE0 (re;y) son equivalentes por medio del elemento L(rr) E 2t(g)[tij].
A partir de bis Teorema 2.7 y 2.8 se obtiene obviamente:
a
e
e
e
e
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e
Teorema 2M (Drinfeld y. O. [19S3b)) Sea V un subespacio vectorial del espacio
- Z
2 (g) de los 2-cocidos de de Aham invariantes sobre O, suplementario del espacio de los
• cocidos de de Rham invariantes exactos B2(g), i.e. Z2(g) — ve B2(g). Sea E’(x; y) un
producto estrella invariante cualquiera sobre (O; ¡3í)- Entonces E’(x; y) es equivalente a
un producto estrella obtenido, en el procedimiento del Teorema 2.5, a partir del cocido:
• ¡3n=¡3í+¡3
2ti+...+¡3RhRl
• tal que ¡3¡eEVsik>1.
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