The fast growth of communication technologies greatly changes our life, and communications is one of the most important growth sectors in many economies. Combinatorial optimization problems (COPs) arising naturally in communication networks have acquired great attention in both research and practice. Unfortunately, the optimal solution of a large class of these problems requires an amount of computation which increases exponentially with the problem size. In order to tackle these problems, heuristics are often adopted to find optimal or near-optimal solutions in reasonable computational time. Neural networks (NNs) are potentially powerful heuristics for this kind of problems because NNs are intrinsically parallel systems with potential for fast hardware implementation. In this talk, we first describe a novel noisy chaotic neural network (NCNN) for solving the topological optimization problem (TOP) in backbone network design. The NCNN employs the chaotic simulated annealing and decaying noise, which make the neural networks have both stochastic wandering and efficient chaotic searching ability. Furthermore, two extensions of the NCNN model, i.e., the gradual noisy chaotic neural network (G-NCNN) and the noisy chaotic neural network with variable threshold (NCNN-VT), are discussed. The NCNN-VT employs the adaptive mapping scheme with the NCNN model. It maps the objective function of the optimization problem into the adaptive selection of neuron firing probability. The wide applicability of these neural network models is demonstrated through the broadcast scheduling problem (BSP) in packet radio networks and frequency assignment problem (FAP) in satellite communications systems. Each of these problems are solved by our proposed methods and compared with existing algorithms. These comparisons show that the NCNNs are attractive methods for solving COPs.
