We use the model of covalent magnetism and its application to magnetic insulators applied to the case of insulating carbon doped BaTiO 3 . Since the usual Stoner mechanism is not applicable we study the possibility of the formation of magnetic order based on a mechanism favoring singly occupied orbitals. On the basis of our model parameters we formulate a criterion similar to the Stoner criterion but also valid for insulators. We describe the model of covalent magnetism using a molecular orbital picture and determine the occupation numbers for spin-up and spin-down states. Our model allows a simulation of the results of our ab initio calculations for E(M) which are found to be in very good agreement.
Introduction
The search for spintronics materials led to the investigation of doped semiconductors, where the magnetic atom is either a 3d-element (e.g. Mn doped GaAs) or more recently a main group element (Z) replacing another p-atom such as CdS 1−x Z x [1] or BaTiO 3−x Z x [2] . It is common for all these systems that the valence bands of the magnetic impurity atom are situated inside the semiconducting bandgap and that these bands show a small or hardly any dispersion. In most cases the non-magnetic state is metallic and the Fermi energy F lies inside these flat bands in a region of high enough density of states (DOS) for the Stoner criterion [3] to be fulfilled. This mechanism even holds for p-elements where the flat p-bands produce the required large DOS at F , leading to so-called p-electron magnetism. The standard Stoner model thus sufficiently explains why the metallic non-magnetic state becomes unstable with respect to the formation of magnetic order, often ending up as a half-metallic ferromagnet. A different case has recently been found in carbon doped BaTiO 3 which is insulating for both its non-magnetic and its equilibrium magnetic state [2] . For an insulating non-magnetic ground state, where the DOS at F is zero, the Stoner model cannot be applied, which raises the question about a different mechanism for such cases. Flat bands and fully occupied orbitals of course point to a Hubbard like interaction, where in the non-magnetic case the respective orbitals are doubly occupied and in the magnetically ordered state this double occupancy becomes partly lifted (see section 2). However, in semiconductors where the magnetic band splitting of the impurity states and the semiconducting gap are comparable in energy, the impurity states interact with the valence and conduction bands of the host material leading to covalent magnetism [3, 4] , which also has to be accounted for.
An alternative to the Stoner model
For an insulator or semiconductor the Stoner mechanism cannot be applied, since the DOS at F is zero and even the formation of an infinitesimal magnetic moment requires a band splitting of at least the size of the bandgap between the valence and the conduction band. Unlike the Stoner model for metals, where the intra-atomic exchange interaction drives the transition into a magnetic state, for the case discussed here we assume a mean-field version of a Hubbard like interaction given as
where U is a coulomb type interaction suppressing double occupancy and E band is the energy due to the changes of the electronic states for each spin channel. To keep the model simple we describe E band within Friedel's conjecture for a rectangular band [5, 6] given by
In general it can be assumed that the electron hopping differs for spin-up and spin-down electrons. Since the hopping integral determines the bandwidth we simulate this effect by assuming a W ↑ and a W ↓ . N 0 is the maximum occupancy of the respective band (e.g. 5 for the spin-up d-band). n ↑ and n ↓ can be expressed in terms of the magnetic moment M and the total number of electrons Z as
The total energy is thus given by
The first two terms in (4) are independent of magnetic order. The fourth term behaves as M 2 , its sign depending on the ratio of (W ↑ + W ↓ )/2N 0 and U. For spontaneous magnetic order we find the condition (for
Equation (5) is a criterion for the onset of magnetic order and at the same time yields an estimate for the size of U. For a transition metal d-bandwidth of about 7 eV, U should thus be of the order of 1.4 eV, being of reasonable size. As in the Stoner case our model provides a condition for the magnetic spin polarisation of the respective atom (impurity), but not about the type of long-range magnetic order (ferro-, anti-ferromagnetism, etc). The third term shows a linear dependence on the magnetic moment M and appears only if W ↑ = W ↓ and for the case of Z/N 0 = 1, where Z/N 0 = 1 would describe half-band filling. Formally the coefficient of this term linear in M appears as an internal magnetic field created by the different occupation number for spin-up and spin-down. When we apply this model to the case of carbon doped BaTiO 3 (section 4) we will see that our ab initio calculation yields exactly this initial linear M-dependence, a feature which, to the best of our knowledge, does not appear in metallic systems.
Covalent interaction and magnetism
In this section we study the interaction of a localized impurity with the bands of the host lattice. This case becomes realized upon replacing one host atom by an impurity with Figure 1 . Schematic view of covalent magnetism where a total number of two electrons is assumed. The left panel shows the non-magnetic state, both the spin-up and spin-down bonding states are occupied with a single electron. In contrast to the Stoner picture, where the changes in occupancy are due to band splitting, in covalent magnetism the states become reweighted so that in a magnetic state the spin-up band is now doubly occupied, while the spin-down band is empty. a smaller number of valence electrons (e.g. replacing oxygen by carbon in BaTiO 3 ). We now ask the question whether or not the insertion of holes into the host lattice causes a spin polarization of these impurity states leading to a magnetic moment. We assume that the localized electronic states of the impurity interact weakly with the host states, which implies that this interaction can be described within the framework of a molecular orbital (MO) picture. If the concentration of these inserted atoms and the interaction with the host bands is small, the impurities will form localized states and the overlap of the impurity and the host wavefunctions will be small as well. Figure 1 shows the essential interactions assumed. E ↑ and E ↓ are the spin projected energies of the impurity states. These states overlap with the respective spin-up and spin-down states of the host. This interaction leads to the formation of a bonding (E ↑ 1 ) and anti-bonding (E ↑ 2 ) state according to MO theory (likewise for spin-down). In the non-magnetic case (left panel of figure 1 ), all states have the same weight. For a finite magnetic moment M 0 (right panel of figure 1 ) the weight of these MO states becomes redistributed, allowing for spin polarization. This mechanism is called covalent magnetism and has been formulated earlier [3, 4] as an alternative to the Stoner model.
If imp (E ↑↓ ) is the respective wavefunction of the impurity atom for the energy E ↑↓ and host (h 22 ) is the wavefunction of the host, within MO theory the total wavefunction is written as a linear combination of imp (E ↑↓ ) and host (h 22 ) which reads
The total energy E tot of the interacting system is calculated from E tot = |H| where H is the Hamiltonian describing the interaction giving (18) 
where it is assumed that both imp and host are normalized to 1. C A and C B are the linear combination coefficients which themselves obey the normalization condition C 2 A + C 2 B = 1. Minimizing the total energy with respect to the two linear combination coefficients defines the eigenvalues E ↑↓ 1 and E
and the coefficients C A and
C 2 A and C 2 B are the occupation numbers for the MO states and thus give the respective number of spin-up and spin-down electrons. Since we are only interested in the occupied states we use C 2 A (E ↑↓ 1 ) and C 2 B (E ↑↓ 1 ) to formulate the occupation numbers of the impurity states as
where N 0 is the total number of electrons per spin for the impurity in the non-magnetic case, a ↑ and a ↓ are the interactions between the host lattice and the impurity given by 1/h ↑↓ 12 , and x is the energy change caused by the MO interaction given by E ↑↓ − E ↑↓ 1 . According to figure 1 N ↑ and N ↓ are the number of spin-up and spin-down electrons at the impurity resulting from the covalent interaction with the host lattice. In the non-magnetic case E ↑ and E ↓ are equal and N ↑ equals N ↓ , being N 0 . A finite magnetic moment is connected to an energy difference E ↑ -E ↓ (right panel of figure 1 ) and causes a redistribution of the electronic states due to the different interactions with the host lattice for the two spin channels. The magnetic moment is simply given as
Inserting (13) and (14) into (15) allows the energy difference x 2 to be expressed in terms of the magnetic moment
Expressions (13)- (15) are now applied to the model discussed in section 2 so that UN ↑ N ↓ becomes
which together with (16) can be expressed in terms of the magnetic moment M so that the total energy (18) can be calculated from
In (13) and (14) we introduced different host-impurity interactions for the two spin channels (a ↑ , a ↓ ). This assumption is reasonable because in realistic systems the energetically lower spin-up impurity states will mainly interact with the host valence band, while the spin-down states will also interact with states from the conduction band above. Within the tight-binding approximation the bandwidth ≈4h 12 = 4/a ↑↓ , which makes the connection to our model formulated in section 2. We now discuss the three cases which are depicted in figure 2 where we assume a sufficiently large U to fulfil the condition for spontaneous magnetic order given in (5) and different values for a ↑ and a ↓ . In realistic systems it is reasonable that the ratio a ↑ /a ↓ will not differ greatly from 1. However, even small deviations change the physical picture considerably since for a ↑ /a ↓ = 1 an additional term linear in the magnetic moment M appears (see section 2): (i) a ↑ = a ↓ : E(M) is proportional to −M 2 which is the standard case discussed in section 2. For full polarization (M = 2) the energy curve is cut off due to the finite bandwidth. (ii) a ↑ > a ↓ : The difference in a ↑ and a ↓ causes an additional positive term linear in M (see section 2). For small M we observe an initial linear increase of the energy, followed by the usual −M 2 behavior. (iii) a ↑ < a ↓ : The linear M term becomes negative and adds to the negative M 2 behavior, leading to a rapid decrease of E(M). 
Application to carbon doped BaTiO 3
In a recent paper [2] we studied the electronic structure of BaTiO 3−x C x upon replacing oxygen with carbon. Our ab initio calculations yielded a magnetic ground state with 2 µ B per carbon atom, where the carriers of magnetism are the holes in the almost dispersionless C-p x , p y bands. Due to the crystal field acting on carbon, its p-states split such that both the non-magnetic and the magnetic states are insulating. Our results are obtained using the projector augmented plane wave method [7] as implemented in the Vienna ab initio simulation package (VASP) [8] [9] [10] [11] [12] [13] , by explicitly incorporating the semi-core s-and p-states for Ba and Ti, and the 2s-states for C. To simulate the low impurity concentration we used a simple cubic 40 atom supercell (8 formula units) where one oxygen is replaced by the dopant atom.
In order to avoid Pulay stress and related problems, plane waves up to a cutoff energy of 600 eV were included in the basis set. The Brillouin zone integration was performed over a 4 × 4 × 4 centered Monkhorst-Pack k-mesh with a Gaussian broadening of 0.1 eV. The k-mesh was chosen such that total energy convergence better than 1 meV per supercell is provided. The total energy was converged to 1 × 10 −6 eV. The position of the ions as well as the shape and volume of the unit cell were relaxed until all force components were less than 0.01 eVÅ −1 . Since for semiconductors and insulators there are well known deficiencies of the local spin density approximation (LSDA) or the spin-polarized generalized gradient approximation (SGGA) in determining the proper gap size [14] [15] [16] and the position of the impurity states [17] we performed our calculations using the hybrid Hartree-Fock density functionals in the HSE06 version [18] . Figure 3 shows the spin projected DOS of the impurity carbon atom for three different magnetic moments. For M = 0 we find a DOS very similar to our schematic DOS shown in figure 1 . The C-p x , p y bands hybridize and split into two almost equal (18) is given by the dashed-dotted blue line.
bonding and anti-bonding DOS peaks separated by about 1.8 eV. Fixing the magnetic moment at M = 1 µ B allows the study of an intermediate state shown in the middle panel of figure 3 . For spin-up the lower DOS peak increases while the upper one begins to disappear and vice versa for spin-down. Note, that for this non-equilibrium magnetic state there exist two different Fermi energies for each spin channel [19] . The total energy minimum is found for a fully polarized state with a magnetic moment of M = 2 µ B . The respective DOS (lower panel of figure 3 ) shows that for spin-up the lower energy DOS peak has doubled, now accommodating two electrons, while the upper peak has disappeared completely. For spin-down the opposite occurs, the low energy peak vanishes and a doubled high energy peak appears, but remains unoccupied. On the one hand this mechanism explains why this system is insulating both in the non-magnetic and the magnetic state. On the other hand it also explains why the Hubbard like mechanism leads to a gain in energy: for the case M = 0 the occupied low energy peaks come from the same non-degenerate orbital which is thus fully occupied, so that a repulsive coulomb energy occurs. In the ground state for M = 2 µ B the occupied low energy state consists of C-p x , p y orbitals which are both singly occupied, thus reducing the coulomb repulsion.
To study the dependence of the total energy on the magnetic moment we performed high precision calculations on a fine M grid using the fixed-spin-moment (FSM) method [19] . The result is shown in figure 4 where we find exactly the case described in our model in the previous section (case (ii)) for a ↑ > a ↓ . According to (4) a polynomial of the form
should be sufficient to fit our ab initio results. The respective fit is shown in figure 4 . However, recalculating the respective bandwidths (W ↑ , W ↓ ) and U from the fit parameters yields completely unrealistic values for W ↑ , W ↓ . This means that although (4) would describe the general behavior, its application in the present case leads to the wrong results.
Only if we apply the covalent magnetism model (18) do we succeed in fitting our calculated E(M) curve with physically reasonable parameters (U = 1.1 eV, a ↑ = 10= W ↑ = 0.4 eV, a ↓ = 6.95= W ↓ = 0.58 eV). These values compare well with the bandwidths of the C-p x , p y given in figure 3 .
The E(M) curve calculated here differs considerably from metallic systems where the valence and conduction band overlap and the bandwidth is much larger than the spin splitting. One thus expects that the total energy depends only on even powers of the magnetic moment [3] . For the present system we have the case that the bands are always fully occupied (insulator). The size of the magnetic moment M is thus determined by the finite possible occupation number. This is in contrast to a metal where the free energy minimum is due to the competition between the exchange energy gain and the increase of the kinetic energy of the conduction electrons. This latter mechanism also leads to the formation of a well-defined energy minimum with a finite positive curvature. In the case of our insulator the 'equilibrium' state is only a state of lowest total energy and not a well-defined minimum for E(M). The respective susceptibility which is given by the inverse second derivative of (4) remains negative. A further decrease of the energy is hindered by the finite bandwidth so that this state is not an equilibrium (
> 0) in the strict thermodynamical sense. Figure 4 also shows a slight discrepancy for increasing magnetic moment between the ab initio calculation and the covalent model fit function. The reason for this discrepancy is that for the model underlying the covalent model fit function we assume that a ↑ and a ↓ remain constant over the whole magnetic moment range, rather than adapting the interaction between the impurity and the host lattice upon the changes of its energetic position as it is done intrinsically by the ab initio calculation.
Conclusion
We discuss the model of covalent magnetism and its application to magnetic insulators for the case of carbon doped BaTiO 3 . Since the usual Stoner mechanism is not applicable we study the possibility of the formation of magnetic order based on a Hubbard like interaction within a mean-field formulation. Together with a description of the band contribution to the total energy according to Friedel's model we arrive at a criterion for the onset of magnetic order given by U > W/N 0 . Since the model for covalent magnetism relies on the redistribution of electronic states we use molecular orbital theory to determine the varying occupation number for spin-up and spin-down. These quantities combined with our model allow a simulation of the results of our ab initio calculations for carbon doped BaTiO 3 . We find good agreement between the calculation and our model which also allows a discussion of the coefficients required to fit our results. This holds in particular for the initial linear increase of E(M), which is found to be due to different electron hopping terms for spin-up and spin-down.
