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ABSTRACT
Computational modeling research centers around developing ever better repre-
sentations of physics. The objective of model reduction specialists is to take
that high fidelity understanding and compress it into a Reduced Order Model
(ROM) capable of replicating the physical accuracy of the more complicated
model with a significantly reduced computational cost. A current challenge in
reduced order modeling is the presence of linear inequality constraints in opti-
mization problems. Constrained optimization problems arise in design, contact
modeling, financial engineering and other subfields of mathematical modeling.
As such, there is a strong motivation to leverage the repeatability of ROMs to
rapidly address these engineering challenges. Inherent to the problem of con-
strained optimization is feasibility of solutions, and while all FOMs are expected
to comply perfectly with their constraints, that property is not necessarily pre-
served in their corresponding ROMs. The problem is then two fold. First the
issue of the constraint must be addressed, and second the resulting ROM must
obey the constraints. This thesis develops a method, in a projection-based
framework, capable of reducing the linear inequality constraints while preserv-
ing a strong degree of feasibility. The proposed method is successfully applied to
the reduction of the one-dimensional, constrained Poisson Equation with varied
parameters.
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CHAPTER 1
INTRODUCTION
The simulation of complex physical systems was, is and remains a challenging
task. These systems may be governed by complicated, parameterized, nonlin-
ear Partial Differential Equations (PDEs). Application of these equations on
problems of interest normally requires a highly resolved computational grid on
which the global solution is discretized and solved simultaneously. Such compu-
tational engineering systems have been used in a vast array of applications and
problem solving contexts. One key issue arises with model complexity. Systems
of interest to computational engineers often exhibit behavior which is difficult
to approximate via first order approximations; difficult to simulate and measure
experimentally; and/or expensive and time consuming to simulate using a High
Fidelity Model (HFM).
Here lies the driving motivation for Model Order Reduction (MOR). Ap-
proximate models can be constructed which accurately reconstruct the output
produced by HFM, while reducing the computational complexity required to
evolve those models in time, or solve repeatedly for parameterized systems.
Early work to generate such Reduced Order Models (ROMs) used solution data
from experiments [47, 48] and the output of numerical simulations [23, 36] to
generate a Reduced Order Basis (ROB) which spanned a subspace within the
overall solution space on which relevant solutions to the problem existed. It was
theorized that reducing the degrees of freedom from the overall system to a set of
coefficients on this new, affine subspace would allow the computational engineer
to obtain accurate solutions without simulating every degree of freedom in the
underlying high fidelity model. If accurate ROMs can be constructed, then these
ROMs are able to act in place of the HFM on which they are based. This prac-
tice is referred to as surrogate modeling. The implementation of such models
allows for the simulation phase of an engineering system to be rapidly acceler-
ated, directly enabling further innovation [20]. As MOR techniques developed,
so did the complexity of the HFM they were attempting to approximate.
Increasing complexity of HFMs has led to more and more advanced tech-
niques used to reduce them. This thesis relies on a subclass of MOR methods
known as projection based methods. The chief means of producing a ROB for
projection based methods is through Proper Orthogonal Decomposition (POD).
As mentioned earlier, this method was one of the first techniques used to gen-
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erate ROMs [23, 36, 47, 48]. Applications of POD on linear systems is a ma-
ture field of research. POD has been used to produce efficient ROMs [14, 25],
and now most present research focuses on nonlinear systems [45]. Nonlinear,
non-polynomial operators in computational engineering problems require addi-
tional compression on top of the solution space reduction achieved by projection
in order to realize any actual computational speedup. These additional com-
pression techniques are known as hyper reduction. Examples of hyper reduc-
tion methods for nonlinear dynamical systems include Gauss-Newton with Ap-
proximated Tensors (GNAT) [15] and Discrete Empirical Interpolation Method
(DEIM) [16, 30, 41, 58]. These methods both directly reduce the nonlinear op-
erators in the governing equations for the relevant physics. These methods
both rely on a posteriori error indicators to execute an optimization process
while reducing the nonlinear operators. Alternative hyper reduction techniques
instead rely on a priori reduction of the nonlinear operators instead of a learn-
ing/training process [42,43]. In addition to POD, other methods for generating a
ROB include Krylov subspace projection [24], Karhounen-Loeve expansions [32],
balanced truncation [28, 33, 51], randomized low rank approximation [5], ter-
minal reduction via matrix decomposition [10], and Reduced Basis Methods
(RBM) [55]. All of these techniques have been shown to produce computational
speedup in unsteady problems.
Engineering challenges such as design optimization, aeroelastic analysis, un-
certainty quantification, batch chromatography and Bayesian inference/statistical
inverse problems all require complicated simulations conducted repeatedly for
a varied parameter set. To gain sufficient understanding of the underlying
dynamics, the HFM is solved at a collection of parameter sets in what com-
pounds to a costly computation. Parametric Reduced Order Models, seek to
reduce the overall cost of performing the entire operation. Individually the
MOR techniques discussed in the previous section could reduce each stage of
the multi-layered computation, yet often this is insufficient, or suboptimal. In-
stead, variants and combinations of each of the methods listed above have been
used to produce parametric ROMs which provide substantial computational
speedup [2, 3, 19, 34, 49, 54]. There are two approaches to constructing para-
metric ROMs, first one can attempt to model all system behavior globally, or
one can collate several local models into one and generate extrapolations based
on those local models. Global basis approaches have the benefit of increased
reduction for the entire computation, all else being equal. Some examples of
global basis parametric ROMs in the literature include turbomachinery design
optimization [21], reduction of general parameterized hyperbolic equations [1],
uncertainty quantification for RBM [39] and pricing of American Options [27].
Local basis methods [4] are slightly newer and have been applied to multi-scale
physics problems [53]. For a more complete overview of the literature of para-
metric reduced order models, the author recommends the paper by [8].
A subset of parametric Reduced Order Models and physics models more gen-
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erally are linear inequality constrained PDE models [54]. These constraints
contain some relevant physical information, and their inclusion complicates re-
duction. Common examples include the Hertz-Signorini-Moreau conditions of
contact problems [46, 52], or the payoff functions in options pricing [13]. Me-
chanical engineering problems such as structural mechanics [44] and gear driven
systems are also examples of constrained PDE systems [57]. However, the non-
linear operators in the constraints present in these systems have proven difficult
to reduce [9]. Early efforts focused on reducing Linear Matrix Inequalities (LMI)
in the context of H∞-control [29]. More recent work has used a similar projec-
tion based framework as POD, but instead of using the SVD to produce a ROB
which can not reduce the inequality constraint via Galerkin projection, the Non-
Negative Matrix Factorization (NNMF) is used instead which does create a set
of optimal basis vectors which span the dual variable solution space and can
be used in a Petrov-Galerkin projection to reduce the system. NNMF has been
used to reduce the problem of direct, frictionless contact [6]. It was then further
extended to price European and American Options [7]. Alternatives to NNMF
include gradient based optimization using a dictionary approach [17], Compo-
nent Mode Synthesis (CMS) [12], hybrid hyper reduction [22, 44], and direct
reduction of the Lagrangian dual problem [35]. Finally, others have reduced lin-
ear inequality constraints via projection onto a non-negative basis constructed
using RBMs [26,56]. This thesis seeks to formulate a novel technique, General-
ized Coordinate Bounding (GCB), which provides improved realization accuracy
and constraint compliance over existing constraint reduction techniques.
On a final note, and as an aside, all of the above methods require direct ac-
cess to the operators of the computational system. This is not always possible
if the HFM is computed with proprietary software or if the ROM is attempting
to replicate results from some system whose governing equations are unknown.
Black box modeling (or system identification/machine learning) has been de-
veloped to model the input out relationships these kinds of complex systems
via an adaptive computational network. Nonintrusive model reduction seeks to
accomplish reduction of a black box HFM by approximating processes of the
HFM with a model system. Querying the data from those system operators,
and then generating reduced operators which accurately replicate the output of
the underlying HFM without ever directly interacting with the solvers internal
to the HFM [40]. While this thesis does not explicitly focus on such models,
the ability to reduce linear inequality constraints for constrained dynamical sys-
tems remains relevant to nonintrusive MOR research. The model systems used
in these ROMs still require some means to evaluate, understand and/or enforce
linear inequality constraints. Generalized Coordinate Bounding may be useful
in this regard.
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CHAPTER 2
COMPUTATIONAL METHODS
2.1 Introduction to the Model Problem
The central problem addressed by this thesis is the issue of reduction of linear
inequality constrained models. The inclusion of linear inequality constraints
presents a challenge to projection based reduced order modeling. This the-
sis examines and attempts to address this issue in a model problem, the one
dimensional constrained Poisson Equation.
δ2(u)
δx2
= p(x)
s.t. u(x) ≥ c(x, γ) .
(2.1)
This is the one dimensional Poisson Equation with a linear inequality constraint.
The parameter alters the geometry of the constraint. The effects of these pa-
rameters on the model will be discussed in further detail later. The continuous
form of the problem can be discretized and solved along some uniform grid
u(x) → ~u ∈ RN where the elements of ~u correspond to the discrete values of
the solution at the nodes of the grid vector ~x. The discrete form of the Poisson
Equation is thus:
D2 · ~u = ~p
s.t. ~u ≥ ~c .
(2.2)
D2 ∈ RN×N here is the second derivative matrix which, when applied to ~u,
produces an approximation of the derivative at the discrete grid points. This
can be constructed with many different methods. For this thesis, a second
order, centered Finite Difference matrix is used. The final problem in handling
this Full Order Model (FOM) is to convert it to a form which can be solved.
Currently the equation is written as a constrained system of equations. But, this
system is subject to some constraint which must be enforced in the governing
equation. A physical interpretation of the Poisson Equation is that the equation
models an elastic membrane. D2 represents a stiffness matrix quantifying the
resistance of the membrane to deformation and ~p ∈ RN quantifies a gravitational
4
field acting on the membrane. The constraint is then a simple displacement
constraint; it sets a lower limit on the value of the solution ~u. If the problem
were unconstrained, the present form of the equation would be sufficient. We
could solve the problem by inverting D2 and multiplying both sides of the
governing equation:
D−12 ·D2 · ~u = D−12 · ~p , (2.3)
but this does not account for the inequality constraint. To enforce the dis-
placement constraint we must recast the problem in the form of a total energy
minimization problem:
arg min
~u
1
2
~u>D2~u− ~p>~u
s.t. ~u ≥ ~c .
(2.4)
Here the 12~u
>D2~u term represents the total mechanical or elastic energy in the
membrane. As the membrane flexes down under the force of gravity, it grows
more convex and thus its second derivative becomes more positive. Its minimum
value would be an infinitely concave shape. To counteract this, the gravitational
term −~p>~u grows more negative as the membrane deforms upward (where the
elements of ~p are negative by convention). Thus the minimum energy solution
is the one which balances these two quantities. The solution of the FOM is
depicted below (Figure 2.1) where ~pi = g = −10ms2 .
Figure 2.1: Full Order Model (N = 100)
The constraint can be enforced with various techniques. The minimum en-
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ergy formulation of the Poisson Equation is of a type of optimization problem
known as a Quadratic Program (QP). All QP can be converted into the more
conventional Linear Program (LP) via Wolfe’s Algorithm [38]. LP are most
often solved using the Simplex Algorithm (or some other type of interior-point
algorithm) [50]. Alternatively, penalty methods may be used to recast the QP as
an unconstrained, convex optimization problem. Further methods exist to solve
this class of problems [18, 31, 37]. Choice in optimization algorithm is largely
irrelevant to this work since all face the same critical issue.
2.2 The Problem of Reducing the Model Problem via
Projection
The three primary assumptions of projection based reduced order modeling are:
1. Solution information is compressible.
2. Solutions information is continuously dependent on parameters within
some closed parameter space.
3. Computation of the model can be segmented into a precomputed “oﬄine”
phase and a rapidly computed “online” phase.
Projection based model order reduction is accomplished by assuming solutions
exist in some reduced subspace within the space of all possible solutions. This
subspace is spanned by basis vectors generated from solutions of the FOM. These
basis vectors are computed with the Singular Value Decomposition (SVD) of a
“snapshot” matrix composed of solutions (snapshots) from the FOM sampled at
different parameter values (or times for unsteady problems)1. The left singular
vectors produced by the SVD of the snapshot matrix are sorted by their relative
energies (as measured by their respective singular values), and the first k vectors
are selected to form a ROB. | | |~u1 ~u2 . . . ~uM
| | |
 = Xsnapshot (2.5)
Xsnapshot ⇒
SV D
[
UΣV>
]
(2.6)
~uFOM ≈ U~a; dim(U) = k . (2.7)
Where M is the number of solution snapshots, and ~a is the generalized coordi-
nate vector. The snapshot vectors are assumed to be sufficiently comprehensive
as to span the entire solution space. The final statement that ~uFOM ≈ U˜~a
1This process is also known as Proper Orthogonal Decomposition (POD) in mechanics or
Principal Component Analysis (PCA) in statistics.
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implements the assumption of compressibility. If the solution space is too com-
plicated to be be compressed in the first place, then projection based reduction
techniques will fail. Fortunately, many physics problems of interest to com-
putational engineers exhibit low order behavior which can be compressed and
recreated accurately on a reduced subspace of the whole solution set. Repre-
senting the solution as the projection of a shorter vector is only the start. We
need to substitute this approximation into the governing equation of our model.
Equation (2.4)
arg min
~a
1
2
~a>
[
U˜>D2U˜
]
~a−
[
~p>U˜
]
~a . (2.8)
Implementing the approximation for ~uFOM results in a reduced stiffness matrix:
D˜2 = U˜
>D2U˜ ∈ Rk×k and a reduced Poisson Function vector: p˜ = ~p>U˜ ∈ Rk.
Now consider the linear inequality constraint:
U˜~a ≥ ~c; dim
(
U˜~a
)
= dim (~c) = N . (2.9)
The linear inequality constraint remains full order even after projection. The ob-
jective function was reduced merely by introducing the approximation of ~uFOM ,
but clearly that didn’t work here. A first approach would be to perform another
projection to reduce the dimension of the constraint. This works, but only for
bases which are either all negative or all positive. To demonstrate this, consider
the following two dimensional example:[
a1
a2
]
≥
[
1
1
]
. (2.10)
This simple constraint could be satisfied with (a1, a2) = (1, 2) ≥ (1, 1). Pro-
jection onto a reduced basis with mixed signs does not preserve the inequality
relationship in general.
[
1 −1
] [a1
a2
]
≥
[
1 −1
] [1
1
]
⇒ a1 − a2 ≥ 0⇒ 1− 2 ≯ 0 (2.11)
Unlike with an equality relation, the inequality must be satisfied after multi-
plication. SVD/POD is not guaranteed to produce a non-negative basis, so a
different approach is required. Non-Negative Matrix Factorization (NNMF) is
one approach which would generate a non-negative basis for this projection. Al-
ternatively co-location, which is developed in the next section, is also capable of
reducing the linear inequality relation. The method proposed in this thesis ap-
plies a different framework altogether. For more detail the reader is encouraged
to read Section 2.4.
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2.3 Using Co-location to Reduce the Linear Inequality
Constraint
The most physically intuitive approach to reduce this constraint is to use co-
location. Co-location, in this context, means examining a subset of grid points
to see if they satisfy the constraint. It is then surmised that satisfaction of the
constraint at these points is sufficient to assure compliance at every grid point.
The motivation for this technique should be clear from the FOM. Examining
Figure 2.1, we see that only some of the membrane is in contact with the ob-
stacle. The unconstrained solution for this problem would be the membrane
freely hanging between the two endpoints of the solution domain as shown in
Figure 2.2. So clearly the constraint is only relevant at those points which lie
Figure 2.2: The unconstrained Full Order Model (N = 100)
below the obstacle. We could solve the FOM for different obstacle geometries or
different gravitational parameters, look for points on the membrane which are
in contact with the obstacle, and then reduce the constraint by only examining
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those elements of the constraint. This can be described as follows:
U˜~a ≥ ~c ⇒

U˜1,1a1 + U˜1,2a2 + . . . U˜1,kak ≥ c1
U˜2,1a1 + U˜2,2a2 + . . . U˜2,kak ≥ c2
... ≥ ...
U˜N,1a1 + U˜N,2a2 + . . . U˜N,kak ≥ cN
 (2.12)
β>U˜~a ≥ β>~c ⇒

U˜β,1a1 + U˜β,2a2 + . . . U˜β,kak ≥ cβ
U˜β+1,1a1 + U˜β+1,2a2 + . . . U˜β+1,kak ≥ cβ+1
... ≥ ...
U˜ζ,1a1 + U˜ζ,2a2 + . . . U˜ζ,kak ≥ cζ

(2.13)
Here, only the grid points with indices [β, ζ] are compared against the constraint
vector ~c. For the problem above, those bounds would correspond to the interval
[0.2, 0.9]. While this subset is less than the total domain, it is still intractable
in a practical sense, since the ROM is still analyzing a number of grid points on
the same order of magnitude as the total number of grid points in the domain2.
To address this problem, we pick a limit on the number of grid points to inspect,
say three or four, ensure the ROM obeys the constraint at those few points, and
then hope it is close everywhere else.
We may choose these handful of co-location points by generating many ROM’s
and comparing their results against the FOM. Whichever collection of co-location
points best replicates the full order model solution, ~uFOM , is deemed optimal,
and further predictions around that optimal are computed using that set of
co-location points. Two methods for finding the optimal co-location points are
discussed in the following two subsections.
2.3.1 Brute Force Search
The first, and most obvious approach is to simply try every possible β>, compute
the corresponding ROM solution ~aco−location and then compare each and every
ROM error. The chief problem with this approach is the expense of computing
so many reduced order models. Each β> is a rectangular matrix with N columns
and p rows (where p is the number of co-location points). The cost of this brute
force approach then scales with Np computations per parameter value. The
benefit however, is that one can say definitively that the co-location points
chosen are undeniably the best possible and provide the global minimal error in
reproduction of the Full Order Model.
2Analyzing only 80% of grid points to ensure compliance with a constraint is not akin to
the dimensionality reduction achieved via projection.
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The process is as follows:
i = [1, Np]
Step (1)

β>1 =

1 0 0 . . .
1 0 0 . . .
...
1 0 0 . . .

k,N
arg min
~a1
1
2 ~a1
>
[
U˜>D2U˜
]
~a1 −
[
~p>U˜
]
~a1
Error(1) =
∥∥∥(U ∗ ~a1 − ~uFOM )∥∥∥
(2.14)
Step (n)

β>n =

0 . . . 1 0 . . .
0 . . . 0 1 . . .
...
0 1 0 . . . 0

k,N
arg min
~an
1
2 ~an
>
[
U˜>D2U˜
]
~an −
[
~p>U˜
]
~an
Error(n) =
∥∥∥(U ∗ ~an − ~uFOM )∥∥∥
(2.15)
β>optimal = arg min
β>
Error(i) . (2.16)
2.3.2 Method Application: Brute Force Search, Co-location
Driven Solution Reproduction
Implementing the process above first requires the generation of a snapshot ma-
trix. For the parameterized Poisson Equation, a snapshot matrix can be readily
constructed by solving the Full Order Model at several gravitational parameter
values. These solution vectors then form a matrix of data which serves as an
input for the Singular Value Decomposition. Figure 2.3 depicts this informa-
tion. A selection of the first several left singular vectors are plotted beneath
the snapshot matrices. These vectors form the basis of the subspace for all
subsequent ROM solutions in this section. Note that the primal variable snap-
shots have been regularized to the fundamental solution of Poisson’s Equation
for the given boundary conditions. The dual variable solutions have not been
regularized, because that would be meaningless. Their value derives not from
the differential equation, but instead from the application of the constraint. If
Poisson’s Equation is viewed as a model of an elastic membrane deforming un-
der a gravitational field as described earlier, these dual variables represent the
magnitude of the normal pressure acting on the membrane. Note that this is
when ~uFOM (xi) = ~c(xi). The collection of all points where the dual variables
are active shall be referred to as the contact region.
Using the mathematical framework above, the snapshot matrix in Figure
10
Figure 2.3: Snapshot matrix and corresponding left singular vectors for both
primal and dual variables (N = 100)
2.3, and five primal variable basis vectors, the following reproductive solutions
are displayed. Both employ a Brute Force search but the first chooses co-
location points which minimize primal variable reproductive error, while the
second chooses co-location points which minimize dual variable reproductive
error.
Figure 2.4: FOM/ROM comparison using three co-location points targeting
minimal primal variable error (N = 100)
2.3.3 Greedy Search
A more expedient alternative to the brute force search is a greedy search. In the
brute force search, one looks for the minimal dual variable error possible given
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Figure 2.5: FOM/ROM comparison using three co-location points targeting
minimal primal variable error (N = 100)
knowledge of the error values for every possible organization of β>. This requires
computing the ROM Np times where N is the number of grid points and p is the
number of co-location points. A greedy search instead seeks to find the optimal
position for one more co-location point after the position of other co-location
points have already been fixed. This method requires N · p computations, but
will almost certainly not provide equivalent error to the global minimum found
in the brute force search. The results after using such a search are as follows:
Figure 2.6: FOM/ROM comparison using three co-location points targeting
minimal primal variable error (N = 100)
A crucial feature of the greedy search is that the order of points is relevant in
the solution. For the brute force search, the ordering of the relative co-location
points has no meaning, but in the greedy search, the ordering of the points
indicates a kind of relative importance. As can be seen in Figure 2.7, the first
co-location point is positioned on top of the largest peak of the dual variables.
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Figure 2.7: FOM/ROM comparison using three co-location points targeting
minimal primal variable error (N = 100)
Note then that the subsequent co-location points to the left and right attempt
to spread out the magnitude of the dual variable solution from the ROM. Essen-
tially this means the optimal approximation of the dual variables given a single
co-location point is just to place the co-location point at the maximum value of
the dual variable solution. Another peculiarity is the next co-location point is
located not on the second spike, but instead in between. This occurs because
there is no special penalty for constraint violation. Positioning of co-location
points into the contact region does not necessarily improve the approximation
of the dual variable solution. This is a crucial corollary to this entire problem.
Solving the FOM requires maximizing the value of the dual objective function
and thus minimizing the value of the primal objective function. This if/then
connection is not preserved under projection, and instead a duality gap emerges.
Researchers may be interested in the value of the dual variables resulting from
computation of the ROM, but as Figures (2.4 & 2.5) and (2.6 & 2.7) clearly
demonstrate, the optimal reconstruction of the FOM solution can deviate sig-
nificantly from the optimal reconstruction of the dual variables computed while
solving the FOM.
2.3.4 Additional Co-Location Results
The positioning of co-location points is dependent on grid size, yet relative
position on the grid appears to approximately converge for a given searching
protocol and a given reproduction target. Figures 2.8 & 2.9 show this behavior
for brute force and greedy searches.
In addition to examining the stability of co-location points for changing grid
size, we may inspect the convergence of reproductive error for an increasing
number of co-location points. For reproductive simulations, we expect and
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Figure 2.8: Migration of co-location points under changing grid size (brute
force search — primal variable minimal error target)
Figure 2.9: Migration of co-location points under changing grid size (greedy
search — primal variable minimal error target)
demand to have ROM error converge to the projection error of the full order
solution. This projection error is dependent only on the number of primal bases.
Note that this portion of the QP was readily reduced. Clearly the inclusion of
more basis vectors reduces projection error, but does not affect the decay rate of
error. Figure 2.10 depicts the normalized ROM error after employing a greedy
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search to minimize primal variable model error. After only 3 co-location points,
the ROM has converged to the projection error from the FOM. This can be seen
in the left sub-figure of Figure 2.10. In the right sub-figure adjacent to the error
convergence plot is a scatter plot showing the relative location of the co-location
points chosen. Note that the fourth co-location point is positioned outside of
the contact region. This clearly indicates that further inclusion of co-location
points (or dual bases) has a negligible effect on reproductive model error.
Figure 2.10: Error convergence of reproductive solution for fixed grid length
with increasing number of co-location points (greedy search — primal variable
minimal error target)
2.4 Proposed Method: Using Generalized Coordinate
Bounding to Reduce the Linear Inequality
Constraint
Using co-location points to reduce the inequality constraint has a clear physi-
cal interpretation. If a modeler seeks to enforce an inequality constraint on an
optimization problem, then using co-location approximates the full constraint
as a constraint on a small handful of solution elements. This still views the
constraint in the same framework as in the Full Order Model. This framework
is limiting since it operates on the primal variables in the solution space as
opposed to on the generalized coordinates in the reduced space. As mentioned
in the co-location section, one could simply increase the number of co-location
points to the total number of grid points and obtain the un-reduced constraint.
It is therefore physically relevant, but perhaps not as effective as a more ab-
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stract constraint. Generalized Coordinate Bounding (GCB) is an alternative
framework. The motivation for the method is rooted in the desire to remove
the need for a Reduced Order Basis to reduce the inequality constraint in the
first place.
2.4.1 The Feasibility Binary Matrix
The premise of the method is that instead of viewing the inequality constraint
as an operator which must be inspected at each grid point, or in the reduced
case at each co-location point; GCB asks which sections of the reduced solu-
tion subspace yield feasible solutions? If one can rewrite a different variational
inequality, or other functional constraint on the generalized coordinate vector
which exists and acts on the reduced subspace, then one may enforce feasibility
globally without inspection of every element of the solution in the full solution
space.
This process imposes an abstract framework for viewing the constraint. In-
stead of determining constraint tolerance via direct inspection of solution ele-
ments a posteriori, constraint obedience is determined a priori for a large num-
ber of generalized coordinate vectors, so that when the optimization algorithm
queries if a given solution iteration is feasible, that solution iteration can be
mapped to this database of evaluated solutions where a constraint determina-
tion can be easily retrieved. This shifts the operation of constraint determina-
tion from something that is conducted in the loop of the optimizer to a process
external to the optimizer in a kind of dictionary look-up approach. Further
reduction can be achieved by compressing this constraint from some large data
structure of binary determinations to a functional description processed oﬄine
from model execution.
Constructing the feasibility matrix is a simple affair. The constraint sets a
limit on displacement (as the values of the solution), but the coefficients for
each of the spacial basis modes determines the shape of the solution. If the full
constraint corresponds to an N dimensional space, segmented into two halves,
one feasible the other infeasible, then that feasibility region has a counterpart
in the reduced subspace. Defining this reduced feasibility region is the key to
introducing a reduction of the variational linear inequality. Figure 2.11 is a
sketch of a 2D reduced feasibility space. The black hatch lines denote the true
feasible region with a blue polynomial and red linear approximation overlaid
onto it. Generalized Coordinate Bounding would use one of these reduced con-
straints to generate reduction. The feasibility region in the full solution space
is the intersection of N half-spaces with the boundary points of the set equal to
the values outlined in the constraint vector. To produce the reduced feasibility
region, one can take the snapshots used to generate the spacial basis modes,
and project those snapshots onto the reduced basis to determine a reasonable
range for inspection. Computing each of these projections and finding the most
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Figure 2.11: Sketch of a typical feasibility region for two dimensional reduced
solution space
negative and most positive values for each generalized coordinate vector ele-
ment sets the lower and upper limits on each of the elements of the generalized
coordinate vector and then a sparse sampling grid can be applied to determine
the topology of the reduced feasibility region. Each increase in the length of the
generalized coordinate vector increases the dimension and the complexity of the
topology of the feasibility region. Figure 2.12 depicts the feasibility region for
a step obstacle where the generalized coordinate vector is two elements long.
With this database in hand, the next step is to substitute this database into
the optimizer and produce ROMs. This is a relatively easy affair with the only
implementation dependent factor being the interpolative scheme used when de-
termining constraint obedience. In the limit, the binary feasibility matrix (the
data structure containing the precomputed feasibility determinations) would be
completely determined for any possible guess. Interpolating from this hypo-
thetical limit wouldn’t be necessary, or even make sense since the data would
be continuous. Linear interpolation when the search structure is sparse can be
defended since in the limit it converges to optimal, and it is an efficient opera-
tion. Higher order interpolative schemes are not considered in this thesis. One
final key note about the binary feasibility matrix, in the context of repeatedly
solving parametric Reduced Order Models for different obstacle geometries, the
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Figure 2.12: The feasibility matrix (p = 2)
matrix itself changes since the constraint information has changed. Implement-
ing a direct look-up approach in this context would rapidly become prohibitively
expensive. Instead alternative approaches are proposed.
2.4.2 Formulation of a “New Constraint”
Inspection of Figure 2.12 clearly shows a highly separable data set. This is
crucial for further reduction. If a functional dependence can be written for
generalized coordinate values as functions of other generalized coordinate values
then a reduced constraint can be derived which ensures constraint obedience in
the full solution space, but in the reduced space. This is a critical result of
this thesis. If a reduced constraint can be prescribed without generating a Non-
Negative ROB, then an entirely new approach to ROMs for contact problems
is possible.
The next step is to generate such a functional dependence. A first approach
may be to apply a hyper-ellipsoid whose center, semi-major axes and eccentric-
ities are adjusted to minimize the surface matching error between the reduced
object and the actual feasibility region boundary described by the binary fea-
sibility matrix. This would result in a very efficient one line inequality which
could be applied in-the-loop for a nonlinear optimizer. The issue with such a
strategy is that for any contact problem with actual contact, replication of the
features of the feasibility region boundary points is of paramount importance.
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The existence of contact means the unconstrained solution exists in the infeasi-
ble region, and the optimal constrained solution is the closest point to the global
optimal in the feasible region. Defining the topology of the feasible region then
creates a reachability error, the error originating from not containing the opti-
mal boundary point on the boundary of the fitted, reduced feasible region. All
compressions of the feasibility region will have some reachability error, but a
simple hyper-ellipsoid is likely to have a very high reachability error since it is
defined by few degrees of freedom.
In cases where one of the generalized coordinates has a one-to-one dependence
on another generalized coordinate, a regression can be performed to fit a function
to this relation. Again, this will almost certainly create a reachability error,
however, since the relations would be one-to-one, p! possible regressions may be
performed to generate p! constraints, each of which approximate the feasibility
region boundary successively better. The form of this reduced constraint, and
indeed the equation which generates reduction in the GCB method entirely is
U˜~a ≥ ~c → p(~a) ≥ ~cr (2.17)
where,
dim (U˜~a) = N and dim (p(~a)) = p .
Here p(. . . ) is an operator which enacts the new abstracted constraint onto the
reduced solution space. The mathematical definition of p(. . . ) is a point of pos-
sible further work. For the results in this thesis, a linear interpolation was used
between a small sample of points from the feasible region. Different methods
could also be used such as a Support Vector Machine (SVM) capable of classify-
ing feasible points from infeasible points. The specific implementation decisions
made here could affect the overall computational speedup, and different choices
have different strengths (such as better constraint compliance) but may cost
substantially more to evaluate. The next chapter examines the effectiveness of
the proposed method.
One final note on Generalized Coordinate Bounding: It is theoretically pos-
sible for the reduced constraint solution to outperform the full matrix solution
in reproducing the FOM solution. The reduced constraint provides no guaran-
tee that its interior points are all feasible; it is only expected that they should
be, after all it was constructed using points on the boundary of the feasible
region. If infeasible points are allowed solutions, then these points may pro-
vide lower reproduction error than the corresponding GCB feasibility matrix
solution. Such behavior can be provoked with particularly complex feasible re-
gions. For instance, if the feasible region were discontinuous, or interwoven into
the infeasible region, reduction of the constraint may be particularly difficult
and GCB may not function. This should not be read as an unconquerable fail-
ure. The statement “approximating complicated systems can be challenging”
is entirely obvious. Any constrained ROM in such circumstances would almost
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certainly fail since one of the underlying assumptions of Reduced Order Mod-
eling has been broken, that the solution information is compressible. The key
take away is that constraint compliance can be tuned in the reduced constraint
via the choice of reduction method, and the relative concern for false negative
classification errors.
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CHAPTER 3
NUMERICAL RESULTS
3.1 Introduction
The previous chapter detailed the implementation of numerical methods ca-
pable of reducing the dimension of linear inequality constraints with Generalized
Coordinate Bounding (GCB) proposed as a novel technique to address the is-
sue. It was emphasized that this, the proposed method, has key advantages
over existing techniques in the literature. Namely, GCB has the capability to
scale up to larger systems with higher dimension Reduced Order Basis (ROB),
and higher dimensional snapshot data. Further, GCB provides a much stronger
assurance of strict constraint compliance to variational inequality constraints. If
points are chosen within the feasibility region for the construction of the reduced
constraint, then feasibility adherence is almost guaranteed.
This chapter presents Generalized Coordinate Bounding implemented to re-
duce the computational order of the model problem described at the beginning
of Chapter 2. The key benefits of GCB will be highlighted and its performance
contrasted against an existing method discussed in the literature, Non-Negative
Matrix Factorization (NNMF) [6,7,11]. First, GCB is used to reduce the compu-
tational order of the model problem at a parameter set contained in the solution
snapshots used for the Proper Orthogonal Decomposition (POD). Then, GCB
is used to reduce the model problem at a collection of parameter sets, some of
which are contained in the solution snapshots, others which are between known
parameter values, and finally for others outside of the parameter space entirely.
3.2 Reduced Models for a Known Parameter Set
First, to verify the performance of Generalized Coordinate Bounding, it must
be used to reproduce the solution at a parameter set contained in the snapshot
matrix. This is the bare minimum performance standard for a ROM. To conduct
this verification, the fifth of six parameter sets used to generate the snapshots
was chosen arbitrarily and the ROMs were evaluated at that parameter. The
obstacle used for this problem is a downward step where the parameter varia-
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tions in the snapshot move the step position from left to right across the domain
~µ = [0.45, 0.47, 0.49, 0.51, 0.53, 0.55]. Figure 3.1 below depicts the HFM be-
low (N = 100) at the selected parameter value. Note there are three critical
Figure 3.1: Full Order Model for µ5 = 0.53
contact behavior. To the left and right of the step are two contact surfaces with
multiple grid points in contact with the left contact region larger than the right.
Finally the membrane smoothly leaves the cusp of the step, remaining directly
in contact. Examination of the dual variable solution corroborates this. There
are two large plateau where the dual variables are active (and a normal force
exists). The left plateau is larger than the right, and the point of highest normal
force is the cusp of the step. Further, note that the scaling for the dual variables
is logarithmic, making the magnitude of the normal force at the cusp substan-
tially higher than on the larger contact surfaces. This is seemingly nonphysical,
and is an artifact of the perfectly aligned, frictionless contact. Nevertheless, it
should be replicated by the ROMs. The objective is fidelity to the HFM, not
necessarily to a nebulously defined “truth”.
The dual variable solutions are included here pro forma and for completeness.
GCB does not require a reduced dual basis, nor does it attempt to replicate the
dual variable solution. It has been mentioned that replication of the dual vari-
able solution may not be an effective means of reproducing the primal variable
solution, let alone ensuring constraint compliance [6,7]. This is demonstrated in
Figure 3.2. Not only is the constraint violated along the step, but the dual basis
does not accurately reconstruct the dual variable solution at all. Clearly the
discontinuous nature of the dual variable snapshots is not amenable to POD,
and so a non-POD based approach to reduce and incorporate a variational linear
inequality into a ROM constraint is desirable.
To implement GCB, first the feasible portion of the reduced solution subspace
must be resolved oﬄine. For a two dimensional ROB, the feasibility region for
µ5 = 0.53 is displayed below in the left subfigure of Figure 3.3. As labeled in
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Figure 3.2: Constraint reduced via Petrov-Galerkin projection onto a
non-negative basis
the figure, generalized coordinate vectors whose a1 and a2 values are contained
in the black region result in feasible solutions when projected to the full solu-
tion space, whereas generalized coordinate vectors which lie in the white region
result in infeasible solutions when projected to the full solution space. Implicit
to constrained ROMs is some reachability error associated with the projection
onto the reduced solution subspace. This error is compounded in constrained
ROMs. Observe in the left subfigure how the red star (corresponding to the pro-
jected FOM) is in the infeasible region. This means that the solution of minimal
possible error, measured as `2 distance from the FOM, is infeasible. For certain
applications, reproductive model fidelity may be the most critical requirement
for the practitioner; however, if one values constraint compliance, minimal re-
productive error of the primal variables should not be the optimization target.
Instead, lowest reproductive error for guaranteed constraint obedience ought to
be the desired target. That objective is represented by a red square here. The
square represents the generalized coordinate vector produced by a ROM with
a reduced primal variable solution, but full order dual variable solution such
that point-wise displacement is guaranteed to obey the relevant displacement
constraint. Note that as is expected for any constrained optimization problem
with active constraints, the square lies on the edge of the feasibility bound-
ary [38]. The red line overlaid onto the feasible region depicts the approximated
constraint. It is formed by nine straight lines connecting ten of the bound-
ary points selected evenly across the feasible region boundary1. The lines were
constructed using MATLAB’s Curve Fitting Toolbox using the linear interpola-
tion2 scheme with default options. The approximated constraint does not align
1Note that since only ten points were selected to produce this constraint, the feasibility
region has been oversampled in the oﬄine searching process. The oversampling allows for a
clean and complete view of the feasible region boundary. This doesn’t affect the online model
execution costs, but could be cut if so desired. Of course it should go without saying, that
one only knows a posteriori if such a down sampling is acceptable.
2Linear interpolation was used here since the boundary of the feasible region contains a
cusp. In general one can not expect a smooth boundary, and so the computational fidelity
23
perfectly with the true feasible region boundary, thus forcing the GCB reduced
solution away from the optimal solution (given by the ROM with full order
constraint). The distance between the diamond, representing the generalized
coordinate vector produced via the GCB reduced constrained ROM, and the
square is a direct measure of the success of the method. Clearly this distance
is less than that between the circle, for the NNMF reduced constrained ROM,
and square. Alternatively, inspection of the right subfigure of Figure 3.3 shows
clearly that the GCB solution more faithfully reproduces the ROM with full
order constraint.
Figure 3.3: Empirically resolved feasible region boundary and ROM
performance in reproduction
Figure 3.4: Magnified view of empirically resolved feasible region boundary
and ROM performance in reproduction
Examination of the GCB-ROM in the right subfigure of Figure 3.3 shows that
the solution is overly conservative. The membrane is only shown in contact
at the cusp. While the membrane acts as if it’s resting on the displacement
constraints to the left and right of the step; it in fact is not. This can and
returns of higher order interpolation schemes will be context dependent. Linear interpolation
is recommend in general because of this fact.
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should be seen as a failing of the model. In general, the reduced description
of the feasible region boundary will force the resulting ROM further into the
feasible region, and away from the optimal ROM. In turn, this penalty buys
much stronger enforcement of the constraint, and consequently often higher
fidelity to the optimal ROM in comparison to dual variable reconstruction based
methods. In the next section the proposed reduction technique will be expanded
on and applied in prediction.
3.3 Reduced Order Model Performance
The reduced solution space is spanned by two basis vectors, as opposed to
the N = 100 degrees of freedom in the FOM. As a consequence of this com-
pression, projection introduces a reachability error. As detailed above, a proper
measure for error ought to be constructed using fidelity to the ROM with mini-
mum possible primal variable error subject to a strong preference for constraint
adherence. Figure 3.5 depicts this best possible ROM for the contact problem
with an unreduced displacement constraint. This model, as above, is referred
to as the ROM-FC (for ROM-Full Constraint) since the primal variable ob-
jective function is reduced, but the dual variable space is full order, ensuring
the constraint is obeyed everywhere on the domain. Figure 3.5 below depicts
this model. Note the bump near the obstacle step which grows larger in each
subsequent subfigure. This is the result of predicting outside of the parameters
contained in the snapshot data. This behavior is indicative of the feasibility
constraint. One could make the argument that a ROM which produces such a
distortion from the FOM is undesirable; however, if POD is used to reduce the
primal variable objective function, then matching this phenomenon is optimal.
A different basis could result in a ROM which more faithfully reproduces the
FOM, but that is not the question at hand. For the given basis, matching the
ROM-FC model means preserving feasibility and is therefore deemed optimal.
This is something of a subtle point and is clarified below.
Figure 3.5: ROM-FC performance at known and unknown parameter sets
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First though, before presenting the GCB-ROM solutions, examining the me-
chanics for forming the constraint are warranted. Figure 3.6 depicts the feasible
regions for each parameter set contained in the snapshot matrix. It can clearly
be seen that shifting the obstacle further right contracts the feasible region of
generalized coordinate vectors. This is intuitive since the obstacle moving into
the membrane forces the membrane up, thereby lowering the maximal ampli-
tude of the generalized coordinate vector values which describe every possible
membrane configuration. The red stars on the figure denote the projected FOM
solutions on the reduced solution space with the values one through six enu-
merating the snapshots. The first snapshot (µ1 = 0.45) is the least constraining
and corresponds to largest feasible region colored in the lightest shade of gray.
The sixth and final snapshot (µ6 = 0.55) is the most constraining and corre-
sponds to the smallest feasible region in pure black. The feasible regions for each
parameter set in between is represented with a darker shade of gray as the pa-
rameter constrains the solution more and more. An interesting phenomenon is
that the feasible boundary shifts from something vaguely smooth to a sharper
and sharper cusp. This behavior is problem dependent, affects the reduced
constraint accuracy, and may affect the utility of this method for particularly
complicated constraints. The approximated feasible boundaries for each param-
eter set are computed oﬄine prior to the execution of each of the GCB-ROMs.
Again and as above, they are denoted by red lines3.
A down sampled linear interpolation was used to generate the reduced con-
straints throughout this thesis. One can however utilize a wide variety of in-
terpolation schemes for any given data set. The relative robustness of any one
interpolation scheme is context dependent. This could present an issue with
this method, as it is impossible to know a priori which interpolation scheme
will be optimal without information of the feasibility region. As before, the
approximated constraints are formed with a ten point linear approximation, ex-
trapolated linearly from the snapshots. With the reduced constraints in hand,
GCB-ROMs can be constructed and executed. Figure 3.7 below shows the re-
sults of these ROMs at parameter values contained in the snapshots, at param-
eter values between those contained in the snapshots, and finally at parameter
values outside of the values contained in the snapshots.
Again the GCB-ROMs have much stricter compliance with the constraint
than the NNMF-ROMs. Figure 3.8 clearly shows how the proposed method
more closely complies with the constraint while accurately reconstructing the
ROM-FC solution in reproduction, interpolative prediction and in extrapola-
3An interesting aside is that the number of these constraints doesn’t alter the order of
the ROM, unlike using a Petrov-Galerkin approach like NNMF. For greater dual variable
reconstructive accuracy, the only option is increasing the number of dual basis vectors, or
switching to a different basis. With GCB, increasing numbers of snapshots only add more
constraints to interpolate from. The price is an increased memory requirement to hold the
reduced constraint information itself, but importantly no rise in online model order. For
simple constraints such as these, memory is not an issue.
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Figure 3.6: Feasibility regions for increasingly constraining obstacle geometries
Figure 3.7: Proposed method performance under parameter variations
Figure 3.8: Magnified view of proposed method performance under parameter
variations
tive prediction. This has its costs. The NNMF-ROMs appear to more closely
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approximate the primal variable FOM solution in prediction outside of the pa-
rameters contained in the snapshots (in the right most subfigure). Here NNMF
violates the constraint at the step, but does not differ from the FOM as dra-
matically as the proposed method (GCB)4. The addition of more primal basis
vectors, or solution snapshots at this parameter set would reduce this discrep-
ancy. Of course data-driven ROMs should always improve given more data. The
key benefit of the proposed Generalized Coordinate Bounding method is that
for a given information level, model results provide a high level of constraint
compliance5.
To demonstrate speedup, the same parameter variation study was conducted
with the same number and position of snapshots but with an increased grid
resolution to reflect the increased difficulty of a higher dimensional problem
(N = 1000). This refinement is meant to approximate the increase in com-
putational cost for a two dimensional grid over the one dimensional grid used
throughout this thesis. Speedup on a relatively short, one dimensional grid is
difficult to achieve and measure. As such this refinement was imposed to pro-
vide a more representative measure of speedup. Compute times were measured
ten times and averaged to reduce the affect of any one outlier. As expected, the
FOM compute time was relatively unchanging, but the ROM performed succes-
sively better. This is almost certainly due to a more convex objective function6.
Parameter
Scenario
Parameter
Reproduction
Compute
Time (s)
Prediction Between
Two Known
Solutions Compute
Time (s)
Prediction Past
Known Solutions
Compute
Time (s)
FOM 0.1497 0.1424 0.1440
GCB 0.1190 0.0770 0.0204
Relative Cost 79.5% 54.1% 14.2%
Table 3.1: Computational speedup under parameter variations
4The GCB-ROM solution reproduces the artifact present in the ROM with full constraint.
5And can be made more so in the constraint construction subprocess.
6The third case, predicting outside of any known parameter solution, is the case where the
ROM predicts minimal contact. In the event of a glancing contact, the objective function is
still sharply decaying near the feasible optimal, thus convergence to it is comparatively easier
than convergence to an optimal where more points are in contact and the objective function
is less convex in the surrounding neighborhood of possible solutions.
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In closing, the formula for computing model error and the resulting error
values are included below. Clearly GCB accomplishes the key objectives for
any linear inequality constraint reduction method: it is capable of reduction (in
the form of computational speedup); it produces solutions which comply with
the constraint; and it preserves primal variable accuracy.
Error =
∥∥∥uGCB − uROM-FC∥∥∥∥∥∥uROM-FC∥∥∥ × 100% (3.1)
Parameter
Scenario
Parameter
Reproduction
Prediction Between
Two Known
Solutions
Prediction Past
Known Solutions
NNMF 0.768% 1.156% 2.343%
GCB 1.117% 0.641% 1.271%
Table 3.2: Model error under parameter variations
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CHAPTER 4
CONCLUSIONS
In this thesis, a method is developed which reduces the mathematical order of
a inequality constrained optimization problem. Such problems exist in many
fields of computational engineering including contact modeling and computa-
tional finance. As such, strong demand exists to reduce these so called High
Fidelity Models (HFMs) or Full Order Models (FOMs) to Reduced Order Mod-
els (ROMs) which can replicate the results of the HFMs/FOMs at a fraction of
the computational cost. Such speedup could enable much more expeditious and
therefore impactful information to computational modelers.
While ROMs for many systems exist at present, few models exist for inequality
constrained optimization problems. The reason for this dearth is the difficulty
in reducing the constraint after successfully reducing the objective function.
Several methods exist to solve this problem, each with its own tradeoffs. Gener-
alized Coordinate Bounding (GCB) is a novel approach which delivers a stronger
enforcement of the variational linear inequality constraints contained in these
problems, and scales to larger more complex systems with higher dimensional
Reduced Order Bases (ROBs) while maintaining model fidelity. The construc-
tion and application of GCB is the central result of this thesis.
The method functions by reducing the constraint to an abstraction on the true
feasible region defined in selecting a ROB. This ROB can be constructed using
traditional methods such as POD, but is not dependent on any one approach.
GCB supplements the underlying primal variable reduction to ensure feasibility
in the resulting ROM. The proposed method asks how can solutions to the ROM
be chosen from the total space of solutions such that the constraints are satisfied?
This question is formulated into a mathematical constraint and replaces the full
order constraint with out the need to reproduce the dual variable solution.
This new constraint provides strong feasibility assurances without requiring an
increase in the dimension of the reduced solution space.
The proposed GCB method was successfully used to reproduce and extrapo-
late away from solutions contained in the snapshot data used to form the ROB
for the model. These preliminary results are promising and leave open pathways
to see this work implemented for increasingly complex problems. Such advance-
ments could include using a Support Vector Machine (SVM) classifier or other
such more complicated learning technique to determine feasibility for higher di-
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mensional systems. Additionally, an SVM would eliminate some of the context
dependent implementation specifics present in this work, thereby automating
the process and improving overall robustness. This method could be readily ap-
plied to higher dimensional, multi-equation systems. Finally, a chief benefit of
this work is scalability to large scale computational systems. Implementation of
the proposed method might yield computational speedup over a FOM while still
providing the same strong enforcement of the constraints and model accuracy.
Dynamic, unaligned, inelastic contact remains a very challenging problem. Gen-
eralized Coordinate Bounding may provide a means to generate ROMs capable
of simulating this behavior at a significantly reduced computational cost.
Reduced Order Modeling is a key and emerging field of research as computa-
tional engineers seek to harvest the high fidelity physical information collected
in decades of physical and numerical experiments, and leverage that knowl-
edge to rapidly address the challenges of the present. Constrained ROMs will
continue to challenge engineers and resist techniques successfully applied to un-
constrained ROMs, but solving these problems will generate substantial utility
for modelers.
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