1 Base specific damage probabilities Nucleotide misincorporations observed at position i within a read are governed by four key parameters the average length of overhangs (λ); nick frequency (ν), and cytosine deamination rates at both double stranded regions (δ d ) and overhangs (δ s ). For the Markov chain (figure 1) we use the following order of states:
C start , C to T, Single s., Double s., T end and C end with resulting transition probability matrix 
Since there are no self loops in the Markov chain, the support for the distribution of the states will be at the end states for any initial distribution after the 3rd power of the transition probability matrix. The initial distribution for the cytosines for this Markov chain will have this form κ = 1 0 0 0 0 0
The base specific damage probabilities are derived as
Here the ν i and λ i are defined in the following fashion
2 ν i ={Probability of C>T versus G>A substitution due to DNA damage at position i} The position specific probabilities for the overhangs λ i are defined in this fashion 1 to get similar values for the parameters as described by Briggs et al. (2007) . In the case of double stranded protocol we estimate ν i with a smooth function using generalized additive model using
as a dependent variable and position as the predictor. For the single stranded protocol, the model simplifies as we set ν i = 1 for all i. Non-informative priors are used for the parameters, and parameter estimation is carried out using MCMC (Hastings, 1970) with Gibbs sampling (Geman and Geman, 1984) .
The mutation model
The mutation/sequencing error rate matrix Q Θ for Θ is parametrized in a HKY (Hasegawa et al., 1985) setup
π a , π c , π g and π t refer to the base frequencies of the reference genome used for aligning the reads, µ is the overall substitution frequency and ρ is the transversion / transitition bias.
3 mapDamage2.0 in the field of aDNA
We applied mapDamage2.0 on a collection of aDNA sequence datasets from a range of time periods, source materials and environments (supplementary table S1 ). When BAM alignment files were unavailable, mapping was carried out using raw sequences and corresponding reference genome. The reads were first trimmed using AdapterRemoval v1.2 (Lindgreen, 2012) to remove adapter sequences (allowing a mismatch rate of 1/3), trimming low-quality bases (Ns and bases with a Phred score of 2) at read termini. Following (Green et al., 2010 and Reich et al., 2010) , paired-ended reads that overlapped with at least 11bp were collapsed into a single sequence. Non-overlapping paired-ended reads and reads that were shorter than 25bp after trimming were discarded. The trimmed reads were mapped to a reference using BWA , with mapping carried out without the use of a seed-region (Schubert et al., 2012) . Following mapping PCR duplicates were filtered using MarkDuplicates from the Picard tool-kit 2 and using a script kindly provided by Martin Kircher to filter collapsed reads (FilterUniqueBAM.py 3 ). Finally, the BAMs were realigned using the GATK IndelRealinger tool (McKenna et al., 2010) to improve the local aligment around indels. After alignment, mapDamage2.0 was used with default parameters with two exceptions: only the forward end of the sequences was used and 20 bases from that end to be more comparable across a wide range of datasets. In particular, some sequence data sets correspond to single end reads while others were paired-end reads that showed significant overlap and could be collapsed. As the latter (paired-ends) showed a much higher quality than the former (single-ends) and provided full-length sequence information from DNA inserts (in contrast to single-end sequencing which might not reach the insert ends) we decided to consider only the first 20 base pairs from the 5' end. With this conservative approach, G→A misincorporations rates at sequencing ends will not be under-estimated due to the presence of inserts only partially sequenced. The following bash command shows the options used for the dataset. For the datasets from Bon et al. (2012) and Miller et al. (2012) we opted for taking the reverse end since the molecular protocol used for preparing and amplifying libraries resulted in the typical frequency of G→A substitutions at sequencing ends but not at sequencing starts. To be explicit about a potential source of bias, using the reverse end of the single ends in Bon et al. (2012) could downwardly bias the damage estimates. To account for this peculiarity a minor change was applied to the preceding bash command. To avoid problems with low quality sequences from the Miller et al. (2012) dataset we discarded merged reads if one of the paired end was of low quality. More specifically, we removed collapsed reads using a minimum base quality threshold (Phred based) for the last 3' nucleotide: 40 for read length ≤ 101 bp and 38 for read length ≥ 101 bp. Further, as the reference genome for the polar bear (Ursus maritimus) is still at draft stage , we restricted the analysis to contigs over 10,000 bases.
The distribution of cytosine deamination rates between double-and single-strand regions was estimated by drawing (50,000 times) from the posterior conditional distributions for δ d and δ s then calculating the ratio. The mean of the distribution of calculated ratios is reported in supplementary table S1 as column δ d /δ s .
Supplementary table S1: Parameter posterior means (δ d , δ s , λ, ρ, µ and δ d /δ s ) for various datasets. Radiocarbon dating or indirect age estimate are in years from the present day (BP). The column Spe. indicates which species was used for the alignment with the following abbreviations: HS Homo sapiens, CC Crocuta crocuta spelaea, MC Mammuthus columbi, DG Dinornis giganteus and UM Ursus maritimus. Ref. column is the reference used for mapping: P is the Yersinia pestis pPCP1 plasmid, M and N stand for the mitochondria and nuclear genomes of the species considered. Samples that were realigned are marked by an asterisk in the id column. 
Comparison to other tools
The only implemented statistical model capable of inferring DNA damage parameters is the BriggsJohnson model described in Briggs et al. (2007) to the best of our knowledge. We restricted our comparison to only a subset of the datasets presented in supplementary table S1 (namely, the dataset from Green et al., 2010 and Schuenemann et al., 2011) as the Briggs-Johnson program only works for the DNA library building procedure from Meyer and Kircher, 2010. We first measured the difference in performance of the two methods by randomly selecting a subset of reads from SLVi33.16 (supplementary table S1) at each nuclear chromosome (X, Y and chr. 1 to chr. 22). Various sizes for subsets were considered (50, 200, 350, 500, 750, 1,000, 1,500 and 2,000 reads per chromosome). Given the extensive running time of the Briggs-Johnson model, only a sub-sample of total 12,000 reads (500 reads from each chromosome) was considered if the dataset contained more than 40,000 reads. Finally, mapDamage2.0 was restricted to the Jukes-Cantor mutation model (with option -jukes-cantor while the default is HKY) in order to match the BriggsJohnson program. The same system setup was used for running both programs (AMD Opteron(TM) Processor 6276, 2.3 GHz).
The difference in performance for the methods is striking (see supplementary figure S1 ), with the summary model approach in mapDamage2.0 outcompeting the Briggs-Johnson model by several orders of magnitude in terms of running-time. We found that using the Briggs-Johnson model on the full sequence dataset from the Neandertal SLVi33.16 sample (32,784,524 hits in the original bam file) would be virtually impossible as the analysis would run over 5 years. However, the same analysis took no more than two hours with mapDamage2.0, including rescaling. This demonstrates that mapDamage2.0 is capable of analyzing large sequence datasets, such as those generated by high-throughput sequencing platforms.
The parameter estimates for the different models are provided in supplementary figures S2 and S3 were found to be consistent, illustrating that the underlying simplifying assumptions of mapDamage2.0 provide reliable results. We note however, a significant departure in posterior estimates for µ, with mapDamage2.0 providing greater values than the Briggs-Johnson model. This is most likely to the fact that we restricted mapDamage2.0 to the 20 first bases (while the full read length was used with the Briggs-Johnson method) at sequencing starts. This region is more prone to misalignments e.g. indels are very difficult to align correctly close to the ends. Finally, the position specific nick frequency is estimated with a generalized additive model in mapDamage2.0 (see equation 1) consequently the nick frequency parameter in the Briggs-Johnson model is incomparable with our model. 
Rescaling of base quality scores
The Aboriginal aDNA sequence analysis (Rasmussen et al., 2011) was carried out using reads that were trimmed for the first and last three nucleotides prior mapping in order to reduce the effect of DNA damage related nucleotide misincorporations. Here we used a model based approach which aligns them untrimmed against the reference and then downscales likely damaged positions in the aligned reads. Similar alignment pipeline as Rasmussen et al. (2011) was used for the untrimmed reads and mapDamage2.0 was used to rescale base qualities in the BAM file. Only the 20 first bases were considered from each end, the position dependent nick probability was assumed to be 1 at the 5' end and 0 at the 3' end, the following bash command shows the exact usage of mapDamage2.0.
Fixing the nick probability in this fashion provided a decent fit for low damage datasets. Note the -rescale flag which outputs the rescaled BAM file to the output folder. For comparison the variant sites were filtered before and after rescaling according to the pipeline by Rasmussen et al. (2011) To explore in greater detail the nature of the variants that were removed in the rescaling process, we counted the reference and alternative alleles combinations from the VCF file (supplementary table S5). As expected from the post-mortem deamination process, the vast majority (98.8%) of the variants filtered corresponded to situations where an C (G) was found in the reference and a T (A) was observed in the sequence reads, significantly different (p < 2.2 · 10 −16 , Fisher's exact test) from the frequency in db-SNP (38.2%). One typical example is provided in supplementary figure S10 (at position 1,688,405 in chromosome 10), where the minor allele frequency (MAF) for this position is low (6/20) but still above the MAF frequency cutoff in the filtering pipeline described by Rasmussen et al., 2011 and therefore contributes to the final genotype calls. While DNA damage is likely a contributing factor (especially for Read20 and Read21 as both show C→T misincorporation at the sequencing starts) we must caution that the variant site could still correspond to a true polymorphism or a misincorporation due to a repeat structure in the genome, misalignment, sequencing errors and other sources of bias. Increasing the sequencing effort and/or using specific molecular tools limiting the impact of post-mortem cytosine deamination (e.g. Briggs et al., 2009 ) could provide further tests for the validity of this supposedly variable site.
We counted the occurrences of C→T mismatches found at Cs located in a dinucleotide context (CpA, CpC, CpG and CpT), and the total of number of the same dinucleotides in the alignment against the reference. We found elevated frequency of C→T at CpG compared to other dinucleotide contexts (ca. 0.0098 vs 0.0029, respectively, ie. ≈3.4X difference). This could suggest that our approach is over-aggressive and corrects more often than it should for T variants found in a CpG context. Alternatively, this difference could originate from the observed biased distribution of CpG towards read starts (data not shown; the %CpG in the reference genome for the first 20 nucleotidic positions within reads was found to be 2X greater than for the last 20 nucleotidic positions). This suggests that the position specific CpG composition of the reads could account for >58% of rescaling performed at sequencing starts, leaving a minority of cases where over-aggressive rescaling is performed. A simple partition scheme, where the original BAM file is splitted into two or more sub data sets (eg. CpG Islands vs no CpG Islands; read classes of %CpG etc), could be further used to account for the specificities of any region of interest during rescaling. The output will be in the folder result_seq, the directory name can be changed by the -d option. By default, the following files will be created in this folder. We suggest a quick look at Fragmisincorporation_plot.pdf and Length_plot.pdf to check if there are any problems in sequencing or mapping. The next step is to assess the fit by checking if the empirical substitution frequencies are generally contained in the posterior predictive distribution intervals. If confirmed, try to detect any evidence of non-equilibrium in the stochastic process by looking at worrying trends in the Stats_out_MCMC_trace.pdf file. More rigorous approach, is to run mapDamage2.0 multiple times and use convergence tests 5 on the output in Stats_out_MCMC_iter.csv from parallel chains. The acceptance ratio in Stats_out_MCMC_iter.csv should be about 0.22 but some deviation (0.1-0.3) is acceptable. To improve the fit, increasing the numbers in the following options could be useful. Where -rand is the number of starting points in the likelihood estimation, -burn is the number of iterations in a burning period, -adjust is the number of burning periods and -iter is the number of iterations in the samples used for the parameter estimation. Note that the total number of MCMC iterations is burn · adjust + iter. If the sample is from a single strand library build preparation as described in Meyer et al., 2012 then we can run the mapDamage using the following command. You should see elevated C→T substitutions frequency at both ends in the posterior predictive plot with this option. If using the single ends instead of merged paired ends then we suggest using only the forward part of the sequences. 
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