Abstract. Inexact Krylov subspace methods have been shown to be practical alternatives for the solution of certain linear systems of equations. In this paper, the solution of singular systems with inexact matrix-vector products is explored. Criteria are developed to prescribe how inexact the matrix-vector products can be, so that the computed residual remains close to the true residual, thus making the inexact method of practical applicability. Cases are identified for which the methods work well, and this is the case in particular for systems representing certain Markov chains. Numerical experiments illustrate the effectiveness of the inexact approach.
1. Introduction. Consider the iterative solution of large sparse (symmetric or) nonsymmetric n× n linear systems of the form
with a Krylov subspace method such as GMRES [15] . In these iterative methods, at each iteration, a matrix-vector product with the matrix A is performed. We consider here inexact Krylov subspace methods, where instead of matrix-vector products with A, one uses A = A + E, for some error matrix E, which usually changes from one iteration to the next; see section 2 for some further details. Simoncini and Szyld [16] studied these methods in the case of nonsingular A. They prescribed how to relax the exactness of the matrix-vector product and still achieve the desired convergence. In addition, similar criteria were given to guarantee that the computed residual with the inexact method is close to the true residual; see also [4] , [21] .
Our aim in this paper is to extend those results to the solution of (1.1) when the matrix A is singular or nearly singular, and the system (1.1) is consistent, i.e., b ∈ R(A), the range of A. For discussion and applications of the use of Krylov subspace methods for singular or nearly singular systems, see, e.g., [1] , [5] [6] [7] [8] , [12] , [13] , [18] , [22] , [24] [25] [26] [27] .
In sections 3 and 4, we develop a theory on how to estimate a threshold η k such that if at the kth iteration, E ≤ η k ǫ, inexact GMRES produces a computed residual which does not differ from the true residual in norm by more than ǫ. Similarly to the nonsingular case [4] , [16] , the threshold η k grows with k, i.e., as the iterations proceed, the matrix-vector product is allowed to be more inexact, and the norm of the matrix E can grow larger.
When the coefficient matrix A has index one (see below for a definition of index), and the null space of A is uni-dimensional, the threshold η k which we prescribe, can be easily estimated. This is the case for many practical applications, such as the computation of stationary probability distributions of irreducible Markov chains; see, e.g., [19] . In section 5 we illustrate the use of this new criterion and of the use of inexact GMRES with several numerical experiments, and in particular for such Markov chains. When the coefficient matrix has index k 0 larger than one, both our theory and experiments indicate that the right hand side b needs to lie on (or close to) R(A k0 ) for the methods to work.
We end this introduction by reviewing some definitions and notation, which we use throughout the paper. Let N (A) be the null space of A and let σ m (A) be the mth singular value of A. The index of a matrix A is the smallest integer k 0 = ind(A) such that N (A k ) = N (A k+1 ) for all k ≥ k 0 . This is equivalent to saying that the largest Jordan block associated with the eigenvalue zero is of order k 0 . By U * we denote the conjugate transpose of U . Throughout the paper we use the 2-norm, simply denoted by · .
Description of inexact Krylov subspace methods.
For descriptions of GMRES [15] , or other Krylov subspace methods, we refer the reader, e.g., to [14] , [17] . Here we present some basic relations between matrices used in these methods, and mention how these relations differ when considering an inexact version. In our presentation, we assume exact arithmetic throughout. We note, however, that in Section 5 we study experimentally how the inexact methods behave when the right hand side (or the initial residual) is changed by perturbations (or round-off).
Let z 0 be an initial vector and r 0 = b − Az 0 the initial residual. Then, to find the solution of (1.1), it suffices to solve
and then consider z = z 0 + x. Let x m be the approximation to the solution of (2.1) at the mth iteration, so that x m ∈ K m (A, v 1 ), the Krylov subspace spanned by {v 1 , Av 1 , . . . ,
] be a matrix whose columns are an orthonormal basis of K m+1 (A, v 1 ). It is usually obtained by the Arnoldi method, which consists of computing at the mth step, the product Av m , which is then orthogonalized with respect to v 1 , v 2 , . . . , v m . One can then write the following Arnoldi relation
where H m+1 is an (m + 1) × m upper Hessenberg matrix.
In an inexact Krylov method, the product Av m is not performed exactly. Instead, we have (A + E m )v m , where E m is some error matrix. In this case, the usual Arnoldi relation (2.2) does not hold. In its place, we have the following
This relation is called the inexact Arnoldi relation. We note that while V m+1 has orthogonal columns (as in the exact case), its columns no longer span a Krylov subspace of the form K m+1 (A, v 1 ).
The GMRES method computes the approximation x m = V m y m , where y m solves the least squares problem
and e 1 is the first canonical vector. In the inexact version of GMRES the approximation x m is computed in the same manner using the matrices V m and H m+1 satisfying the inexact Arnoldi relation (2.3). The corresponding residual is r m = r 0 − Ax m , and we call this the "true residual". Using the Arnoldi relation (2.2), it follows that
Thus, the "computed residual"r m = r 0 − V m+1 H m+1 y m is built without a new matrix-vector product with the matrix A. The following result from [16] , which was developed for nonsingular systems, provides conditions so that for a given ǫ > 0, r m −r m ≤ ǫ. In the next section we explore similar conditions for singular systems.
Theorem 2.1. Let ǫ > 0. Let r m = r 0 − Ax m ,r m = r 0 − V m+1 H m+1 y m be the true and computed residuals after m iterations of the inexact GMRES method, respectively, with y m being the solution of (2.4). If for all k = 1, ..., m,
3. Inexact Krylov subspace method for singular systems. In the nonsingular case, it is customary to approximate the minimum singular value σ m (H m ) (which is usually not available a priori) in (2.5) with some estimate of the minimum singular value σ n (A); see, e.g., [16] . This is natural, since the first m rows of H m represent the restriction of the operator A to R(V m ). (In the exact case R(V m ) = K m (A, v 1 ).) We should emphasize here that in many cases it is possible to estimate the value of σ n (A) from the problem at hand. We shall see later that this estimate does not have to be a necessarily good one for the inexact method to work.
Let us note that in the singular case, we have to consider two different situations. First, if for all k = 1, . . . , m, we have that R(E k ) ⊂ R(A k0 ), with k 0 = ind(A), then we can think of the whole process taking place in the subspace R(A k0 ). Since the restriction of A to this subspace, A | R(A k 0 ) , is nonsingular, we can apply the results from [16] , and in particular Theorem 2.1, directly. Therefore, we can approximate σ m (H m ) in (2.5) with σ min (A | R(A k 0 ) ) = σ min (A), and use some estimate of the latter quantity.
On the other hand, if one cannot guarantee that R(E k ) ⊂ R(A k0 ), for all k = 1, . . . , m, then, the results for nonsingular matrices cannot be used, and some new theory needs to be developed. This is what we do in the sequel, and it is one of the contributions of this paper.
A careful look at [16] reveals that Theorem 2.1 and its proof hold verbatim when A is singular. But in this case one has that σ n (A) = 0. It follows then, that as m increases, σ m (H m ) tends to zero. Thus, for the singular case with arbitrary E k , the use of σ n (A) as an estimate for σ m (H m ) is not practical. As an alternative, we develop a lower bound for σ m (H m ), using among other quantities, σ ℓ (A), where ℓ is the rank of A. Of course, when A is nearly singular, we would use for ℓ the effective rank of A.
We mention here that the fact that σ m (H m ) may be small, indicates that the allowable errors in matrix-vector products may not be as large as in the nonsingular case. Nevertheless, as the iterations progress, i.e., as r k−1 decreases, this allowable error may be allowed to grow; see the experiments in section 5 for illustrations of this.
We begin with a lemma which is a consequence of the Schur unitary triangularization theorem; see, e.g, [9, Theorem 2.3] .
Lemma 3.1. Let A be a matrix with ind(A) = 1, then A can be written as A = U T U * where U is a unitary matrix in C n×n and T is upper triangular with the last n − ℓ rows of zeros, where rank(A) = rank(T ) = ℓ, i.e., T has the following form
Proof. Consider a Schur factorization of A, i.e., A = U T U * , with U unitary, and T upper triangular and let ℓ = rank(A). One can choose the decomposition so that t k,k = 0 for k = ℓ + 1, . . . , n. We want to show that all entries in these last n − ℓ rows are zeros. Since the last n − ℓ diagonal entries are zeros, we have that the matrix T k has the last n − ℓ rows consisting of zeros for k ≥ n − ℓ, i.e., rank(T n−ℓ ) = ℓ.
By hypothesis, ind(
be such that its columns span N (A), since A = U T U * , then the columns of U * X span N (T ), and since U is a unitary matrix, rank(X) = rank(U * X). Therefore we have that dimN (A) = dimN (T ), and since
, and in particular for k = n − ℓ.
According to the rank-nullity theorem, dimN (
we thus obtain dimR(T n−ℓ ) = dimR(T ). Since the last n − ℓ diagonal entries of T n−ℓ are zeros, we have that the triangular matrix T also has all zero entries in the last n − ℓ rows. Therefore T is of the form (3.1). Also, we conclude that rank(A) = rank(T ), and thus we have that ℓ = rank(T ) = rank(A).
The following lemma provides a matrixÃ which is nonsingular and satisfies the same inexact Arnoldi relation (2.3) as does A, i.e., with the same matrices E i and V i . We will conceptually think of this nonsingular matrixÃ and use it to estimate σ m (H m ); see (2.5).
Lemma 3.2. Let A be a singular matrix such that ind(A) = 1, and let r 0 ∈ R(A). Then there exists a nonsingular matrixÃ such that A i r 0 =Ã i r 0 for every positive integer i.
Proof. Let ℓ = rank(A), suppose that the Schur decomposition of A is A = U T U * , and by Lemma 3.1
we further assume that T is of the form (3.1). Let u 1 , . . . , u n be the columns of the unitary matrix U . For every r 0 in R(A), r 0 = Aw for some w, and we can write r 0 = Aw = U T U * w. Since T has rows ℓ + 1, . . . , n consisting of zeros, a := T U * w is a column vector with the last n − ℓ entries being zeros,
i.e., of the form a = [α 1 , . . . , α ℓ , 0, . . . , 0] T , with α j complex numbers. Thus, we have the following representation r 0 = ℓ j=1 α j u j . LetÃ = UT U * , whereT = T + λK with λ ∈ C, λ = 0, arbitrary and K = diag(0, . . . , 0, 1, . . . , 1), i.e., a diagonal matrix with the last n − ℓ entries being ones and the rest of them being zeros. That is,T is of the following form
Observe that A i r 0 = U T i a, and similarlyÃ
Because of the structure of T ,T , and α we have
We now obtain a similar result for A with ind(A) = k 0 , and k 0 > 1.
Proposition 3.3. Let A be a singular matrix such that ind(A) = k 0 , k 0 > 1 and r 0 ∈ R(A k0 ). Then there exists a nonsingular matrixÃ such that A i r 0 =Ã i r 0 for every positive integer i.
Proof. Suppose rank(A k0 ) = m, and rank(A) = ℓ, with m and ℓ not necessary equal to each other.
Then A = U T 1 U * with T 1 = T + J, where T is upper triangular with t jj = 0 for j = 1, . . . , ℓ, and the last n − ℓ rows having all zeros, as in (3.1), and J is an upper bidiagonal matrix which has the first ℓ rows of zeros and Jordan blocks with 0 as the eigenvalue and at most k entries with value 1 on the superdiagonal consecutively in the last n − ℓ rows, i.e., T 1 is of the following form
We can now use the same construction as in Lemma 2.1. Our goal is to show that m = ℓ, i.e., that we can have the representation r 0 = ℓ j=1 α j u j , with u j being the columns of U . Since U is a unitary matrix, we have that
by Lemma 3.1, we have that T 1 k0 has the last n − m rows of zeros. Therefore T 1 k0 has m nonzero diagonal entries, but T 1 k0 also has ℓ nonzero diagonals. Therefore m = ℓ. Since r 0 ∈ R(A k0 ), therefore
where λ ∈ C, λ = 0, arbitrary, and
is a diagonal matrix with the first ℓ entries being zeros and the last n − ℓ entries being ones, i.e.,T 1 has the following form
With this construction, we have that
We use the form of the nonsingular matricesÃ constructed in Lemma 3.2 and Proposition 3.3 to show that as long as r 0 ∈ R(A k0 ), where k 0 = ind(A), the solution of a system of the formÃx = r 0 is also a solution of the original system Ax = r 0 , defined by the singular matrix A.
Proposition 3.4. Let A be a singular matrix, and let rank(A) = ℓ, ind(A) = k 0 (k 0 ≥ 1), and r 0 ∈ R(A k0 ). Let A = U T U * be a Schur decomposition, with the last n − ℓ diagonal entries of T being zero. LetÃ = UT U * , withT constructed as in Lemma 3.2 or Proposition 3.3, depending on ind(A). If
x is such thatÃx = r 0 , then Ax = r 0 . Proof. SinceÃx = r 0 , and
T y = a. Since a has the last n − ℓ entries being zeros, andT is an upper triangular nonsingular matrix, we have that y also has the last n − ℓ entries being zeros. Therefore we can write T y =T y = a and as a consequence, Ax = U T U * x = U T y = UT y = U a = r 0 .
Remark 3.5. We point out that the condition r 0 ∈ R(A k0 ) is essential. In the case of index one (k 0 = 1), such as for irreducible Markov chains, and for z 0 = 0, i.e., r 0 = b, this simply means that the system needs to be consistent.
4. Estimate of a threshold parameter for inexact matrix-vector products. For any singular matrix A, in the previous section we constructed a nonsingular matrixÃ, such that if r 0 ∈ R(A k0 ), with k 0 = ind(A), the solution ofÃx = r 0 , is also a solution of the the system Ax = r 0 , which is the one we are interested in. With this in mind our approach consists then of estimating σ m (H m ) to be used in the criterion (2.5), by the value of σ n (Ã). SinceÃ orT are usually not available, we want in turn to estimate σ n (Ã) using other quantities, especially by using σ ℓ (A), the smallest positive singular value of A with ℓ = rank(A). As mentioned in the introduction, in the case of nearly singular A, we would use for ℓ the effective rank of A. Let A = U T U * be the Schur decomposition of A, then it easily follows that A, T , and T * have the same singular values. LetÃ = UT U * , whereT is composed using Lemma 3.2 or Proposition 3.3
according to ind(A). We conclude also thatÃ,T , andT * have the same singular values. where e n is the nth canonical vector. Furthermore, let
an n × n matrix which has the form (3.2) (for ℓ = n − 1), and letÃ = UT U * . Then,
Proof. We have the following identity:
Because of (4.2), one has the following:
where β 1 is the scalar Schur complement of vv * , i.e.,
with s 1 = min x∈R ℓ T * x − v * = T * y − v * . We note that since s 1 = v * −T * y and y is the minimizer, withT upper triangular, v * is decomposed into two components, s 1 andT * y, i.e., one component is in R(T * ) the other component is in N (T * ). It follows that v · s 1 = s 1 2 ; cf. [3] , [11] . Therefore we have the following identity,
From [23, sec . 47] applied to (4.2), it follows that the singular values ofT interlace those ofT i.e., σ i (T ) ≥ σ i (T ) ≥ σ i+1 (T ), i = 1, . . . , n − 1. Therefore by (4.3), we have that
Replacing in (4.4) the following quantities σ n (T ) = σ n (Ã), σ n−1 (T ) = σ n−1 (T ) = σ n−1 (A), and σ 1 (Ã) = σ 1 (T ) we obtain
.
Finally, since σ 1 (Ã) = σ 1 (T ) = T ≤ T + |λ| = σ 1 (T ) + |λ| = σ 1 (A) + |λ|, we have that (4.1) holds. The bound (4.1) is the basis for our proposed threshold η k when A has rank n − 1 and index 1. We thus estimate σ m (H m ) by γσ n−1 (A), in (2.5) and use
where m * is the maximum number of iterations.
We can extend Lemma 4.1 to the case that rank(A) = ℓ < n − 1, although in this case, the lower bound obtained is not so easily computable. 
Proof. By applying the inequality (4.4) in the proof of Lemma 4.1 to the appropriate matrices and vectors, we have the following inequalities,
Take the product of the inequalities in (4.7), where cancellation occurs, and use the fact that
Finally, since σ 1 (Ã) = σ 1 (T ) = T ≤ T +(n−ℓ)|λ| = σ 1 (T )+(n−ℓ)|λ| = σ 1 (A)+(n−ℓ)|λ|. Therefore we have (4.6).
If ind(A) > 1, we can obtain analogous results to Lemmas 4.1 and 4.2. The following result gives a lower bound for σ n (Ã) in that general case. Since the proof of Theorem 4.3 is very similar to those of Lemmas 4.1 and 4.2, it is omitted. Theorem 4.3. Let λ ∈ C, λ = 0, be arbitrary. Let A = U T U * be a Schur decomposition of A, and rank(A) = ℓ and ind(A) = k with k > 1. LetT i be the first ℓ + i rows of matrix T , let
where K i = [O I i ] and I i is an i × i identity matrix, and let v i be the ith row of λK i . LetT 1 =T n−ℓ and
then we have
The lower bounds (4.1), (4.6), and (4.10) include in the definition of γ the norm of one or more solutions of least squares problems using a portion of the triangular matrix T obtained from the Schur decomposition of A. While T may be easily available for some problems, we do not assume this. Instead, we simply estimate s 1 ≈ 1 in (4.1), for the case ℓ = n − 1, and use this value in our calculations, reported in the next section. For ℓ << n, we have not attempted to estimate these values.
Numerical Experiments.
We begin with a simple example, which illustrates both the possible benefits as well as the limitations of the use of inexact matrix-vector products in the context of minimal residual methods. Due to the restrictions of our theory, we choose a right hand side b ∈ R(A 5 ) (and x 0 = 0). To that end we take a random vector c, we let b 1 = A 5 c, and normalize it to obtain b = b 1 / b 1 . We run GMRES with both exact and inexact matrix-vector products. For the inexact case, we used at iteration k, A + E k , where
where R k is a random matrix with R k = 1, cf. (2.5). Here we have chosen m = 100, and ǫ = 10 −8 . In Figure 5 .1 we show three GMRES convergence curves (which are mostly on top of each other): the residual norm of exact GMRES (full lines with a symbol * ), the true and computed residuals of inexact GMRES (dashed and dash-doted lines, respectively). We also report the norm E k used (with the symbol +), and the norm of the difference between the computed and the true residual (with the symbol ×). As it can be appreciated, the computed and true residuals remain close to each other, while the norm of the error in the matrix-vector product is allowed to grow (representing potentially less cost per iteration). Furthermore, the convergence curve of the inexact method mimics well the convergence curve of the exact one. In Figure 5 .2, we illustrate the effect of perturbing the right hand side with a random perturbation of the order of 10 −10 . It can be appreciated that even if the right hand side is not exactly in R(A k0 ), but close enough to it (possibly accounting for round-off errors), then, the inexact methods work well, with little deterioration as compared with the unperturbed right hand side. The plots in Figure 5 .3 correspond to a normalized random right hand side, i.e., a vector which is not near R(A 5 ). As it can be appreciated, for this right hand side, the inexact method does not work, in the sense that the difference between the true and computed residual grows to unacceptable levels. This fact confirms the comments in Remark 3.5 that the condition r 0 ∈ R(A k0 ) is essential.
In the next three examples we used sample matrices taken from other papers on GMRES for singular systems, so that we can see how the inexact method works on them, and also with the purpose of analyzing how far are the solutions produced by the inexact method from those produced from (exact) GMRES. Example 5.2. The matrix in this example comes from [13] . Consider an n × l rectangular matrix, l < n, of the formÃ
, where L is a random lower triangular matrix, and A 21 ∈ R k×(l−k) andÃ 22 ∈ R k×k are random matrices generated by the MATLAB function rand. Finally, the matrix is completed with l columns of zeros as follows, assuring its singularity,
We choose n = 1000, l = 700 and k = 3. Since ind(A) = 8, therefore we construct b ∈ R(A 8 ) as follows (and use x 0 = 0). We construct a random vector c, compute A 8 c, and normalize it. The convergence curves, using the same conventions as the plots of the Example 5.1, are presented in Figure 5 .4. In Figure 5 .5 we present the result of perturbing the right hand side with a random perturbation of the order of 10 −9 . As in the previous example, the effect of this large perturbation, while noticeable, does not prevent the inexact method from producing a solution with the computed residual close to the true residual. The next two examples involve discretizations of boundary value problems for partial differential equations of the following form
where d is a constant and f is a given function; cf. [5] . In the experiments reported here, we discretized (5.2) with the usual second-order centered differences on a 50 × 50 mesh of equally spaced discretization points, so that the resulting linear system of order n = 2500. Example 5.3. We first consider periodic boundary conditions. The matrix A is thus of the following form
√ n = 50, h = 1/m, and α ± = 1 ± dh/2. Note that N (A) = span (1, 1, . . . , 1) T and ind(A) = 1. We choose d = 1 and as right hand side, the matrix A times a random vector x, so, on the one side we know the solution of the problem, and on the other, we guarantee that the system is consistent. We performed two runs. One using GMRES, stopping when the residual norm is below 10 −8 , and
we call this solution x G . We also ran inexact GMRES, using at each step A + E k , where E k is as in (5.1), with m = 200, stopping when the residual norm is below the same tolerance 10 −8 . We call the latter approximation x IG . The number of iterations for both runs were 200. In Table 5 .1 we show the norm of the difference between the different solutions. One can see that the inexact method produces an approximation which is as close to the true solution as that with (exact) GMRES. Example 5.4. In this experiment we imposed homogeneous Neumann boundary conditions, i.e., ∂u(x)/∂v = 0 for x ∈ ∂Ω. The matrix A is now given by
As in the previous example, A has a one-dimensional null space, and has index one. As before, we choose d = 1, and fix a random vector x. We make the same runs as described in Example 5.3. The number of iterations for both runs were 147. In Table 5 .1 we show the norm of the difference between the different solutions. As in the previous example, one can appreciate that the inexact method produces an approximation which is as close to the true solution as that with (exact) GMRES. In the rest of the paper, we report on several numerical experiments using Markov Chain matrices from the Marca collection [20] , using an inexact preconditioner. The goal of these experiments is to present some real problems, where inexact GMRES can be used, and look at potential computational savings. All these matrices have ind(A) = 1.
For the solution of the linear system (2.1), we use a (right) preconditioner, i.e., we solve the system AP −1 y = b. We choose the block preconditioner P , in a way similar to Benzi and Uçar [2] , as we explain in what follows.
We partition A by using the Metis software [10] into the following 2 × 2 block form:
where the order of A 22 is much smaller than that of A 11 , and where the (1, 1) block is block diagonal with p diagonal blocks, i.e., of the following form
We then choose the preconditioner as
where the matrixS approximates the Schur complement
11 A 12 with D 11 diagonal, having the diagonal entries of A 11 , following Benzi and Uçar [2] , where it was shown thatS is nonsingular. At each step of the Krylov subspace method, we need to solve a linear system of the form P z = v, and we do this inexactly as we explain below.
Consider v and z, partitioned into p + 1 subvectors, conformally to (5. 
The following result adopted from [16] essentially translates Theorem 2.1 to the current situation, and provides the basis to obtain values of the tolerance ǫ i,k for the solution of the systems (5.8) at the kth iteration; see further below.
Proposition 5.1. Let ǫ > 0. Let r m = r 0 − Ax m ,r m = b − V m+1 H m+1 y m be the true and computed residuals after m iterations of the inexact GMRES method, respectively, with y m being the solution of (2.4), and x m = V m y m , and let P be a right preconditioner. Let us consider the inexact application of
Note that here our preconditioner P as in (5.7) is composed by p + 1 blocks; see (5.6). We partition the residual accordingly and write
It follows from (5.9) and (5.7) that
. Then, we have from Proposition 5.1 that if [20] , where ℓ is the iteration number when inexact GMRES stops; see Table 5 .3 (first run) below. For these small matrices, we computed P −1 using an LU factorization.
Note that it is indeed a lower bound. Some remarks are in order. The fact that these lower bounds are about an order of magnitude smaller than the values of σ ℓ (H ℓ ) translates in more stringent tolerances for the solution of the systems (5.8) than strictly necessary. Nevertheless, this does not imply a big difference in computational times; cf. Table 5 .3 below. As we show later, and in a way similar to what is done in the nonsingular case, instead of these lower bounds, some fixed small constant is used, with a very moderate increase in computational cost. In fact, since we have the theory for the existence of a bound for the tolerance needed for (5.8), one could simply try certain tolerances of the form δǫ/ r k−1 , and find an appropriate value of δ.
We report on experimental results obtained with a Matlab 7.0.0 implementation on a 3GHz dual core Intel(R) Pentium(R) processor with 1GB main memory. In our first set of experiments, we present four different runs for each of the seven matrices of Table 5 .3. We solve the homogeneous system Ax = 0, thus obtaining a (multiple of a) stationary probability distribution. The first run is using inexact GMRES with the following tolerance, which estimates the right hand side of (5.10),
whereγ is as in (5.11), m * = 20, p = 1 (i.e., A 11 is a single block), and ǫ = 10 −8 . For the second run, we simply replace the left factor in (5.12) with 10 −2 for all cases, i.e., we use
The third is taking a fixed value of ǫ i,k = 10 −10 for each of the systems (5.8), and finally solving them "exactly", for which we use a tolerance of 10 −12 . We mention that in all cases, we solve (5.8) with GMRES preconditioned with M i = tridiag(A i ). This preconditioner works well here since in all cases the tridiagonal part has more than 50% of the weight of each row. We report in Table 5 .3 the number of (outer GMRES) iterations and CPU times in seconds required to reach the overall (outer) stopping criterion of r k / r 0 ≤ 10 −10 . In the table n is the order of the matrix. We remark that the "leaky" matrices have null spaces with dimension larger than one, and this explains why the timings for these matrices are so much higher than for the others. For the matrices for which dimN (A) = n − 1, we compare the results of the first run, i.e., the one using (5.12), denoted byx with GMRES with a tolerance of 10 −14 , denoted x true . In both cases we normalize the solution x so that n i=1 x i = 1. We also performed these runs using left preconditioners, and the number of iterations and times are very similar to those in Table 5 Observe that for each matrix, the four runs take essentially the same number of iterations. In other words, for these matrices, there is practically no delay in convergence when using inexact GMRES. One obtains almost the same convergence results, and almost up to convergence, the same convergence curves, with each step taking less computational work. Roughly speaking, in most cases reported here, the inexact method takes about 20% less time than the exact one, and about 10% less time than the runs with fixed inner tolerance.
Our second set of experiments with Markov chain matrices from [20] is with two larger matrices, and thus, we use p > 1, for several values of p. In table 5.4 we report on these experiments, where we solve (5.8) inexactly, this time using as preconditioner M i a threshold ILU factorization of A i , as in [2] . The threshold used are 0.01 for "ncd62196" and 0.2 for "twoD66177." For these inexact runs we use ρ i,k ≤ 10 −4 ǫ r k−1 with ǫ = 10 −6 . The other two runs are of the same type as described for Table 5 .3, namely inexact GMRES with a fixed inner tolerance of 10 −10 , or 10 −12 . We consider the latter to be "exact", and we report the computational times relative to it. The runs stop when the relative residual is less than 10 −10 . For these larger problems, we again see convergence in about the same number of iterations, and savings of the inexact version of up to 30%, although typical savings are smaller. We further illustrate the convergence behavior of inexact GMRES in Figure 5 .6 for the matrix ncd62196 and p = 16. We use the same conventions as in the other figures.
6. Conclusion. In this paper we showed, theoretically and experimentally, that inexact GMRES can also be applied to singular systems, and in particular to those obtained from Markov Chain modeling. Table 5 .4 Iterations and relative convergence time for (exact) GMRES (last column) and inexact GMRES. In our numerical experiments, we compared inexact GMRES and (exact) GMRES for consistent singular linear systems obtained from Markov Chain matrices, and showed that one can indeed save computational effort using inexact matrix vector products. These savings, while not as dramatic as in the nonsingular case, nevertheless come with no deterioration of the overall convergence. In cases when the index k 0 of the matrix is larger than one, the right hand side needs to lie on (or close to) R(A k0 ) for the methods to work well.
