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I.  Einführung 
Der klassische wahrscheinlichkeitstheoretisch-statistische Ansatz zur Modellierung von Akti-
enkursen ist der (multiplikative) Random Walk.
1 Bei Gültigkeit der Random Walk-These sind 
die sukzessiven Periodenrenditen nicht korreliert, die weitere Kursbewegung ist „rein zufäl-
lig“. 
Fama/French (1988), Lo/MacKinlay (1988) sowie Poterba/Summers (1988) waren die ersten 
Beiträge, in denen Hinweise dokumentiert wurden, dass zwar über kurze und mittlere Frist die 
Random Walk-Hypothese für die Modellierung von Kursentwicklungen auf Aktienmärkten 
angemessen ist, über lange Zeithorizonte jedoch Mean Reversion-Effekte in Aktienkurszeit-
reihen existieren. Mean Reversion charakterisiert dabei die Tendenz von Wertentwicklungen, 
nach einer zeitlich begrenzten Abweichung vom Mittelwert, langfristig wieder zu diesem zu-
rückzukehren. Damit werden Aktienkurse zumindest langfristig und bis zu einem gewissen 
Grad prognostizierbar. 
Die Ergebnisse dieser frühen Arbeiten wurden in jüngerer Zeit erhärtet durch die Beiträge von 
Balvers/Wu/Gilliland (2000), Campbell/Viceira (1999, 2002) sowie für den deutschen Akti-
enmarkt aktuell von Eberts (2003). 
Das Ziel der vorliegenden Ausarbeitung ist es nun, weitere Erkenntnisse über die Existenz 
von Mean Reversion-Effekten auf dem Deutschen Aktienmarkt, repräsentiert durch den Akti-
enindex DAX, zu gewinnen. Im Unterschied zu der bisherigen Vorgehensweise, bei der die 
Analysen auf der reinen Kurs- bzw. Renditeebene durchgeführt wurden, steht in der vorlie-
genden Ausarbeitung jedoch eine Fundamentalanalyse auf der Basis der Entwicklung des 
Kurs/Gewinn-Verhältnisses im Vordergrund. Eine Analyse auf der KGV-Ebene ist aus unse-
rer Sicht zu präferieren, denn die Kursbildung auf Aktienmärkten ist notwendigerweise in ei-
nem ökonomischen Kontext zu sehen. Sie ist das Ergebnis einer ökonomischen Bewertung 
und wird zentral beeinflusst durch die Gewinnentwicklung der jeweils betrachteten Unter-
nehmen. Die so gewählte Vorgehensweise knüpft an an die Ergebnisse in Albrecht (2001), der 
auf der Basis einer fundamentalen Analyse für den Deutschen Aktienmarkt zu dem Schluss 
kam, dass die Random Walk-Hypothese über längere Zeiträume nicht aufrechterhalten wer-
den kann. Eine entsprechende Untermauerung dieser Erkenntnis auf statistisch-
                                                 
1   Vgl. hierzu etwa Albrecht/Maurer (2002, §§ 4.2.2, 4.3.3) sowie Campbell/Lo/MacKinlay (1997, § 2.1). 2 
ökonometrischer Basis stand bisher jedoch noch aus und soll nun im Rahmen der vorliegen-
den Arbeit in Angriff genommen werden. 
II.  Modellbildung 
Bezeichnet man mit  t V  die (diskrete) zeitliche Entwicklung der interessierenden Variablen, 
gemessen zu den Zeitpunkten  ,... 2 , 1 , 0 = t , so besitzt das Grundmodell
2 eines (arithmetischen) 
Random Walks mit Drift die Charakterisierung ( ,... 3 , 2 , 1 = t ) 
  t t t t Z m V V V + = - = D -1 :    ,  (1a) 
wobei weiterhin gilt: 
  0 ) ( = t Z E ,   
2 ) ( s = t Z Var ,    0 ) , ( 1 = - t t Z Z Cov    .  (1b) 
Die absoluten Wertveränderungen
3 (Zuwächse) über eine Periode (Monat, Jahr) lassen sich 
somit durch eine zeitlich konstante Komponente, quantifiziert durch den sog. Driftparameter 
m, beschreiben, die durch einen Zufallsprozess  { } t Z  überlagert wird. Die Forderung (1b) be-
sagt, dass diese zufälligen Überlagerungen einen sog. White Noise-Prozess darstellen. Die Zu-
fallsgrößen  ) 1 ( ‡ t Zt  sind unkorreliert und identisch verteilt mit einem Erwartungswert von 
null und einer in der Zeit konstanten Varianz. Insbesondere sind damit auch die Wertverände-
rungen (Renditen
4)  1 - - = D t t t V V V  des Prozesses für aufeinanderfolgende Perioden nicht kor-
reliert. Vergangene und zukünftige Wertveränderungen besitzen somit keine systematischen 
(linearen) Abhängigkeiten. Die üblichen linearen Prognosetechniken auf der Basis von Ver-
gangenheitswerten sind somit nicht geeignet für Random Walks. 
                                                 
2   Vgl. hierzu etwa Albrecht/Maurer (2002, S. 140 ff.). 
3   Bei der Anwendung dieser Modellbildung auf Aktienkurse entspricht dabei  t V  standardmäßig den loga-
rithmierten Aktienkursen bzw.  t V D  der zeitstetigen Periodenrendite. Äquivalent hierzu ist das Modell 
eines multiplikativen Random Walks, vgl. etwa Albrecht/Maurer (2002, S. 141). 
4   Im vorliegenden Fall ist dies eine absolute Rendite im Sinne eines absoluten Wertzuwachses, gleiches 
gilt aber für die relative Variante  1 1 / ) ( - - - t t t V V V . Beim üblichen Übergang zu logarithmierten Kursen 
entspricht  t V D  der zeitstetigen Rendite  ) / 1 ln( - t t V V . 3 
In expliziter Form besitzt der Random Walk die Darstellung 
  t t Z Z mt v V + + + + = ... 1 0    .  (2) 
Die zufällige Abweichung von dem Grunde nach linearen Trend entsteht somit im Zeitablauf 
durch eine Akkumulation der einzelnen Fehler (Schocks). Diese mögliche “Aufschaukelung“ 
der Fehler führt dazu, dass die Abweichungen vom zugrunde liegenden Trend dem Grunde 
nach “beliebig groß“ werden können. Insofern ist die erwartete Entwicklung  mt v V E t + = 0 ) (  
keine zuverlässige Prognose für die sich künftig realisierende Entwicklung. Das Random 
Walk-Modell beinhaltet daher im Kern eine  Nicht-Prognostizierbarkeit der künftigen 
Wertveränderungen. 
Shiller/Perron (1985, S. 381) charakterisieren diese Random Walk-Eigenschaft folgenderma-
ßen: 
„In the finance context, the random walk null hypothesis means that price pt can never be de-
scribed as “too high“ (i.e., that it can be expected to fall in the future) or “too low” (i.e., that 
it can be expected to rise in the future).” 
In alternativer Form wird dies ausgedrückt
5 durch die Angabe der besten (im Sinne des mittle-
ren quadratischen Fehlers) Prognose. Es gilt beim Random Walk 
  ￿
=
- + + + + =
t
i
i t t s t Z s t m v V V V V E
1
0 0 1 ) ( ) ,..., , | (    .  (3) 
Jeder vergangene Schock hat damit Auswirkungen auf alle zukünftigen Werte. Die Form der 
zufälligen Überlagerungen der Gesamtentwicklung Vt des Prozesses ist beim Random Walk 
nicht stationär, da die Überlagerung  t Z Z + +... 1  instationär (in den Parametern) ist. Durch 
Differenzenbildung, d.h. durch den Übergang zu den Zuwächsen gemäß (1a) wird der Ran-
dom Walk allerdings stationär. Man bezeichnet den Random Walk daher auch als differen-
zenstationären Prozess bzw. als integriert von der Ordnung 1. 
Kommen wir damit zu möglichen Alternativen der Random Walk-Hypothese mit dem Ziel 
der Modellierung von Mean Reversion-Effekten. Das Basismodell sind hier die autoregressi-
ven Prozesse der Ordnung 1, kurz AR(1)-Prozesse. 
                                                 
5   Vgl. hierzu Franke et al. (2001, S. 171). 4 
Die Wertentwicklung eines AR(1)-Prozesses besitzt dabei die folgende Charakterisierung
6 
( 1 | | ; ,... 3 , 2 , 1 < = a t ): 
  t t t Z m V a m V + - = - - ) ( 1    ,  (4a) 
wobei der Überlagerungsprozess  t Z  wiederum den Anforderungen gemäß (1b) genügt. Unter 
der Bedingung  1 | | < a  ist der AR(1)-Prozess ein stationärer Prozess. 
Die Bedingungsgleichung (4a) für den AR(1)-Prozess impliziert, dass der Parameter m das 
langfristige Mittel des Prozesses darstellt und der Wertverlauf dieses Prozesses bei temporä-
ren A bweichungen auf dieses Langfristmittel hingezogen wird. Je größer der Parameter a, 
desto stärker ist die Elastizität, mit der der Prozess zum Langfristmittel hingezogen wird. Für 
den Erwartungswert des Prozesses gilt: 
  ) ( ) ( 0 m v a m V E
t
t - + =    .  (5a) 
In der Anwendung geht man dabei davon aus, dass der beobachtete Prozess schon “lange 
läuft“ bzw. eingeschwungen ist und damit wegen  0 lim =
¥ ﬁ
t
t a  für  1 | | < a  approximativ die Be-
ziehung 
  m V E t = ) (   (5b) 
gerechtfertigt ist.
7 Der Parameter a ist zudem identisch mit dem Autokorrelationskoeffizienten 
1. Ordnung des AR(1)-Prozesses, d.h.  a V V t t = + ) , ( 1 r . 
Äquivalent zur Darstellung (4a) ist die folgende Charakterisierung eines AR(1)-Prozesses, die 
ebenfalls häufig in der Literatur zu finden ist
8: 
  t t t Z aV c V + + = -1    .  (4b) 
Dies erkennt man, wenn man (4a) explizit nach Vt auflöst und dann  ) 1 ( a m c - =  setzt. Die 
Charakterisierung (4b) zeigt im Vergleich mit der Darstellung 1, dass der Random Walk ein 
                                                 
6   Vgl. etwa Buscher (2002, S. 204 f.) oder Gujarati (1995, S. 736 f.). 
7   Vgl. etwa Buscher (2002, S. 204). 
8   Vgl. etwa Franke et al. (2001, S. 146 f.) oder Hamilton (1994, S. 48). 5 
Grenzfall des AR(1)-Prozesses für  1 ﬁ a  i st. Tests der Hypothese  1 : 0 = a H  gegen 
1 : 1 < a H , sog. Einheitswurzel- oder Unit Root-Tests, bilden entsprechend ein zentrales In-
strumentarium zur Überprüfung der Kernfrage “Random Walk oder Mean Reversion?“ der 
vorliegenden Ausarbeitung. Zugleich wird deutlich, dass die Charakterisierung (4b) als Reg-
ressionsgleichung mit der erklärten Variablen Vt sowie der erklärenden Variablen Vt-1 inter-
pretiert werden kann. Die Durchführung der entsprechenden Regression führt zu einer B e-
stimmung der Parameter c bzw. a und dient als Ausgangspunkt vieler Einheitswurzeltests. 
Die Existenz des Langfristmittels m, zu dem der AR(1)-Prozess “hingezogen“ wird, beinhaltet 
zugleich den zentralen Unterschied zum Random Walk, bei dem es – wie bereits ausgeführt – 
(systematisch) zu beliebig großen Abweichungen vom zugrunde liegenden Trend kommen 
kann. In Termen der besten Prognose (im Sinne des mittleren quadratischen Fehlers) gilt
9: 
  ) ( ) ,..., , | ( 0 1 m V a m V V V V E t
s
t t s t - + = - +    .  (6) 
Der Einfluss der momentanen Abweichung  m Vt -  des aktuellen Prozesswertes vom Lang-
fristmittel nimmt somit mit geometrischer Rate ab, und insgesamt nähert sich die (beste) 
Prognose immer mehr dem Langfristmittel an. 
Prozesse mit einer allgemeineren autoregressiven Struktur sind die autoregressiven Prozesse 
p-ter Ordnung, kurz AR(p)-Prozesse. Diese genügen der folgenden Charakterisierung: 
  t p t p t t Z V a V a c V + + + + = - - ... 1 1    .  (7) 
Im Spezialfall  1 = p  ergibt sich der AR(1)-Prozess. 
In der praktischen Anwendung ergibt sich daher die Frage, bis zu welchem Lag p Vergangen-
heitswerte noch auf den gegenwärtigen Wert Vt einwirken. Diese Frage werden wir bei der 
Datenanalyse jeweils mit untersuchen. 
Schließlich wird in der Literatur
10 als Alternative zum Random Walk von Aktienkursen noch 
die Überlagerung eines Random Walks mit einem (“slowly mean reverting“) AR(1)-Prozess 
betrachtet, um zu modellieren, dass auf kurze und mittlere Sicht ein Random Walk vorliegt, 
                                                 
9   Vgl. etwa Hamilton (1994, S. 80). 
10   Vgl. etwa Fama/French (1988), Lo/MacKinlay (1988) sowie für den deutschen Markt Löffler (2000). 6 
auf lange Sicht jedoch ein Mean Reversion-Effekt wirkt. Diesen Ansatz werden wir in dieser 
Arbeit nicht verfolgen, da es sich erweisen wird, dass für die statistische Analyse der Ent-
wicklung des Kurs/Gewinn-Verhältnisses bereits die AR(1)-Variante valide ist. 
III.  Die Entwicklung des DAX-KGV: Explorative Datenanalyse 
Ausgangspunkt unserer Analyse ist die in der (kommerziellen) Datenbank Datastream enthal-
tene Zeitreihe der Kurs/Gewinn-Verhältnisse des DAX auf Monatsbasis. Um sowohl zu ei-
nem aktuellen als auch repräsentativen Sample zu kommen, legen wir den weiteren Analysen 
ausgehend v on dem aktuellst verfügbaren KGV-Wert des Monats 06/2003 eine 30-jährige 
Historie zugrunde, d.h. die analysierte Datenreihe besteht aus den KGV-Werten von 07/1973 
– 06/2003. Dies sind insgesamt 360 Werte. Sämtliche statistische Auswertungen dieses und 
der weiteren Abschnitte wurden mit dem Ökonometrieprogramm EViews 4.1 durchgeführt. 
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Abbildung 1:  Entwicklung des DAX-KGV von 07/73  – 06/03 auf monatlicher Basis  
(Quelle: Datastream) 
 7 
Wie die graphische Darstellung deutlich macht, bewegt sich das KGV auf Monatsbasis weit 
überwiegend in einer Range von 10 – 20. Werden diese Werte unter- oder überschritten, wird 
früher oder später eine Gegenreaktion ausgelöst, die die KGV-Werte zurück in diese Range 
treibt. Langfristige Unterschreitungen eines KGV-Wertes von 10 können ebenso wie längere 
Überschreitungen der Marke von 20 als Marktübertreibungen gewertet werden. Kurzfristige 
Unterschreitungen der Marke von 10 sind in den Monaten 10/81, 09/01 und 03/03 zu konsta-
tieren, eine längere Unterschreitungsphase ist von 10/79 bis 05/81 zu verzeichnen. Der reali-
sierte Tiefstwert ist 8.50 (dies geschah in den Monaten 01/81 und 02/81). Eher kurzfristige 
Überschreitungen der 20er Marke sind zu konstatieren in den Monaten 04/93, 08/93 – 12/93, 
06/97 + 07/97, 12/97, 02/98 – 07/98, 01/99, 06/01 + 07/01 sowie 11/01 + 12/01. Nur in der 
letzten Boomphase der Aktienmärkte ist eine länger anhaltende Überschreitung der Marke 
von 20 zu verzeichnen, konkret war dies die Periode 04/99 – 01/01. Der realisierte Maximal-
wert war dabei 29.20. 
Schon eine erste Inspektion der empirischen Datenlage spricht damit durchaus für die Mean 
Reversion-These, denn es offenbart sich ein typisches Rückkehrverhalten in die KGV-Zone 
10 – 20. Eine beliebige KGV-Steigerung bzw. beliebige KGV-Verminderung, wie sie bei ei-
nem Random Walk möglich wäre, ist nicht zu verzeichnen. 













Mean        14.86278
Median    14.15000
Maximum   29.20000
Minimum   8.500000
Std. Dev.    3.802118
Skewness    0.733531




Abbildung 2:   Balkendiagramm der Häufigkeit der DAX-KGV-Werte auf Monatsbasis 8 
Das Balkendiagramm und die damit verbundene Auswertung in EViews offenbaren einen 
mittleren KGV-Wert auf Monatsbasis in Höhe von 14.86 sowie einen Median von 14.15. Das 
optische Erscheinungsbild und die Höhe der Schiefe deuten darauf hin, dass keine Normalver-
teilung vorliegt, sondern eine rechtsschiefe Verteilung. Formal wird dies bestätigt durch den 
Jarque-Bera Test
11 auf Vorliegen einer Normalverteilung. Der p-Wert, d.h. die Wahrschein-
lichkeit für die Richtigkeit der Nullhypothese (hier: Normalverteilung) ist null. 
Das Balkendiagramm zeigt aber auch, dass eine Ausreißersituation in den Daten vorhanden 
ist. Der KGV-Wert von 29.20 im Monat 12/99 liegt um 4.30 Einheiten über dem zweitgröß-
ten
12 KGV-Wert von 24.90 im Monat 11/99. Diese Einschätzung wird bestätigt, wenn man 
die empirischen Quantile zusammen mit den entsprechenden Standardfehlern betrachtet. Dies 
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Abbildung 3:  Empirische Quantile (inklusive Standardfehler) der DAX-KGV-Reihe 07/73 – 
06/03 
                                                 
11   Vgl. etwa Albrecht/Maurer (2002, S. 116) oder Poddig et al. (2000, S. 318 ff.). 
12   Der Wert 24.9 selbst kann nicht auch als Ausreißer angesehen werden, da auch KGV-Werte von 24, 
24.6 und 24.7 in der Datenreihe enthalten sind. 9 
Aufgrund dieser Datensituation ist es angezeigt, den Ausreißer des Monats 12/99 zu bereini-
gen. Wir tun dies im Wege der Stutzung (truncation), indem wir den KGV-Wert des Monats 
12/99 auf den zweitgrößten Wert der KGV-Reihe, d.h. 24.9, reduzieren. 
Die nachfolgende Tabelle enthält – nunmehr für die bereinigte KGV-Reihe – die Angaben 
über den Mittelwert sowie ausgewählte Quantile. 
  Mittelwert 
Median 
14.85 














  9.60 
  8.80 
 
Tabelle 1:  Mittelwert und Quantile der bereinigten DAX-KGV-Reihe 07/73 – 06/03 
Nimmt man das 10%-Quantil bzw. das 90%-Quantil als Maßstab für eine “normale“ KGV-
Range, so deckt sich dies weitgehend mit der bereits gegebenen visuellen Einschätzung, dass 
dies die Zone zwischen 10 und 20 ist. Bei Verwendung des 5%- bzw. 95%-Quantils als Maß-
stab für eine normale KGV-Range wird diese Zone noch etwas ausgedehnt. 
Kommen wir damit zu weitergehenden Elementen einer explorativen Datenanalyse, der Ana-
lyse des Korrelogramms. Das Korrelogramm enthält die Autokorrelationen des Prozesses, d.h. 
die Korrelationen zwischen den zeitlich versetzten Gliedern der Zeitreihe. Abbildung 4 ent-
hält das in EViews 4.1 erstellte Korrelogramm. 10 
 
Abbildung 4:  Korrelogramm der bereinigten DAX-KGV-Zeitreihe 07/73 – 06/03 
Hinsichtlich des Verlaufs der Autokorrelationen in Abhängigkeit von der zeitlichen Ordnung 
zeigt sich das typische
13 m onoton abklingende Verhalten eines AR(1)-Prozesses mit einem 
positiven Parameter a. Die Autokorrelationen sind dabei signifikant, wie aus den Werten des 
Ljung/Box-Tests
14 (Q-Statistisk, Portmanteau-Test) ersichtlich. Die entsprechenden p-Werte, 
d.h. Wahrscheinlichkeiten für eine Ablehnung der Nullhypothese (hier: signifikante Autokor-
relationen für alle Ordnungen bis 36) sind sämtlich null. Auch die Tatsache, dass nur die par-
tielle Autokorrelation erster Ordnung signifikant ist, deutet klar auf einen AR(1)-Prozess hin. 
Kommen wir nun zum Korrelogramm der ersten Differenzen der KGV-Reihe, d.h. dem Kor-
relogramm des Prozesses  } { 1 - - t t V V . Abbildung 5 enthält die entsprechenden Werte. 
                                                 
13   Vgl. hierzu etwa die Illustration in Buscher (2002, S. 156) oder Hamilton (1994, S. 50). 
14   Zum Ljung/Box-Test vgl. etwa Buscher (2002, S. 150 f.) oder Campbell et al. (1997, S. 47). 11 
 
Abbildung 5:  Korrelogramm der ersten Differenzen der KGV-Zeitreihe 07/73 – 06/03 
Es zeigt sich, dass die einzelnen Autokorrelationen zwar nicht signifikant (unter dem von E-
Views verwendeten Standard-Signifikanzniveau von 5%) sind. Zieht man aber die bestehen-
den Korrelationen in ihrer Gesamtheit in Betracht, so liegt eine Signifikanz vor. Dies offen-
bart der Ljung/Box-Test (Q-Statistik). Die entsprechenden p-Werte zeigen, dass die Nullhypo-
these 
H0:  Alle Autokorrelationen bis einschließlich der Ordnung n sind null,  
für alle Ordnungen bis  36 = n  sowohl zum 1%- als auch zum 5%-Signifikanzniveau abge-
lehnt wird. Nur zum 10%-Signifikanzniveau gibt es einzelne Ordnungen, die nicht zur Ver-
werfung der Nullhypothese führen. Nimmt man das 5%-Signifikanzniveau als standardmäßi-
gen Maßstab, so spricht dieses Ergebnis eindeutig gegen das Vorliegen eines Random Walks, 
denn für diesen stellt die Zeitreihe der ersten Differenzen gemäß (1a) einen White Noise-
Prozess dar. Dies beinhaltet, dass sämtliche Autokorrelationen gleich null sein müssen. 12 
IV.  Spezifikation und Analyse der Basis-Regressionsgleichung 
Die Regressionsgleichung (4b) ist die Basisgleichung zur Spezifikation e ines AR(1)-
Prozesses. Die Durchführung dieser Regression in EViews 4.1 führt zu den in Tabelle 2 ent-
haltenen Ergebnissen. 
Regressionsgleichung:  t t t Z V a c V + + = -1  
Variable  Koeffizient  Std. Fehler  t-Wert  p-Wert 
c  0.701539  0.248089  2.827775 0.0050
a  0.952538  0.016187  58.84474 0.0000
R-Quadrat  0.906537     Durbin Watson-Stat.  1.937526
R-Quadrat adjustiert  0.906275     p-Wert (F-Statistik)  0.000000
Tabelle 2:  Spezifikation der AR(1)-Regressionsgleichung für die DAX-KGV-Reihe 07/73 –
06/03 
Zunächst ergibt sich, dass die identifizierte Regressionsgleichung die Form 
  t t t Z V V + ￿ + = -1 952538 . 0 701539 . 0   (8a) 
besitzt. Die Parameter  701539 . 0 = c  und  952538 . 0 = a  sind beide eindeutig signifikant. Der 
p-Wert gibt an, dass die Nullhypothese (hier: Parameterwerte ungleich null) selbst auf einem 
Konfidenzniveau von 0.5% verworfen werden muss. Der R
2-Wert für die Güte der Anpassung 
liegt sowohl unmodifiziert als auch modifiziert über 90%, d.h. die Regression erklärt über 
90% der empirischen Gesetzmäßigkeit. Auch die Durbin/Watson-Statistik
15 liegt sehr in der 
Nähe ihres Idealwertes von 2. Dies bedeutet, dass die Residuen nicht korreliert und die aus-
gewiesenen Schätzwerte somit valide sind. Auch die F-Statistik, die testet, ob die Regressi-
onskoeffizienten simultan gleich null sind, führt zu einer Verwerfung dieser Annahme, der 
entsprechende p-Wert ist null. Zur Erklärung der Hypothese, dass die Residuen nicht autokor-
reliert – und damit die gewonnenen Schätzwerte valide – sind, führen wir nochmals zusätzlich 
den Lagrange Multiplier-Test von Breusch/Godfrey
16 auf Autokorrelation durch. Die entspre-
chend in EViews 4.1 gewonnenen Ergebnisse sind in Tabelle 3 enthalten. Erfasst werden da-
bei Autokorrelationen bis zur Ordnung 4. 
                                                 
15   Zur Durbin/Watson-Statistik und ihrer Interpretation vgl. etwa Poddig et al. (2000, S. 297 ff.). 
16   Zum Breusch/Godfrey-Test vgl. etwa Kähler (2002, S. 104 ff.). 13 
 
Variable  Koeffizient  Std.-Fehler  t-Wert  p-Wert 
c  -0.206795  0.300560  -0.688032 0.4919
a  0.013873  0.019792  0.700937 0.4838
RESID(-1)  0.016510  0.056859  0.290359 0.7717
RESID(-2)  -0.068994  0.056465  -1.221889 0.2226
RESID(-3)  -0.022944  0.056125  -0.408804 0.6829
RESID(-4)  -0.091232  0.056006  -1.628979 0.1042
F-Statistik  0.810109     p-Wert (F-Statistik)  0.543019
Tabelle 3:  Breusch/Godfrey-Test auf Autokorrelation in den Residuen 
Auch der Breusch/Godfrey-Test bestätigt nochmals die Validität der vorgenommenen Spezi-
fikation der Regressionsgleichung (4b). Sämtliche p-Werte befinden sich oberhalb von 0.10, 
d.h. zu den Konfidenzniveaus von 10% und darunter muss die Nullhypothese (hier: Autokor-
relation in den Residuen) verworfen werden. 
Der Wert des Regressionskoeffizienten a in Höhe von 0.952538 liegt unterhalb des kritischen 
Wertes von  1 = a , der im Falle eines Random Walk vorliegt, allerdings nicht sehr deutlich. 
Inwieweit der Wert  1 = a  statistisch signifikant unterschritten wird, wird im Rahmen der sog. 
Einheitswurzel- bzw. Stationaritätstests untersucht. Dies geschieht im nächsten Abschnitt. 
Bringen wir nun die spezifizierte Regressionsgleichung in die äquivalente Form eines AR(1)-
Prozesses gemäß (4a). Aufgrund von  ) 1 ( a m c - =  ergibt sich die folgende Repräsentation: 
  t t t Z V V + - = - - ) 80 . 14 ( 952538 . 0 80 . 14 1    .  (8b) 
Der langfristige Gleichgewichtswert des AR(1)-Prozesses ist damit ein KGV-Wert von 
80 . 14 = m , auf den die empirischen KGV-Werte im Zeitablauf hingezogen werden. Der lang-
fristige Gleichgewichtswert liegt somit stark in der Nähe des Mittelwerts der KGV-Reihe in 
Höhe von 14.85. 
Über die bisherigen Analysen, die mehr einen explorativen Charakter aufweisen, soll nun im 
folgenden Abschnitt eine weitergehende statistische Substantiierung des Vorliegens eines 
AR(1)-Prozesses vorgenommen werden. Das statistische Instrumentarium hierfür bilden die 
sog. Einheitswurzeltests (Unit Root Tests). 14 
V.  Einheitswurzeltests 
Die Standardvorgehensweise zur Überprüfung der Hypothese 
  t t t Z V c V H + + = -1 0 :            (Random Walk) 
gegen die Hypothese  (9a) 
  t t t Z aV c V H + + = -1 1:                           1 | | < a  
bzw. kurz 
  1 : 0 = a H       gegen       1 : 1 < a H   (9b) 
sind die sog. Einheitswurzeltests.
17 Die erste Generation von Einheitswurzeltests wurde von 
Dickey/Fuller (1979) entwickelt. In allgemeiner Spezifikation
18 (Augmented Dickey/Fuller 
(ADF)-Test) wird der Prozess 
  t i t
p
i






1 1 ) 1 ( m   (10) 
betrachtet, d.h. es werden ein Trendterm  t m  sowie p verzögerte Differenzterme der rechten 
Seite der Regressionsgleichung hinzugefügt. Damit wird das Vorliegen eines differenzenstati-
onären AR(p-1)-Prozesses gegen die Alternative eines trendstationären AR(p)-Prozesses  ü-
berprüft. 
Im vorliegenden Fall kann das Auftreten eines Trendterms aus ökonomischen Gründen a prio-
ri ausgeschlossen werden, denn dies würde bedeuten, dass das KGV im Mittel systematisch 
über einen längeren Zeitraum steigen oder fallen würde. Die statistisch relevante Anzahl an 
verzögerten Termen ist Teil der statistischen Identifikation. Im Falle, dass dabei ein statistisch 
signifikantes Lag der Länge null identifiziert wird, reduziert sich (10) auf den Basisfall (9a). 
Die Anwendung von Unit Root-Tests zur Überprüfung der Random Walk-Hypothese unter-
liegt der Kritik.
19 Zum einen umfasst die Nullhypothese weitere Prozesse als den reinen Ran-
                                                 
17   Vgl. hierzu etwa Hamilton (1994, Kapitel 17) sowie Kugler (2002, S. 264 ff.). 
18   Vgl. Kugler (2002, S. 268). 
19   Vgl. etwa Campbell et al. (1997, S 64 f.) sowie Hamilton (1994, S. 444 ff.). 15 
dom Walk, zum anderen gibt es zu jedem Unit Root-Prozess eine stationäre Variante, die auf 
der Basis einer endlichen Stichprobe nicht statistisch unterscheidbar ist. Schließlich weist die 
erste Generation von Unit Root-Tests eine geringe Macht
20 (Wahrscheinlichkeit für die Ver-
werfung von H0, wenn H1 korrekt ist) auf. Unser Ziel ist aber nicht die generelle Falsifikation 
des Random Walk. Für unsere Zwecke genügt es, wenn das Alternativmodell AR(1)-Prozess 
die Daten statistisch signifikant besser repräsentiert. Der Kritikpunkt der geringen Macht ist 
zudem nicht mehr relevant für moderne Varianten der Einheitswurzeltests, wie sie etwa von 
Elliott/Rothenberg/Stock (1996) und Ng/Perron (2001) entwickelt worden sind und die stan-
dardmäßig unter EViews 4.1 zur Verfügung stehen. 
Kommen wir damit zu einem ersten Test von (9), einer modifizierten Variante
21 des (Aug-
mented) Dickey/Fuller-Tests nach Elliott/Rothenberg/Stock (ERS). Die Ergebnisse der Durch-
führung dieses Tests in EViews 4.1 sind in Tabelle 4 enthalten. 
Exogene Variable:    Konstante 
Lag-Länge:    0 (SIC, MAXLAG = 16) 
DF-GLS Statistik  -2.859046
Kritische Werte:  1% Niveau   -2.571419
  5% Niveau   -1.941709
  10% Niveau   -1.616108
Tabelle 4:  Augmented Dickey/Fuller-GLS-Test 
Zunächst ist festzuhalten, dass, wie schon beim ADF-Test, die Werte der Teststatistik die kri-
tischen Werte unterschreiten müssen, damit die Nullhypothese verworfen werden kann. Dies 
ist vorliegend der Fall, der Wert der Teststatistik (einer Variante der t-Statistik) liegt jeweils 
(deutlich) unterhalb der kritischen Werte (nach MacKinnon) zum 10%-, 5%- und 1%- Konfi-
denzniveau. Zum zweiten ist festzuhalten, dass die Wahl der adäquaten Lag-Länge nach dem 
Schwartz-Information Criterion
22 (SIC) zu einer Lag-Länge von null führt. Das statistisch prä-
ferierte Alternativmodell ist somit – wie erhofft – der AR(1)-Prozess. 
                                                 
20   Vgl. etwa Eberts (2002, S. 56). 
21   Die Grundidee besteht dabei darin, den ADF-Test auf die entsprechend mittels eines Generalized Least 
Squares (GLS)-Ansatzes trendbereinigten Daten anzuwenden, deswegen trägt der Test in EViews 4.1 
die Bezeichnung GF-GLS Test. 
22   Das Schwartz-Information Criterion ist bei EViews standardmäßig voreingestellt. Aber auch die Wahl 
eines alternativen Kriteriums (Akaike, Hannan-Quinn, Modified Akaike, Modified Schwartz, Modified 
Hannan-Quinn) führt zu demselben Resultat. 16 
Als zweiten Test betrachten wir den ebenfalls von ERS entwickelten ERS Point-Optimal Unit 
Root-Test.
23 Das Resultat ist in Tabelle 5 enthalten. 
Exogene Variable:    Konstante 
Lag-Länge:    0 (Spectral OLS AR based on SIC, MAXLAG = 16) 
Elliott-Rothenberg-Stock Statistik   1.581191 
Kritische Werte:  1% Niveau       1.974000 
  5% Niveau       3.242000 
  10% Niveau       4.450000 
Tabelle 5:  ERS Point-Optimal Unit Root-Test 
Wiederum muss die Testgröße einen Wert unterhalb der kritischen Werte annehmen, damit 
die Nullhypothese (Random Walk) verworfen wird. Dies ist vorliegend der Fall, ebenso ist die 
statistisch adäquate Lag-Länge gleich null. Die statistisch präferierte Alternative ist somit 
wiederum der AR(1)-Prozess. 
Ng/Perron (2001) entwickelten schließlich eine ganze Batterie von (insgesamt vier) Tests, 
Varianten des M-Tests von Perron/Ng (1996), zur Überprüfung der Einheitswurzelhypothese 
mit erhöhter Macht.
24 Die Resultate unter EViews 4.1 sind in Tabelle 6 enthalten. 
Exogene Variable:    Konstante 
Lag-Länge:    0 (Spectral GLS-detrended AR based on SIC, MAXLAG = 16) 
       MZa     MZt     MSB     MPT 
Ng-Perron Statistiken  -15.7318  -2.79880  0.17791  1.57983 
Asympt. kritische Werte:  1% Niveau  -13.8000  -2.58000  0.17400  1.78000 
  5% Niveau  -8.10000  -1.98000  0.23300  3.17000 
  10% Niveau  -5.70000  -1.62000  0.27500  4.45000 
Tabelle 6:  Ng/Perron Modified M-Test 
Das Resultat bestätigt eindrucksvoll die bisherigen Ergebnisse. Bis auf Test Nr. 3 (MSB), bei 
dem die Nullhypothese zum 1%-Konfidenzniveau – allerdings extrem knapp – nicht verwor-
fen werden kann, wird in allen anderen Fällen die Nullhypothese verworfen. Die statistisch 
adäquate Lag-Länge ist wiederum null. 
Insgesamt ist festzuhalten, dass bei allen der durchgeführten Einheitswurzeltests eindeutig der 
AR(1)-Prozess aus statistischer Sicht die Daten besser repräsentiert als der Random Walk. 
                                                 
23   Für die Details müssen wir an dieser Stelle auf Elliott et al. (1996) verweisen. 
24   Für Details muss an dieser Stelle wieder auf Ng/Perron (2001) verwiesen werden. 17 
VI.  KPSS-Test auf Stationarität 
Im Unterschied zu den Einheitswurzeltests überprüft der Test  von  Kwiat-
kowski/Phillips/Schmidt/Shin
25 (1992) die Nullhypothese der (Trend-)Stationarität und „ver-
tauscht“ damit die Hypothesen. Die Ergebnisse der Durchführung des KPSS-Tests in EViews 
4.1 sind in Tabelle 7 enthalten. 
Exogene Variable:    Konstante, linearer Trend 
Bandweite: 14 (Newey-West using Bartlett kernel) 
KPSS-Statistik   0.080102 
Asympt. kritische Werte:  1% Niveau     0.216000 
    5% Niveau     0.146000 
    10% Niveau     0.119000 
Variable  Koeffizient  Std.-Fehler  t-Wert  p-Wert 
Konstante  10.73009  0.306319  35.02910 0.0000
Trend  0.022957  0.001477  15.54435 0.0000
Tabelle 7:  KPSS-Tests auf (Trend-)Stationarität 
Das Ergebnis des KPSS-Tests führt zu einer Nicht-Verwerfung der Nullhypothese, da die 
KPSS-Statistik die kritischen Werte nicht übersteigt. Der Random Walk-Fall kann somit ver-
worfen werden. Der KPSS-Test identifiziert zwar noch einen (minimalen) Trend, dies kann 
aber – wie bereits ausgeführt – aus ökonomischen Gründen a priori ausgeschlossen werden. 
VII.  Anwendung: Eine DAX-Projektion 
In diesem Abschnitt sollen nunmehr noch die Implikationen des Vorliegens eines AR(1)-
Prozesses auf KGV-Ebene für die Prognose der weiteren DAX-Entwicklung aufgezeigt wer-
den. 
Ansatzpunkt hierfür ist zunächst die in Abschnitt 4 identifizierte Regressionsgleichung (8b) 
und der damit verbundene langfristige Gleichgewichtswert des AR(1)-Prozesses in Höhe des 
KGV-Wertes von 14.80. Als weiterer Ausgangspunkt dienen die empirischen Verhältnisse per 
Ultimo 2002. Zu diesem Zeitpunkt ist ein DAX-Stand von 2892.63 zu verzeichnen, das zuge-
hörige DAX-KGV weist einen Wert von 10.90 auf. Gemessen am 10%-Quantil in Höhe von 
10.8 der KGV-Reihe, vgl. Tabelle 1, war damit der DAX praktisch an der Grenze zu einer 
systematischen Unterbewertung. Gegeben diese Ausgangssituation beträgt die rechnerische 
                                                 
25   Vgl. auch etwa Franke et al. (2001, S. 175 f.) oder Kugler (2002, S. 275 f.). 18 
Gewinngröße pro DAX-KGV-Punkt 265.40. Unter Anwendung des langfristigen Gleichge-
wichtswertes für die DAX-KGV-Reihe in Höhe von  80 . 14 = m , ergibt sich daraus ein ent-
sprechender DAX-Stand von 3927.60. Dies beinhaltet zunächst eine DAX-Prognose bei An-
wendung des Gleichgewichts-KGVs und bei  unveränderter Gewinnsituation. Eine DAX-
Projektion unter Berücksichtigung des künftigen Gewinnwachstums erhält man des Weiteren 
auf die folgende Weise. 
Bezeichnet man mit  t K  den DAX-Kurs zum Zeitpunkt t und  t G  den (akkumulierten) DAX-
Gewinn zum Zeitpunkt t, so ergibt sich das Kurs/Gewinn-Verhältnis  t KGV  zum Zeitpunkt t 






























1   (11b) 
Der projizierte DAX-Stand hängt somit ab vom KGV-Wachstum, vom Gewinnwachstum und 
vom angenommenen Startwert des DAX. Ausgangskurs  t K  und Ausgangs-KGV  t KGV  sind 
bekannt. Als KGV zum Zeitpunkt  1 + t  wäre das Gleichgewichts-KGV in Höhe von 14.80 zu 
wählen. Offen ist damit nur noch die Substantiierung der Gewinnwachstumsrate. Diese kann 
man auf Basis der Beziehung  t t t KGV K G / =  aus den entsprechenden Werten der Datastream-
Datenbank für die Entwicklung des DAX sowie des DAX-KGVs berechnen. Für die Jahre 
1974-2002 ergibt sich dabei ein durchschnittlicher (geometrisches Mittel) Wert von 6.46%. 
Unter Ansatz dieses mittleren Wertes sowie der sonstigen bereits spezifizierten Annahmen 
ergibt sich auf der Basis der Beziehung (11b) ein prognostizierter DAX-Stand von 4181.30. 
Diese Vorgehensweise nimmt eine einjährige Sichtweise ein, d.h. unterstellt, dass das mittlere 
DAX-Wachstum für eine Projektionsperiode von einem Jahr wirksam ist. Entsprechend kann 
man vorgehen, wenn man einen mehrjährigen Projektionszeitraum ansetzt und unterstellt, 
dass das angenommene mittlere DAX-Gewinnwachstum in Höhe von 6.46% über den gesam-
ten Projektionszeitraum gültig ist. Die Wahl eines mehrperiodigen Projektionszeitraums ist 19 
auch deswegen plausibler, weil dann das KGV entsprechende Zeit bekommt, sich auf sein 
Langfristmittel hin zu bewegen. Unterstellt man einen Projektionszeitraum von 3 Jahren, so 
führt dies zu einem DAX-Stand von 4739.00, bei einem Projektionszeitraum von 5 Jahren 
führt dies zu einem Wert von 5371.10. Unterstellt wird dabei jeweils eine Bewertung der Ge-
winnsituation zum Gleichgewichts-KGV von 14.80. Die Tabelle 8 fasst die vorstehend g e-
wonnenen Ergebnisse zusammen. 
Gleichgewichts-DAX-Stand bei   
 
 
  (a) unveränderter Gewinnsituation  3927.60   
(b) mittlerem Gewinnwachstum von 6.46% für   1 Jahr 
              3 Jahre 





Tabelle 8:  Gleichgewichts-DAX-Stände bei Annahme eines Gleichgewichts-KGVs von 14.80. 
Kommen wir damit zu einer Zusammenfassung der Ergebnisse. 
VIII.  Zusammenfassung 
Im Zentrum der vorliegenden Ausarbeitung steht die Frage, ob das Modell eines Random 
Walk oder eines AR(1)-Prozesses (“Mean Reversion“) besser geeignet ist, die Entwicklung 
des Kurs/Gewinn-Verhältnisses des Deutschen Aktienindex (DAX) zu beschreiben. Die Da-
tengrundlage ist dabei die in der Datastream-Datenbank enthaltene Reihe der monatlichen 
KGV-Werte von Juli 1973 bis Juni 2003, mithin ein Zeitraum von 30 Jahren (360 Datenpunk-
te). 
Das Vorliegen einer der beiden alternativen Modellhypothesen hat entscheidende Auswirkun-
gen auf die Frage der Prognostizierbarkeit der Modellgröße, hier des KGV. Die Random 
Walk-Hypothese impliziert, dass ein “fairer“ langfristiger Modellwert nicht existieren kann, 
da beim Random Walk durch die mögliche “Aufschaukelung“ von Zufallseinflüssen die Ab-
weichungen vom zugrunde liegenden Trend (in systematischer Hinsicht) dem Grunde nach 
“beliebig groß“ werden können. Die künftigen Wertveränderungen sind im Kern nicht prog-
nostizierbar. Im Unterschied hierzu weist ein AR(1)-Prozess ein langfristiges Mittel auf, zu 
dem der Prozess mit einer gegebenen Elastizität hingezogen wird. 20 
Sowohl im Rahmen einer mehr explorativen Datenanalyse (visuelle Inspektion, Korrel-
logramm der Zeitreihe und ihrer ersten Differenzen, Regressionsanalyse) als auch auf der Ba-
sis einer Reihe von formalen statistischen Tests (Ljung/Box-Test, Residualtests, Einheitswur-
zeltests, KPSS-Stationaritätstest) zeigt sich in uniformer Weise, dass die Hypothese des 
AR(1)-Prozesses die analysierte KGV-Zeitreihe statistisch besser repräsentiert als der Ran-
dom Walk. 
Neben den entsprechenden Konsequenzen dieses Ergebnisses für die Prognose des 
Kurs/Gewinn-Verhältnisses des DAX, wird auch die Frage behandelt, wie auf dieser Basis 
Prognosen für die DAX-Entwicklung selbst gewonnen werden können. 
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Zusammenfassung 
Random Walk oder Mean Reversion? 
Eine statistische Analyse des Kurs/Gewinn-Verhältnisses 
für den deutschen Aktienmarkt 
Im Zentrum der vorliegenden Ausarbeitung steht die Frage, ob das Modell eines Random Walk oder eines 
AR(1)-Prozesses (“Mean Reversion“) besser geeignet ist, die Entwicklung des Kurs/Gewinn-Verhältnisses des 
Deutschen Aktienindex (DAX) zu beschreiben. Das Vorliegen einer der beiden alternativen Modellhypothesen 
hat entscheidende Auswirkungen auf die Frage der Prognostizierbarkeit der Modellgröße, hier des KGV. Die 
Random Walk-Hypothese impliziert, dass ein “fairer“ langfristiger Modellwert nicht existieren kann. Im Unter-
schied hierzu weist ein AR(1)-Prozess ein langfristiges Mittel auf, zu dem der Prozess mit einer gegebenen Elas-
tizität hingezogen wird. Sowohl im Rahmen einer mehr explorativen Datenanalyse als auch auf der Basis einer 
Reihe von formalen statistischen Tests zeigt sich in uniformer Weise, dass die Hypothese des AR(1)-Prozesses 
die analysierte KGV-Zeitreihe statistisch besser repräsentiert als der Random Walk. Neben den entsprechenden 
Konsequenzen dieses Ergebnisses für die Prognose des Kurs/Gewinn-Verhältnisses des DAX, wird auch die 




Random Walk or Mean Reversion? 
A Statistical Analysis of the Price/Earnings Ratio 
for the German Stock Market 
The present contribution considers the question whether the random walk model or an AR(1)-process (“mean 
reversion”) is a better representation for the development of the price/earnings ratio of the German blue-chip 
index DAX. Empirical evidence for one of these alternative model hypotheses is crucial to the predictability of 
the underlying variable, i.e. the P/E ratio. While the random walk hypothesis implies the non-existence of a long-
run “fair” value for the variable of interest, an AR(1) process, in contrast, possesses a long-run mean and exhibits 
mean reverting behaviour in that it fluctuates around this constant long-run value. Both an exploratory data 
analysis and a set of formal statistical tests equally lead to the conclusion that the hypothesis of an AR(1) proc-
ess, in a statistical sense, better represents the investigated time series data than the random walk model. The 
consequences of this key result are not only discussed with respect to the predictability of the P/E ratio of the 
German stock market index, but also with regard to forecasts for the development of the DAX itself. 
 SONDERFORSCHUNGSBereich504 WORKING PAPER SERIES
Nr. Author Title 1
03-31 Peter Albrecht
Cemil Kantar
Random Walk oder Mean Reversion? Eine
statistische Analyse des Kurs/Gewinn-Verh¨ altnisses
f¨ ur den deutschen Aktienmarkt
03-30 J¨ urgen Eichberger
David Kelsey
Burkhard Schipper
Ambiguity and Social Interaction
03-29 Ulrich Schmidt
Alexander Zimper
Security And Potential Level Preferences With
Thresholds
03-28 Alexander Zimper Uniqueness Conditions for Point-Rationalizable
Solutions of Games with Metrizable Strategy Sets
03-27 J¨ urgen Eichberger
David Kelsey




A Simple Axiomatization and Constructive
Representation Proof for Choquet Expected Utility
03-25 Volker Stock´ e Informationsverf¨ ugbarkeit und Response-Effects:
Die Prognose von Einﬂ¨ ussen unterschiedlich
kategorisierter Antwortskalen durch
Antwortsicherheiten und Antwortlatenzen
03-24 Volker Stock´ e Entstehungsbedingungen von Antwortverzerrungen
durch soziale Erw¨ unschtheit. Ein Vergleich der
Prognosen der Rational-Choice Theorie und des
Modells der Frame-Selektion
03-23 Daniel Schunk Modeling the Use of Nonrenewable Resources
Using a Genetic Algorithm
03-22 Brian Deal
Daniel Schunk
Spatial Dynamic Modeling and Urban Land Use
Transformation: An Ecological Simulation






Does Binding or Feeback Inﬂuence Myopic Loss
Aversion - An Experimental AnalysisSONDERFORSCHUNGSBereich504 WORKING PAPER SERIES
Nr. Author Title 2
03-19 Peter Albrecht
Carsten Weber
Asset/Liability Management of German Life
Insurance Companies: A Value-at-Risk Approach
in the Presence of Interest Rate Guarantees
03-18 Markus Glaser Online Broker Investors: Demographic
Information, Investment Strategy, Portfolio
Positions, and Trading Activity
03-17 Markus Glaser
Martin Weber
September 11 and Stock Return Expectations of
Individual Investors
03-16 Siegfried K. Berninghaus
Bodo Vogt
Network Formation and Coordination Games
03-15 Johannes Keller
Herbert Bless
When negative expectancies turn into negative





03-13 Hendrik Hakenes Banks as Delegated Risk Managers
03-12 Elena Carletti The Structure of Bank Relationships, Endogenous
Monitoring and Loan Rates
03-11 Isabel Schnabel The Great Banks‘ Depression - Deposit




Choice under Uncertainty with the Best and Worst
in Mind: Neo-additive Capacities.
03-09 Peter Albrecht
Carsten Weber
Combined Accumulation- and Decumulation-Plans
with Risk-Controlled Capital Protection
03-08 Hans-Martin von Gaudecker
Carsten Weber
Surprises in a Growing Market Niche - An
Evaluation of the German Private Annuities Market
03-07 Markus Glaser
Martin Weber
Overconﬁdence and Trading Volume