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Abstract
This paper is concerned with the column ℓ2,0-regularized factorization model of
low-rank matrix recovery problems and its computation. The column ℓ2,0-norm of
factor matrices is introduced to promote column sparsity of factors and lower rank
solutions. For this nonconvex nonsmooth and non-Lipschitz problem, we develop
an alternating majorization-minimization (AMM) method with extrapolation, and
a hybrid AMM in which a majorized alternating proximal method is first proposed
to seek an initial factor pair with less nonzero columns and then the AMM with
extrapolation is applied to the minimization of smooth nonconvex loss. We provide
the global convergence analysis for the proposed AMM methods and apply them
to the matrix completion problem with non-uniform sampling schemes. Numerical
experiments are conducted with synthetic and real data examples, and comparison
results with the nuclear-norm regularized factorization model and the max-norm
regularized convex model demonstrate that the column ℓ2,0-regularized factorization
model has an advantage in offering solutions of lower error and rank within less time.
Keywords: Low-rank matrix recovery; column ℓ2,0; factorization model; alternating MM
method
1 Introduction
Low-rank matrix recovery problems aim at recovering a true unknown low-rank matrix
M∗ ∈ Rn×m from as few observations as possible, and have wide applications in a host
of fields such as statistics, control and system identification, signal and image processing,
machine learning, quantum state tomography, and so on (see [8,10,13,40]). When a tight
upper estimation, say an integer r ∈ [1,min(n,m)], is available for the rank of M∗, these
problems can be modeled as the following rank constrained optimization model
min
X∈Rn×m
{
f(X) s.t. rank(X) ≤ r
}
(1)
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where f : Rn×m → R+ is a loss function. However, in many scenarios, such an upper
estimation is unavailable and now it is reasonable to consider the rank regularized model
min
X∈Rn×m
{
f(X) + λ rank(X)
}
, (2)
which leads to a desirable low-rank solution by tuning the regularization parameter λ > 0.
Unless otherwise stated, in this work we assume that f is continuously differentiable and
its gradient ∇f is Lipschitz continuous with modulus Lf .
Owing to the combinatorial property of the rank function, problems (1) and (2) are
NP-hard and it is impossible to seek a global optimal solution with a polynomial-time
algorithm. A common way to deal with them is to adopt the convex relaxation technique.
For the rank regularized problem (2), the popular nuclear norm relaxation method (see,
e.g., [5, 6, 10, 28]) yields a desirable solution via a single convex minimization problem
min
X∈Rn×m
{
f(X) + λ‖X‖∗
}
. (3)
Over the past decade active research, this method has made great progress in theory (see,
e.g., [5,6,22,23,28]). In spite of its favorable theoretical results, improving computational
efficiency remains a challenge. In fact, almost all convex relaxation algorithms for (2)
require an SVD of a full matrix in each iteration, which poses the major computational
bottleneck and restricts their scalability to large-scale problems. Inspired by this, recent
years have witnessed the renewed interest in the Burer-Monteiro factorization model [4]
of low-rank optimization problems. By replacing X with its factored form UV T, where
(U, V ) ∈Rn×r ×Rm×r for some rank(M∗) ≤ r <min(n,m), the factorized form of (3) is
min
U∈Rn×r ,V ∈Rm×r
{
Fλ(U, V ) := f(UV
T) +
λ
2
(‖U‖2F + ‖V ‖2F )} . (4)
Although the factorization form tremendously reduces the number of optimization
variables since r is usually much smaller than min(n,m), the intrinsic bi-linearity makes
the factored objective functions nonconvex and introduces additional critical points that
are not global optima of factored optimization problems. A recent research line for
factorized models of (1) or (3) focuses on the nonconvex geometry landscape, especially
the strict saddle property (see, e.g., [2, 11, 12, 17, 26, 39]), that is, each critical point
of the nonconvex factorized models is shown to be either a global optimizer or a strict
saddle where the Hessian matrix has a strictly negative eigenvalue. Another research line
considers the (regularized) factorization models from a local view and aims to characterize
the growth behavior of objective functions around the set of global optimal solutions (see,
e.g., [15,25,33,34,38]). We notice that most of these results are obtained for the factorized
model under an implicit assumption that r equals the true rank r∗. As mentioned above,
in many scenarios, r is only a rough upper estimation for r∗. Thus, to guarantee that
these theoretical results fully work in practice, it is necessary to seek a factorized model
involving a regularized term to reduce the estimation r to r∗ automatically.
The square of the Frobenius-norm in model (4) plays such a role, but its ability to
reduce r is weak since the nuclear norm has a big difference from the rank function; see
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Figure 1 in Section 5.3. To bridge the gap between the trace norm and rank function,
Shang et al. [30] considered the factorization model involving the bi-trace and tri-trace
quasi-norm of factor matrices, and applied the linearized alternating direction method
to it. Notice that for any X ∈ Rn×m with rank(X) ≤ r,
rank(X) = min
U∈Rn×r ,V ∈Rm×r
{1
2
(‖U‖2,0 + ‖V ‖2,0) s.t. X = UV T} (5)
where ‖U‖2,0 is the column ℓ2,0-norm (the number of nonzero columns) of U . This, along
with the work on the zero-norm (see [19, 20]), inspires us to study the column ℓ2,0-norm
regularized model
min
U∈Rn×r,V ∈Rm×r
{
Φλ,µ(U, V ) := f(UV
T) +
µ
2
(‖U‖2F + ‖V ‖2F )+ λ(‖U‖2,0 + ‖V ‖2,0)} (6)
where µ > 0 is a small constant and the term µ2 (‖U‖2F + ‖V ‖2F ) is added to ensure that
(6) has a nonempty solution set. As will be shown in Section 2.2, the introduction of
the nonsmooth term λ(‖U‖2,0 + ‖V ‖2,0) does not induce additional critical points; every
(strong) local minimizer of the smooth function Fµ is a (strong) local optimizer of (6),
while the submatrix pair consisting of nonzero columns of every (strong) local optimizer
to (6) is a (strong) local minimizer of Fµ defined on the space R
n×|J | × Rm×|J | with
|J | ≤ r; see Proposition 2.2.
To compute the nonsmooth and non-Lipschitz model (6), we develop in Section 3 an
alternating majorization-minimization (AMM) method with extrapolation. Although the
AMMmethod is a special case of the inertial proximal alternating linearized minimization
(iPALM) method [27], an inertial version of the PALM proposed by Bolte et al. [3], our
global convergence analysis removes the assumption on the boundedness of the generated
sequence and provides a quantification on the upper bound for the inertial parameter by
leveraging the structure of ∇Fµ. Although the AMM method belongs to the block prox-
linear method framework proposed by Xu and Yin [36], the convergence analysis there for
acceleration is not applicable to it since the proximal operator of the column ℓ2,0-norm is
not single-valued and it is unclear whether Condition 1 there holds or not for Φλ,µ. When
f is the least squares loss function from matrix completion problems, one may apply the
method proposed in [37] to solving (6), but the subsequential convergence there can not
be obtained since the column ℓ2,0-norm is not continuous on its domain. Observe that the
AMM method is also a majorized alternating proximal (MAP) method with a variable
metric proximal term. We develop in Section 4 an MAP method for solving (6) which can
yield a stable nonzero column index set after finite iterates, despite lack of convergence.
Motivated by this, we propose a hybrid AMM with a global convergence guarantee, in
which the MAP method is first employed to seek an initial factor pair with less nonzero
columns and then the AMM with extrapolation is applied to the minimization of Fµ.
We apply the developed AMM methods to the matrix completion problems with non-
uniform sampling schemes. Numerical experiments are conducted with synthetic data
and real datasets including the Jester joke, the MovieLens, and the Netflix. Comparison
results with the alternating least squares (ALS) method proposed in [14] for computing
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model (4) and the ADMM developed in [9] for the SDP reformulation of the max-norm
regularized convex model demonstrate that the AMM and the hybrid AMM for model (6)
have a remarkable advantage in offering solutions of lower error and rank for simulated
data, while for three real datasets, the hybrid AMM is superior to other three methods
in terms of the NMAE and rank except for jester-3, and it requires the least running
time and can yield a favorable result for 10000× 10000 Netflix data within 300 seconds.
Throughout this paper, Rn×m represents the vector space of all n×m real matrices,
equipped with the trace inner product 〈X,Y 〉 = trace(XTY ) and its induced Frobenius
norm ‖·‖F , On×r denotes the set of matrices with orthonormal columns, and On signifies
O
n×n. For a matrix X ∈ Rn×m and an integer k ∈ [1, n], σ(X) := (σ1(X), . . . , σn(X))T
with σ1(X) ≥ · · · ≥ σn(X) denotes the singular value vector of X arranged in a non-
increasing order and Σk(X) := diag(σ1(X), . . . , σk(X)). For a matrix X ∈ Rn×m, Xi
means the ith column ofX, JX and JX respectively denote the index set of its nonzero and
zero columns, and ‖X‖ and ‖X‖∗ respectively denote the spectral norm and the nuclear
norm of X. For a self-adjoint PD linear operator Q : Rn×m → Rn×m, ‖ · ‖Q =
√〈·,Q·〉
means its induced norm. For an integer k ≥ 1, the notation [k] means the set {1, . . . , k}.
2 Preliminaries
To characterize the critical points of Φλ,µ, we first recall from [29, Chapter 8] the definition
of generalized subdifferentials of an extended real-valued function.
2.1 Subdifferentials and subderivative of column ℓ2,0-norm
Definition 2.1 (see [29, Definition 8.3]) Consider a function h : Rp → R and a point x
with h(x) finite. The regular subdifferential of h at x is defined as
∂̂h(x) :=
{
v ∈ Rp ∣∣ lim inf
x 6=x′→x
h(x′)− h(x)− 〈v, x′ − x〉
‖x′ − x‖ ≥ 0
}
;
the (limiting) subdifferential of h at x, denoted by ∂h(x), is defined as
∂h(x) :=
{
v ∈ Rp | ∃xk −→
h
x and vk ∈ ∂̂h(xk) with vk → v
}
;
and the horizon subdifferential of h at x, denoted by ∂∞h(x), is defined as
∂∞h(x) :=
{
v ∈ Rp | ∃xk −→
h
x and vk ∈ ∂̂h(xk) with λkvk → v for some λk ↓ 0
}
where the above notation xk −→
h
x means xk → x with h(xk)→ h(x).
Remark 2.1 (a) The set ∂̂h(x) is always closed and convex, and the set ∂h(x) is closed
but generally nonconvex, and ∂̂h(x) ⊆ ∂h(x). When h is convex, ∂h(x) = ∂̂h(x), which
also coincides with the subdifferential of h at x in the sense of convex analysis.
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(b) Let {(xk, vk)} be a sequence converging to (x, v) from the graph of the multifunction
∂h : Rp ⇒ Rp. If h(xk)→ h(x) as k →∞, then (x, ξ) ∈ gph∂h.
(c) By [29, Theorem 10.1], a necessary (but not sufficient) condition for x ∈ Rp to be a
local minimizer of h is 0 ∈ ∂̂h(x). A point x that satisfies 0 ∈ ∂h(x) is called a (limiting)
critical point of h. The set of critical points of h is denoted by crit h.
When h is the indicator function of a set C ⊂ Rp, its regular subdifferential at x re-
duces to the regular normal cone to C at x; while its limiting and horizon subdifferentials
at x both reduce to the normal cone to C at x. In the sequel, a function h : Rp → R is
said to be regular at a point x with h(x) finite if the regular normal cone to its epigraph
at (x, h(x)) coincides with the normal cone to its epigraph at (x, h(x)).
Definition 2.2 (see [29, Definition 8.1]) Consider a function h : Rp → R and a point x
with h(x) finite. The subderivative function dh(x) : Rp → R is defined by
dh(x)(w) := lim inf
t↓0
w′→w
h(x+ tw′)− h(x)
t
∀w ∈ Rp.
Next we characterize the subdifferential and subderivative of the column ℓ2,0-norm.
Lemma 2.1 Let g(Z) :=‖Z‖2,0 for Z ∈Rn×r. Fix any (U, V ) ∈Rn×r × Rm×r. Then
(i) ∂̂g(U)= ∂g(U) = ∂∞g(U)= Λ1 × · · · × Λr with Λi =
{ {0}n if i ∈JU ,
R
n if i /∈JU .
(ii) For any Γ ∈ Rn×r, dg(U)(Γ) =
{
0 if JU ∩ JΓ = ∅;
∞ if JU ∩ JΓ 6= ∅, and for any (S,W ),
d(‖U‖2,0 + ‖V ‖2,0)(S,W ) =
{
0 if JU ∩ JS = ∅, JV ∩ JW = ∅;
+∞ otherwise. (7)
Proof: Let ϑ(z) := sign(‖z‖) for z ∈ Rn. Fix an arbitrary x ∈ Rn. Then, we have
∂∞ϑ(x) = ∂ϑ(x) = ∂̂ϑ(x) =
{ {0} if x 6= 0;
R
n if x = 0
=
[
∂̂ϑ(x)
]∞
,
where
[
∂̂ϑ(x)
]∞
denotes the recession cone of the closed convex set ∂̂ϑ(x). This shows
that ϑ is regular at x. In addition, for any given w ∈ Rn, we calculate that
dϑ(x)(w) = 0 when x 6= 0 and dϑ(0)(w) =
{
0 if w = 0;
+∞ if w 6= 0.
This means that dϑ(x)(0) = 0. By using [29, Proposition 10.5] and g(Z) =
∑r
j=1 ϑ(‖Zj‖)
for Z ∈ Rn×r, it is immediate to obtain part (i) and the first part of (ii). By combining
the first part of (ii) and [29, Proposition 10.5], we obtain the second part of (ii). ✷
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2.2 Critical points of the function Φλ,µ
By [29, Exercise 8.8] and Lemma 2.1, we have the following characterization on ∂Φλ,µ.
Lemma 2.2 Fix any λ > 0, µ > 0. Consider any (U, V )∈ Rn×r× Rm×r. Then, Φλ,µ is
regular at (U, V ) and ∂Φλ,µ(U, V )=∂
∞Φλ,µ(U, V )= ∂UΦλ,µ(U, V )× ∂V Φλ,µ(U, V ) for
∂UΦλ,µ(U, V ) =
{
G ∈ Rn×r | Gj = ∇f(UV T)V j + µUj for j ∈ JU
}
,
∂V Φλ,µ(U, V ) =
{
H ∈ Rm×r | Hj =
[∇f(UV T)]TUj + µVj for j ∈ JV }.
The following proposition states that Φλ,µ and Fµ have the same critical point set.
Proposition 2.1 Fix any λ > 0 and µ > 0. Then, (U, V ) ∈ critΦλ,µ if and only if
(U, V ) ∈ critFµ, and when (U, V ) ∈ critΦλ,µ, it holds that JU = JV and U
T
U = V
T
V .
Proof: =⇒. Since (0, 0) ∈ ∂UΦλ,µ(U, V )× ∂V Φλ,µ(U, V ), by Lemma 2.2 we have
∇f(UV T)V j + µUj = 0 for j ∈ JU and
[∇f(UV T)]TUj + µV j = 0 for j ∈ JV .
The first equality implies that Vj 6= 0 for j ∈ JU , and then JU ⊆ JV , while the second
implies that Uj 6= 0 for j ∈ JV , and then JV ⊆ JU . Thus, JU = JV := J . Consequently,{
∇f(UV T)VJ + µUJ = 0;
[∇f(UV T)]TUJ + µVJ = 0.
(9)
By multiplying the last two equalities with U
T
J and V
T
J , respectively, we obtain{
U
T
J∇f(UV T)VJ + µUTJ UJ = 0,
V
T
J
[∇f(UV T)]TUJ + µV TJ VJ = 0.
This implies that U
T
U = V
T
V . Thus, the result in this direction follows.
⇐=. Since ∇Fµ(U, V ) = 0, we have ∇f(UV T)V + µU = 0 and [∇f(UV T)]TU + µV = 0.
By Lemma 2.2, obviously, (0, 0) ∈ ∂Φλ,µ(U, V ). The proof is completed. ✷
Proposition 2.2 Fix any λ > 0 and µ > 0. If (U, V ) is a (strong) local minimizer of
Fµ, then it is a (strong) local optimizer of problem (6). Conversely, if (U, V ) is a (strong)
local optimizer of (6), then (UJ , VJ) with J := JU = JV is a (strong) local minimizer of
the function Fµ defined on R
n×|J | × Rm×|J |.
Proof: Suppose that (U, V ) is a strong local minimizer of Fµ. Then, there exist α > 0
and δ > 0 such that for all (U, V ) ∈ Rn×r × Rm×r with ‖(U, V )− (U, V )‖F ≤ δ,
Fµ(U, V ) ≥ Fµ(U, V ) + α‖(U, V )− (U, V )‖2F .
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In addition, by the continuity, there exists δ′ > 0 such that for all (U, V ) ∈ Rn×r×Rm×r
with ‖(U, V ) − (U, V )‖F ≤ δ′, ‖U‖2,0 ≥ ‖U‖2,0 and ‖V ‖2,0 ≥ ‖V ‖2,0. Thus, for any
(U, V ) ∈ Rn×r × Rm×r with ‖(U, V )− (U, V )‖F ≤ min(δ, δ′), it holds that
Φλ,µ(U, V ) = Fµ(U, V ) + λ(‖U‖2,0 + ‖V ‖2,0)
≥ Fµ(U, V ) + λ(‖U‖2,0 + ‖V ‖2,0) + α‖(U, V )− (U, V )‖2F
= Φλ,µ(U, V ) + α‖(U, V )− (U, V )‖2F .
This shows that (U, V ) is a strong local optimizer of problem (6).
Conversely, let (U, V ) be a strong local optimizer of problem (6). Then, there exist
α > 0 and ε > 0 such that for any (U, V ) ∈ Rn×r × Rm×r with ‖(U, V )− (U, V )‖F ≤ ε,
Φλ,µ(U, V ) ≥ Φλ,µ(U, V ) + α‖(U, V )− (U, V )‖2F
= f(UJV
T
J) +
µ
2
(‖UJ‖2F + ‖VJ‖2F )+ 2λ|J | + α‖(U, V )− (U, V )‖2F
where J := JU = JV is well defined by Proposition 2.1. In addition, there exists ε
′ > 0
such that for all (A′, B′) ∈ Rn×|J | × Rm×|J | with ‖(A′, B′)− (UJ , VJ)‖F ≤ ε′,
‖A′‖2,0 = ‖B′‖2,0 = |J |.
Pick any (A,B) ∈ Rn×|J |×Rm×|J | with ‖(A,B)−(UJ , VJ)‖F ≤ min(ε′, ε). Let (UA, VB) ∈
R
n×r × Rm×r with [UA]J = A, [VB ]J = B and [UA]J = 0, [VB ]J = 0. Then,
Fµ(A,B) = f(AB
T) +
µ
2
(‖A‖2F + ‖B‖2F )
= f(UAU
T
B) +
µ
2
(‖UA‖2F + ‖UB‖2F ) = Φλ,µ(UA, VB)− 2λ|J |
≥ f(UJV TJ) +
µ
2
(‖UJ‖2F + ‖VJ‖2F )+ α‖(UA, VA)− (U, V )‖2F
= Fµ(UJ , VJ) + α‖(A,B) − (UJ , VJ)‖2F .
This shows that (UJ , VJ) is a strong local minimizer of Fµ defined on R
n×|J | × Rm×|J |.
The above arguments hold for a local optimizer of (6) and a local minimizer of Fµ. ✷
Remark 2.2 Proposition 2.2 states the relation between the (strong) local minimizer of
Φλ,µ and that of the function Fµ. In fact, if there exists a nonzero (G,H) ∈ Rn×r×Rm×r
such that dΦλ,µ(U, V )(G,H) < 0, which by [29, Theorem 10.1] means that (U, V ) is not
locally optimal to (6), then 〈∇Fµ(U, V ), (G,H)〉 < 0 follows by (7) and [29, Corollary
10.9], which implies that such (G,H) is a descent direction of Fµ at (U, V ).
3 An alternating MM with extrapolation
Let F (U, V ) := f(UV T) for (U, V ) ∈ Rn×r×Rm×r. Fix any (U, V ) ∈ Rn×r×Rm×r. Notice
that F (·, V ) is a smooth function and its gradient ∇UF (·, V ) is Lipschitz continuous with
modulus τV := Lf‖V ‖2. Then, for any U ′ ∈ Rn×r and γ ≥ τV , it holds that
F (U ′, V ) ≤ F (U, V ) + 〈∇UF (U, V ), U ′−U〉+ γ
2
‖U ′−U‖2F . (10)
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Similarly, F (U, ·) is a smooth function and its gradient ∇V F (U, ·) is Lipschitz continuous
with modulus τU := Lf‖U‖2, which implies that for any V ′ ∈ Rm×r and γ ≥ τU ,
F (U, V ′) ≤ F (U, V ) + 〈∇V F (U, V ), V ′−V 〉+ γ
2
‖V ′−V ‖2F . (11)
By combining (10)-(11) with the expression of Φλ,µ, for any (U
′, V ′) ∈ Rn×r × Rm×r,
Φλ,µ(U
′, V ) ≤ 〈∇UF (U, V ), U ′〉+ γ
2
‖U ′−U‖2F +
µ
2
‖U ′‖2F + λ‖U ′‖2,0
+ F (U, V )− 〈∇UF (U, V ), U〉+ µ
2
‖V ‖2F + λ‖V ‖2,0 := FU,γ(U ′;U, V )
Φλ,µ(U, V
′) ≤ 〈∇V F (U, V ), V ′〉+ γ
2
‖V ′−V ‖2F +
µ
2
‖V ′‖2F + λ‖V ′‖2,0
+ F (U, V )− 〈∇V F (U, V ), V 〉+ µ
2
‖U‖2F + λ‖U‖2,0 := FV,γ(V ′;U, V ),
which become an equality when U ′ = U and V ′ = V . So, FU,γ(·;U, V ) and FV,γ(·;U, V )
are respectively a majorization of Φλ,µ(·, V ) at U and Φλ,µ(U, ·) at V . Inspired by this,
we propose an AMM method with extrapolation by minimizing the two majorization.
Algorithm 1 (AMM method for solving (6))
Initialization: Select β ∈ [0, 1], β0 ∈ [0, β] and a suitable large γ > 0. Choose an initial
(U0, V 0) ∈ Rn×r × Rm×r. Let (U−1, V −1) := (U0, V 0) and set k := 0.
while the stopping conditions are not satisfied do
1. Select γ > γ1,k > τV k . Let U˜
k := Uk + βk(U
k − Uk−1) and compute
Uk+1 ∈ argmin
U∈Rn×r
{
〈∇UF (U˜k, V k), U〉+ γ1,k
2
‖U−U˜k‖2F +
µ
2
‖U‖2F + λ‖U‖2,0
}
. (12)
2. Select γ > γ2,k > τUk+1 . Let V˜
k := V k + βk(V
k − V k−1) and compuate
V k+1∈ argmin
V ∈Rm×r
{
〈∇V F (Uk+1, V˜ k), V 〉+ γ2,k
2
‖V−V˜ k‖2F +
µ
2
‖V ‖2F +λ‖V ‖2,0
}
. (13)
3. Update βk by βk+1 ∈ [0, β] and let k ← k + 1.
end while
Remark 3.1 (a) As mentioned in the introduction, Algorithm 1 is a special case of the
iPALM in [27], but our global convergence analysis (see below) establishes the bounded-
ness of the generated sequence {(Uk, V k)} under a mild restriction on β and provides a
quantification on β, the uniform upper bound on βk, by the special structure of F .
(b) By the definition of F , the columns of Uk+1 and V k+1 have the following closed form:
Uk+1i = sign
[
max
(
0, ‖Gki ‖−
√
2(µ+γ1,k)−1λ
)]
Gki , i = 1, . . . , r;
V k+1i = sign
[
max
(
0, ‖Hki ‖−
√
2(µ+γ2,k)−1λ
)]
Hki , i = 1, . . . , r
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where Gk = 1µ+γ1,k (γ1,kU˜
k−∇UF (U˜k, V k)) and Hk = 1µ+γ2,k (γ2,kV˜ k−∇V F (Uk+1, V˜ k)).
Next we achieve the global convergence of Algorithm 1 by following the analysis
recipe of algorithms for nonconvex and nonsmooth problems in the KL framework (see
[1, 3, 18, 27]). Define Fλ,µ :=
{
(U, V ) ∈ Rn×r ×Rm×r |Φλ,µ(U, V ) ≤ Φλ,µ(U0, V 0)
}
and
α1,k := γ1,k − τV k and α2,k := γ2,k − τUk+1 for each k ∈ N. (14)
The following proposition gives an important property for the sequence {(Uk, V k)}k∈N.
Proposition 3.1 Let {(Uk, V k)}k∈N be the sequence generated by Algorithm 1. Then,
for any given ρ1 ∈ (0, 1) and ρ2 ∈ (0, 1), the following inequality holds for each k ∈ N:[
Φλ,µ(U
k+1, V k+1) +
ρ1α1,k
2
‖Uk+1 − Uk‖2F +
ρ2α2,k
2
‖V k+1 − V k‖2F
]
−
[
Φλ,µ(U
k, V k) +
ρ1α1,k
2
‖Uk − Uk−1‖2F +
ρ2α2,k
2
‖V k − V k−1‖2F
]
≤ −
[ρ1α1,k
2
− (4(1 − ρ1)τV k + α1,k)β
2
k
2(1 − ρ1)
]∥∥Uk−Uk−1∥∥2
F
−
[ρ2α2,k
2
− (4(1 − ρ2)τUk+1 + α2,k)β
2
k
2(1 − ρ2)
]∥∥V k−V k−1∥∥2
F
, (15)
and consequently, it holds that {(Uk, V k)}k∈N ⊂Fλ,µ if each βk ∈ [0,min(β1,k, β2,k)] with
β1,k :=
√
ρ1(1−ρ1)(γ1,k−τV k )
4(1−ρ1)τV k+(γ1,k−τV k )
and β2,k :=
√
ρ2(1−ρ2)(γ2,k−τUk+1 )
4(1−ρ2)τUk+1+(γ2,k−τUk+1 )
.
Proof: By the optimality of Uk+1 and the feasibility of Uk to (12), it follows that
〈∇UF (U˜k, V k), Uk+1〉+ µ
2
‖Uk+1‖2F +
γ1,k
2
‖Uk+1−U˜k‖2F + λ‖Uk+1‖2,0
≤ 〈∇UF (U˜k, V k), Uk〉+ µ
2
‖Uk‖2F +
γ1,k
2
‖Uk−U˜k‖2F + λ‖Uk‖2,0. (16)
By invoking the inequality (10) with V = V k, U ′ = Uk+1 and U = U˜k, we obtain
F (Uk+1, V k) ≤ F (U˜k, V k) + 〈∇UF (U˜k, V k), Uk+1−U˜k〉+ τV k
2
‖Uk+1−U˜k‖2F
≤ F (Uk, V k) + 〈∇UF (Uk, V k), U˜k − Uk〉+ τV k
2
‖Uk − U˜k‖2F
+ 〈∇UF (U˜k, V k), Uk+1 − U˜k〉+ τV k
2
‖Uk+1 − U˜k‖2F
≤ F (Uk, V k) + 〈∇UF (U˜k, V k), Uk+1−Uk〉
+
3τV k
2
‖Uk−U˜k‖2F +
τV k
2
‖Uk+1−U˜k‖2F (17)
where the second inequality is due to (10) with V = V k, U ′ = U˜k and U = Uk, and the
last one is using the Lipschitz continuity of ∇UF (·, V k). Together with (16), we have
F (Uk+1, V k) ≤ F (Uk, V k) + µ
2
‖Uk‖2F + λ‖Uk‖2,0 +
γ1,k + 3τV k
2
‖Uk−U˜k‖2F
− γ1,k − τV k
2
‖Uk+1−U˜k‖2F −
µ
2
‖Uk+1‖2F − λ‖Uk+1‖2,0. (18)
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In addition, by the optimality of V k+1 and the feasibility of V k to (13), it follows that
〈∇V F (Uk+1, V˜ k), V k+1〉+ µ
2
‖V k+1‖2F +
γ2,k
2
‖V k+1−V˜ k‖2F + λ‖V k+1‖2,0
≤ 〈∇V F (Uk+1, V˜ k), V k〉+ µ
2
‖V k‖2F +
γ2,k
2
‖V k−V˜ k‖2F + λ‖V k‖2,0. (19)
By invoking the inequality (11) with U = Uk+1, V ′ = V k+1 and V = V˜ k, we have
F (Uk+1, V k+1) ≤ F (Uk+1, V˜ k) + 〈∇V F (Uk+1, V˜ k), V k+1 − V˜ k〉+ τUk+1
2
‖V k+1 − V˜ k‖2F
≤ F (Uk+1, V k) + 〈∇V F (Uk+1, V k), V˜ k − V k〉+ τUk+1
2
‖V k − V˜ k‖2F
+ 〈∇V F (Uk+1, V˜ k), V k+1 − V˜ k〉+ τUk+1
2
‖V k+1 − V˜ k‖2F
≤ F (Uk+1, V k) + 〈∇V F (Uk+1, V˜ k), V k+1 − V k〉
+
3τUk+1
2
‖V k − V˜ k‖2F +
τUk+1
2
‖V k+1 − V˜ k‖2F (20)
where the second inequality is due to (11) with U = Uk+1, V ′ = V˜ k and V = V k, and
the last one is using the Lipschitz continuity of ∇V F (Uk+1, ·). Together with (19),
F (Uk+1, V k+1) ≤ F (Uk+1, V k) + µ
2
‖V k‖2F + λ‖V k‖2,0 −
µ
2
‖V k+1‖2F − λ‖V k+1‖2,0
+
γ2,k + 3τUk+1
2
‖V k−V˜ k‖2F −
γ2,k − τUk+1
2
‖V k+1−V˜ k‖2F .
By substituting (18) into this inequality and using the definition of Φλ,µ, it follows that
Φλ,µ(U
k+1, V k+1) ≤ Φλ,µ(Uk, V k) +
γ1,k + 3τV k
2
‖Uk−U˜k‖2F +
γ2,k + 3τUk+1
2
‖V k−V˜ k‖2F
− γ1,k − τV k
2
‖Uk+1−U˜k‖2F −
γ2,k − τUk+1
2
‖V k+1−V˜ k‖2F . (21)
Thus, together with U˜k = Uk + βk(U
k − Uk−1) and V˜ k = V k + βk(V k−V k−1) and the
definition of α1,k and α2,k, we deduce that the left hand side of (15) is not more than
RHT =
4τV kβ
2
k − ρ1α1,k
2
∥∥Uk−Uk−1∥∥2
F
− (1− ρ1)(γ1,k − τV k)
2
∥∥Uk+1−Uk∥∥2
F
+ (γ1,k−τV k)βk〈Uk+1−Uk, Uk−Uk−1〉+ (γ2,k−τUk+1)βk〈V k+1−V k, V k−V k−1〉
+
4τUk+1β
2
k − ρ2α2,k
2
‖V k−V k−1‖2F −
(1− ρ2)(γ2,k − τUk+1)
2
‖V k+1−V k‖2F
≤ −
(ρ1α1,k − 4τV kβ2k
2
− β
2
k
2t1
)
‖Uk−Uk−1‖2F
− (1− ρ1)(γ1,k − τV k)− t1(γ1,k−τV k)
2
2
‖Uk+1−Uk‖2F
−
(ρ2α2,k − 4τUk+1β2k
2
− β
2
k
2t2
)
‖V k−V k−1‖2F
− (1− ρ2)(γ2,k − τUk+1)− t2(γ2,k−τUk+1)
2
2
‖V k+1−V k‖2F
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for any t1 > 0, t2 > 0. By taking t1 =
1−ρ1
γ1,k−τV k
and t2 =
1−ρ2
γ2,k−τUk+1
, we obtain (15). ✷
Remark 3.2 (a) Let β := lim infk→∞min(β1,k, β2,k). Obviously, β is well defined.
When γ1,k = η1τV k and γ2,k = η2τUk+1 for some η1 > 1 and η2 > 1, it holds that
β = min
(√
ρ1(1−ρ1)(η1−1)
4(1−ρ1)+(η1−1)
,
√
ρ2(1−ρ2)(η2−1)
4(1−ρ2)+(η2−1)
)
,
which will be close to 0.5 if ρ1 = ρ2 = 0.5 and η1 = η2 are more than 50. When β ∈ [0, β],
by Proposition 3.1 we have τ := lim supk→∞max(τUk , τV k) < ∞, which implies that the
parameter γ in Algorithm 1 can be chosen as cτ for some c > 1.
(b) When f is convex, by the monotonicity of ∇UF (·, V k) and ∇V F (Uk+1, ·), the coef-
ficient 3 of τV k and τUk+1 in (17) and (20) can be reduced to be 1. Now Proposition 3.1
holds with β1,k :=
√
ρ1(1−ρ1)(γ1,k−τV k )
2(1−ρ1)τV k+(γ1,k−τV k )
and β2,k :=
√
ρ2(1−ρ2)(γ2,k−τUk+1)
2(1−ρ2)τUk+1+(γ2,k−τUk+1 )
.
Let α1 := lim supk→∞ α1,k and α2 := lim supk→∞ α2,k. Obviously, α1 and α2 are well
defined by Algorithm 1. To achieve the global convergence of Algorithm 1, we define
Ξλ,µ(U, V, U
′, V ′) :=F (U, V ) +
µ
2
(‖U‖2F + ‖V ‖2F ) + λ
(‖U‖2,0 + ‖V ‖2,0)
+
ρ1α1
2
‖U − U ′‖2F +
ρ2α2
2
‖V − V ′‖2F
for some ρ1 ∈ (0, 1) and ρ2 ∈ (0, 1). The following proposition states the properties of
the potential function Ξλ,µ on the sequence {(Uk, V k, Uk−1, V k−1)}k∈N.
Proposition 3.2 Let {(Uk, V k)}k∈N be the sequence given by Algorithm 1 with β ∈ [0, β],
where β is the constant defined in Remark 3.2(a). Then, the following statements hold.
(i) With ν1,k =
ρ1(1−ρ1)α1−(4(1−ρ1)τV k+α1)β
2
k
2(1−ρ1)
and ν2,k =
ρ2(1−ρ2)α2−(4(1−ρ2)τUk+1+α2)β
2
k
2(1−ρ2)
,
Ξλ,µ(U
k+1, V k+1, Uk, V k)− Ξλ,µ(Uk, V k, Uk−1, V k−1)
≤ −ν1,k‖Uk − Uk−1‖2F − ν2,k‖V k − V k−1‖2F ∀k ∈ N.
(ii) The sequence {(Uk, V k)}k∈N is bounded. Hence, the set of accumulation points of
the sequence {(Uk, V k, Uk−1, V k−1)}k∈N, denoted by Υ, is nonempty and compact.
(iii) If β ∈ [0,min(β, β˜)] with β˜ := min
(√
ρ1(1−ρ1)α1
4(1−ρ1)τ+α1
,
√
ρ2(1−ρ2)α2
4(1−ρ2)τ+α2
)
, then the limit
̟∗ := limk→∞ Ξλ,µ(U
k, V k, Uk−1, V k−1) exists and Ξλ,µ ≡ ̟∗ on the set Υ.
(iv) If β ∈ [0,min(β, β˜)] where β˜ is same as in part (iii), then for each k ∈ N,
dist
(
0, ∂Ξλ,µ(U
k+1, V k+1, Uk, V k)
) ≤ c1(‖Uk+1−Uk‖F+ ‖Uk − Uk−1‖F )
+ c2
(‖V k+1−V k‖2F+ ‖V k − V k−1‖F )
with c1 := τ+γ+2ρ1α1, c2 := cf+2τ+γ+2ρ2α2 for cf = lim supk→∞ ‖∇f(Uk(V k)T)‖.
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Proof: (i) By following the same arguments as those for Proposition 3.1, one may obtain
Ξλ,µ(U
k+1, V k+1, Uk, V k)− Ξλ,µ(Uk, V k, Uk−1, V k−1)
≤ ρ1α1
2
(‖Uk+1−Uk‖2F − ‖Uk−Uk−1‖2F )+ ρ2α22 (‖V k+1−V k‖2F − ‖V k−V k−1‖2F )
+
γ1,k + 3τV k
2
‖Uk−U˜k‖2F +
γ2,k + 3τUk+1
2
‖V k−V˜ k‖2F
− γ1,k − τV k
2
‖Uk+1−U˜k‖2F −
γ2,k − τUk+1
2
‖V k+1−V˜ k‖2F .
Then, using the same analysis technique as those for RHT after (21) yields the result.
(ii)-(iii) Part (ii) follows by Proposition 3.1 and the coerciveness of Ξλ,µ. We next focus
on the proof of (iii). By part (i), the nonnegative sequence {Ξλ,µ(Uk, V k, Uk−1, V k−1)}k∈N
is nonincreasing. So, the limit ̟∗ exists. Fix an arbitrary (U, V , Y , Z) ∈ Υ. Then, there
exists a subsequence {(Ukq , V kq , Ukq−1, V kq−1)}q∈N such that (Ukq , V kq , Ukq−1, V kq−1)→
(U, V , Y , Z) when q →∞. From the feasibility of U to the subproblem (12), we have
〈∇UF (U˜kq−1, V kq−1), Ukq 〉+ µ
2
‖Ukq‖2F + λ‖Ukq‖2,0 +
γ1,kq−1
2
‖Ukq − U˜kq−1‖2F
≤ 〈∇UF (U˜kq−1, V kq−1), U〉+ µ
2
‖U‖2F + λ‖U‖2,0 +
γ1,kq−1
2
‖U − U˜kq−1‖2F .
Passing to the limit q →∞ and using the boundedness of {γ1,kq−1}, we obtain
lim sup
q→∞
‖Ukq‖2,0 ≤ ‖U‖2,0.
In addition, by the lower semicontinuity of ‖·‖2,0, we have lim infq→∞ ‖Ukq‖2,0 ≥ ‖U‖2,0.
Thus, limq→∞ ‖Ukq‖2,0 = ‖U‖2,0. Similarly, limq→∞ ‖V kq‖2,0 = ‖V ‖2,0. Together with
the expression of Ξλ,µ, limq→∞ Ξλ,µ(U
kq , V kq , Ukq−1, V kq−1) = Ξλ,µ(U, V , Y , Z). Since
the limit of the sequence {Ξλ,µ(Uk, V k, Uk−1, V k−1)}k∈N is exactly ̟∗. This implies that
Ξλ,µ(U, V , Y , Z) = ̟
∗. By the arbitrariness of (U, V , Y , Z), we have Ξλ,µ ≡ ̟∗ on Υ.
(iv) By the expression of Ξλ,µ and [29, Exercise 8.8], for any (U, V, U
′, V ′) it holds that
∂Ξλ,µ(U, V, U
′, V ′) =

∇f(UV T)V +µU + λ∂‖U‖2,0 + ρ1α1(U − U ′)
(∇f(UV T))TU +µV + λ∂‖V ‖2,0 + ρ2α2(V − V ′)
ρ1α1(U
′ − U)
ρ2α2(V
′ − V )
 . (22)
From the definition of Uk+1 and V k+1 in Step 1 and 2, for each k ∈ N, it follows that
0 ∈ ∇f(U˜k(V k)T)V k + µUk+1 + γ1,k(Uk+1 − U˜k) + λ∂‖Uk+1‖2,0; (23a)
0 ∈ [∇f(Uk+1(V˜ k)T)]TUk+1 + µV k+1 + γ2,k(V k+1 − V˜ k) + λ∂‖V k+1‖2,0. (23b)
So,
(
Γk+1U ,Γ
k+1
V , ρ1α1(U
k−Uk+1), ρ2α2(V k−V k+1)
) ∈ ∂Ξλ,µ(Uk+1, V k+1, Uk, V k) with
Γk+1U =∇f(Uk+1(V k+1)T)V k+1−∇f(U˜k(V k)T)V k−γ1,k(Uk+1−U˜k)+ρ1α1(Uk+1−Uk);
Γk+1V =
[∇f(Uk+1(V k+1)T)−∇f(Uk+1(V˜ k)T)]TUk+1−γ2,k(V k+1−V˜ k)+ρ2α2(V k+1−V k).
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This means that the distance dist
(
0, ∂Ξλ,µ(U
k+1, V k+1, Uk, V k)
)
is upper bounded by√
‖Γk+1U ‖2F + ‖Γk+1V ‖2F + ρ21α21‖Uk − Uk+1‖2F + ρ22α22‖V k − V k+1‖2F
≤ (τV k + γ1,k)‖Uk+1 − U˜k‖F + 2ρ1α1‖Uk+1−Uk‖F
+ (τUk+1 + γ2,k)‖V k+1 − V˜ k‖F + (cf + 2ρ2α2 +
√
τUk+1τV k)‖V k+1 − V k‖F
≤ (τV k + γ1,k + 2ρ1α1)‖Uk+1−Uk‖F + (τV k + γ1,k)βk‖Uk − Uk−1‖F
+ (cf+2ρ2α2 + τUk+1 + γ2,k +
√
τUk+1τV k)‖V k+1 − V k‖F
+ (τUk+1 + γ2,k)βk‖V k+1 − V k−1‖F .
This implies that the desired inequality holds. Thus, we complete the proof. ✷
Remark 3.3 By Remark 3.2 (b), when f is convex, the constants β and β˜ in Proposition
3.2 can be further improved. From the inclusion (22) and Lemma 2.2, we conclude that if
(U, V , U, V ) ∈ crit Ξλ,µ, then (U, V ) ∈ critΦλ,µ. Thus, by Proposition 3.2, if the sequence
{(Uk, V k)}k∈N is convergent, then its limit is a critical point of Φλ,µ.
Let θ(Z) := (‖Z1‖, . . . , ‖Zr‖) for Z ∈ Rn×r. The column ℓ2,0-norm, as the compo-
sition of the zero-norm and θ, is semialgebraic since the zero-norm and θ are semial-
gebraic. This means that Ξλ,µ is a semialgebraic function, and hence is a KL function
(see [1, Section 4]). By Proposition 3.2 and Remark 3.3 (b), using the same arguments
as those for [1, Theorem 3.2] or [18, Theorem 3.1] yields the following conclusions.
Theorem 3.1 Let {(Uk, V k)}k∈N be generated by Algorithm 1 with β ∈ [0,min(β, β˜)]
for solving the problem (6) associated to λ and µ. Then, the sequence {(Uk, V k)}k∈N is
convergent and its limit, say (U∗, V ∗), is a critical point of Φλ,µ, which by Proposition
2.2 is also a local optimizer of (6) if (U∗, V ∗) is a local minimizer of Fµ.
4 A hybrid alternating MM method
Algorithm 1 is actually a majorized alternating proximal method for solving (6). Indeed,
since ∇f is Lipschitz continuous with modulus Lf , for any (U, V ), (G,H) ∈ Rn×r×Rm×r,
f(UV T) ≤ f(GHT) + 〈∇f(GHT), UV T−GHT〉+ Lf
2
‖UV T−GHT‖2F := F̂ (U, V,G,H),
which together with the expression of Φλ,µ immediately implies that
Φλ,µ(U, V ) ≤ F̂ (U, V,G,H) + µ
2
(‖U‖2F+‖V ‖2F )+ λ(‖U‖2,0+‖V ‖2,0) := Φ̂λ,µ(U, V,G,H).
This, together with Φλ,µ(G,H) = Φ̂λ,µ(G,H,G,H), means that Φ̂λ,µ(·, ·, G,H) is a ma-
jorization of Φλ,µ at (G,H). The subproblems (12)-(13) of Algorithm 1 are minimizing
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Φ̂λ,µ(U, V,G,H) in an alternating proximal way. Specifically, they are equivalent to
Uk+1 = argmin
U∈Rn×r
{
Φ̂λ,µ(U, V
k, U˜k, V k) +
1
2
‖U − U˜k‖2Ak
}
,
V k+1 = argmin
V ∈Rm×r
{
Φ̂λ,µ(U
k+1, V, Uk+1, V˜ k) +
1
2
‖V − V˜ k‖2Bk+1
}
whereAk(X) :=X(γ1,kI−Lf (V k)TV k) forX ∈ Rm×r and Bk(Z) :=Z(γ2,k−1I−Lf (Uk)TUk)
for Z ∈ Rn×r are the self-adjoint positive definite linear operators. The positive definite
proximal terms 12‖U− U˜k‖2Ak and 12‖V − V˜ k‖2Bk+1 are added to ensure that the subprob-
lems have a closed-form solution. Inspired by this, we next develop an MAP method for
problem (6) by minimizing Φ̂λ,µ(U, V,G,H) in an alternating proximal way.
Algorithm 2 (MAP method for solving (6))
Initialization: Select the parameters ̺ ∈ (0, 1), γ1 > 0, γ2 > 0, γ1,0 > 0 and γ2,0 > 0.
Choose P 0∈ Om×r, Q0∈ On×r,D0 = Ir. Let U0 = Q0, V 0 = P 0. Set k := 0.
while the stopping conditions are not satisfied do
1. Compute Uk+1 ∈ argmin
U∈Rn×r
{
Φ̂λ,µ(U, V
k
, U
k
, V
k
) +
γ1,k
2
‖U − Uk‖2F
}
.
2. Compute the SVD of Uk+1Dk = P̂ k+1(D̂k+1)2(Q̂k+1)T and set
Ûk+1 := P̂ k+1D̂k+1, V̂ k+1 := P kQ̂k+1D̂k+1.
3. Compute V k+1 ∈ argmin
V ∈Rm×r
{
Φ̂λ,µ(Û
k+1, V, Ûk+1, V̂ k+1) +
γ2,k
2
‖V − V̂ k+1‖2F
}
.
4. Compute the SVD of V k+1D̂k+1 = P k+1(Dk+1)2(Qk+1)T and set
U
k+1
:= P̂ k+1Qk+1Dk+1, V
k+1
:= P k+1Dk+1.
5. Set γ1,k+1 = max(γ1, ̺γ1,k) and γ2,k+1 = max(γ2, ̺γ2,k). Let k ← k + 1.
end while
Remark 4.1 (a) Let X̂k+1 := Uk+1(V
k
)T = Uk+1Dk(P k)T. Since P k ∈ Om×r, Step
2 is computing the SVD of X̂k+1 to seek a new factor pair (Ûk+1, V̂ k+1) such that the
subproblem in Step 3 has a closed-form solution. By Proposition 4.1 below, (Ûk+1, V̂ k+1)
is at least as good as (Ûk+1, V
k
) for the function Φ̂λ,µ(·, ·, U k, V k). Similarly, by letting
X
k+1
:= Ûk+1(V k+1)T = P̂ k+1D̂k+1(V k+1)T, Step 4 is computing the SVD of X
k+1
to
seek a factor pair (U
k+1
, V
k+1
) such that the subproblem in Step 1 has a closed-form
solution. Such a technique appeared in the alternating least squares method of [14].
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(b) Let Z
k
:= X
k−L−1f ∇f(X
k
). By the expression of Φ̂λ,µ, Step 1 is equivalent to seeking
Uk+1 ∈ argmin
U∈Rn×r
{Lf
2
∥∥ZkP k− UDk∥∥2
F
+
µ
2
‖U‖2F + λ‖U‖2,0 +
γ1,k
2
∥∥U − Uk∥∥2
F
}
= argmin
U∈Rn×r
{1
2
∥∥Gk − UΛk∥∥2
F
+ λ‖U‖2,0
}
with Gk :=
(
LfZ
k
P k+γ1,kP̂
kQk
)
Dk(Λk)−1 for P̂ 0 = I and Λk :=
[
Lf (D
k)2+(µ+γ1,k)I
]1/2
.
By this, it is easy to calculate that the columns of Uk+1 take the following form
Uk+1i =
{
1
σi(Λk)
Gki if ‖Gki ‖ >
√
2λ;
0 if ‖Gki ‖ ≤
√
2λ
for i = 1, 2, . . . , r. (25)
Similarly, with Ẑk+1 := X̂k+1−L−1f ∇f(X̂k+1), ∆k+1 :=
[
Lf (D̂
k+1)2+(µ +γ2,k)I
]1/2
and
Hk+1 :=
(
Lf (Ẑ
k+1)TP̂ k+1+γ2,kP
kQ̂k+1
)
D̂k+1(∆k+1)−1, it holds that
V k+1i =
{
1
σi(∆k+1)
Hk+1i if ‖Hk+1i ‖ >
√
2λ;
0 if ‖Hk+1i ‖ ≤
√
2λ
for i = 1, 2, . . . , r. (26)
Thus, the computation cost of Algorithm 2 in each step involves an SVD of an n × r
matrix and an m× r matrix, and the multiplication of n× r and m× r matrices.
For the iterate sequence generated by Algorithm 2, we have the following results.
Proposition 4.1 Let
{
(Uk, V k, Ûk, V̂ k, U
k
, V
k
)
}
k∈N
be generated by Algorithm 2. Then,
(i) for each k ∈ N, it holds that
Φλ,µ(U
k
, V
k
) ≥ Φλ,µ(Ûk+1, V̂ k+1) + γ1,k
2
‖Uk+1 − Uk‖2F ; (27)
≥ Φλ,µ(Uk+1, V k+1) + γ1,k
2
‖Uk+1− Uk‖2F +
γ2,k
2
‖V k+1− V̂ k+1‖2F ,
and hence the sequence {Φλ,µ(Uk, V k)}k∈N is nonincreasing and convergent.
(ii) The iterate sequence
{
(Uk, V k, Ûk, V̂ k, U
k
, V
k
)
}
k∈N
is bounded.
(iii) There is k ∈N such that for all k ≥k, JV k=JUk=JÛk=JV̂ k=JV k=JUk=JUk+1 .
Proof: (i) By the expression of Φ̂λ,µ and the definition of U
k+1 and V k+1, we have
Φλ,µ(U
k
, V
k
) ≥ Φ̂λ,µ(Uk+1, V k, Uk, V k) + γ1,k
2
‖Uk+1 − Uk‖2F ; (28a)
Φλ,µ(Û
k+1, V̂ k+1) ≥ Φ̂λ,µ
(
Ûk+1, V k+1, Ûk+1, V̂ k+1
)
+
γ2,k
2
‖V k+1 − V̂ k+1‖2F . (28b)
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By Remark 4.1(a), we know that X̂k+1 = Uk+1(V
k
)T = Ûk+1(V̂ k+1)T. This means that
F̂ (Uk+1, V
k
, U
k
, V
k
) = F̂ (Ûk+1, V̂ k+1, U
k
, V
k
). (29)
In addition, by the definition of Ûk+1 and V̂ k+1, equation (5) and [31, Lemma 1],
1
2
(‖Uk+1‖2F + ‖V k‖2F ) ≥ ‖X̂k+1‖∗ = 12(‖Ûk+1‖2F + ‖V̂ k+1‖2F );
1
2
(‖Uk+1‖2,0 + ‖V k‖2,0) ≥ rank(X̂k+1) = 1
2
(‖Ûk+1‖2,0 + ‖V̂ k+1‖2,0).
By combining the two inequalities with equality (29), it is immediate to obtain that
Φ̂λ,µ(U
k+1, V
k
, U
k
, V
k
) ≥ Φ̂λ,µ(Ûk+1, V̂ k+1, Uk, V k)
Similarly, by Remark 4.1(a), X
k+1
= Ûk+1(V k+1)T = U
k+1
(V
k+1
)T, which along with
the definition of U
k+1
and V
k+1
implies that the following inequality holds:
Φ̂λ,µ(Û
k+1, V k+1, Ûk+1, V̂ k+1) ≥ Φ̂λ,µ(Uk+1, V k+1, Ûk+1, V̂ k+1).
Now substituting the last two inequalities into (28a) and (28b) respectively yields that
Φλ,µ(U
k
, V
k
) ≥ Φ̂λ,µ(Ûk+1, V̂ k+1, Uk, V k) + γ1,k
2
‖Uk+1 − Uk‖2F ; (31a)
Φλ,µ(Û
k+1, V̂ k+1) ≥ Φ̂λ,µ(Uk+1, V k+1, Ûk+1, V̂ k+1) + γ2,k
2
‖V k+1 − V̂ k+1‖2F . (31b)
In addition, by the definition of F and F̂ , we have F (Ûk+1, V̂ k+1)≤ F̂ (Ûk+1, V̂ k+1, Uk, V k),
and then Φ̂λ,µ(Û
k+1, V̂ k+1, U
k
, V
k
) ≥ Φλ,µ(Ûk+1, V̂ k+1). Together with (31a), we obtain
(27). In addition, we have Φ̂λ,µ(U
k+1
, V
k+1
, Ûk+1, V̂ k+1) ≥ Φλ,µ(Uk+1, V k+1). Combin-
ing this inequality with (31b) and (27), we obtain the second inequality.
(ii) From Step 5 of Algorithm 2, γ1,k ≥ γ1 and γ2,k ≥ γ2. Along with part (i), it follows
that Φλ,µ(U
k
, V
k
) ≤ Φλ,µ(U0, V 0) for each k ∈ N. Recall that the function Φλ,µ is
coercive. Hence, the sequence {(Uk, V k)}k∈N is bounded. In addition, from (27) and the
coerciveness of Φλ,µ, the sequence {(Ûk+1, V̂ k+1)}k∈N is also bounded. Together with
part (i), it follows that the sequence {(Uk, V k)}k∈N is also bounded.
(iii) Fix an arbitrary k ∈ N. We first argue that the following inclusions hold:
J
U
k+1 ⊆ JÛk+1 ⊆ JUk , JV k+1 ⊆ JV̂ k+1 = JÛk+1 ⊆ JV k and JUk+1 ⊆ JUk . (32)
By the definition of (U
k
, V
k
) and (Ûk, V̂ k), for each k ∈ N, J
U
k = J
V
k and JÛk = JV̂ k .
By equation (25), JUk+1 ⊆ JGk , while by the expression of Gk in Remark 4.1 (b), we
deduce that JGk ⊆ JDk . This, by V k = P kDk, implies that JUk+1 ⊆ JV k = JUk . So,
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the last inclusion in (32) holds. By the expression of V k+1 in (26), we deduce that
JV k+1 ⊆ JÛk+1 = JV̂ k+1 . Together with JUk+1 ⊆ JV k , it follows that
‖Ûk+1‖2,0 = ‖V̂ k+1‖2,0 = rank(Xk+1) ≤ ‖Uk+1‖2,0 ≤ ‖V k‖2,0 = rank(Xk).
Thus, J
Ûk+1
⊆ J
V
k = J
U
k , and the second group of inclusions in (32) hold. Notice that
‖Uk+1‖2,0 = ‖V k+1‖2,0 = rank(Xk+1) ≤ min(‖Ûk+1‖2,0, ‖V k+1‖2,0).
So, J
U
k+1 ⊆ JÛk+1 . Since JÛk+1 ⊆ JV k = JUk , the first group of inclusions in (32) hold.
Moreover, the last two inequalities imply that
‖Uk+1‖2,0 ≤ ‖V k+1‖2,0 ≤ ‖V̂ k+1‖2,0 = ‖Ûk+1‖2,0 ≤ ‖Uk+1‖2,0 ≤ ‖Uk‖2,0. (33)
This means that the sequence {‖Uk‖2,0}k∈N is nonincreasing and convergent. By using
(33) again, limk→∞ ‖Uk‖2,0 = limk→∞ ‖V k‖2,0 = limk→∞ ‖Uk‖2,0 = limk→∞ ‖Ûk‖2,0.
Since {‖Uk‖2,0} is a nonnegative integer sequence, along with (32) we get the result. ✷
Proposition 4.1 (iii) states that the nonzero column indices of {(Uk, V k)}k∈N tend to
be stable for all k large enough. Inspired by this, we develop a hybrid AMM method in
which, Algorithm 2 is first used to generate a point pair (U
k
, V
k
) with a stable nonzero
column index set, and then an alternating MM method similar to Algorithm 1 with
(U
k
, V
k
) as a starting point is applied to
min
U∈Rn×κ,V ∈Rm×κ
Fµ(U, V ) with κ = |JUk | (34)
which is an unconstrained smooth problem. The iterates of the hybrid AMM method
are as follows.
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Algorithm 3 (Hybrid AMM method for solving (6))
Initialization: Seek an output (U
k
, V
k
) of Algorithm 2 applied to problem (6) with a
stable nonzero column index set. Choose a large γ > 0, and β0 ∈ [0, β) with β ∈ [0, 1].
Let κ = |J
U
k | and (U0, V 0) := (Uk, V k). Set (U−1, V −1) := (U0, V 0) and l := 0.
while the stopping conditions are not satisfied do
1. Select γ > γ1,l > τV l . Let U˜
l := U l + βl(U
l − U l−1) and compute
U l+1 ∈ argmin
U∈Rn×κ
{
〈∇UF (U˜ l, V l), U〉+ µ
2
‖U‖2F +
γ1,l
2
‖U−U˜ l‖2F
}
. (35)
2. Select γ > γ2,l > τU l+1 . Let V˜
l := V l + βl(V
l − V l−1) and compuate
V l+1∈ argmin
V ∈Rm×κ
{
〈∇V F (U l+1, V˜ l), V 〉+ µ
2
‖V ‖2F +
γ2,l
2
‖V −V˜ l‖2F
}
. (36)
3. Update βl by βl+1 ∈ [0, β) and let l← l + 1.
end while
Remark 4.2 (a) When r is a rough upper estimation for the optimal (or true) rank,
the value of κ is usually much less than r due to the column ℓ2,0-norm term in (6), and
is close to the optimal (or true) rank. Thus, the computation cost of Algorithm 3 is
expected to be much less than that of Algorithm 1 and 2. In particular, by following the
same arguments as those for Proposition 3.1 and 3.2, one may show that the sequence
{(U l, V l)}l∈N generated by Algorithm 3 is globally convergent and its limit, say (U∗, V ∗),
is also a critical point of Φλ,µ associated to r = κ by Proposition 2.1.
5 Numerical experiments
In this section we shall test the performance of Algorithm 1 and 3 by applying them
to matrix completion problems in a general sampling, and their codes can be obtained
through https://github.com/SCUT-OptGroup/UVFL20. Several papers [9, 16, 32] have
adopted the matrix max-norm as a convex surrogate for the rank and demonstrated via
numerical experiments that the max-norm regularized approach outperforms the nuclear-
norm based one for matrix completion and collaborative filtering under non-uniform
sampling schemes. To confirm the efficiency of the column ℓ2,0-norm regularized model
(6), we compare the obtained results with that of the ADMM developed in [9] for the
SDP reformulation of the max-norm penalized LS model and that of the alternating least
squares (ALS) method in [14] for the factorized model (4). The ALS method has the
same iterate steps as Algorithm 2 does except that the column ℓ2,0-norm in Φ̂λ,µ and the
proximal term in Step 1 and 3 are removed. All the numerical tests of this section were
performed in MATLAB on a desktop computer running on 64-bit Windows Operating
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System with an Intel(R) Core(TM) i7-7700 CPU 3.60GHz and 16 GB RAM.
5.1 Matrix completions in a general sampling
We consider the matrix completion problem in a general sampling scheme. We assume
that a random index set Ω =
{
(it, jt) : t = 1, . . . , p
} ⊂ ([n]× [m])p is available, and that
the samples of the indices are drawn independently from a general sampling distribution
Π = {πkl}k∈[n],l∈[m] on [n] × [m]. We adopt the same non-uniform sampling scheme as
in [9], i.e., for each (k, l) ∈ [n]× [m], take πkl = pkpl with
Scheme 1 : pk =

2p0 if k ≤ n10
4p0 if
n
10 ≤ k ≤ n5
p0 otherwise
or Scheme 2 : pk =

3p0 if k ≤ n10
9p0 if
n
10 ≤ k ≤ n5
p0 otherwise
(37)
where p0 > 0 is a constant such that
∑n
k=1 pk = 1 or
∑m
l=1 pl = 1. With the index set Ω,
for any X ∈ Rn×m, XΩ ∈ Rn×m is the projection of X onto the set Ω, i.e., [XΩ]ij = Xij
if (i, j) ∈ Ω, otherwise [XΩ]ij = 0. The function f in model (4) and (6) has the form
f(X) =
1
2
∥∥XΩ −MΩ∥∥2F ∀X ∈ Rn×m,
where Mij for (i, j) ∈ Ω are the observed entries. For the synthetic data, we assume that
Mit,jt =M
∗
it,jt + σ(ξt/‖ξ‖)‖MΩ‖F for t = 1, 2, . . . , p, (38)
where M∗ ∈ Rn×m is the true matrix of rank r∗, ξ = (ξ1, . . . , ξp)T is the noisy vector
whose entries are i.i.d. random variables obeying N(0, 1), and σ > 0 is the noise level.
5.2 Implementation of algorithms
For the ADMM in [9], we use the default stopping criterion, starting point and parameters
in the code provided by Prof. Fang. As mentioned before, the ADMM is developed for
solving the SDP reformulation of the max-norm penalized LS model:
min
Z∈Sn+m
+
{1
2
∥∥Z1,2Ω −MΩ∥∥2F + λ‖diag(Z)‖∞ s.t. ‖Z12‖∞ ≤ α} (39)
where Z =
(
Z11 Z12
(Z12)T Z22
)
with Z11 ∈ Sn, Z22 ∈ Sm and Z12 ∈ Rn×m, and α > 0 is
an upper bound for the elementwise ℓ∞-norm of the unknown true matrix M
∗. We find
that the code of ADMM is solving model (39) with a varying λ instead of a fixed λ. In
other words, they consider a sequence of max-norm convex surrogate models of (2). The
rest of this part focuses on the implementation detail of other three algorithms.
By comparing (23a)-(23b) with the optimality conditions of problem (6), we have
Ek+1U ∈ ∇f(Uk+1(V k+1)T)V k+1 + µUk+1 + λ∂‖Uk+1‖2,0;
Ek+1V ∈ [∇f(Uk+1(V k+1)T)]TUk+1 + µV k+1 + λ∂‖V k+1‖2,0
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where
Ek+1U :=
[∇f(Uk+1(V k+1)T)V k+1 −∇f(U˜k(V k)T)V k]+ γ1,k(U˜k−Uk+1);
Ek+1V :=
[∇f(Uk+1(V k+1)T)TUk+1 −∇f(Uk+1(V˜ k)T)TUk+1]+ γ2,k(V˜ k−V k+1).
So, we terminate Algorithm 1 at (Uk, V k) whenever rank(Xk) = · · · = rank(Xk−19) with
Xk = Uk(V k)T and either of the following conditions holds:
‖(EkU , EkV )‖F
1 + ‖Xk‖F ≤ ǫ1 or
max1≤i≤19 |Φλ,µ(Uk, V k)−Φλ,µ(Uk−i, V k−i)|
max(1,Φλ,µ(Uk, V k))
≤ ǫ.
From the optimality conditions of (34), we terminate Algorithm 3 at (U l, V l) when
‖(ElU , ElV )‖F
1 + ‖U l(V l)T‖F ≤ ǫ3 or
max1≤i≤19 |Fµ(U l, V l)− Fµ(U l−i, V l−i)|
max(1, Fµ(U l, V l))
≤ ǫ.
For the ALS method, we adopt a stopping criterion stronger than the one used in [14]:
rank(Xk) = · · · = rank(Xk−19) for Xk= Uk(V k)T, ‖U
k
(V
k
)T − Uk−1(V k−1)T‖2F
‖Uk−1(V k−1)T‖2F
≤ ǫ2.
Unless otherwise stated, we choose ǫ1 = 10
−3, ǫ = 10−4, ǫ3 = 5× 10−3 and ǫ2 = 10−6.
Next we pay our attention to the choice of parameters involved in Algorithm 1 and 3.
We always use Nesterov’s accelerated strategy [24] to yield βk in Algorithm 1 and 3, i.e.,
βk =
tk−1
tk+1
with t0 = 1 and tk+1 =
1+
√
4t2
k
+1
2 . Although our convergence results require a
restriction on βk, preliminary tests indicate that Algorithm 1 and 3 still converge without
it for such βk. Hence, we do not impose any restriction on such βk for the subsequent
testing. We choose γ1,0 = γ2,0 = 2.5‖MΩ‖, and set γ1,k = ρlkγ1,0 and γ2,k = ρmkγ2,0 with
ρ = 1.05, where lk and mk are the smallest nonnegative integers l and m such that
F (U(ρl), V k) ≤ F (U˜k, V k) + 〈∇UF (U˜k, V k), U(ρl)− U˜k〉+ ρ
lγ1,0
2
‖U(ρl)− U˜k‖2F ,
F (Uk+1,V (ρm)) ≤ F (Uk+1,V˜ k)+〈∇VF (Uk+1,V˜ k), V (ρm)−V˜ k〉+ ρ
mγ2,0
2
‖V (ρm)−V˜ k‖2F .
Here, U(ρl) is an optimal solution of the subproblem (12) with γ1,k replaced by ρ
lγ1,0,
and V (ρm) is an optimal solution of the subproblem (13) with γ2,k replaced by ρ
mγ2,0.
Such a backtracking search strategy is also applicable to Algorithm 3. In addition, for
Algorithm 2, we always choose ̺ = 0.8, γ1 = γ2 = 10
−8 and γ1,0 = γ2,0 = 0.01.
For the subsequent tests, we choose (P1Σr(MΩ)
1/2, Q1Σr(MΩ)
1/2) as the starting
point (U0, V 0) of Algorithm 1, where P1 and Q1 are the matrix consisting of the first r
largest left and right singular vectors, respectively, and choose (P1, Q1) as the starting
point (U0, V 0) of Algorithm 2 and the ALS method. For the parameters of model (6),
we always choose µ = 10−8 and r = min(n,m, 150). To choose an appropriate λ, we first
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apply Algorithm 1 and 3 to model (6) with λ = 10cλSR‖MΩ‖F for different cλ, where
SR is the sample ratio and MΩ is generated randomly in the same way as in Section 5.3
with r∗ = 10 and n = m = 1500. The first two subfigures in Figure 1 show that there
is an interval of λ such that Algorithm 1 and 3 applied to model (6) with one of λ in
this interval yield a lower relative error and a rank equal to the true rank r∗. Inspired
by this, we always set λ = 10cλSR‖MΩ‖F with cλ chosen heuristically. In practice, one
may use cross validation to choose cλ such that the associated λ lies in such an interval.
In addition, we apply the ALS to model (4) with the same MΩ and λ = cλSR‖MΩ‖
for different cλ. The last subfigure in Figure 1 shows that there is an interval of λ such
that the outputs of ALS applied to model (4) with one of λ in this interval have a lower
relative error but their ranks are higher than r∗. So, we set λ = cλSR‖MΩ‖ for model
(4) with cλ chosen heuristically so that the associated λ could belong to this interval.
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Figure 1: The relative error and rank curves of three solvers under different λ for SR = 0.2
5.3 Numerical results for simulated data
We test four solvers on simulated data under the non-uniform sampling scheme in (37).
Specifically, we let the true matrix M∗ be generated by M∗ =M∗L(M
∗
R)
T, where M∗L and
M∗R are two n × r∗ matrices with each entry sampled independently from the standard
normal distribution N(0, 1). Thus, M∗ ∈ Rn×n is a rank r∗ matrix. The noisy observa-
tion entries Mit,jt with (it, jt) ∈ Ω are obtained from (38) with σ = 0.1 and ξt ∼ N(0, 1),
where the sampling index set Ω is obtained by using Scheme 1. To evaluate the matrix
recovery results, we adopt the metric of relative error (RE) given by ‖X
out−M∗‖F
‖M∗‖F
, where
Xout represents the output of a solver. We consider different setting of n, r∗ and SR, and
run simulation under each setting for five different instances.
Table 1 reports the averaged RE, rank and running time (in seconds) of four solvers,
where the results of ADMM are not reported for n ≥ 3000 because it is too time-
consuming. We observe that for all test instances, the outputs of Algorithm 1 and 3 not
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only have much lower RE than the outputs of ALS and ADMM do, but also their ranks
are all equal to the true r∗. By Figure 1, there is an interval such that their outputs
when solving (6) with λ from this interval have similar performance. This means that
the proposed column ℓ2,0-regularized factorization model is superior to other two models
in capturing a solution with low rank and low RE for non-uniformly sampled data. The
last two columns of Table 1 show that the max-norm penalized model is suitable for
non-uniform sampling in terms of RE, but it is unable to promote a low-rank solution;
while the nuclear-norm regularized factorization model can promote a low-rank solution,
but is not suitable for non-uniformly sampled data due to very high RE. This coincides
with the numerical results obtained in [9] for the nuclear-norm penalized model and the
max-norm penalized model.
Table 1: Averaged RE and running time of solvers for non-uniformly sampled data
n (r∗, SR) Algorithm 1 Algorithm 3 ALS ADMM
cλ NMAE rank time cλ NMAE rank time cλ NMAE rank time NMAE rank time
1000 (8,0.10) 50 0.064 8 3.43 10 0.065 8 3.15 0.80 0.766 22 6.44 0.191 666 156.2
(8,0.15) 45 0.046 8 4.54 10 0.047 8 3.44 0.24 0.617 23 14.2 0.154 751 153.5
(8,0.20) 45 0.038 8 4.98 10 0.038 8 3.36 0.16 0.612 21 13.1 0.135 729 153.9
(8,0.25) 45 0.032 8 5.54 10 0.032 8 3.26 0.14 0.347 16 7.75 0.128 1000 156.3
(10,0.10) 45 0.075 10 3.45 10 0.075 10 3.30 3.5 0.850 20 3.19 0.195 678 151.3
(10,0.15) 40 0.052 10 4.61 10 0.053 10 3.52 2.5 0.807 20 2.93 0.160 741 150.9
(10,0.20) 40 0.043 10 5.02 10 0.043 10 3.50 1.8 0.753 20 2.89 0.142 728 151.4
(10,0.25) 40 0.036 10 5.72 10 0.036 10 3.54 1.5 0.727 20 2.67 0.132 1000 153.2
(20,0.10) 40 0.134 20 3.83 8.0 0.129 20 3.76 1.0 0.790 44 11.4 0.253 691 154.5
(20,0.15) 32 0.082 20 4.51 6.0 0.082 20 4.08 1.0 0.700 40 4.56 0.187 765 153.6
(20,0.20) 32 0.099 20 4.97 6.0 0.065 20 3.94 1.0 0.679 40 3.45 0.159 719 154.5
(20,0.25) 28 0.053 20 5.59 5.0 0.054 20 3.79 1.0 0.646 40 3.05 0.141 1000 156.0
3000 (10,0.10) 120 0.038 10 32.8 30 0.038 10 34.0 1.0 0.765 30 33.1 - - -
(10,0.15) 95 0.028 10 38.8 30 0.028 10 33.6 1.0 0.660 20 28.2 - - -
(10,0.20) 95 0.024 10 43.8 30 0.024 10 35.2 1.0 0.642 20 26.2 - - -
(10,0.25) 95 0.020 10 51.7 30 0.020 10 34.0 1.0 0.590 20 25.9 - - -
(20,0.10) 100 0.055 20 32.6 25 0.055 20 36.1 1.0 0.766 45 93.0 - - -
(20,0.15) 80 0.041 20 38.2 25 0.041 20 35.6 1.0 0.667 40 30.2 - - -
(20,0.20) 80 0.034 20 43.3 25 0.034 20 37.0 1.0 0.651 40 26.7 - - -
(20,0.25) 80 0.029 20 51.0 25 0.029 20 35.6 1.0 0.606 40 25.8 - - -
5000 (10,0.10) 200 0.029 10 92.7 40 0.028 10 99.2 1.0 0.761 30 97.7 - - -
(10,0.15) 160 0.022 10 111.9 30 0.022 10 101.2 1.0 0.656 20 79.4 - - -
(10,0.20) 160 0.018 10 121.3 30 0.018 10 106.0 1.0 0.639 20 75.8 - - -
(10,0.25) 160 0.016 10 152.8 30 0.016 10 100.4 1.0 0.585 20 74.8 - - -
(20,0.10) 200 0.041 20 93.5 40 0.041 20 106.6 1.0 0.759 46 173.5 - - -
(20,0.15) 160 0.031 20 113.0 30 0.031 20 107.8 1.0 0.662 40 84.0 - - -
(20,0.20) 160 0.026 20 130.0 30 0.026 20 112.6 1.0 0.645 40 77.4 - - -
(20,0.25) 160 0.022 20 153.9 30 0.022 20 106.5 1.0 0.596 40 76.6 - - -
In addition, we also plot how the relative errors decrease as sampling ratio increases
under the two sampling schemes. Specifically, for SR = 0.04, 0.06, 0.08, . . . , 0.2, r∗ = 5
and n = m = 1000, we plot the average RE over five repetitions in Figure 2, which
indicates that under non-uniform sampling schemes, Algorithm 1 and 3 have the better
performance than the ADMM does, while the ALS approach gives the poorest results.
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Figure 2: The relative errors of four solvers under different sampling ratios for noisy case
5.4 Numerical results for real data
We test four methods with the matrix completion problems based on some real data sets,
including the Jester joke dataset, the MovieLens dataset, and the Netflix dataset. For
each data set, let M0 be the original incomplete data matrix such that the ith row ofM0
corresponds to the ratings given by the ith user. We first consider the Jester joke dataset
which is available through http://www.ieor.berkeley.edu/~goldberg/jester-data/.
This dataset contains more than 4.1 million ratings for 100 jokes from 73, 421 users. The
whole Jester joke dataset contains three subdatasets: (1) jester-1: 24,983 users who rate
36 or more jokes; (2) jester-2: 23,500 users who rate 36 or more jokes; (3) jester-3: 24,938
users who rate between 15 and 35 jokes. More descriptions can be found in [7, 21, 35],
where the nuclear-norm convex relaxation is used to study this dataset. Due to the large
number of users, we first randomly select nu rows from M
0 and then randomly permute
the ratings from these users to generate M ∈ Rnu×100 as in [9]. Next, we adopt Scheme
1 to generate a set of observed indices Ω. Since we can only observe the entry (j, k) if
(j, k) ∈ Ω and Mjk is given, the actual sampling ratio is less than the input SR.
Since the true M∗ is unknown for real datasets, we cannot compute the relative error
as we did for the simulated data. Similar to [35], we take the metric of the normalized
mean absolute error (NMAE) to measure the accuracy of the output of an algorithm:
NMAE =
∑
(i,j)∈Γ\Ω |Xouti,j −Mi,j |
|Γ\Ω|(rmax − rmin) ,
where Γ := {(i, j) ∈ [nu] × [100] : Mij is given} denotes the set of indices for which Mij
is given, rmin and rmax denote the lower and upper bounds for the ratings, respectively.
In the Jester joke dataset, the range is [−10, 10]. Thus, we have rmax − rmin = 20.
For the Jester joke dataset, we consider different settings of nu and SR, and report
the averaged NMAE, rank and running times (in seconds) in Table 2 after running each
setting five times. Among others, the results of ADMM for nu = 4000 are not reported
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Table 2: Averaged NMAE and running time of four methods using Jester joke dataset
Dataset (nu, SR) Algorithm 1 Algorithm 3 ALS ADMM
cλ NMAE rank time cλ NMAE rank time cλ NMAE rank time NMAE rank time
jester-1 (1000,0.15) 50 0.197 1 0.53 18 0.197 1 0.42 5 0.220 2 0.72 0.195 100 23.9
(1000,0.20) 50 0.189 1 0.31 18 0.189 1 0.16 4 0.220 2 0.40 0.190 100 24.2
(1000,0.25) 50 0.187 1 0.29 18 0.187 1 0.14 3 0.220 2 0.37 0.188 100 26.9
(2000,0.15) 60 0.202 1 0.98 24 0.195 1 0.53 5 0.220 2 1.11 0.215 81 181.9
(2000,0.20) 60 0.194 1 0.83 24 0.194 1 0.54 4 0.221 2 0.89 0.208 88 173.6
(2000,0.25) 60 0.189 1 0.95 24 0.189 1 0.57 3 0.221 2 1.02 0.201 94 157.7
(4000,0.15) 82 0.197 2 2.15 30 0.195 1 1.36 5 0.222 2 2.19 - - -
(4000,0.20) 82 0.190 1 1.60 30 0.191 1 1.02 4 0.222 2 1.67 - - -
(4000,0.25) 82 0.187 1 1.43 30 0.187 1 0.94 3 0.221 2 1.70 - - -
jester-2 (1000,0.15) 51 0.201 1 0.36 18 0.196 1 0.18 5 0.221 2 0.48 0.196 100 24.5
(1000,0.20) 51 0.189 1 0.25 18 0.189 1 0.13 4 0.222 2 0.30 0.192 100 24.3
(1000,0.25) 51 0.187 1 0.27 18 0.187 1 0.13 3 0.222 2 0.34 0.190 100 24.4
(2000,0.15) 60 0.196 2 1.12 24 0.194 1 0.73 5 0.222 2 1.16 0.195 100 174.5
(2000,0.20) 60 0.190 1 0.75 24 0.191 1 0.52 4 0.222 2 0.95 0.192 100 174.5
(2000,0.25) 60 0.188 1 0.79 24 0.188 1 0.51 3 0.222 2 0.93 0.190 100 174.2
(4000,0.15) 95 0.194 1 1.50 30 0.194 1 1.15 5 0.223 2 2.08 - - -
(4000,0.20) 95 0.187 1 1.32 30 0.187 1 0.90 4 0.222 1 1.54 - - -
(4000,0.25) 95 0.186 1 1.49 30 0.186 1 0.95 3 0.222 2 1.50 - - -
jester-3 (1000,0.15) 7 0.232 37 0.22 0.7 0.232 30 0.15 5 0.231 3 0.35 0.217 88 23.8
(1000,0.20) 7 0.231 36 0.21 0.7 0.231 29 0.14 4 0.229 3 0.35 0.212 87 26.4
(1000,0.25) 7 0.234 30 0.21 0.7 0.234 29 0.15 3 0.231 3 0.41 0.213 91 24.1
(2000,0.15) 10 0.231 37 0.92 0.8 0.231 35 0.72 5 0.230 3 1.39 0.217 91 173.9
(2000,0.20) 10 0.231 35 0.83 0.8 0.232 32 0.81 4 0.230 3 1.42 0.212 91 174.7
(2000,0.25) 10 0.232 31 0.96 0.8 0.233 35 0.78 3 0.230 4 1.20 0.213 91 174.0
(4000,0.15) 13 0.232 41 2.73 1.2 0.232 33 2.53 5 0.231 2 3.37 - - -
(4000,0.20) 13 0.232 40 2.71 1.2 0.233 35 2.51 4 0.232 2 3.05 - - -
(4000,0.25) 13 0.231 35 2.83 1.2 0.233 34 2.69 3 0.230 3 3.17 - - -
since the adjusting scheme of λ is not available in the code. We see that for jester-1 and
jester-2, Algorithm 1 and 3 yield comparable even a little better NMAE than the ADMM
does, but for jester-3 they give a little worse NMAE than the ALS and ADMM do. For
all settings, Algorithm 1 and 3 yield much lower rank and require much less running time
than the ADMM does. The ALS yields the worst NMAE for jester-1 and jester-2, and
require comparable running time with that of Algorithm 1 and 3.
Next we consider the MovieLens dataset in http://www.grouplens.org/node/73.
The dataset contains two subdatasets: the Movie-100K dataset and the Movie-1M dataset,
and the ratings range is from rmin = 1 to rmax = 5. The Movie-100K dataset contains
100,000 ratings for 1682 movies by 943 users, while the latter contains 1,000,209 ratings
of 3900 movies made by 6040 users. For the Movie-100K dataset, we also consider the
data matrix M˜0 = M0 − 3 so as to be consistent with the code of ADMM. We first
randomly select nr users from M˜
0 and randomly select their nc column ratings, and then
sample the observed entries in two schemes. Table 3 reports the averaged NMAE, rank
and running time (in seconds) after running the setting (nr, nc) = (943, 1682) five times.
We see that Algorithm 3 yields a little better NMAE than other three solvers do, and for
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SR = 0.1 and 0.15 Algorithm 1 gives worse NMAE than the ADMM does. Algorithm 1
and 3 yield the lowest rank solutions, but the ADMM gives the highest rank solutions.
Table 3: Averaged NMAE and running time of four methods using Movie-100K dataset
SR Algorithm 1 Algorithm 3 ALS ADMM
cλ NMAE rank time cλ NMAE rank time cλ NMAE rank time NMAE rank time
Scheme 1 0.10 8 0.302 1 11.6 2.7 0.231 1 3.60 3.8 0.244 14 11.1 0.232 757 355.6
0.15 7 0.226 1 10.3 2.7 0.220 1 3.68 2.4 0.239 12 12.2 0.225 868 365.6
0.20 8 0.216 1 12.1 2.7 0.212 1 3.93 1.8 0.237 10 11.3 0.220 901 370.4
0.25 8 0.210 1 11.9 2.7 0.207 1 4.11 1.4 0.234 7 9.77 0.215 927 370.2
Scheme 2 0.10 8 0.304 1 11.3 2.7 0.232 1 3.60 3.8 0.244 14 11.1 0.233 753 356.0
0.15 7 0.260 1 14.5 2.7 0.221 1 3.84 2.4 0.242 12 10.5 0.226 852 358.0
0.20 8 0.218 1 11.7 2.7 0.216 1 4.28 1.8 0.239 10 9.58 0.221 900 361.0
0.25 8 0.211 1 11.4 2.7 0.208 1 4.04 1.4 0.236 7 9.72 0.217 922 368.0
Table 4: Averaged NMAE and running time of four methods using Movie-1M dataset
(nr ,nc) SR Algorithm 1 Algorithm 3 ALS ADMM
cλ NMAE rank time cλ NMAE rank time cλ NMAE rank time NMAE rank time
1500 × 1500 0.10 7.8 0.280 2 14.1 2.5 0.230 1 4.78 2.8 0.244 24 18.7 0.234 850 534.2
0.15 5.9 0.241 1 13.4 2.2 0.218 1 4.80 2.4 0.242 14 15.7 0.227 999 533.8
0.20 5.9 0.213 1 12.8 2.2 0.209 1 5.16 1.6 0.239 13 15.4 0.221 1100 540.7
0.25 5.9 0.207 1 13.4 2.2 0.205 1 5.32 1.5 0.238 7 13.2 0.217 1156 556.3
2000 × 2000 0.10 11 0.228 1 20.5 3.5 0.219 1 8.85 3.6 0.246 12 27.1 0.231 1245 1289.6
0.15 9 0.213 1 21.2 3.5 0.209 1 8.97 2.2 0.241 13 23.8 0.223 1415 1307.2
0.20 9 0.208 1 23.6 3.5 0.204 1 9.50 1.6 0.239 10 23.9 0.219 1524 1309.4
0.25 9 0.202 1 23.8 3.5 0.200 1 9.88 1.1 0.234 12 27.5 0.213 1602 1333.4
3000 × 3000 0.10 13 0.216 1 46.9 3.5 0.210 1 20.3 3.3 0.245 13 58.7 - - -
0.15 13 0.204 1 55.9 3.5 0.202 1 23.0 1.8 0.237 18 64.4 - - -
0.20 13 0.199 1 60.7 3.5 0.197 1 24.8 1.4 0.235 13 52.9 - - -
0.25 13 0.195 1 58.5 3.5 0.194 1 24.3 1.1 0.230 8 49.1 - - -
6040 × 3706 0.10 24 0.205 1 131.9 6.0 0.202 1 54.0 2.9 0.243 12 134.8 - - -
0.15 24 0.198 1 151.5 6.0 0.196 1 58.2 1.7 0.236 11 136.3 - - -
0.20 24 0.194 1 138.3 6.0 0.194 1 60.7 1.2 0.233 11 136.3 - - -
0.25 24 0.192 1 136.0 6.0 0.191 1 64.4 0.9 0.228 11 127.8 - - -
For the Movie-1M dataset, we first randomly select nr users and their nc column
ratings from M0, and then sample the observed entries in Scheme 1. We consider the
setting of nr = nc with nr = 1500, 2000 or 3000 and the setting of (nr, nc) = (6040, 3706).
Table 4 reports the averaged NMAE, rank and running time (in seconds) after running
five times for each setting. We see that for this dataset, the four solvers have the similar
performance as they do for the Movie-100K dataset.
We also consider the Netflix dataset in https://www.kaggle.com/netflix-inc/netflix-prize-data#qualifying.txt.
For this dataset, we first randomly select nr users and their nc column ratings from M
0,
and then sample the observed entries in the two schemes. We consider the setting of
nr = nc with nr = 6000, 8000 and 10000. Table 5 reports the averaged NMAE, rank and
running time (in seconds) of three solvers after running five times for each setting (the
results of ADMM are not reported since it is too time-consuming for these large-scale
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settings). We see that the three solvers have the similar performance for this dataset as
they do for the MovieLens dataset. Among others, Algorithm 3 yields the better outputs
than other two solvers do, and it requires less half of the time than Algorithm 1 does.
This shows that Algorithm 3 has a remarkable advantage in running time for large-scale
test instances.
Table 5: Averaged NMAE and running time of three methods using Netflix Dataset
(nr ,nc) SR Algorithm 1 Algorithm 3 ALS
cλ NMAE rank time cλ NMAE rank time cλ NMAE rank time
scheme 1 6000 × 6000 0.10 14 0.252 2 256.8 3.8 0.221 1 86.1 3.2 0.240 19 220.4
0.15 10 0.226 2 253.2 3.8 0.209 1 87.4 2.5 0.237 10 188.2
0.20 10 0.210 1 247.5 3.8 0.204 1 92.2 1.5 0.235 12 232.1
0.25 10 0.204 1 255.7 3.8 0.201 1 94.6 1.4 0.233 8 171.1
8000 × 8000 0.10 18 0.217 1 427.1 6.0 0.209 1 159.2 3.2 0.239 17 321.8
0.15 18 0.206 1 445.9 6.0 0.203 1 166.9 2.3 0.236 10 333.2
0.20 18 0.202 1 478.4 6.0 0.199 1 174.7 1.4 0.233 12 366.1
0.25 17 0.198 1 492.4 6.0 0.196 1 180.8 1.1 0.229 10 335.4
10000 × 10000 0.10 19 0.225 2 752.3 6.0 0.207 1 245.8 - - - -
0.15 19 0.203 1 728.6 6.0 0.200 1 268.3 - - - -
0.20 19 0.201 1 833.1 6.0 0.198 1 293.9 - - - -
0.25 19 0.197 1 798.8 6.0 0.195 1 293.9 - - - -
scheme 2 6000 × 6000 0.10 15 0.235 1 233.1 3.8 0.222 1 86.8 3.2 0.241 18 209.7
0.15 11.5 0.238 2 274.1 3.8 0.210 1 88.8 2.3 0.239 11 180.9
0.20 11.5 0.210 1 255.4 3.8 0.205 1 94.4 1.5 0.236 12 189.1
0.25 11.5 0.205 1 253.6 3.8 0.202 1 95.3 1.3 0.234 7 170.8
8000 × 8000 0.10 19 0.217 1 425.8 6.0 0.209 1 159.3 3.2 0.240 16 307.7
0.15 19 0.207 1 443.8 6.0 0.203 1 170.4 2.3 0.238 10 296.9
0.20 19 0.202 1 482.5 6.0 0.199 1 179.3 1.5 0.235 9 312.8
0.25 18 0.199 1 491.3 6.0 0.197 1 183.0 1.1 0.231 10 328.5
From the numerical tests of the previous two subsections, we conclude that for simu-
lated data, Algorithm 1 and 3 are superior to ALS and ADMM in terms of the rank and
relative error; and for the three real datasets, Algorithm 3 is superior to the other three
methods in terms of the rank and NMAE except for jester-3, and Algorithm 1 is worse
than ALS and ADMM do when SR = 0.1 and 0.15. In addition, Algorithm 3 is superior
to the other three methods in terms of running time, especially for large-scale setting.
6 Conclusion
We have proposed a column ℓ2,0-regularized factorization model for low-rank matrix
recovery to achieve the optimal (or true) rank from a rough estimation, so that the recent
theoretical results for factorization models work fully in practice. Although this model
involves a nonconvex nonsmooth and non-Lipschitz regularization term, no additional
stationary points are induced, and its (strong) local optimizers are almost determined
by the (strong) local minimizers of Fµ. We have developed an AMM method and a
hybrid AMM method for computing this model, and provided their global convergence
analysis. Numerical experiments are conducted on simulated data and real datasets for
matrix completion problems with non-uniform sampling, and comparison results with
the ALS [14] and the ADMM [9] verify that the proposed model has an advantage in
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promoting solutions with lower errors and ranks, and the hybrid AMMmethod is superior
to other three solvers for most of test instances in terms of the error, rank and running
time. An interesting future work is about the statistical study on the proposed model.
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