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Abstract
Quantum computing promises to deliver exponential speed-up
over classical machines in solving specific problems. However,
quantum information is susceptible to decoherence and errors, and
fault-tolerant quantum computing (FTQC) is the only realistic ap-
proach. In FTQC, operations are performed on logical qubits which
are encoded in physical qubits such that errors are correctable or
trackable. Specifically, in the repetition code for quantum error cor-
rection (QEC), qubits are encoded in Greenberger-Horne-Zeilinger
(GHZ)-type states to be protected from bit-flip or phase-flip errors.
It is important not to leave the protected subspace at any time to
meet the basic requirement for FTQC. Previous demonstrations of
the repetition code in various physical systems have circumvented
this requirement, detecting errors at the cost of decoding the log-
ical qubit. Using five superconducting qubits in circuit quantum
electrodynamics, we demonstrate quantum bit-flip error detection
at the logical-qubit level by stabiliser measurements for the first
time. These stabilisers are assessed by their ability to generate
GHZ-type entanglement: projecting a maximal superposition state
into the subspaces being stabilised, while maintaining the coher-
ence within each. To further characterise the error detection, we
intentionally apply errors on all qubits and assess the fidelities both
in the encoded subspace and at the logical-qubit level. Although
current fidelities of the stabiliser measurements preclude improve-
ments by error detection over idling, this demonstration is a critical
step towards larger codes based on stabiliser measurements in the
paradigm of FTQC.
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Chapter1
Introduction
1.1 Basic concepts of quantum information pro-
cessing
The quantum-mechanical framework is proven to be effective, with all the
success in understanding the dazzling phenomena in modern physics, and
in predicting properties of materials with unprecedented precisions. How-
ever, working out the quantum-mechanical formalism with classical com-
puters, based on common logic and arithmetic, is difficult and clumsy. We
lack the effective mathematical tools to treat large systems quantum me-
chanically, which are crucial to our understanding of the physical world.
In 1980s, R. Feynman and his contemporaries laid out the vision to simu-
late a quantum system with another well-controlled quantum system [1].
It appeared to be a clear ambition, and have been driving an immense
amount of research that greatly expands the scope of our capability to har-
ness the quantum nature.
Like A. Turing generalised the computer with his machine, the concept
of quantum simulators naturally extended to that of a universal quantum
computer which is capable to compute with “quantum-mechanical alge-
bra”. A classical computer is all about processing information encoded
in the state of bits, with a universal set of gates to realise any operation.
The state of a bit has two distinctive values 0 and 1. Similarly, a quan-
tum computer performs quantum information processing (QIP), while the
quantum information is encoded in the state of quantum bits (qubits). A
quantum computer which exploits concepts such as superposition and en-
tanglement of qubit states, is shown to be more efficient in solving specific
problems than a classical machine. Classical examples include Shor’s al-
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Figure 1.1: Bloch sphere representation of a quantum bit.
gorithm to factorise large numbers based on quantum Fourier transforma-
tion [2] and Grover’s algorithm to search random database [3].
A qubit is the smallest quantum system, i.e., a two-dimensional (2-D)
Hilbert space, with the basis states written as |0〉 and |1〉. The state of
a qubit can be any linear combination of the bases, |ψ〉 = α |0〉 + β |1〉,
with |α|2 + |β|2 = 1. This SU(2) can be represented by the rotation group
in 3-D space; therefore the qubit state can be parameterised as |ψ〉 =
eiδ(cos(θ/2) |0〉 + eiφ sin(θ/2) |1〉), where θ and φ are the polar and az-
imuthal angles of the coordinates on a unit sphere, respectively, and eiδ is
a global phase which is physically irrelevant. This unit sphere is called the
Bloch sphere; a Bloch vector pointing from origin to the surface represents
a qubit state. The SU(2) can also be represented by 2× 2 unitary matrices,
with the computational bases |0〉 = (1, 0)T, |1〉 = (0, 1)T. Any unitary
operation of the qubit state, a rotation in the Bloch sphere, can be written
as the operator Rnˆ(θ) = exp(−iθnˆ ·~σ/2) = cos(θ/2)I − i sin(θ/2)nˆ ·~σ,
where nˆ is the rotation axis in the Bloch sphere, I is identity, and ~σ =
(X, Y, Z) is a constructed vector with Pauli matrices
X =
(
0 1
1 0
)
, Y =
(
0 −i
i 0
)
, Z =
(
1 0
0 −1
)
, (1.1)
which are also the observables in the x-, y-, and z-basis. The advantage of
the Bloch representation is that the expectation values of the Pauli opera-
tors coincide with the coordinates of the Bloch vector (Figure 1.1).
For a system involving two qubits, the Hilbert space is spanned by
|00〉, |01〉, |10〉, and |11〉, with the abbreviation |00〉 ≡ |0〉 ⊗ |0〉 and etc. –
the tensor products of the two qubits. For more qubits, the Hilbert space
grows exponentially, i.e., the dimension N = 2n, where n is the number of
qubits. This reveals that only utilising the basis states, n qubits contain in-
2
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formation of N classical bits. Moreover, for a superposition state |ψ〉 =
α |00〉 + β |01〉 + γ |10〉 + δ |11〉, if a function f can be implemented to
transform the state |x〉 to | f (x)〉, |ψ〉 is transformed to α | f (00)〉+ β | f (01)〉+
γ | f (10)〉 + δ | f (11)〉, where f has been evaluated for all bases in paral-
lel. This so-called quantum parallelism, where the number of parallel eval-
uations grows exponentially with the number of qubits, outperforms the
linear increase of parallelism that a classical computer can do at best [4].
However, this computational power is not directly accessible via the prob-
abilistic measurements, and it can only be exploited in cleverly designed
quantum algorithms utilising entanglement and measurement.
Quantum entanglement is ubiquitous – a state is entangled if it cannot
be written as product states (tensor products of individual qubit states)
which only form a small subset of the multi-qubit Hilbert space. An en-
tangled state as simple as the Bell state (|00〉 + |11〉)/√2, can have the
“spooky action” that causes the concern in the famous Einstein-Podolski-
Rosen (EPR) problem [5]: Measuring one qubit locally deterministically
collapses the other qubit into the correlated state, no matter how far they
are apart. Entanglement also makes our previous picture of pure states
lying on the surface of a Bloch sphere incomplete: Bell state is a pure state
in the two-qubit space, but locally in the single qubit space, the state could
be either |0〉 or |1〉, but no correlation – a mixed state. In general, any
quantum state under study can be a subsystem of an entangled state in
a bigger picture (entangled with the environment), therefore a better de-
scription of the state is the density matrix, ρ ≡ ∑i pi |ψi〉 〈ψi|, a mixture of
pure states |ψi〉 with probability pi. For instance, during various decoher-
ence processes, the qubit state is a mixture, with the modulus of the Bloch
vector less than unity.
In summary, it is the quantum superposition and entanglement that
gives the QIP speed-ups over the classical computer, as shown in any
quantum algorithm (see, e.g., Ref. [6]). To generate entanglement, we
need genuine two-qubit gates, such as the quantum version of NOT gate
– controlled-NOT (CNOT) gate, or interchangeably the controlled-phase
(CPHASE) gate
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 , CPHASE =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 eiϕ
 , (1.2)
where the matrices are written in the bases {|0102〉, |0112〉, |1102〉, |1112〉},
with qubit 1 as the control qubit. Note they are interchangeable as I1 ⊗
3
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H2 · CPHASE · I1 ⊗ H2 = CNOT for ϕ = pi, where H is the Hadamard
gate
H =
1√
2
(
1 1
1 −1
)
. (1.3)
It is shown that the CNOT (or CPHASE), together with arbitrary single
qubit rotations, forms a universal set of gates for quantum computing, be-
ing able to entangle arbitrary qubits and perform any quantum algorithm
[7].
An alternative approach to QIP, in contrast to processing information
by a sequence of gates, is measurement-based quantum computing (MBQC)
[8]. In MBQC, QIP is performed by measurements only, on a prepared 2-
D pattern of entangled qubit-lattice (with nearest-neighbour Bell-type en-
tanglement). Quantum information is encoded in one dimension of the
fabric and proceeds (or teleport) along the other with desired operations
signalled by certain measurement results; and all measurements can be
done simultaneously. This scheme is attractive to certain physical systems
(e.g., see Ref. [9, 10]).
1.2 Quantum error and error correction
All physical processes are subjected to errors, which can be any unwanted
interaction with the environment of the system under consideration. Any
successful system either natural (e.g., the transcription of DNA) or man-
made (e.g., our mechanical wristwatches), is fault-tolerant to some extent,
helped by a discrete nature or a feedback mechanism.
The errors in the classical computing can be represented by bit flips. A
classical way to beat the errors is the repetition code (Figure 1.2a), where
each bit is protected by a large number of its copies (0 → 000 . . . 0, 1 →
111 . . . 1), and error correction is performed repeatedly. By the end of each
cycle, all copies are measured and a majority vote resets the bit with the
most probable state. The success rate for preserving the original state in-
creases as the number of copies grows, when the error probability per bit
perr < 0.5 (Figure 1.2b). In the simplest case of three copies, 0 → 000 and
1 → 111, the majority vote can protect the state when at most one copy
has been corrupted in a cycle. The effectiveness of repetition code lies on
the low probability for multiple errors to overturn the majority vote.
However, realising a repetition code for quantum error correction (QEC)
is not straightforward. A quantum state cannot be copied [11], and a mea-
surement will collapse the state to an eigenstate of the observable, destroy-
ing any coherence. Crucially, quantum errors are continuous, allowing
4
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Figure 1.2: The classical repetition code. a, schematics of the classical repetition
code. The dashed boxes indicate that bit-flip errors can happen on any copies
with probability perr, during operations or idling. b, the success rate of the major-
ity vote as a function of the error probability for each copy. The repetition code is
useful when perr < 0.5, and a larger code can improve the performance.
accumulation of infinitesimal errors. A common error for a qubit is qubit
relaxation, as one state (|1〉) is physically at higher energy and is subjected
to relaxation to the more stable one (|0〉). An exclusively quantum error is
qubit dephasing, where a superposition state loses its ensemble coherence,
e.g., a state lying on the equator of the Bloch sphere turns into a mixture of
states with different azimuthal angles. However, all errors can be decom-
posed into discrete errors with certain probabilities. Specifically, a decom-
position can consist of only bit-flip errors, X, phase-flip errors Z, and their
combination Y = iXZ. In principle, we only have to fight against these
two types of discrete errors.
In the quantum repetition code, the quantum state is not copied but en-
tangled with prepared ancillary qubits, bringing the redundancy required
for error correction: the encoding process. The details of the encoding de-
pend on which error one wants to protect from. For bit-flip errors, the state
|ψ〉 = α |0〉+ β |1〉 is mapped into a Greenberger-Horne-Zeilinger (GHZ)-
type state α |000 . . . 0〉+ β |111 . . . 1〉 via CNOT gates. Note that quantum
information is encoded in a 2-D subspace of a much larger Hilbert space.
The majority vote is then implemented by a decoding step analogous to
the encoding, followed by measurements of all ancillary qubits. The mea-
surement outcomes diagnose whether a bit-flip has occurred on the orig-
inal qubit or any of the ancillas, and apply the corresponding correction.
A three-qubit version is shown in Figure 1.3a, where the majority vote
can be achieved by a unitary gate: the controlled-controlled-NOT gate,
or Toffoli gate. Stemmed from the classical concept, the quantum repe-
tition code gives the same ideal performance as shown in Figure 1.2b.
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Figure 1.3: Schematics of three-qubit repetition code for bit-flip errors. a, three-
qubit bit-flip repetition code without measurements. The dashed boxes indicate
the possible bit-flip errors. b, three-qubit bit-flip repetition code with stabiliser
measurements and feedback corrections. The code repeats without decoding the
logical state. c, implementation of the ZZ stabiliser measurements by entangling
with ancillary qubits and measurements.
To protect against phase-flip errors, the protocol remains the same ex-
cept for a basis transformation, as a phase-flip in z-basis is equivalent to
a bit-flip in x-basis. This is realised by a Hadamard gates on each qubit;
and the logical qubit is encoded in α |+++ · · ·+〉+ β |− −− · · · −〉, with
|±〉 = (|0〉 ± |1〉)/√2.
However, in reality all operations – CNOT gates, measurements, and
even the corrections – are noisy, and leaving the qubit unprotected for a
finite time (between decoding and recoding) could be detrimental. The
paradigm of fault-tolerant quantum computing (FTQC), where all oper-
ations are performed at the logical-qubit level (built on large numbers
of redundancies at the physical-qubit level), allows successful QIP with
finite error probabilities in any component. As an example, the surface
code [12], allows full fault-tolerance when the gate-fidelity is above 99%,
already achieved in various elements (e.g., see Ref. [13]). In the surface
code, stabiliser measurements discretise and detect errors: the codespace
of a logical qubit, together with the other subspaces to which it is trans-
formed by local errors in the physical qubits, is spanned by the common
eigenstates of all stabiliser operators with specific eigenvalues. The mea-
surement results of the stabilisers – the eigenvalues – reflect the resulting
subspace and therefore what errors have occurred. For example, in the
6
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three-qubit bit-flip repetition code, the codespace α |010203〉+ β |111213〉 is
the common eigenstate of stabilisers Z1Z2 and Z2Z3 with eigenvalue +1
and +1, respectively. Note that they are just the parities of the excitations
in the qubit pairs, with result even or odd. The corrupted codespaces by
any bit-flip error, e.g., α |110203〉+ β |011213〉, are still eigenstates of Z1Z2
and Z2Z3, with different eigenvalues (here, −1 and +1). For single er-
rors, the stabiliser measurements can correctly tell which corruption has
occurred and correct it with feedback control∗ (Figure 1.3b). A stabiliser
measurement can be implemented by entangling the qubit-pair with an-
other ancillary qubit by CNOTs, and the measurement of this qubit reveals
and stabilises the parity (Figure 1.3c).
This stabiliser-measurement-based bit-flip repetition code is the main
focus of this thesis.
1.3 Physical implementations
A qubit can be realised in various physical systems. The required quantum
two-level system can be polarisations or spatial modes of photon, spins of
electrons or nuclei, specific atomic transitions, and specific levels of an ar-
tificial atoms made of quantum electric circuits. While isolation of a qubit
from its environment is essential to maintain coherence, interaction with
the environment is necessary for manipulations, measurements and en-
tanglement with other qubits. So what makes a qubit feasible for QIP? D.
DiVincenzo answered this question with his famous criteria [15]: a scal-
able system with well-defined qubits; the ability to initialise the qubits
to a pure state; long relevant coherence times compared to the gate op-
eration time; a universal set of gates; and qubit-specific measurements.
Several physical platforms satisfy these criteria and have been amply de-
veloped for QIP, such as nuclear magnetic resonance (NMR), linear optics,
trapped ions and atoms, spin or charge quantum dots, nitrogen-vacancy
(NV) centres in diamond, and superconducting quantum circuits. Al-
though many of the records are set by the forerunners like trapped ions
[16], solid-state architectures exhibit promising scalability and have ex-
perienced a steady advancement [17–19]. Particularly, superconducting
quantum circuits embrace the developed technologies in radio-frequency
electronics and nanofabrication with semi- and superconducting materi-
als. One of the most popular architectures of superconducting qubits is
∗In principle, feedback by measurements can be replaced by three Toffoli gates tar-
geted on the three encoded qubits respectively, controlled by the two ancillary qubits.
See Ref. [14]
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circuit quantum electrodynamics (circuit QED). Inspired by the successful
cavity QED in which natural atoms are controlled and monitored via pho-
tons in a cavity or vice versa, circuit QED explores the coupling between
qubits and microwave photons in resonators to protect, manipulate and
measure the qubits, and to mediate interactions between qubits. Its flex-
ibility in design allows to access the strong coupling regime of light and
matter due to the small mode volume of light, and to even enter unprece-
dented quantum regimes.
Despite the potentials, scaling up a quantum processor faces various
challenges [20], including manipulation and readout of individual qubits
while maintaining the coherences in all others, selective control of qubit-
qubit interactions regardless of the coupling strengths and complexities,
characterisation of a large-scale quantum process, closing the real-time
feedback loop towards QEC, and many more. However, the universality
of the circuit QED architecture and the increasing understanding of deco-
herence resulting from noise or interactions, make the on-going progress
optimistic.
In this thesis, we explore superconducting transmon qubits (section
2.1) in the circuit QED architecture.
1.4 Thesis objectives and overview
Although the concept of FTQC has been greatly explored, not even the
simplest QEC protocol with fault-tolerant character has been experimen-
tally realised. Previous demonstrations of QEC, using NMR [21], trapped
ions [22, 23], linear optics [24], superconducting qubits [25], and NV cen-
tres in diamond [26, 27] are inherently not fault-tolerant since the encoded
information leaves the protected subspace between each decoding and re-
coding step. Maintaining the encoded logical qubit in a protected sub-
space is a prerequisite towards FTQC. A very first progress in this path
would be the demonstration of QEC in the three-qubit repetition code
using stabiliser measurements. The main difficulties lie in maintaining
the multiple-qubit coherence during the protocol, and the single-shot fi-
delity of the stabiliser measurements. With recent progress in the genera-
tion of entanglement by parity measurement with superconducting qubits
[28, 29], it is natural to extend the application of parity measurement as
stabiliser measurement in a three-qubit space to demonstrate the simplest
QEC protocol.
This six-month master project has been focused on the first demonstra-
tion of quantum error detection, which is a preliminary step towards a full
8
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QEC protocol, based on the initial tune-ups of the system by Dr. Olli-Pentti
Saira, Dr. Visa Vesterinen, Dr. Stefano Poletto and Dr. ir. Diego Riste`. We
use a device with five transmon qubits at cryogenic temperature, three of
which are the data qubits in which we encode a logical bit of information
in the smallest QEC repetition code, and on which we perform double-
parity measurement to detect bit-flip errors. The other two qubits serve as
ancillas to implement parity measurements of the two pairs of data qubits.
We achieve high single-shot readout fidelity for the projective measure-
ments of ancilla qubits. Signalled by the ancilla results, the double-parity
measurement projects the three-data-qubit state into subspaces stabilised
by the measurement. We then show the generation of GHZ-type entan-
gled state by this projection from a maximal superposition, and the gene-
sis is witnessed to have genuine tripartite entanglement. We perform the
stabiliser measurements on an encoded logical qubit corrupted by inten-
tionally added bit-flip errors, showing their ability to discretise and detect
the errors. In summary, we realize one round of the QEC repetition code,
where we detect bit-flip errors, although we do not correct them.
This report aims to provide a comprehensive description of the exper-
iments performed for this demonstration. Before going into experimen-
tal details, a minimal theoretical background of transmon qubits and their
manipulations is introduced in chapter 2. We will focus on the qubit-cavity
interaction and how to use it to implement single-qubit gates and qubit-
qubit interactions. We then describe the experimental setup and methods
in chapter 3, including various protocols for gate tune-ups and state char-
acterisation. The core experiments and results are discussed in chapter
4, where we emphasise the assessment of the double-parity measurement
for quantum error detection, and the discussion on the metric for evaluat-
ing the ability to preserve a logical qubit. Finally in chapter 5, the work is
summarised, with an outlook for possible future studies, namely closing
the error correction loop via fast electronic feedback, turning error detec-
tion into full QEC.
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Chapter2
Circuit QED with superconducting
qubits
A basis element of superconducting quantum circuit is the LC circuit. It
is a harmonic oscillator of the collective variables, charge and flux, and
it can enter the quantum regime to give quantised excitations. But the
transition energies are degenerate – isolated two-level systems are not ac-
cessible. The necessity to realise a qubit is nonlinearity, here introduced
by Josephson junctions. They serve as nonlinear inductances that are key
to all designs of superconducting qubits. In this chapter, we introduce a
specific type – the charge qubit, and its modern modification. We briefly
formulate the interaction between qubit and cavity in the circuit QED ar-
chitecture to illustrate the basic qubit gates.
2.1 The transmon qubit
2.1.1 From Cooper-pair box to transmon
One of the very first superconducting qubits, the Cooper-pair box (CPB),
explores the nonlinear inductance of a Josephson junction in a simple man-
ner (Figure 2.1). Isolated by a gate capacitor Cg, the total number of Cooper
pairs in the two islands of the junction is constant, while Copper pairs tun-
nel back and forth through the weak link. It is helpful to understand the
origin of the nonlinearity in the charge basis, where the low energy states
are described by the difference in the number of Cooper pairs n in the two
11
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Vg EJ,CJ
Cg CPB
Figure 2.1: Circuit representation of a Cooper pair box. A Josephson junction is
represented by , with Josephson energy EJ and capacitance CJ , the dashed box
indicates the CPB in which the Cooper pairs are isolated.
islands. The phenomenological Hamiltonian of the CPB is given by [30]
HQ = 4EC∑
n
(
n− ng
)2 |n〉 〈n| − EJ
2 ∑n
(|n + 1〉 〈n|+ h.c.) , (2.1)
where EC = e2/2CΣ (CΣ is the total capacitance, and here, CΣ = CJ + Cg),
ng marks the charge offset set by the gate biasing, and EJ is the Josephson
energy which is a measure of the coupling strength across the junction.
The first term describes the Coulomb energy of the CPB and the second
term describes the tunnelling of a Cooper pair through the junction.
The tunnelling energy closely resembles a tight-binding model in the
band theory. We directly get a cosine-like dispersion−EJ cos ϕ, in the con-
jugate coordinate by Fourier transform |ϕ〉 = ∑n eiϕn |n〉. From the Hamil-
ton’s equation of motion
˙ˆϕ = − ∂H
h¯∂nˆ
=
4e2
h¯CΣ
(
n + ng
)
=
2e
h¯
V = Φ˙/Φ0, (2.2)
where nˆ = |n〉 n 〈n| is the number operator and Φ0 the flux quantum, we
find ϕ is directly related to the flux in the circuit, conventionally defined
as Φ =
∫ t
−∞ V(τ)dτ [30]. ϕ is shown to be the gauge invariant phase
difference between the two islands of the junction.
The CPB Hamiltonian now has the celebrated form:
HQ = 4EC
(
nˆ + ng
)2 − EJ cos ϕˆ. (2.3)
The energy levels and their charge dispersions can be numerically calcu-
lated in the charge basis (Figure 2.2). The periodicity of n = 1 results
from the indistinguishability of Cooper pairs in the superconducting con-
densate. In the CPB case where EJ ' EC, the eigenenergies Em exhibit
strong charge dispersion, i.e., they are extremely sensitive to noise in the
gate charge. The fluctuations in the qubit frequency leads to dephasing,
12
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Figure 2.2: Gate-charge dispersion of the eigenenergies of charge qubits. Nu-
merical calculations of the lowest three energy levels of a charge qubit are shown.
In the transmon region (d), the energy dispersion with respect to the gate charge
ng is exponentially decreased. Figure from [31].
hence low coherence time, which is the main obstacle for CPB. Although
working at the charge sweet spots of half-integer ng eliminates linear noise
sensitivity, stabilisation of the gate charge in a longer time scale required
for robust measurements is still of great technical challenge.
The transmon (short for superconducting transmission line-shunted plasma
oscillation) qubit has been developed to resolve this problem by going to
the regime EJ  EC, where the charge dispersion is exponentially sup-
pressed, while the anharmonicity α ≡ E01− E12 (where Emn ≡ En − Em) is
only reduced algebraically [31]. specifically, a first-order perturbation the-
ory gives E01 =
√
8EJEC − EC and α = −EC. Large EJ/EC can be reached
by shunting the junction with a large capacitor, increasing CΣ. Typically
it is achievable to have negligible charge dispersion while maintaining
an anharmonicity that is large enough (∼ 300 MHz for qubit working at
∼6 GHz) for control pulses in nanosecond timescale.
2.1.2 Frequency tunability and flux biasing
The frequency of this transmon is fixed, but replacing the single junction
with two junctions in parallel, as in a superconducting quantum interfer-
ence device (SQUID), allows tuning the Josephson energy EJ , hence the
13
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qubit frequency.
In a general case where the two junctions are not identical, the Joseph-
son Hamiltonian is given by
HJ = −EJ1 cos ϕˆ1 − EJ2 cos ϕˆ2, (2.4)
where the phase differences across the two junctions ϕ1 and ϕ2 satisfy
ϕ1 − ϕ2 = 2pin + 2piΦ˜/Φ0 with integer n and magnetic flux Φ˜ through
the SQUID loop [32] (note that Φ˜ is different from the flux variable of the
circuit Φ). Defining ϕˆ = (ϕˆ1 + ϕˆ2)/2 and the asymmetry d ≡ (EJ2 −
EJ1)/(EJ1 + EJ2), we have
HJ = −
(
EJ1 + EJ2
)
cos
(
piΦ˜
Φ0
)√
1+ d2 tan2
(
piΦ˜
Φ0
)
cos (ϕˆ− ϕ0) , (2.5)
where tan ϕ0 = d tan(piΦ˜/Φ0) can be gauged out for constant magnetic
flux. The coefficient of the cosine term cos(ϕˆ − ϕ0) can be viewed as an
effective EJ for the double junction. It can be tuned from EmaxJ = EJ2 + EJ1
to EminJ =
∣∣EJ2 − EJ1∣∣. Therefore the qubit frequency can be maximally
tuned for identical junctions. In general the asymmetry d is nonzero but
small, and the minimal reachable frequency is low enough.
Experimentally the magnetic flux through the SQUID loop can be pro-
vided by an external electromagnet or an on-chip constant current flow.
The latter also allows fast changes in the flux and hence fast tuning of the
qubit frequency.
Opening the tunability of frequency via magnetic flux also leaves the
frequency susceptible to flux noise. Similarly, there exists flux sweet spots
where the linear dependence of the qubit dephasing time on the flux noise
is eliminated [31].
2.2 Circuit quantum electrodynamics
Cavity QED is so named as atoms are placed inside a cavity. A cavity can
greatly alter the atom’s decay rate γ due to the Purcell effect by filtering
the electromagnetic environment into certain cavity modes. With a cavity
decay rate κ, strong coupling regime is reached when the coupling rate g
between the atom and the cavity photon satisfies g > κ,γ. Circuit QED is
the electric-circuit version of cavity QED and inherits most of the concepts.
We consider the strong coupling regime from here on.
14
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Figure 2.3: Schematic and example of circuit QED. a, basic structure of a double-
junction CPB coupled to a transmission line resonator; the lumped circuit repre-
sentation is also shown. Figure from [33]. b, photograph of an example of current
transmon qubits, coupling to three resonators. Note that a big shunting capaci-
tor (white) helps to reduce EC and it capacitively couples to the antinode of the
resonator mode. Photograph courtesy: A. Bruno.
2.2.1 Cavity-qubit interaction
In circuit QED, a cavity is implemented either by a direct analogy of a 3-D
microwave cavity, or by a 2-D coplanar waveguide (CPW) structure of a
transmission line resonator.
We focus here on the transmission line resonator. It can be modelled as
a series of an infinite number of LC circuits (Figure 2.3a) and essentially as
an infinite number of coupled harmonic oscillators. The result is the har-
monic eigenmodes with frequencies defined by the boundary condition.
A standard quantisation gives the same Hamiltonian as a 1-D cavity [34]
Hr = h¯
∞
∑
k=0
ωk
(
a†k ak +
1
2
)
, (2.6)
where a†k and ak are the creation and annihilation operators of a cavity
photon. In general, we are only interested in a specific mode, e.g., the
fundamental mode ωr = ω0 and a = a0.
We consider now the interaction between a transmon and a cavity by
capacitively coupling the two. The interaction energy arises from the charge
potential across the junction induced by the electric field of the cavity
mode. We have a Hamiltonian of the coupled system:
H = h¯ωra†a + 4EC
(
nˆ− ng
)2 − EJ cos ϕˆ+ βnˆ (a† + a) , (2.7)
where we have omitted the vacuum energy of the cavity, and β denotes
the coupling strength. Note that EC and ωr are redefined by the new ge-
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ometry of the coupled system [31]. To simplify the physical picture, we in-
troduce the transmon basis in which the transmon Hamiltonian is fully di-
agonalised H = ∑j h¯ωj |j〉 〈j|. With the coupling strength h¯gij = β 〈i| nˆ |j〉,
the coupled Hamiltonian results in the form
H = h¯ωra†a + h¯∑
j
ωj |j〉 〈j|+ h¯∑
i,j
gij |i〉 〈j|
(
a† + a
)
. (2.8)
In the usual case where ωr ≈ ωq and ωr  g, we can make the rotating
wave approximation (RWA) to ignore the terms that do not conserve en-
ergy. Further in the qubit limit, considering only the lowest two transmon
levels |↑〉 ≡ |0〉 and |↓〉 ≡ |1〉 as in a spin-12 system, we redefine the energy
offset and arrive at
HJC = h¯ωr
(
a†a +
1
2
)
+
h¯ωq
2
σz + h¯g
(
a†σ− + aσ+
)
, (2.9)
where ωq = ω01 ≡ ω1 − ω0, g = g01 = g10, σz is the Pauli operator, and
σ± = (σx ± iσy)/2 raises or lowers the spin. This is the Jaynes-Cummings
Hamiltonian without decay, which has been extensively used in cavity- and
circuit-QED. The swap-like coupling makes it diagonalisable, with ground
state |↑, 0〉 and the dressed eigenstates |±, n〉, where n denotes the total
number of excitations. We obtain
|+, n〉 = cos θn |↓, n− 1〉+ sin θn |↑, n〉 , (2.10)
|−, n〉 = − sin θn |↓, n− 1〉+ cos θn |↑, n〉 , (2.11)
where n in the undressed states marks the photon number, and the dress-
ing relies on the detuning ∆q ≡ ωq − ωr: tan(2θn) = 2g
√
n/∆q. The
eigenenergies are
E↑,0 = −
h¯∆q
2
, (2.12)
E±,n = nh¯ωr ±
h¯
2
√
4g2n + ∆2q. (2.13)
We will further discuss these in two distinctive regimes.
2.2.2 Qubit readout and number splitting
In the dispersive regime where ∆  g, we can further clarify the inter-
action Hamiltonian in perturbation theory. Concerning the full transmon
16
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eigenstates |j〉 in a generalised Jaynes-Cummings Hamiltonian which re-
sults from Eqn. 2.8 only taking RWA, we can apply a canonical transfor-
mation H˜ = eSHe−S with S = ∑j λj |j〉 〈j + 1| a† − h.c., where the pertur-
bative parameter λj = gj,j+1/(ωj,j+1 − ωr). The result is a second-order
effective Hamiltonian [35]
H˜ = h¯ωra†a + h¯
∞
∑
j=0
(
ωj |j〉 〈j|+ χj,j+1 |j + 1〉 〈j + 1|
)−
− h¯a†a
[
χ01 |0〉 〈0| −
∞
∑
j=1
(
χj−1,j − χj,j+1
) |j〉 〈j|] , (2.14)
with the dispersive coupling χij = g2ij/(ωij − ωr). Now taking the qubit
limit we obtain
H = h¯ω
′
q
2
σz + h¯
(
ω′r + χσz
)
a†a, (2.15)
where the qubit frequency ω′q = ωq + χ01 and the cavity frequency ω′r =
ωr− χ12/2 both experience the so-called Lamb shift, and χ = χ01− χ12/2.
It is clear from this expression that the cavity frequency depends on the
qubit state. The photon frequencies corresponding to the two qubit states
are separated by 2χ. The transmission or reflection signal of the cavity is
therefore entangled with the qubit state, and a weak measurement of the
cavity can determine the qubit state in a quantum non-demolition (QND)
manner [33, 36].
In another perspective, the qubit frequency also depends on the photon
number in the cavity. Grouping the σz terms we have
H = h¯ω′ra†a +
h¯
2
(
ω′q + 2χa†a
)
σz. (2.16)
The qubit spectrum will split into separate peaks corresponding to differ-
ent photon numbers in the cavity if χ > γ, called number splitting [37, 38].
By driving at these number-selective transitions, we can entangle the qubit
and a specific number state of the cavity. In other words, the qubit brings
nonlinearity to the cavity, with which we can generate nonclassical pho-
tonic states, such as Fock state with specific photon number, and macro-
scopic quantum states – the Schro¨dinger’s cat states – which are quantum
superposition of coherent states [39, 40].
2.2.3 Qubit drive and single-qubit gates
To control the qubit state – applying rotations of the Bloch vector – we have
to introduce microwave driving to the system. The interaction between
17
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the drive and the cavity can be modelled by capacitive coupling of two
cavities as [34]
Hd =
(
a + a†
) (
ξe−iωdt + ξ∗eiωdt
)
= aξ∗eiωdt + a†ξe−iωdt, (2.17)
where ξ defines the strength of the driving, ωd is the driving frequency,
and the second equality holds in RWA, which applies when the drive is
not too strong.
The new full Hamiltonian becomes time-independent by moving into
the rotating frame of the drive with an unitary transformation. Following
Ref. [34], we have
H = h¯∆ra†a + h¯∑
j
∆j |j〉 〈j|+ h¯∑
j
gj,j+1
(
a† |j〉 〈j + 1|+ h.c.
)
+
+
(
aξ(t)∗ + a†ξ(t)
)
, (2.18)
where ∆r = ωr − ωd, ∆j = ωj − jωd, and ξ is now a slow function of
time. Now the transmon states, the cavity and the drive are coupled in a
complicated way. It is more informative to have an effective Hamiltonian
with coupling directly between the qubit and the drive. This is done again
by a canonical transformation with the Glauber displacement operator. We
arrive at
H = h¯∆ra†a + h¯∑
j
∆j |j〉 〈j|+ h¯∑
j
gj,j+1
(
a† |j〉 〈j + 1|+ h.c.
)
+
+
1
2∑j
(
Ω∗(t) |j〉 〈j + 1|+Ω(t) |j + 1〉 〈j| ), (2.19)
where Ω = 2gα(t) (α(t) is introduced as the displacement in the Glauber
operator that satisfies −iα˙(t) + δrα(t) + ξ(t) = 0). We note that Ω is the
Rabi frequency of the swapping between |j〉 and |j + 1〉. Going into the
dispersive regime discussed in the previous section, and considering the
qubit limit, we have
H = h¯∆
′
q
2
σz + h¯
(
∆′r + χσz
)
a†a +
(
Ω∗(t)σ− +Ω(t)σ+
)
, (2.20)
where ∆′q = ω′q − ωd and ∆′r = ω′r − ωd. The function of the drive is
clear when comparing with Eqn. 2.15. We can write the drive in the form
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of orthogonal quadratures, then we have Ω(t) = Ωx(t) + iΩy(t). The
Hamiltonian becomes
H = h¯∆
′
q
2
σz + h¯
(
∆′r + χσz
)
a†a +
(
Ωx(t)σx +Ωy(t)σy
)
. (2.21)
Clearly, when the driving frequency is on resonance with the qubit fre-
quency, i.e., ∆′q = 0, we can have qubit rotation along any axis on the
equator of the Bloch sphere by controlling Ωx and Ωy. Specifically, for a
pulsed drive of duration τ, if Ωx = Ωpi and Ωy = 0 where Ωpi satisfies∫ τ
0 Ω
pi(t)dt = pi, the pulse realises a pi rotation along x-axis, or a bit-flip
gate X. We denote a rotation of angle θ along the axis on the equator with
azimuthal angle ϕ as Rθϕ.
As part of a universal set of gates for QIP, the Hadamard gate is of great
interest, interchanging z-basis with x-basis. In principle, a real Hadamard
can be realised by deliberately detuning the driving frequency, therefore
introducing a σz term in the Hamiltonian (∆′q 6= 0) [33]. However, more
easily, it can be realised for specific input state by the qubit rotations ex-
plained above. For instance, for the computational states in z-basis
H |0〉 = Rpi/2Y |0〉 , H |1〉 = −Rpi/2Y |1〉 ,
where the minus sign in the second equation is irrelevant in the Bloch-
sphere picture, but it reveals the inability to imitate a Hadamard with these
rotations for a superposition state. Note for a sequence of Hadamard gates
the replacing qubit rotations have to be carefully chosen. For example,
H · H |0〉 = Rpi/2−Y · Rpi/2Y |0〉 , H · H |1〉 = Rpi/2−Y · Rpi/2Y |1〉 .
2.2.4 Multiple-qubit gates
iSWAP gate
In the resonant regime of the Jaynes-Cummings interaction, ωq = ωr, the
dressed eigenstates are the maximal superposition of the undressed states
with the same total excitation:
|±, n〉 = 1√
2
( |↓, n− 1〉 ± |↑, n〉 ) E±,n = nh¯ωr ± h¯g√n. (2.22)
In the one-excitation manifold, if the initial state is one of the undressed
states (equivalently, an equal superposition of the eigenstates), the popu-
lation will fully oscillate between |↓, 0〉 and |↑, 1〉 [41], the so-called vacuum
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Rabi oscillation. In the generalised Jaynes-Cummings Hamiltonian where
higher transmon states |j〉 are included, the Rabi oscillation occurs in any
m-excitation manifold, where m = n+ j with n the photon number. There-
fore in the Hilbert space spanned by the states involved, the interaction
gives a time evolution
U ∝

1 0 0 0
0 cos(gt) i sin(gt) 0
0 i sin(gt) cos(gt) 0
0 0 0 1
 , (2.23)
written in the basis {|j− 1〉 |n〉 , |j− 1〉 |n + 1〉 , |j〉 |n〉 , |j〉 |n + 1〉}. For
t = pi/2g, a so-called iSWAP gate is realised in the m-excitation manifold:
iSWAP =

1 0 0 0
0 0 i 0
0 i 0 0
0 0 0 1
 , (2.24)
which fully swaps the excitation, while introducing a pi/2 phase. This
iSWAP between a qubit and a resonator is particularly important in this
thesis (see section 3.3.2) and this resonator is called a bus. But in general,
it is also interesting to have direct iSWAP between two qubits that are
dispersively coupled to a common resonator, with an effective coupling
strength
J =
g1g2(∆q1 + ∆q2)
2∆q1∆q2
, (2.25)
with the subscripts 1, 2 denoting the two qubits. The iSWAP gate is of the
same form with g replaced with J [35].
CPHASE gate
Mediated by a bus, the CPHASE gate between two qubits (1 and 2) can
be realised by utilising the second excited state of the transmon [42]. We
consider the case where both qubits are in |1〉, therefore a CPHASE gate
should introduce a pi phase. Since the state of a qubit can be transferred
back and forth into the lowest levels of a bus resonator using an iSWAP as
explained above, the qubit excitation (e.g., |12〉 of qubit 2) is temporarily
stored in |1B〉, where B denotes the bus. When we bring the 1-2 transition
of qubit 1 on resonance with the bus resonator, ω12 = ωr, coherent oscilla-
tion in the two-excitation manifold between |111B〉 and |210B〉 introduces a
factor cospi = −1 to the state |111B〉 after a full oscillation. After the state
20
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in the bus is transferred back to qubit 2, we have the CPHASE gate back
in the two-qubit subspace:
CPHASE =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 , (2.26)
up to some single-qubit phases result from the iSWAPs.
When the qubit and the bus are non-resonant, coherent oscillations
still occur, but the population transfer is partial. A full oscillation leaves
the population intact, while phases are still acquired selective in the two-
excitation manifold. Therefore it is possible to have dispersive (or adia-
batic) CPHASE gates, as shown in section 3.3.3.
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Chapter3
Experimental Methods
3.1 Device and setup
3.1.1 The five-qubit processor
The five-qubit device is designed by Dr. O.-P. Saira and Dr. L. DiCarlo,
and fabricated by Dr. A. Bruno. As depicted in Figure 3.1, the device
consists of 12 quantum elements, including five transmon qubits (three
data qubits Dt, Dm, Db and two ancilla qubits At, Ab), five quarter wave
CPW resonators dedicated to the readout of each qubit, and two half wave
CPW resonators (indicated as Bt, Bb) serving as buses for the interaction
between qubits. Specifically, Bt couples the top qubits (Dt, Dm, At), and
Bb couples the bottom qubits (Db, Dm, Ab). A common feedline going
from port 1 to port 6 couples to all readout resonators for applying all
readout and microwave control pulses. Ports 2-5, 7 are used for CPW
flux-bias lines controlling transition frequencies of each qubit on nanosec-
ond timescale. The device fabrication starts with a sputtered NbTiN thin
film on a sapphire substrate. All CPW structures are defined with e-beam
lithographic patterning and reactive ion etching. The transmon qubits are
of double-junction SQUID type, and both the junctions and the shunting
capacitors are made of Al with double angle shadow evaporation. Air-
bridges made of Al/Ti are added in extra patterning steps. They con-
nect ground planes to suppress slot-line propagation modes, and allow
the common feedline to cross over other planar structures. Most part of
the ground plane is also etched into thin grids, to trap the propagation of
unwanted magnetic vortices [43]. Details of the fabrication recipe can be
found in [44].
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Figure 3.1: Photograph of the quantum processor. photograph courtesy: A.
Bruno.
Table 3.1: Summary of the device parameters
Dt Dm Db At Ab Bt Bb
max f01 (GHz) 5.755 6.181 6.788 6.002 6.452 4.80 5.52
operation point f01 (GHz) 5.755 6.065 6.748 5.985 6.452 4.80 5.52
T1 (µs) 7 13 6 9 10 7 6
T∗2 (µs) 3 2 4 3 0.7 13 11
Techo2 (µs) 7 13 5 4 3
g/2pi to Bt (MHz) 78 48 – 51 –
g/2pi to Bb (MHz) – 57 58 – 48
readout resonator fr (GHz) 7.599 7.787 7.998 7.095 7.086
χ/pi (MHz) –0.6 –0.3 –1.0 –1.6 –2.0
κ/2pi (MHz) 1.7 2.1 1.5 0.9 0.9
average assignment fidelity 89% 82% 95% 94% 95%
3.1.2 Electronics and cryogenics
A detailed diagram of setup connections is shown in Figure 3.2. The room
temperature electronics involve a multi-channel current source, six mi-
crowave sources and four arbitrary waveform generators (AWGs). All
readout and qubit drive pulses are amplitude modulated sidebands of
continuous wave (CW) carriers from microwave sources. The sideband
modulation is done by a I-Q mixer with I and Q quadratures generated
from two AWG channels. An AWG channel (sampling rate 1GS/s) covers
sidebands at two qubit frequencies, therefore we use only 3 microwave
sources to drive the five qubits, with Dt and At, Dm and Ab sharing carri-
ers, respectively. Two carriers are used for the readout pulses of data and
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Figure 3.2: Wiring diagram of the experimental setup.
ancilla qubits, with the same idea of sideband modulations. Split from the
same sources, the same carriers are used as local oscillators to demodulate
the output signal. A Delft-made current source maintains the flux-bias
offset current defining the working frequency of each qubit, and on top
of that, an AWG channel implements the fast control of qubit frequency.
A dedicated microwave source provides the pump tone for the Josephson
parametric amplifier (JPA) at low temperature [45].
The device is in thermal contact with the mixing chamber of a 3He/4He
dilution refrigerator (Leiden Cryogenics CF-450, named La Ducati) with
15− 20 mK base temperature. The single coaxial line for microwave con-
trol and readout (port 1) is attenuated by about 60 dB (taking into account
of the attenuation by the Eccosorb filter) travelling from room tempera-
ture to 20 mK to suppress the thermal noise from stages at higher temper-
atures. It also passes through an absorptive low-pass filter (a homemade
Eccosorb filter) to be shielded from infrared radiation [46]. The flux-bias
coaxial lines (port 2-5, 7) are also attenuated and reactively low-pass fil-
tered (cut-off frequency 1 GHz). The attenuation for the flux-bias lines at
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the mixing chamber stage is achieved by low-pass filtering Eccosorb filters
instead of dissipative attenuators, to avoid excessive heating in attenuat-
ing direct current. The output of the feedline (port 6) is amplified by a JPA
in a reflective mode while isolated from the pump tone and the amplified
signal by a circulator and two extra isolators. Only the signals at the two
ancilla-qubit frequencies are amplified by about 20 dB due to the limited
bandwidth of the JPA. The output is further amplified by 40 dB by a com-
mercial high-electron-mobility transistor (HEMT) amplifier at 3 K stage,
and by 60 dB by two room-temperature amplifiers in series. The signal
is split into multiple channels, two of which are demodulated by the two
readout carriers respectively, and sent into the data acquisition card after
a final amplification stage of 28 dB.
3.2 Characterisations of quantum elements
Parameters of the quantum elements in the five-qubit device are sum-
marised in Table 3.1, including qubit frequencies, coherence times, and
coupling strengths between elements. Spectroscopic measurements of all
resonances in the system, from which coupling strengths and quality fac-
tors are extracted, were performed by Dr. O.-P. Saira prior to this thesis.
The methods are discussed extensively in previous theses (e.g., Ref. [47]),
and will not be covered here.
3.2.1 Readout and initialisation
As we have mentioned, the measurement tones of the data qubits share
a carrier, and those of the ancilla qubits share another, using frequency
division multiplexing [48]. All measurements can be performed simulta-
neously. The measurement pulse for each qubit consists of a weak square
pulse, during which the signal is integrated to extract the information, fol-
lowed by a stronger depletion pulse. The depletion pulse, with a phase
shifted by pi from the measurement pulse, depletes the excitation in the
readout resonator in a shorter time at the cost of a larger amplitude. An
additional idle time of about 500 ns is needed to completely empty the res-
onator before further qubit operations, e.g., in the case of initialisation by
measurement. The two qubit states (|0〉 and |1〉) are distinguished in the
phase of the reflected signal from the resonator. As the dressed frequencies
of the resonator corresponding to |0〉 and |1〉 are not well resolved for the
data qubits (κ > χ, see Table 3.1), the frequency of the measurement pulse
for a data qubit is chosen to be the dressed frequency of the resonator with
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qubit in |0〉. For the ancillas, however, the two dressed frequencies of the
resonator are well resolved, therefore the measurement frequency lies in
the middle of the the two (the bare resonator frequency), where the distin-
guishability of the qubit states in the phase quadrature is maximised.
The ancilla readout signal is first amplified by a JPA at base tempera-
ture, which is crucial to boosting single-shot readout fidelity for the sta-
biliser measurements [49, 50]. A JPA can surpass the quantum noise limit,
i.e., adding a noise less than half a quantum, by amplifying one phase
quadrature of the signal while de-amplifying the other [51]. The JPA used
in our experiment consists of a nonlinear media inside a superconducting
CPW cavity [45]. The nonlinear media is realised by an array of SQUIDs
and therefore its refractive index can be tuned by an external flux. The
refractive index determines the frequency at which the signal will be am-
plified. In the phase sensitive mode, an injected strong pump tone close
to the signal frequency modulates the refractive index due to the non-
linearity, therefore amplifies the signal which is in phase with the pump
while deamplifying the signal that is out of phase. Tuning the phase of the
pump tone can maximally discriminate the signals corresponding to the
two states of the ancillas. We tune the JPA to have about 20 dB gain at the
frequency 1 MHz detuned from the pump, close to the signal frequency
of At. In addition, due to some hysteresis remained in the external super-
conducting magnet, a regular tuning of the amplified band of the JPA is
necessary.
We actively initialise the quantum elements (five qubits and two buses)
in their ground states before running a sequence. Four of the qubits (Dt,
Db, At, Ab) are initialised by measurement and post-selection on the ground
state result [50]. Dm, due to the lower readout fidelity, is initialised by
swapping its excitation with Bb prior to the initialisation of the buses,
based on that the original excitation in Bb (∼1%) is almost negligible com-
pared to that of Dm (∼10%). The buses are then initialised by swapping
the photon populations with the initialised ancilla qubits, which are fur-
ther measured and post-selected on their ground state to finally remove
the excitations. Each quantum element has a residual excitation of 1 ∼ 2%
after all initialisations.
3.2.2 Coherence times
The measurements of T1, T∗2 and Techo2 of the qubits follow the normal
routine. We prepare the qubit in the excited state |1〉 with a resonant pi
pulse and measure the qubit state as a function of increasing delay time
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Figure 3.3: Measurements of the coherence times of qubits and buses. Db and
Bb are taken as examples. a, sequence and typical data for T1 measurement of a
qubit. The dashed gate indicates the initial position in the scan of delay time τ,
same in the following cases. b, sequence and typical data for T∗2 measurement
of a qubit. c, sequence and typical data for Techo2 measurement of a qubit. Note
that the refocusing pi pulse along y-axis, instead of a conceptually-conventional
RpiX, brings the final state back to |0〉. d, sequence for T1 measurement of a bus.
The crosses represent iSWAP gates. Typical data will be similar to that in a. e,
sequence for T∗2 measurement of a bus. Typical data will be similar to that in b.
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(Figure 3.3a). The average of measurement results reveals the excitation
remained in the qubit. The qubit relaxation time T1 is obtained by a fit
with exponential decay.
The dephasing time T∗2 characterises the coherence maintenance be-
tween state |0〉 and |1〉. Therefore, we prepare the qubit in the superpo-
sition state (|0〉+ |1〉) /√2 with a pi/2 pulse, and a second pi/2 pulse is
applied after some delay time to ideally bring the qubit state to |1〉 to be
measured, where the dephasing of the superposition state is reflected in
the lost of population in |1〉 (Figure 3.3b). To avoid underestimating T∗2
due to unavoidable, slight detuning of the drive, the qubit-drive frequency
is intentionally detuned by a few MHz from the qubit frequency to see the
Ramsey interference over delay time. An exponential fit to the decay of
the oscillation amplitude gives T∗2 .
While T∗2 shows dominantly the inhomogeneity in the qubit electro-
magnetic environment, the intrinsic dephasing time, theoretically bounded
by T2 6 2T1, is measured as Techo2 using Hahn echo technique. A pi pulse
is applied in the middle of the two pi/2 pulses in the T∗2 sequence (Figure
3.3c), and it will completely wash out the phase evolution due to the drive
detuning or due to a static qubit environment. A simple exponential decay
is measured in analogy to the T1 measurement, but the decay ends up in a
50% mixture of the state |0〉 and |1〉.
The coherence times of the buses can be measured in similar ways,
making use of a qubit to prepare and measure the bus. For T1 measure-
ment (Figure 3.3d), we prepare an ancilla qubit (At for Bt, Ab for Bb) in
state |1〉, and with a iSWAP gate (explained later in section 3.3.2) the ex-
citation is transferred into the bus (one photon). The residual excitation
after a variable delay time is transferred back to the ancilla to be mea-
sured. The residual excitation is limited by the fidelity of the iSWAP gates,
but the decaying characteristic, hence the T1, is not affected. The bus T∗2 is
measured similarly to that of a qubit, with the iSWAP gates transferring a
superposition state (Figure 3.3e), and the bus Techo2 can be measured with
an additional round-trip (by another two iSWAP gates) to the qubit state
to be refocused by a pi pulse in the middle of the sequence. We find the T∗2
of a bus approaches the limit set by its T1, therefore a Techo2 measurement
is not necessary and not shown.
It is worth noting that the dephasing time T∗2 is one of the main con-
siderations in choosing the qubits’ working frequencies. Although the
double-junction transmons have longer dephasing times at their maximal
frequencies (sweet spots), their actual working frequencies are compro-
mises between the crowded resonance spectrum, where we try to avoid
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Figure 3.4: Low-crosstalk simultaneous qubit readouts. Averaged and nor-
malised readouts of the data (a) and ancilla (b) qubits immediately after prepar-
ing the five qubits in the 32 computational states.
any of the 0-1 or 1-2 transitions being too close to each other, and the de-
grading of T∗2 as the qubits are detuned from their sweet spots. Results
of the overlapping transitions include cross-driving between qubits and
readout cross-talk between qubits. We manually search for the optimal
frequencies by fine-tuning the biasing DC in the flux lines, and the final
working point of the qubits exhibits very low readout crosstalk (an assess-
ment is shown in Figure 3.4), and reasonably good coherence times.
3.3 Gate tuning
3.3.1 Single-qubit rotation
The single-qubit rotation pulses (with rotation axis in x-y plane of the
Bloch sphere, as shown in section 2.2.3) generally use the technique of
Derivative Removal by Adiabatic Gate (DRAG) to minimise leakage into
the second excited state |2〉 [52]. The DRAG pulse has a Gaussian envelop
in one quadrature (I) and the derivative of this Gaussian in the other (Q).
Therefore the tuning parameters include the frequency, the amplitude of
the main Gaussian pulse, and the amplitude scale of the derivative with
respect to that in the I quadrature (DRAG parameter).
Two of the qubits (Dt and Ab) also utilise the Wah-Wah (Weak AnHar-
monicity With Average Hamiltonian) technique [53, 54], which gives ad-
ditional slow modulations to the envelopes in both quadratures to avoid
driving a nearby transition of an unaddressed qubit (especially an 1-2 tran-
sition) in the spectrum. In our case, the 0-1 transition of Dt (Ab) is close
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Figure 3.5: Fine tuning of pulse amplitude. a, sequence for the fine tuning,
where increasing odd number of pi/2 pulses are applied. b, typical measure-
ments before pulse optimally tuned. Odd number of pi/2 pulses always bring
the qubit onto the equator of the Bloch sphere, where the error in rotation angle is
maximally revealed in 〈Z〉 measurement. The error accumulates over increasing
number of pulses (measurements deviate from 0, black circle), and the period of
a sinusoidal fit with amplitude bounded (dashed curve) infers the actual rotation
angle of each pulse, therefore the correction.
to the 1-2 transition of Dm (Db), and a pi pulse of the former qubit causes
more than 10% population leakage into |2〉 of the latter when it is prepared
in |1〉. Wah-Wah pulses introduce two additional parameters, namely the
amplitude and frequency of the modulation. When manually tuned up,
Wah-Wah pulses reduce the leakage to less than 2%.
A regular tune-up of the single-qubit rotation pulse usually involves
only the driving frequency and the amplitude of the Gaussian envelop.
AllXY sequence is routinely used to detect error syndromes [55]. It con-
tains two consecutive pulses with delicate combinations of pi and pi/2 ro-
tations along different axes, to show distinctive syndromes for different
errors such as detuning, error in amplitude and error in the DRAG pa-
rameter. The driving frequency is easily tuned within 100 kHz precision
by fitting the Ramsey oscillations seen in a T∗2 measurement (see Figure
3.3b), and the amplitude is usually manually tuned. As we shall see, the
fact that AllXY sequence has only two consecutive pulses limits its ability
to detect a minor error in the amplitude.
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A preciser way to fine tune the pulse amplitude is applying an increas-
ing number of consecutive pi/2 pulses [56] (Figure 3.5). Even small ampli-
tude imperfection will be revealed in the over-rotation after a large num-
ber of pi/2 pulses. The actual rotation angle of a single pulse can be deter-
mined and therefore corrected much more precisely compared with using
an AllXY sequence. In analogy, the DRAG parameter can also be tuned
more accurately by a different combination of the consecutive pulses.
3.3.2 The iSWAP gate
The quantum buses play an important role in the processor, since there is
no direct coupling between qubits and therefore any two-qubit gate is im-
plemented between a qubit and a bus, which temporarily stores the quan-
tum state of another qubit via an iSWAP gate [29, 57]. The fidelity of a
two-qubit gate is partly limited by the loss of population and coherence in
the two involved iSWAP gates.
As we have shown in section 2.2.4, when the qubit frequency is tuned
in resonance with the bus mode, and if we limit ourselves in the one ex-
citation manifold, the vacuum Rabi oscillation between |0Q1B〉 and |1Q0B〉
(where the subscripts denote qubit and bus) fully transfers the quantum
state from the qubit to the bus or vice versa. An iSWAP gate is realised by
turning on this interaction for half an oscillation.
The vacuum Rabi oscillation as a function of the detuning between the
qubit frequency and the resonator mode is generally shown in a chevron
plot (Figure 3.7), where the oscillations are faster but smaller (population
not fully transferred) when detuned. An iSWAP consists of three steps: 1.
tune the qubit frequency suddenly on resonance with the bus; 2. wait for
half a period of the vacuum Rabi oscillation; 3. detune the qubit frequency
suddenly. Experimentally, for sudden frequency tuning we apply a square
pulse in the flux-bias lines, generated by an AWG. The actual shape of the
pulse has to be optimised to achieve effectively a step-wise magnetic flux
pulse through the SQUID loop. To cancel the low-pass filtering from the
coaxial structures and absorptive filters, an overshoot is generally needed
at the beginning and the end of the square pulse. Additional models are
introduced such as an exponential decay after the first overshoot. Prac-
tically, a symmetric, high-contrast chevron is a sign of good pulse shape,
whose parameters include the amplitude of the overshoot and the decay
rate of the overshoot. The duration and the amplitude of the flux pulse
implementing an iSWAP are determined from the chevron to have half an
oscillation at the on-resonance frequency, where the period of the oscilla-
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Figure 3.6: Tune-up of iSWAP gates. a, sequence for measuring the vacuum Rabi
oscillations between a qubit and a bus, in either one- or two-excitation manifold.
Here Dm and Bt are taken as examples. The black dashed line below Dm indicates
the 1-2 transition frequency of Dm; it is tuned downwards together with the qubit
frequency by the flux pulse. For Bt prepared in |0〉, full vacuum Rabi oscillation
appears when the 0-1 transition of Dm is tuned on resonance with Bt (transition
100-010 in Figure 3.7a). For Bt prepared in |1〉 by At, full Rabi oscillation in the
two-excitation manifold also appears when the 1-2 transition of Dm is on reso-
nance with Bt, with a smaller amplitude of the flux pulse (transition 110-200 in
Figure 3.7b). b, an assessment of the coherence preservation after two iSWAPs,
angle ϕ is swept to reveal Ramsey oscillations.
tion is also most insensitive to the fluctuations in the pulse amplitude.
Optimisation of the pulse-shape parameters can be tricky. An optimi-
sation based on the Nelder-Mead algorithm has been implemented prior
to this thesis, and only some parameters have been manually improved
ever since. As we can see from most of the chevron plots, the shapes are far
from optimal. However, in principle only the first period of the vacuum
Rabi oscillation is relevant for the iSWAP, and we can have more intuitive
assessments for the gate. One metric we use is the coherence remained af-
ter two consecutive iSWAPs (see Figure 3.6b), which is by itself a common
scenario in implementing a CPHASE gate. By doing a Ramsey experi-
ment during which the state has been transferred to the bus and back by
two iSWAPs, we can compare the amplitude of the Ramsey oscillation to
the calibration to find how much coherence has remained (generally this
is more than 95%). But this assessment conceals the population loss dur-
ing one iSWAP, to which we attribute many infidelities in the protocols we
perform in the next chapter.
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Figure 3.7: Vacuum Rabi oscillations between Dm and the buses. Coherent os-
cillations between Dm (prepared in |1〉) and both buses, as a function of flux-pulse
amplitude (detuning of the qubit frequency) and duration (interaction time). The
contrast in colour (white to dark blue) is the contrast in the measured qubit pop-
ulation (|1〉 to |0〉). The Buses are prepared in |BtBb〉 = |00〉 (a), |BtBb〉 = |10〉 (b),
and |BtBb〉 = |01〉 (c). Transitions are labelled in the order DmBtBb.
3.3.3 The CPHASE gate
The CPHASE gate is also implemented between a qubit and a bus. Fol-
lowing section 2.2.4, we make use of the second excited state of the qubit
(|2〉). In the example shown in Figure 3.7a, Dm is prepared in state |1〉
and Bt, Bb in |0〉, and only the swaps with the empty buses are visible.
When Bt or Bb is prepared in |1〉 (by swapping one excitation from an
ancilla, see Figure 3.6a), additional Rabi oscillations in the two-excitation
manifold appear as the 1-2 transitions of Dm cross the bus modes (Figure
3.7b, c). Note that the swapping observed previously is now between the
state |1Q1B〉 and |0Q2B〉, which are at degenerate frequencies but with a
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different coupling strength (hence a different oscillation frequency). A full
oscillation between |1Q1B〉 and |2Q0B〉 (instead of a half oscillation in an
iSWAP) leaves the population in the qubit space but introduces a pi phase,
selective on the initial state |1Q1B〉. A flux pulse on Dm turning on this
evolution implements the CPHASE gate.
Apart from the two-qubit pi phase we aim for, single-qubit phases are
also present. During the flux pulse applied, Dm is detuned from the ro-
tating frame of its working frequency (driving frequency of the rotation
pulses) and acquires a dynamical phase. A complete CPHASE gate be-
tween two qubits comprises a CPHASE between one qubit and a bus,
sandwiched by two iSWAPs between the bus and the other qubit. Assum-
ing ideal iSWAP gates, the experimental CPHASE gate in the two-qubit
space is
CPHASE =

1 0 0 0
0 eiϕ1 0 0
0 0 eiϕ2 0
0 0 0 ei·(ϕ1+ϕ2+ϕ1,2)
 (3.1)
where the two-qubit phase ϕ1,2 is ideally pi. The single-qubit phases ϕ1
and ϕ2 can be readily cancelled by a change of reference frame for each
qubit after the gate, through the calibration procedure shown in Figure
3.8.
Like an iSWAP, a resonant CPHASE as we described above requires a
square flux pulse. This is important in the case of the CPHASE between
Dm and Bt, since the transition frequencies of Dm has to cross the Bb mode
to reach the Bt resonance. The sudden (non-adiabatic) tuning ideally al-
lows the crossing without leaving population in the Bb mode. In other
cases, “soft” flux pulses are used, which adiabatically detune the qubit
frequency to acquire a two-qubit pi phase in total [58]. The length of a res-
onant CPHASE depends on the coupling strength (19 ns for the CPHASE
between Dm and Bt), while the length of an adiabatic flux pulse is fixed to
40 ns in this experiment.
A regular tune-up of a resonant CPHASE is slightly varying the flux
pulse amplitude around that on resonance to get an exact two-qubit pi
phase, with the pulse length fixed to roughly one period of the vacuum
Rabi oscillation due to its limited precision (1 ns by the AWG). However,
an inevitable limitation is the unwanted loss of population. Similarly, an
adiabatic CPHASE gate is also tuned by varying the pulse amplitude, but
in a larger range. Note that changing flux amplitude also changes the
single-qubit phases. To reveal the targeted two-qubit phase, we usually
run a Ramsey-type experiment (Figure 3.8) in which one qubit is prepared
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Figure 3.8: Tune-up of CPHASE gates. a, the sequence for tuning the CPHASE
between Dm and Db as an example, with an adiabatic flux pulse. Dm is prepared
in either |0〉 or |1〉, indicated by the dashed gate. Angle ϕ is swept to get the
Ramsey oscillations in b, where the anti-correlation is obtained by tuning the
flux-pulse amplitude. The dashed line indicates the angle at which a CNOT gate
is realised with Dm being the control qubit.
in superposition and the other in |0〉 or |1〉. The Ramsey oscillation finds
the point where the single-qubit phase is cancelled, and crucially, due to
the CPHASE gate, the oscillation when the other qubit is in |0〉, should be
exactly out of phase with that when the other qubit is in |1〉. The amplitude
of the flux pulse is thus adjusted accordingly to have the exact opposite
alignment.
In another perspective, this Ramsey-type experiment is better under-
stood as tuning a CNOT gate, which is equivalent to a CPHASE gate sand-
wiched by two Hadamard gates. As we have shown, two Hadamard gates
are effectively replaced by an Rpi/2Y followed by an R
pi/2
−Y . While the phase
of the second pi/2 pulse is swept, the two Hadamard gates are tuned when
the qubit state is back to |0〉, in case the other qubit (control-qubit) is pre-
pared in |0〉. A tuned CNOT gate will flip the state to |1〉when the control-
qubit is in |1〉.
3.3.4 Phase errors induced by Stark effect
The Stark effect is a common phenomenon in atomic systems. In the circuit
QED context, the qubit frequencies are shifted by proximate electric field,
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Figure 3.9: Calibration of phase errors induced by Stark effect. a, the sequence
to calibrate the phase error in a target qubit, induced by driving a source qubit. To
determine the amplitude dependence, angle θ is fixed to 0, pi/4, pi/2, 3pi/4, or
pi, while angle ϕ is swept to obtain Ramsey oscillations, whose phase shifts are
fitted to give the dependence. To obtain the assessment shown in b, the second
pi/2 pulse on the target qubit is fixed to Rpi/2X , while the angle θ is swept from
0 to pi to linearly increase the pulse amplitude. The first Rpi/2Y leaves the target
qubit sensitive to dephasing, and the second Rpi/2X reveals this phase error in the
measurement basis. b, results of all target-source combinations. Green dots are
with the automated phase-error cancellation and the red dots are without. We
find that some qubit pairs suffer from strong phase errors.
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which can result from any qubit-drive pulses and any excitations in the
nearby quantum elements. As we have a single feedline, a qubit is in prin-
ciple affected by the off-resonant driving pulses (for other qubits), during
which the qubit frequency is shifted and a dynamical phase is acquired.
This phase error in each qubit can be accumulated and calibrated once
for a whole sequence (a calibration sequence is explained in section 4.3.3).
However, in a more dynamic sequence with varying number of pulses
such as randomised benchmarking [59], this will be far from sufficient. A
better solution is to correct the phase (or reference frame) of each pulse
according the pulses applied before it. In other words, the reference frame
of each qubit is updated after any pulse is applied. Since the Stark-shift-
induced phased errors depend on the pulse intensity and detuning which
is constant for a specific source, a calibration of the dependence of a qubit’s
phase shift on the pulse amplitudes of other qubits is sufficient for generic
phase-error cancellations. The phase errors on a target qubit induced by
pulses with different amplitudes (including Idling, pi/4, pi/2, 3pi/4 and
pi) on a specific source qubit are measured as the phase shift of the Ram-
sey oscillations of the target qubit with respect to the idling case (Figure
3.9a). The pulse-amplitude dependence of the phase error is obtained via
a polynomial fit of the five data points.
Based on a previous model by Dr. V. Vesterinen, we implemented
an automated scheme. After a sequence is designed, for a specific tar-
get qubit, the time and the amplitude of all its source pulses are automati-
cally recorded; and according to the calibrated dependences they are con-
verted into phase errors of the target qubit, which are corrected by updat-
ing the reference frame of the following driving pulses. A comparison of
an assessment with and without this automated phase-error cancellation
is shown in Figure 3.9b.
3.4 State tomography and entanglement witnesses
A direct way to characterise a quantum state would be analysing its den-
sity matrix. In experiments, the measurables are the projections of single
qubit states in certain measurement bases, and the correlations between
the measurement results, such as the concurrence of the photon counts in
certain polarisations in optics. We note that any density matrix can be de-
composed into a linear combination of the Pauli operators, as in one-qubit
space
ρ1Q =
1
2
(I + 〈X〉X + 〈Y〉Y + 〈Z〉 Z) , (3.2)
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where I is the identity, and in three-qubit space
ρ3Q =
1
8 ∑j,k,l∈{I,x,y,z}
〈
σj ⊗ σk ⊗ σl
〉
σj ⊗ σk ⊗ σl, (3.3)
where σj ⊗ σk ⊗ σl represents any of the 64 three-qubit Pauli operators in
the Pauli set {I I I . . . ZZZ}. Therefore we can reconstruct the density ma-
trix of the multi-qubit state with the measured expectation values of the
Pauli set.
In contrast to the optical experiments where the concurrences are well
defined by the discrete nature of the measurement result with photon
counters, in circuit QED we receive a noisy signal with continuous val-
ues containing some information about the states of each qubit. To extract
the expectation values of the Pauli set, we perform a calibration with pre-
pared qubit states, using a linear conversion from all normalised correla-
tions. For example, for the state of the three data qubits, a measurement
in Z basis gives three values mt, mm and mb, with the subscripts denoting
the three data qubits. All correlations involving identity and Z operator,
namely P3QZ
.
= {〈I I I〉, 〈I IZ〉, 〈IZI〉, 〈IZZ〉, 〈ZII〉, 〈ZIZ〉, 〈ZZI〉, 〈ZZZ〉},
can be extracted from the matrix conversion〈
m′i
〉
=∑
j
βi,j
〈
σ3Qj
〉
, (3.4)
where
〈
σ3Qj
〉
∈ P3QZ defined above, and
〈
m′i
〉 ∈ {m′b, m′m, m′m · m′b,
m′t, m′t ·m′b, m′t ·m′m, m′t ·m′m ·m′b} are the products of offset-removed mea-
surement values (denoted by the prime), corresponding to the ideal cor-
relations. Note that by the offset removal, βi,1’s are automatically equal to
0, which makes the matrix inversion possible. With the measurement val-
ues of the prepared eight computational states of the data qubits, whose
expectation values are set to be either 1 or −1, we can obtain the value of
all βi,j’s. Further with these coefficients we can convert any measurement
of the three qubits in Z basis into the normalised expectation values of the
Pauli operators. The correlations in other bases are essentially measured
in Z basis after some pre-rotations of certain qubits, changing the reference
frame. Therefore the same conversion matrix are used for all correlations.
A tutorial about this conversion is described in Ref. [60].
The tomographic reconstruction in our experiment includes an over-
complete set of measurements of the Pauli set. We perform 216 combina-
tions of pre-rotations, consisting of measurements for each qubit in±x,±y
and±z bases (63 = 216). The reason for this is to introduce additional con-
straints in the reconstruction, therefore, the result would satisfy properties
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of a physical density matrix, including semi-positive definite and trace-
one. Specifically we implement maximum-likelihood estimation [61] in
the state tomography to obtain a physical estimation of the quantum state.
While the state tomography is the most accurate characterisation of
the quantum state, entanglement can be more efficiently witnessed with
dedicated witness functions. Instead of giving full information of the state,
they only guarantee certain levels of entanglement once some bounds are
violated, in analogy to the famous Bell inequalities devised to exclude any
classical theory of hidden local variables [62]. The witnesses explored in
this work include the witnesses to the Bell states, the Mermin operator,
and the related three-qubit fidelity.
For two qubits, as the four Bell states Φ± = (|00〉 ± |11〉) /
√
2 and
Ψ± = (|01〉 ± |10〉) /
√
2 form a complete basis of the Hilbert space, any
two-qubit entanglement must be of the type of one Bell state, and wit-
nessed by one of the witness operators
W(Φ±) = 14 · (I I ∓ XX±YY− ZZ) , (3.5)
W(Ψ±) = 14 · (I I ∓ XX∓YY + ZZ) , (3.6)
whenever the expectation value 〈W〉 < 0 [63].
For a three-qubit state, however, the types of entanglement is diverse.
One interesting entangled state is the GHZ-type state α |000〉+ β |111〉, es-
pecially in the context of QEC with repetition code. The Mermin operator
M = XXX− XYY−YXY−YYX, (3.7)
only witnesses genuine three-qubit entanglement (i.e., not biseparable)
whenever |〈M〉| > 2 [64]. As we will find, 〈M〉 is closely related to the
fidelity to the GHZ state, which is a better witness for a target state of GHZ
type.
The fidelity of a quantum state described by the density matrix ρ to a
target pure state |ψT〉 is defined as
F = 〈ψT| ρ |ψT〉 . (3.8)
Consider a three-qubit state. If our target state is the GHZ state (|000〉+
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|111〉)/√2, and we express ρ3Q in terms of the Pauli set, we have
FGHZ = 18 ∑i,j,k∈{I,x,y,z}
〈
σiσjσk
〉 〈GHZ| σiσjσk |GHZ〉
=
1
8
· (1+ 〈IZZ〉+ 〈ZIZ〉+ 〈ZZI〉+
+ 〈XXX〉 − 〈XYY〉 − 〈YXX〉 − 〈YYX〉 ). (3.9)
We find that it contains the expectation value of the Mermin operator.
Bounded between 0 and 1, this fidelity has been shown to disaffirm a
biseparable state when FGHZ > 50%, and to witness a GHZ-type three-
qubit entanglement when FGHZ > 75% [65].
More generally, for state |GHZ(ϕ)〉 = (|000〉+ eiϕ |111〉) /√2, the fi-
delity is simply modified as
FGHZ(ϕ) =
1
8
·
[
1+ 〈IZZ〉+ 〈ZIZ〉+ 〈ZZI〉+
+ cos ϕ · ( 〈XXX〉 − 〈XYY〉 − 〈YXX〉 − 〈YYX〉 )+
+ i sin ϕ · ( 〈YYY〉 − 〈YXX〉 − 〈XYY〉 − 〈XXY〉 )]. (3.10)
For completeness, we give the fidelities to the state |000〉 and |111〉,
which are the logical state |0〉L and |1〉L encoded in the repetition code
with our three data qubits.
F|000〉 =
1
8
· (1+ 〈I IZ〉+ 〈IZI〉+ 〈ZII〉+
+ 〈IZZ〉+ 〈ZIZ〉+ 〈ZZI〉+ 〈ZZZ〉 ), (3.11)
F|111〉 =
1
8
· (1− 〈I IZ〉 − 〈IZI〉 − 〈ZII〉+
+ 〈IZZ〉+ 〈ZIZ〉+ 〈ZZI〉 − 〈ZZZ〉 ). (3.12)
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Experiments and Results
4.1 Double-parity measurement
Based on the CPHASE gate described in chapter 3 and the schematics in-
troduced in chapter 1, we measure the parity of two data qubits (〈ZtZm〉 or
〈ZmZb〉) with two CNOT gates, between either data qubit and a common
ancilla qubit. A CNOT gate is constructed by a CPHASE gate sandwiched
by two Hadamard gates on the ancilla, where the Hadamard gates are re-
alised by X or Y rotations. The simultaneous measurement of the two par-
ities serves as a toolbox in the three-qubit repetition code to signal bit-flip
errors in the data qubits.
4.1.1 Procedures and tune-ups
The double-parity box is constructed and tuned in the sequence shown in
Figure 4.1. The three data qubits are prepared in the eight computational
states |0t0m0b〉 , |0t0m1b〉 . . . |1t1m1b〉 to discretely characterise the CNOT
gates. An ancilla qubit and the corresponding bus have a complemen-
tary role in the parity measurement protocol. The ancilla is prepared in
a superposition state, before this state is exchanged to the bus to perform
CPHASE gates with the data qubits.
All CPHASE gates, except the one between Dm and Bt, are imple-
mented with adiabatic flux pulses, as we have explained in section 3.3.3.
However, concerning the higher fidelity of an adiabatic gate, future im-
provement would be possible by first crossing the Bb mode with a sudden
rise, then applying an adiabatic CPHASE gate with Bt, and finally ending
the pulse suddenly. In addition to the sudden flux pulse to avoid popu-
lation loss when crossing the Bb mode, the CPHASE between Dm and Bt
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Figure 4.1: Sequence of tuning double-parity measurement. All combinations
of the dashed gates are applied to prepare the computational inputs. The square
pulse on Dm indicates a fast resonant CPHASE gate, as it crosses Bb. All other flux
pulses are adiabatic. Angle ϕ′ and ϕ′′ are swept to obtain the oscillations shown
in Figure 4.2. Tune-up of the gates involves the amplitudes of the flux-pulses.
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Figure 4.2: Typical results of double-parity tune-ups. The oscillations of differ-
ent input states clearly reveal the correlation when the amplitudes of the flux-
pulses are tuned. Solid curves are fittings to sine function. Fixing angle ϕ′ and ϕ′′
to those indicated by the dashed lines completes the tune-up, mapping PtPb = ee
to the excited states of the ancillas.
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is implemented even before Bb is populated. In the case of a populated
Bb, two avoided-crossings have to be overcome to reach the desired reso-
nance, as shown in Figure 3.7c.
As we may also notice, all qubit-drive pulses are applied sequentially.
Simultaneous qubit driving is difficult because the qubit frequencies are
Stark-shifted by the driving of the others. This could be overcome in the
future by changing the driving frequency during the pulse to follow the
detuning of the qubit [66].
An additional feature is a refocusing pi pulse on Dm roughly in the
middle of the sequence. We have observed two distinctive frequencies of
Dm, about 600 kHz apart. Dm in either frequency, or both, will be slightly
detuned from the drive, therefore experience a dynamical phase error. An
echo sequence is effective in removing this kind of dephasing. Unfortu-
nately, however, the fidelities of the CPHASE gates still suffer from the
switching in frequency. In the double-parity measurement, and later the
encoding by unitary gates, the refocusing pulse on Dm is always applied,
to better preserve its coherence. One drawback is that we will flip the state
of Dm, which we have to keep track of carefully.
To tune up the CPHASE gates, we perform a similar Ramsey-type ex-
periment as the tune-up of a single CPHASE gate (see section 3.3.3), where
the phase of the second pi/2 pulse of each ancilla is swept, and the Ramsey
oscillations for the computational inputs should be either in-phase or out-
of-phase with each other. In a typical result (Figure 4.2), for each ancilla,
the measured curves are aligned for the inputs with the same parity of the
relevant data-qubit pair, and are opposite to those with different parity in-
puts. For example, in the result of At, those with inputs of even-parity of
Dt and Dm, |0t0m0b〉, |0t0m1b〉, |1t1m0b〉, and |1t1m1b〉, are aligned, oppo-
site to the rest. Therefore, projective measurements of the ancillas when
the phases of the second pi/2 pulses maximise the contrasts, will tell the
parities of the relevant pairs, implementing the double-parity measure-
ment.
4.1.2 Assessment
The assessment of the double-parity measurement utilises the same se-
quence as in Figure 4.1, but with the second pi/2 pulse of each ancilla op-
timised as described in the previous section. Single-shot measurements of
the ancillas are recorded, where for each computational input of |DtDmDb〉
a distinctive double-parity outcome PtPb ∈ {ee, eo, oe, oo} is expected. His-
tograms of the ancilla measurements for each definite input are shown in
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Figure 4.3a, b, where the assignment of even (e) or odd (o) is subjected
to which optimal phase we pick in the tune-up (Figure 4.2). Here we as-
sign even parities to the states |1〉 of the ancillas. The threshold for each
ancilla maximises the fidelity to discern |0〉 and |1〉, which correspond to
odd- and even-parity. With these thresholds, the parity assignment results
are counted and shown in Figure 4.3c. An upper bound of 91% is set by
the joint readout fidelity of the ancillas, i.e., the product of their average
assignment fidelities (Table 3.1), while the probabilities to correctly detect
parities are still much lower than this bound due to the population loss
during the two-qubit gates. Also note that in general the ancilla readout
has more counts in |0〉 than in |1〉, despite that the input states are prepared
in the same amount, due to the natural relaxation of the ancilla. Therefore,
it is more probable to detect odd-odd parity than the other parities for
uniformly distributed computational inputs (the sum of the P(oo) bars in
Figure 4.3c is larger than the other sums). On the other hand, for a de-
tected odd-odd parity, it is more probable to be a false count. In summary,
the average parity-assignment fidelity of 71%,
F = 1
8
[
p(ee, 000) + p(ee, 111) + p(eo, 001) + p(eo, 110)
+ p(oe, 100) + p(oe, 011) + p(oo, 010) + p(oo, 101)
]
, (4.1)
where p(pq, ijk) denotes the probability to measure double-parity result
PtPb = pq when the input is |ijk〉, marks the probability to correctly assign
the double-parity for any computational input.
4.2 Entanglement generation by stabiliser mea-
surements
While the double-parity measurement is assessed by classical input states,
it is important to quantum mechanically verify its ability to discretise the
qubits’ parities as stabilisers. In this section we demonstrate that the sta-
biliser measurements can pick up specific parity subspaces from a maxi-
mal superposition state based on the results, and also preserve the coher-
ence within each subspace.
4.2.1 Single-qubit phase calibration
So far we have cancelled single-qubit phases in the ancillas in the tune-
up procedure (Figure 4.2). For the data qubits, we have limited ourselves
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Figure 4.3: Characterisation of stabiliser measurements. Single-shot histograms
for At (a) and Ab (b) readout signals Vt and Vb, with data-qubit computational
inputs. The dashed vertical lines indicate the optimal thresholds to discretise
signals with maximal parity assignment fidelities. c, Double-parity assignment
probabilities for each computational input. The dashed horizontal line at 0.91
marks the upper bound set by ancilla readout fidelities.
in the computational inputs where the single-qubit phases are irrelevant.
Generation of entanglement targeting on a specific state requires cancelling
the single-qubit phases of the data qubits with changes of reference frames.
Tracing back the single-qubit phases to the input states (due to the com-
muting nature)
(|0t〉+ eiϕt |1t〉) (|0m〉+ eiϕm |1m〉) (|0b〉+ eiϕb |1b〉) /√8, we
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have the projected state after the stabiliser measurements
1√
2
(
|0t0m0b〉+ ei·(ϕt+ϕm+ϕb) |1t1m1b〉
)
(PtPb = oo),
1√
2
(
|0t0m1b〉+ ei·(ϕt+ϕm−ϕb) |1t1m0b〉
)
(PtPb = oe),
1√
2
(
|1t0m0b〉+ ei·(−ϕt+ϕm+ϕb) |0t1m1b〉
)
(PtPb = eo),
1√
2
(
|1t0m1b〉+ ei·(−ϕt+ϕm−ϕb) |0t1m0b〉
)
(PtPb = ee), (4.2)
taking into account the refocusing pulse on Dm which flips its final state.
By measuring the oscillations of 〈XtXmXb〉 versus a deliberately added
phase onto ϕm for each double-parity outcome, we can fit a phase for each
PtPb result
φoo = ϕt + ϕm + ϕb,
φoe = ϕt + ϕm − ϕb,
φeo = −ϕt + ϕm + ϕb,
φee = −ϕt + ϕm − ϕb. (4.3)
With the measured value on the left-hand-side, we can calculate the values
of ϕt, ϕm and ϕb using three of these equations, and apply cancellations
either in the preparation of the data qubits, or in the tomographic pre-
rotations for the final qubit measurement.
This phase calibration is applied to all sequences involving stabiliser
measurements.
4.2.2 Bipartite entanglement
Schematically, now we have stabiliser measurements ZtZm and ZmZb as
toolboxes, and by activating either stabiliser, we can entangle either data-
qubit pair. For instance, starting from a maximal superposition state |+t +m +b〉,
where |±〉 = (|0〉 ± |1〉) /√2, if only ZtZm measurement is activated (sim-
ply by leaving Ab in |0〉 throughout the sequence), the top-parity result
Pt = o projects the state into (|0t0m〉+ |1t1m〉) |+b〉 /
√
2, while Pt = e
projects the state into (|0t1m〉+ |1t0m〉) |+b〉 /
√
2, corresponding to the
Bell states Φ+ and Ψ+ for |DtDm〉, respectively. Note that due to the refo-
cusing pulse on Dm, the ideal correlations with Pt are inverted.
With Dm prepared in
(|0〉+ eiϕ |1〉) /√2 instead, the projected state of
|DtDm〉 post-selected on Pt = o alternates between Φ+ and Φ−. Sweeping
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Figure 4.4: Witnessing two-qubit entanglement by stabiliser measurements.
Expectation values of the four witness operatorsW(Φ±) andW(Ψ±) for top and
bottom data-qubit pairs are measured as functions of the preparation angle ϕ of
Dm, to witness two-qubit entanglement whenever 〈W〉 < 0. a, activating only At,
therefore the top parity measurement, with post-selection on Pt = o. b, activating
only Ab, therefore the bottom parity measurement, with post-selection on Pb = o.
Post-selecting on e will interchange the trends ofW(Φ±) with those ofW(Ψ±).
the angle ϕ, we measure the witness operator to the Bell states (W(Φ±)
and W(Ψ±), Eqn. 3.5, 3.6), post-selected on Pt = o. (Figure 4.4a). Two-
qubit entanglement is witnessed whenever 〈W〉 < 0. The correlations in
the unwanted Bell statesΨ±, shown in the weaker oscillations in 〈W(Ψ±)〉,
result from the limited parity assignment fidelities: the post-selected data
contains false counts, hence their correlations, from the odd Bell states.
Note we have post-selected more strongly than the optimal thresholds
(keeping about 35% of the ancilla data), to partially suppress this oscil-
lations and improve the obtained entanglement.
A similar argument applies to activating the bottom-parity measure-
ment ZmZb only, and the corresponding data is shown in Figure 4.4b.
4.2.3 Tripartite entanglement and encoding a logical qubit
Activating both stabiliser measurements ZtZm and ZmZb projects the max-
imal superposition state |+t〉
(|0m〉+ eiϕ |1m〉) |+b〉 /√2 into a mixed state.
Post-selecting on odd-odd gives the GHZ-type state |GHZ(−ϕ)〉 = (|0t0m0b〉+
e−iϕ |1t1m1b〉)/
√
2, where the minus sign also results from the refocusing
pulse on Dm. The entanglement character of this state is witnessed by
measuring the Mermin operator and the fidelity to an ideal GHZ state in-
troduced in section 3.4 (Figure 4.5). |〈M〉| > 2 and FGHZ(0) > 50% guar-
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Figure 4.5: Witnessing three-qubit entanglement by stabiliser measurements.
With the double-parity measurement activated on a maximally superposition
state of the data qubits, post-selection on PtPb = oo generates GHZ-type state
|GHZ(−ϕ)〉 (black circles). a, expectation value of the Mermin operator on the
three-data qubit versus angle ϕ. b, the fidelity to |GHZ(0)〉 (axis on the right). In
both panels, the grey area witnesses genuine three-qubit entanglement, and the
green area witnesses GHZ-type entanglement. The data for entanglement gener-
ated by unitary gate, discussed in section 4.3.1, are shown for comparison (open
circles).
antee genuine three-qubit entanglement. Although the maximal fidelity
FGHZ(0) = 73% (obtained from a strong post-selection) does not reach the
theoretical limit of 75% to witness GHZ-type entanglement, tomographic
reconstruction of the three-data-qubit state reveals a clear signature of
GHZ state (Figure 4.6e). The unconditioned data after double-parity mea-
surement shows a mixed state, and conditioning on PtPb (with thresholds
which optimise the parity assignment fidelities) results in states with high
fidelities to the ideal GHZ state up to some bit-flip corrections (Figure
4.6), all showing similar characteristics of entanglement. A stronger post-
selection of PtPb = oo will give a higher fidelity of 73%, consistent with
that in Figure 4.5, obtained by measuring only the correlations contribut-
ing to the fidelity (Eqn. 3.9).
We can slightly generalise this to encode a qubit state for the bit-flip
repetition code, by mapping |+t〉 (α |0m〉+ β |1m〉) |+b〉 onto α |1t1m1b〉+
β |0t0m0b〉, signalled by PtPb = oo. A standard way to characterise the
ability to encode a arbitrary quantum state is to average over the six car-
dinal state on the Bloch sphere (|0〉, |1〉, |±〉, |±i〉 = (|0〉 ± i |1〉) /√2).
Apart from that |+m〉 is encoded into GHZ state (Figure 4.6e), encodings
of some other cardinal inputs are shown in Figure 4.7. An average encod-
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Figure 4.6: Tomographic verification of generating GHZ-type entanglement
from a maximal superposition. Absolute values of the density matrix of the
data-qubit states obtained by post-selection on different stabiliser measurement
results: (a) No post-selection; (b) PtPb = ee, fidelity 〈GHZ|XmρXm |GHZ〉 = 61%;
(c) PtPb = eo, fidelity 〈GHZ|XmXbρXbXm |GHZ〉 = 65%; (d) PtPb = oe, fidelity
〈GHZ|XmXtρXtXm |GHZ〉 = 66%; (b) PtPb = oo, fidelity 〈GHZ| ρ |GHZ〉 = 67%.
The post-selection thresholds used here are those shown in Figure 4.3a and b,
that maximise the parity assignment fidelities, i.e., the four post-selected results
combined comprise 100% of the data.
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Figure 4.7: Encoding by stabiliser measurements. Density-matrix elements (real
and imaginary parts) of the encoded state mapped from |+t〉 |ψm〉 |+b〉 by sta-
biliser measurements with results PtPb = oo. Here strong post-selection is per-
formed. a, |ψm〉 = |0〉, fidelity 78%. b, |ψm〉 = (|0〉+ i |1〉)/
√
2, fidelity 71%. c,
|ψm〉 = |1〉, fidelity 79%.
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ing fidelity of 73% is achieved by strong post-selection. However, due to
its limited fidelity, encoding by double-parity measurement is replaced by
the more efficient encoding by unitary gates (discussed later) in demon-
strating the error detection protocol.
4.3 Quantum bit-flip error detection protocol
We proceed to use the stabiliser measurements to demonstrate one round
of three-qubit QEC repetition code, only detecting added errors instead of
correcting them (which requires fast feedback operations in a future step).
The protocol consists of four elements: encoding a logical qubit with uni-
tary gates, adding coherent or incoherent errors (qubit rotations) onto the
data qubits, implementing the stabiliser measurements, and characterising
the data-qubit state based on the discussion of metrics; they are discussed
in this section respectively.
4.3.1 Encoding by unitary gates
The encoding step deterministically maps |0t〉 (α |0m〉+ β |1m〉) |0b〉 onto
α |1t1m1b〉+ β |0t0m0b〉 by two CNOT gates (controlled on state |0m〉) be-
tween the top and bottom data-qubit pairs (see Figure 4.12a); this uncon-
ventional mapping is again due to a refocusing pulse on Dm (Figure 4.10).
Similar to the tune-ups introduced in section 3.3.3, the two CNOT gates
can be tuned independently with a Ramsey-type experiment on Dt (Db),
with Dm prepared in |0〉 or |1〉. The phase of first pi/2 pulse on Dt (Db) –
φ′ (φ′′) in Figure 4.10 – is picked so that the two pi/2 rotations in the en-
coding step work as two Hadamard gates with an additional NOT gate,
together with the CPHASE, to implement a CNOT controlled on |0〉.
The operation of the two CPHASE gates can also be viewed in a Ramsey-
type experiment on Dm, with Dt and Db prepared in computational states
as the control-qubits of the CPHASEs (Figure 4.8). We shall see the Ram-
sey oscillations of Dm aligned for inputs |0t〉 |0b〉 and |1t〉 |1b〉, opposite
to those of |0t〉 |1b〉 and |1t〉 |0b〉. The reduction in oscillation amplitudes
results from the infidelities of iSWAP and CHPASE gates.
The encoding step is again assessed by encoding the cardinal states of
Dm. Immediately after the encoding, we apply tomographic pre-rotations
followed by data-qubit measurement, to measure the fidelities of the data-
qubit states to the expected states. The fidelity to |GHZ(0)〉 with Dm
input
(|0〉+ eiϕ |1〉) /√2 and the corresponding Mermin value are com-
pared with those generated by stabiliser measurements in Figure 4.5. A
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Figure 4.8: CPHASE gates for the encoding step. a, sequence for tuning two
CPHASE gates between the top-pair and bottom-pair data qubits. The dashed
gates indicate that Dt and Db are prepared in all four computational states. Sim-
ilar to previous tune-ups , we tune the amplitudes of the flux pulses. b, Ramsey
oscillations of Dm for different inputs. Note that the two pi/2 pulses are removed
in the real encoding, and the angle indicated by dashed line serves as a calibra-
tion to cancel the single-qubit phases on Dm. The pi/2 rotations for Dt and Db
in the encoding (Figure 4.10) are tuned separately to turn CPHASEs into CNOTs
controlled on |0〉.
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Figure 4.9: State tomography of encoding by unitary gates. Density-matrix el-
ements (real and imaginary parts) of the encoded states with Dm cardinal input
|0〉 (a), (|0〉+ |1〉)/√2 (b), and |1〉 (c). Coherent errors (non-zero off-diagonal el-
ements corresponding to the large errors in the diagonal terms) mainly within Dt
are visible.
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maximal fidelity of 82% is achieved for encoding |+m〉 (same to that for
|−m〉 and |±im〉). Due to the population loss in the two-qubit gates (espe-
cially the top CPHASE), encoding |0m〉 (F|111〉 = 86%) has higher fidelity
than encoding |1m〉 (F|000〉 = 79%). Due to similar reasons, the encoded
states exhibit coherent errors, especially within Dt, as revealed in the to-
mographic reconstructions (Figure 4.9). In summary, averaging the six
cardinal inputs, we reach an average encoding fidelity of 82%.
4.3.2 Adding coherent errors
We combine the encoding step with our stabiliser measurements, and in
between, X rotations by an angle θ are added to the data qubits as quan-
tum errors. These coherent errors correspond to single-qubit bit-flip errors
with a probability perr = sin2(θ/2). This can be understood as the prob-
ability of projections in the z-basis, stabilised by ZZ measurements. For
example, starting from |0〉, a qubit after an X rotation by θ ends up with
〈Z〉 = cos θ, the qubit will be measured in |1〉 (having experienced a bit-
flip error) with probability (1− cos θ) /2 = sin2(θ/2).
The complete sequence for the characterisation of the protocol is shown
in Figure 4.10. We apply tomographic pre-rotations to the data-qubits right
after the detection step, and measure all qubits simultaneously. Strictly
speaking, the detection step is not finished until the ancillas are measured
and error corrections or a next round of detection is ready to go. The state
of the data qubits is ideally to be characterised by that time. Here we
measure the data qubits together with the ancillas, before the completion
of a detection step, to exclude the loss of data-qubit fidelity during an-
cilla measurements, which is dominated by intrinsic decoherence. This
approach is rational as our main focus is to quantitatively assess the sta-
bilisers in detecting the intentionally added errors, and we have verified
that the dephasing of data qubits induced by the ancilla measurement is
less than 1% (Figure 4.11).
To run a control experiment, we replace the detection step with idling
for equal duration, but keeping the refocusing pulse on Dm.
4.3.3 Single-qubit phase calibrations
Ideally, the single-qubit phases are already calibrated separately: phases
in the encoding step are fine-tuned by measuring the fidelity to a GHZ
state, phases in the detection step are aligned with the method introduced
in section 4.2.1. However, we find that after a flux pulse is applied, the
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Figure 4.10: Complete sequence for the characterisation of quantum error de-
tection. Each single-qubit rotation lasts 20 ns, iSWAP gate 10 ∼ 12 ns, resonant
CPHASE 19 ns and adiabatic CPHASE 40 ns. Pulses are separated by 10 ns
buffers. The initialisation step for preparing all quantum elements in |0〉 is not
shown.
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Figure 4.11: Data-qubit dephasing induced by ancilla measurements. Angle ϕ
is swept to show Ramsey oscillation, whose amplitude measures the coherence.
A refocusing pi pulse also allows to determine the phase shift (not dephasing)
induced by ancilla measurements. Comparisons between with and without the
ancilla measurements verify their effects. Data is not shown as the differences
are hardly discernible. But for larger ancilla measurement amplitudes (twice as
large), reductions in the oscillation amplitudes and shifts in phases are observed.
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qubit frequency is not left unchanged, therefore the qubit state starts pre-
cessing in the driving frame and phase error is introduced depending on
its flux-pulse history (Note that we apply all flux pulses again with oppo-
site amplitudes after the entire sequence, to fully compensate the residual
current before next repeated measurement).
One resolution is to do a calibration including the flux history. Specif-
ically, the calibration sequence for stabiliser measurements has the same
length as that for characterisation (Figure 4.10), and includes all flux pulses
in the encoding step (but only flux pulses). Rpi/2Y is applied to each data
qubit at the error step to prepare |+t +m +b〉 for the method in section 4.2.1
to be applicable. Finally, the tomographic pre-rotation pulses are given Z-
rotations to cancel the single-qubit phases.
On the other hand, for the control experiment with detection replaced
by idling, the slight precessing after encoding will also degrade the data-
qubit state at the end. In this case, we perform a simple Ramsey-type
calibration with the same length as the full sequence, including flux pulses
in the encoding. Preparing each data qubit in |+〉 in the error step, we
sweep the phase of the final pre-rotation (an Rpi/2−Y ) to find the optimal
which corrects the single-qubit phase error (bringing qubit back to |0〉).
4.3.4 Metrics and characterisation
Finally we proceed to discuss the characterisation of our error detection
protocol. The coherent errors are added in two scenarios: error added
only on one data qubit (1E), and errors added on all three data qubits (3E).
To assess the error detection comparing with the idling case, we need to
choose some metrics. A direct metric is the ability to protect the encoded
three-qubit state, i.e., the fidelity to the encoded three-qubit state, with
ideal corrections if errors are detected. But fundamentally, this repetition
code serves to protect a single qubit, therefore the preservation of this log-
ical qubit is of greater importance. This metric of a logical-qubit fidelity is
also valid regardless of what code is implemented. These two metrics are
depicted schematically in Figure 4.12a and discussed separately.
Fidelity in the three-qubit subspace
The advantage of QEC with stabiliser measurements and feedback over
the previously demonstrated QEC with Toffoli gate is that the encoded
logical qubit does not leave the three-qubit subspace that is protected from
single-qubit bit-flip errors. In this sense, the fidelity to the ideal state in the
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three-qubit space is a relevant metric. Stabiliser-measurement outcomes
PtPb indicate that the state is projected onto the corrupted subspaces from
the code space α |1t1m1b〉+ β |0t0m0b〉 by bit-flip errors. In our experiment,
with a refocusing pulse on Dm in the detection step, PtPb = ee indicates the
final state is α |1t0m1b〉+ β |0t1m0b〉. With this knowledge, we can apply
correction Xm to bring the state back to the encoded subspace. Therefore
we quantify the performance of error detection by the average fidelity F3Q
to the expected state indicated by PtPb = pq, or equivalently, we calculate
the state fidelity to the ideal encoded state after applying an ideal cor-
rection Cˆpq = Xm, XmXb, XtXm, I, signalled by PtPb = ee, eo, oe, oo,
respectively:
F3Q, ED = 16
6
∑
i
∑
pq
ppq
〈
ψiL
∣∣∣ Cˆpqρ(i, pq)Cˆ†pq ∣∣∣ψiL〉 , (4.4)
with ED denoting error detection, same in the following figures. As usual,
the fidelity is averaged over the six cardinal inputs of Dm; and
∣∣ψiL〉 is
the corresponding ideal encoded state: |0L〉 = |1t1m1b〉, |1L〉 = |0t0m0b〉,
|±L〉 = (|0t0m0b〉 ± |1t1m1b〉)/
√
2, |±iL〉 = (|0t0m0b〉 ∓ i |1t1m1b〉)/
√
2.
ppq is the fraction of the measurement post-selected on PtPb = pq, or
equivalently the probability to measure pq. ρ(i, pq) is the experimental
density matrix conditioned on pq. In practice, we only measure the ex-
pectation values of the Pauli operators which contribute to the fidelity, as
given in Eqn. 3.10. We can find that the correction Cˆpq only changes the
signs of some terms.
In the case error detection is replaced by idling (keeping a refocusing
pulse on Dm), conditioning is not applicable and F3Q is simply replaced
by
F3Q, Idle = 16
6
∑
i
〈
ψiL
∣∣∣Xmρ(i)Xm ∣∣∣ψiL〉 . (4.5)
We compare these fidelities in the two scenarios (Figure 4.12b). At
perr = 0, all curves are limited by the encoding fidelity of 82% and the
intrinsic decoherence during the detection (Idling). The fidelities with er-
ror detection is further reduced by the limited parity assignment fidelity.
In scenario (1E), F3Q, Idle is expected to decrease linearly as perr increases,
since the states corrupted by one bit flip are orthogonal to the original one.
We observe the measured line is slightly curved, which is attributed to the
residual coherent errors in the encoding step. With error detection, one
expects F3Q, ED to be robust against single-qubit bit-flips. The slow rising
can be understood by taking into account the different assignment fideli-
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ties for different PtPb. Note that although the data is only for errors added
to Dm, the result is general; and the other cases give similar results.
In scenario (3E), the six cardinal inputs contribute differently to F3Q.
Without error detection, while the fidelities to |0L〉, |1L〉 and |±iL〉 de-
creases monotonically as the bit-flip errors always orthogonally corrupt
the state, three bit-flips complete a logical bit-flip for |±L〉, which leave
them unchanged at perr = 1 (Figure 4.13c); this leads to the non-monotonicity
of F3Q, Idle. With error detection, although only guaranteed to work for
single bit-flip errors, the misdiagnosis of the error detection when multi-
ple bit-flips occur will always complete a logical bit-flip for |±L〉, which
leads to constant fidelities for |±L〉 inputs. This is not the case for other
input states, and the only successful corrections for single bit-flips result
in typical S-shape curves (Figure 4.13d).
By comparison, quantum error detection wins over idling when perr &
15% in scenario (1E) and when perr & 10% in scenario (3E), suggesting that
error detection by stabiliser measurements works as a proof-of-principle.
Fidelity to the logical qubit
The purpose of the repetition code is to preserve a single qubit information
against errors, therefore it is important to determine the logical qubit en-
coded in the three-qubit state and compare it with the initial input state of
Dm. We perform the logical-qubit assignment from the measurements of
the three-qubit state with an ideal decoder Dˆ (Figure 4.12a). This ideal de-
coder implements a quantum majority vote (same as the one used in the
repetition code depicted in Figure 1.3a), and is therefore resilient to any
residual single-qubit bit-flip error in assigning the logical qubit. Ideally,
the concatenation of error detection steps can suppress the accumulation
of errors, and better protect the logical state than idling. But in our one-
round demonstration of error detection, the ideal decoder would function
the same as the error detection in protecting the logical qubit against the
added errors. Therefore we introduce a second round of errors in the anal-
ysis to assess the ability of a single error detection step to suppress the
error accumulation in multiple qubits compared with idling (note the gain
in the ideal case, shown in Figure 4.14). We consider only scenario (3E),
and incoherent second-round errors Eˆjkl, i.e., combinations of bit-flip er-
rors marked by jkl, where j, k, l ∈ {0, 1} indicate whether an Xt, an Xm,
and an Xb is applied, respectively. The logical state fidelity FL, corre-
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Figure 4.12: Characterisation of bit-flip error detection. a, schematics for as-
sessing the performance of bit-flip error detection (ED) with two metrics. Either
coherent (θ ∈ [0,pi]) or incoherent (θ = 0 or pi) errors are introduced (solid boxes)
with single-qubit bit-flip probability perr. After the error detection step or alter-
natively an idling with the same duration, partial tomography is performed to
obtain the three-qubit fidelity F3Q. To calculate the logical fidelity FL with the
same measurement, we perform in software a second-round incoherent errors
with the same perr and a perfect decoding (dashed boxes). b, F3Q as a function of
perr with and without error detection in scenarios (1E) and (3E): coherent errors
applied on Dm only (1E), and on all data qubits (3E). The dashed line marks the
limit set by encoding fidelity. c, FL in scenario (3E) calculated from the same data
as in b. The individual contributions of the six cardinal inputs of Dm to F3Q and
FL are shown in Figure 4.13.
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sponding to an experimentally determined perr, is defined as
FL(perr) = 16
6
∑
i
∑
j,k,l∈{0,1}
p′jkl∑
pq
ppq
〈
ψim
∣∣∣Trt,b [DˆEˆjklCˆpqρ(i, pq, perr)Cˆ†pqEˆ†jklDˆ†] ∣∣∣ψim〉 ,
(4.6)
where p′jkl is the probability for certain second-round error, which is deter-
mined by the single-qubit error probability perr:
p′000 = (1− perr)3
p′001 = p
′
010 = p
′
100 = perr(1− perr)2
p′011 = p
′
101 = p
′
110 = p
2
err(1− perr)
p′111 = p
3
err. (4.7)
In practice, we measure the correlations in three-qubit space, same as for
F3Q. Note that we can formulate the partial trace in this way:〈
ψim
∣∣∣Trt,b ρ3Q ∣∣∣ψim〉 = Tr(∣∣∣0tψim0b〉 〈0tψim0b∣∣∣ ρ3Q) , (4.8)
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Figure 4.14: Simulations of logical fidelity FL comparing error detection and
idling. Error detection gives slightly higher fidelities at all perr compared with
idling, showing the improvement by preventing the accumulation of multiple-
qubit errors in the two rounds.
therefore, we can proceed to calculate FL(perr) in terms of the measured
expectation values of the Pauli operators. For example, for input Dm state
|+m〉 and PtPb = ee, the contribution to FL is trivially
F ′L(perr) =
1
2
· [1+ 〈XXX〉 (perr)].
A More complicated example is for input |+im〉 and again PtPb = ee:
F ′L(perr) =
1
4
·
[
2+ (p′000 − p′001 + p′010 + p′100 − p′011 − p′101 + p′110 − p′111) · 〈XXY〉 (perr)
− (p′000 + p′001 − p′010 + p′100 − p′011 + p′101 − p′110 − p′111) · 〈XYX〉 (perr)
+ (p′000 − p′001 + p′010 + p′100 + p′011 − p′101 − p′110 − p′111) · 〈YXX〉 (perr)
− (p′000 − p′001 − p′010 − p′100 + p′011 + p′101 + p′110 − p′111) · 〈YYY〉 (perr)
]
.
(4.9)
In the case of no error detection (Idling), similarly, ∑pq ppq is removed
and Cˆpq is replaced by Xm.
We compare FL for these two cases (Figure 4.12c). Ideally, error detec-
tion can slightly win over idling, by suppressing multi-qubit bit-flips ac-
cumulated from the two-round errors (Figure 4.14). However, limited by
the fidelities of the stabiliser measurements, error detection is defeated by
idling at all perr. Despite that error detection currently exhibits no gain, the
more stringent metric FL, can serve as a benchmark for assessing future
improvements for single-round error detection, and provide references for
multiple-round demonstrations.
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Figure 4.15: Comparison between coherent and incoherent added errors. The
fidelities F3Q (a) and FL (b) in scenario (3E) with error detection for coherent and
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Figure 4.16: Comparison of logical fidelities FL for all combinations of two-
round incoherent errors with and without error detection. Error combinations
are labelled m/n, with m (n) the number of bit-flips in the first (second) round.
Some cases are divided into two: a denotes first- and second-round errors on the
same qubits as many as possible; b denotes the rest. For instance, labels 1/2a and
2/1a indicate that one qubit undergoes errors in both rounds, while 1/2b and
2/1b indicate that all three errors happen on different qubits. The green region
includes the cases where no more than one bit-flip happens in each round, and
indicates the error detection should be effective at all times. In contrast, idling
fails in case 1/1b where errors are accumulated in 2 qubits. In summary, error
detection behaves as expected in all cases.
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4.3.5 Incoherent errors and discrete assessments
We also apply incoherent first-round errors, which are combinations of pi
pulses on Dt, Dm and Db. Similarly, we mark the combination as uvw re-
spectively, with u, v, w ∈ {0, 1}. For each error combination, we calculate
the average three-qubit fidelity in the same way:
Fuvw3Q =
1
6
6
∑
i
∑
pq
ppq
〈
ψiL
∣∣∣ Cˆpqρ(i, uvw, pq)Cˆ†pq ∣∣∣ψiL〉 . (4.10)
The fidelity for no error detection is again obtained by replacing Cˆpq with
Xm and disabling post-selection.
To compare with coherent errors in scenario (3E), F3Q as a function of
the single-qubit error probability perr is constructed as
F3Q = (1− perr)3F 0003Q + perr(1− perr)2
(
F 0013Q +F 0103Q +F 1003Q
)
+
+ p2err(1− perr)
(
F 0113Q +F 1013Q +F 1103Q
)
+ p3errF 1113Q . (4.11)
FL as a function of perr is calculated in a similar way. Comparison
between the coherent and incoherent errors in both metrics shows a close
resemblance, as expected (Figure 4.15).
Together with the discrete second-round errors, the incoherent added
errors provide a clearer understanding of how error detection works for
any combination in the two rounds of errors. In the cases where at most
one bit-flip is added in both rounds, we expect the logical fidelities FL
with and without error detection to be equally robust, except the case in
which errors are added to different qubits, representing an accumulation
of errors which is unfixable by the ideal decoder. Error detection, how-
ever, can prevent this accumulation, and therefore, win over idling (Fig-
ure 4.16). In other cases where multiple errors are added in either round,
both error detection and the ideal decoder are doomed to fail, but dif-
ferences between error detection and idling are observed in certain cases,
exactly as expected. We note that a quantitative comparison shows the fi-
delities without error detection are higher than those with error detection
in all cases where they should tie at high level, and are lower in all cases
where they should tie low, which reflects the limited fidelities of stabiliser
measurements due to false counts, and precludes the possibility for error
detection to have overall win in Figure 4.12c.
65
66 Experiments and Results
4.4 Phase-flip error detection
We also briefly demonstrate the error detection of phase-flip errors, by
transforming the stabiliser measurements ZtZm, ZmZb to XtXm and XmXb
by a change of reference frame by Hadamard gates (Figure 4.17a). The en-
coding for phase-flip code is to map |0t〉 (α |0m〉+ β |1m〉) |0b〉 into α |+t +m +b〉+
β |−t −m −b〉, for that a phase-flip Z flips |+〉 with |−〉, and the corrupted
subspaces are therefore stabilised by XtXm and XmXb. In our demonstra-
tion, the encoded states are again the six cardinal logical states |+t +m +b〉,
|−t −m −b〉, (|+t +m +b〉± |−t −m −b〉)/
√
2, and (|+t +m +b〉± i |−t −m −b〉)/
√
2
to assess the average performance of error detection. Contrary to the bit-
flip demonstration, the added phase-flip errors are virtual: at a chosen
point in the sequence, the phases of all microwave pulses are shifted by
an angle ϕ, which corresponds to the virtual coherent Z error RϕZ, with
phase-flip probability perr = sin2 ϕ. We use the previous double-parity
measurement box to realise the XtXm, XmXb stabilisers, by transforming
the phase-flip-encoded data qubits into the GHZ basis by a Hadamard
gate on each data qubit. We can see that three Hadamard gates (in reality
Y rotations) transform |+t +m +b〉 into |0t0m0b〉, |−t −m −b〉 into |1t1m1b〉,
and their superposition. Then the ZtZm and ZmZb measurements work
as before. Note that we combine the final Hadamard gates in the detec-
tion step – to transform the encoded state back to phase-flip encodings –
with the tomographic pre-rotations for the state characterisation (see Fig-
ure 4.17c). Admittedly, this approach is questionable as the state is no
longer protected against phase errors: the detection step is not complete.
But as a proof-of-principle, this approach will equally reveal the ability of
the stabiliser measurements to detect the intentionally added errors.
Here we show the three-qubit fidelity F3Q (defined in Eqn. 4.4) as a
function of single phase-flip probability perr, in the same scenarios and
comparisons as in section 4.3.4. The only differences in the formalism
are the different encoded cardinal states, and that the ideal corrections
replaced by combinations of Z operators. We see very similar features,
showing consistent performance of the encoding by gates and double-
parity measurement. Incoherent added phase-flips also give close resem-
blance.
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Figure 4.17: Sequence and characterisation of phase-flip error detection. a,
schematics of the phase-flip repetition code based on XX stabiliser measurements.
The XX measurement is realised by changing from x-basis to z-basis temporarily,
transforming α |+++〉 + β |− −−〉 to α |000〉 + β |111〉 to be measured by ZZ
stabilisers. b, three-qubit fidelity F3Q as a function of single phase-flip proba-
bility. All features are very similar to the bit-flip error detection, except some
imperfections in bit-flip data due to phase errors. c, the complete sequence for
the demonstration of phase-flip error detection. The errors are introduced virtu-
ally by rotating the reference frame of all following microwave pulses. Note that
the final Hadamard gates of the detection step are absorbed into the tomographic
pre-rotations.
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Conclusions and Future work
5.1 Fast feedback with FPGA
Turning error detection into QEC with feedback control requires a classical
logic, which has to be fast to reduce the potential errors between detection
and correction. Since the stabiliser measurements discretise the errors, the
feedback is digital: for bit-flip errors, corrections are bit flips. However,
previous feedback schemes with an analog controller triggering AWGs to
perform the correction pulse [67], suffer from latencies up to a microsec-
ond, which make the feedback loop impractical for our device due to the
limited coherence times.
The developments in field-programmable gate arrays (FPGAs) and fast
analog-to-digital converters (ADCs) allow to design a custom feedback
loop to minimise the latency. The ancillas’ readout signal S(t) is first digi-
tised to S(n) and integrated as Ik = ∑n wk(n)S(n), where wk(n) is a prede-
fined weight function that is able to demodulate the signal from the multi-
plexed readout, and to optimise the discrimination between qubit states
|0〉 and |1〉. Ik is compared to a calibrated threshold (as in Figure 4.3)
and parity assignments are made. The correction pi pulses are also gen-
erated by the FPGA together with DACs, triggered by the assignments.
A prototype has been developed by E. Garrido et al. [68], consisting of
four middle-class FPGAs (with 250 MHz sampling rate): one serves as the
master controller which integrates and detects the error syndrome, trig-
gering the other three that serve as AWGs (Figure 5.1). This box reduces
the latency to less than 200 ns, and the optimised weight functions also
allow to improve the assignment fidelities. Preliminary adjustments for
integrating the box to close the feedback loop include optimisations of the
weight functions and thresholds, and tuning the pulses generated by the
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Figure 5.1: Schematics of the feedback control by a FPGA-based prototype.
FPGA-based AWGs.
Current hardware development in this lab targets on realising more
functionalities with a single high-end FPGA (1 GS/s) and faster ADC/DACs,
that further reduce the latency to tens of nanosecond.
5.2 Towards universal and scalable QEC
Although we have shown separately the ability to detect bit-flip and phase-
flip errors in the smallest codes, putting them together is non-trivial. Re-
cently, IBM demonstrated detecting arbitrary errors in a single Bell state
encoded in two data qubits, with two ancilla qubits implementing ZZ and
XX stabiliser measurements [69]. This resembles the smallest sub-lattice
of the surface code. However, to encode a logical qubit against arbitrary
errors, the five-qubit code is a minimum [6]. More practically, the Steane
code requires seven data qubits and six ancilla qubits to implement six
four-qubit stabiliser measurements [70], as the next step.
On the other hand, it is important to concatenate the error correction
(detection) steps to show the usefulness of repetition code to protect the
state against natural errors. A recent demonstration of eight rounds of
error detection steps by J. Kelly et al. [71] shows that based on an error
propagation model of the detection events, a computational logical state
(|0L〉 or |1L〉) can be better preserved, compared to the natural energy re-
laxation. With future improvements in qubit coherence times, gate fideli-
ties and shortening the detection step, we would be able to run multiple
rounds of error detection steps, protecting a logical quantum state.
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5.3 Conclusions
In summary, we have realised stabiliser measurements (parity measure-
ments) for a three-qubit bit-flip repetition code in a superconducting cir-
cuit. With these stabiliser measurements we can generate GHZ-type en-
tanglement in the three data qubits, or encode a logical qubit in the three-
qubit space, by conditioning on specific measurement outcome. We fur-
ther demonstrated one round of bit-flip quantum error detection proto-
col, with intentionally added coherent errors. Assuming perfect correc-
tion signalled by the stabiliser measurement results, the average fidelity to
the ideally encoded three-qubit state is robust to errors added to a single
qubit, and exhibits the characteristic S-shape as a function of single bit-flip
probability for errors added to all three qubits. Limited by the parity as-
signment fidelities, error detection only win over idling when the single
bit-flip probability is greater than 15%.
We discussed a new metric, the fidelity to the logical state, by assigning
a logical qubit with an ideal decoder which is itself robust to single-qubit
errors. Introducing second-round incoherent errors, we verified that the
detection step was able to detect single-qubit errors and prevent the accu-
mulation of errors. But limited by the stabiliser fidelities, the logical state
fidelity after error detection showed no gain over idling.
Despite the nonideal performance, this work is the first demonstration
of bit-flip error detection at the logical qubit level without collapsing the
encoding. It serves as an important step towards FTQC with larger codes
based on stabiliser measurements.
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