Abstract: Recently, features and techniques from speech processing have started to gain increasing attention in the Structural Health Monitoring (SHM) community, in the context of vibration analysis. In particular, the Cepstral Coefficients (CCs) proved to be apt in discerning the response of a damaged structure with respect to a given undamaged baseline. Previous works relied on the Mel-Frequency Cepstral Coefficients (MFCCs). This approach, while efficient and still very common in applications, such as speech and speaker recognition, has been followed by other more advanced and competitive techniques for the same aims. The Teager-Kaiser Energy Cepstral Coefficients (TECCs) is one of these alternatives. These features are very closely related to MFCCs, but provide interesting and useful additional values, such as e.g., improved robustness with respect to noise. The goal of this paper is to introduce the use of TECCs for damage detection purposes, by highlighting their competitiveness with closely related features. Promising results from both numerical and experimental data were obtained. Appl. Sci. 2019, 9, 5064 2 of 28 extracted from the known set of data. Subsequently, the structural response from other scenarios can be labelled as divergent from this model or not by regarding the value of a distance metric between its current response and the baseline model. One can refer to the previously cited book of Farrar & Worden for a detailed description of the basics of ML for SHM [1] . Some damage-related features (also known as damage sensitive features, DSFs) are needed for training and testing a Machine Learning algorithm. Eventually, DSFs need to be as low in dimensionality as possible, since a very large number of cases is required for the training phase, preserving the relevant information while discarding unrelated effects. However, feature selection is a concern much broader than its SHM applications. One of the fields where it has seen a major development is in speech, speaker, and language recognition.
Introduction
Damage detection and Structural Health Monitoring (SHM) indicate the field of engineering that is involved in the assessment of the structural integrity for civil, mechanical, and aerospace applications, among others [1] . More specifically, vibration-based SHM [2] deals with the structural response, as recorded by means of a sensor network, to extract damage-related features from its free or forced oscillations. In this context, recent years have seen a continuous surge of interest in Machine Learning (ML) algorithms, as they are perfectly suited for damage detection [3] , if this is seen from a Pattern Recognition/Novelty Detection standpoint [4] . The concept is simple: by knowing the current state of a system (which is usually undamaged, but can be indistinctly previously damaged, as long as it is stable and not dramatically changing under "normal" conditions), a baseline can be defined. This is performed by training a "normality" model via ML techniques over the features that were
Theoretical Background
The novel method here proposed for SHM purposes, based on the Teager-Kaiser Energy Cepstral Coefficients (TECCs), requires some previous knowledge regarding the definitions of cepstrum, quefrency [37] , and the melody-frequency scale (also abbreviated as the mel-scale) [38] . This Section is intended to also provide a basic common ground for non-experts in signal and speech processing, not familiar with the jargon, and to establish some definitions before continuing. For the sake of better comprehensibility, the discussion is sequenced here into the following subsections: cepstral analysis, a brief recall about MFCCs, some hints about their (many) variants, and finally the description of the TECCs themselves.
Cepstral Analysis
A somehow basic but effective description of the cepstrum (that can be applied to both its power and complex definitions) is the "spectrum of the spectrum on logarithmic amplitude axis" [39] , as it is computed as the inverse transform of the logarithm of its estimated spectrum. First described in [37] , its original and main use is for pitch detection and determination [40] , but in the years it has found plenty of applications in speech processing, such as for the estimation of harmonics-to-noise ratios [41] . Resorting to the cepstrum rather than the standard frequency spectrum gives some interesting advantages, mainly the possibility to easily discern and eventually edit off uninteresting harmonics. Some slightly different definitions exist, such as e.g., the discrete complex cepstrum with unwrapped phase, which are useful for time-frequency analysis purposes [42] . Preserving the phase information, the complex extension of the cepstrum allows for reconstructing the original time-dependent signal; however, for the purpose of this research, the definition of the power cepstrum is more convenient. Analytically, this can be defined by resorting to the direct and inverse z-trasform definitions, as ( [43] , Chapter 24)
where 'ˆ' denotes the power cepstrum of function f , Z −1 (·) is the inverse z-transform operator, H(z) = Z( f ) represents the z-transform of an ordered, discretised time sequence f = x[n], and n indicates the specific time instant; the contour of integration, Γ c , lies within an annular region where H(z) is defined as analytic and single-valued. Evaluating Equation (1) on the unit circle, the problem is reconducted to the Fourier domain, and it can be restated aŝ
log H(ω) 2 e jωt dt 2 (2) For an angular frequency ω = 2π f and the Discrete Fourier Transform H(ω). The basic idea exploited is the concept of homomorphic deconvolution, i.e., separating different components of one given signal, if f itself is made up by a convolution of some distinct underlying signal components. With respect to the simple, more common Fourier Transform in the frequency domain, this process allows for better discerning between the content of interest and unnecessary/unrelated influences, disturbances or echoes, as convolution in time domain becomes summation in cepstral domain. Thus, thanks to the frequency-warping, the cepstral response simultaneously incorporates properties from both the time and the frequency domains. Please note that, due to direct and inverse transform, the measurement unit is the same as the departing one i.e., time expressed in seconds; nevertheless, f cannot be considered to be an ordered time series, because of the warping. Further details can be found in [15] . However, the cepstrum of a signal maintains its same dimensionality, without any gain in conciseness with respect to raw THs. Thus, specific features, i.e., the Cepstral Coefficients (CCs), have to be extracted from it.
Cepstral Coefficients (CCs) and Mel-Frequency CCs
The Cepstral Coefficients (CCs) can be extracted from the cepstrum of a signal. In the field of speech and sound processing, the mel-scale is intensively used for this purpose, by rearranging the cepstrum in a nonlinear log-like scale of frequency. The idea is generally credited to the works of Mermelstein [44] and Bridle and Brown [45] , and it has since then been developed to become a standard in speech processing.
Appl. Sci. 2019, 9, 5064 5 of 28 The mel-scale is a purely empirically definition, being intended to mimic the auditory system of the human hear, which is a nonlinear sensing device with almost logarithmically spaced intervals of equivalent perception. The definition of its base unit, the Mel, is one-thousandth of the pitch (℘) of a simple tone with a 40 dB amplitude above the auditory threshold and a frequency that is equal to 1000 Hz [38, 46] . The reason behind the thresholding lies in several experimental investigations (such as [47] to name one), which proved that speech processing linear-like for small spectral values and logarithmic-like for large ones yield to more robust identifications with data affected by additive or convolutional artificial noise. Obviously, this definition is very specific, perceptual, and suited for the aim of emulating the human ear. Nevertheless, this was found from previous studies to be apt for SHM purposes; this might be explained by its logarithmic-like spacing, which is recurrent in many natural events not limited to speech production and perception [21] . Another point of relevance is that the definition itself is perceptual, psychoacoustical, and based on perceived equidistance between subsequent pitches; thus, it is not directly provided with a mathematical formulation. Of the many concurrent analytical definitions for the Mel-Hertz conversion, the most commonly accepted one is the variant proposed by Fant in [48] . Other alternative definitions exist; a comparative study was performed by Umesh et al. in [49] .
The procedure to extract MFCCs from a non-stationary recorded signal of interest are the following: (i) framing of the signal into more stationary tracts; (ii) windowing of the frames; (iii) computation of the Power Spectral Density (PSD) in the frequency domain; (iv) frequency warping to re-order the discrete power spectrum in the melody-frequency scale (Mel-scale); and finally, (v) L-points inverse Discrete Cosine Transform (iDCT). This last passage can be also performed by means of inverse Discrete Fourier Transform (iDFT), but iDCT is more technically convenient as more adherent to the Karhunen-Loève Transform. When considering (arbitrarily) L − 1 coefficients to be extracted and M critical bands, the resulting array of MFCCs, c ∈ R L ×1 , can be defined as
where a m is the amplitude multiplying the m-th point of the mel-spectrum H mel [m]. The procedure is illustrated for the example of frame #5 in Figure 1 .
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Similar Scales and Features Investigated
While vastly predominant in the common use, the mel-scale is not the sole nonlinear scale viable. Other options proposed in the literature include the Bark Scale [50] and the Equivalent rectangular bandwidth (ERB)-rate scale [51] , to cite the two main competitors. In both cases, several Hertz-Bark/Hertz-ERB relationships were proposed in an analytical form, similarly to the Mel-Scale, as defined in [52] and in [53] , respectively. Some of these alternatives, such as the Bark-Frequency Cepstral Coefficients (BFCCs) [54] , have also been recently tested by the Authors for SHM purposes. In this context, three novel scales, namely, the Energy COntent-based MMFCCs Figure 1 . The Mel-Frequency Cepstral Coefficients (MFCCs) extraction procedure; frame #5 is used as an example. From left to right: the acceleration time history and its corresponding power spectrum, the power cepstrum of the same, and the resulting MFCCs in the quefrency domain.
While vastly predominant in the common use, the mel-scale is not the sole nonlinear scale viable. Other options proposed in the literature include the Bark Scale [50] and the Equivalent rectangular bandwidth (ERB)-rate scale [51] , to cite the two main competitors. In both cases, several Hertz-Bark/Hertz-ERB relationships were proposed in an analytical form, similarly to the Mel-Scale, as defined in [52] and in [53] , respectively. Some of these alternatives, such as the Bark-Frequency Cepstral Coefficients (BFCCs) [54] , have also been recently tested by the Authors for SHM purposes. In this context, three novel scales, namely, the Energy COntent-based MMFCCs (ECO-MMFCCs), the MOdal Frequency-centred MMFCCs (MO-MMFCCs), and the LOw-Frequency Restricted MMFCCs (LO-MMFCCs) have been recently proposed [22] .
Apart from different psychoacoustical, Mel-like scales as the ones just mentioned, non-triangular weighting functions can also be used, such as gammatone filters [55] . Additionally, the acceleration THs can be pre-processed before applying the extraction procedure. An option is the mentioned Teager-Kaiser Energy (TKE) Operator. This, combined with the Gammatone filters, is the core of the method proposed in this work and will be better detailed in the two next subsections.
To sum up and for comparison with the previous studies, Figure 2 reports a pictorial representation of the tested approaches. 
Teager-Kaiser Energy Cepstral Coefficients (TECCs)
The TECCs are known in speech recognition and similar applications to perform better than MFCCs when noise is artificially added, and comparably to them for convolutional (non-additive) noise and in clean conditions [23] ; the extraction procedure of these coefficients is made up by two main components that distinguish them from the MFCCs. These steps are the definition of the Teager-Kaiser Energy (TKE) and the convolution with Gammatone filters, which are described here below. The whole extraction procedure is graphically displayed in the flowchart of Figure 3 . 
Teager-Kaiser Energy (TKE)
The Teager-Kaiser Energy (TKE) Operator, also simply known as the Teager Energy Operator, was firstly mentioned by Teager & Teager [56] in 1990. However, this first occurrence did not report an analytical definition of it, but only a vaguely defined as the "energy creating the sound". Thus, it was Kaiser [24] , from which the complete name, to propose a proper definition of it as it is currently 
Advantages Over the Auto-Regressive Model Coefficients
The MFCCs, TECCs, and similar cepstral-based features can be compared to other DSFs to better describe their advantages. As done in [21] , the discussion is here focused on the Auto-Regressive Model (AR) Coefficients, which are a classic feature widely used for SHM purposes [3, 4 ]. An AR model of order p can be defined (for a time-discrete signal x[n]), as
With x[k] being the signal value at the k-th integer multiple of the sampling interval ∆t, a j the j-th AR coefficient, and k the modelling error at k∆t. The Akaike Information Criterion (AIC) can be used to select a proper value of p to both prevent over-and under-fitting (i.e., to have a model complete enough to describe properly the observed data, but not unnecessarily overcomplicated), as
Appl. Sci. 2019, 9, 5064 7 of 28 where n is the total amount of estimated data point, p is the specific order under investigation, and ln σ 2 p is the natural logarithm of the mean of the sum of squared residual errors k between the model and the data at any data point. However, with respect to AR coefficients, the cepstral features have the following useful qualities: (1) they do not require a somehow arbitrary definition of the model order (even if some arbitrariness does still exist in the definition of the L − 1 coefficients to be extracted from the M critical bands); (2) their results are much less affected by the choice of L and M with respect to AR's results accordingly to the order p; and, (3) the effects of noise, echoes, and nonlinearities can be easier discerned and eventually removed in the quefrency domain, as they affect separate and distant regions in the logarithmic scale.
A proper comparison between cepstral features and AR coefficients over some experimental data is postponed to Section 6.2.1.
Teager-Kaiser Energy Cepstral Coefficients (TECCs)
Teager-Kaiser Energy (TKE)
The Teager-Kaiser Energy (TKE) Operator, also simply known as the Teager Energy Operator, was firstly mentioned by Teager & Teager [56] in 1990. However, this first occurrence did not report an analytical definition of it, but only a vaguely defined as the "energy creating the sound". Thus, it was Kaiser [24] , from which the complete name, to propose a proper definition of it as it is currently used. An extensive description of it can be found in [57] ; the basic concepts are recalled here to provide a minimal context.
Rather than directly relying on the discretised signal [ ] , extracting the CCs from the nonlinear TKE operator allows for more correctly approximating the actual signal energy. The rationale is that power spectrum/cepstrum approximate the total energy of the system as the square of its amplitude, , while the total energy of a vibrating, single degree-of-freedom undamped mechanical system is given by the sum of kinetic and potential energies, that is to say, 
Rather than directly relying on the discretised signal x[n], extracting the CCs from the nonlinear TKE operator allows for more correctly approximating the actual signal energy. The rationale is that power spectrum/cepstrum approximate the total energy of the system as the square of its amplitude, x 2 , while the total energy of a vibrating, single degree-of-freedom undamped mechanical system is given by the sum of kinetic and potential energies, that is to say,
Unfortunately, this also means that the TKE is limited by its implicit assumption that the source of the analysed signal can be approximated to a single undamped SDoF oscillator, which is a clearly incomplete model. In its discrete form, the TKE of a given signal can be defined as
From this definition, the magnitude of the frequency transform is used for the extraction of the CCs. The process is the same as described in Section 2.2. and represented in Figure 1 , except for the use of TKE operator and of the Gammatone filter in lieu of acceleration time histories and triangular filters. Noteworthy, the TKE operator can be approximately seen as a high-pass Volterra system, in both continuous-and discrete-time. In the latter case, as used in this work, the operator might be further approximated as the product of an appropriate finite impulse response (FIR) filter and of the signal local (along time) mean. This approximation is only legitimate if the local mean is much larger than the variance of the signal system; however, this error is much more evident in speech signals, which are commonly strongly non-stationary, rather than in the mechanical vibration of structures.
Gammatone Filter
The Gammatone is a linear filter that is obtained from the impulse response of a sinusoid modulated by a gamma distribution function, that is to say,
for a given centre frequency f c . In (8), a is the impulse response function amplitude, n f is the desired filter order, b the filter bandwidth, and ERB( f c ) is the Equivalent Rectangular Bandwidth defined by [51] ; φ indicates the phase of the carrier. Therefore, the filter frequency response becomes
with filter gain A and non-dimensionalised ω c = 2π f c . The main advantages of Gammatone filters, with respect to the symmetric triangular ones originally employed for MFCCs extraction, are that (i) they are broader and smoother and (ii) they are asymmetrical and non-constant-Q, i.e., the filter frequency response overlap is not constantly 50%. This second point allows for them to emphasise the lower frequencies content, which is of greater relevance in both speech processing and Structural Health Monitoring, while larger bandwidths and less sharp transitions improve the noise robustness [58] ; moreover, a Gammatone filterbank is denser in the frequency domain than the mel-frequency-based triangular filterbank. These advantages with respect to the MFCCs and similar alternatives are documented for making the TECCs more effective in the ambit of speech and sound processing.
Damage Detection Algorithm
The chosen feature, the TEC coefficients, has been used to train a machine learning (ML) algorithm, obtaining a model of the structural response of interest on unaltered conditions. The algorithm applied is essentially the one that is described in [21] , being the proposed DSF, and not the ML procedure utilised, the novelty of this paper; the procedure is only briefly restated for completeness.
As for any ML approach, two phases exist-training and testing-where the former can be executed offline, while the latter may be performed online. During the training phase, the pattern of the DSF coming from the baseline model is 'learnt' by the algorithm, which builds a statistical model out of it. This model is then used as a comparison for the same feature when extracted from the structural response under unknown conditions. A metric of distance between any test case and the reference model is then utilised to discern whether these conditions under inspection correspond to a structural change that is substantial enough to be linked with damage. This threshold value, as will be better explained later, is derived via statistical means. This classic statistical framework is well described in [59] .
Signal pre-processing on the acceleration THs was executed, as indicated in [22] . For s acquisition channels, n tr realisation and thus n tr ·s THs for training the ML algorithm, it is then possible to extract n tr feature vectors, i.e., c (i) ∈ R s·(L−1)×1 , where i = 1, . . . , n tr represents the i-th vectors of L CCs, where L has been arbitrarily chosen and set equal for all of the alternatives tested here (both numerically and experimentally) to enforce comparability; note that the size L − 1 derives from the first CC, c (i) [0], being always discarded to mitigate the DC component and other input-specific effects [20] .
The following hypotheses have been made. First, the cepstral features are assumed to follow a Gaussian multi-variate distribution (which is reasonable for a large enough training set and very commonly used for ML); therefore, all c (i) are considered as being practically uncorrelated and thus independent identically distributed (i.i.d.) vectors. This is necessary to completely define the 'normality' model (i.e., the baseline model of the unaltered reference situation) by means of its sample covariance matrix S tr and the sample mean vector m tr alone. These can be computed, respectively, as
and
The Squared Mahalanobis Distance (SMD) of a d-dimensional point x from the baseline model is used as a damage metric; x corresponds to one element of the test set, i.e., to a single test feature vector c. The physical meaning behind the use of SMD is that features coming from more different structural conditions will be more distant in the feature space; the advantages of this approach, which is the favourite (and often the default) option for outlier detection, are well-known and properly described in [21] . Basically, it relies on the sample covariance matrix S tr ; this allows for accounting for feature variability under confounding factors, such as temperature variation, wind speed, or operational conditions, as long as the given samples are measured during these different, non-damage-related external conditions. The SMD can be analytically defined as
and the procedure can be easily extended and generalized to multiple elements in the test set. As a Damage Index (DI), D 2 (x) needs a threshold (hereinafter, Γ) to discern actual outliers-hopefully, linked to damaged conditions-to statistical fluctuations of the normality model; it is, essentially, a lower limit of discordancy to call for novelty. Γ is defined here by exploiting a known property of the inspected distribution. The distribution of the SMD of a d-variate point x follows a scaled F-distribution [60] , defined by two degrees of freedom, the dimension of the scalar x and the number of observations in the statistical population used to define the model. In this specific case, they take the form of d = s·(L − 1) and n = n tr , which leads to n tr (n tr − s·(L − 1))
where D 2 (x) can be directly compared to the F-distribution after being properly scaled. Noteworthy, this is valid as long as x, which belongs to the test set, has not been used to define the sample statistics' estimators. Γ is then simply defined correspondingly to the (1 − α)− quantile of F, with α arbitrarily set to 1%. Moreover, it is mandatory that the total number of training data is larger than the degrees of freedom of the system analysed (i.e., of the product between the number of cepstral coefficients per channel and the number of channels) to produce the needed statistics.
The Numerical Case Studies
Two numerical case studies are introduced here. These are representative of several cases that are frequently encountered in Aerospace, Mechanical, and Civil Engineering. In both cases, a 10% root mean square (RMS) white Gaussian noise (WGN) has been added to the simulated acquisitions; response THs have been normalised and standardised (by subtracting the mean and dividing by the standard deviation) at any frame before the feature extraction.
Santa Maria and San Giovenale Cathedral Bell Tower
The Finite Element Model (FEM) of the Santa Maria and San Giovenale Cathedral bell tower (as visible in Figure 4 ) has been used as a numerical case study for the proposed damage-sensitive feature, as previously proposed for similar alternatives in [22] . The baseline FE Model of the structure 'as is' has been calibrated accordingly to the results of a campaign of ambient vibration tests [29] , aimed to establish the mechanical properties of the deteriorated (or cracked) masonry walls. Table 1 provides material properties, with Young's moduli defined accordingly to the story level, as also pictorially described in Figure 2 . The story levels are labelled as follow. Level 0: from ground floor to 9.9 m; level 1: from there to 28.2 m; level 2: from the previous level top m to 35 m, and level 3 corresponds to the belfry (35 m to 46 m high). The octagonal belfry at the top of the bell tower has a wooden rooftop and 0.5 m thick masonry walls, while the thickness of the external perimeter is 1.5 m for the lower levels. By assuming a Rayleigh's viscous model, the damping parameters α and β were defined from the experimentally determined first two flexural eigenfrequencies, f 1 = 1.297 Hz and f 2 = 4.253 Hz.
The Finite Element Model (FEM) of the Santa Maria and San Giovenale Cathedral bell tower (as visible in Figure 4 ) has been used as a numerical case study for the proposed damage-sensitive feature, as previously proposed for similar alternatives in [22] . The baseline FE Model of the structure 'as is' has been calibrated accordingly to the results of a campaign of ambient vibration tests [29] , aimed to establish the mechanical properties of the deteriorated (or cracked) masonry walls. Table 1 provides material properties, with Young's moduli defined accordingly to the story level, as also pictorially described in Figure 2 . The story levels are labelled as follow. Level 0: from ground floor to 9.9 m; level 1: from there to 28. 8-noded, 6 DoF-per-node rectangular shell elements were used everywhere in the FEM. The mesh size was 0.5 × 0.5 m wherever possible. The distributed connections with the Cathedral were modelled by means of three-dimensional (3D) spring elements at the contact points [29] . For all simulations (both on the baseline model and on the damaged scenarios), the acceleration THs were recorded at the nodes closest to the actual sensor positions visible in Figure 5 , along with the 20 directions of the corresponding acquisition channels. The sampling frequency f s,num 1 was set to 100 Hz. Seismic strong ground motions were applied as input; 300 spectrum-compatible earthquakes were artificially generated for this aim accordingly to the Italian normative requirements for earthquake engineering at the time of the research (Norme Tecniche per le Costruzioni -NTC, D.M. 14th January 2008, Chapter 7) and in compliance with the Eurocodes. The limit State of safeguard of life was considered. The seismic intensity parameters are reported in Table 2 . Some of the values were fixed, while the remaining parameters were left free to vary in between realistic ranges, generating 10 combinations. Additive white Gaussian noise (AWGN) was then inserted to obtain 10 slightly different dynamical inputs from any of these 30 cases. Elastic spectra were employed, with the smallest period of the response being equal to 0.02 s, the largest period 4.00 s, the beginning of the stationary part of the accelerogram at 2 s, and the duration of the stationary part TLVL (NTC §3.2.3.6) free to float in a given range. The baseline FE model was modified to obtain several damage scenarios. These are, again for comparison' sake, the same as utilised in [22] . In all cases, the damage was simulated as a reduction of the Young's modulus E at given locations to emulate damage in the masonry external walls. Cases 01 to 04 only present a 5% reduction of along one of the four stories of the structure, on all façades. Cases 05-10 are realistic post-earthquake scenarios, which are based on the Authors' previous experience and intended to model typical damage pattern encountered in similar cases; they are portrayed in Figure 6 . Case 11 is a global stiffness reduction of 10% throughout the whole structure. Cases 12-14 emulate damage to the linking with the adjacent cathedral, with 50% of the spring stiffness. Finally, four 'unaltered' scenarios were also accounted for: as for case 11, a global variation of was applied; specifically, a reduction/increase equal to 1% and 0.25%. This was intended to simulate statistical fluctuations of the material properties, which cannot be unequivocally related to the presence of occurring damage. Cases 01 to 04 only present a 5% reduction of along one of the four stories of the structure, on all façades. Cases 05-10 are realistic post-earthquake scenarios, which are based on the Authors' previous experience and intended to model typical damage pattern encountered in similar cases; they are portrayed in Figure 6 . Case 11 is a global stiffness reduction of 10% throughout the whole structure. Cases 12-14 emulate damage to the linking with the adjacent cathedral, with 50% of the spring stiffness. Finally, four 'unaltered' scenarios were also accounted for: as for case 11, a global variation of was applied; specifically, a reduction/increase equal to 1% and 0.25%. This was intended to simulate statistical fluctuations of the material properties, which cannot be unequivocally related to the presence of occurring damage. 
High Aspect Ratio Flexible Wing
The second case study concerns the spar of a prototype wing, the linear and nonlinear dynamics of which have been investigated in recent studies [62, 63] . Importantly, the prototype skin is supposed to completely transfer the aerodynamic loads to the spar, making the structural behaviour of the latter a good approximation of the dynamical response of the whole spar-skin ensemble. The HAR, highly flexible wing is cantilevered, its geometry narrowing toward the tip with taper ratio changing at = 258 mm (hereinafter, the mid-length section). Table 4 reports other geometrical Cases 01 to 04 only present a 5% reduction of E along one of the four stories of the structure, on all façades. Cases 05-10 are realistic post-earthquake scenarios, which are based on the Authors' previous experience and intended to model typical damage pattern encountered in similar cases; they are portrayed in Figure 6 . Case 11 is a global stiffness reduction of 10% throughout the whole structure. Cases 12-14 emulate damage to the linking with the adjacent cathedral, with 50% of the spring stiffness. Finally, four 'unaltered' scenarios were also accounted for: as for case 11, a global variation of E was applied; specifically, a reduction/increase equal to 1% and 0.25%. This was intended to simulate statistical fluctuations of the material properties, which cannot be unequivocally related to the presence of occurring damage.
The second case study concerns the spar of a prototype wing, the linear and nonlinear dynamics of which have been investigated in recent studies [61, 62] . Importantly, the prototype skin is supposed to completely transfer the aerodynamic loads to the spar, making the structural behaviour of the latter a good approximation of the dynamical response of the whole spar-skin ensemble. The HAR, highly flexible wing is cantilevered, its geometry narrowing toward the tip with taper ratio changing at l = 258 mm (hereinafter, the mid-length section). Table 4 reports other geometrical and mechanical properties. The wing planform presents a tapered swept configuration, with trapezoidal planform, swept leading edge, and inward-kinked trailing edge. In this case, the fatigue damage that is induced by subsequent load cycles has been modelled as a reduction of the Young's modulus at the two most probable locations, i.e., at the clamped end and at the mid-length section, as portrayed in Figure 7 and enlisted in Table 5 . The input, a perpendicular acceleration applied on the wingtip, was defined as a white Gaussian noise of peak value 1.5 g, sampled at f s,num 2 = 256 Hz for 5 s. 50 realisations were numerically simulated on the undamaged case for training; 10 others per case were used for testing the trained model. Five output channels were considered, mimicking the actual sensors array (plus the point of application of the laser Doppler velocimeter) actually used in the previous experimental studies and depicted in Figure 7 .
ECO-and MO-MMFCCs, firstly defined in [22] for the specific case of the Santa Maria and San Giovenale Cathedral bell tower, were adapted to this second numerical case. For the ECO-MMFCCs, 90% of the energy content was found at 43.76 Hz, by taking the mean over the five output channels. Therefore, this value has been set as the new cut-off frequency. The centre frequencies for MO-MMFCCs were defined from the modal analysis of the wing spar and benchmarked and validated against experimental data obtained in [61, 62] ; they correspond, in order of increasing natural frequency, to the 1st, 2nd, 3rd, and 4th flapwise bending mode; the 1st torsional mode; the 5th flapwise flexural; the 1st chordwise bending mode; the 2nd torsional; and, the 6th flexing modes. The tenth mode (the 7th flapwise) fell over the maximum investigable frequency at 333.88 Hz and was therefore replaced by adding '1 to the begin of the array, thus resulting in To conclude, the low frequency range of LO-MMFCCs was not changed and it remains defined between 0 and f s /2, which here becomes 128 Hz.
For this second case, the major challenge comes from even large reductions in E resulting in minimal differences in terms of frequency shift, as can be seen in the last column of Table 5 . To conclude, the low frequency range of LO-MMFCCs was not changed and it remains defined between 0 and /2, which here becomes 128 Hz.
For this second case, the major challenge comes from even large reductions in E resulting in minimal differences in terms of frequency shift, as can be seen in the last column of Table 5 . 
The Experimental Case Study (Frame Behaving Nonlinearly)
For the experimental validation, a laboratory three-story frame, which behaves nonlinearly due to damage occurrence, has been investigated; this is the same case studied by [21] , again to ensure the comparison of the results, and proposed by [3] . Please note that this is quite different from the two numerical cases, where the structural damage was not a source of nonlinearity. This is due to the goal of this experimental setup being to mimic breathing crack behaviour [63] . A bumper-column bilinear mechanism achieves this: the column, hanging from the third floor, meets the bumper at the second story. This mechanism generates a directional nonlinear response, with stiffness increasing when the two are touching and pushing against each other. A scheme of the test structure is reported in Figure 8 ; the shaker and the four sensors' locations are highlighted. A detailed description of the experimental setup and procedure is provided in [59] . The severity of the damage is modelled by moving closer or farther the column's tip-when they are closer, the two elements come in touch for lower amplitudes of the driving force, thus causing major nonlinearities in the recorded response. The experimental THs have a total duration of 25.6 s, with f s,exp = 320 Hz. The dynamic input is a band-limited excitation (ranging 20-150 Hz), as defined in [3] . The 17 states (nine undamaged and eight damaged, with the first nine configurations being intended to emulate different operational and environmental conditions) were used for this investigation; they are summarized in Table 6 . All the output channels were used for the sensor setup considered. The test set was made up of 10 realisations for each scenario, totalling 180 simulated THs. 
Results
The results from previous works are reported for direct comparison. The methods applied are, by following the same nomenclature (see also Figure 2 Undamaged Added mass of 1.2 kg at the base 3
Undamaged Added mass of 1.2 kg at the 1st floor 4
Undamaged 87.5% stiffness reduction in one column of the 1st inter-story 5
Undamaged 87.5% stiffness reduction in two columns of the 1st inter-story 6
Undamaged 87.5% stiffness reduction in one column of the 2nd inter-story 7
Undamaged 87.5% stiffness reduction in one column of the 2nd inter-story 8
Undamaged 87.5% stiffness reduction in one column of the 3rd inter-story 9
Undamaged 87.5% stiffness reduction in two columns of the 3rd inter-story 10
Damaged As for the second numerical case study, the definitions of ECO-and MO-MMFCCs have been changed to fit the structure of interest. For ECO-MMFCCs, the 90% bound of f co is approximately 78 Hz (averaging over the channels 3, 4, and 5 for the 50 realisations of Case 1); the f s,exp /2 limit of LO-MMFCCs becomes 160 Hz. The array of the centre frequencies for MO-MMFCCs underwent some major rethinking. Being the structure basically assimilable to a three degrees-of-freedom oscillator (floor level does not count as it is subject to the input-induced rigid motion), only the first three frequencies have been retained. The remaining seven filters have been linearly spaced up to f s /2, i.e., 160 Hz, thus resulting in f c = [31 54 71 83 96 109 122 135 148 160]
The results from previous works are reported for direct comparison. The methods applied are, by following the same nomenclature (see also Figure 2 For better readability, this Section is split between the numerical and the experimental data. All the results are expressed in terms of type 1 (false positives, i.e., false alarms) and type 2 (false negatives or false acceptance) errors. In the latter case, the system is declared healthy while not being so; the opposite happens for false alarms. Being life-safety the main aim of any SHM procedure, type 1 errors are generally overlooked respect to their type 2 counterparts. Nevertheless, economical, practical, and psychological concerns make these as valuable as the other ones. A simple yet effective reasoning is that an alarm system constantly affected by false alarm will most probably be ignored when actual damage is effectively spotted. This nullifies any possible gain from the deployment of the SHM apparatus.
Results from the Numerical Simulations
Regarding the first numerical case study (the Fossano bell tower), cases 00 to 04-i.e., the baseline and the story-uniform damage cases-are visually compared in Figure 9 to prove the algorithms capability to discern simpler configurations and widely extended damage from the normality model. Figure 10 shows the results for cases 05 to 10 (realistic damage scenarios). To estimate the robustness of each MFCC-based variant to false alarms, cases 15 to 18 (i.e., the scenarios with small fluctuations of the Young's modulus respect to the baseline) are presented in Figure 11 . Apart from the Teager-Kaiser Energy Cepstral Coefficients, the standard definition of MFCCs is also shown for comparison. Table 7 reports all results. In all figures, the black dashed line represents the defined threshold; bars exceeding it are coloured in red and they stand for the realisations labelled as damaged, while blue bars indicate values of DI under the prescribed threshold. From a statistical pattern recognition standpoint, this means that the cepstral features that correspond to that specific realisation have not departed considerably enough from their respective values for the reference baseline and are therefore labelled as undamaged.
As can be inferred from the first two columns of Table 7 , the GTCCs, the Logarithmic Scale CCs, and the three Mel-Modified Scales (ECO-, MO-, and LO-MMFCCs) have all relatively low type 1 errors. The Damage Index values inside any given damage case are quite similar; that is a valuable proof of the robustness of the method. Bark-scale based CCs wrongly labelled as damaged 60% of the undamaged inputs coming from the same scenario used for the training. The TECCs were the most performing feature; in Figure 9 .a one can clearly see that two out of the three mislabeled realisations for TECCs fall very short of the threshold. The third column in Table 7 (cases 05-14) shows that all algorithms work effectively in terms of damage detection. The classic definition of the Mel-Scale, the Bark-Scale, and the linear Scale nevertheless present some relatively larger fluctuations along the ten realisations of the same damage scenario with different inputs. The Log-Scale and the Mel-modified Scales provide more stable results, with a flat trend inside each damage scenario. This seems to indicate that a kind of nonlinear scale performs better than the constantly spaced filters. The filter shape might be even more incisive, as GTCCs and TECCs are all spaced according to the Bark Critical Bands yet perform better than triangular filters-based options both in terms of type I and II errors. Most of the algorithms recognise substantial gaps (Figures 8 and 9 ) between different scenarios, which reflect the difference of damage extension; this seems to indicate a possibility to also exploit them for instances of damage severity assessment. Finally, the last column of Table 7 (cases 15 to 18) evidently portrays how only the TECCs correctly label all the proposed cases as unmodified respect to the baseline; the other features proved to be quite unsatisfactory, especially the Mel-Scale and Bark-Scale. That seems to once more validate the assumption that the straight application of the original definition of the mel-scale, tuned for speech processing aims, is not well-performing and proper corrections are needed. In particular, the scenarios with a variation in the material properties of ±0.25% are most often correctly labelled as healthy; otherwise, the ±1.00% deviation of the Young's modulus provides DI values above the threshold. This phenomenon could be justified by the fact that even a relatively small difference between the pristine and modified mechanical properties of the model's material cause a greater variation in the power spectrum of the structure, which is also reflected in the power and is wrongly seen as damage-induced. This aspect is not helpful in the damage detection process; the TKE operator seems to be more resilient to these slight changes. By summing up all of the damage scenarios of this first case, it turns out that of all features, the TECCs are the only one always correctly labelling the cases with realistic damage patterns (05-14) and the ones with global, small fluctuations of E, unrelated to damage (15) (16) (17) (18) . Indeed, the TECCs fall short of a perfect score for only three mislabeled realisations (out of 10) in case 01, which was also the most demanding scenario due to the proximity of the damage to the fixed end.
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Results from the Experimental Data
The results from experimental data are displayed here in Figure 13 . As before, TECCs and classic MFCCs are only depicted due to space constraints. Table 9 summarises the results, in terms of percentage of type 1 and 2 errors. As in the previous case of the Fossano bell tower, this seems to point out the larger robustness of the TECCs feature to small changes, assumed here as statistical variations of the structural parameters and not directly linked to damage occurrence. A possible explanation comes from the TKE Operator being notably sensitive to frequency and amplitude changes, while much more robust than MFCCs to noise and minimal variations in the field of speech recognition accuracy.
The results from experimental data are displayed here in Figure 13 . As before, TECCs and classic MFCCs are only depicted due to space constraints. Table 9 summarises the results, in terms of percentage of type 1 and 2 errors.
undamaged scenarios are recognised as such by means of the TECCs, while classic MFCCs generate some misclassifications for case 5 (which is the one with the largest stiffness reduction close to the base of the frame, where such structural changes have the most impact in the vibrational response).
Therefore, experimental results seem to validate what is expected from numerical simulations, that is to say: (i) a greater generalisation capability of the TECCs feature over closely-related alternatives; (ii) a strong robustness to false alarms but at the cost of some false negatives; and, (iii) a sensibility to shifts in the frequency content higher or at least comparable to MFCCs in its original form and proposed variants. On the other hand, the TECCs proved to be less sensitive to the presence of limited nonlinearities during changing operational conditions than to mass changes respect to the MFCCs and similar features; but this outcome might be specific of the experimental data utilised here. In interpreting the data, one must consider the different definition of 'damage' between the two numerical and the experimental case studies. The Fossano bell tower and the HAR prototype wing behave linearly in both damaged and pristine conditions; again, the difference between the two is only a matter of shifting natural frequencies. The experimental data have a completely different 'meaning' of damage, as here, differences in mass and stiffness are accounted as different operational conditions and the distinction between damaged and undamaged response lies solely on the presence of nonlinearities. In this latter case, the TECCs proved to be the only feature able to reach a 0% type 1 error in the test set, but only in spite of a relatively high type 2 error percentage, only surpassed by the recently proposed MO-and LO-MMFCCs. Nevertheless, a closer inspection of the several damaged and undamaged configurations allows for highlighting that this error is clustered in only three scenarios, respectively, cases 10, 15, and 16. Case 10 is the one with the slightest nonlinearity and, thus, is the most challenging to detect. The algorithm also struggled for cases 15 and 16, where changes in the frame's mass are involved. On the other hand, all of the undamaged scenarios are recognised as such by means of the TECCs, while classic MFCCs generate some misclassifications for case 5 (which is the one with the largest stiffness reduction close to the base of the frame, where such structural changes have the most impact in the vibrational response).
Therefore, experimental results seem to validate what is expected from numerical simulations, that is to say: (i) a greater generalisation capability of the TECCs feature over closely-related alternatives; (ii) a strong robustness to false alarms but at the cost of some false negatives; and, (iii) a sensibility to shifts in the frequency content higher or at least comparable to MFCCs in its original form and proposed variants. On the other hand, the TECCs proved to be less sensitive to the presence of limited nonlinearities during changing operational conditions than to mass changes respect to the MFCCs and similar features; but this outcome might be specific of the experimental data utilised here.
Further Analysis of the Experimental Data
Some further tests were performed to better define the advantages of the proposed TECCs feature. For brevity sake, only the results for experimental data are reported; the same findings were observed for numerical data.
Firstly, the number and distribution of output channels were investigated. Four setups have been considered: setup #0, including all channels (numbered 2 to 5, see Figure 8 ), for which the results are already reported in Figure 13 and Table 9 ; setup #1 (channels 3, 4, and 5); setup #2 (channels 3 and 4); and finally, setup #3 (constituted by channels 4 and 5). Table 10 enlists the results for these last three setups. Remarkably, this test evidenced what was already observed in [21] , that is to say, MFCCs and similar features produce less accurate results when all of the acquisition channels are considered. This point was confirmed here for type 1 errors in two out of the three new setups considered. The same effects were encountered here for TECCs as well, with the same conditions: MFCCs systematically fail in labelling case 5 as undamaged, due to its relatively large shift in frequency, while TECCs struggle in classifying cases 10, 15, and 16 as damaged due to their lower level of nonlinear distortion.
Secondly, a comparison with a non-cepstral feature, the aforementioned AR coefficients, was also performed and reported in Table 10 . The AIC approach was applied similarly to what done in [21] . An order of 12 was used for sensor setup #1 and #2; order 10 was applied instead for the sensor setup #3. It can be seen that the percentage of type 1 error is generally higher than most of the cepstral features that are proposed here. The Central Processing Unit (CPU) time that was required for the training phase was then evaluated for all types of DSFs on non-optimised (yet comparable) versions of the code. This was tested by means of the Matlab ® stopwatch timer tic-toc; Table 11 reports the results. One can clearly see that the computational time is comparable over the several sensor setups considered. Note that the timing accounts for training operations (feature extraction and population statistics estimation) and for threshold definition; the time required for data preprocessing, differently from what done in [21] , was not considered, as it is identical for all features. This returns some faster results with respect to what is reported there. Moreover, the codes were run 10 times to avoid any computational variability; the average result is reported. As expected, the difference between MFCCs, similar variants, GTCCs and TECCs are minimal. It can be observed that GTCCs takes slightly longer than MFCCs (in the order of some fractions of a second), since there it is needed to build up the more complexly shaped gammatone filterbank. The TECCs require that additional time plus a bit more to compute the TKE operator out of the provided time arrays. In the case with all acquisition channels considered, these two operations make the code run in almost 30% more time (0.43 s on average). However, this delay is basically irrelevant if compared to the one that is needed to extract other features, such as the Auto-Regressive (AR) model coefficients [21] .
Lastly, the standard deviation is proposed as a metric of dispersion for the results of the several realisations that belong to the same damage case, to quantitatively express the robustness of the classification. Table 12 enlists the results for all 17 cases. Only the values for the sensor setup #0 and for MFCCs, log-scale CCs, linear CCs, BFCCs, GTCCs, and TECCs are reported here due to space constraints. The same behaviour was observed for the other setups as well. By considering ten realisations per investigated case, it can be observed that the use of TECCs as a DSF produce a much smaller scattering of the results, with the standard deviation never exceeding σ = 6, while the same measure goes well over 50 or even 70 for MFCCs in some cases. 
Conclusions
Any Structural Health Monitoring system relies on data, almost always pre-processed, and on features extrapolated from them. Mel-Frequency Cepstral Coefficients (MFCCs) have recently been proven to be effective in damage detection, relying on the cepstrum of the recorded structural response, even if margins for improvements were evident. The Teager-Kaiser Energy (TKE) operator has been proposed here as the basis for a similar feature, less subject to false positive mislabeling when used for Machine Learning. That is adherent to what is encountered for speech signals and well-known in the field of speaker and speech recognition. The investigation reported here spans over different structures, with different input and very different setups-varying acquisition parameters, such as the number of the output channels, the sampling frequency, and so on. Moreover, in the first and in the second numerical study, the damage was modelled as a linear reduction of stiffness inserted in a linear system, while the experimental case emulated the damage as a pointwise source of nonlinearity in an otherwise linear system and stiffness local reduction was intended as a change in the operational conditions that were unrelated to damage. This shows the excellent capability of generalisation of this approach.
The proposed damage sensitive feature, the Teager-Kaiser Energy Cepstral Coefficients (TECCs), has been benchmarked against the MFCCs and some similar variants. Interesting numerical and experimental results were achieved for both the linear and nonlinear models of damage.
The main conclusions are the following:
1. the TECCs, MFCCs, and similar features perform efficiently both with damage emulated by a reduction of the Young's modulus E or by the presence of nonlinearities, even if the signal is noisy; 2.
the Mel-Scale performed similarly to other nonlinear scales such as the Bark Scale or logarithmic spacing, with no clear best option among all the investigated case studies; 3.
the algorithms that resort to a Gammatone filterbank generally produced better results than the ones with triangular filters; even if the TECCs still outperforms the GTCCs;
4.
the TECCs present a strong reduction of the order of magnitude of the Damage Index (DI) with respect to MFCCs and similar options, in absolute terms; this does not affect the damage detection algorithm, as the relative distance between the 'normality' model and the damaged cases remains and seems even to increase; 5.
the Teager-Kaiser Energy Cepstral Coefficients outperforms all the competitors in terms of little or no type 1 errors, but it is slightly more prone to type 2 errors respect to MFCCs and derived features; 6.
with respect to non-cepstral features, such as the AR coefficients, the main benefits lie in the less computational cost and greater robustness to noise and to confounding influences, such as environmental and operational effects, unrelated to damage.
The outcomes of this research leave plenty of room for improvements. Indeed, apart from the TECCs and other cepstral-based alternatives, wavelet-based alternatives are of great interest. The Mel-Frequency Discrete Wavelet Coefficients may be a relevant alternative. Thanks to the Discrete Wavelet Transform, the filter spacing issue is by-passed; filter shaping is reduced to the selection of the mother wavelet. The Authors are committed to pursuing further studies in this direction.
