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Abstract
This thesis consists of four chapters.
In the first chapter we study the regularity of solutions for a class of elliptic
problems in Orlicz-Sobolev spaces. In particular, we see that bounded weak
solutions of
Au := −div(a(x, |∇u|)∇u) = f(x), x ∈ Ω,
where Ω ⊂ Rn is a bounded domain, for an appropriate a and f are C1,α reg-
ular. Using Lewy-Stampacchia inequalities for one obstacle problem we derive
C1,α regularity results (both locally and up to the boundary) for the solution of
a quasilinear obstacle problem.
In the second chapter we prove Lewy-Stampacchia inequalities in abstract
form for two obstacles problem and for N -membranes problem. Applying those
inequalities we derive C1,α regularity results (both locally and up to the boundary)
for A(x)-obstacle problem with two obstacles and for N -membranes problem.
As another application of Lewy-Stampacchia inequalities, we study a quasi-
variational problem related to a stochastic switching game. We prove, that the
problem admits at least a maximal and a minimal solution.
In the third chapter we extend the regularity of the free boundary of the obsta-
cle problem to a class of heterogeneous quasilinear degenerate elliptic operators
(including p(x)-Laplacian). We prove that the free boundary is a porous set and
hence has Lebesgue measure zero. We also show that the (n − 1)-dimensional
Hausdorff measure of the free boundary is finite (for p(x) > 2), which yields, in
particular, that up to a negligible singular set, the free boundary is the union of
at most a countable family of C1 hypersurfaces.
Finally, in the chapter four of the thesis, after homogenizing the Dirichlet
problem for A(x)-Laplacian in Orlicz-Sobolev spaces, we study the homogeniza-
tion of the A(x)-obstacle problem, then prove convergence of the coincidence sets.
Keywords
Free boundary problems, obstacle problems, quasi-variational inequalities, Orlicz-
Sobolev spaces, p(x)-Laplacian, C1,α regularity, porosity, Hausdorff measure, ho-
mogenization.
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Resumo
Esta tese consiste de quatro cap´ıtulos. Estudamos a regularidade da soluc¸a˜o e da
fronteira livre de problemas de obsta´culo para uma classe de operadores el´ıpticos
quasilineares degenerados heteroge´neos, principalmente, para o A(x)-Laplaciano,
em espac¸os de Orlicz-Sobolev. Denominamos tal problema A(x)-problema de
obsta´culo.
O problema de obsta´culo (com um obsta´culo) para o operador
∆Au := div(a(x, |∇u|)∇u) (0.0.1)
consiste em encontrar u ∈ Kψ tal que∫
Ω
a(x, |∇u|)∇u · ∇(v − u) dx ≥
∫
Ω
f(x)(v − u) dx, ∀v ∈ Kψ,
onde
Kψ := {v ∈ W 1,A0 (Ω) : ψ ≤ v q.s. em Ω},
Ω ⊂ Rn e´ um domı´nio limitado, u : Ω → R, a : Ω × R+ → R e´ uma func¸a˜o de
Young, f e´ uma func¸a˜o limitada, ψ ∈ W 1,A(Ω), e A esta´ relacionado com a por
A(x, t) :=
∫ t
0
a(x, s)s ds, x ∈ Ω, t ≥ 0. Supomos que Kψ 6= ∅.
Para o operador (0.0.6), consideramos tambe´m o problema de dois obsta´culos.
Neste caso, ao inve´s de Kψ, temos
Kϕψ := {v ∈ W 1,A0 (Ω) : ψ ≤ v ≤ ϕ q.s. em Ω},
e, assim como ψ, ϕ ∈ W 1,A(Ω) com Kϕψ 6= 0.
Para o operador ∆A, o problema de N -membranas consiste em encontrar
u = (u1, u2, ..., uN) ∈ KN tal que
N∑
i=1
∫
Ω
a(x, |∇ui|)∇ui · ∇(vi − ui) dx
≥
N∑
i=1
∫
Ω
fi(vi − ui) dx, ∀(v1, ...vN) ∈ KN ,
onde KN e´ um subconjunto convexo do espac¸o de Orlicz-Sobolev [W 1,A0 (Ω)]N ,
definido por
KN = {(v1, ..., vN) ∈ [W 1,A0 (Ω)]N : v1 ≥ ... ≥ vN q.s. em Ω},
e f1,...,fN ∈ LA
∗
(Ω).
O operador ∆Au e´ chamado A-Laplaciano (normalmente quando na˜o ha´ de-
pendeˆncia em x, isto e´, quando a(x, t) = a(t)) ou A(x)-Laplaciano (para salientar
a dependeˆncia em x).
O problema de obsta´culo admite uma soluc¸a˜o que e´ u´nica (de fato, estamos
minimizando um “bom” funcional no conjunto convexo fechado Kψ, Kϕψ ou KN
respectivamente).
No primeiro cap´ıtulo, provamos que as soluc¸o˜es fracas limitadas de uma classe
de equac¸o˜es el´ıpticas com expoente varia´vel em forma divergente (que inclui o
p(x)-Laplaciano) com condic¸a˜o de fronteira de Dirichlet esta˜o em C1,αloc , para al-
gum α ∈ (0, 1). Provamos tambe´m regularidade C1,α ate´ a fronteira, no caso em
que a fronteira e´ suficientemente regular (ver Teoremas 1.5.1 e 1.5.2).
Para o estudo da regularidade de soluc¸o˜es generalizadas de equac¸o˜es el´ıpticas
quasilineares e de problemas variacionais, Ladyzhenskaya e Ural’tseva desen-
volveram um me´todo inspirado por De Giorgi. Elas introduziram a classe Bm
e provaram continuidade de Ho¨lder para func¸o˜es em Bm (ver Definic¸a˜o 1.2.1).
Utilizado esta ideia, simplificamos uma versa˜o modificada por Fan para provar
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continuidade de Ho¨lder de soluc¸o˜es de uma classe de equac¸o˜es el´ıpticas em forma
divergente. Mais precisamente, consideramos o problema de regularidade de
soluc¸o˜es fracas da equac¸a˜o
− div(a(x, |∇u|)∇u)) = f(x), x ∈ Ω, (0.0.2)
onde Ω e´ um domı´nio limitado de Rn (n ≥ 2), u : Ω → R, a : Ω × R+ → R, e
f : Ω→ R e´ uma func¸a˜o limitada dada.
O estudo de tais problemas e´ motivado por questo˜es em elasticidade, dinaˆmica
de fluidos, modelos de processamento de imagens e problemas do ca´lculo das
variac¸o˜es com condic¸o˜es no crescimento de p(x) e outras classes mais gerais de
operadores diferencia´veis.
Depois dos resultados de regularidade Ho¨lderiana (Corola´rios 1.4.1 e 1.4.2),
obtemos a regularidade C1,α de soluc¸o˜es fracas limitadas de (0.0.7). No caso em
que a fronteira do domı´nio e´ de classe C1,γ, para algum γ ∈ (0, 1), temos regular-
idade das soluc¸o˜es fracas limitadas ate´ a fronteira. Como aplicac¸a˜o, deduzimos
regularidade da soluc¸a˜o do problema com um obsta´culo, usando a desigualdade
de Lewy-Stampacchia. Caso Ω tenha fronteira suave, deduzimos regularidade
C1,α ate´ a fronteira da soluc¸a˜o do problema de obsta´culo. (Teorema 1.6.1).
No segundo cap´ıtulo, provamos desigualdades de Lewy-Stampacchia em forma
abstrata para problemas com dois obsta´culos em espac¸os de Orlicz-Sobolev (Teo-
rema 2.3.2). Em particular, para o problema com dois obsta´culos em espac¸os de
Orlicz-Sobolev, temos
−∆Aϕ ∧ f ≤ −∆Au ≤ −∆Aψ ∨ f
onde d∧ b = inf(d, b) e d∨d = sup(d, b). Aplicando estas desigualdades, obtemos
resultados de regularidade C1,α (tanto localmente quanto ate´ a fronteira) para
o A(x)-problema de obsta´culo com dois obsta´culos (Teorema 2.3.3). Tambe´m
estendemos as desigualdades de Lewy-Stampacchia para o problema com N -
x
membranas (Teorema 2.4.1), o que nos permite estender os resultados de reg-
ularidade C1,α para a soluc¸a˜o do problema com N -membranas (Teorema 2.4.2).
E enta˜o aproximamos a desigualdade variacional usando penalizac¸a˜o limitada
(Teorema 2.4.3)
Tambe´m obtemos as inequac¸o˜es de Lewy-Stampacchia para o problema com
um obsta´culo (superior ou inferior) a partir das desigualdades de Lewy-Stampacchia
para o problema com dois obsta´culos (Proposic¸a˜o 2.3.1).
Outra aplicac¸a˜o interessante das inequac¸o˜es de Lewy-Stampacchia e´ no estudo
de desigualdades quasi-variacionais.
Usando a notac¸a˜o
〈Aw,v〉 :=
N∑
i=1
〈Awi, vi〉 e 〈L,v〉 :=
N∑
i=1
∫
Ω
fivi dx,
com A = −∆Au, consideramos o seguinte problema quasi-variacional:
encontre u ∈ K(u), tal que,
〈Au− L,v− u〉 ≥ 0, ∀v ∈ K(u),
onde
K(u) = {v ∈ [W 1,A0 (Ω)]N : Ψi(u) ≤ vi ≤ Φi(u), i = 1, 2, . . . , N},
f = (f1, . . . , fN) ∈ [LA
∗
(Ω)]N , e para v = (v1, . . . , vN) escrevemos
Φi(v) :=
∧
i 6=j
(vj + ϕij) (ϕij constantes positivas),
Ψi(v) :=
∨
i 6=j
(vj − ψij) (ψij constantes positivas),
para i, j = 1, . . . , N , isto e´, consideramos um problema com N -membranas e com
KN = K(u) (obsta´culos dependem da soluc¸a˜o).
Usando desigualdades de Lewy-Stampacchia para o problema com N -membranas,
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provamos que este problema admite pelo menos uma soluc¸a˜o maximal e uma min-
imal (Teorema 2.4.4).
No terceiro cap´ıtulo, estudamos regularidade da fronteira livre no A(x)-proble-
ma de obsta´culo. Estendemos a regularidade da fronteira livre para uma classe de
operadores el´ıpticos quasilineares degenerados heterogeˆneos (A(x)-Laplaciano),
que, em particular, inclui o p(x)-Laplaciano.
Foi provado por Caffarelli que o crescimento quadra´tico da soluc¸a˜o do prob-
lema de obsta´culo para o Laplaciano implica uma estimativa da medida de Haus-
dorff (n − 1)-dimensional da fronteira livre, e uma propriedade de estabilidade.
Este resultado tem uma generalizac¸a˜o simples para operadores el´ıpticos lineares
de segunda ordem com coeficientes de Lipschitz, que permite a estensa˜o dessas
propriedades para soluc¸o˜es C1,1 do problema de obsta´culo para certos operadores
do tipo superf´ıcies mı´nimais.
Estimativas da medida de Hausdorff foram obtidas para operadores na˜o-
lineares homoge´neos do p-problema de obsta´culo (2 < p <∞) por Lee e Shahgho-
lian, e para operadores de potencial geral por Monneau num caso especial cor-
respondente a um problema de obsta´culo que surge em modelos de supercondu-
tores com energia convexa, e por Challal, A. Lyaghfouri e J. F. Rodrigues para
o chamado problema do A-obsta´culo em espac¸os de Orlicz-Sobolev, que inclui
uma grande classe de operadores el´ıpticos singulares e degenerados. Como e´ bem
conhecido da teoria geome´trica da medida, uma estimativa para a medida de
Hausdorff (n − 1)-dimensional da fronteira livre e´ importante porque, por um
resultado de Federer, implica que o conjunto de na˜o-coincideˆncia {u > 0} e´ enta˜o
um conjunto de per´ımetro localmente finito. Como uma consequeˆncia importante,
por um nota´vel teorema de De Giorgi, a fronteira livre ∂{u > 0} pode ser escrita,
a menos possivelmente de um conjunto singular de medida ‖∇χ{u>0}‖-zero, como
uma unia˜o enumera´vel de hipersuperf´ıcies C1. O resultado principal do cap´ıtulo
3 e´ a estensa˜o dessas propriedades (o facto da fronteira livre ser porosa (Teorema
3.3.1), da medida de Hausdorff (n − 1)-dimensional da fronteira livre ser finita
(Teorema 3.8.1) e Observac¸a˜o 3.8.1) para uma classe mais geral de operadores
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el´ıpticos quasi-lineares degenerados heteroge´neos, que inclui o p(x)-Laplaciano,
p(x) > 2.
Por outro lado, foi mostrado por Karp, Kilpela¨inen, Petrosyan e Shahgholian,
para o problema de p-obsta´culo (1 < p <∞), que a fronteira livre e´ porosa com
uma certa constante δ > 0, isto e´, existe r0 > 0 tal que, para cada x ∈ ∂{u > 0}
e 0 < r < r0, existe um ponto y tal que Bδr(y) ⊂ Br(x) \ ∂{u > 0}. Ja´ que um
conjunto poroso em Rn tem dimensa˜o de Hausdorff estritamente menor do que
n, segue que a fronteira livre tem medida de Lebesgue nula, o que nos permite
escrever a soluc¸a˜o do problema de obsta´culo como uma soluc¸a˜o em q.t.p. de
uma equac¸a˜o el´ıptica quasilinear em todo o domı´nio involvendo a func¸a˜o carac-
ter´ıstica χ{u>0} do conjunto de na˜o-coincideˆncia. Esta propriedade e´ importante
para mostrar, supondo que as condic¸o˜es iniciais sesa˜o na˜o degeneradas, a estabil-
idade do conjunto de na˜o-coincideˆncia em medida de Lebesgue.
Finalmente, no cap´ıtulo quatro desta tese, usando um lema de compacidade
compensada, homogeinizac¸a˜o o problema de Dirichlet para o A(x)-Laplaciano
em espac¸os de Orlicz-Sobolev (Teorema 4.2.1) e descrevemos o operador limite.
Estudamos ainda a homogeinizac¸a˜o do problema de A(x)-obsta´culo (Teorema
4.3.1). Tambe´m neste caso descrevemos o problema limite. Concluimos o cap´ıtulo
provando a convergeˆncia dos conjuntos de coincideˆncia no problema de obsta´culo
(Teorema 4.4.1).
Concluimos a tese com um apeˆndice sobre os espac¸os de Orlicz-Sobolev.
Palavras-Chave
Problemas de fronteira livre, problemas de obsta´culo, inequac¸oes quasi-variacionais,
espac¸os de Orlicz-Sobolev, p(x)-Laplaciano, regularidade C1,α, porosidade, me-
dida de Hausdorff, homogeneizac¸a˜o.
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Introduction
The study of the obstacle problem originated in the context of elasticity as
the equations that models the shape of an elastic membrane which is pushed
by an obstacle from one side affecting its shape. The resulting equation for
the function whose graph represents the shape of the membrane involves two
distinctive regions: in the part of the domain where the membrane does not
touch the obstacle, the function will satisfy an elliptic PDE. In the part of the
domain where the function touches the obstacle (contact set), the function will
be a supersolution of the elliptic PDE. Everywhere, the function is constrained
to stay above the obstacle. Obstacle problem is is deeply related to the study of
minimal surfaces and the capacity of a set in potential theory as well. Applications
include the study of fluid filtration in porous media, constrained heating, elasto-
plasticity, optimal control, and financial mathematics...
More precisely, if we are given a domain Ω ⊂ Rn, for a given (elliptic) operator A
and a function f and for a given (obstacle) function ψ the (one) obstacle problem
consists of finding a function u (with prescribed boundary data, say u = g on
∂Ω) such that
u ≥ ψ, everywhere in Ω,
Au ≥ f, everywhere in Ω,
Au = f, wherever u > ψ.
There are different approaches to study the existence, uniqueness and regularity
of solution.
0. Introduction
Variational and nonvariational techniques
For operators in divergence form obstacle problem can be characterized as a varia-
tional inequality. When operator A is the Euler-Lagrange equation if a functional
I : X → R (where X is an appropriate space of functions) then one can iden-
tify the solution to the obstacle problem as the minimizer of the functional I(u)
among all functions u in the set Kψ := {u ∈ X : ψ ≤ u}. This is a minimization
problem constrained to a convex set and thus it has a minimum provided I is a
weakly lower semi-continuous functional. If I is a strictly convex functional, then
this minimizer is unique (see, for example, [48]).
For any elliptic equation A that satisfies a comparison principle, the solution
u to the obstacle problem can be identified as the minimum supersolution of the
equation which is above the obstacle the obstacle ϕ.
Obstacle problem in probability
The obstacle problem arises also in probability, when modeling optimal stopping
times. The idea is that one follows a stochastic process and can choose to stop at
any time. Whenever we stop, we receive the value of a given payoff function at
the point the stochastic process ended. It turns out that the expectation of this
payoff function in the best stopping strategy solves an obstacle problem with the
payoff function as the obstacle and an elliptic equation related to the properties of
the stochastic process that we follow. In financial mathematics, American options
are priced using a model that follows this idea. If we consider an optimal stopping
problem with a discontinuous Le´vy process, one obtains an obstacle problem for
an integro-differential equation. In particular, if we consider an α-stable process,
we will end up with the obstacle problem for the fractional Laplacian. Given a
smooth function ψ : Rn → R, which decays at infinity appropriately, the obstacle
2
0. Introduction
problem for the fractional Laplacian consists of finding the function u satisfying
u ≥ ψ in Rn
(−∆)su ≥ 0 in Rn (s ∈ (0, 1)),
(−∆)su(x) = 0 for those x such that u(x) > ψ(x),
lim
|x|→∞
u(x) = 0,
(0.0.3)
where fractional Laplacian of a function u : Rn → R is defined as
(−∆)su(x) := Cn,s
∫
Rn
u(x)− u(y)
|x− y|n+2s dy, (0.0.4)
and Cn,s is some normalization constant. It can also be defined as a pseudo-
differential operator in terms of Fourier transform
(̂−∆)su(ξ) := |ξ|2sû(ξ). (0.0.5)
This is a free boundary problem, cause the contact set {u = ϕ} is unknown.
The free boundary in this case is ∂{u = ϕ}. This application made the obstacle
problem very relevant in recent times in all its forms. This problem was well
studied in resent years, and there is a nice regularity theory [5], [6], [19], [18],
[100] and [17] for parabolic fractional obstacle problem). In particular, in [18]
and [100], the optimal regularity of the solutions and of the free boundary of the
obstacle problem for the fractional Laplacian is studied. In [18] the authors used
a characterization of the problem as the thin obstacle problem for a degenerate
elliptic PDE. This connection was established in [19], where is shown that for
every s ∈ (0, 1), the operator (−∆)s corresponds to a Dirichlet to Neumann
operator for a degenerate elliptic PDE in the upper half space. This allows to
rewrite the obstacle problem (0.0.3) as a thin obstacle problem for a degenerate
elliptic equation. The most clear advantage of this is that now one deals with a
local PDE and can use the more common methods for regularity theory of free
boundary problems like monotonicity formulas, blowups, etc.
3
0. Introduction
Some words on regularity
For a classical obstacle problem, where A is just the Laplacian the variational
formulation of the obstacle problem would be seeking minimizers of the Dirichlet
energy functional
I(u) :=
∫
Ω
|∇u|2 dx− 2
∫
Ω
fu dx,
where the functions u represent the vertical displacement of the membrane. In
addition to satisfying Dirichlet boundary conditions corresponding to the fixed
boundary of the membrane, the functions u are constrained to be greater than
some given obstacle function ϕ. The solution breaks down into a region where
the solution is equal to the obstacle function (contact set), and a region where the
solution is above the obstacle. The interface between the two regions is the free
boundary. In general, the solution is continuous and possesses Lipschitz continu-
ous first derivatives. The free boundary is characterized as a Ho¨lder continuous
surface except at certain singular points, which reside on a smooth manifold. The
following simple example shows that no matter how regular the obstacle is, the
solution to the obstacle problem, in general, does not have continuous second
derivatives.
Consider the spacial case, when n = 1 and f = 0. Then the obstacle problem for
Laplacian is to minimize the functional∫ b
a
|u′(x)|2 dx
subject to u(a) = ua, u(b) = ub, and u(x) ≥ ψ(x). We suppose that ua > ψ(a)
and ub > ψ(b). Let ψ(x) be strictly concave. Then the minimizing curve y = u(x)
(solution of the obstacle problem) consists of three arcs:
(i) A line segment l1 connecting the point (a, ua) to a point (a
′, ψ(a′)), tangent
to y = ψ(x) at x = a′,
(ii) An arc γ : y = ψ(x), a′ < x < b′,
(iii) A line segment l2 connecting the point (b
′, ψ(b′)) to (b, ub), tangent to y =
ψ(x) at x = b′.
4
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The free boundary consists of the two points (a′, ψ(a′)) and (b′, ϕ(b′)). So if
ψ′′ < 0, then
u′′(a′−) = 0 6= ψ′′(a′) = u′′(a′+),
hence u′′(x) has a jump discontinuity at x = a′.
The optimal regularity of the solution of classical obstacle problem is known to
be C1,1. This was originally proved by Frehse in [47]. It is known, that up to
C1,1, the solution to the obstacle problem is as regular as the obstacle is. More
precisely, the modulus of continuity of the solution and the modulus of continuity
for its derivative are related to those of the obstacle (see [16]) for classical case
and [75] for more general case of operators):
1. If the obstacle ψ has the modulus of continuity σ(r), that is, |ψ(x)− ψ(y)| ≤
σ(|x − y|), the the solution u(x) has modulus of continuity Cσ(2r), where the
constant C depends only on the domain and not the obstacle.
2. If the first derivative of the obstacle has modulus of continuity σ(r), then
the first derivative of the solution has modulus of continuity Crσ(2r), where the
constant C again depends only on the domain (see [16]).
In general one can prove that the free boundary is smooth (analytic in the
case of the Laplacian) in a generic point. However, there can be some exceptional
points where the free boundary forms a cusp singularity, [16].
The theory of the obstacle problem is extended to other divergence form
uniformly elliptic operators (see [66], [92]) and their associated energy functionals.
It can be generalized to degenerate elliptic operators as well, [75].
The double obstacle problem, where the function is constrained to lie above one
obstacle function and below another, is also of interest.
The Signorini problem is a variant of the obstacle problem, where the energy
functional is minimized subject to a constraint which only lives on a surface of
one lesser dimension, which includes the boundary obstacle problem, where the
constraint operates on the boundary of the domain.
The parabolic, time-dependent cases of the obstacle problem and its variants are
also objects of study.
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The thesis
This thesis consists of four chapters. We study the regularity of the solution and
of the free boundary of obstacle problem for a class of heterogeneous quasilin-
ear degenerate elliptic operators, mainly, for A(x)-Laplacian, in Orlicz-Sobolev
spaces. We call it the A(x)-obstacle problem.
The obstacle problem (with one obstacle) for the operator
∆Au := div(a(x, |∇u|)∇u) (0.0.6)
consists of finding u ∈ Kψ such that∫
Ω
a(x, |∇u|)∇u · ∇(v − u) dx ≥
∫
Ω
f(x)(v − u) dx, ∀v ∈ Kψ,
where
Kψ := {v ∈ W 1,A0 (Ω) : ψ ≤ v a.e. in Ω},
Ω ⊂ Rn is a bounded domain, u : Ω→ R, a : Ω×R+ → R is a Young function, f
is a bounded function, ψ ∈ W 1,A(Ω), A is related to a by A(x, t) := ∫ t
0
a(x, s)s ds,
x ∈ Ω, t ≥ 0. We will assume that Kψ 6= ∅.
For this operator (0.0.6) we consider also two obstacles problem. In this case
instead of Kψ we have
Kϕψ := {v ∈ W 1,A0 (Ω) : ψ ≤ v ≤ ϕ a.e. in Ω},
and as ψ, ϕ ∈ W 1,A(Ω).
For the operator ∆A the N -membranes problem consists of finding u =
(u1, u2, ..., uN) ∈ KN such that
N∑
i=1
∫
Ω
a(x, |∇ui|)∇ui · ∇(vi − ui) dx
≥
N∑
i=1
∫
Ω
fi(vi − ui) dx, ∀(v1, ...vN) ∈ KN ,
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where KN is a convex subset of the Orlicz-Sobolev space [W 1,A0 (Ω)]N , defined by
KN = {(v1, ..., vN) ∈ [W 1,A0 (Ω)]N : v1 ≥ ... ≥ vN a.e. in Ω},
and f1,...,fN ∈ LA
∗
(Ω).
The operator ∆Au is called A-Laplacian (usually when there is no x de-
pendence, that is when a(x, t) = a(t)) or A(x)-Laplacian (to emphasize the x-
dependence).
There exists a unique solution to the obstacle problem (in fact, we are dealing
with a minimization of a ”nice” functional over a closed convex set Kψ, Kϕψ or
KN respectively).
In the first chapter we prove that bounded weak solutions for a class of variable
exponent elliptic equations in divergence form (which includes the p(x)-Laplacian)
with Dirichlet boundary condition are in C1,αloc for some α ∈ (0, 1). We also prove
C1,α regularity up to the boundary in case the boundary is smooth enough (see
Theorems 1.5.1 and 1.5.2).
For the study of the regularity of generalized solutions of quasi-linear elliptic
equations and variational problems Ladyzhenskaya and Ural’tseva have devel-
oped a method inspired by De Giorgi. They introduced class Bm and proved
Ho¨lder continuity of functions in Bm (see Definition 1.2.1). We follow this idea
simplifying its modified version by Fan to prove Ho¨lder continuity of solutions for
a class of elliptic equations in divergence form. More precisely, we consider the
problem of the regularity of weak solutions of equation
− div(a(x, |∇u|)∇u)) = f(x), x ∈ Ω, (0.0.7)
where Ω is a bounded domain in Rn (n ≥ 2), u : Ω → R, a : Ω × R+ → R, and
f : Ω→ R is a given bounded function.
The study of such problems has been stimulated by problems in elasticity, in
fluid dynamics, image processing models and problems in the calculus of vari-
ations with p(x)-growth conditions and some more general class of differential
7
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operators.
After the Ho¨lder regularity results (Corollaries 1.4.1 and 1.4.2) we proceed
to C1,α regularity results of the bounded weak solutions of (0.0.7). In the case
when the boundary of the domain is a class of C1,γ, for some γ ∈ (0, 1), we
have regularity of bounded weak solutions up to the boundary. Applying this we
infer the regularity of the solution of the one obstacle problem from the Lewy-
Stampacchia inequalities. In case of Ω with smooth boundary we deduce up to
the boundary C1,α regularity of the solution of obstacle problem (Theorem 1.6.1).
In the second chapter we prove Lewy-Stampacchia inequalities in abstract
form for two obstacles problem in Orlicz-Sobolev spaces (Theorem 2.3.2). In
particular for the two obstacles problem in Orlicz-Sobolev spaces we have
−∆Aϕ ∧ f ≤ −∆Au ≤ −∆Aψ ∨ f,
where d ∧ b = inf(d, b) and d ∨ d = sup(d, b) Applying those inequalities we
derive C1,α regularity results (both locally and up to the boundary) for A(x)-
obstacle problem with two obstacles (Theorem 2.3.3). We also extend the Lewy-
Stampacchia inequalities for the N -membranes problem (Theorem 2.4.1), which
allows us to extend the C1,α regularity results for the solution of N -membrane
problem (Theorem 2.4.2). Then we approximate the variational inequality using
bounded penalization (Theorem 2.4.3)
We also give a way to get the Lewy-Stampacchia inequalities for one (upper or
lower) obstacle problem from the Lewy-Stampacchia inequalities for two obstacles
problem (Proposition 2.3.1).
Another interesting application of the Lewy-Stampacchia inequalities is its
application in studying quasi-variational inequalities. Some of these problems
are related to a stochastic switching game.
Using the notations
〈Aw,v〉 :=
N∑
i=1
〈Awi, vi〉 and 〈L,v〉 :=
N∑
i=1
∫
Ω
fivi dx,
8
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with A = −∆Au, we consider the following quasi-variational problem:
find u ∈ K(u), such that,
〈Au− L,v− u〉 ≥ 0, ∀v ∈ K(u),
where
K(u) = {v ∈ [W 1,A0 (Ω)]N : Ψi(u) ≤ vi ≤ Φi(u), i = 1, 2, . . . , N},
f = (f1, . . . , fN) ∈ [LA
∗
(Ω)]N , and for v = (v1, . . . , vN) we set
Φi(v) :=
∧
i 6=j
(vj + ϕij) (ϕij are positive constants),
Ψi(v) :=
∨
i 6=j
(vj − ψij) (ψij are positive constants),
for i, j = 1, . . . , N , i.e. we consider an N -membrane problem with KN = K(u)
(the obstacles themselves depend on the solution).
Using Lewy-Stampacchia inequalities for N -membranes problem, we prove that
this problem admits at least a maximal and a minimal solution (Theorem 2.4.4).
In the third chapter we study the regularity of the free boundary in A(x)-
obstacle problem. We extend the regularity of the free boundary of the obsta-
cle problem to a class of heterogeneous quasilinear degenerate elliptic operators
(A(x)-Laplacian), which includes the p(x)-Laplacian, in particular.
It was proved by Caffarelli that the quadratic growth of the solution of the
free boundary of the obstacle problem for the Laplacian implies an estimate of
the (n − 1)-dimensional Hausdorff measure of the free boundary and a stability
property. This result has a simple generalization to second order linear elliptic
operators with Lipschitz continuous coefficients, which allows the extension of
those properties to C1,1 solutions of the obstacle problem for certain quasilinear
operators of minimal surfaces type.
9
0. Introduction
Hausdorff measure estimates were obtained for homogeneous nonlinear oper-
ators of the p-obstacle problem (2 < p < ∞) by Lee and Shahgholian, and for
general potential operators by Monneau in a special case corresponding to an
obstacle problem arising in superconductor modeling with convex energy, and
by S. Challal, A. Lyaghfouri and J. F. Rodrigues to the so called A-obstacle
in Orlicz-Sobolev spaces, that includes a large class of degenerate and singular
elliptic operators. As it is well-known from geometric measure theory, the impor-
tance of the estimate on the (n − 1)-dimensional Hausdorff measure of the free
boundary, by a result of Federer, implies that the non-coincidence set {u > 0} is
then a set of locally finite perimeter. As an important consequence, by a well-
known result of De Giorgi, the free boundary ∂{u > 0} may be written, up to
a possible singular set of ‖∇χ{u>0}‖-measure zero, as a countable union of C1
hyper-surfaces. The main result of Chapter 3 is the extension of these properties
to a more general class of heterogeneous quasilinear degenerate elliptic operators
which includes the p(x)-Laplacian. In particular, porosity of the free boundary
(Theorem 3.3.1), is proved for a class of operators extending to p(x)-Laplacian
for 1 < p(x) < ∞. The finiteness of (n − 1)-dimensional Hausdorff measure of
the free boundary (Theorem 3.8.1 and Remark 3.8.1) was shown for a class of
heterogeneous quasilinear degenerate elliptic operators, including p(x)-Laplacian,
for p(x) > 2. There is a technical difficulty in the proof for the last result in case
of 1 < p(x) ≤ 2, which we hope overcome in the future.
On the other hand, it was shown by Karp, Kilpela¨inen, Petrosyan and Shahgho-
lian for the p-obstacle problem (1 < p < ∞), that the free boundary is porous
with a certain constant δ > 0, that is, there exists r0 > 0 such that for each
x ∈ ∂{u > 0} and 0 < r < r0, there exists a point y such that Bδr(y) ⊂
Br(x) \ ∂{u > 0}. Since a porous set in Rn has Hausdorff dimension strictly
smaller than n, it follows that the free boundary has Lebesgue measure zero,
which allows us to write the solution of the obstacle problem as an a.e. solution
of a quasilinear elliptic equation in the whole domain involving the characteristic
function χ{u>0} of the non-coincidence set. This property is important to show,
under general non-degenerate assumptions on the data, a stability of the non-
coincidence set in Lebesgue measure.
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One of the main difficulties in extending this results from the constant expo-
nent Sobolev spaces to more general spaces is absence of the analogue of clas-
sical Harnack inequality. Harnack inequality was used to prove the porosity of
the free boundary in [65] (for constant exponent spaces), as well as in [21], for
A(x, t) = A(t)-obstacle problem (the classical Harnack inequality is still valid in
this case and was shown by G. Lieberman in [76]). However, when we pass to the
x variable spaces, the classical Harnack inequality fails (even just for p(·) case).
There is an analogue of the Harnack inequality for this case too (see [33]), but
this is very weak, since the constant c in Harnack inequality is not universal and
depends on function.
Finally, in the chapter four of the thesis using a compensated compactness
lemma we homogenize the Dirichlet problem for A(x)-Laplacian in Orlicz-Sobolev
spaces (Theorem 4.2.1). We describe the limiting operator. In this chapter we also
study the homogenization of the A(x)-obstacle problem (Theorem 4.3.1). Using
Lewy-Stampacchia inequalities, we get a compactness argument (from Rellich-
Kondrachov theorem) to homogenize the problem. We close this chapter by
proving the convergence of the coincidence sets for obstacle problem (Theorem
4.4.1).
Novelties in chapter 1 is C1,α-regularity of the solutions for a class of variable
exponent elliptic equations. This is an adaption of Fan’s result (see [43]) into our
framework.
In chapter 2 the extension of Lewy-Stampacchia inequalities in general frame-
work for the two obstacles problem as well as for the N -membranes problem is
new. This gives a new (and much shorter) prove of the regularity result of the
solution of two obstacles and N -membranes problem.
In chapter 3 the porosity of the free boundary of the obstacle problem as well
as the finitness of its (n−1)-dimensional Hausdorff measure is new. This gives an
information about the regularity of the free boundary. This framework extends
similar results for the fixed exponent Sobolev spaces.
In chapter 4 both homogenization results for the Dirichlet problem and for
11
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the obstacle problem are new in this framework. While the homogenization result
for the Dirichlet problem extends the one done in W 1,p(·) framework, the homog-
enization result of the obstacle problem in certain sense extends the one for done
just for fixed exponent Sobolev spaces. The convergence of the coincidence sets
also is new in this framework.
We close the thesis by an appendix on Orlicz-Sobolev spaces.
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Chapter 1
Regularity of Solutions for a
Class of Elliptic Equations
1.1 Preliminaries
We prove that bounded weak solutions for a class of variable exponent elliptic
equations in divergence form (which includes the p(x)-Laplacian) with Dirichlet
boundary condition are in C1,αloc . We also prove C
1,α regularity up to the boundary
in case the boundary is smooth enough.
For the study of the regularity of generalized solutions of quasi-linear elliptic
equations and variational problems Ladyzhenskaya and Ural’tseva have developed
a method, [70], inspired by De Giorgi (see [54]). They introduced class Bm and
proved Ho¨lder continuity of functions in Bm. Here we are going to follow this
idea with its modified version in [44] to prove Ho¨lder continuity of solutions for
a class of elliptic equations in divergence form. More precisely, we consider the
problem of the regularity of weak solutions of equation
− div(a(x, |∇u|)∇u)) = f(x), x ∈ Ω, (1.1.1)
where Ω is a bounded domain in Rn (n ≥ 2), u : Ω → R, a : Ω × R+ → R, and
f : Ω→ R is a given bounded function.
1. Preliminaries
Definition 1.1.1. We will say that u ∈ W 1,A(Ω) is a weak solution of equation
(1.1.1), if∫
Ω
a(x, |∇u|)∇u · ∇η dx−
∫
Ω
f(x)η dx = 0, ∀η ∈ W 1,A0 (Ω), (1.1.2)
where A is related to a by
A(x, t) =
∫ t
0
a(x, s)s ds, x ∈ Ω, t ≥ 0. (1.1.3)
For the definitions and basic properties of Orlicz-Sobolev spaces we refer to
Appendix.
The study of regularity in case of a(x, t) = a(t) in (1.1.1) is covered by the
work of Lieberman in [76].
When in (1.1.1) we have a(x, t) = tp(x)−2, with p(x) > 1 a given bounded
function in Ω, we deal with problems involving variable growth conditions, the
so called p(x)-Laplacians. The study of such problems has been stimulated by
problems in elasticity (see [105]), in fluid dynamics (see [3], [30], [96], [107]),
image processing models [26] and problems in the calculus of variations with
p(x)-growth conditions (see [1], [89], [83], [105], [109]) and some more general
class of differential operators (see [4], [9], [38], [107]).
We will assume that a(x, t) is given by a function measurable and bounded
in x for all t > 0 and Lipschitz continuous in t, a.e. x ∈ Ω, and, such that, there
are positive constants a− < a+
0 < a− ≤ tat(x, t)
a(x, t)
+ 1 ≤ a+ for t > 0, (1.1.4)
where at = ∂a/∂t, and also lim
t→0+
ta(x, t) = 0.
The assumption (1.1.4), in fact, implies
(
a(x, |ξ|)ξ − a(x, |ζ|)ζ) · (ξ − ζ) > 0, ∀ξ, ζ ∈ Rn, ξ 6= ζ
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and lim
t→∞
ta(x, t) =∞ for a.e. x ∈ Ω (see [20], for instance).
Let p(x) > 1 be a log-Lipschitz continuous bounded function, i.e.
1 < p− := min
x∈Ω
p(x) ≤ max
x∈Ω
p(x) := p+ <∞,
and there exists a constant L > 0, such that
|p(x)− p(y)| log |x− y|−1 ≤ L, for all x, y ∈ Ω, |x− y| ≤ 1
2
. (1.1.5)
We assume that a(x, t) is such that a(x, 0) = 0 for a.e. x ∈ Ω, and satisfies the
following structural conditions for some positive constants c0, c1, c2, namely, [25],
[43], [44]
1
|η|
n∑
i,j=1
∂a
∂ηj
(x, |η|)ξiξjηiηj + a(x, |η|)|ξ|2 ≥ c0|η|p(x)−2|ξ|2, (1.1.6)
1
|η|
n∑
i,j=1
(∣∣∣∣ ∂a∂ηj (x, |η|)ηiηj
∣∣∣∣+ δija(x, |η|)) ≤ c1|η|p(x)−2 (1.1.7)
for a.e. x ∈ Ω, η = (η1, η2, . . . , ηn) ∈ Rn \{0} and for all ξ = (ξ1, ξ2, . . . , ξn) ∈ Rn,
and
|a(x1, |η|)η − a(x2, |η|)η| ≤ c3|x1 − x2|β1
(|η|p(x1)−1 + |η|p(x2)−1|)∣∣ log |η|∣∣ (1.1.8)
for all x1, x2 ∈ Ω, η ∈ Rn \ {0} and for some β1 ∈ (0, 1).
Remark 1.1.1. Assumptions (1.1.6), (1.1.7) imply ([29], [101]) that for some
positive constant c3
a(x, |η|)|η| ≥ c3|η|p(x)−1
Proposition 1.1.1. Under the assumptions (1.1.6), (1.1.7) the Orlicz-Sobolev
space W 1,A(Ω) is continuously embedded in W 1,p(·)(Ω).
Proof. Remark 1.1.1 implies
c3
p+
tp(x) ≤ A(x, t), ∀x ∈ Ω, t ≥ 0,
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which, by the Theorem 8.5 in [90], in turn, applies the continuous embedding
W 1,A(Ω) ↪→ W 1,p(·)(Ω) (see also [89]).
Hereafter we will always assume that assumptions of the Proposition 1.1.1
hold, so we have the continuous embedding of W 1,A(Ω) in W 1,p(·)(Ω). We also
recall the following proposition from [101]:
Proposition 1.1.2. If (1.1.6)-(1.1.8) hold then
|a(x, |η|)η| ≤ c′3|η|p(x)−1,
(
a(x, |η|)η − a(x, |ξ|)ξ) · (η − ξ)
≥
{
c′1|η − ξ|p(x), if p(x) ≥ 2,
c′1(|η|2 + |ξ|2)(p(x)−2)/2|η − ξ|2, if p(x) < 2,
(1.1.9)
where c′1, c
′
3 are positive constants depending only on c1, c3, p−, p
+ and n.
First we see that under the assupmptions (1.1.4)-(1.1.8) bounded weak so-
lutions of (1.1.1) are Ho¨lder continuous. Then we go to the C1,α regularity of
solutions of (1.1.1) and then we apply those results in the study of the regularity
of the solution of obstacle problems in Orlicz-Sobolev spaces. When the bound-
ary of Ω is regular enough, then we have the same regularity results up to the
boundary.
Compared with the known local C1,α regularity results for the variable expo-
nent problems, this result is more general than those in [81], [82], where W 1,∞loc (Ω)
regularity has been obtained. Because in general (1.1.2) may not be the Euler
equation of the integral functional, the C1,α regularity result in this chapter in
that sense is more general than those in [1] and [28], where C1,α regularity for
the local minimizers of the integral functionals with p(x) growth is proved.
The C1,α regularity results for quasilinear elliptic equations with constant ex-
ponent p-growth conditions are well known (see [29], [40], [52], [51], [70], [73],
[74], [76], [77], [101]). The proof of C1,α regularity result here is basically done
by Fan in [43], which itself is based on the idea of Acerbi and Mingione in [1] and
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on Lieberman results in [74], [76] for the constant exponent case. We represent a
simplified version of the proof of [43].
In this chapter, after some background information in section 1.2, in section
1.3 we study boundness of weak solutions. In section 1.4 we see that bounded
weak solutions of (1.1.1) are Ho¨lder continuous. Section 1.5 of current chapter
studies C1,α-regularity (both interior and up to the boundary) of bounded weak
solutions. We close this chapter by some applications of the regularity result to
obstacle problem in Orlicz-Sobolev spaces.
1.2 Notations and background information
Throughout this chapter we will use the following notations: for a measurable
set E in R we denote by |E| the n-dimensional Lebesgue measure of E. For a
measurable function u defined in Ω and a measurable set E ⊂ Ω we denote
max
E
u(x) := ess sup
x∈E
u(x), min
E
u(x) := ess inf
x∈E
u(x),
osc
E
u(x) := max
E
u(x)−min
E
u(x).
For r > 0 Br(x0) is the ball of radius r centered at x0. Sometimes it will be
written just Br.
Lemma 1.2.1. If for any Br ⊂ Ω with r < r0 and for any σ ∈ (0, 1) and any
k ≥ k0 > 0∫
Bk,r−σr
|∇u|p dx ≤ c
[ ∫
Bk,r
∣∣∣∣u− kσr
∣∣∣∣p∗ dx+ (kq + 1)|Bk,r|], (1.2.1)
where u ∈ W 1,p(Ω) (p > 1 is a constant), c > 0 is a constant, 0 < q ≤ p∗, with
p∗ as the Sobolev embedding exponent of p, i.e.
p∗ :=
{
np
n−p , if p < n,
any s > p, if p ≥ n,
then u is locally bounded above on Ω.
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For the proof we refer to Lemma 2.4 of [50].
Let now (1.1.6), (1.1.7) hold. Then, by Proposition 1.1.1, W 1,A(Ω) is contin-
uously embedded in W 1,p(·)(Ω).
Definition 1.2.1. For positive constants M,γ, γ1, δ with δ ≤ 2 we define the
class BA := BA(Ω,M, γ, γ1, δ) as the set of all functions u ∈ W 1,A(Ω) such that
max
Ω
|u(x)| ≤M , and the functions w(x) = ±u(x) satisfy
∫
Bk,ρ−σρ
|∇u|p(x) dx ≤ γ
∫
Bk,ρ
∣∣∣∣w(x)− kσρ
∣∣∣∣p(x) dx+ γ1|Bk,ρ| (1.2.2)
for arbitrary Bρ ⊂ Ω, σ ∈ (0, 1) and k such that
max
Bρ
w(x)− δM ≤ k, (1.2.3)
where Bk,ρ = {x ∈ Bρ : w(x) > k}.
Remark 1.2.1. It is not difficult to see that if p(x) satisfies (1.1.5), then there
is a positive constant L′ such that
r−β ≤ L′, ∀Br ⊂ Ω,
where β = osc
Br
p(x). The conclusion is true also when p ∈ C0,α(Ω) for some
α ∈ (0, 1].
By Proposition 1.1.1 the following theorems are direct consequences of the
Theorem 2.1 and Theorem 2.2 of [44].
Theorem 1.2.1. If p(x) satisfies (1.1.5), (1.1.6)-(1.1.7) hold, then
BA(Ω,M, γ, γ1, δ) ⊂ C0,α(Ω), where α ∈ (0, 1], α = α(n, p−, p+, L′, γ, δ).
Definition 1.2.2. A function u is said to be in class BA(Ω,M, γ, γ1, δ), if u ∈
B(Ω,M, γ, γ1, σ) and (1.2.2) holds for any ball Bρ with Bρ ∩ ∂Ω 6= ∅, σ ∈ (0, 1)
and
k ≥ max{max
Ωρ
w(x)− δM, max
∂Ωρ
w(x)},
where Ωρ := Bρ ∩ Ω, ∂Ωρ := ∂Ω ∩Bρ, Bk,ρ := {x ∈ Ωρ : w(x) > k}.
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Theorem 1.2.2. If p(x) satisfies (1.1.5), u ∈ BA(Ω,M, γ, γ1, δ) and there are
positive constants c0 and θ0 such that for any ball Bρ centered on ∂Ω with radius
ρ ≤ c0 and for any connected branch Ωiρ of Bρ ∩Ω, the following inequality holds:
|Ωiρ| ≤ (1− θ0)|Bρ|
and also u ∈ C0,α1(∂Ω) on ∂Ω, then u ∈ C0,α(Ω), where α depends only on n,
p−, p+, L′, γ, δ and α1.
1.3 Boundness of weak solutions
We prove that under certain assumptions weak solutions of (1.1.1) are locally
bounded. More precisely, we assume that for x ∈ Ω the following conditions hold:
a(x, |∇u|)|∇u|2 ≥ a0|∇u|p(x) − c, (1.3.1)
|a(x, |∇u|)∇u| ≤ a1|∇u|p(x)−1 + c, (1.3.2)
|f(x)| ≤ c (1.3.3)
for some positive constants a0, a1, c and p(x) ∈ C(Ω).
Theorem 1.3.1. If (1.3.1)-(1.3.3) hold and u ∈ W 1,A(Ω) is a weak solution of
(1.1.1), then u ∈ L∞loc(Ω). If in addition u is bounded on the boundary of Ω, then
u ∈ L∞(Ω).
Proof. Let u be a weak solution of (1.1.1) and x0 ∈ Ω. We will prove that u is
locally bounded at x0. Let us take a ball Br0(x0) ⊂ Ω. We will use p− and p+
as the minimum and maximum values of p(x) in the ball Br0 . Without loss of
generality one can assume p− ≤ n. We also will set
p∗− :=
{
np−
n−p− , if p− < n,
p+ + 1, if p− = n.
By the continuity of p(x) we can chose r0 ∈ (0, 1) sufficiently small such that
p+ < p∗−.
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For arbitrary balls Bt(x
′) ⊂ Bs(x′) ⊂ Br0(x0), let ϕ ba a C∞ function such that
0 ≤ ϕ ≤ 1, suppϕ ⊂ Bs, ϕ ≡ 1 on Bt, |∇ϕ| ≤ 2
s− t .
For k ≥ 1 set η := ϕp+ max{u− k, 0}. Then η ∈ W 1,A0 (Ω). From (1.1.2) one gets∫
Bk,s
a(x, |∇u|)|∇u|2ϕp+ dx
+ p+
∫
Bk,s
[
a(x, |∇u|)∇u · ∇ϕ]ϕp+−1(u− k) dx
−
∫
Bk,s
f(x)ϕp
+
(u− k) dx = 0, (1.3.4)
where Bk,s = {x ∈ Bs : u(x) > k}. Hereafter in the proof we are going to write
I1 :=
∫
Bk,s
|∇u|p(x)ϕp+ dx, I2 :=
∫
Bk,s
∣∣∣∣u− ks− t
∣∣∣∣p∗− dx, ∫ · := ∫
Bk,s
·.
From (1.3.1)-(1.3.4) it follows that
a0I1 ≤ c
∫
ϕp
+
dx + a1p
+
∫
|∇u|p(x)−1ϕp+−1|∇ϕ|(u− k) dx
+ cp+
∫
ϕp
+−1|∇ϕ|(u− k) dx
+ c
∫
ϕp
+
(u− k) dx. (1.3.5)
It is clear that ∫
ϕp
+
dx ≤ |Bk,s|. (1.3.6)
Using Young’s inequality and taking ε1 ∈ (0, 1) such that
a1(p
+ − 1)εp+/(p+−1)1 =
a0
4
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we get
a1p
+
∫
|∇u|p(x)−1ϕp+−1|∇ϕ|(u− k) dx
≤ a1p+
[ ∫
p(x)− 1
p(x)
ε
p(x)/(p(x)−1)
1 |∇u|p(x)ϕ(p
+−1)p(x)/(p(x)−1) dx
+
∫
1
p(x)
ε
−p(x)
1 |∇ϕ|p(x)(u− k)p(x) dx
]
≤ a1p+p
+ − 1
p+
εp
+/(p+−1)
∫
|∇u|p(x)ϕp+ dx
+ a1
p+
p−
εp
+
1 2
p+
∫ ∣∣∣∣u− ks− t
∣∣∣∣p(x) dx
≤ a0
4
I1 + c1I2 + c1|Bk,s|. (1.3.7)
We also have ∫
ϕp
+−1|∇ϕ|(u− k) dx ≤ 2
∫
u− k
s− t dx+ 2|Bk,s|. (1.3.8)
and ∫
ϕp
+
(u− k) dx ≤
∫
(u− k) dx ≤ I2 + |Bk,s|. (1.3.9)
From (1.3.5)-(1.3.9) we conclude
I1 ≤ c2
(
I2 + (k
p+ + 1)|Bk,s|
)
and therefore∫
Bk,t
|∇u|p− dx ≤ c3
[ ∫
Bk,s
∣∣∣∣u− ks− t
∣∣∣∣p∗− dx+ (kp+ + 1)|Bk,s|]. (1.3.10)
By Lemma 1.2.1 the inequality (1.3.10) implies that u is bounded above on
Br0(x0) and so u is locally bounded above on Ω.
Similarly one can show that−u is also locally bounded above on Ω, so u ∈ L∞loc(Ω).
If in addition
max
x∈∂Ω
|u(x)| = M ≤ ∞,
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then for every x0 ∈ ∂Ω, by similar argument as above, we can prove that (1.3.10)
is true for k > M and therefore u ∈ L∞(Ω).
1.4 Ho¨lder continuity of bounded weak solutions
We are ready now to do the next step towards Ho¨lder continuity of weak solutions
of (1.1.1).
Theorem 1.4.1. If (1.3.1)-(1.3.3) hold and u ∈ W 1,A(Ω) is a weak solution of
(1.1.1) with max
x∈Ω
|u(x)| ≤ M , then u ∈ B(Ω,M, γ, γ1, σ), where δ = min
{
a0
4c
, 2
}
and the constants γ and γ1 depend only on a0, a1, p−, p+.
Proof. Let Bt ⊂ Bs ⊂ Ω and let ϕ be a C∞ function such that
0 ≤ ϕ ≤ 1, suppϕ ⊂ Bs, ϕ ≡ 1 on Bt, |∇ϕ| ≤ 2
s− t .
For k ≥ max
Bs
u(x)− δM set η := ϕp+ max{u− k, 0} with p+ as the maximum of
u in Ω (we also will use p− as the minimum value of u in Ω). Then η ∈ W 1,A0 (Ω)
and from (1.1.2) one gets (1.3.5). We want to estimate the right hand side of
(1.3.5). For convenience we again will use
∫ · instead of ∫
Bk,s
·. Using Young’s
inequality and taking ε1 ∈ (0, 1) such that
a1(p
+ − 1)εp+/(p+−1)1 ≤
a0
4
,
one gets
a1p
+
∫
|∇u|p(x)−1ϕp+−1|∇ϕ|(u− k) dx
≤ a1p+
∫
p(x)− 1
p(x)
ε
p(x)/(p(x)−1)
1 ϕ
(p+−1)p(x)/(p(x)−1)|∇u|p(x) dx
+ a1p
+
∫
1
p(x)
ε
−p(x)
1 |∇ϕ|p(x)(u− k)p(x) dx
≤ a0
4
∫
|∇u|p(x)ϕp+ dx+ d
∫ ∣∣∣∣u− ks− t
∣∣∣∣p(x) dx, (1.4.1)
where d = d(a0, a1, p−, p+) is a positive constant.
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Using Young’s inequality and taking ε2 ∈ (0, 1) such that
c
p+
p−
2p
+
ε
p−
2 = 1,
we get
cp+
∫
|∇ϕ|(u− k)ϕp+−1 dx ≤ cp+
∫
|∇ϕ|(u− k) dx
≤ cp+
∫
1
p(x)
ε
p(x)
2 |∇ϕ|p(x)(u− k)p(x) dx
+ cp+
∫
p(x)− 1
p(x)
ε
−p(x)/(p(x)−1)
2 dx
≤
∫ ∣∣∣∣u− ks− t
∣∣∣∣p(x) dx+ c1|Bk,s|, (1.4.2)
where c1 = c1(c, p−, p+) is positive constant. It is clear that
c
∫
ϕp
+
dx ≤ c|Bk,s| (1.4.3)
and
c
∫
ϕp
+
(u− k) dx ≤ c
∫
(u− k) dx
≤ c(max
Bs
u− k)|Bk,s|
≤ cδM |Bk,s| ≤ a0
4
|Bk,s|. (1.4.4)
From (1.3.5) and (1.4.1)-(1.4.4) we conclude
∫
Bk,s
|∇u|p(x)ϕp+ dx ≤ γ
∫
Bk,s
∣∣∣∣u− ks− t
∣∣∣∣p(x) dx+ γ1|Bk,s|.
Therefore ∫
Bk,t
|∇u|p(x) dx ≤ γ
∫
Bk,s
∣∣∣∣u− ks− t
∣∣∣∣p(x) dx+ γ1|Bk,s| (1.4.5)
for Bt ⊂ Bs ⊂ Ω and k ≥ max
B−s
u − δM , where γ and γ1 are positive constants
depending only on c, a0, a1, p−, p+. (1.4.5) shows that u ∈ BA(Ω,M, γ, γ1, δ).
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The same way as above one can prove that u ∈ BA(Ω,M, γ, γ1, δ).
As a consequence we get from Theorems 1.2.1 and 1.4.1 we get:
Corollary 1.4.1. Let (1.1.5)-(1.1.7) hold. If u is a weak solution of (1.1.1) with
max
Ω
|u| ≤ M , then u ∈ C0,α(Ω), where α ∈ (0, 1] and depends only on a0, a1, c,
M , p−, p+, n.
Theorems 1.2.1, 1.2.2, 1.4.1 and the above corollary give:
Corollary 1.4.2. Let (1.1.5)-(1.1.7) hold. If u is a weak solution of (1.1.1), then
u is locally Ho¨lder continuous in Ω. If in addition ∂Ω is such that there are
positive constants c0 and θ0 such that for any ball Bρ centered on ∂Ω with radius
ρ ≤ c0 and for any connected branch Ωiρ of Bρ ∩Ω, the following inequality holds:
|Ωiρ| ≤ (1− θ0)|Bρ|
and u is Ho¨lder continuous on the boundary of Ω, then u is Ho¨lder continuous
on Ω.
1.5 C1,α regularity of bounded weak solutions
1.5.1 Interior regularity
We will assume that p ∈ C0,β1(Ω), that is, there exists a positive constant C such
that
|p(x1)− p(x2)| ≤ C|x1 − x2|, x1, x2 ∈ Ω. (1.5.1)
Theorem 1.5.1. Let (1.1.6)-(1.1.8), (1.5.1) hold. If u ∈ W 1,A(Ω) is a bounded
weak solution of (1.1.1) with sup
Ω
|u| := ess sup
Ω
|u| ≤ M , then u ∈ C1,αloc (Ω), where
α ∈ (0, 1) and depends only on p−, p+, n, a0, a1, c, M , C, β1.
Remark 1.5.1. Note, that if the assumptions of Theorem 1.5.1 are satisfied,
then all assumptions of Corollary 1.4.1 are satisfied, so we already know that
u C0,α1loc (Ω) for some α1 ∈ (0, 1].
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The method of the proof of this theorem is simplified version of the one from
[43], which is similar to the one of [1], however there are some differences in the
proofs of [43] compared to [1]: a higher integrability result for the bounded weak
solutions of (1.1.1) is needed.
Lemma 1.5.1. If (1.1.5)-(1.1.7) hold and u ∈ W 1,A(Ω) is a bounded weak solution
of (1.1.1) with sup
Ω
|u| := ess sup
Ω
|u| ≤ M , then for a given open subset Ω0 ⊂ Ω,
there exist positive constants r0, c0, δ0 depending only on p−, p+, n, a0, a1, c,
M , L and dist(Ω0, ∂Ω) such that for every ball B2r ⊂ Ω0 with r ∈ (0, r0] and for
δ ∈ (0, δ0] (
−
∫
Br
|∇u|p(x)(1+δ) dx
) 1
1+δ
≤ c0
(
1 +−
∫
B2r
|∇u|p(x) dx
)
, (1.5.2)
where −
∫
E
v dx :=
1
|E|
∫
E
v dx.
Proof. Let Ω0 ⊂ Ω and let Br ⊂ B2r ⊂ Ω0 be concentric balls. Take ξ ∈ C∞0 (B2r)
such that 0 ≤ ξ ≤ 1, ξ = 1 on Br and ∇ξ ≤ 4r . Let ω := −
∫
B2r
u dx. Since
η := ξp
+
(u − ω) belongs to W 1,A0 (Ω) we can take it as a test function in (1.1.2).
From (1.3.1)-(1.3.3) and using Young’s inequality one gets
I := a0
∫
B2r
|∇u|p(x)ξp+ dx
≤ 2c|B2r|+ I
4
+ c
∫
B2r
∣∣∣∣u− ωr
∣∣∣∣p(x) dx. (1.5.3)
Since ∫
Br
|∇u|p(x) dx ≤
∫
B2r
|∇u|p(x)ξp+ dx,
from (1.5.3) we get a Caccioppoli type inequality
∫
Br
|∇u|p(x) dx ≤ c|B2r|+ c
∫
B2r
∣∣∣∣u− ωr
∣∣∣∣p(x) dx. (1.5.4)
From (1.1.5) and the classical Pincare´ inequality we get (see [46], [108]) that there
exist r0 small enough and ε ∈ (0, 1) such that when r ∈ (0, r0] a variable exponent
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Poincare´ type inequality holds
−
∫
B2r
∣∣∣∣u− ωr
∣∣∣∣p(x) dx ≤ c1 + c1(−∫
B2r
|∇u| p(x)1+ε dx
)1+ε
, (1.5.5)
so (1.5.4) and (1.5.5) lead to Gehring type inequality
−
∫
B2r
|∇u|p(x) dx ≤ c+ c
(
−
∫
B2r
|∇u| p(x)1+ε dx
)1+ε
,
which implies (1.5.2) (see Proposition 1.1 in Chapter 5 of [52]).
Let conditions of Theorem 1.5.1 hold. Let Ω0 ⊂ Ω and x0 ∈ Ω. Since by
Remark 1.5.1 u ∈ C0,α1loc (Ω), there exists a constant L1 > 0 such that
|u(x1)− u(x2)| ≤ L1|x1 − x2|α1 , ∀x1, x2 ∈ Ω0.
Define β := min{α1, β1}. Let r0, δ0 be as in Lemma 1.5.1. It is clear that we may
assume r0 ≤ 1. Let B2r1(x0) ⊂ Ω0 with r1 sufficiently small such that r1 ≤ r0,∫
B2r1 (x0)
|∇u|p(x) dx ≤ 1,
and
p+(B2r1(x0))
(
1 +
δ0
2
) ≤ p−(B2r1(x0))(1 + δ0), (1.5.6)
where p+(E) = max
E
p(x), p−(E) = min
E
p(x). So we have that
|∇u| ∈ Lp+(B2r1 (x0))
(
1+
δ0
2
)
(B2r1(x0)).
Let Br ⊂ B2r be concentric balls in B2r1(x0). Define p∗(r) = p+(B2r) and let
x∗ ∈ B2r be such that p(x∗) = p∗(r). Define also A(η) := a(x∗, |η|)η and consider
the boundary value problem{
divA(∇v) = 0, in Br,
v = u, on ∂Br.
(1.5.7)
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For the proof of the following lemma we refer to [76].
Lemma 1.5.2. Problem (1.5.7) has a unique solution v such that v ∈ C1,γ1loc (Br)
and
sup
Br/2
|∇v|p+ ≤ cr−n
∫
Br
|∇v|p+ dx, (1.5.8)
−
∫
Bρ
|∇v − (v)ρ|p∗ dx ≤ c
(
ρ
r
)γ1
−
∫
Br
|∇v − (∇v)r|p∗ dx, ∀ρ ∈ (0, r),∫
Br
|∇v|p∗ dx ≤ c
∫
Br
(1 + |∇u|p∗) dx, (1.5.9)
sup
Br
|u− v| ≤ osc
Br
u, (1.5.10)
where p∗ = p∗(r), (∇v)ρ = −
∫
Bρ
∇v dx, γ1 ∈ (0, 1) and c is a positive constant
depending only on p∗, n, a0, a1.
Lemma 1.5.3. If v is the unique solution of (1.5.7), then∫
Br
|∇u−∇v|p∗ dx ≤ c′rβ/2
∫
B2r
(1 + |∇u|p(x)) dx, (1.5.11)
where c′ > 0 is a constant depending only on p−, p+, n, a0, a1, M and dist(Ω0, ∂Ω).
Proof. For a given δ > 0, from
lim
t→+∞
log t
tδ
= 0 and lim
t→0+
log t
t−δ
= 0
follows that there exists a positive constant c(δ) depending on δ such that
| log |η|| ≤ c(δ) + |η|δ + |η|−δ
which together with (1.1.8) leads to
|a(x1, |η|)η − a(x2, |η|)η| ≤ c1(δ)|x1 − x2|β1(1 + |η|p∗−1+δ), (1.5.12)
where p∗ := max{p(x1), p(x2)} and c1(δ) > 0 is a constant depending only on c3,
p−, p+ and δ.
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Define
I :=
∫
Br
(A(∇u)− A(∇v)) · (∇u−∇u) dx.
Since v is a solution of (1.5.7), we have
I =
∫
Br
A(∇u) · (∇u−∇v) dx
=
∫
Br
(A(∇u)− a(x, |∇u|)∇u) · (∇u−∇v) dx
+
∫
Br
a(x, |∇u|)∇u · (∇u−∇v) dx
:= I1 + I2.
Take δ1 ∈ (0, 1) such that δ1p−−1 < δ02 . By (1.5.6)
p∗
(
1 +
δ1
p∗ − 1
)
≤ p−(1 + δ0) ≤ p(x)(1 + δ0).
We recall that by the choice of r1∫
B2r1 (x0)
|∇u|p(x) dx ≤ 1.
Recalling (1.1.8), (1.5.12) from (1.5.2) we get
I1 ≤ crβ1
∫
Br
(1 + |∇u|p∗−1+δ1)(|∇u|+ |∇v|) dx
≤ crβ
{∫
Br
(1 + |∇u|p∗+δ1) dx
+
∫
Br
(1 + |∇u|(p∗−1+δ1) p∗p∗−1 dx+
∫
Br
|∇v|p∗ dx
}
≤ crβ
∫
Br
(1 + |∇u|p(x)(1+δ0)) dx ≤ crβrn + crn
(∫
B2r
|∇u|p(x) dx
)1+δ
≤ crβrn + crβ
∫
B2r
|∇u|p(x) dx ≤ crβ
∫
B2r
(1 + |∇u|p(x)) dx.
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From (1.3.3) and (1.5.10) one gets
I2 ≤ c
∫
Br
|u− v| dx ≤ c osc
Br
u ≤ crα1 ≤ crβ,
and so
I ≤ crβ
∫
B2r
(1 + |∇u|p(x)) dx.
Recalling (1.1.9), when p∗ ≤ 2 we immediately get (1.5.11). In case of p∗ < 2 we
write∫
Br
|∇u−∇v|p∗ dx ≤
(∫
Br
(|∇u|2 + |∇v|2)(p∗−2)/2|∇u−∇v|2 dx)1/2
×
(∫
Br
(|∇u|2 + |∇v|2)(2−p∗)/2|∇u−∇v|2p∗−2 dx)1/2
≤ c
(
I
c′1
)1/2(∫
B2r
(
1 + |∇u|p(x)) dx)1/2,
and again we get (1.5.11).
Having in mind Lemma 1.5.3, (1.5.8) and (1.5.9) we recall the following lemma
from [43]:
Lemma 1.5.4. If Bx0(2r1) is a ball as above, then for given τ ∈ (0, n), there
exist positive constants rτ <
r1
16
and cτ depending only on p−, p+, n, a0, a1, M ,
dist(Ω0, ∂Ω) and τ such that∫
Bρ(xc)
|∇u|p∗(ρ) dx ≤ cτρn−τ , ∀xc ∈ Br1/2 , ∀ρ ∈ (0, ρτ ),
where p∗(ρ) := p+(B2ρ(xc)) = sup
B2ρ
p(x).
Remark 1.5.2. Since τ ∈ (0, n) is arbitrary, Lemma 1.5.4 implies that u ∈
C0,αloc (Ω) for all α ∈ (0, 1).
See Remark 3.3 of [1].
Proof of Theorem 1.5.1. Although the proof of Theorem 1.5.1 now is the same
as the one in [43], we give it here to complete the section.
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Let B2r1(x0), β, γ1 be as above, xc ∈ Br1/4(x0). Define τ := βγ14(n+γ1) , θ :=
β
2(n+γ1)
. Let ρ <
(
rτ/4
)1+θ
, where rτ is as in Lemma 1.5.4. Set r = (2ρ)
1/(1+θ),
then 2ρ < r < 2r < rτ and Bρ(xc) = Bρ ⊂ Br/2 ⊂ B32r ⊂ B2r1(x0). If v is the
unique solution of (1.5.7) then by Lemmas 1.5.2, 1.5.3, 1.5.4 we get∫
Bρ
|∇u− (∇u)ρ|p∗(r) dx
≤ c
∫
Bρ
|∇v − (∇v)ρ|p∗(r) dx+ c
∫
Br
|∇u−∇v|p∗(r) dx
≤ cρn
(
ρ
r
)γ1
r−n
∫
Br
(
1 + |∇u|p∗(r)) dx+ c ∫
Br
|∇u−∇v|p∗(r) dx
≤ cρn
(
ρ
r
)γ1
r−nrn−τ + crβ/2
∫
B2r
(
1 + |∇u|p∗(r)) dx
≤ cρn
(
ρ
r
)γ1
r−τ + crβ/2+n−τ
= crβ/2+n−τ = cρ
β/2+n−τ
1+θ = cρn+ε,
with ε := βγ1
4(n+γ1)(1+θ)
, which leads to∫
Bρ
|∇u− (∇u)ρ|p− dx ≤ cρn+εp−/p+ .
This implies that u ∈ C1,α(Br1/8(x0)), where α = εp+ .
1.5.2 Regularity up to the boundary
If the boundary of Ω is smooth enough, then up to the boundary we have C1,α
regularity of bounded weak solutions of (1.1.1). More precisely,
Theorem 1.5.2. Let (1.1.6)-(1.1.8), (1.5.1) hold and ∂Ω is a class of C1,γ for
some γ ∈ (0, 1). If u ∈ W 1,A(Ω) is a bounded weak solution of (1.1.1) with
sup
Ω
|u| := ess sup
Ω
|u| ≤ M , then u ∈ C1,α(Ω), where α ∈ (0, 1) and depends only
on p−, p+, n, a0, a1, c, M , C, β1 and γ.
The proof of this theorem is based on some auxiliary lemmas and is a simpli-
fication of the corresponding theorem in [43] for our case.
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Lemma 1.5.5. Let (1.1.5), (1.3.1)-(1.3.3) hold, and ∂Ω be of class of Lipschitz.
If u ∈ W 1,A0 (Ω) is a bounded weak solution of (1.1.1) with sup
Ω
|u| ≤M , then there
exist positive constants r0, c0, δ0 depending only on p−, p+, n, a0, a1, c, M , and
L, such that |∇u| ∈ Lp(·)(1+δ0)(Ω) and for every x ∈ Ω, r ∈ (0, r0), δ ∈ (0, δ0](
−
∫
Ωr(x)
|∇u|p(x)(1+δ) dx
) 1
1+δ
≤ c0
(
1 +−
∫
Ω2r(x)
|∇u|p(x) dx
)
, (1.5.13)
where Ωr(x) := Br(x) ∩ Ω.
Proof. Let x0 ∈ ∂Ω. Define u on Rn \Ω by u = 0. Since from Corollary 1.4.2 we
know that u ∈ C(Ω), we can chose r1 to be small enough to guarantee
|u(x)| ≤ c, ∀x ∈ B2r1(x0) (1.5.14)
and ∫
B2r1 (x0)
|∇u|p(x) dx ≤ 1.
We claim that there exist r0 ≤ r1, ε ∈ (0, 1) and c0 constants such that
−
∫
Br
|∇u|p(x) dx ≤ c0 + c0
(
−
∫
B2r
|∇u| p(x)1+ε dx
)1+ε
, (1.5.15)
for Br ⊂ B2r ⊂ B2r1(x0) with r ≤ r0.
Case 1. If B 3
2
r ⊂ B2r1(x0)∩Ω, using Lemma 1.5.1 (see the Gehring type inequal-
ity after (1.5.5)) we get (1.5.15).
Case 2. In case of B 3
2
r ⊂ B2r1(x0) \ Ω, (1.5.15) is obvious, since the left hand
side is 0.
Case 3. Suppose now that B 3
2
r ∩ ∂Ω 6= ∅. If ξ ∈ C∞0 (B2r) is as in the proof
of Lemma 1.5.1, taking η := ξp
+
u as a test function in (1.1.2) and using similar
arguments as in the proof of Lemma 1.5.1, (1.5.14), the Poincare´ type inequality
for u and the Lipschitz regularity of ∂Ω, we can get (1.5.15).
Recalling Gehring lemma (see Proposition 1.1 in Chapter 5 of [52]), (1.5.15) im-
plies that there is δ0 > 0 such that
|∇u| ∈ Lp(·)(1+δ0)loc (B2r1(x0))
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and (
−
∫
Br
|∇u|p(x)(1+δ) dx
) 1
1+δ
≤ c
(
1 +−
∫
B2r
|∇u|p(x) dx
)
(1.5.16)
for Br ⊂ B2r ⊂ B2r1(x0) with r ≤ r0, δ ∈ (0, δ0).
Let x ∈ Br1(x0) ∩ Ω, r ≤ r0, B2r(x) ⊂ B2r1(x0), δ ∈ (0, δ0). Note that for a
constant σ ∈ (0, 1) we have
σ|Br(x)| ≤ |Ωr(x)| ≤ |Br(x)|.
From (1.5.16) one can get (1.5.13).
Hereafter in this chapter we suppose that all the assumptions of the Theorem
1.5.2 hold. If u ∈ W 1,A0 (Ω) is a bounded weak solution of (1.1.1), then by Corollary
1.4.2 we have u ∈ C0,α1(Ω). By Theorem 1.5.1, u ∈ C1,αloc (Ω) and by Lemma 1.5.5
|∇u| ∈ Lp(·)(1+δ0)(Ω).
Below we study the boundary C1,α regularity of u.
Let x0, and chose r1 ∈ (0, r0] small enough to guarantee∫
Ω2r1 (x0)
|∇u|p(x) dx ≤ 1
and
p+(Ω2r1(x0))
(
1 +
δ0
2
)
≤ (1 + δ0)p−(Ω2r1(x0)), (1.5.17)
with r0, δ0 as in Lemma 1.5.5.
Define Ω2r1(x0) := B2r1(x0) ∩ Ω. Let xc ∈ Ω2r1(x0) and Ωr(xc) = Ωr ⊂ Ω2r ⊂
Ω2r1(x0). Denote p∗(r) = p
+(Ω2r) and let x∗ ∈ Ω2r be such that p(x∗) = p∗(r) :=
p∗. Define A(η) = a(x∗|η|)η and consider the boundary value problem{
divA(∇v) = 0, in Ωr,
v = u, on ∂Ωr.
(1.5.18)
For the proof of the following lemma we refer to [74].
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Lemma 1.5.6. There is a unique solution v to (1.5.18) such that v ∈ C1,γ1(Ωr/2)
and
sup
Br/2
|∇v|p∗ ≤ c1
rn
∫
Br
|∇v|p∗ dx,
osc
Ωρ
|∇v| ≤ c2
(
ρ
r
)γ1
sup
Ωr/2
|∇v|, 0 < ρ < r
2
, (1.5.19)
∫
Ωr
|∇v|p∗ dx ≤ c3
∫
Ωr
(1 + |∇u|p∗) dx, (1.5.20)
sup
Ωr
|u− v| ≤ osc
Ωr
u,
where γ1 ∈ (0, 1), c1, c2, c3 are positive constants depending only on p∗, n, a0,
a1, M and γ.
With the proofs similar to the ones of Lemmas 1.5.3 and 1.5.4 we have the
following two lemmas:
Lemma 1.5.7. If v is the unique solution of (1.5.18), then there exist a positive
constant c depending only on p∗, n, a0, a1 and M such that∫
Ωr
|∇u−∇v|p∗ dx ≤ crβ/2
∫
Ω2r
(1 + |∇u|p(x)) dx.
Lemma 1.5.8. For a given τ ∈ (0, n) there exist positive constants rτ < r116 and
cτ depending only on p∗, n, a0, a1, M and τ , such that∫
Ωρ(xc)
|∇u|p∗(ρ) dx ≤ cτρn−τ , ∀xc ∈ Ωr1/2(x0), ∀ρ ∈ (x, rτ ),
with p∗(ρ) := p+(Ω2ρ(xc)).
Proof of Theorem 1.5.2. The proof of the Theorem 1.5.2 now is as the corre-
sponding theorem in [43]. Let x0, Ω2r1(x0), β, γ1 and v be as above. Set τ :=
βγ1
4(n+γ1)
, θ := β
2(n+γ1)
. Let xc ∈ Ωr1/4(x0) and ρ <
(
rτ
4
)1+θ
. If r = (2ρ)1/(1+θ), then
2ρ < r < 2r < rτ with rτ as above, and Ωρ(xc) = Ωρ ⊂ Ωr/2 ⊂ Ω32r ⊂ Ω2r1(x0).
From (1.5.19), (1.5.20) follows that
−
∫
Ωρ
|∇v − (∇v)ρ|p∗(ρ) dx ≤ c
(
ρ
r
)γ1
−
∫
Ωr
(1 + |∇u|p∗(r)) dx,
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which, using the same arguments as in the proof of Theorem 1.5.1 leads to∫
Ωρ
|∇u− (∇u)ρ|p− dx ≤ cρn+εp−/p+ ,
with ε = βγ1
4(n+γ1)(1+θ)
. This implies that u ∈ C1,α(Ωr1/8(x0)), with α = εp+ .
1.6 The obstacle problem
We close this chapter by an application of the C1,α regularity above to one obstacle
problem in Orlicz-Sobolev spaces.
Let Ω ⊂ Rn (n ≥ 2) be a bounded domain. Suppose that a(x, t) satisfies (1.1.4),
and (1.1.5) holds. The obstacle problem (with one obstacle) for the operator
∆Au := div
(
a(x, |∇u|)∇u) (1.6.1)
consists of finding u ∈ Kψ such that∫
Ω
a(x, |∇u|)∇u · ∇(v − u) dx ≥
∫
Ω
f(x)(v − u) dx, ∀v ∈ Kψ, (1.6.2)
where
Kψ := {v ∈ W 1,A0 (Ω) : ψ ≤ v a.e. in Ω},
f is a bounded function, ψ ∈ W 1,A(Ω), A is defined by (1.1.3). We will assume
that Kψ 6= ∅.
The operator ∆Au is called A-Laplacian (usually when there is no x de-
pendence, that is when a(x, t) = a(t)) or A(x)-Laplacian (to emphasize the x-
dependence).
It is known that there exists a unique solution to the obstacle problem (in fact,
we are dealing with a minimization of a ”nice” functional over a closed convex
set Kψ). More detailed about the obstacle problems in Orlicz-Sobolev spaces can
be found in Chapter 2 of this thesis.
For the A-Laplacian operator (i.e. when a(x, t) = a(t)) it is shown by Lieber-
man in [75] for two obstacles problem (the same is true also for one obstacle
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problem) that up to C1,α the solution of the obstacle is as regular as the obsta-
cles are. The regularity properties of the solutions to the one and two obstacle
problems with non-standard growth was studied in [37], where the Ho¨lder con-
tinuity up to the boundary, and stability of solutions with respect to continuous
perturbations in the variable growth exponent is proved.
In this section we infer the regularity of the solution of the obstacle problem
from the Lewy-Stampacchia inequalities for one obstacle problem (see [87]). Let
the operators A and L be defined as in (2.2.2) and (2.2.3). Then the obstacle
problem (1.6.2) can be rewritten in the following form:
〈Au− L, v − u〉 ≥ 0, ∀v ∈ Kψ. (1.6.3)
As we know from Proposition 2.2.1, under the condition (1.1.4) the operator A
is strictly T -monotone, and so, if with (1.3.3) also
−∆Aψ ≤ c (1.6.4)
then, as it is stated in [87], by the Lewy-Stampacchia inequalities together with
(1.6.4) we see that the solution of the obstacle problem (1.6.3) satisfies
−c ≤ f(x) ≤ (−∆Au)(x) ≤ (−∆Aψ ∨ f)(x) ≤ c,
where a ∨ b := sup(a, b), which brings us to the conclusion that ∆Au ∈ L∞(Ω),
and the regularity of the solution of the obstacle problem is the same as the one
of bounded solutions of the respective equation without obstacle. To summarize,
from Theorems 1.3.1, 1.5.1 and 1.5.2 we conclude:
Theorem 1.6.1. If (1.1.6)-(1.1.8), (1.5.1) and (1.6.4) hold, then the solution of
the obstacle problem (1.6.2) with ψ ∈ L∞(Ω) is C1,α(Ω) for some α ∈ (0, 1). If
also ∂Ω ∈ C1,γ for some γ ∈ (0, 1), then u ∈ C1,α(Ω).
We refer to [95] and Chapter 2 for more detailed discussion of this approach
for two obstacles problem and for the N -membranes problem as well.
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Chapter 2
Two Obstacles Problem in
Orlicz-Sobolev Spaces
2.1 Introduction
We prove the Lewy-Stampacchia inequalities for the two obstacles problem in
abstract form for T -monotone operators. As a consequence for a general class of
quasi-linear elliptic operators of Ladyzhenskaya-Uraltseva type, including p(x)-
Laplacian type operators, we derive new results of C1,α regularity for the solution.
We also apply those inequalities to obtain new results to the N -membranes prob-
lem and the regularity and monotonicity properties to obtain the existence of a
solution to a quasi-variational problem in (generalized) Orlicz-Sobolev spaces.
We consider the two obstacles problem for monotone operators (possibly de-
generate or singular) of the type (1.6.1) with a Dirichlet boundary condition in a
bounded domain Ω ⊂ Rn.
The two obstacles problem for the operator (1.6.1) consists of finding u ∈ Kϕψ
such that∫
Ω
a(x, |∇u|)∇u · ∇(v − u) dx ≥
∫
Ω
f(v − u) dx, ∀v ∈ Kϕψ, (2.1.1)
2. Introduction
where
Kϕψ = {v ∈ W 1,A0 (Ω) : ψ ≤ v ≤ ϕ a.e. in Ω}, (2.1.2)
ψ, ϕ ∈ W 1,A(Ω) (for the definition of the Orlicz-Sobolev spaces see Appendix),
where A is related to a by (1.1.3). Among the large literature already exist-
ing on the p(x)-Laplacian type operators, concerning regularity properties of the
solution to the one obstacle problem we may refer to [61] for the continuity or
to [36], [37] for C0,α and C1,β regularity of minimizers of functionals over obstacles.
Here we are specially interested in the more general class of quasi-linear op-
erators of Ladyzhenskaya-Uraltseva type (see [75], [76]), where a(x, t) satisfies
(1.1.4). We know from [20] that the assumption (1.1.4) implies
(
a(x, |ξ|)ξ − a(x, |ζ|)ζ) · (ξ − ζ) > 0, ∀ξ, ζ ∈ Rn, ξ 6= ζ (2.1.3)
and lim
t→∞
ta(x, t) = ∞ for a.e. x ∈ Ω. As a consequence, we have the uniqueness
of the solution of the Dirichlet problem and also the weak maximum principle for
Au := − div(a(x, |∇u|)∇u).
Note, that (1.1.4) implies, with the same constants a− < a+,
0 < 1 + a− ≤ t
2a(x, t)
A(x, t)
≤ a+ + 1, a.e. x ∈ Ω t ≥ 0, (2.1.4)
and A satisfies the so called ∆2-condition (see Appendix), so L
A(Ω) is a linear
separable space.
This framework includes examples like
a(x, t) = α(x)tp(x)−2 log(β(x)t+ γ(x)),
with bounded functions γ(x), p(x) > 1, and α(x), β(x) > 0 a.e. in x ∈ Ω.
In the next section of this chapter we use the continuity property of the trun-
cation operator v 7→ v+ = v ∨ 0 = sup(v, 0) for the strong topology of W 1,A(Ω)
to extend some continuous dependence results in W 1,A0 (Ω) of the variational so-
lutions to (2.1.1)-(2.1.2) with respect to the data.
In section 2.3, we prove the Lewy-Stampacchia inequalities (here a ∧ b =
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inf(a, b) and a ∨ b = sup(a, b)) in an abstract form, extending the approach
of Mosco [87] to the two obstacles problem, that includes the above class of
operators. Although Lewy-Stampacchia inequalities are known, in particular, for
linear and some nonlinear operators (see, for instance, [92] for their importance
for the regularity of the solution in the one obstacle problem or [102] for the two
obstacles case), our proof is new and more general. As a consequence, under
additional hypothesis on a(x, ·), we obtain the same regularity for the solution u
of the two obstacles problem as in the equation without constraints (see [76]). For
instance, for bounded obstacles ϕ, ψ we conclude that u ∈ C1,α(Ω), if we impose
f , ∆Aϕ, ∆Aψ ∈ L∞(Ω), a regularity obtained in [75] with different assumptions.
Finally, in section 2.4, we give two new applications to systems of obstacle
type. In the case of the N -membranes problem, when u = (u1, . . . , uN) has the
constraint
u1 ≥ u2 ≥ . . . ≥ uN a.e. in Ω,
we extend some of the results of [8], in particular, the C1,α regularity and the
strong approximation in (W 1,A0 (Ω))
N by solutions of a penalized system. For the
case of a special class of implicit double obstacle problems, when the obstacles
depend on the solution in the form∨
i 6=j
(uj − ψij) ≤ ui ≤
∧
i 6=j
(uj + ϕij), i = 1, . . . , N,
where ϕij, ψij are certain given positive constants, we are able to show the exis-
tence of a minimal and maximal solution for the corresponding system of quasi-
variational inequalities, which is of the type arising in problems of stochastic
impulse control (see [64], [87], [102] and [103]).
2.2 Variational solutions
We introduce the energy functional J : W 1,A0 (Ω)→ R by
J(u) =
∫
Ω
A(x, |∇u|) dx, ∀u ∈ W 1,A0 (Ω) (2.2.1)
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which is strictly convex, weakly lower semi-continuous and coercive in W 1,A0 (Ω)
(see [71]). Moreover, J is Gaˆteaux differentiable, and J ′(u) = Au at u ∈ W 1,A0 (Ω)
is given by (see [89], for instance)
〈Au, v〉 =
∫
Ω
a(x, |∇u|)∇u · ∇v dx, v ∈ W 1,A0 (Ω). (2.2.2)
Hence Au ∈ W−1,A(Ω) = (W 1,A0 (Ω))′, the topological dual of W 1,A0 (Ω) and if we
assume f ∈ LA∗(Ω) ⊂ W−1,A(Ω), A∗ being the conjugate Young function of the
Sobolev conjugate of A, we can rewrite the problem (2.1.1)-(2.1.2) in the form:
find u ∈ Kϕψ, such that,
〈Au− L, v − u〉 ≥ 0, ∀v ∈ Kϕψ, (2.2.3)
where we set
〈L, v〉 =
∫
Ω
fv dx, ∀v ∈ W 1,A0 (Ω).
Proposition 2.2.1. Under the condition (2.1.3) the operator A is strictly T -
monotone, i.e., for any u, v ∈ W 1,A(Ω)
〈Au− Av, (u− v)+〉 > 0, if 0 6= (u− v)+ ∈ W 1,A0 (Ω).
Proof. In fact, using Lemma A.3.1, by (2.1.3) we have∫
Ω
{[
a(x, |∇u|)∇u− a(x, |∇v|)∇v] · ∇(u− v)+} dx
=
∫
{u>v}
{[
a(x, |∇u|)∇u− a(x, |∇v|)∇v] · (∇u−∇v)} dx > 0,
if (u− v)+ 6= 0, i.e. if m|{u > v}| > 0.
In this section we assume (1.1.4) and
ϕ, ψ ∈ W 1,A(Ω) such that Kϕψ 6= ∅, (2.2.4)
for which it is sufficient to assume ϕ ≥ ψ a.e. in Ω and both ϕ−, ψ+ ∈ W 1,A0 (Ω).
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Theorem 2.2.1. The problem (2.2.3) has a unique solution u = u(f, ϕ, ψ) ∈ Kϕψ
and is equivalent to minimize in Kϕψ the functional F , defined by
F (v) =
∫
Ω
A(x, |∇v|) dx−
∫
Ω
fv dx, v ∈ W 1,A0 (Ω). (2.2.5)
Moreover, if uˆ denotes the solution corresponding to fˆ , ϕˆ, ψˆ, then
f ≥ fˆ , ϕ ≥ ϕˆ, ψ ≥ ψˆ implies u ≥ uˆ a.e. in Ω.
Proof. The existence and uniqueness are standard results for strictly monotone,
coercive and potential operators, as observed in more general Orlicz-Sobolev
spaces already in [59] (in fact we are minimizing a ”nice” functional on a closed
convex subset of W 1,A0 (Ω)). The comparison property follows easily by the T -
monotonicity (see, for instance, [87] or [92]): take v = u ∨ uˆ ∈ Kϕψ in (2.2.3) and
v = u ∧ uˆ ∈ Kϕˆ
ψˆ
in ˆ(2.2.3)) for uˆ. By addition, one finds
〈Auˆ− Au, (uˆ− u)+〉+ 〈L− Lˆ, (uˆ− u)+〉 ≤ 0.
Since L − Lˆ ≥ 0, and A is strictly T -monotone, one immediately deduces (uˆ −
u)+ = 0, which means that u ≥ uˆ.
Remark 2.2.1. This argument also shows a weak maximum principle in the
form: if Au ≥ Auˆ in Ω and u ≥ uˆ on ∂Ω in the sense (uˆ− u)+ ∈ W 1,A0 (Ω), then
u ≥ uˆ in Ω.
Similarly we have a “L∞-continuous dependence” property, even without the
L∞ regularity on the solutions:
Proposition 2.2.2.
‖u− uˆ‖L∞(Ω) ≤ ‖ϕ− ϕˆ‖L∞(Ω) ∨ ‖ψ − ψˆ‖L∞(Ω),
where u and uˆ are the corresponding solutions of the problem (2.2.3) and ˆ(2.2.3)
with the same f .
Proof. Let l = ‖ϕ− ϕˆ‖L∞(Ω) ∨‖ψ− ψˆ‖L∞(Ω) <∞. Set v = u+ (uˆ−u− l)+ ∈ Kϕψ
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in (2.2.3) and vˆ = uˆ− (uˆ− u− l)+ ∈ Kϕˆ
ψˆ
in ˆ(2.2.3). By addition one gets
I1 :=
∫
Ω
(
a(x, |∇uˆ|)∇uˆ− a(x, |∇u|)∇u) · ∇(uˆ− u− l)+ ≤ 0.
On the other hand, recalling (2.1.3) we know, that if |{uˆ > u + l}| > 0 (where
|E| is the Lebesgue measure of the set E), then
I2 :=
∫
{uˆ>u+l}
(
a(x, |∇uˆ|)∇uˆ− a(x, |∇u|)∇u) · (∇uˆ−∇u)+ > 0.
Since I1 = I2, we conclude uˆ − u − l ≤ 0. Reversing the role of u with uˆ we get
u− uˆ− l ≤ 0.
Exactly as in Proposition 4.5 of [89], we have the following interesting result.
Lemma 2.2.1. Let (1.1.4) holds and um ⇀ u weakly in W
1,A
0 (Ω). If
lim sup
m→∞
〈Aum, um − u〉 ≤ 0 (2.2.6)
then um → u in W 1,A0 (Ω) strongly, and Aum → Au in W−1,A(Ω) strongly.
This lemma can be used to prove continuous dependence results as the next
theorem, which is useful in our last section and has also an intrinsic interest by
itself.
Theorem 2.2.2. Under the assumption (1.1.4) let um be the solution to (2.2.3)
with compatible data (fm, ϕm, ψm), such that
fm → f ∈ LA
∗
, ϕm → ϕ and ψm → ψ in W 1,A(Ω) strongly.
Then um → u strongly in W 1,A0 (Ω), where u is the solution of the limit problem
(2.2.3) with (f, ϕ, ψ).
Proof. For arbitrary v ∈ Kϕψ we obtain that vm = (v ∧ ϕm) ∨ ψm ∈ Kϕmψm and,
by Proposition A.3.2, vm → v in W 1,A0 (Ω). Since, by coerciveness, ‖um‖1,A ≤ C,
there is u ∈ W 1,A0 (Ω), such that, for a subsequence um ⇀ u in W 1,A0 (Ω) weakly
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and in L1(Ω). So u ∈ Kϕψ and by lower semi-continuity we have
F (u) ≤ lim inf
m→∞
F (um) ≤ lim
m→∞
F (vm) = F (v), ∀v ∈ Kϕψ.
Hence u solves (2.2.3) and then, since wm = (u ∧ ϕm) ∨ ψm → u in W 1,A0 (Ω),
lim sup
m→∞
〈Aum, um − u〉 ≤ lim
m→∞
〈Aum, um − wm〉+ lim
m→∞
〈Aum, wm − u〉
≤ lim
m→∞
∫
Ω
fm(wm − um) = 0.
By Lemma 2.2.1, this implies the strong convergence of the whole sequence um
to u.
Remark 2.2.2. In the case of only one obstacle problem, lower (ψ) or upper
(ϕ) obstacle (corresponding to take formally ϕ = +∞ or ψ = −∞ respectively)
all previous results of this section hold in similar way. For instance, Proposition
2.2.2 takes the form
‖u− uˆ‖L∞(Ω) ≤ ‖ψ − ψˆ‖L∞(Ω) or ‖u− uˆ‖L∞(Ω) ≤ ‖ϕ− ϕˆ‖L∞(Ω)
respectively.
2.3 Lewy-Stampacchia inequalities and their con-
sequences
Let X be a real reflexive Banach space, which is a lattice with respect to a
partial order ” ≤ ”, and V is a sublattice of X (i.e. V contains the sup and inf of
its elements). Then for every v ∈ X one can write v = v+−v−, where v+ = v∨0,
v− = −v ∧ 0 are the positive and negative parts of v respectively. Thus, X is
generated by the cone P , P − P = X,
P = {v ∈ X : v ≥ 0}.
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The subspace of V ′ (the dual space of V ) generated by the cone
P ′ = {v′ ∈ V ′ : 〈v′, v〉 ≥ 0, ∀v ∈ P},
is called the dual order of V and denoted by V ∗, i.e. V ∗ = P ′ − P ′.
Example. In application to variational and quasi-variational inequalities for
linear second order (elliptic) PDE in divergence form, the space X usually is the
Sobolev space H1(Ω) (or an appropriate Orlicz-Sobolev space, see below), where
Ω is a smooth bounded domain of Rn, and V is either the Sobolev space H10 (Ω),
or any closed subspace of H1(Ω) such that
H10 (Ω) ⊂ V ⊂ H1(Ω).
Under the following order
u ≤ v ⇐⇒ u(x) ≤ v(x) a.e. x ∈ Ω,
the space X = H1(Ω) is a vector lattice and the positive cone P is closed (see
[78]). Note that H1(Ω) can be identified with a sub-lattice of L2(Ω), which is
usually lattice with respect to the order mentioned above (see [98]). The subspace
V is usually defined in terms of the boundary conditions for the problem at
hand. Moreover, one should not forget that V is a sub-lattice of X = H1(Ω).
Particulary, the subspace H10 (Ω) satisfies to the Dirichlet boundary conditions.
If V = H10 (Ω), then V
′ = H−1(Ω), and v′ ∈ V ′ is a positive element for the
dual ordering if and only of v′ is a positive distribution. Hence v′ is a positive
(Radon) measure in Ω, belonging to H−1(Ω). The order dual of H10 (Ω) is thus
the closed subspace of all distributions in H−1(Ω), which can be represented as
the difference of two positive measures in Ω.
We shall consider an operator A : X → V ′ with the properties:
a) hemi-continuous, i.e. the mapping t→ 〈A(u+ tv), w〉 is continuous on [0, 1],
u, v ∈ X, w ∈ V ;
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b) coercive, i.e. ∃w0 ∈ X such that
if u− w0 ∈ V, lim‖u‖→∞
〈Au, u− w0〉
‖u‖ =∞, u ∈ X,
c) strictly T-monotone, i.e.
〈Au− Av, (u− v)+〉 > 0
for all u, v ∈ X such that 0 6= (u− v)+ ∈ V .
We recall that L ≥M for L, M ∈ V ′, if L−M ∈ P ′, i.e. L−M is positive on
the positive elements of V . Then, if A is strictly T-monotone, it satisfies a weak
comparison principle: if Au ≤ Av, then u ≤ v.
In this framework we recall the following interesting fact (see [87]).
Theorem 2.3.1. Let A : X → V ′ be a strictly T-monotone, coercive and hemi-
continuous operator. Let also u, v ∈ V be such that Au,Av ∈ V ∗. Then A(u∧ v),
A(u ∨ v) ∈ V ∗ and A(u ∧ v) ≥ Au ∧ Av, A(u ∨ v) ≤ Au ∨ Av for the dual order
in V ′.
Consequently, if Aui ∈ V ∗, then for ∀i ∈ I ⊂ {1, 2, . . . , N}
A
(∧
i∈I
ui
)
≥
∧
i∈I
Aui and A
(∨
i∈I
ui
)
≤
∨
i∈I
Aui.
In fact, we can take X = W 1,A(Ω), V = W 1,A0 (Ω) and the operator A defined
by (2.2.2) under our assumptions.
Now we prove the Lewy-Stampacchia inequalities in abstract form.
Theorem 2.3.2. Let X be a real reflexive ordered Banach space, V be a closed
subspace of X, which is a sublattice of X, A : X → V ′ be a strictly T-monotone,
coercive and hemi-continuous operator. Let also there are given two elements
ϕ , ψ ∈ X, ψ ≤ ϕ, and L ∈ V ′. If
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(a)
∃ Λ ∈ V ′ such that Λ ≥ L and Λ ≥ Aψ in V ′
∃ λ ∈ V ′ such that λ ≤ L and λ ≤ Aϕ in V ′,
(b)
(ψ − v)+ ∈ V and (v − ϕ)+ ∈ V, ∀v ∈ V,
and let u be the solution of
u ∈ Kϕψ : 〈Au− L, v − u〉 ≥ 0, ∀v ∈ Kϕψ, (2.3.1)
where
Kϕψ = {u ∈ V : ψ ≤ u ≤ ϕ}. (2.3.2)
Then the following dual estimates hold
λ ≤ Au ≤ Λ in V ′. (2.3.3)
In particular, if L,Aϕ,Aψ ∈ V ∗, then also Au ∈ V ∗, and (2.3.3) gives
L ∧ Aϕ ≤ Au ≤ L ∨ Aψ in V ∗. (2.3.4)
Proof. The assertion (2.3.4) holds, since, if L,Aϕ,Aψ ∈ V ∗, one can take λ =
L ∧ Aϕ = L− (L− Aϕ)+ and Λ = L ∨ Aψ = L+ (Aψ − L)+ in (2.3.3)(4.3).
To prove the upper bound of (2.3.3), consider the unique solution z ∈ V of
auxiliary variational inequality
z ≤ u : 〈Az − Λ, w − z〉 ≥ 0, ∀w ∈ V, w ≤ u. (2.3.5)
It is enough to show, that z = u, since then taking w = u − v in (2.3.5) for an
arbitrary v ≥ 0, it readily follows
Au− Λ = Az − Λ ≤ 0 in V ′.
To prove that z = u, let us first prove that z ≥ ψ. Recalling the first condition
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of (b) and taking w = z + (ψ − z)+ = ψ ∨ z ≤ u in (2.3.5), we get
〈Λ− Az, (ψ − z)+〉 ≤ 0.
Hence, since Λ ≥ Aψ, one obtains
〈Aψ − Λ, (ψ − z)+〉+ 〈Λ− Az, (ψ − z)+〉 ≤ 0
which, by the strict T-monotonicity of A, implies, that (ψ−z)+ = 0. This means
that z ≥ ψ.
Let us now prove that z ≥ u. Since u solves (2.3.1) and in (2.3.5) z ≤ u, one
has that z ≤ ϕ. In other words, z ∈ Kϕψ. Take w = z ∨ u = z + (u − z)+ ≤ u
in (2.3.5) and v = u ∧ z = u − (u − z)+ ≥ ψ in (2.3.1). Then, by addition and
recalling the fact Λ ≥ L from the conditions (a), we conclude
〈Au− Az, (u− z)+〉 ≤ 〈L− Λ, (u− z)+〉 ≤ 0,
and, since A is strictly T-monotone, it follows that (u− z)+ = 0 and so z ≥ u.
So, the unique solution u of (2.3.1) is also the unique solution of (2.3.5). We
already know, that this implies the upper bound in (2.3.3).
To prove the lower bound in (2.3.3), consider the unique solution z ∈ V of
auxiliary variational inequality
z ≥ u : 〈Az − λ,w − z〉 ≥ 0, ∀w ∈ V, w ≥ u. (2.3.6)
The steps are similar as above. It is enough to show, that z = u, since then
taking w = u+ v in (2.3.6) for an arbitrary v ≥ 0, it readily follows
λ− Au = λ− Az ≤ 0 in V ′.
To prove that z = u, let us first prove that z ≤ ϕ. Recalling the second condition
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in (b) and taking w = z − (z − ϕ)+ = z ∧ ϕ ≥ u in (2.3.6), we get
〈Az − λ, (z − ϕ)+〉 ≤ 0.
Hence, since λ ≤ Aϕ, one obtains
〈λ− Aϕ, (z − ϕ)+〉+ 〈Az − λ, (z − ϕ)+〉 ≤ 0,
which, by the strict T-monotonicity of A, implies, that (z − ϕ)+=0, i.e. z ≤ ϕ.
Let us now prove that z ≤ u. Since u solves (2.3.1) and in (2.3.6) z ≥ u, one
has that z ≥ ψ. In other words, z ∈ Kϕψ. Take w = z ∧ u = z − (z − u)+ ≥ u in
(2.3.6) and v = u ∨ z = u + (z − u)+ ≤ ϕ in (2.3.1). Then, by subtracting and
recalling that λ ≤ L from (a), we conclude
〈Az − Au, (z − u)+〉 ≤ 〈λ− L, (z − u)+〉 ≤ 0,
and, since A is strictly T-monotone, it follows, that (z − u)+ = 0 and so z ≤ u.
So, the unique solution u of (2.3.1) is also the unique solution of (2.3.5) (we
already know, that this implies the upper bound in (2.3.3) and the unique solution
of (2.3.6), which, as we see, implies the lower bound in (2.3.3).
Remark 2.3.1. Theorem 2.3.2 is still true when X is just an ordered Banach
space and the operator A is strictly T -monotone, provided the problem (2.3.1),
(2.3.2) has solution. This result extends Theorem 4.1 of [87] that was restricted
to the abstract one obstacle problem, and Theorem 4.35 of [102] was stated only
for linear second order operators in Sobolev spaces, which was recently extended
to the p-Laplacian in [93] and to general Leray-Lions operators in [85]. We refer
to [11] for a Lewy-Stampacchia inequality in quasilinear unilateral problems.
Remark 2.3.2. Since fractional Laplacian operator is strictly T -monotone, then
Lewy-Stampacchia inequalities hold true. In fact, a treatment of the Lewy-Stampac-
chia inequalities for fractional Laplacian (for the definition see (0.0.4) or (0.0.5))
has been proved in [99] as a particular case of Lewy-Stampacchia type inequali-
ties for some more general class of integro-differential operators, which itself is a
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consequence of the general framework.
Another interesting work on this is [91], where Lewy-Stampacchia inequalities
were proved for an obstacle problem in the Heisenberg group.
Let u be the unique solution of (2.3.1), u be the unique solution of (2.3.1) in
Kψ = {v ∈ V : ψ ≤ v} (i.e. u is the solution of one (lower) obstacle problem)
and let u be the unique solution of (2.3.1) in Kϕ = {v ∈ V : v ≤ ϕ} (i.e. u is the
solution of one (upper) obstacle problem). We can recover the Lewy-Stampacchia
inequalities for the one obstacle problem easily in the following way.
Proposition 2.3.1. i) If Aϕ ≥ L, then u = u, and one can rewrite (2.3.4) as
L ≤ Au ≤ L ∨ Aψ in V ∗.
ii) If Aψ ≤ L, then u = u, and one can rewrite (2.3.4) as
L ∧ Aϕ ≤ Au ≤ L in V ∗.
Proof. i) By taking v = u− (u−ϕ)+ = u∧ϕ ∈ Kψ in the lower-obstacle problem
u ∈ Kψ : 〈Au− L, v − u〉 ≥ 0, ∀v ∈ Kψ,
we get
〈Au− L, (u− ϕ)+〉 ≤ 0.
On the other hand, by assumption,
〈L− Aϕ, (u− ϕ)+〉 ≤ 0.
Recalling the strictly T -monotonicity of A, by addition, we conclude (u−ϕ)+ = 0
and so u ≤ ϕ, which means, that u ∈ Kϕψ. The uniqueness of the solution gives
u = u.
ii) Similarly, by taking v = u + (ψ − u) = u ∨ ψ ∈ Kϕ in the upper-obstacle
problem
u ∈ Kϕ : 〈Au− L, v − u〉 ≥ 0, ∀v ∈ Kϕ,
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we get, using
〈Aψ − Au, (ψ − u)+〉 = 〈Aψ − L, (ψ − u)+〉+ 〈L− Au, (ψ − u)+〉 ≤ 0.
So (ψ − u)+ = 0, which means that u ∈ Kϕψ, and we conclude by the uniqueness
of the solution that u = u.
We have already observed that the nonlinear operator −∆A given by (1.6.1)
under the generalized condition (1.1.4) of Ladyzhenskaya and Uraltseva type
satisfies the hypothesis of Theorem 2.3.2 in W 1,A0 (Ω). In particular, if we also
assume the existence of c > 0, such that
|f(x)| ≤ c, −∆Aψ ≤ c and −∆Aϕ ≥ −c a.e. x ∈ Ω, (2.3.7)
the solution of (2.2.3) satisfies
−c ≤ (−∆Aϕ ∧ f)(x) ≤ −∆Au(x) ≤ (−∆Aψ ∨ f)(x) ≤ c a.e. x ∈ Ω,
and we conclude that
∆Au ∈ L∞(Ω).
Hence, the regularity of the solution of the two obstacles problem (and, similarly,
for each one obstacle problem as well) is the same as bounded solutions of the
respective equation without obstacles. Summarizing the above facts we get a
theorem similar to Theorem 1.6.1 in Chapter 1. From Theorems 1.5.1 and 1.5.2
we conclude:
Theorem 2.3.3. If (1.1.6)-(1.1.8), (1.5.1) and (1.6.4) hold, then the solution of
the obstacle problem (2.2.3) with ψ, ϕ ∈ L∞(Ω) is C1,α(Ω) for some α ∈ (0, 1). If
also ∂Ω ∈ C1,γ for some γ ∈ (0, 1), then u ∈ C1,α(Ω).
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2.4 Applications to Systems
2.4.1 N-membranes problem
For the operator A = −∆A the N -membranes problem consists of finding
u = (u1, u2, ..., uN) ∈ KN such that
N∑
i=1
∫
Ω
a(x, |∇ui|)∇ui · ∇(vi − ui) dx
≥
N∑
i=1
∫
Ω
fi(vi − ui) dx, ∀(v1, ...vN) ∈ KN , (2.4.1)
where KN is a convex subset of the Orlicz-Sobolev space [W 1,A0 (Ω)]N , defined by
KN = {(v1, ..., vN) ∈ [W 1,A0 (Ω)]N : v1 ≥ ... ≥ vN a.e. in Ω},
and f1,...,fN ∈ LA
∗
(Ω). As observed in Theorem 2.3.1 the existence and unique-
ness of the solution to (2.4.1) follows easily.
Theorem 2.4.1. If a(x, t) satisfies (2.1.3), then the solution (u1, ..., uN) of the
N-membranes problem for ∆A satisfies the following Lewy-Stampacchia type es-
timates:
f1 ∧ Au1 ≤ f1 ∨ ... ∨ fN
f1 ∧ f2 ≤ Au2 ≤ f2 ∨ ... ∨ fN
...
f1 ∧ ... ∧ fN−1 ≤ AuN−1 ≤ fN−1 ∨ fN
f1 ∧ ... ∧ fN ≤ AuN ≤ fN
a.e. in Ω.
Proof. Observe that choosing (v, u2, ...uN) ∈ KN , with v ∈ Ku2 , we see that u1 ∈
Ku2 solves the “lower-obstacle problem” with f = f1, and so (recall Proposition
2.3.1)
f1 ≤ Au1 ≤ f1 ∨ Au2 a.e. in Ω.
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Analogously, we see that uj ∈ Kuj−1uj+1 solves the two-obstacles problem with f = fj,
j = 2, 3, ...N − 1, and satisfies, by (2.3.4),
fj ∧ Auj−1 ≤ Auj ≤ fj ∨ Auj+1 a.e. in Ω.
Since uN ∈ KuN−1 , then (recall Proposition 2.3.1)
fN ∧ AuN−1 ≤ AuN ≤ fN a.e. in Ω.
The proof concludes by simple iteration.
Since for each i = 1, 2, . . . , N , the respective Aui maybe controlled in L∞(Ω)
by ∧
1≤j≤i
fj ≤ Aui ≤
∨
i≤j≤N
fj,
from the Theorem 1.5.1, 1.5.2 we have
Theorem 2.4.2. If (1.1.4), (1.1.6)-(1.1.7), (1.5.1), (1.6.4) and for each (i =
1, 2, . . . N) fi satisfies (1.1.8), then the solution u of the N-membranes problem
has C1,α(Ω) regularity for some α ∈ (0, 1). If also ∂Ω ∈ C1,γ for some γ ∈ (0, 1),
then the solution u to N-membranes problem belongs to [C1,α(Ω)]N .
As in [8] we may also approximate the variational inequality using bounded
penalization. Defining
ξ0 = max
{
f1 + · · ·+ fi
i
: i = 1, . . . , N
}
,
ξi = iξ0 − (f1 + · · ·+ fi) for i = 1, . . . , N,
we observe that{
ξi ≥ 0, if i ≥ 1,
(ξi−1 − ξi−2)− (ξi − ξi−1) = fi − fi−1, if i ≥ 2.
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For ε > 0, let θε be define as follows:
θε : R→ R, s 7→

0, if s ≥ 0,
s/ε, if − ε < s < 0,
−1, if s ≤ −ε.
The approximate problem is given by the system for uεi ∈ W 1,A0 (Ω)
∆Au
ε
i + ξiθε(u
ε
i − uεi+1)− ξi−1θε(uεi−1 − uεi ) = fi, in Ω, i = 1, . . . , N, (2.4.2)
with the convention uε0 = +∞, uεN+1 = −∞. Since the operator ∆A is strictly
T -monotone, then arguing as in [8], we get the following theorem:
Theorem 2.4.3. If (1.1.4) holds, then
(i) the problem (2.4.2) has a unique solution (uε1, . . . , u
ε
N) ∈ [W 1,A0 (Ω)]N . This
solution satisfies
uεi ≤ uεi−1 + ε for i = 2, . . . , N.
(ii) (uε1, . . . , u
ε
N)→ (u1, . . . , uN) in [W 1,A0 (Ω)]N strongly as ε→ 0, where
(u1, . . . , uN) is the solution of the N-membranes problem. Under assumptions of
Theorem 2.4.2 the convergence holds in [C1(Ω)]N .
Proof. . As observed in [8], the bounded penalization Bε
〈Bεv,w〉 :=
N∑
i=1
∫
Ω
[
ξiθε(vi − vi+1)− ξi−1θε(vi−1 − vi)
]
wi dx
is monotone in [L1(Ω)]N . Therefore (i) follows exactly in the same way as in
Proposition 2.1 of [8].
Since 〈Bεv,v−uε〉 = 0 for any v ∈ KN , the weak convergence of (ii) follows also
exactly as in [8] by monotonicity arguments, since we have
〈Auε,v− uε〉 ≥ 〈L,v− uε〉, ∀v ∈ KN . (2.4.3)
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Here we have used the notations
〈Aw,v〉 =
N∑
i=1
〈Awi, vi〉 and 〈L,v〉 =
N∑
i=1
∫
Ω
fivi dx. (2.4.4)
Since uε ⇀ u ∈ KN weakly in [W 1,A0 (Ω)]N , setting (2.4.2) in variational form,
using (2.4.3) with v = u and taking the lim sup we obtain the strong convergence
(using Lemma 2.2.1). Finally, if also f ∈ [L∞(Ω)]N then the penalization term in
(2.4.2) is also bounded in L∞ and the uεi are uniformly bounded in C
1,α.
2.4.2 A Quasi-Variational Problem
Another interesting application of the Lewy-Stampacchia inequalities is its ap-
plication in studying quasi-variational inequalities. Some of these problems are
related to a stochastic switching game.
In this section we assume that ∂Ω ∈ C1,α for some 0 < α < 1, and the
operator A has the C1,α regularity property.
We consider the following quasi-variational problem (with the notations (2.4.4)):
find u ∈ K(u), such that,
〈Au− L,v− u〉 ≥ 0, ∀v ∈ K(u), (2.4.5)
where
K(u) = {v ∈ [W 1,A0 (Ω)]N : Ψi(u) ≤ vi ≤ Φi(u), i = 1, 2, . . . , N},
f = (f1, . . . , fN) ∈ [LA
∗
(Ω)]N , and for v = (v1, . . . , vN) we set
Φi(v) :=
∧
i 6=j
(vj + ϕij) (ϕij are positive constants),
Ψi(v) :=
∨
i 6=j
(vj − ψij) (ψij are positive constants),
for i, j = 1, . . . , N , i.e. we consider the problem (2.4.1) with KN = K(u) (the ob-
stacles themselves depend on the solution). A similar problem for linear operators
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(and for the one obstacle) was considered in [64] and [102].
We set
µ :=
N∧
i=1
fi, and ν :=
N∨
i=1
fi (2.4.6)
and we consider the unique solution u0 and u0 in W 1,A0 (Ω) solving, respectively,
Au0 = µ and Au0 = ν in Ω. (2.4.7)
Assuming fi ∈ [L∞(Ω)]N , we have u0, u0 ∈ C1,α(Ω) and we may define the
constant λ0 by
λ0 = max
Ω
u0 −min
Ω
u0 > 0.
Theorem 2.4.4. Let fi ∈ [L∞(Ω)]N and suppose
ϕij + ψik ≥ λ0 > 0, ∀i, j, k = 1, . . . , N.
Then (2.4.5) admits at least a maximal solution u and a minimal solution u.
Proof. Let µ, ν ∈ L∞(Ω) be given by (2.4.6). By regularity, the set
D := {v = (v1, . . . , vN) ∈ [W 1,A0 (Ω)]N µ ≤ Avi ≤ ν in Ω, i = 1, . . . , N}
is bounded in [C1,α(Ω)]N for some α > 0. By comparison we have u0 ≤ vi ≤ u0
in Ω, i = 1, . . . , N , for every v ∈ D and, of course, u0 = (u0, . . . , u0) and u0 =
(u0, . . . , u0 also belong to D. Therefore, if v ∈ D we have
max
Ω
vj −min
Ω
vk ≤ λ0, ∀j, k
and
K(v) = {z = (z1, . . . , zN) ∈ [W 1,A0 (Ω)]N : Ψi(v) ≤ zi ≤ Φi(v), i = 1, . . . , N} 6= ∅.
If we denote by w = σ(v) the unique solution of
w ∈ K(v) : 〈Aw− L, z−w〉 ≥ 0, ∀z ∈ K(v), (2.4.8)
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by Lewy-Stampacchia inequalities and Theorem (2.3.1), it satisfies(∧
i 6=j
Avj
)
∧ fi ≤ Awi ≤
(∨
i 6=j
Avj
)
∨ fi in Ω.
Consequently, w ∈ D and σ(D) ⊂ D.
Using (2.4.8) we define u1 = σ(u0) and by the weak maximum principle, we
observe that u1i ≤ u0 in Ω, for all i = 1, . . . , N . By iteration, let um+1 = σ(um)
for m = 1, 2, . . . and observe that, if componentwise umi ≤ um−1i then
Φi(u
m) ≤ Φi(um−1) and Ψi(um) ≤ Ψi(um−1).
By monotonicity with respect to the obstacles, we conclude then
um+1i ≤ umi , i = 1, . . . , N for all m = 0, 1, 2, . . .
Therefore we have constructed a decreasing (and bounded in [C1,α(Ω)]N) sequence
um in D, which converges as m → ∞ to u ∈ D in [C1(Ω)]N . In particular, this
implies, u ∈ K(u) and
Φ(um)→ Φ(u) and Ψ(um)→ Ψ(u) in [W 1,A(Ω)]N .
Since um+1 ∈ K(um) also
〈Aum+1 − L,v− um+1〉 ≥ 0, ∀v ∈ K(um).
By Theorem 2.2.2, u solves (2.4.5).
Analogously, for m = 0, 1, 2, . . . we construct an increasing sequence
um ≤ um+1 = σ(um)→ u in [C1(Ω)]N ∩ D
and easily conclude that u ∈ K(u) also solves (2.4.5).
If u = (u1, . . . , uN) is any other solution to (2.4.5), by the Lewy-Stampacchia
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inequalities we have for all i = 1, . . . , N
µ ≤
(∧
i 6=j
Auj
)
∧ fi ≤ Aui ≤
(∨
i 6=j
Auj
)
∨ fi ≤ ν
and so, by comparison, u0 ≤ ui ≤ u0. Hence u1i ≤ ui ≤ u1i , by monotonicity of Ψ
and Φ, and so also umi ≤ ui ≤ umi for all m by recurrence.
We then conclude ui ≤ ui ≤ ui, i = 1, . . . , N that yields the minimality of u
and maximality of u.
Remark 2.4.1. The uniqueness of the solution to (2.4.5) is an open problem, as
well as in the linear case with one obstacle of [64] or [102].
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Chapter 3
On the Regularity of the Free
Boundary
3.1 Introduction
In this chapter we study the regularity of the free boundary for quasilinear
obstacle problems (see [25]). We extend the regularity of the free boundary of
the obstacle problem to a class of heterogeneous quasilinear degenerate elliptic
operators which includes the p(x)-Laplacian, in particular. Under the assumption
of Lipschitz continuity of the order of the power growth p(x), we use the growth
rate of the solution near the free boundary to obtain its porosity, which implies it
is of Lebesgue measure zero. Establishing the growth rate of the gradient of the
solution, we show the finiteness of the (n− 1)-dimensional Hausdorff measure of
the free boundary, which yields, in particular, that up to a negligible singular set
the free boundary is the union of at most a countable family of C1 hypersurfaces.
In [15] Caffarelli remarks that the quadratic growth of the solution of the
free boundary of the obstacle problem for the Laplacian implies an estimate of
the (n − 1)-dimensional Hausdorff measure of the free boundary and a stability
property. This result has a simple generalization to second order linear elliptic
operators with Lipschitz continuous coefficients, as observed by one of the authors
in [92], page 221, which allows the extension of those properties to C1,1 solutions
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of the obstacle problem for certain quasilinear operators of minimal surfaces type
(see Theorem 7:5.1 of [92], page 246).
Hausdorff measure estimates were obtained for homogeneous nonlinear oper-
ators of the p-obstacle problem (2 < p < ∞) by Lee and Shahgholian [72], and
for general potential operators by Monneau [86], in a special case corresponding
to an obstacle problem arising in superconductor modeling with convex energy,
and by three of the authors in [24] to the so called A-obstacle in Orlicz-Sobolev
spaces, that includes a large class of degenerate and singular elliptic operators.
As it is well-known from geometric measure theory, the importance of the esti-
mate on the (n − 1)-dimensional Hausdorff measure of the free boundary, by a
result of Federer, implies that the non-coincidence set {u > 0} is then a set of
locally finite perimeter. As an important consequence, by a well-known result of
De Giorgi (see [55], page 54), the free boundary ∂{u > 0} may be written, up
to a possible singular set of ‖∇χ{u>0}‖-measure zero, as a countable union of C1
hypersurfaces. The main result of our work is the extension of these properties
to a more general class of heterogeneous quasilinear degenerate elliptic operators
which includes the p(x)-Laplacian. In particular, porosity of the free boundary
(Theorem 3.3.1), is proved for a class of operators extending to p(x)-Laplacian
for 1 < p(x) < ∞. The finiteness of (n − 1)-dimensional Hausdorff measure of
the free boundary (Theorem 3.8.1 and Remark 3.8.1) was shown for a class of
heterogeneous quasilinear degenerate elliptic operators, including p(x)-Laplacian,
for p(x) > 2. There is a technical difficulty in the proof for the last result in case
of 1 < p(x) ≤ 2, which we hope overcome in the future.
On the other hand, it was shown by Karp, Kilpela¨inen, Petrosyan and Shahgho-
lian [65], for the p-obstacle problem (1 < p < ∞), that the free boundary is
porous with a certain constant δ > 0, that is, there exists r0 > 0 such that
for each x ∈ ∂{u > 0} and 0 < r < r0, there exists a point y such that
Bδr(y) ⊂ Br(x) \ ∂{u > 0}. Since a porous set in Rn has Hausdorff dimen-
sion strictly smaller that n (see [84] or [104]), it follows that the free boundary
has Lebesgue measure zero, which allows us to write the solution of the obstacle
problem as an a.e. solution of a quasilinear elliptic equation in the whole do-
main involving the characteristic function χ{u>0} of the non-coincidence set (see
Theorem 3.3.1 below, that extends earlier results [21] and [22], respectively, for
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the A-obstacle and p(x)-obstacle problems). This property is important to show,
under general non-degenerate assumptions on the data, a stability of the non-
coincidence set in Lebesgue measure, as observed, for instance, in [24], [93] and
[94].
One of the main difficulties in extending this results from the constant expo-
nent Sobolev spaces to more general spaces is absence of the analogue of clas-
sical Harnack inequality. Harnack inequality was used to prove the porosity of
the free boundary in [65] (for constant exponent spaces), as well as in [21], for
A(x, t) = A(t)-obstacle problem (the classical Harnack inequality is still valid in
this case and was shown by G. Lieberman in [76]). However, when we pass to the
x variable spaces, the classical Harnack inequality fails (even just for p(·) case).
There is an analogue of the Harnack inequality for this case too (see [33]), but
this is very weak, since the constant c in Harnack inequality is not universal and
depends on function.
Let Ω be a bounded open connected subset of Rn, n > 2, f ∈ L∞(Ω) and
g ∈ W 1,p(·)(Ω) ∩ L∞(Ω), g > 0. We consider the quasilinear obstacle problem
(A(x)-obstacle problem) with a zero obstacle:
Au := div(a(x,∇u)) = f(x) in {u > 0},
u > 0 in Ω,
u = g on ∂Ω,
where we denote by {u > 0} := {x ∈ Ω : u(x) > 0} the non-coincidence set.
The weak formulation of this problem is given by the following variational in-
equality
(P )

Find u ∈ Kg such that :∫
Ω
(
a(x,∇u) · ∇(v − u) + f(x)(v − u)
)
dx > 0 ∀v ∈ Kg,
where Kg = {v ∈ W 1,p(·)(Ω) : v − g ∈ W 1,p(·)0 (Ω), v > 0 a.e. in Ω}, p is
a measurable real valued function defined in Ω and satisfying for some positive
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numbers p− and p+
1 < p− 6 p(x) 6 p+ <∞ a.e. x ∈ Ω. (3.1.1)
By Br(x) we shall denote the open ball in Rn with center x and radius r. The
conjugate of p(x), defined by p(x)
p(x)−1 , will be denoted by q(x). If the center of a
ball is not mentioned, then it is the origin.
We first give some classical properties of the solution below. Then, in the next
section of current chapter, we establish the growth rate of a class of functions.
In section 3.3, we obtain the exact growth rate of the solution of the problem
(P ) near the free boundary, from which we deduce its porosity. In section 3.4,
we give the growth rate of the gradient of the solution. In section 3.5, we prove
the finiteness of the (n− 1)-Hausdorff measure of the free boundary for the par-
ticular homogeneous case of p-Laplacian type operators. Finally, in section 3.6,
we establish the finiteness of (n − 1)-Hausdorff measure of the free boundary.
These results extend those for the Laplacian [15], for the p-Laplacian [65], [72]
(p > 2), for the p(x)-Laplacian [22] (porosity of the free boundary) and for the
A-Laplacian [21], [24].
We assume that the function a : Ω × Rn → Rn is such that a(x, 0) = 0 for
a.e. x ∈ Ω, and satisfies the structural assumptions for some positive constants
c0, c1, c2, namely [43]
n∑
i,j=1
∂ai
∂ηj
(x, η)ξiξj ≥ c0|η|p(x)−2|ξ|2, (3.1.2)
n∑
i,j=1
∣∣∣∣∂ai∂ηj (x, η)
∣∣∣∣ ≤ c1|η|p(x)−2 (3.1.3)
for a.e. x ∈ Ω, a.e. η = (η1, η2, . . . , ηn) ∈ Rn \{0} and for all ξ = (ξ1, ξ2, . . . , ξn) ∈
Rn, and
|a(x1, η)− a(x2, η)| 6 c2|x1 − x2|(|η|p(x1)−1 + |η|p(x2)−1)
∣∣ ln |η|∣∣ (3.1.4)
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for all x1, x2 ∈ Ω, η ∈ Rn \ {0}. We shall call such an operator of p(x)-Laplacian
type.
Remark 3.1.1. Assumptions (3.1.2), (3.1.3) imply [29], [101], for some positive
constants c3, c4
a(x, ξ) · ξ > c3|ξ|p(x) and |a(x, ξ)| 6 c4|ξ|p(x)−1.
First, we recall the following existence and uniqueness result [49], [94].
Proposition 3.1.1. Assume that f ∈ Lq(·)(Ω) and g ∈ W 1,p(·)(Ω)∩L∞(Ω). Then
there exists a unique solution u to the problem (P ).
In the following proposition, we generalize some classical properties of the
obstacle problem.
Proposition 3.1.2. If u is the solution of (P ) then
i) f > 0 in Ω =⇒ 0 6 u 6 ‖g‖L∞ in Ω.
ii) Au = f in D′({u > 0}).
iii) fχ{u>0} 6 Au 6 f a.e. in Ω.
Proof. i) Note that 0 ≤ u since u ∈ Kg. To get the upper bound of u, we take
min{u, ‖g‖L∞} = u− (u− ‖g‖L∞)+ as a test function in (P ). We obtain∫
Ω
a(x, |∇(u− ‖g‖L∞)+|)|∇(u− ‖g‖L∞)+| ≤ −
∫
Ω
f(u− ‖g‖L∞)+ ≤ 0.
Then ∇(u− ‖g‖L∞)+ = 0 a.e. in Ω and so (u− ‖g‖L∞)+ = 0 a.e. in Ω since
u = g on ∂Ω.
ii) Let ζ ∈ D([u > 0]), ζ ≥ 0. Set δ = min
supp ζ
u and take u ± δ ζ‖ζ‖L∞ as a test
function for (P ). Then we get∫
[u>0]
a(x,∇u)∇ζ + fζ = 0 and then − Au+ f = 0 in D′([u > 0]).
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iii) Let ζ ∈ D(Ω), ζ ≥ 0. Since u+ ζ ∈ Kg, we have∫
Ω
a(x,∇u)∇ζ + fζ ≥ 0 and so − Au+ f ≥ 0 in D′(Ω).
Now for ε > 0, u−Hε(u− ε)ζ ∈ Kg with Hε(s) = min{1, s+ε }. Then one has∫
Ω
Hε(u− ε)a(x,∇u)∇ζ + fHε(u− ε)ζ ≤ 0.
Letting ε→ 0, we obtain∫
Ω
a(x,∇u)∇ζ + fχ[u>0]ζ ≤ 0 and so − Au+ fχ[u>0] ≤ 0 in D′(Ω)
Remark 3.1.2. Equation ii) and inequalities iii) of Proposition 3.1.2 were es-
tablished in [94], in the framework of entropy solutions, under the condition:
ess inf
x∈Ω
(q1(x)− (p(x)− 1)) > 0, where q1(x) = q0(x)p(x)q0(x)+1 and q0(x) =
np(x)
n−p(x)
p−−1
p−
.
Remark 3.1.3. If f > 0 in Ω and f ∈ L∞loc(Ω), we know from Proposition 3.1.2
that u is bounded and Au is locally bounded in Ω. Moreover, if p(x) is Lipschitz
continuous, and a(x, ξ) satisfies (3.1.2)-(3.1.4), then we have [43], u ∈ C1,αloc (Ω),
for some α ∈ (0, 1).
3.2 A class of functions on the unit ball
In all what follows, we assume that p is Lipschitz continuous, that is, there exists
a positive constant L such that
|p(x)− p(y)| 6 L|x− y| ∀x, y ∈ Ω. (3.2.1)
In this section, we study a family FA = FA(n, c0, c1, c2, p−, p+, L) of solutions of
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problems defined on the unit ball B1. More precisely, u ∈ FA if it satisfies :
u ∈ W 1,p(·)(B1), u(0) = 0,
0 6 u 6 1 in B1, ‖Au‖L∞(B1) 6 1.
Condition u(0) = 0 makes sense, since from [43] we know that u ∈ C1,αloc (B1),
for some α ∈ (0, 1). In particular, there exist two positive constants α =
α(n, c0, c1, c2, p−, p+, L) and C = C(n, c0, c1, c2, p−, p+, L) such that
‖u‖C1,α(B3/4) 6 C, ∀u ∈ FA. (3.2.2)
The following theorem gives a growth rate of the elements in the class FA.
Theorem 3.2.1. There exists a positive constant C0 = C0(n, c0, c1, c2, p−, p+, L)
such that, for every u ∈ FA, we have
0 6 u(x) 6 C0|x|q0 , ∀x ∈ B1,
where q0 =
p0
p0 − 1 is the conjugate of p0 = p(0).
Let us first introduce some notations. For a nonnegative bounded function u,
we define the quantity S(r, u) = sup
x∈Br
u(x). We also define, for each u ∈ FA, the
set
M(u) = {j ∈ N : 2q0S(2−j−1, u) > S(2−j, u)}.
Then we have
Lemma 3.2.1. If M(u) 6= ∅, then there exists a constant c˜0 depending only on
n, c0, c1, c2, p−, p+ and L such that
S(2−j−1, u) 6 c˜0(2−j)q0 , ∀u ∈ FA, ∀j ∈M(u).
Proof. Arguing by contradiction, we assume that ∀k ∈ N there exists uk ∈ FA
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and jk ∈M(uk) such that
S(2−jk−1, uk) > k(2−jk)q0 . (3.2.3)
Consider the function
vk(x) =
uk(2
−jkx)
S(2−jk−1, uk)
defined in B1. By definition of vk and M(uk), we have
0 6 vk 6
S(2−jk , uk)
S(2−jk−1, uk)
6 2q0 in B1,
sup
x∈B1/2
vk(x) = 1, vk(0) = 0.
Now, let pk(x) = p(2
−jkx), sk =
2−jk
S(2−jk−1, uk)
, and define for (x, ξ) ∈ B1 × Rn
ak(x, ξ) := s
pk(x)−1
k a(2
−jkx,
1
sk
ξ). (3.2.4)
We claim that
|Akvk(x)| := |div(ak(x,∇vk(x)))| → 0 as k →∞. (3.2.5)
Then one can easily verify that
Akvk(x) = 2
−jkspk(x)−1k (Auk)(2
−jkx)
+ 2−jk(ln(sk))s
pk(x)−1
k a(2
−jkx,∇uk(2−jkx))∇p(2−jkx).
Using the structural assumptions (second inequality in Remark 3.1.1) and the
fact that uk ∈ FA, and |∇p|L∞(Ω) 6 L (by (3.2.1)), this leads to
|Akvk(x)| 6 2−jkspk(x)−1k + c4L2−jk | ln(sk)|spk(x)−1k |∇uk(2−jkx)|pk(x)−1.
Since uk > 0 in B1, uk(0) = 0, and uk ∈ C1(B3/4), we have ∇uk(0) = 0.
Combining this result and (3.2.2), we get
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∀k ∈ N, ∀x ∈ B1 |∇uk(2−jkx)| 6 C(2−jk)α.
It follows that
|Akvk(x)| 6 2−jkspk(x)−1k (1 + c4L(C)pk(x)−1| ln(sk)|(2−jk)α(pk(x)−1)). (3.2.6)
Note that S(2−jk−1, uk) = uk(zk), for some zk ∈ B2−jk−1 . Since uk(0) = 0 and
uk ∈ C1(B3/4), we deduce that
S(2−jk−1, uk) 6 C|zk| 6 C2−jk−1.
Consequently, we obtain
sk =
2−jk
S(2−jk−1, uk)
> 2
−jk
C2−jk−1
=
2
C
= µ.
Now to estimate the righthand side of (3.2.6), we proceed as follows :
Estimate of | ln(sk)|(2−jk)α(pk(x)−1) : Since ln is a continuous function in [µ,∞)
and satisfies lim
t→∞
t−α(p0−1)
2
ln(t) = 0, we deduce that there exists a positive con-
stant c1 = c1(α, p0, µ) such that
| ln(t)| 6 c1tα(p0−1)2 ∀t > µ.
In particular we have
| ln(sk)| 6 c1sα(p0−1)
2
k ∀k ∈ N.
We infer from (3.2.3) that
sp0−1k 2
−jk 6 1
kp0−1
∀k ∈ N. (3.2.7)
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It follows that
| ln(sk)|(2−jk)α(p0−1) 6 c1sα(p0−1)
2
k (2
−jk)α(p0−1) = c1(s
p0−1
k 2
−jk)α(p0−1)
6 c1
kα(p0−1)2
∀k ∈ N.
Now we write
| ln(sk)|(2−jk)α(pk(x)−1) = | ln(sk)|(2−jk)α(p0−1)(2−jk)α(pk(x)−p0).
Using the Lipschitz continuity of p, we get
(2−jk)α(pk(x)−p0) = eα(p(0)−p(2
−jkx)) ln(2jk ) 6 eαL2−jk | ln(2jk )| 6 c2 = c2(α,L).
We deduce that we have for c3 = c1c2
| ln(sk)|(2−jk)α(pk(x)−1) 6 c3
kα(p0−1)2
∀k ∈ N. (3.2.8)
Estimate of 2−jkspk(x)−1k : We first write
2−jkspk(x)−1k = 2
−jksp0−1k s
pk(x)−p0
k . (3.2.9)
As we did above, we can find a positive constant c4 = c4(p0, µ) such that
| ln(t)| 6 c4tp0−1 ∀t > µ.
In particular, we have
| ln(sk)| 6 c4sp0−1k ∀k ∈ N.
Then we have by using (3.2.7)
s
pk(x)−p0
k = e
α(p(2−jkx)−p(0)) ln(sk) 6 eαLc42−jks
p0−1
k
6 e
αLc4
kp0−1 6 eαLc4 = c5(α,L, p0, µ).
We deduce then from (3.2.7) and (3.2.9) that we have
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2−jkspk(x)−1k 6
c5
kp0−1
∀k ∈ N. (3.2.10)
We conclude from (3.2.6), (3.2.8) and (3.2.10) that (3.2.5) is true.
Lemma 3.2.2. With the notation above, ak(x, ξ) defined in (3.2.4) satisfies all
structural conditions (with the same constants as a(x, ξ)). Moreover, we have
uniformly in (x, ξ) ∈ B1 ×BM , for any M > 0∣∣∣∣∂aki∂xj
∣∣∣∣ 6 Lk → 0 as k →∞. (3.2.11)
Proof. It is easy to see that
n∑
i,j=1
∂aki
∂ηj
(x, η)ξjξj =
n∑
i,j=1
s
pk(x)−1
k
1
sk
∂ai
∂ηj
(2−jkx,
1
sk
η)ξiξj
> c0spk(x)−2k
∣∣∣∣ ηsk
∣∣∣∣pk(x)−2|ξ|2
= c0|η|pk(x)−2|ξ|2.
n∑
i,j=1
∣∣∣∣∂akj∂ηj (x, η)
∣∣∣∣ = n∑
i,j=1
s
pk(x)−1
k
1
sk
∣∣∣∣∂ai∂ηj (2−jkx, 1sk η)
∣∣∣∣
6 c1spk(x)−2k
∣∣∣∣ ηsk
∣∣∣∣pk(x)−2
= c1|η|pk(x)−2.
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Now, to prove (3.2.11), we use the second inequality in Remark 3.1.1 and (3.1.4)∣∣∣∣∂aki∂xj
∣∣∣∣ = ∣∣∣∣ ∂∂xj
(
s
pk(x)−1
k ai
(
2−jkx,
1
sk
ξ
))∣∣∣∣
6
∣∣∇(spk(x)−1k )∣∣∣∣ai(2−jkx, 1sk ξ)∣∣
+ 2−jkspk(x)−1k
∣∣∣∣ ∂ai∂xj (2−jkx, 1sk ξ)
∣∣∣∣
6 c4L2−jkspk(x)−1k | ln(sk)|
∣∣∣∣ ξsk
∣∣∣∣pk(x)−1
+ 2c22
−jkspk(x)−1k
∣∣∣∣ ξsk
∣∣∣∣pk(x)−1∣∣∣∣ ln ∣∣ ξsk ∣∣
∣∣∣∣
=
(
c4L2
−jk | ln(sk)|+ 2c22−jk
∣∣ ln | ξ
sk
|∣∣)|ξ|pk(x)−1 =: Lk
On the other hand,
2−jk |ξ|pk(x)−1∣∣ ln | ξ
sk
|∣∣ = 2−jk |ξ|pk(x)−1| ln(|ξ|)− ln(sk)|
6 2−jk |ξ|pk(x)−1| ln(|ξ|)|
+ 2−jk | ln(sk)||ξ|pk(x)−1
The first term uniformly goes to zero (for (x, ξ) ∈ B1×BM , for any M > 0) when
k → ∞. Since 2−jk | ln(sk)| → 0 as k → 0 (we just proved it above), so does the
second term.
Therefore, the pointwise limit of ak(x, ξ) does not depend on x:
ak(x, ξ)→ a˜(ξ),
where a˜ is a vector field satisfying the same structural assumptions (3.1.2), (3.1.3),
with p(x) replaced by p0 = p(0).
Conclusion of proof of Lemma 3.2.1. Now, by taking into account the uniform
bound of vk, (3.2.5), and the fact that pk satisfies (3.1.1) and (3.2.1) with the
same constants, we deduce [43] that there exist two positive constants δ and
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C, independent of k, such that vk ∈ C1,δ(B3/4) and ‖vk‖C1,δ(B3/4) 6 C, for all
k > k0. It follows then from the Ascoli-Arzella’s theorem that there exists a
subsequence, still denoted by vk, and a function v ∈ C1,δ′(B3/4) such that vk −→ v
in C1,δ
′
(B3/4), for any δ
′ ∈ (0, δ). Moreover, it is clear that v satisfies (in the weak
sense) 
div
(
a˜(∇v)) = 0 in B3/4, v > 0 in B3/4,
sup
x∈B1/2
v(x) = 1, v(0) = 0.
By the strong maximum principle (see [63], for instance) we have necessarily
v ≡ 0 in B3/4, which is in contradiction with sup
x∈B1/2
v(x) = 1.
Proof of Theorem 3.2.1 The theorem is proved by induction. (see also the proof
of Theorem 3.4.1 below).
Let x ∈ B1 \{0}. There exists j ∈ N∪{0} such that 2−j−1 6 |x| 6 2−j. Then
we have
u(x) 6 S(2−j, u). (3.2.12)
We shall prove by induction that we have for some constant c′0 = max(c02
q0 , 1)
S(2−j, u) 6 c′0(2−j)q0 ∀j ∈ N ∪ {0}. (3.2.13)
For j = 0, we have S(2−0, u) = S(1, u) 6 1 = (2−0)q0 6 c′0(2−0)q0 .
Let j > 1. Assume that S(2−j, u) 6 c′0(2−j)q0 . We distinguish two cases :
– If j ∈M(u), we have by Lemma 3.2.1,
S(2−(j+1), u) = S(2−j−1, u) 6 c0(2−j)q0 = c02q0(2−(j+1))q0 6 c′0(2−(j+1))q0 .
– If j /∈M(u), we have S(2−(j+1), u) = S(2−j−1, u) < 2−q0S(2−j, u). Using the
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induction assumption , we get
S(2−(j+1), u) 6 2−q0c′0(2−j)q0 = c′0(2−(j+1))q0 .
We conclude from (3.2.12)-(3.2.13) that
u(x) 6 S(2−j, u) 6 c′0(2−j)q0 6 c′0(2|x|)q0 = C0|x|q0 .
3.3 Porosity of the free boundary
In all what follows, we assume that there exist positive constants λ, Λ such
that
0 < λ 6 f 6 Λ <∞, a.e. in Ω. (3.3.1)
The following lemma and Theorem 3.2.1 give the exact growth rate of the solution
of the problem (P ) near the free boundary. This extends a result established in
[15] for the Laplacian, and generalized in [65] for the p-Laplacian (see also [21]
and [22] for the A-Laplacian and p(x)-Laplacian respectively).
Lemma 3.3.1. Suppose that u ∈ W 1,p(·)(Ω) is a nonnegative continuous function
satisfying
Au = f in D′({u > 0}).
Then there exists r∗ > 0 such that for each y ∈ {u > 0} and r ∈ (0, r∗) satisfying
Br(y) ⊂ Ω, we have for an appropriate constant C(y) > 0
sup
∂Br(y)
u > C(y)r
p(y)
p(y)−1 + u(y).
Proof. It is enough to prove the result for y ∈ {u > 0}. For each y we consider
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the function defined by
v(x) := v(x, y) := C(y)|x− y| p(y)p(y)−1 ,
where C(y) is to be chosen later.
We claim that there exists r∗ > 0 such that
∀r ∈ (0, r∗), ∀y ∈ Ω, ∀x ∈ Br(y) ⊂ Ω Av 6 λ. (3.3.2)
To prove (3.3.2), we compute ∇xv and divergence of a(x,∇xv):
div
(
a(x,∇v)) = div(a(x,C(y)q(y)|x− y|q(y)−2(x− y))
=
n∑
i=1
∂ai
∂xi
(x,w) +
n∑
i,j=1
∂ai
∂ηj
(x,w) · ∂wj
∂xi
(x)
=
n∑
i=1
∂ai
∂xi
+ C(y)q(y)|x− y|q(y)−2
n∑
i,j=1
(
δij
+ (q(y)− 2)(xi − yi)(xj − yj)|x− y|2
)
∂ai
∂ηj
,
where w(x) := C(y)q(y)|x− y|q(y)−2(x− y).
Therefore, using the structural assumptions (3.1.3), (3.1.4), we get
|div(a(x,∇v))| 6 2c2|w|p(x)−1∣∣ ln |w|∣∣
+c1 max(1, q(y)− 1)
(
C(y)q(y)
)p(x)−1|x− y|(q(y)−1)(p(x)−2)+q(y)−2
=: S1 + S2.
To estimate S1, we write
S1 = 2c2|w|p(x)−1| ln(|w|)|
= 2c2
(
C(y)q(y)
)p(x)−1|x− y|(p(x)−1)(q(y)−1)∣∣ ln (C(y)q(y))+ (q(y)− 1) ln |x− y|∣∣
6 2c2
(
q(y)
)p(x)−1(
C(y)
)p(x)−1|x− y|(p(x)−1)(q(y)−1)∣∣ ln (C(y)q(y))∣∣
+2c2(q(y)− 1)
(
C(y)q(y)
)p(x)−1|x− y|(p(x)−1)(q(y)−1)∣∣ ln(|x− y|)∣∣
Since r ln r → 0, when r → 0, then S1 can be made as small as we wish, if x is
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close to y, and C(y) is small enough. To estimate S2, we first observe that
|x− y|(q(y)−1)(p(x)−2)+q(y)−2 = |x− y| p(x)−p(y)p(y)−1
and for |x− y| < r < 1
e
, we have
|x− y| p(x)−p(y)p(y)−1 = e p(x)−p(y)p(y)−1 ln(|x−y|) 6 e Lp−−1 |x−y|| ln(|x−y|)| 6 e Lp−−1 r| ln(r)|,
and since
S2 = c1 max(1, q(y)− 1)
(
C(y)q(y)
)p(x)−1|x− y| p(x)−p(y)p(y)−1
6 c1 max(1, q(y)− 1)
(
C(y)q(y)
)p(x)−1
e
L
p−−1 r| ln(r)|,
S2 also can be made small, if r and C(y) are small enough.
It is clear now that (3.3.2) holds.
Now let  > 0 and consider the following function u(x) = u(x)− (1− )u(y).
We have from (3.3.1)-(3.3.2)
Au = Au = f > λ > Av in Br(y) ∩ {u > 0}.
Moreover,
u = −(1− )u(y) 6 0 6 v on (∂{u > 0}) ∩Br(y).
If we also have
u 6 v on (∂Br(y)) ∩ {u > 0},
then we get by the weak maximum principle
u 6 v in Br(y) ∩ {u > 0}.
But u(y) = u(y) > 0 = v(y), which constitutes a contradiction.
So there exists z ∈ (∂Br(y)) ∩ {u > 0} such that u(z) > v(z). Since v is radial,
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we get
sup
∂Br(y)
(u− (1− )u(y)) = sup
∂Br(y)
u > sup
∂Br(y)∩{u>0}
u > u(z)
> v(z) = C(y)r
p(y)
p(y)−1 .
Letting → 0, we get
sup
Br(y)
u > sup
∂Br(y)
u > C(y)r
p(y)
p(y)−1 + u(y).
We shall denote by u the solution of the problem (P ). The main result of this
section is the porosity of the free boundary (∂{u > 0}) ∩ Ω.
We recall that a set E ⊂ Rn is called porous with porosity δ, if there is an r0 > 0
such that
∀x ∈ E, ∀r ∈ (0, r0), ∃y ∈ Rn such that Bδr(y) ⊂ Br(x) \ E.
A porous set of porosity δ has Hausdorff dimension not exceeding n− cδn, where
c = c(n) > 0 is a constant depending only on n. In particular, a porous set has
Lebesgue measure zero (see [84] or [104] for instance).
Theorem 3.3.1. Let r∗ be as in Lemma 3.3.1, R ∈ (0, r∗) and x0 ∈ Ω such
that B4R(x0) ⊂ Ω. Then (∂{u > 0}) ∩ BR(x0) is porous with porosity constant
depending only on n, p−, p+, L, c0, c1, c2, λ, Λ, R, and ‖g‖L∞. As an immediate
consequence, we have
Au = fχ{u>0} a.e. in Ω.
We need a lemma.
Lemma 3.3.2. Let R > 0 and x0 ∈ Ω such that B4R(x0) ⊂ Ω. We consider, for
y0 ∈ B2R(x0) ∩ {u = 0} and M > 0, the functions defined in B1 by
a¯(z, ξ) = a(y0 +Rz,Mξ), u¯(z) =
u(y0 +Rz)
MR
. (3.3.3)
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Then we have u¯ ∈ FA¯, for all R 6 R0 = 1Λ and M >M0 = ‖g‖L∞R , where A¯ is the
operator corresponding to a¯.
Proof. First, note that a¯ and u¯ are well defined, since we haveBR(y0) ⊂ B3R(x0) ⊂
Ω. Moreover, we have u¯(0) =
u(y0)
MR
= 0, and for M > ‖g‖L∞
R
, we have 0 6 u¯ 6 1
in B1.
Note that a¯(z, ξ) satisfies to all structural conditions (not necessarily with the
same constants as for a) with p¯(z) := p(y0 +Rz) instead of p.
Next, one can easily verify that u¯ satisfies
A¯u¯ := div
(
a¯(z,∇u¯(z)))
= div
(
a(y0 +Rz,∇u(y0 +Rz))
)
= R(Au)(y0 +Rz) 6 RΛ 6 1
if R 6 R0 = 1Λ , and we conclude that u¯ ∈ FA¯ for all M >M0 and R 6 R0.
Proof of Theorem 3.3.1. Now, to prove the theorem, we argue as in [22]. Let
r∗ be as in Lemma 3.3.1 and R∗ = min(r∗, R0). Let then R ∈ (0, R∗) be such
that B4R(x0) ⊂ Ω, and let x ∈ E = ∂{u > 0} ∩ BR(x0). For each 0 < r < R, we
have Br(x) ⊂ B2R(x0) ⊂ Ω. Let y ∈ ∂Br(x) such that u(y) = sup
∂Br(x)
u. Then we
have by Lemma 3.3.1
u(y) > C ′0r
p(x)
p(x)−1 + u(x) = C ′0r
p(x)
p(x)−1 . (3.3.4)
Hence y ∈ B2R(x0) ∩ {u > 0}. We denote by d(y) = dist(y,B2R(x0) ∩ {u = 0})
the distance from y to the set B2R(x0) ∩ {u = 0}.
From Lemma 3.2.1 and Lemma 3.3.2, there exists a constant C0 such that
u(y) 6 C0(d(y))
p(y0)
p(y0)−1 . (3.3.5)
We deduce from (3.3.4)-(3.3.5) that
C ′0r
p(x)
p(x)−1 6 u(y) 6 C0(d(y))
p(y0)
p(y0)−1 , (3.3.6)
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Using (3.1.1) and (3.2.1), we get
r
p(x)
p(x)−1 = r
p(y)−p(x)
(p(x)−1)(p(y)−1) r
p(y)
p(y)−1
= e
p(y)−p(x)
(p(x)−1)(p(y)−1) ln(r)r
p(y)
p(y)−1
> e
−Lr| ln(r)|
(p−−1)2 r
p(y)
p(y)−1
> m0r
p(y)
p(y)−1 , (3.3.7)
where
m0 = min
t∈[0,D(Ω)/2]
e
−Lt| ln(t)|
(p−−1)2 , D(Ω) = sup
x,y∈Ω
|x− y|.
Similarly, we have
(d(y))
p(y0)
p(y0)−1 = (d(y))
p(y)−p(y0)
(p(y0)−1)(p(y)−1) (d(y))
p(y)
p(y)−1
= e
p(y)−p(y0)
(p(y0)−1)(p(y)−1) ln(d(y))(d(y))
p(y)
p(y)−1
6 e
Ld(y)| ln(d(y))|
(p−−1)2 (d(y))
p(y)
p(y)−1
6 m1(d(y))
p(y)
p(y)−1 , (3.3.8)
where
m1 = max
t∈[0,D(Ω)]
e
Lt| ln(t)|
(p−−1)2 .
Hence we obtain from (3.3.6)-(3.3.8)
C ′0m0r
p(y)
p(y)−1 6 u(y) 6 C1m1(d(y))
p(y)
p(y)−1 ,
which leads to
d(y) >
(m0C0
m1C1
) 1
q(y)
r > δr,
where
δ = min
(1
2
,
(m0C0
m1C1
)1− 1
p− ,
(m0C0
m1C1
)1− 1
p+
)
< 1.
Let now y∗ ∈ [x, y] such that |y − y∗| = δr/2. Then we have ([22])
B δ
2
r(y
∗) ⊂ Bδr(y) ∩Br(x).
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Moreover, we have
Bδr(y) ∩Br(x) ⊂ {u > 0},
since Bδr(y) ⊂ Bd(y)(y) ⊂ {u > 0} and d(y) > δr.
Hence we have
B δ
2
r(y
∗) ⊂ Bδr(y) ∩Br(x) ⊂ Br(x) \ ∂{u > 0} ⊂ Br(x) \ E.
Note that as a consequence of Theorem 3.2.1 and Lemma 3.3.2, we obtain the
growth rate of the solution u of (P ) near the free boundary.
Proposition 3.3.1. Let R0 > 0 be as in Lemma 3.3.2, R ∈ (0, R0) and x0 ∈ Ω
such that u(x0) = 0 and B4R(x0) ⊂ Ω. Then there exists a positive constant C˜0
depending only on n, p−, p+, L, Λ, c0, c1, c2, and ‖g‖L∞ such that we have
u(x) 6 C˜0|x− x0|
p(x0)
p(x0)−1 ∀x ∈ BR(x0).
Proof. Let R and x0 be as in the proposition. Consider the functions a¯(y, ξ) and
u¯(y) defined in Lemma 3.3.2, for M > 0. By Lemma 3.3.2, there exists M0 such
that for all M > M0 we have u¯ ∈ FA¯. Applying Theorem 3.2.1 for M = M0 and
R = R0, we obtain for a positive constant C0 > 0 depending only on n, p−, p+, L,
c0, c1, c2
u¯(y) 6 C0|y|
p¯(0)
p¯(0)−1 ∀y ∈ B1.
Taking y = |x−x0|
R0
for x ∈ BR(x0), we get
u(x) 6 C0M0R0
R
p(x0)
p(x0)−1
0
|x− x0|
p(x0)
p(x0)−1 =
C0‖g‖L∞
R
p(x0)
p(x0)−1
0
|x− x0|
p(x0)
p(x0)−1 = C˜0|x− x0|
p(x0)
p(x0)−1 .
3.4 Growth rate of the gradient of the solution
The main result in this section is a growth rate near a free boundary of the
gradient of the solution of the problem (P ), which generalizes results in [15] and
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[72] (see also [24] for the A-Laplace obstacle problem). This result will be used in
section 3.6 to establish that the (n− 1)−Hausdorff measure of the free boundary
is finite.
Theorem 3.4.1. Let R0 > 0 be as in Lemma 3.3.2, R ∈ (0, R0) and x0 ∈ Ω
such that u(x0) = 0 and B4R(x0) ⊂ Ω. Then there exists a positive constant C˜1
depending only on n, p−, p+, L, Λ, c0, c1, c2, and ‖g‖L∞ such that we have
|∇u(x)| 6 C˜1|x− x0|
1
p(x0)−1 ∀x ∈ BR(x0).
To prove Theorem 3.4.1, we shall need the following theorem which gives a growth
rate of the gradient of the elements of the class FA.
Theorem 3.4.2. There exists a positive constant C1 = C1(n, p−, p+, L, c0, c1, c2)
such that for every u ∈ FA, we have
|∇u(x)| 6 C1|x|
1
p(0)−1 ∀x ∈ B1.
For u ∈ FA, we consider the set
P(u) = {j ∈ N/ 2 1p(0)−1S(2−j−1, |∇u|) > S(2−j, |∇u|)}.
To prove Theorem 3.4.2, we need the following lemma:
Lemma 3.4.1. If P(u) 6= ∅, then there exists a constant c˜1 depending only on n,
p−, p+, L, c0, c1, c2 such that
S(2−j−1, |∇u|) 6 c˜1(2−j)
1
p0−1 ∀u ∈ FA, ∀j ∈ P(u).
Proof. Arguing by contradiction, we assume that ∀k ∈ N there exists uk ∈ FA
and jk ∈ P(uk) such that
S(2−jk−1, |∇uk|) > k(2−jk)
1
p0−1 . (3.4.1)
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Consider
vk(x) =
uk(2
−jkx)
2−jkS(2−jk−1, |∇uk|)
defined in B1. We have by definition of vk and P(uk), and Theorem 3.2.1
0 6 vk 6
C0|2−jkx|
p0
p0−1
k2−jk(2−jk)
1
p0−1
6 C0
k
in B1 (3.4.2)
sup
x∈B1/2
|∇vk(x)| = 1, vk(0) = 0 (3.4.3)
sup
x∈B1
|∇vk(x)| =
sup
x∈B1
|∇uk(2−jkx)|
S(2−jk−1, |∇uk|) =
S(2−jk , |∇uk|)
S(2−jk−1, |∇uk|) 6 2
1
p0−1 . (3.4.4)
Now let pk(x) = p(2
−jkx), tk = 1S(2−jk−1,|∇uk|) and
ak(x, ξ) = t
pk(x)−1
k a(2
−jkx,
1
tk
ξ).
There exists k0 ∈ N and a positive constant C = C(n, p−, p+, c0, c1, c2, L) inde-
pendent of k such that
|(Akvk)(x)| := |div
(
ak(x,∇vk(x))
)| 6 C
kp0−1
6 1 for all k > k0. (3.4.5)
Indeed,
(Akvk)(x) = div
(
ak(x,∇vk(x))
)
= div
(
t
pk(x)−1
k a(2
−jkx,∇uk(2−jkx))
)
= ∇(tpk(x)−1k )a(2−jkx,∇uk(2−jkx))
+ 2−jktpk(x)−1k
(
div
(
a(·,∇uk(·))
))
(2−jkx)
Using the fact that uk ∈ FA and |∇p|L∞ 6 L (by (3.2.1)) and structural assump-
tions (second inequality in Remark 3.1.1), we get
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|(Akvk)(x)| 6 2−jktpk(x)−1k + c4L2−jk | ln(tk)|tpk(x)−1k |∇uk(2−jkx)|pk(x)−1.
Moreover, we have
|∇uk(2−jkx)| 6 S(2−jk , |∇uk|) 6 2
1
p0−1S(2−jk−1, |∇uk|) = 2
1
p0−1
tk
.
It follows that
|Akvk(x)| 6 2−jktpk(x)−1k + c4L2−jk | ln(tk)|
(
2
1
p0−1
)pk(x)−1. (3.4.6)
Note that we have by (3.2.2), S(2−jk−1, |∇uk|) 6 S(2−1, |∇uk|) 6 C. Conse-
quently, we obtain
tk =
1
S(2−jk−1, uk)
> C−1 for all k > 1. (3.4.7)
Estimate of 2−jk | ln(tk)|
(
2
1
p0−1
)pk(x)−1 :
First we have (
2
1
p0−1
)pk(x)−1 6 2 p+−1p−−1 . (3.4.8)
Next, using the fact that ln is a continuous function in [C−1,∞) and satisfies
lim
t→∞
ln t
tp0−1
= 0,
we deduce that there exists a positive constant c¯1 = c¯1(p0, C) such that
| ln(t)| 6 c1tp0−1 ∀t > C−1.
In particular, we obtain
| ln(tk)| 6 c¯1tp0−1k ∀k ∈ N. (3.4.9)
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Moreover, we have from (3.4.1)
2−jktp0−1k 6
1
kp0−1
. (3.4.10)
We deduce from (3.4.8)-(3.4.10) that
2−jk | ln(tk)|
(
2
1
p0−1
)pk(x)−1 6 c¯12 p+−1p−−1 2−jktp0−1k 6 c¯12
p+−1
p−−1
kp0−1
. (3.4.11)
Estimate of 2−jktpk(x)−1k : We first write
2−jktpk(x)−1k = 2
−jktp0−1k t
pk(x)−p0
k .
From (3.2.1), (3.4.9) and (3.4.10), we deduce that
t
pk(x)−p0
k = e
(p(2−jkx)−p(0)) ln(tk) 6 eL2−jk | ln(tk)| 6 ec¯1L2−jk t
p0−1
k
6 e
c¯1L
kp0−1 6 ec¯1L = c¯2(n, p−, p+, L, c0, c1, c2). (3.4.12)
We deduce then from (3.4.10) and (3.4.12) that we have
2−jktpk(x)−1k 6
c¯2
kp0−1
∀k ∈ N. (3.4.13)
Hence, we conclude from (3.4.6), (3.4.11) and (3.4.13) that (3.4.5) holds.
Conclusion: Now, having in mind Lemma 3.2.2, taking into account the uni-
form bounds (3.4.2) of vk, and the fact that pk satisfies (3.1.1) and (3.2.1)
with the same constants, we deduce [43] that there exist two positive constants
δ = δ(n, p−, p+, L, c0, c1, c2) and C = C(n, p−, p+, L, c0, c1, c2) such that for all
k > k0, vk ∈ C1,δ(B3/4) and ‖vk‖C1,δB3/4 6 C. It follows then from Ascoli-
Arzella’s theorem that there exists a subsequence, still denoted by vk, and a
function v ∈ C1,δ′(B3/4) such that vk −→ v in C1,δ′(B3/4), for any δ′ ∈ (0, δ).
82
3. Growth rate of the gradient of the solution
Moreover, it is clear from (3.4.2)-(3.4.4) that v satisfies
A0v := div(a˜(∇v)) = 0 in B3/4, v > 0 in B3/4,
sup
x∈B1/2
|∇v(x)| = 1, v(0) = 0.
By the strong maximum principle [63], we should have v ≡ 0 in B3/4, which is in
contradiction with sup
x∈B1/2
|∇v(x)| = 1.
Proof of Theorem 3.4.2. Note that it is enough to prove the estimate for
|x| < 1/2. Let u ∈ FA and x ∈ B1/2 \ {0}. Then there exists j ∈ N such that
2−j−1 6 |x| 6 2−j and we have
|∇u(x)| 6 sup
y∈B
2−j
|∇u(y)| = S(2−j, |∇u|). (3.4.14)
We know that S(1/2, |∇u|) 6 C = C(n, p−, p+, L, c0, c1, c2). We shall prove by
induction that we have for c′1 = max(c˜1, C2
1
p0−1 )
S(2−j, |∇u|) 6 c′1(2−j)
1
p0−1 ∀j ∈ N. (3.4.15)
For j = 1, we have
S(2−1, |∇u|) = S(1/2, |∇u|) 6 C = C2 1p0−1 (2−1) 1p0−1 6 c′1(2−1)
1
p0−1 .
Let j > 2. Assume that S(2−j, |∇u|) 6 c′1(2−j)
1
p0−1 . We distinguish two cases:
– If j ∈ P(u), we have by Lemma 3.4.1,
S(2−(j+1), |∇u|) = S(2−j−1, |∇u|)
6 c˜1(2−j)
1
p0−1
= c˜12
1
p0−1 (2−(j+1))
1
p0−1
6 c′1(2−(j+1))
1
p0−1 .
– If j /∈ P(u), we have S(2−(j+1), |∇u|) = S(2−j−1, |∇u|) < 2 −1p0−1S(2−j, |∇u|).
83
3. Growth rate of the gradient of the solution
By the induction assumption, we get
S(2−(j+1), |∇u|) 6 2 −1p0−1 c′1(2−j)
1
p0−1 = c′1(2
−(j+1))
1
p0−1 .
We conclude from (3.4.14)-(3.4.15) that
|∇u(x)| 6 S(2−j, |∇u|) 6 c′1(2−j)1/(p0−1) 6 c′1(2|x|)
1
p0−1 = C1|x|
1
p0−1 .
Proof of Theorem 3.4.1. Let R and x0 be as in the statement of Theorem
3.4.1. For M > 0, consider the functions a¯(y, ξ) and u¯(y) introduced in Lemma
3.3.2. Note that a¯(y, ξ) satisfies to all structural conditions (not necessarily with
the same constants as for a) with p¯(y) := p(x0 +Ry) instead of p, and p¯ satisfies
(3.1.1) (with the same constants) and (3.2.1) (with the constant LR). By Lemma
3.3.2, for all M >M0 we have u¯ ∈ FA¯. Applying Theorem 3.4.2 for M = M0 and
R = R0, we obtain for a positive constant C1, depending only on n, p−, p+, c0,
c1, c2 and LR0, that
|∇u¯(y)| 6 C1|y|
1
p¯0−1 , ∀y ∈ B1. (3.4.16)
Taking y = |x−x0|
R0
for x ∈ BR(x0), we get by (3.4.16)
|∇u(x)| 6 M0C1
R
1
p¯0−1
0
|x− x0|
1
p(x0)−1 =
C1‖g‖L∞
R
p(x0)
p(x0)−1
0
|x− x0|
1
p¯0−1 = C˜1|x− x0|
1
p(x0)−1 .
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3.5 The homogeneous case of p-Laplacian type
We consider a vector valued function a : Ω → Rn, satisfying a(0) = 0, and
the structural assumptions for all ξ ∈ Rn and η ∈ Ω:
n∑
i,j=1
∂ai
∂ηj
(η)ξiξj > c0|η|p−2|ξ|2, (3.5.1)
n∑
i,j=1
∣∣∣∣∂ai∂ηj (η)
∣∣∣∣ 6 c1|η|p−2, (3.5.2)
for some positive constants c0 and c1.
For simplicity assume that the right hand side is constant (f = γ) and we con-
sider for a positive constant γ, the following obstacle problem for a homogeneous
operator: 
div(a(∇u)) = γ in {u > 0},
u > 0 in Ω,
u = g on ∂Ω.
(3.5.3)
Then Proposition 3.3.1 and Theorem 3.4.1 apply, and we have:
Theorem 3.5.1. Under the assumptions (3.5.1)-(3.5.2), the solution u to the
obstacle problem (3.5.3), and its gradient have the following growth rates near a
free boundary point x0 ∈ (∂{u > 0}) ∩ Ω
0 6 u(x) 6 C0|x− x0|
p
p−1 , ∀x ∈ BR(x0), (3.5.4)
|∇u(x)| 6 C1|x− x0|
1
p−1 , ∀x ∈ BR(x0), (3.5.5)
for all R ∈ (0, 1/Λ) such that B4R(x0) ⊂ Ω and for positive constants C0, C1
depending on n, p, c0, c1, γ, and ‖g‖L∞.
The main result of this section is the finiteness of the (n−1)-Hausdorff measure
of the free boundary corresponding to the solution of (3.5.3). We follow the idea
of the corresponding facts in [24].
Theorem 3.5.2. Under the assumptions (3.5.1)-(3.5.2), the free boundary of the
solution of the obstacle problem (3.5.3) is locally of finite Hausdorff measure.
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Due to the local character of the result of Theorem 3.5.2, we will restrict ourselves
to the unit ball and consider the solutions of the following class of problems
FA :

u ∈ W 1,p(B1) ∩ C1,αloc (B1)
div(a(∇u)) = γ in {u > 0} ∩B1,
0 6 u 6M0 in B1,
0 ∈ ∂{u > 0},
where M0 is a positive number. We may also assume that there exists a positive
constant M1 = M1(n, p, c0, c1, γ,M0) such that
‖u‖C1,α(B3/4) 6M1 ∀u ∈ FA. (3.5.6)
We shall start by establishing local L2−estimate for the second derivatives of u.
In order to do that, we define for each r > 0 and each function u ∈ FA, the
quantity
E(r, u) =
1
|Br|
∫
Br∩{∇u(x)6=0}
[|∇u|p−2|D2u|]2dx
=
1
|B1|
∫
B1∩{∇u(rx) 6=0}
[|∇u(rx)|p−2|D2u(rx)|]2dx.
For each  ∈ (0, 1), we introduce the approximation a of the vector function a
defined by a(η) = a(η) +
c0
n
(+ |η|2) p−22 η. Then it is easy to verify that we have
for the positive constants c′0 = c0(1+min(1, p−1)) and c′1 = c1(1+max(1, p−1))
for all ξ, η ∈ Rn:
n∑
i,j=1
∂ai
∂ηj
(η)ξiξj > c′0(+ |η|2)
p−2
2 |ξ|2, (3.5.7)
n∑
i,j=1
∣∣∣∣∂ai∂ηj (η)
∣∣∣∣ 6 c′1(+ |η|2) p−22 . (3.5.8)
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Then we consider, for  > 0, the unique solution of the problem
(P)
 u − u ∈ W
1,p
0 (B1)
div(a(∇u)) = γH(u) in B1,
where H(v) := min(1,
v+

).
First, we have:
Lemma 3.5.1. There exists a positive constant C2 = C2(n, p, c0, c1, γ,M0) such
that we have for every u ∈ FA
E(1/2, u) 6 C2‖∇u‖2(p−1)L∞(B3/4). (3.5.9)
To prove Lemma 3.5.1, we need the following lemma.
Lemma 3.5.2. Let G be a smooth monotone function with G(0) = 0, and ζ
a nonnegative smooth function with compact support in B1. Then we have for
C ′1 =
2c′1
c′0 ∫
B1
ζ2G′(uxi)(+ |∇u|2)
p−2
2 |∇uxi |2 dx
6 C ′1
∫
B1
ζ|G(uxi)|(+ |∇u|2)
p−2
2 |∇uxi ||∇ζ| dx. (3.5.10)
Proof. Let G and ζ be as in the lemma. Note that u ∈ W 2,2loc (B1) [101]. Moreover,
from (3.5.7), we have
Da(∇u) · ∇uxi · ∇uxi =
∑
k,j
∂ak
∂ηj
(∇u)uxixkuxixj
> c′0(+ |∇u|2)
p−2
2 |∇uxi|2. (3.5.11)
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Similarly, we get by using Cauchy-Schwarz inequality and (3.5.8)
|Da(∇u) · ∇uxi · ∇ζ| =
∣∣∣∑
k,j
∂ak
∂ηj
(∇u)uxixkζxj
∣∣∣
6
∑
k,j
∣∣∣∂ak
∂ηj
(∇u)
∣∣∣|uxixk ||ζxj |
6
∑
j
(∑
k
∣∣∣∂ak
∂ηj
(∇u)
∣∣∣2)1/2(∑
k
|uxixk |2
)1/2
|∇ζ|
6 |∇ζ|
(∑
k,j
∣∣∣∂ak
∂ηj
(∇u)
∣∣∣)|∇uxi |
6 c′1|∇ζ|(+ |∇u|2)
p−2
2 |∇uxi |. (3.5.12)
Let ϕ = G(uxi)ζ
2. By taking ϕxi as a test function for (P) and integrating by
parts and using the monotonicity of H and G, we get∫
B1
(a(∇u))xi · ∇(G(uxi)ζ2) dx = −
∫
B1
γH ′(u)uxiG(uxi)ζ
2 6 0,
which leads to
I i1 =
∫
B1
ζ2G′(uxi)Da(∇u) · ∇uxi · ∇uxi dx
6 −
∫
B1
2ζG(uxi)Da(∇u) · ∇uxi · ∇ζ dx = I i2. (3.5.13)
From (3.5.11) we have
I i1 > c′0
∫
B1
ζ2G′(uxi)(+ |∇u|2)
p−2
2 |∇uxi |2. (3.5.14)
Similarly, we get from (3.5.12)
|I i2| 6
∫
B1
2ζG(uxi)|Da(∇u) · ∇uxi · ∇ζ| dx
6 2c′1
∫
B1
ζ|G(uxi)|(+ |∇u|2)
p−2
2 |∇uxi ||∇ζ| dx. (3.5.15)
Combining (3.5.13), (3.5.14) and (3.5.15), we get (3.5.10).
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Proof of Lemma 3.5.1. We consider ζ ∈ D(B3/4) such that
0 6 ζ 6 1 in B3/4
ζ = 1 in B1/2
|∇ζ| 6 4 in B3/4.
We shall consider the two possible cases.
1st Case: p > 2.
Let G(t) = (+ t2)
p−2
2 t. Then we have:
G′(t) = (+ t2)
p−2
2
[
1 +
(p− 2)t2
+ t2
]
> (p− 1)(+ t2) p−22 .
Setting t = (+ |∇u|2)1/2 and s = (+ |uxi |2)1/2 and using Young’s inequality
and the fact that |∇ζ| 6 4, we get from (3.5.10) and the monotonicity of tp−2∫
B1
ζ2sp−2 t
p−2
 |∇uxi |2 dx
6 4C
′
1
p− 1
∫
B1
ζsp−2 t
p−2
 |uxi||∇uxi| dx
6 1
2
∫
B1
ζ2sp−2 t
p−2
 |∇uxi|2 dx
+
8C ′21
(p− 1)2
∫
B3/4
sp−2 t
p−2
 |uxi |2 dx
6 1
2
∫
B1
ζ2sp−2 t
p−2
 |∇uxi|2 dx
+
8C ′21
(p− 1)2
∫
B3/4
t2(p−1) dx.
Using again the monotonicity of tp−2, the fact that ζ = 1 in B1/2, and summing
up from i = 1 to i = n, we obtain∫
B1/2
[
tp−2 |D2u|
]2
dx 6 16nC
′2
1
(p− 1)2
∫
B3/4
t2(p−1) dx. (3.5.16)
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It follows from (3.5.16) (because ∇u is uniformly bounded in B3/4) that tp−2 D2u
is bounded in L2(B1/2). So there exists a subsequence and a function W ∈
L2(B1/2) such that
tp−2 D
2u ⇀W weakly in L
2(B1/2).
Passing to the lim inf in (3.5.16), we obtain by taking into account the fact that
∇u converges uniformly, up to a subsequence, to ∇u in B3/4∫
B1/2
|W |2 dx 6 lim inf
→0
∫
B1/2
[
tp−2 |D2u|
]2
dx
6 16nC
′2
1
(p− 1)2
∫
B3/4
|∇u|2(p−1) dx.
Since ∇u converges uniformly to ∇u in B3/4, we deduce that D2u ∈ L2loc(B1/2 ∩
{∇u 6= 0}). Consequently we obtain W = |∇u|p−2D2u a.e. in B1/2 ∩ {∇u 6= 0},
and therefore we get
E(1/2, u) 6 16nC
′2
1
(p− 1)2 |B3/4|‖∇u‖
2(p−1)
L∞(B3/4)
.
2nd Case: p ≤ 2.
Let G(t) = t. Using Young’s inequality and the fact that |∇ζ| 6 4, we get
from (3.5.10)∫
B1
ζ2tp−2 |∇uxi |2 dx 6 4C ′1
∫
B1
ζtp−2 |uxi ||∇uxi | dx
6 1
2
∫
B1
ζ2tp−2 |∇uxi |2 dx
+ 8C ′21
∫
B3/4
tp−2 |uxi |2 dx
6 1
2
∫
B1
ζ2tp−2 |∇uxi |2 dx
+ 8C ′21
∫
B3/4
t2(p−1) dx.
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Using the the fact that ζ = 1 in B1/2 and summing up from i = 1 to i = n, we
obtain ∫
B1/2
tp−2 |D2u|2 dx 6 16nC ′21
∫
B3/4
t2(p−1) dx. (3.5.17)
Using the monotonicity of tp−2 and (3.5.17), we get∫
B1/2
[
tp−2 |D2u|
]2
dx =
∫
B1/2
tp−2 t
p−2
 |D2u|2 dx
6 ‖t‖p−2L∞(B3/4)
∫
B1/2
tp−2 |D2u|2 dx
6 16nC ′21 ‖t‖p−2L∞(B3/4)
∫
B3/4
t2(p−1) dx
6 16nC ′21 |B3/4|.‖t‖p−2L∞(B3/4).‖t‖
2(p−1)
L∞(B3/4)
.(3.5.18)
Passing to the limit, as in the first case, we obtain from (3.5.18)
E(1/2, u) 6 16nC ′21 |B3/4|.‖∇u‖p−2L∞(B3/4).‖∇u‖
2(p−1)
L∞(B3/4)
6 16nC ′21 |B3/4|Mp−21 .‖∇u‖2(p−1)L∞(B3/4).
Hence the lemma holds for C2 =
16nC′21 max(1,M
p−2
1 )
min(1,(p−1)2) .
Now we prove that E(r, u) is uniformly bounded.
Lemma 3.5.3. There exists a positive constant C3 = C3(n, p, c0, c1, γ,M0) such
that we have
E(r, u) 6 C3, ∀u ∈ FA, ∀r ∈ (0, 1
2
).
Proof. Note that it is enough to prove the lemma for r ∈ (0, 1
4
). Indeed, for
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r ∈ [1
4
, 1
2
), we have by Lemma 3.5.1
E(r, u) =
1
|Br|
∫
Br∩{∇u6=0}
[|∇u|p−2|D2u|]2 dx
6 1|B1/4|
∫
B1/2∩{∇u6=0}
[|∇u|p−2|D2u|]2 dx
=
|B1/2|
|B1/4|E(1/2, u)
6 C2
|B1/2|
|B1/4|‖∇u‖
2(p−1)
L∞(B3/4)
6 C3 = C3(n, p, c0, c1, γ,M0).
For r ∈ (0, 1
4
), we consider the function vr(x) =
u(2rx)
2r
defined in B1. We
have by definition of vr, and Theorem 3.5.1
0 6 vr 6 C0
(2r)
p
p−1
2r
6 C02
1
p−1 r
1
p−1 in B1, (3.5.19)
|∇vr(x)| = |∇u(2rx)| 6 C1(2r)
1
p−1 6 C12
1
p−1 r
1
p−1 in B1, (3.5.20)
D2vr(x) = 2r(D
2u)(2rx). (3.5.21)
Using (3.5.20)-(3.5.21), we compute
E(1/2, vr) =
1
|B1|
∫
B1∩{∇vr( 12x)6=0}
[|∇vr(1
2
x)|p−2|D2vr(1
2
x)|]2 dx
=
1
|B1|
∫
B1∩{∇u(rx)6=0}
[|∇u(rx)|p−22r|D2u(rx)|]2 dx
= 4r2E(r, u). (3.5.22)
Moreover, we have
div(a(∇vr(x))) = div(a(∇u(2rx)))
= 2rdiv(a(∇u(·)))(2rx)
= 2rγ in {vr > 0}.
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Using (3.5.5) and Lemma 3.5.1, we obtain
E(1/2, vr) 6 C2‖∇vr‖2(p−1)L∞(B3/4)
6 C2(C12
1
p−1 r
1
p−1 )2(p−1)
6 4C2C
2(p−1)
1 r
2. (3.5.23)
Taking into account (3.5.22) and (3.5.23), we get
E(r, u) 6 C2C2(p−1)1 = C3(n, p, c0, c1, γ,M0).
Lemma 3.5.4. We have
γ2
(H(u))
2
4c21
6
[
(+ |∇u|2)
p−2
2 |D2u|
]2
a.e. in B1. (3.5.24)
Proof. Since u ∈ W 2,2loc (B1), we obtain from (P) by using (3.5.8) and Schwarz
inequality
(γH(u))
2 = (div(a(∇u)))2
=
(∑
i
∂
∂xi
ai(∇u)
)2
=
(∑
i,j
∂ai
∂ηj
(∇u)uxixj
)2
6
(∑
i,j
∣∣∣∂ai
∂ηj
(∇u)
∣∣∣2)(∑
i,j
|uxixj |2
)
6
(∑
i,j
∣∣∣∂ai
∂ηj
(∇u)
∣∣∣)2|D2u|2
6 c′21 (+ |∇u|2)
p−2
2 |D2u|2.
Hence (3.5.24) holds.
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Lemma 3.5.5. There exists a positive constant C4 = C4(n, p, c0, c1, γ,M0) such
that for any δ > 0 and r < 1/4 with B2r(x0) ⊂ B1 and x0 ∈ ∂{u > 0} ∩B1/2, we
have
Ln(Oδ ∩Br(x0) ∩ {u > 0}) 6 C4δrn−1, (3.5.25)
where Oδ = {|∇u| < δ
1
p−1} ∩B1/2.
Proof. Let r ∈ (0, 1/4), δ > 0 and x0 ∈ ∂{u > 0} ∩B1/2 such that B2r(x0) ⊂ B1.
Let G be a smooth monotone function with G(0) = 0, and ζ ∈ D(B1) such that
0 6 ζ 6 1 in B2r(x0)
ζ = 1 in Br(x0)
|∇ζ| 6 2
r
in B2r(x0).
We denote by u the unique solution of the problem (P). First, we have from
(3.5.10) ∫
B1
ζ2G′(uxi)(+ |∇u|2)
p−2
2 |∇uxi |2 dx
6 C ′1
∫
B1
ζG(uxi)(+ |∇u|2)
p−2
2 |∇uxi ||∇ζ| dx
6 2C
′
1
r
∫
B2r(x0)
|G(uxi)|(+ |∇u|2)
p−2
2 |∇uxi | dx
6 2C
′
1
r
∫
B2r(x0)
|G(uxi)−G(uxi)|(+ |∇u|2)
p−2
2 |∇uxi | dx
+
2C ′1
r
∫
B2r(x0)
|G(uxi)|(+ |∇u|2)
p−2
2 |∇uxi | dx. (3.5.26)
We shall discuss two cases:
1st Case: p ≤ 2.
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For each  > 0 and η = 2p−1δ, we consider the function
G(t) =

(+ η
2
p−1 )
p−2
2 η
1
p−1 if t > η
1
p−1
(+ t2)
p−2
2 t if |t| 6 η 1p−1
−(+ η 2p−1 ) p−22 η 1p−1 if t < −η 1p−1 .
G is Lipschitz continuous with G′(t) = (+ t2)
p−2
2
[
1 +
(p− 2)t2
+ t2
]
χ{|t|<η
1
p−1 } and
(p− 1)(+ t2) p−22 χ{|t|<η 1p−1 } 6 G
′(t) 6 (+ t2) p−22 χ{|t|<η 1p−1 }.
Let t = ( + |∇u|2)1/2. Since ζ = 1 in Br(x0), and {|∇u| < η
1
p−1} ⊂ {|uxi | <
η
1
p−1}, we obtain from (3.5.26) and the monotonicity of (+ t2) p−22∫
Br∩{|∇u|<η
1
p−1 }
t2(p−2) |∇uxi |2 dx
6
∫
Br∩{|uxi |<η
1
p−1 }
t2(p−2) |∇uxi |2 dx
6 2C
′
1
(p− 1)r
∫
Br∩{|uxi |<η
1
p−1 }
|G(uxi)|tp−2 |∇uxi | dx
=
2C ′1
(p− 1)r
∫
Br∩{|uxi |<η
1
p−1 }
|G(uxi)−G(uxi)|tp−2 |∇uxi | dx
+
2C ′1
(p− 1)r
∫
Br∩{|uxi |<η
1
p−1 }
|G(uxi)|tp−2 |∇uxi | dx
=
2C ′1
(p− 1)r (J
i
1 + J
i
2). (3.5.27)
Since |G(uxi)−G(uxi)| → 0 in L2(B2r(x0)), as → 0 (see [24], proof of Lemma
6.4) and tp−2 |∇uxi | is bounded in L2(B2r(x0)) independently of  (see proof of
Lemma 3.5.1), we obtain
J i1 =
∫
B2r(x0)
|G(uxi)−G(uxi)|tp−2 |∇uxi | dx→ 0, as → 0. (3.5.28)
For J i2, we have since |G(t)| 6 (+ η
2
p−1 )
p−1
2
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J i2 =
∫
B2r∩{∇u6=0}
|G(uxi)|tp−2 |∇uxi |
6 (+ η
2
p−1 )
p−1
2
∫
B2r(x0)∩{∇u6=0}
tp−2 |∇uxi |
6 (+ η
2
p−1 )
p−1
2 |B2r(x0)|1/2.
(∫
B2r(x0)∩{∇u6=0}
[
tp−2 |D2u|
]2)1/2
.(3.5.29)
We claim that Oδ ⊂ {|∇u| < η
1
p−1}. Indeed since ∇u converges uniformly to
∇u in B1/2, there exists 0 > 0 such that
∀ ∈ (0, 0), ‖∇u −∇u‖L∞(B1/2) < δ
1
p−1 .
We deduce that for x ∈ Br(x0) ∩Oδ,
∀ ∈ (0, 0), |∇u(x)| 6 |∇u(x)−∇u(x)|+ |∇u(x)|
< δ
1
p−1 + δ
1
p−1
< 2δ
1
p−1 = η
1
p−1 .
We obtain from (3.5.27)∫
Br(x0)∩Oδ
[
tp−2 |∇uxi |
]2
dx 6 2C
′
1
(p− 1)r (J
i
1 + J
i
2). (3.5.30)
Summing up from i = 1 to n in (3.5.30) and using (3.5.24) and (3.5.29), we get
1
4c21
∫
Br(x0)∩Oδ
(γH(u))
2 dx 6 2C
′
1
(p− 1)r
{ n∑
i=1
J i1
+n(+ η
2
p−1 )
p−1
2 )|B2r(x0)|1/2
(∫
B2r(x0)∩{∇u6=0}
[
tp−2 |D2u|
]2
dx
)1/2}
.
(3.5.31)
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Letting → 0 in (3.5.31) and using (3.5.28) and Lemma 3.5.3, we obtain∫
Br(x0)∩Oδ∩{u>0}
dx
6 8nc
2
1C
′
1
γ2(p− 1)rη|B2r(x0)|
1/2
(∫
B2r(x0)∩{∇u6=0}
[
|∇u|p−2|D2u|
]2
dx
)1/2
6 η
r
|B2r(x0)|1/2(C(n, p, c0, c1, γ,M0)|B2r(x0)|)1/2,
which can be written
Ln(Oδ ∩Br(x0) ∩ {u > 0}) 6 C(n, p, c0, c1, γ,M0)δrn−1.
2nd Case: p > 2.
For each  > 0 and η = 2p−1δ, we consider the function
G(t) =

(+ η
2
p−1 )
p−2
2 η
1
p−1 if t > η
1
p−1
(+ η
2
p−1 )
p−2
2 t if |t| 6 η 1p−1
−(+ η 2p−1 ) p−22 η 1p−1 if t < −η 1p−1 .
G is Lipschitz continuous and we have
0 6 G′(t) = (+ η
2
p−1 )
p−2
2 χ{|t|<η
1
p−1 }.
Using the fact that ζ = 1 in Br, and since |G(t)| 6 (+ η
2
p−1 )
p−1
2 , we obtain from
(3.5.26) ∫
Br∩{|uxi |<η
1
p−1 }
(+ η
2
p−1 )
p−2
2 tp−2 |∇uxi |2 dx
6 2C
′
1
r
∫
B2r(x0)
|G(uxi)|tp−2 |∇uxi | dx.
Since {|∇u| < η
1
p−1} ⊂ {|uxi | < η
1
p−1}, by using the monotonicity of tp−2, we
obtain
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∫
Br∩{|∇u|<η
1
p−1 }
[
tp−2 |∇uxi |
]2
dx
6
∫
Br∩{|uxi |<η
1
p−1 }
(+ η
2
p−1 )
p−2
2 tp−2 |∇uxi |2 dx
6 2C
′
1
r
∫
Br∩{|uxi |<η
1
p−1 }
|G(uxi)−G(uxi)|tp−2 |∇uxi | dx
+
2C ′1
r
∫
Br∩{|uxi |<η
1
p−1 }
|G(uxi)|tp−2 |∇uxi | dx
=
2C ′1
r
(J i1 + J
i
2). (3.5.32)
Since
|G(uxi)−G(uxi)| 6 (+ η
2
p−1 )
p−2
2 |uxi − uxi |, ∀x ∈ B2r(x0),
we deduce that |G(uxi)−G(uxi)| −→ 0 in L2(B2r(x0)), as → 0.
As in the first case, tp−2 ∇uxi is bounded in L2(B2r(x0)) independently of .
Therefore
J i1 =
∫
B2r(x0)
|G(uxi)−G(uxi)|tp−2 |∇uxi | dx −→ 0, as → 0. (3.5.33)
For J i2, we have since |G(t)| 6 (+ η
2
p−1 )
p−1
2
J i2 =
∫
B2r(x0)∩{∇u6=0}
|G(uxi)|tp−2 |∇uxi |
6 (+ η
2
p−1 )
p−1
2
∫
B2r(x0)∩{∇u6=0}
tp−2 |∇uxi|
6 (+ η
2
p−1 )
p−1
2 |B2r(x0)|1/2
(∫
B2r(x0)∩{∇u6=0}
[
tp−2 |D2u|
]2)1/2
. (3.5.34)
As in the first case, we have Oδ ⊂ B1/2 ∩ {|∇u| < η
1
p−1}. Since we have also
{|∇u| < η
1
p−1} ⊂ {|uxi | < η
1
p−1}, we obtain from (3.5.32)
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∫
Br(x0)∩Oδ∩{u>0}
[
tp−2 |∇uxi |
]2
dx 6 2C
′
1
r
(J i1 + J
i
2). (3.5.35)
Using (3.5.24), (3.5.34) and (3.5.35), we get by summing up from i = 1 to i = n
1
4c21
∫
Br(x0)∩Oδ
(γH(u)
2 dx 6 2C
′
1
r
{ n∑
i=1
J i1
+
2nC ′1
r
(+ η
2
p−1 )
p−1
2 |B2r(x0)|1/2.
(∫
B2r(x0)∩{∇u6=0}
[
tp−2 |D2u|
]2
dx
)1/2}
dx.
(3.5.36)
Letting → 0 in (3.5.36) and using (3.5.33) together with Lemma 3.5.3, we obtain∫
Br(x0)∩Oδ∩{u>0}
dx
6 8nc
2
1C
′
1
γ2r
η|B2r(x0)|1/2
(∫
B2r(x0)∩{∇u6=0}
[|∇u|p−2|D2u|]2dx)1/2
6 η
r
|B2r(x0)|1/2C3(n, p, c0, c1, γ,M0)|B2r(x0)|)1/2,
which can be written
Ln(Oδ ∩Br(x0) ∩ {u > 0}) 6 C4 = C4(n, p, c0, c1, γ,M0)δrn−1.
Proof of Theorem 3.5.2. Using Lemma 3.5.5, the proof follows step by step the
one of Theorem 1.5 of [24] (see the proof of Theorem 3.8.1 below).
3.6 Second order regularity
Now we want to pass to an x-dependent case, mainly, we want to prove the
analogue of the Theorem 3.5.2 for the case, when instead of a(η) we have a(x, η)
and p is not constant anymore: p = p(x). In order to do so, as in the case above,
one needs a second order regularity result for approximating functions u.
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We assume Ω is a bounded domain of Rn, n ≥ 2. For ε ∈ [0, 1] we define
aε(x, η) := a(x, η) +
εc0
n
(
ε+ |η|2) p(x)−22 η, x ∈ Ω, η ∈ Rn,
and consider the family of problems:
(Pε)
{
div
(
aε(x,∇u)
)
= f in Ω,
u = ϕ on ∂Ω,
where f ∈ L∞(Ω) and ϕ ∈ W 1,p(·)0 (Ω), p is a measurable real valued function
defined in Ω and satisfying for some constants p−, p+
2 < p− ≤ p(x) ≤ p+ <∞ a.e. x ∈ Ω. (3.6.1)
We will assume that p satisfies is Lipschitz continuous with Lipschitz constant L:
|p(x1)− p(x2)| ≤ L|x1 − x2| for x1, x2 ∈ Ω. (3.6.2)
We also will assume, that a(x, η) satisfies (3.1.2)-(3.1.4). By a solution of (Pε)
we mean a function u ∈ W 1,p(·)(Ω) satisfying
∫
Ω
aε(x,∇u) · ∇ξ dx = −
∫
Ω
fξ dx, ∀ξ ∈ W 1,p(·)0 (Ω),
u− ϕ ∈ W 1,p(·)0 (Ω).
We remark that since a(x, η) satisfies (3.1.2)-(3.1.4), then aε(x, η) satisfies to
the similar structural conditions (like a(η) defined in section 3.5 does). Mainly,
there exist positive constants c′0 = c
′
0(c0, p+) > c0 and c
′
1 = c
′
1(c1, p+) < c1(p+−1),
c′2 = c
′
2(c2, p+) such that
n∑
i,j=1
∂aεi
∂ηj
(x, η)ξiξj ≥ c′0
(
ε+ |η|2) p(x)−22 |ξ|2, (3.6.3)
n∑
i,j=1
∣∣∣∣∂aεi∂ηj (x, η)
∣∣∣∣ ≤ c′1(ε+ |η|2) p(x)−22 , (3.6.4)
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|aε(x1, η)− aε(x2, η)| (3.6.5)
≤ c′2|x1 − x2|
[(
ε+ |η|2)p(x1)−1 + (ε+ |η|2)p(x2)−1]∣∣ ln(ε+ |η|2)1/2∣∣,
for x ∈ Ω, ξ, η ∈ Rn. Using the classical theory of monotone operators, it is not
difficult to show that this problem has a unique solution.
First, we are concerned about the second order regularity of the solution of
(Pε). We apply the technic based on the difference quotients ∆h and make use
of C1,αloc to prove W
2,2
loc regularity, when ε > 0.
Note, that for x ∈ Ω, ξ ∈ Rn we have from Remark 3.1.1 for some positive
constants c3, c4 and c5
aε(x, ξ) · ξ ≥ c3|ξ|p(x) and |aε(x, ξ)| ≤ c4|ξ|p(x)−1 + c5, (3.6.6)
which yields (Theorem 4.1 in [44]) that in case of f ∈ L∞(Ω) the solution of (Pε)
is locally bounded: u ∈ L∞loc(Ω). If, in addition, ϕ is bounded, then u ∈ L∞(Ω).
More precisely, there exists a positive constant M = M(c0, . . . , c5, p−, p+, L),
independent of ε, such that ‖u‖∞ < M . Since p is Lipschitz continuous, then for
each Ω′ ⊂ Ω we have from [43] that
‖u‖C1,α(Ω′) ≤ C,
where C = C(n, p−, p+, L,M, ‖f‖∞, d(Ω′,Ω)) is a positive number independent
of ε.
At first we assume that ε > 0 and prove that the solution of (Pε) has weak
second derivatives in L2loc(Ω).
We denote by ‖v‖∞ the usual norm of a function v in L∞(Ω).
Theorem 3.6.1. If p(·) satisfies (3.6.1), (3.6.2), and u is the solution of (Pε),
then u ∈ W 2,2loc (Ω).
Proof. We will use the method of difference quotients as in [23], [56], [70] and
[101]. This method was also used for the p(x)-Laplace operator in [39] to establish
higher integrability of the gradient.
Let us define for each h 6= 0 and each vector es (s = 1, . . . , n) of the canonical
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basis of Rn the difference quotient of a function g by
∆s,hg(x) :=
g(x+ hes)− g(x)
h
.
The functions ∆s,hg is well defined on the set ∆s,hΩ := {x ∈ Ω / x + hes ∈ Ω},
which contains the set Ω|h| := {x ∈ Ω / d(x, ∂Ω) > |h|}.
Since W 1,p(·)(Ω) ↪→ W 1,p−(Ω) ↪→ W 1,1(Ω), some properties in [56] (p. 263) of
difference quotients are still valid. In particular we have
• If g ∈ W 1,1(Ω), then ∆s,hg ∈ W 1,1(Ω), and we have ∇(∆s,hg) = ∆s,h(∇g).
• ∆s,h(g1g2)(x) = g1(x + hes)∆s,hg2(x) + g2(x)∆s,hg1(x) for functions g1 and
g2 defined in Ω.
• If at least one of the functions g1 or g2 has support contained in Ω|h|, then
we have ∫
Ω
g1∆s,hg2 = −
∫
Ω
g2∆s,hg1.
• If w ∈ W 1,m(B4R) (m ≥ 1) and ζ2∆s,hw ∈ W 1,1(B3R) for ζ ∈ D(B3R), we
have (see Lemma 8.1 of [56]) for |h| < R and some constant c(n),
‖∆s,hw‖Lm(B2R) ≤ c(n)‖Dsw‖Lm(B3R)
‖∆s,−h(ζ2∆s,hw)‖L1(B2R) ≤ c(n)‖Ds(ζ2∆s,hw)‖L1(B3R).
For simplicity we will drop the dependence on s and write ∆h for ∆s,h, etc.
Let R > 0 be such that the open ball B2R satisfies B2R ⊂ Ω. We consider a
function ξ ∈ D(B2R) such that{
0 ≤ ξ ≤ 1, in B2R, ξ = 1 in BR,
|∇ξ|2 + |D2ξ| ≤ c
R2
in B2R.
Then ∆s,−h(ξ2∆s,hu) is a test function for (Pε), and we have∫
Ω
aε(x,∇u) · ∇
(
∆−h(ξ2∆hu)
)
dx = −
∫
Ω
f∆−h(ξ2∆hu) dx, ,
102
3. Second order regularity
which leads to∫
Ω
∆haε(x,∇u) ·
(
ξ2∇(∆hu) + 2ξ∆hu∇ξ
)
dx = −
∫
Ω
f∆−h(ξ2∆hu) dx. (3.6.7)
Let xh := x+ hes and we write
∆haε
(
x,∇u(x)) = 1
h
[
aε
(
xh,∇u(xh)
)− aε(x,∇u(x))] := U + V, (3.6.8)
where
U :=
1
h
[
aε
(
xh,∇u(xh)
)− aε(x,∇u(xh))],
V :=
1
h
[
aε
(
x,∇u(xh)
)− aε(x,∇u(x))].
It follows then from (3.6.7) and (3.6.8) that∫
Ω
ξ2V · ∇(∆hu) = −
∫
Ω
ξ2U · ∇(∆hu)−
∫
Ω
2ξ(∆hu)U · ∇ξ dx
−
∫
Ω
2ξ(∆hu)V · ∇ξ dx−
∫
Ω
f∆−h(ξ2∆hu) dx. (3.6.9)
Writing ∇u(xh) =
(∇u + h∆h(∇u))(x) and setting θt = (∇u + th∆h(∇u))(x),
we obtain
V =
1
h
∫ 1
0
d
dt
[
aε
(
x, (∇u+ th∆h(∇u))(x)
)]
dt
=
1
h
∫ 1
0
d
dt
[
a
(
x, (∇u+ th∆h(∇u))(x)
)]
dt
+
εc0
nh
∫ 1
0
d
dt
[(
ε+
∣∣(∇u+ th∆h(∇u))(x)∣∣2) p(x)−22 (∇u+ th∆h(∇u))(x)] dt
=
∫ 1
0
∇ηa
(
x, (∇u+ th∆h(∇u))(x)
) ·∆h(∇u) dt
+
εc0
n
[ ∫ 1
0
(
ε+ |θt|2
) p(x)−2
2 ∆h(∇u) dt
+ (p(x)− 2)
∫ 1
0
(
ε+ |θt|2
) p(x)−2
4 〈θt,∆h(∇u)〉θt dt
]
.
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It follows then
V · ∇(∆hu) =
∫ 1
0
∇ηa
(
x, (∇u+ th∆h(∇u))(x)
) ·∆h(∇u)∇(∆hu) dt
+
εc0
n
∫ 1
0
(
ε+ |θt|2
) p(x)−2
2 |∇(∆hu)|2 dt
+
εc0
n
(p(x)− 2)
∫ 1
0
(
ε+ |θt|2
) p(x)−2
4 〈θt,∆h(∇u)〉2 dt.
Multiplying the last equality by ξ2 and integrating by x over Ω, we obtain∫
Ω
ξ2V · ∇(∆hu) dx
=
∫
Ω
[
ξ2
∫ 1
0
∇ηa
(
x, (∇u+ th∆h(∇u))(x)
) ·∆h(∇u)∇(∆hu) dt] dx
+
∫
Ω
(
ξ2
εc0
n
∫ 1
0
(
ε+ |θt|2
) p(x)−2
2 |∇(∆hu)|2 dt
)
dx (3.6.10)
+
∫
Ω
ξ2
(
εc0
n
(p(x)− 2)
∫ 1
0
(
ε+ |θt|2
) p(x)−2
4 〈θt,∆h(∇u)〉2 dt
)
dx
:= I1 + I2 + I3.
Remark that
I2 ≥ 0, I3 ≥ 0. (3.6.11)
Using (3.1.3) we deduce that
I1 ≥ −c1
∫
Ω
[
ξ2|∇(∆hu)|2
∫ 1
0
|θt|p(x)−2 dt
]
dx (3.6.12)
≥ −c1
∫
Ω
ξ2|∇(∆hu)|2W (x) dx,
where
W (x) :=
∫ 1
0
(
ε+ |θt|2
) p(x)−2
2 dt.
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We write
U =
1
h
{
a(x,∇u(xh))− a(x,∇u(xh))
}
+
εc0
nh
[(
ε+ |∇u(xh)|2
) p(xh)−2
2 ∇u(xh)−
(
ε+ |∇u(xh)|2
) p(x)−2
2 ∇u(xh)
]
=
1
h
∫ 1
0
d
dt
a
(
x+ thes,∇u(xh)
)
dt
+
εc0
nh
∫ 1
0
d
dt
[(
ε+ |∇u(xh)|2
)p(x+ hes)− 2
2
∇u(xh)
]
dt
=
∫ 1
0
∇xa
(
x+ thes,∇u(xh)
)
dt
+
εc0
2n
[ ∫ 1
0
pxs(x+ thes) ln
(
ε+ |∇u(xh)|2
)(
ε+ |∇u(xh)|2
) p(x+thes)−2
2 ∇u(xh)
]
dt.
Recalling the fact that u ∈ C1,αloc (Ω) and that p(·) is Lipschitz continuous in Ω,
we easily deduce from the above equality, that for some positive constant Cε, one
has
|U | ≤ Cε.
Hence, by Young’s inequality we get for any ν > 0∣∣∣∣ ∫
Ω
ξ2U · ∇(∆hu) dx
∣∣∣∣ ≤ ∫
Ω
ξ2|U ||∇(∆hu)| dx
≤ ν
∫
Ω
ξ2|∇(∆hu)|2 dx+ C
2
ε
4ν
∫
Ω
ξ4 dx
≤ ν
∫
Ω
ξ2|∇(∆hu)|2 dx+ C
2
ε
4ν
|B2R|. (3.6.13)
We estimate the second term in the right hand side of (3.6.9) as follows∣∣∣∣ ∫
Ω
ξ(∆hu)U · ∇ξ
∣∣∣∣ ≤ 2Cεc1/2R
∫
B2R
|∆hu| ≤ 2Cεc
1/2c(n)
R
∫
B3R
|∇u| dx. (3.6.14)
In order to estimate the third term in the right hand side of (3.6.9), we need to
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estimate V . In this regard we have
|V | ≤ c1
∫ 1
0
∣∣(∇u+ th∆h(∇u))(x)∣∣p(x)−2|∆h(∇u)| dt
+
εc0
n
[ ∫ 1
0
(
ε+ |θt|2
) p(x)−2
2 |∆h(∇u)| dt
+ (p(x)− 2)
∫ 1
0
(
ε+ |θt|2
) p(x)−4
2 |θt|2|∆h(∇u)| dt
]
≤ c1W (x)|∆h(∇u)|+ εc0
n
(p+ − 1)W (x)|∆h(∇u)|
=
[
c1 +
εc0
n
(p+ − 1)
]
W (x)|∆h(∇u)|.
Since u ∈ C1,α(B2R), it is easy to see that there exist two positive constants lε
and Lε, depending on ε, such that lε ≤ W (x) ≤ Lε.
Since |∆hu| ≤ ‖∇u‖L∞(B3R), it follows by Young’s inequality that for every
µ > 0 ∣∣∣∣ ∫
Ω
2ξV∇ξ∆hu dx
∣∣∣∣ ≤ 2bLε ∫
Ω
ξ|∆h(∇u)||∇ξ||∆hu| dx
≤ µ
∫
Ω
ξ2|∆h(∇u)|2 dx+ b
2L2ε
µ
∫
Ω
|∇ξ|2|∆hu|2 dx. (3.6.15)
Using again the Young’s inequality, for any λ > 0 for the last term in the right
hand side of (3.6.9), we have, since f ∈ L∞(Ω)∣∣∣∣ ∫
Ω
f∆−h(ξ2∆hu) dx
∣∣∣∣ ≤ ‖f‖∞ ∫
Ω
|∆−h(ξ2∆hu)|
≤ c(n)‖f‖∞
∫
Ω
|∇(ξ2∆hu)| dx
≤ c(n)‖f‖∞
∫
Ω
[
ξ2|∇(∆hu)|+ 2ξ|∇ξ||∆hu|
]
dx
≤ λ
∫
Ω
ξ2|∇(∆h)|2 + c2(n)‖f‖2∞
|B2R|
4λ
+
2c1/2
R
c2(n)‖f‖∞
∫
B3R
|∇u| dx. (3.6.16)
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Hence, choosing ν = µ = λ = lε/3, from (3.6.9), (3.6.11)-(3.6.16) we obtain
(
c1 − εc0
n
(p+ − 1)− 1
) ∫
Ω
ξ2|∇(∆hu)|2 dx ≤ C,
where C = C(ε, p−, p+, L,R, ‖f‖∞) is a positive constant. Since ε ∈ (0, 1),
without loss of generality, choosing c1 large enough, we always can assume, that
c1 − εc0n (p+ − 1) > 1, so ∫
BR
|∇(∆hu)|2 dx ≤ C
Letting h→ 0, we obtain the desired result (see Lemma 8.9 of [56]).
3.7 An auxiliary result
For simplicity, from now on we will restrict ourselves to a class of functions
(Fp(·) defined below, p(·) > 2). In remarks we will give the idea of the proofs of
corresponding facts to a more general class of functions.
We consider the solutions of the class of problems
Fp(·)

u ∈ W 1,p(·)(B1) ∩ C1,α(B1),
div
(|∇u(x)|p(x)−2∇u(x)) = f(x) in {u > 0} ∩B1,
0 ≤ u ≤M0 in B1,
0 ∈ ∂{u > 0},
where M0 > 0 is a constant. We may assume that there exists a positive constant
M1 = M1(n, p−, p+,M0) such that
‖u‖C1,α(B3/4) ≤M1, ∀u ∈ Fp(·). (3.7.1)
We shall start by establishing local L2-estimate for the second derivatives of u.
In order to do that, we define for each r > 0 and each function u ∈ Fp(·), the
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quantity
E(r, u) :=
1
|Br|
∫
Br∩{∇u(x)6=0}
[|∇u|p(x)−2|D2u|]2 dx
=
1
|B1|
∫
B1∩{∇u(rx)6=0}
[|∇u|p(rx)−2(rx)|D2u|(rx)]2 dx,
analogue of the one defined in section 3.5 (page 85). We will assume additionally,
that ∇f ∈ Mnloc(B1) (Morrey space, see [80]), which means that there exists
C0 > 0 constant such that∫
B2r
|∇f | dx ≤ C0rn−1, ∀r ∈ (0, 1). (3.7.2)
In particular (3.7.2) is satisfied, if f ∈ C0,1(B1).
For ε ∈ (0, 1) we consider the unique solution of the problem
uε − u ∈ W 1,p(·)0 (B1),
div
((
ε+ |∇uε|2
) p(x)−2
2 ∇uε
)
= fHε(uε) in B1,
(3.7.3)
where Hε(v) := min(1, v
+/ε).
Next we prove an analogue of the Lemma 3.5.1 for this case.
Lemma 3.7.1. Let p(·) satisfy (3.6.1) and (3.6.2). If 0 < λ ≤ f satisfies (3.7.2),
then there exists a constant C = C(p+, L, n,M1) > 0, independent of ε, such that
E(1/2, u) ≤ C
∫
B3/4
|∇u|2(p(x)−1)[(1 + |∇u|)∣∣ ln |∇u|∣∣+ |∇f |+ 1] dx.
Proof. Let ξ ∈ D(B3/4) be such that{
0 ≤ ξ ≤ 1, in B3/4, ξ = 1 in B1/2,
|∇ξ| ≤ 4 in B3/4.
and let ϕ := ξ2t
p(x)−2
ε uεxi , with tε :=
(
ε+ |∇uε|2
) 1
2 . We take ϕxi as a test function
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in (3.7.3) and get (since f > 0 and Hε is monotone)
Ii :=
∫
B1
((
ε+ |∇uε|2
) p(x)−2
2 ∇uε
)
xi
· ∇ϕ = −
∫
B1
fxiHε(uε)ϕ
−
∫
B1
fH ′ε(uε)u
2
εxi
ξ2tp(x)−2ε ≤ −
∫
B1
fxiHε(uε)ϕ. (3.7.4)
We compute
∇ϕ = ξ2tp(x)−2ε
(
∇uεxi +
[
(p(x)− 2)D
2uε∇uε
t2ε
+∇p ln tε
]
uεxi
)
+ 2ξ∇ξtp(x)−2ε uεxi
and
(
tp(x)−2ε ∇uε
)
xi
= tp(x)−2ε
(
∇uεxi +
[
(p(x)− 2)∇uεxi · ∇uε
t2ε
+ pxi ln tε
]∇uε),
so Ii = I
1
i + I
2
i , where
I1i :=
∫
B1
ξ2t2(p(x)−2)ε
[
|∇uεxi |2 + (p(x)− 2)
|∇uεxi · ∇uε|2
t2ε
+ pxi∇uεxi · ∇uε ln tε + (p(x)− 2)
D2uε · ∇uε
t2ε
uεxi∇uεxi
+ (p(x)− 2)2D
2uε · ∇uε
t2ε
uεxi
∇uεxi · ∇uε
t2ε
∇uε
+ (p(x)− 2)D
2uε · ∇uε
t2ε
uεxipxi∇uε ln tε +∇p · ∇uεxiuεxi ln tε
+ (p(x)− 2)∇p · ∇uε∇uεxi · ∇uε
t2ε
uεxi ln tε + pxiuεxi∇p · ∇uε
(
ln tε
)2]
dx
and
I2i :=
∫
B1
2ξ∇ξuεxit2(p(x)−2)ε
[
∇uεxi
+
(
(p(x)− 2)∇uεxi · ∇uε
t2ε
+ pxi ln tε
)
∇uε
]
dx.
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Since
(D2v · ∇v)j =
∑
k
vxjxkvxk = ∇vxj · ∇v
|D2v · ∇v|2 =
∑
j
|∇vxj · ∇v|2(
vxi∇vxi
) ·D2v · ∇v = ∑
j
(∑
i
vxivxixj
)(∇vxj · ∇v)
=
∑
j
(∇v · ∇vxj)(∇vxj · ∇v) =
∑
j
|∇v · ∇vxj |2 = |D2v · ∇v|2∑
i
vxi∇vxi · ∇v =
∑
i
vxi(D
2v · ∇v)i = (D2v · ∇v) · ∇v∑
i
∇p∇vxivxi =
∑
j
(∑
i
vxixjvxi
)
pxj =
∑
j
(∇vxj · ∇v)pxj
= (D2v · ∇v) · ∇p,
then
n∑
i=1
I1i =
∫
B1
ξ2t2(p(x)−2)ε
[
|D2uε|2 + 2(p(x)− 2) |D
2uε · ∇uε|2
t2ε
+ (p(x)− 2)2
(
D2uε · ∇uε · ∇uε
)2
t4ε
]
dx+
∫
B1
ξ2t2(p(x)−2)ε
[
2(D2uε · ∇uε) · ∇p ln tε
+ 2(p(x)− 2)(D
2uε · ∇uε) · ∇uε
t2ε
∇p · ∇uε ln tε + |∇p · ∇uε|2
(
ln tε
)2]
dx
:= J1 + J2.
Note that
J1 ≥
∫
B1
ξ2t2(p(x)−2)ε |D2uε|2 dx. (3.7.5)
Recalling the Lipschitz continuity of p and using Young’s inequality, we estimate
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J2 as follows:
|J2| ≤
∫
B1
ξ2t2(p(x)−2)ε
[
2| ln tε||D2uε||∇uε||∇p|
+ 2(p+ + 2)| ln tε||D2uε||∇uε||∇p| |∇uε|
2
t2ε
+ |∇p|2|∇uε|2
∣∣ ln tε∣∣2] dx
≤
∫
B1
ξ2tp(x)−2ε |D2uε|2L(p+ + 3)tp(x)−2ε |∇uε|| ln tε| dx
+
∫
B1
ξ2t2(p(x)−2)ε L
2t2ε
∣∣ ln tε∣∣2 dx ≤ ν1 ∫
B1
ξ2
[
tp(x)−2ε |D2uε|
]2
dx
+
1
ν1
ξ2
(
2L(p+ + 3)
)2
t2(p(x)−1)ε
∣∣ ln tε∣∣2 dx+ ∫
B1
ξ2L2t2(p(x)−1)ε
∣∣ ln tε∣∣2 dx
= ν1
∫
B1
ξ2
[
tp(x)−2ε |D2uε|
]2
dx
+
[(
2L(p+ + 3)
)2
ν1
+ L2
] ∫
B1
ξ2t2(p(x)−1)ε
∣∣ ln tε∣∣2 dx, (3.7.6)
where ν1 > 0 is a constant. On the other hand∣∣∣∣ n∑
i=1
I2i
∣∣∣∣ = ∣∣∣∣ ∫
B1
2ξ∇ξt2(p(x)−2)ε
[ n∑
i=1
∇uεxiuεxi
+ (p(x)− 2)
(
D2uε · ∇uε
) · ∇uε
t2ε
∇uε +∇uε · ∇p∇uε ln tε
]
dx
∣∣∣∣
≤
∫
B1
8ξt2(p(x)−2)ε
[
|D2uε||∇uε|+ (p+ + 2)|D2uε||∇uε|+ L|∇uε|2| ln tε|
]
dx
≤ 8(p+ + 3)
∫
B1
ξt2(p(x)−2)ε |D2uε||∇uε| dx+ 8L
∫
B1
ξt2(p(x)−1)ε | ln tε| dx
≤ ν2
∫
B3/4
t2(p(x)−2)ε |D2uε|2 dx+
(
8(p+ + 3)
)2
ν2
∫
B3/4
t2(p(x)−1)ε dx
+ 8L
∫
B3/4
t2(p(x)−1)ε | ln tε| dx (3.7.7)
for ν2 > 0 constant.
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If J(i) := −
∫
B1
fxiHε(uε)ϕdx, then for some K > 0
∣∣∣∣ n∑
i=1
J(i)
∣∣∣∣ ≤ n∑
i=1
∫
B3/4
|∇f |tp(x)−2ε |∇uε| dx ≤ K2n
∫
B3/4
|∇f | dx. (3.7.8)
From (3.7.4) one has
J1 ≤ |J |+ |J2|+
∣∣∣∣ n∑
i=1
I2i
∣∣∣∣,
which, combine by (3.7.5)-(3.7.8) gives
(
1− ν1 − ν2
) ∫
B1
ξ2t2(p(x)−2)ε |D2uε|2 dx
≤
[(
2L(p+ + 3)
)2
ν1
+ L2
] ∫
B3/4
t2(p(x)−1)ε | ln tε|2 dx
+
(
8(p+ + 3)
)2
ν2
∫
B3/4
t2(p(x)−1)ε dx
8L
∫
B3/4
t2(p(x)−1)ε | ln tε| dx
+ K2n
∫
B3/4
|∇f | dx.
Hence, choosing ν1 = ν2 =
1
3
, we get∫
B1/2
t2(p(x)−2)ε |D2uε|2 dx
≤ C(p+, L, n,K)
[ ∫
B3/4
t2(p(x)−1)ε | ln tε|2 dx+
∫
B3/4
t2(p(x)−1)ε dx
+
∫
B3/4
t2(p(x)−1)ε | ln tε| dx+
∫
B3/4
|∇f | dx
]
, (3.7.9)
where C = C(p+, L, n,K) > 0 is constant.
Since ‖∇uε‖∞ ≤ K in B3/4 for a constant K > 0 independent of ε, [43], we
have tε ≤
(
1 + K2
) 1
2 . On the other hand, for given δ > 0, lim
t→+∞
ln t
tδ
= 0 and
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lim
t→0+
tδ ln t = 0, so we deduce that for a constant c∗ = c∗(p−) > 0
| ln t2ε| ≤ c∗ + t
p−−1
2
ε + t
− p−−1
2
ε .
Hence
tp(x)−1ε | ln t2ε| ≤ c∗tp(x)−1ε + tp(x)−1+
p−−1
2
ε + t
p(x)−1− p−−1
2
ε
≤ c∗
(
1 +K2
) p+−1
2 +
(
1 +K2
) p+−1
2
+
p−−1
4 +
(
1 +K2
) p+−1
2
− p−−1
4 .
We also have t
p(x)−1
ε ≤
(
1 +K2
) p+−1
2 , so
t2(p(x)−1)ε | ln t2ε| ≤ C(p−, p+, K)
t2(p(x)−1)ε | ln t2ε|2 ≤ C(p−, p+, K)
and we deduce from (3.7.9) that∫
B1/2
(
ε+ |∇uε|2
)p(x)−2|D2uε|2 dx ≤ C(p−, p+, L,K),
which means, that there exists a subsequence (still denoted by ε) such that
(
ε+ |∇uε|2
) p(x)−2
2 D2uε ⇀ w weakly in L
2(B1/2).
Recalling again (3.7.9), one gets
‖w‖L2(B1/2) ≤ lim infε→0 ‖
(
ε+ |∇uε|2
) p(x)−2
2 ‖L2(B1/2) (3.7.10)
≤ C
∫
B3/4
|∇u|2(p(x)−1)[(1 + |∇u|)∣∣ ln |∇u|∣∣+ |∇f |+ 1] dx.
Since ‖uε‖C1,α(B3/4) ≤ C for some C > 0 constant independent of ε, we get by
Ascoli-Arzela’s theorem that uε → u uniformly in C1(B3/4). We deduce that
D2u ∈ L2loc
(
B1/2 ∩ {∇u 6= 0}
)
. Consequently, we obtain
w = |∇u|p(x)−2D2u on B1/2 ∩ {∇u 6= 0},
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which, together with (3.7.10), completes the proof.
Remark 3.7.1. Let us consider for M0 > 0 constant, the family FA of problems
defined on the unit ball B1:
FA

u ∈ W 1,p(·)(B1) ∩ C1,α(B1),
div
(
a(x,∇u)) = f(x) in {u > 0} ∩B1,
0 ≤ u ≤M0 in B1,
0 ∈ ∂{u > 0},
with a(x, η) satisfying (3.1.2)-(3.1.4), p(x) satisfying (3.6.1) and (3.6.2). We will
assume that f ≥ λ > 0 and satisfies (3.7.2). Then for u ∈ FA the estimate of
the Lemma 3.7.1 remains true. In order to prove that, in (3.7.3) one needs to
replace
(
ε + |∇uε|2
) p(x)−2
2 ∇uε by aε(x,∇uε) defined above (see section 3.6) and
use exactly the same test function as in the proof of Lemma 3.7.1.
Lemma 3.7.2. Let p(·) satisfy (3.6.1), (3.6.2), and 0 < λ ≤ f satisfy (3.7.2).
There exists a positive constant C = C(p−, p+,M1, C0, L) such that
E(r, u) ≤ C, ∀u ∈ Fp(·), ∀r ∈
(
0,
1
2
)
.
Proof. This lemma is the analogue of the Lemma 3.5.3 and the idea of the proof
is similar.
Note that it is enough to prove the lemma for r ∈ (0, 1
4
)
. Indeed, for r ∈ [1
4
, 1
2
)
,
we have by Lemma 3.7.1 and by the fact that ‖∇u‖∞ ≤ K in B1/4
E(r, u) ≤ 1|B1/4|
∫
B1/2∩{∇u6=0}
[|∇u|p(x)−2|D2u|]2 dx
=
|B1/2|
|B1/4|E(1/2, u) ≤ C(p+, L, n).
For r ∈ (0, 1
4
)
we consider the function vr(x) :=
u(2rx)
2r
defined in B1. We have
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by definition of vr and by Theorem 2.2.1 and Theorem 3.4.2 that
0 ≤ vr ≤ C
2r
(
2r|x|) p0p0−1 ≤ Cr 1p0−1 ≤ C ′
|∇vr(x)| = |∇u(2rx)| ≤ C1
(
2r
) 1
p0−1 < 1 for some r < r0 <
1
4
,
D2vr(x) = 2r(D
2u)(2rx),
where p0 = p(0). We deduce that there exists r1 ∈ (0, r0) such that |∇vr| ≤
C1
(
2r
) 1
p0−1 <
(
1
e
) 1
p−−1 and then
|∇vr|2(pr−1)
∣∣ ln |∇vr|∣∣ ≤ (C1(2r))2(pr−1)∣∣ ln (C1(2r) 1p0−1 )∣∣
where pr(x) := p(2rx). In the same way one can insure, that there exists r2 ∈
(0, r1) such that
|∇vr|2pr−1
∣∣ ln |∇vr|∣∣ ≤ (C1(2r))2pr−1∣∣ ln (C1(2r) 1p0−1 )∣∣.
Note that
(
∆pr(·)wr
)
(x) = 2r
(
∆p(·)u
)
(2rx) = 2rf(2rx) in {u(2rx) > 0}.
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Therefore, for r ∈ (0, r2) we deduce from Lemma 3.7.1 and (3.7.2)
E(r, u) =
1
(2r)2
E(1/2, vr)
≤ C
(2r)2
∫
B3/4
|∇vr|2(pr(x)−1)
[
(1 + |∇vr|)
∣∣ ln |∇vr|∣∣+ |∇f |+ 1] dx
≤ C
(2r)2
|B3/4|
(
C1
(
2r
)) 2(pr−1)p0−1 [
1 +
C0
|B3/4|
+
(
C1
(
2r
))2(pr−1)∣∣ ln (C1(2r) 1p0−1 )∣∣
+
(
C1
(
2r
))2pr−1∣∣ ln (C1(2r) 1p0−1 )∣∣]
≤ C ′(C,C1, p−, p+)
[
(1 +
C0
|B3/4|)
(
2r
) 2(pr−1)
p0−1 −2
+
(
2r
)2p−−4| ln(2r)|+ (2r)2p−−3| ln(2r)|]
=: d1 + d2 + d3.
Since lim
t→0+
tδ ln t = 0 for given δ > 0, then d2 and d3 are bounded, when r > 0 is
small enough. Since p is Lipschitz continuous, we remark, that for r > 0 small
enough d1 also is bounded, because
(
2r
) 2(pr−1)
p0−1 −2 =
(
2r
) 2(pr−p0)
p0−1 = e
2(pr−p0)
p0−1 ln(2r) ≤ e 2·L2rp0−1 | ln(2r)| ≤ C,
for some C > 0 constant. Therefore
E(r, u) ≤ C(p−, p+,M1, C0, L), ∀r ∈ (0, r2),
which completes the proof, since for r ∈ (r2, 14)
E(r, u) ≤ |B1/2|
Br2
E(1/2, u) ≤ C(p−, p+,M1, C0, L).
Next, we proof the analogue of the Lemma 3.5.4.
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Lemma 3.7.3. Let p(·) satisfy either (3.6.1) and (3.6.2). If 0 < λ ≤ f , then
λ2H2ε (uε)
2(p+ − 1)2 ≤
(
ε+ |∇uε|2
)p(x)−2[|D2uε|2 + L2
2(p+ − 1)2 |∇uε|
2
∣∣ ln (ε+ |∇uε|2) 12 ∣∣2].
Proof. Since
λ2H2ε (uε) ≤ f 2H2ε (uε)
then
λ2H2ε (uε) ≤
∣∣∣∣ div((ε+ |∇uε|2) p(x)−22 ∇uε)∣∣∣∣2
=
(
ε+ |∇uε|2
)p(x)−2[
∆uε + (p(x)− 2)D
2uε · ∇uε
ε+ |∇uε|2 ∇uε
+ ∇p · ∇uε ln
(
ε+ |∇uε|2
) 1
2
]2
≤ (ε+ |∇uε|2)p(x)−2[|D2uε|
+ (p(x)− 2)|D2uε|+ L|∇u|
∣∣∣∣ ln (ε+ |∇uε|2) 12 ∣∣∣∣]2
≤ 2(ε+ |∇uε|2)p(x)−2[(p+ − 1)2|D2uε|2 + L2|∇uε|2∣∣∣∣ ln (ε+ |∇uε|2) 12 ∣∣∣∣2].
3.8 Hausdorff measure of the free boundary
In order to proof the finiteness of the (n − 1) dimensional Hausdorff measure of
the free boundary (with p(x) > 2), it remains to have the analogue of the Lemma
3.5.5.
Lemma 3.8.1. Let u ∈ Fp(·), and p(·) satisfy (3.6.1) and (3.6.2). If 0 < λ ≤ f
satisfies (3.7.2), then there exists a positive constant C = C(n, p−, p+, λ,M0, C0)
such that for any δ > 0 and r < 1/4 with B2r(x0) ⊂ B1 and x0 ∈ B1/2∩∂{u > 0},
we have
Ln(Oη ∩Br(x0) ∩ {u > 0}) ≤ Cηrn−1,
where Oη := {|∇u| < η
1
p(x0)−1} ∩B1/2.
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Proof. We will use the following notations: p∗ := min
Br(x0)
p(x),
Oεiη := {|∇uεxi | < η
1
p∗−1} ∩B1/2, Oεη := {|∇uε| < η
1
p∗−1} ∩B1/2,
G(t) :=

(
ε+ η
2
p∗−1
) p∗−2
2 η
1
p∗−1 , if t ≥ η 1p∗−1 ,
(ε+ η
2
p∗−1
) p∗−2
2 t, if |t| ≤ η 1p∗−1 ,
−(ε+ η 2p∗−1 ) p∗−22 η 1p∗−1 , if t ≤ η 1p∗−1 .
Note that G′(t) =
(
ε+ η
p∗−1
2
) p∗−2
2 χ{|t|<η
1
p∗−1 } and tG(t) ≥ 0, ∀t ∈ R. Let
ξ ∈ D(B2r(x0)), 0 ≤ ξ ≤ 1 in B2r(x0),
ξ = 1 in Br(x0), |∇ξ| ≤ 2
r
in B2r(x0).
Taking
[
ξG(uεxi)
]
xi
as a test function in (3.7.3) and using the monotonicity of
Hε, we have∫
B2r(x0)
((
ε+ |∇uε|2
) p(x)−2
2 ∇uε
)
xi
· ∇(ξG(uεxi)) dx
−
∫
B2r(x0)
fxiHε(uε)ξG(uεxi) dx−
∫
B2r(x0)
fH ′ε(uε)uεxiG(uεxi) dx
≤ −
∫
B2r(x0)
fxiHε(uε)ξG(uεxi) dx. (3.8.1)
Since ((
ε+ |∇uε|2
) p(x)−2
2 ∇uε
)
xi
=
(
ε+ |∇uε|2
) p(x)−2
2
[
∇uεxi
+ (p(x)− 2)∇uεxi · ∇uε
ε+ |∇uε|2 ∇uε + pxi∇uε ln
(
ε+ |∇uε|2
) 1
2
]
:= tp(x)−2ε Aε,
with
tε :=
(
ε+ |∇uε|2
) 1
2
and
Aε := ∇uεxi + (p(x)− 2)
∇uεxi · ∇uε
ε+ |∇uε|2 ∇uε + pxi∇uε ln
(
ε+ |∇uε|2
) 1
2 .
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From (3.8.1) we have that∫
B2r(x0)
ξG′(uεxi)∇uεxitp(x)−2ε Aε dx
≤ −
∫
B2r(x0)
G(uεxi)∇ξtp(x)−2ε Aε dx−
∫
B2r(x0)
fxiHε(uε)ξG(uεxi) dx.
So ∫
B2r(x0)∩Oεiη
ξ
(
ε+ η
2
p∗−1
) p∗−2
2 tp(x)−2ε
[
|∇uεxi |2 + (p(x)− 2)
|∇uεxi · ∇uε|2
t2ε
+ pxi∇uεxi · ∇uε ln tε
]
dx ≤ −
∫
B2r(x0)
(
G(uεxi)−G(uxi)
)∇ξtp(x)−2ε Aε dx
−
∫
B2r(x0)
G(uxi)∇ξtp(x)−2ε Aε dx−
∫
B2r(x0)
fxiHε(uε)ξG(uεxi) dx,
which gives
Ii :=
∫
B2r(x0)∩Oεiη
ξ
(
ε+ η
2
p∗−1
) p∗−2
2 tp(x)−2ε |∇uεxi |2 dx
≤ −
∫
B2r(x0)∩Oεiη
ξ
(
ε+ η
2
p∗−1
) p∗−2
2 tp(x)−2ε pxi∇uεxi · ∇uε ln tε dx
−
∫
B2r(x0)
(
G(uεxi)−G(uxi)
)∇ξtp(x)−2ε Aε dx
−
∫
B2r(x0)
G(uxi)∇ξtp(x)−2ε Aε dx−
∫
B2r(x0)
fxiHε(uε)ξG(uεxi) dx
:= J1i + J
2
i + J
3
i + J
4
i . (3.8.2)
Using Young’s inequality, we write
|J1i | ≤
∫
B2r(x0)∩Oεiη
ξ
(
ε+ η
2
p∗−1
) p∗−2
2 tp(x)−2ε L|∇uεxi ||∇uε|
∣∣ ln tε∣∣ dx
≤
∫
B2r(x0)∩Oεiη
ξ
(
ε+ η
2
p∗−1
) p∗−2
2 tp(x)−2ε
[
ν0|∇uεxi |2 +
L2
ν0
|∇uε|2
∣∣ ln tε∣∣2] dx
= ν0Ii + J
5
i ,
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where ν0 > 0 is constant and
J5i :=
L2
ν0
∫
B2r(x0)∩Oεiη
ξ
(
ε+ η
2
p∗−1
) p∗−2
2 tp(x)−2ε |∇uε|2
∣∣ ln tε∣∣2 dx.
Taking ν0 =
1
2
we get
1
2
Ii − J5i ≤ J2i + J3i + J4i . (3.8.3)
We remark that as ε→ 0
|G(uεxi)−G(uxi)| ≤
(
ε+ η
2
p∗−1
) p∗−2
2 |uεxi − uxi| → 0
uniformly, since ‖uε − u‖C1(B3/4) → 0 as ε→ 0.
|J2i | ≤ ‖G(uεxi)−G(uxi)‖L∞(B2r(x0))
2
r
∫
B2r(x0)
tp(x)−2ε
[
(p+ − 1)|∇uεxi |
+ L|∇uε|
∣∣ ln tε∣∣] dx
≤ C
r
(
ε+ η
2
p∗−1
) p∗−2
2 ‖uεxi − uxi‖C0(B3/4)
[ ∫
B2r(x0)
tp(x)−2ε |∇uεxi |
+
∫
B2r(x0)
tp(x)−1ε
∣∣ ln tε∣∣]
where C = C(p+, L) > 0 is constant.
On the other hand, we have
∫
B2r(x0)
tp(x)−2ε |∇uεxi | ≤
[ ∫
B2r(x0)
[
tp(x)−2ε |∇uεxi |
]2
dx
] 1
2
[ ∫
B2r(x0)
12 dx
] 1
2
≤ |B2r| 12
[ ∫
B1/2
t2(p(x)−2)ε |D2uε|2 dx
] 1
2
.
As we already saw before, the last integral is bounded independent of ε (page
112), and since we also have for a constant C > 0∫
B2r(x0)
tp(x)−1ε
∣∣ ln tε∣∣ ≤ C,
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then we deduce that
lim
ε→0
J2i = 0. (3.8.4)
We deduce also that t
p(x)−2
ε D2uε ⇀ w in L
2(B1/2). Since uε → u in C1(B3/4),
we get that w = |∇u|p(x)−2D2u in B1/2 ∩ {∇u 6= 0}. Note that Oη ⊂ Oεη ⊂ Oεiη
because uε → u in C1(B3/4).
J3i = −
∫
B2r(x0)∩{∇u6=0}
t2(p(x)−2)G(uxi)∇ξ
[
∇uεi
+ (p(x)− 2)∇uεi · ∇uε
ε+ |∇uε|2∇uε
+ pxi∇uε ln
(
ε+ |∇uε|2
) 1
2
]
dx.
We write
lim
ε→0
J3i = −
∫
B2r(x0)∩{∇u6=0}
G(uxi)∇ξ
[
wi + (p(x)− 2)wi · ∇u|∇u|2 ∇u
+ pxi∇u ln |∇u|
]
dx
= −
∫
B2r(x0)∩{∇u6=0}
G(uxi)∇ξ|∇u|p(x)−2
{[
∇uxi + (p(x)− 2)
∇uxi · ∇u
|∇u2| ∇u
]
+ pxi∇u ln |∇u|
}
dx := J6i .
From (3.7.1) we have that ‖∇u‖L∞(B3/4) < M1. Note also, that |∇u|
∣∣ ln |∇u|∣∣ ≤
C(p−, p+,M1). Using Lemma 3.7.2 we get
|J6i | ≤ η
2
r
(p+ − 1)
∫
B2r(x0)∩{∇u6=0}
|∇u|p(x)−2|∇uxi |
+
2L
r
η
∫
B2r(x0)∩{∇u6=0}
|∇u|p(x)−1∣∣ ln |∇u|∣∣ dx
≤ 2(p+ − 1)
r
η
[ ∫
B2r(x0)∩{∇u6=0}
|∇u|2(p(x)−2)|D2u|2 dx
] 1
2
(∫
2r
12 dx
) 1
2
+
2LC
r
η|B2r| ≤ Cηrn−1, (3.8.5)
121
3. Hausdorff measure of the free boundary
where C = C(p−, p+, L,M1) > 0 is constant. Note also, that from (3.7.2) we have
|J4i | ≤ C0rn−1
(
ε+ η
2
p∗−1
) p∗−1
2 → C0ηrn−1 as ε→ 0, (3.8.6)
Combining (3.8.3)-(3.8.6) with Lemma 3.7.3 we deduce that∫
Br(x0)∩Oη∩{u>0}
dx ≤ C(p−, p+, L,M1, λ, C0)ηrn−1
which can be rewritten as
Ln(Br(x0) ∩Oη ∩ {u > 0}) ≤ Cηrn−1.
As a consequence of the Lemma 3.8.1 one has the following result:
Theorem 3.8.1. Let p(x) satisfy (3.6.1) and (3.6.2). If 0 < λ ≤ f and f satisfies
(3.7.2), then for u ∈ Fp(·) there exists a constant C depending only on p−, p+, L,
M1, C0, λ such that for each x0 ∈ ∂{u > 0} ∩B1/2 and r ∈
(
0, 1
4
)
we have
Hn−1(∂{u > 0} ∩Br(x0)) ≤ Crn−1.
Proof. Let r ∈ (0, 1
4
)
, Br(x0) ⊂ B1 with x0 ∈ ∂{u > 0} ∩ B1/2 and δ > 0. Let E
be a subset of Rn and s ∈ [0,∞). The s-dimensional Hausdorff measure of E is
defined by
Hs(E) = lim
δ→0
Hsδ (E) = sup
δ>0
Hsδ (E),
where
Hsδ (E) = inf
{ ∞∑
j=1
α(s)
(
diam(Cj)
2
)s ∣∣E ⊂ ∞⋃
j=1
Cj, diam(Cj) ≤ δ
}
,
α(s) =
pis/2
Γ(s/2 + 1)
, Γ(s) =
∫ ∞
0
e−tts−1 dt for s > 0 is the usual Gamma function.
The proof is the same as the one of Theorem 1.5 of [24]. More precisely, let
E = ∂{u > 0} ∩ Br(x0) and denote by
(
Bδ(xi)
)
i∈I a finite covering of E, with
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xi ∈ ∂{u > 0} and P (n) maximum overlapping.
From the proof of Theorem 3.3.1 (page 77) there exists a constant c0 such that
∀i ∈ I ∃yi ∈ Bδ(xi) : Bc0δ(yi) ⊂ Bδ(xi) ∩ {u > 0} ∩Oδ.
We deduce from Lemma 3.8.1∑
i∈I
Ln(B1)c
n
0δ
n =
∑
i∈I
Ln(Bc0δ(yi)) ≤
∑
i∈I
Ln(Bδ(xi) ∩ {u > 0} ∩Oδ)
≤ P (n)Ln(Bδ(xi) ∩ {u > 0} ∩Oδ) ≤ P (n)Cδrn−1,
where C > 0 it the constant from Lemma 3.8.1. This leads to
∑
i∈I
α(n− 1)
(
diam(Bδ(xi))
2
)n−1
≤ α(n− 1)
Ln(B1)c0
P (n)Crn−1 = Crn−1,
so
Hn−1δ (∂{u > 0} ∩Br(x0)) ≤ Crn−1.
Letting δ → 0 one gets
Hn−1(∂{u > 0} ∩Br(x0)) ≤ Crn−1.
Remark 3.8.1. Let a(x, η) satisfy (3.1.2)-(3.1.4), p(x) satisfy (3.6.1) and (3.6.2).
If f ≥ λ > 0 and satisfies (3.7.2), then for u ∈ FA (see Remark 3.7.1) one has
Hn−1(∂{u > 0} ∩Br(x0)) ≤ Crn−1,
for x0 ∈ {u > 0} ∩B1/2, 0 < r < 14 .
The proof is analogue of the corresponding theorem above, in the proofs of
lemmas instead of
(
+ |η|2) p(x)−22 η using aε(x, η) defined in section 3.6.
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Chapter 4
Homogenization Problems for
A(x)-Laplacian
4.1 Introduction
We study homogenization of “A(x)-Dirichlet” problem first and then continue
with the homogenization of A-obstacle problem in (generalized) Orlicz-Sobolev
spaces.
Let Ω be a bounded domain in Rn. We consider the following instance of the
A-obstacle problem: find u ∈ K such that∫
Ω
a(x, |∇u(x)|)∇u · (∇v−∇u) dx ≥
∫
Ω
f(x)(v(x)−u(x)) dx, ∀v ∈ Kψ, (4.1.1)
where ψ ∈ W 1,A(Ω), and
Kψ := {v ∈ W 1,A0 (Ω) : v ≥ ψ a.e. in Ω}.
We assume that a(x, t) : Rn × R+ → R satisfies
a(x, 0) = 0, a(x, t) > 0, x ∈ Rn, t > 0,
lim
t→∞
a(x, t) = +∞, x ∈ Rn, t > 0,
a(x, t) ≤ a(x, s), x ∈ Rn, t ≤ s.
4. Homogenization of the Dirichlet problem
We suppose that a(x, t) is periodic in x with period 1 in each argument x1, x2,...,
xn, so that Q = (0, 1]
n is the periodicity cell. We assume also that for some
positive constants a− and a+ a(x, t) satisfies (1.1.4) or equivalently,
(1 + a−)A(x, t) ≤ a(x, t)t2 ≤ (1 + a+)A(x, t). (4.1.2)
with A defined as
A(x, t) :=
∫ t
0
a(x, s)s ds.
Condition (1.1.4) implies the so called ∆2 condition, and then the corresponding
(generalized) Orlicz-Sobolev spaces are reflexive Banach spaces (see Appendix).
It is not hard to see (Euler-Lagrange) that we can find a solution of (4.1.1) by
minimizing the functional
I(v) =
∫
Ω
(A(x, |∇v(x)|) + f(x)v(x)) dx,
in K. In fact, we have uniqueness of the solution since we are dealing with a
minimization of a convex functional on a closed convex set.
4.2 Homogenization of the Dirichlet problem
We will use the following notations afterwards: aε(x, t) = a(
x
ε
, t), Aε(x, t) =
A(x
ε
, t).
Theorem 4.2.1. Let f ∈ W−1,1+1/a+(Ω) and
(1 + a+) ≤ (1 + a−)∗, (4.2.1)
where p∗ := n(1 + p)/(n− p) is the Sobolev conjugate. Then the unique solutions
uε ∈ W 1,Aε0 (Ω) of∫
Ω
aε(x, |∇uε|)∇uε · ∇v dx =
∫
Ω
fv dx, ∀v ∈ W 1,Aε0 (Ω). (4.2.2)
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converge when ε→ 0 to the solution of∫
Ω
b(∇u0) · ∇v dx =
∫
Ω
fv dx, ∀v ∈ C∞0 (Ω),
where
b(ξ) :=
∫
Q
a(y, |ξ +∇N |)(ξ +∇N) dy, (4.2.3)
where Q = (0, 1]n is the periodicity cube, and N ∈ W 1,A0 (Q) is the solution of
problem on the periodicity cell:∫
Q
a(y, |ξ +∇N |)(ξ +∇N) · ∇ϕdy = 0, ∀ϕ ∈ W 1,A0 (Q),
Proof. The method we use is the classic one in homogenization (see, for example,
[27], [41]). As we know, W 1,1+a
+
0 (Ω) ↪→ W 1,Aε0 (Ω) ↪→ W 1,1+a−0 (Ω) embeddings
are continuous (see Appendix). This allows us to control norms of functions
in W 1,Aε0 (Ω) with the norms of the same functions in fixed exponent Sobolev
spaces. Consequently, this makes easier to adapt the technic used in [111], since
the approach in [111] is based on this kind of embeddings on constants exponent
Sobolev spaces.
Step 1 (existence of weak limits). We define b : Rn → R by (4.2.3),
and let uε ∈ W 1,Aε0 (Ω) be the solution to (4.2.2). Then from Ho¨lder and Poincare´
inequalities (see Appendix) we conclude∫
Ω
aε(x, |∇uε|)|∇uε|2 dx =
∫
Ω
fuε dx
≤ ‖f‖LAε‖uε‖LAε
≤ C‖f‖L1+1/a+‖∇uε‖LAε ,
(4.2.4)
where F is the Young conjugate function of F :
F (x, t) := sup
s>0
{ts− F (x, s)}, ∀x ∈ Ω, t > 0.
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On the other hand we know that (see [89] or Appendix below)
‖u‖LA ≥ 1 ⇒ ‖u‖1+a−LA ≤
∫
Ω
A(x, |u(x)|) dx ≤ ‖u‖1+a+
LA
,
and
‖u‖LA ≤ 1 ⇒ ‖u‖1+a+LA ≤
∫
Ω
A(x, |u(x)|) dx ≤ ‖u‖1+a−
LA
,
which together with (4.1.2) gives∫
Ω
aε(x, |∇uε|)|∇uε|2 dx ≥ (1 + a−)
∫
Aε(x, |∇uε|) dx
≥ (1 + a−)‖∇uε‖1+β(ε)LAε ,
(4.2.5)
where β(ε) is either a− or a+, depending on whether ‖∇uε‖LAε ≤ 1 or ‖∇uε‖LAε ≥
1. Then, by putting (4.2.4) and (4.2.5) together, we get
‖∇uε‖LAε ≤ C, (4.2.6)
where C is independent of ε (β(ε) takes just two values). Since LAε ⊂ L1+a− (see
Appendix), we get
‖uε‖W 1,1+a−0 (Ω) ≤ C,
hence we conclude the existence of a weakly convergent subsequence:
uε ⇀ u
∗ weakly in W 1,1+a−0 (Ω).
In fact, turns out that u∗ coincides with u0 (see step 2 and 3 of the proof).
Now, to check that aε(x, |∇uε(x)|)∇uε(x) is bounded in
(
LA
)n
we use
A(x, a(x, t)t) ≤ (1 + a+)A(x, t),
which is a consequence of (4.1.2). Observe∫
Ω
Aε
(
x, aε(x, |∇uε(x)|)|∇uε(x)|
)
dx ≤ C
∫
Ω
Aε(x, |∇uε(x)|) dx
≤ C‖∇uε‖1+β(ε)LAε ≤ C,
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by (4.2.6), and we have
‖aε(·, |∇uε|)∇uε‖γ(
LAε (Ω)
)n ≤ ∫
Ω
Aε
(
x, aε(x, |∇uε(x)|)|∇uε(x)|
)
dx,
with γ similar to β. Since LAε(Ω) ⊂ L1+1/a+(Ω) (see Theorem A.3.1 in Appendix),
so aε(·, |∇uε|)∇uε is bounded in
(
L1+1/a
+
(Ω)
)n
, and hence up to a subsequence,
we have
aε(·, |∇uε|)∇uε ⇀ η weakly in
(
L1+1/a
+
(Ω)
)n
.
Step 2. We now claim that η = b(∇u0).
By the monotonicity of the operator (this is a consequence of (1.1.4)), ∀ϕ ∈
C∞0 (Ω), ϕ ≥ 0 the following inequality holds∫
Ω
ϕ
[(
aε(x, |∇uε|)∇uε − aε(x, |vε|)vε
)] · (∇uε − vε) dx ≥ 0, (4.2.7)
where
vε(x) := ξ +∇N(x/ε),
and N is the solution of the problem on the periodicity cell (see the equality
following (4.2.3)). Define ηε := aε(x, |∇uε|)∇uε. The claim follows from the
following four relations combined with Minty’s trick.
(i) aε(x, |vε|)|vε|2 ⇀ b(ξ) · ξ in L1(Ω);
(ii) ηε · vε ⇀ η · ξ in L1(Ω);
(iii) aε(x, |vε|)vε · ∇uε ⇀ b(ξ) · ∇u0 in L1(Ω);
(iv) ηε · ∇uε dx ⇀ η · ∇u0 dx in the sense of weak convergence of measures in the
domain Ω.
Suppose for a while that (i)-(iv) are true. Let us show how to obtain the
required claim η = b(∇u0) from these relations.
First, using (i)-(iv), we pass to the limit in each four term on the left hand
side of (4.2.7), which brings us to∫
Ω
ϕ(η − b(ξ)) · (∇u0 − ξ) dx ≥ 0,
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and since ϕ is arbitrary, we have
(η − b(ξ)) · (∇u0 − ξ) ≥ 0
for any ξ ∈ Rn and almost all x ∈ Ω. Using the Minty’s trick, we obtain that
η = b(∇u0). Indeed, assuming x to be a Lebesgue point for ∇u0 and η, we set
ξ = ∇u0(x) + tη, t > 0, η ∈ Rn,
in the last inequality and pass to the limit as t→ 0. Then
(
η(x)− b(∇u0(x) + tη)big) · η ≥ 0,
which implies that η(x) = b(∇u0(x)) in view of the fact that η ∈ Rn is arbitrary
and continuity of b(·). The latter is also proved by Minty’s trick. The proof is
exactly the same as the one of corresponding Lemma 5.1 in [111], so we omit it.
Step 3 (on proof of relations (i)-(iv)). It remains to check the va-
lidity of relations (i)-(iv). These relations are exactly the corresponding ones in
[111], and since everything is in the fixed exponent spaces, the proofs are easy to
adapt from p(x)-spaces to A(x) ones. For example, relation (i) is a consequence
of mean value property: if for a periodic function d
d ∈ Lγ(Q), γ ≥ 1 then d
(
x
ε
)
⇀ [d] in Lγ(Ω),
where [·] := ∫
Q
· is the average over the periodicity cell.
Since (ξ + ∇yN) ∈
(
LA(Q)
)n
, and a(y, |ξ + ∇yN |)(ξ + ∇yN) ∈
(
LA
)n
, the
product (ξ +∇yN) · a(y, |ξ +∇yN |)(ξ +∇yN) belongs to L1(Q), and by mean
value property
a
(
x
ε
,
∣∣∣∣ξ +∇yN(xε
)∣∣∣∣)∣∣∣∣ξ +∇yN(xε
)∣∣∣∣2
⇀ [a(y, |ξ +∇yN |)|ξ +∇yN |2] = [a(y, |ξ +∇yN |)(ξ +∇yN)] · ξ = b(ξ) · ξ,
weakly in L1(Ω), where the equalities are written in view of the definitions of the
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homogenized symbol and of the solution of the problem on the cell.
In the tree remaining cases (ii)-(iv), determination of the limits is not obvious.
The proofs of those is based on the following compensated compactness argument:
Lemma 4.2.1. Let uε and wε be such that
a) uε ∈ W 1,Aε0 (Ω) and wε ∈ LAεsol(Ω), where
LAεsol(Ω) := {∇ϕ, ϕ ∈ W 1,A0 (Ω)}⊥;
b) ‖uε‖LAε (Ω), ‖wε‖LAε (Ω) ≤ c <∞;
c) ∇uε ⇀ ∇u weakly in L1+a−, and wε ⇀ w weakly in L1+1/a+(Ω);
d) the family uε is compact in L
1,1+a+.
Then, in the sense of weak convergence of measures in Ω
wε · ∇uε dx ⇀ w · ∇u dx.
The proof of the lemma is based on some semi-continuity arguments and is
not hard. It is given for the case when we are dealing with variable exponent
Lebesgue spaces (p(·)-spaces) in [111]. The lemma is valid only in the case of
(1 + a+) ≤ (1 + a−)∗ := n(1 + a−)/(n − 1 − a−). This condition seems quite
strong restriction but that is what allows us to use the compensated compactness
lemma. It seems we can not avoid this restriction, which appears also in particular
problems like the one with p(·)-spaces considered in [111]. However, in [110] the
authors give some replacements this condition, which still makes the compensated
compactness lemma work.
In order to find limits in cases (ii)-(iv), one needs to use Lemma 4.2.1. How-
ever, we can not apply this lemma to the vectors appearing in (ii)-(iv), since in
the case under consideration, we can not affirm that assumption d) used in the
lemma is valid. The necessary compactness property allows us to use cut-offs in
potential multipliers. Therefore, one should proceed by the scheme in [111]: first,
one can obtain relations of type (ii)-(iv) with ”cut-off” potential multipliers, then
one can see that cut-offs can be removed everywhere. This part is going to be a
direct repetition of the one in [111], which me omit here.
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4.3 Homogenization of the obstacle problem
In this section we consider the unilateral problems Find uε ∈ Kψε such that〈Aεuε − f, v − uε〉 ≥ 0, ∀v ∈ Kψε , (4.3.1)
where 〈·, ·〉 is the pairing between W 1,Aε0 (Ω) and W−1,Aε(Ω), f ∈ W−1,1+1/a+(Ω),
and the Aε are monotone operators acting from W 1,Aε0 (Ω) to W−1,Aε(Ω) defined
by (see also (2.2.3))
Aεv := − div
(
aε(x, |∇v|)∇v
)
,
and the sets Kψε are defined by
Kψε := {v ∈ W 1,Aε0 (Ω) : v ≥ ψε a.e. in Ω},
ψε ∈ W 1,Aε(Ω) (as usual, Aε(x, t) :=
∫ t
0
aε(x, s)s ds). We assume that the function
aε(x, t) : Ω× R+ → R together with (1.1.4) satisfies
aε(x, 0) = 0, aε(x, t) > 0, x ∈ Ω, t > 0,
lim
t→∞
aε(x, t) = +∞, x ∈ Ω, t > 0,
aε(x, t) ≤ aε(x, s), x ∈ Ω, t ≤ s.
Under this conditions Aε is a strictly monotone operator defined from W 1,Aε0 (Ω)
into its dual W−1,Aε(Ω) (see Proposition 2.2.1), and for any f ∈ W−1,1+1/a+(Ω)
there exists a unique solution uε to − div
(
aε(x, |∇uε|)∇uε
)
= f in D′(Ω),
uε ∈ W 1,Aε0 (Ω).
(4.3.2)
Moreover, the solutions uε are bounded in W
1,1+a−
0 (Ω), independently of ε (see
(4.2.6)).
Definition 4.3.1. Consider aε satisfying the above assumptions and a function
a0 satisfying the same hypotheses. We will say that aε G-converges to a0, if the
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unique solution uε of (4.3.2) satisfies uε ⇀ u weakly in W
1,1+a−
0 (Ω),
aε(x, |∇uε|)∇uε ⇀ a0(x, |∇u|)∇u weakly in
(
L1+1/a−(Ω)
)n
,
(4.3.3)
where u is the unique solution of − div
(
a0(x, |∇u|)∇u
)
= f in D′(Ω),
u ∈ W 1,A00 (Ω).
(4.3.4)
Definition 4.3.2. Consider a sequence of nonempty, closed, convex subsets Kε,
K0 of W 1,1+a−0 (Ω). The sequence Kε is said to converge to K0 in the sense of
Mosco, if
(i) for any v0 ∈ K0 there exists a sequence vε ∈ Kε such that
vε → v0 strongly in W 1,1+a−0 (Ω); (4.3.5)
(ii) for any v and any subsequence δ of ε such that vδ ∈ Kδ and
vδ ⇀ v weakly in W
1,1+a−
0 (Ω) (4.3.6)
one has v ∈ K0.
Since W
1,1+a+
0 (Ω) is continuously embedded into W
1,A0
0 (Ω) and all W
1,Aε
0 (Ω),
and W 1,A00 (Ω), W
1,Aε
0 (Ω) are continuously embedded into W
1,1+a−
0 (Ω) (see Ap-
pendix), then convex sets Kψε and Kψ0 are subsets of W
1,1+a−
0 (Ω), the strong
convergence
ψε → ψ0 in W 1,1+a+(Ω)
implies the convergence of Kψε to Kψ0 in the sense of Mosco. The weak conver-
gence
ψ ⇀ ψ0 weakly in W
1,r(Ω), r > 1 + a+,
also implies the same result (see [7], [13]).
We are concerned with the simultaneous variations of the nonlinear operators
Aε and of the obstacles ψε. If the functions aε G-converge to a0, and if the
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unilateral convex sets Kψε converge in the sense of Mosco to Kψ0 , we prove that
the solution uε of (4.3.1) converges to the solution of the same problem relative
to A0v = − div
(
a0(x, |∇v|)∇v
)
and Kψ0 . More precisely, we prove the following
theorem:
Theorem 4.3.1. Let for s > n(1+a−)
1+(1+n)a−
, a− < n− 1, f, (−∆Aεψε − f)+ ∈ Ls(Ω),
‖(−∆Aεψε − f)+‖Ls(Ω) ≤ C and are uniformly bounded. If aε G-converge to a
function a0, and Kψε converge to Kψ0 in the sense of Mosco, then the solution
uε ∈ Kψε of the unilateral problem∫
Ω
aε(x, |∇uε|)∇uε · ∇(v − uε) ≥ 〈f, v − uε〉, ∀v ∈ Kψε (4.3.7)
converges weakly in W
1,1+a−
0 (Ω) to the solution u0 ∈ Kψ0 of∫
Ω
a0(x, |∇u0|)∇u0 · ∇(v − u0) ≥ 〈f, v − u0〉, ∀v ∈ Kψ0 . (4.3.8)
This is a generalization of a work [14], which considers on the constant case
of A, and so the work is done in usual Sobolev spaces. This result in [14] itself is
a generalization of the result of [13], where the case of A0 = 2 was studied.
Proof. We will divide the proof into several steps.
Step 1 (apriori estimates). Existence and uniqueness of the solution od
(4.3.7) is a classical result (see Chapter 2 of current thesis, for example). For
a given v0 ∈ Kψ0 consider the sequence v¯ε which strongly converges in W 1,1+a−0 to
v0 in view of (4.3.5). Assumption (1.1.4) on aε easily implies that uε is bounded
in W 1,Aε0 (Ω), and hence in W
1,1+a−
0 (Ω). Define
σε := aε(x, |∇uε|)∇uε, µε := − div
(
aε(x, |∇uε|)∇uε
)− f. (4.3.9)
Similarly, as we have seen in the previous section, σε and µε are bounded in corre-
sponding spaces, hence we can extract weakly convergence subsequence (denoted
by δ) from each of them. Thus, there exist u∗, σ∗, µ∗ such that
uδ ⇀ u
∗ in W 1,1+a−0 (Ω) and strongly in L
1+a−(Ω), (4.3.10)
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σδ ⇀ σ
∗ in
(
L1+1/a−(Ω)
)n
, (4.3.11)
µδ ⇀ µ
∗ in W−1,1+1/a−(Ω). (4.3.12)
Note that
µ∗ = − div σ∗ − f, (4.3.13)
and because of (ii) in the Definition 4.3.2
u∗ ∈ Kψ0 . (4.3.14)
Step 2 (compactness argument). Recalling that f , (−∆Aεψε − f)+ ∈ Ls(Ω)
we have the Lewy-Stampacchia inequalities for a single obstacle problem (see
Proposition 2.3.1):
f ≤ f + µε ≤ (−∆Aεψε − f)+ + f,
which implies by Rellich-Kondrachov compactness argument (see, for instance,
[42]), that
µδ → µ∗ strongly in W−1,1+1/a−(Ω). (4.3.15)
Step 3. In this step we prove that σ∗ = a0(x, |∇u∗|)∇u∗. Let w0 ∈ D(Ω) and
wε ∈ W 1,Aε0 (Ω) be the solution of
div
(
aε(x, |∇wε|)∇wε
)
= div
(
a0(x, |∇w0|)∇w0
)
in D′(Ω). (4.3.16)
We have already seen in the previous section (first inequality following (4.2.6)),
that there exists a constant c independent of ε such that
‖wε‖W 1,1+a− (Ω) ≤ c. (4.3.17)
Fix now ϕ such that
ϕ ∈ D(Ω), 0 ≤ ϕ ≤ 1. (4.3.18)
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Recalling the Definition 4.3.1, (4.3.17) implies wε ⇀ w0 in W 1,1+a−(Ω)aε(x, |∇wε|)∇wε ⇀ a0(x, |∇w0|)∇w0 in (L1+1/a−(Ω))n. (4.3.19)
By the monotonicity property of aε (which is a consequence of (1.1.4) as we have
seen before) one has∫
Ω
ϕ
(
aε(x, |∇uε|)∇uε − aε(x, |∇wε|)∇wε
) · (∇uε −∇wε) ≥ 0. (4.3.20)
Since u∗ ∈ Kψ0 , and Kψε → Kψ0 in the sense of Mosco, by (4.3.5) there exists a
sequence u¯ε such that  u¯ε → u∗ in W
1,1+a−
0 (Ω)
u¯ε ∈ Kψε .
(4.3.21)
Next, we write (4.3.20) as∫
Ω
ϕσε · (∇uε −∇u¯ε) +
∫
Ω
ϕσε · ∇u¯ε −
∫
Ω
ϕσε · ∇wε
−
∫
Ω
ϕaε(x, |∇wε|)∇wε · (∇uε −∇wε)
:= I1 + I2 + I3 + I4. (4.3.22)
Since 0 ≤ ϕ ≤ 1 on Ω, and Kψε is convex, then the function v = ϕu¯ε + (1− ϕ)uε
can be used as a test function in (4.3.7), which gives∫
Ω
σε · ∇
(
ϕ(u¯ε − uε)
) ≥ 〈f, ϕ(u¯ε − uε)〉 (4.3.23)
and so
I1 =
∫
Ω
σε · ∇
(
ϕ(uε − u¯ε)
)− ∫
Ω
(uε − u¯ε)σε · ∇ϕ
≤ 〈f, ϕ(uε − u¯ε)〉 −
∫
Ω
(uε − u¯ε)σε · ∇ϕ.
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Since uδ and u¯ε go to u
∗ weakly in W 1,1+a−0 (Ω) (and strongly in L
1+a−(Ω)), we
get
lim sup
δ→0
I1 ≤ 0. (4.3.24)
As we know from (4.3.21) u¯ε → u∗ strongly in W 1,1+a−0 (Ω), which gives
lim
ε→0
I2 =
∫
Ω
ϕσ∗ · ∇u∗. (4.3.25)
Note that
I3 = 〈div σ∗, ϕwε〉+
∫
Ω
wεσε · ∇ϕ.
Since µδ = − div σδ − f strongly converges in W−1,1+1/a−(Ω) (see (4.3.15) and
(4.3.13)) and ϕwε ⇀ ϕw0 in W
1,1+a−
0 (Ω), (from (4.3.19)), it is easy to pass to the
limit in the first term of I3. For the second one it is sufficient to use (4.3.11) and
(4.3.19). This gives
lim
δ→0
I3 = 〈div σ∗, ϕw0〉+
∫
Ω
w0σ
∗ · ∇ϕ = −
∫
Ω
ϕσ∗∇w0. (4.3.26)
Note also, that
I4 = 〈div
(
a0(x, |∇w0|)∇w0
)
, ϕ(uε − wε)〉+
∫
Ω
(uε − wε)aε(x, |∇wε|)∇wε · ∇ϕ,
and passing to the limit we get
lim
δ→0
I4 = −
∫
Ω
ϕa0(x, |∇w0|)∇w0 · (∇u∗ −∇w0). (4.3.27)
Recalling (4.3.22), (4.3.24)-(4.3.27), we get∫
Ω
ϕ(σ∗ − a0(x, |∇w0|)∇w0) · (∇u∗ −∇w0) ≥ 0 for w0 ∈ D(Ω). (4.3.28)
By density, (4.3.28) is true also for any w0 in W
1,A0
0 (Ω). Consider w0 = u
∗ + tϕ,
with t ≥ 0 and ϕ ∈ W 1,A00 (Ω). Letting t → 0 by Minty’s trick (see, for example
[48]) one obtains
σ∗ = a0(x, |∇u∗|)∇u∗. (4.3.29)
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Step 4 (lower semi-continuity of energy). From (4.3.20) and (4.3.22) one
has ∫
Ω
ϕσε · ∇uε ≥
∫
Ω
ϕσε · ∇wε +
∫
Ω
ϕaε(x, |∇wε|)∇wε · (∇uε −∇wε)
= −I3 − I4.
From (4.3.26), (4.3.27) and (4.3.29) for any w0 ∈ D(Ω) we have
lim inf
δ→0
∫
Ω
ϕσδ · ∇uδ
≥
∫
Ω
ϕa0(x, |∇u∗|)∇u∗ · ∇w0
+
∫
Ω
ϕa0(x, |∇w0|)∇w0 · (∇u∗ −∇w0). (4.3.30)
Letting w0 tend to u
∗ in W 1,A00 (Ω), one gets from (4.3.30)
lim inf
δ→0
∫
Ω
ϕσδ · ∇uδ ≥
∫
ϕa0(x, |∇u∗|)|∇u∗|2, ∀ϕ ∈ D(Ω), 0 ≤ ϕ ≤ 1. (4.3.31)
Step 5. Finally, we show that u∗ is the unique solution u0 of (4.3.8). Let v0 ∈ Kψ0
and let v¯ε ∈ Kψε be the sequence strongly converging to v0 in W 1,1+a−0 by (4.3.5).
Using this v¯ε as a test function in (4.3.7) with ϕ ∈ D(Ω), 0 ≤ ϕ ≤ 1, one gets∫
Ω
σε · ∇v¯ε − 〈f, v¯ε − uε〉 ≥
∫
Ω
σε · ∇uε ≥
∫
Ω
σε · ∇uε. (4.3.32)
Now, passing to the limit in δ in each term of (4.3.32) using (4.3.31), (4.3.5),
(4.3.11) and (4.3.29) we obtain∫
Ω
a0(x, |∇u∗|)∇u∗ · ∇v0 − 〈f, v0 − u∗〉 ≥
∫
Ω
ϕa0(x, |∇u∗|)|∇u∗|2,
∀v0 ∈ Kψ0 , ∀ϕ ∈ D(Ω), 0 ≥ ϕ ≥ 1. Passing to the limit in the last inequality
with ϕ tending to 1 one gets∫
Ω
a0(x, |∇u∗|)∇u∗ · (∇v0 −∇u∗)− 〈f, v0 − u∗〉 ≥ 0, ∀v0 ∈ Kψ0 .
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Since from (4.3.14) we have that u∗ ∈ Kψ0 , u∗ coincides with the unique solution
u0 of (4.3.8).
Remark 4.3.1. One can also show the convergence of the energies. More pre-
cisely, ∫
Ω
aε(x, |∇uε|)|∇uε|2 →
∫
Ω
a0(x, |∇u0|)|∇u0|2. (4.3.33)
Proof. For any ϕ ∈ D(Ω), 0 ≤ ϕ ≤ 1 from (4.3.23) we have∫
Ω
ϕσε · ∇uε ≤
∫
Ω
σε · ∇(ϕu¯ε)−
∫
Ω
uεσε · ∇ϕ− 〈f, ϕ(u¯ε − uε)〉,
which gives
lim sup
ε→0
∫
Ω
ϕσε · ∇uε ≤
∫
Ω
a0(x, |∇u0|)|∇u0|2. (4.3.34)
Recalling (4.3.31), (4.3.34) implies
σε · ∇uε → a0(x, |∇u0|)|∇u0|2 in D′(Ω).
Taking v0 = u0 in (4.3.32), one gets from (4.3.5) that∫
Ω
a0(x, |∇u0|)|∇u0|2 ≥ lim sup
ε→0
∫
Ω
σε · ∇uε
≥ lim inf
ε→0
∫
Ω
σε · ∇uε ≥
∫
Ω
ϕa0(x, |∇u0|)|∇u0|2,
for all ϕ ∈ D(Ω), 0 ≤ ϕ ≤ 1, which implies (by letting ϕ→ 1) (4.3.33).
Remark 4.3.2. If in the (4.3.6) one has fε instead of f , and fε → f strongly in
W−1,1+1/a−(Ω), then the conclusion of the Theorem 4.3.1 is still valid.
Remark 4.3.3. Since Lewy-Stampacchia inequalities are true also for two ob-
stacles problem (Theorem 2.3.2), one can extend this result to homogenize two
obstacles problem.
Remark 4.3.4. The G-convergence defined above does not give much information
about the limiting operator A0 (or a0) but if Aε (aε) has a special structure, as in
a few important cases, it is possible to obtain more information about the homog-
enized operator (as we have seen for the homogenization of Dirichlet problem in
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the previous section). For instance, when aε(x, |∇u(x)|)∇u(x) = a0
(
x
ε
, |∇u|)∇u,
where a0 is a periodic function as a function of variable x, so we are dealing with
a family of operators with rapidly oscillating ”coefficients”, then one can write
the homogenized operator explicitly. Actually, in this case it will have ”constant
coefficients” in the sense that it does not depend on x: a0(x, t) = a0(t) (see [10]).
We also refer to [11] and [12] for more information about G-convergence in
particular cases.
4.4 Convergence of the coincidence sets
In this section we study a stability property of the free boundary (mainly, of
coincidence set) for the obstacle problem (4.3.6). We assume that conditions of
Theorem 4.3.1 are satisfied. The Lewy-Stampacchia inequalities (see section 2.3
and Proposition 2.3.1) allow as to prove a stability result for coincidence sets as
it was done, for example Theorem 6:6.1 in [92]. In order to be able to use the
Lewy-Stampacchia inequalities, we also should assume that ψε ∈ W 1,Aε(Ω), ψε|∂Ω ≤ 0,f, (Aεψε − f)+ ∈ L1+a−(Ω) and ‖Aεψε − f)+‖L1+a− (Ω) ≤ C, ∀ε > 0 (4.4.1)
Theorem 4.4.1. Let A0 satisfy to conditions of Theorem 3.3.1, and (4.4.1) holds.
If the unique solutions of
uε ∈ Kψε ,
∫
Ω
aε(x, |∇uε|)∇uε · ∇(v − uε) ≥
∫
Ω
f(v − uε), ∀v ∈ Kψε (4.4.2)
satisfy (as ε→ 0)
uε − ψε → u0 − ψ0 in L1(Ω), (4.4.3)
(Aεψε − f)+ → (A0ψ0 − f)+ in L1(Ω), (4.4.4)
Aεuε ⇀ A0u0 in D′(Ω), (4.4.5)∫
S
d(A0ψ0 − f) 6= 0, ∀S ⊂ Ω such that |S| > 0, (4.4.6)
A0u0 − f = (A0ψ0 − f)χ0 a.e. in Ω, (4.4.7)
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then the coincidence sets Iε := {uε = ψε} converge in measure, that is, their
characteristic functions are such that
χε → χ0 in Lp(Ω), ∀p ∈ [1,∞), (4.4.8)
where χε is the characteristic function of the set Iε, and χ0 that of I0.
Proof. Once we have Lewy-Stampacchia inequalities and the porosity result of
the free boundary, the proof is actually the same as the one of the corresponding
theorem in [92] (Theorem 6:6.1, page 205), however we bring it here to complete
the chapter.
From Lewy-Stampacchia inequalities we have for every ε ≥ 0 that
f ≤ Aεuε ≤ f + (Aεψε − f)+ a.e. in Ω.
Hence, there exists a function qε ∈ L∞(Ω) such that
Aεuε − f = qε(Aεψε − f)+ a.e. in Ω, (4.4.9)
0 ≤ qε ≤ χε ≤ 1 a.e. in Ω. (4.4.10)
Then for a subsequence, still denoted by ε, we have
qε ⇀ q and χε ⇀ χ∗ in L∞(Ω)− weak* (4.4.11)
for functions q, χ∗ ∈ L∞(Ω), which, from (4.4.10) satisfy
0 ≤ q ≤ χ∗ ≤ 1 a.e. in Ω. (4.4.12)
Passing to the limit in (4.4.9), from (4.4.4), (4.4.5) and (4.4.11) we get
A0u0 − f = q(A0ψ0 − f)+ a.e. in Ω,
which with (4.4.7) gives
q(A0ψ0 − f)+ = (A0ψ0 − f)χ0 a.e. in Ω. (4.4.13)
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Note that (4.4.13) and (4.4.6) imply in the region {A0ψ0 > f} yields q = χ0,
while in {A0ψ0 ≤ f} imply χ0 = 0, so q ≥ χ0 a.e. in Ω. Consequently, from
(4.4.12) we get
χ0 ≤ χ∗ a.e. in Ω.
On the other hand, from (4.4.11) and (4.4.3) one has
0 =
∫
Ω
χε(uε − ψε)→
∫
Ω
χ∗(u0 − ψ0) = 0,
thus χ∗(u0 − ψ0) = 0 a.e. in Ω. Consequently, χ∗ = 0 if u0 > ψ0, and since
0 ≤ χ∗ ≤ 1, one obtains
χ0 ≥ χ∗ a.e. in Ω.
Therefore, χ0 = χ∗, and the whole sequence χε → χ0 converges first weakly,
and since they are characteristic functions, also strongly in any Lp(Ω), for any
p ∈ [1,∞).
Remark 4.4.1. The assumption (4.4.6) is a weaker version of the condition
A0ψ0 − f 6= 0 a.e. in Ω, when A0ψ0 ∈ L1(Ω).
Remark 4.4.2. In case the operator A0 is of p(x)-Laplacian type (i.e. satisfies
to (3.1.2)-(3.1.4)) and satisfies the conditions of Theorem 3.3.1, we know that the
free boundary of the obstacle problem is a porous set (see section 3.3), and hence
has a Lebesgue measure zero, and one has (4.4.7). In case A0 does not depend on
x, the free boundary is porous as it was proved in [24], and hence we have (4.4.7).
In some cases it is possible to show the convergence of the coincidence sets
in Hausdorff metric, as it was done in [92] (Theorem 6:6.5) but for that among
all the conditions above, one needs sufficient conditions to guarantee the uniform
convergence uε(x)⇒ u0(x) for x ∈ Ω.
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Orlicz-Sobolev Spaces
A.1 Preliminaries
This section mostly introduce the theory of Orlicz-Sobolev spaces, which
turns out often to be the proper setting in which to apply ideas of functional
analysis to glean information concerning partial differential equations.
Let us return for a moment to the Lebesgue spaces Lp(Ω), p ≥ 1 (see, for
example, [2], [33], [42], [53], [69]). A function u defined on a domain Ω ⊂ Rn
belongs to Lp(Ω), if ∫
Ω
|u(x)|p dx <∞. (A.1.1)
The space Lp(Ω) is normed by
‖u‖Lp(Ω) :=
(∫
Ω
|u(x)|p dx
)1/p
. (A.1.2)
If we introduce the function A = A(t) = tp, we can rewrite (A.1.1) and (A.1.2)
in the form ∫
Ω
A(|u(x)|) dx <∞,
‖u‖Lp(Ω) = A−1
(∫
Ω
A(|u(x)|) dx
)
,
respectively, where A−1 is the inverse function to A, i.e. A−1(t) = t1/p.
Now we can ask of it is possible to replace the function A by a more general
A. Preliminaries
function. Let us start by defining the so-called Orlicz classes.
Definition A.1.1. Let A = A(x, t) be a nonnegative function defined on Ω ×
[0,∞) and measurable as a function of x. We denote by L˜A(Ω) the set of all
(real-valued) Lebesgue measurable functions defined almost everywhere on Ω, such
that ∫
Ω
A(x, |u(x)|) dx <∞.
The set L˜A(Ω) is called (generalized) Orlicz class.
Examples
• The Lebesgue spaces Lp(Ω) are special cases of Orlicz classes L˜A(Ω): just
take A(x, t) = ctp with c an arbitrary positive constant.
• Take
A(x, t) = A(t) = t log+ t, t ≥ 0,
where log+ t = max(0, log t). The corresponding class L˜A(Ω) often ”re-
places” the Lebesgue space L1(Ω).
• Take
A(x, t) = tp(x),
with p ∈ C(Ω), p(x) > 1 for all x ∈ Ω, then we are dealing with so-called
variable exponent Lebesgue classes.
• If we put
A(x, t) = A(t) = | sin t|, t ≥ 0,
then every measurable function on Ω belongs to L˜A(Ω), provided Ω has
finite measure.
• Suppose n = 1, Ω = [0, 1] and A(x, t) = et. Then the function u(x) :=
−1
2
log x belongs to L˜A(Ω) while v(x) := − log x = 2u(x) does not.
The last example shows that L˜A(Ω) is not, in general, a vector space. If it happens
to be a vector space, it is not clear whether one can introduce a norm in L˜A(Ω).
The analogy with Lebesgue spaces offers the possibility of using the approach
144
A. Young functions
above, but our assumptions on A in the Definition A.1.1 do not imply existence
of the inverse (with respect to the second variable) function A−1. Therefore, we
should restrict the set of functions A in the Definition A.1.1.
A.2 Young functions
Definition A.2.1. Let a = a(x, t) be a real valued function defined on Ω× [0,∞)
and having for every fixed x ∈ Ω the following properties:
• a(x, 0) = 0, a(x, t) > 0 if t > 0, lim
t→∞
a(t) =∞;
• a(x, t), t > 0 is nondecreasing;
• a(x, t) is right continuous at any point t ≥ 0.
and such that the real valued function A defined on Ω× [0,∞) by
A(x, t) :=
∫ t
0
a(x, s) ds
is measurable as a function of x. Then A is called Young function (or N-
function).
It is not difficult to prove to following lemma (see, for example, [69])
Lemma A.2.1. For every fixed x ∈ Ω any Young function A(x, t) is continuous,
nonnegative, strictly increasing and convex on [0,∞). Moreover,
• A(x, 0) = 0, A(x,∞) = lim
t→∞
A(x, t) =∞;
• lim
t→0+
A(x, t)
t
= 0, lim
t→∞
A(x, t)
t
=∞;
• A(x, αt) ≤ αA(x, t) for α ∈ [0, 1] and t ≥ 0;
• A(x, βt) ≥ βA(x, t) for β > 1 and t ≥ 0.
From the Lemma A.2.1 one can deduce, [69], some properties of Orlicz class
L˜A(Ω).
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Theorem A.2.1. If A is a Young function, then L˜A(Ω) is convex, and L˜A(Ω) ⊂
L1(Ω), provided Ω has finite measure.
The inclusion, in fact, is strict, because there exists a function u ∈ L1(Ω),
which is not in L˜A(Ω). On the other hand L1(Ω) can be considered as the union
of all Orlicz classes L˜A(Ω), where A varies over all Young functions.
Examples
• For a(x, t) = tp−1 with p > 1 we have A(x, t) = tp
p
. If p is a continuous
function of x, then we are again dealing with variable exponent Lebesgue
classes, which are related to variational problems including p(x)-Laplacian.
• Another Orlicz class can be constructing by taking
a(x, t) = α(x)tp(x)−1 log(β(x)t+ γ(x)),
with bounded functions γ(x), p(x) > 1 and α(x), β(x) > 0 a.e. in Ω.
• For a(x, t) = et − 1 we have A(x, t) = et − t− 1.
• For a(x, t) = 2tet2 we have A(x, t) = et2 − 1.
• The function A(x, t) = t corresponding to the Lebesgue space L1(Ω) is not
a Young function.
• The functions A(x, t) = t log+ t and A(x, t) = | sin t|, t ∈ [0,∞) are not
Young functions.
Young functions are investigated in detail in [67], where it is shown that if A (as
a function of t) is continuous, increasing and convex in [0,∞) and if
lim
t→0+
A(x, t)
t
= 0, lim
t→∞
A(x, t)
t
=∞,
then A is a Young function.
Remark A.2.1. (see [79]) The definition of Young function can be slightly mod-
ified by replacing in Definition A.2.1 (for any fixed x ∈ Ω) condition a(x, t) > 0
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by a(x, t) ≥ 0 for t > 0 and the right continuity condition by the left continuity
condition at any point t > 0.
In general, after this modification all results concerning Orlicz spaces remain
valid.
Remark A.2.2. The function
A(x, t) = A(t) = t log+ t
is a Young function in the sense of Remark A.2.1.
A.3 Orlicz and Orlicz-Sobolev spaces
Finally, we are ready to define Orlicz and Orlicz-Sobolev spaces.
Definition A.3.1. For a Young function A (generalized) Orlicz space LA(Ω)
consists of all measurable functions u : Ω→ R such that
lim
λ→0+
∫
Ω
A(x, λ|u(x)|) dx = 0.
The space LA(Ω) is a Banach space with Luxemburg norm
‖u‖LA(Ω) : ‖u‖A = inf
{
µ > 0;
∫
Ω
A
(
x,
|u(x)|
µ
)
dx ≤ 1
}
or with the equivalent norm (the Orlicz norm)
‖u‖ := sup
{∣∣∣∣ ∫
Ω
uv dx
∣∣∣∣; v ∈ LA(Ω), ∫
Ω
A(x, |v(x)|) dx ≤ 1
}
,
where A denotes the conjugate Young function of A defined by
A(x, t) := sup
s>0
{ts− A(x, s); s ∈ R}, ∀x ∈ Ω, t ≥ 0.
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Definition A.3.2. The (generalized) Orlicz-Sobolev space is defined as follows:
W 1,A(Ω) :=
{
u ∈ LA(Ω); ∂u
∂xi
∈ LA(Ω), i = 1, 2, ..., n
}
,
Orlicz-Sobolev space W 1,A(Ω) is also a Banach space with the norm:
‖u‖W 1,A(Ω) := ‖u‖1,A := ‖|∇u|‖A + ‖u‖A.
On W 1,A(Ω) equivalent norms can be defined (see Proposition 2.4 in [89]):
‖u‖2,A = max{‖|∇u|‖A, ‖u‖A}
or
‖u‖3,A := inf
{
µ > 0;
∫
Ω
[
A
(
x,
|u(x)|
µ
)
+ A
(
x,
|∇u(x)|
µ
)]
dx ≤ 1
}
.
These spaces are more general than the usual Lebesgue or Sobolev spaces, but
many properties of functions in these spaces can be extended. In particular, the
Poincare´ type inequality∫
Ω
A(x, |u|) dx ≤
∫
Ω
A(x, c|∇u|) dx,
holds for any u ∈ W 1,A0 (Ω), where c is twice the diameter of Ω and W 1,A0 (Ω) is
the closure of C∞0 (Ω) in W
1,A(Ω) (see [57]).
The Ho¨lder inequality extends to (see [90], Theorem 13.13)∣∣∣∣ ∫
Ω
uv dx
∣∣∣∣ ≤ C‖u‖A‖v‖A, ∀u ∈ LA(Ω), v ∈ LA(Ω),
where C is a positive constant, and A is the conjugate Young function of A.
We also denote by A∗ the Sobolev conjugate of A, that is
(A∗)−1(x, t) =
∫ t
0
A−1(x, s)
s(n+1)/n
ds,
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provided ∫ ∞
1
A−1(x, s)
s(n+1)/n
ds =∞.
It is also well known, that
L∞(Ω) ↪→ LA(Ω) ↪→ L1(Ω),
with continuous imbeddings, and if Ω is a bounded domain with a smooth bound-
ary, then the imbedding W 1,A0 (Ω) ↪→ LA∗(Ω) is continuous.
In most cases we assume that there exist two positive constants a− < a+ such
that
1 < a− ≤ ta(x, t)
A(x, t)
≤ a+ <∞, a.e.x ∈ Ω, t ≥ 0. (A.3.1)
The above relation implies the so-called ∆2-condition for A (see the proof of
Proposition A.3.1), that is
A(x, 2t) ≤ αA(x, t), ∀x ∈ Ω, t ≥ 0, (A.3.2)
for some positive constant α. Relation (A.3.2) and Theorem 8.13 in [90] imply
that LA(Ω) = L˜A(Ω). Furthermore, if we assume that for each x ∈ Ω the function
[0,∞) 3 t → A(x,√t) is convex, then LA(Ω) is an uniformly convex space and
thus, a reflexive space (see Proposition 2.2 in [89]). On the other hand, by
Theorem 8.5 in [90] we have
Theorem A.3.1. If for Young functions A and B
B(x, t) ≤ α1A(x, α2t) + h(x), ∀x ∈ Ω, t ≥ 0, (A.3.3)
where h ∈ L1(Ω), h(x) ≥ 0 a.e. in Ω, and α1, α2 are positive constants, then
there exists continuous embedding LA(Ω) ↪→ LB(Ω).
We point out also that assuming that Young functions A and B satisfy (A.3.3)
with
inf
x∈Ω
A(x, 1) > 0, inf
x∈Ω
B(x, 1) > 0
we have continuous embedding W 1,A(Ω) ↪→ W 1,B(Ω). As a consequence we do
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the following remark:
Remark A.3.1. If for some positive constant M a Young function A satisfies
Mtp(x) ≤ A(x, t), ∀x ∈ Ω, t ≥ 0,
where 1 < p ∈ C(Ω), then W 1,A(Ω) is continuously embedded in W 1,p(·)(Ω) (see
(A.3.3) with B(x, t) = tp(x)). On the other hand, it is known (see [45], [67],
[88]) that W 1,p(·)(Ω) is compactly embedded in Lr(·)(Ω) for any r ∈ C(Ω) with
1 < r− ≤ r+ < np−n−p− , where
s− := inf
x∈Ω
s(x), s+ := sup
x∈Ω
s(x).
Thus, we conclude that W 1,A(Ω) is compactly embedded in Lr(·)(Ω) for any r ∈
C(Ω) with 1 < r(x) < np−
n−p− , ∀x ∈ Ω.
It is also noteworthy, that an important role in manipulating in these gen-
eralized spaces is played by the modular of LA(Ω), which is the mapping ρA :
LA(Ω)→ R defined by
ρA(u) :=
∫
Ω
A(x, |u(x)|) dx.
If um, u ∈ LA(Ω) then (see Proposition A.3.1 below) when ‖u‖A > 1 it holds
‖u‖a−A ≤ ρA(u) ≤ ‖u‖a
+
A , and we have
‖um‖A →∞ ⇔ ρA(um)→∞,
and when ‖u‖A < 1 also ‖u‖a+A ≤ ρA(u) ≤ ‖u‖a−A , which implies
‖um − u‖A → 0 ⇔ ρA(um − u)→ 0.
We recall (with the proof) the Proposition 2.1 from [89]. The proof of this
proposition will also show how (A.3.1) implies (A.3.2).
Proposition A.3.1. Under the assumption (A.3.1) the following relations are
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true
‖u‖a−A ≤ ρA(u) ≤ ‖u‖a
+
A , ∀u ∈ LA(Ω) with ‖u‖A > 1, (A.3.4)
‖u‖a+A ≤ ρA(u) ≤ ‖u‖a−A , ∀u ∈ LA(Ω) with ‖u‖A < 1. (A.3.5)
Proof. Since
a+ ≥ ta(x, t)
A(x, t)
if follows for σ > 1 that
logA(x, σt)− logA(x, t) =
∫ σt
t
a(x, s)
A(x, s)
ds ≤
∫ σt
t
a+
s
ds = log σa
+
,
which implies
A(x, σt) ≤ σa+A(x, t), ∀x ∈ Ω, t > 0, σ > 1. (A.3.6)
If u ∈ LA(Ω) with ‖u‖A > 1, then using the definition of the Luxemburg norm
and (A.3.6), we conclude∫
Ω
A(x, |u(x)|) dx =
∫
Ω
A
(
x, ‖u‖A |u(x)|‖u‖A
)
dx
≤ ‖u‖a+A
∫
Ω
A
(
x,
|u(x)|
‖u‖A
)
dx
≤ ‖u‖a+A ,
i.e. ρA(u) ≤ ‖u‖a+A for all u ∈ LA(Ω) with ‖u‖A > 1.
Since
a− ≤ ta(x, t)
A(x, t)
arguing in the similar way one can show that
A(x, σt) ≥ σa−A(x, t), ∀x ∈ Ω, t > 0, σ > 1. (A.3.7)
Let u ∈ LA(Ω) with ‖u‖A > 1. Consider β ∈ (1, ‖u‖A). Since β < ‖u‖A it follows
that ∫
Ω
A
(
x,
|u(x)|
β
)
dx > 1
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otherwise we will obtain a contradiction with the definition of the Luxemburg
norm. So ∫
Ω
A(x, |u(x)|) dx =
∫
Ω
A
(
x, β
|u(x)|
β
)
dx
≥ βa−
∫
Ω
A
(
x,
|u(x)|
β
)
dx
≥ βa− .
Letting β ↗ ‖u‖a−A we conclude (A.3.4).
Next, it is not difficult to show (see the proof of (A.3.6) and (A.3.7)) that
A(x, t) ≤ τa−A(x, t/τ), ∀x ∈ Ω, t > 0, τ ∈ (0, 1).
which will bring us to ρA(u) ≤ ‖u‖a−A for u ∈ LA(Ω) with ‖u‖A < 1.
As in the proof of (A.3.6) we deduce
A(x, t) ≥ τa+A(x, t/τ), ∀x ∈ Ω, t > 0, τ ∈ (0, 1). (A.3.8)
If u ∈ LA(Ω) with ‖u‖A < 1 and ξ ∈ (0, ‖u‖A) then by (A.3.8)∫
Ω
A(x, |u(x)|) dx ≥ ξa+
∫
Ω
A
(
x,
|u(x)|
ξ
)
dx. (A.3.9)
Define v(x) := u(x)/ξ, x ∈ Ω. We have ‖v‖A = ‖u‖A/ξ > 1. From (A.3.4)∫
Ω
A(x, |v(x)|) dx ≥ ‖v‖a−A > 1. (A.3.10)
From (A.3.9) and (A.3.10) we obtain∫
Ω
A(x, |u(x)|) dx ≥ ξa+ , ∀ξ ∈ (x, ‖u‖A).
Letting ξ ↗ ‖u‖A we conclude (A.3.5).
We refer to [2], [32], [35], [69], [90], [88], [89], [83] and other references cited
above for further properties of (generalized) Orlicz-Sobolev spaces.
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We close this appendix by some simple assertions from [95].
Lemma A.3.1. If u ∈ W 1,A(Ω), then u+, u− ∈ W 1,A(Ω) and
Du+ =
{
Du, if u > 0,
0, if u ≤ 0, and Du
− =
{
0, if u ≥ 0,
−Du, if u < 0.
Here u+ = u ∨ 0 = sup(u, 0), u− = −u ∧ 0 = inf(u, 0). This lemma holds
in W 1,A0 (Ω) as well, and therefore these Orlicz-Sobolev spaces are closed with
respect to
u ∨ v = u+ (v − u)+ and u ∧ v = u− (u− v)+.
The proof of this lemma is due to Gossez (see [58]) and is basically the same as
for usual Sobolev spaces (see, for instance, Theorem 1.56 in [102]).
Lemma A.3.2. If (A.3.1) holds then the embeddings W 1,a
+
0 (Ω) ↪→ W 1,A0 (Ω) ↪→
W
1,a−
0 (Ω) are continuous.
Proof. The second part was observed in [76]. In order to prove the first part,
by Theorem 8.12 in [2] it is enough to check, that ta
+
dominates A near infinity,
which is true, since by taking the log in the right inequality of (A.3.1), we conclude
that there exists c > 0 and T > 0 such that A(x, t) ≤ cta+ for t > T .
Proposition A.3.2. If um → u in W 1,A(Ω), then u+m → u+ in W 1,A(Ω).
Proof. This follows by convexity of A and by the inequality (see [83]):
A(x, t+ s) ≤ 2a−(1 + a−)
(
A(x, t) + A(x, s)
)
a.e. a ∈ Ω, ∀t, s > 0.
We have∫
Ω
A(x, |∇(u+m − u+)|) dx =
∫
Ω
A(x, |χ{um>0}∇um − χ{u>0}∇u|) dx
≤ c
(∫
Ω
χ{um>0}A(x, |∇(um − u)|) dx
+
∫
Ω
|χ{um>0} − χ{u>0}|A(x, |∇u|) dx
)
→ 0,
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where χD is the characteristic function of the set D. So ∇u+m → ∇u+ in LA(Ω).
Arguing in the same way, we get also u+m → u+ in LA(Ω), which completes the
proof.
Remark A.3.2. a) Assuming A(x, t) = A(t), i.e. A is independent of variable
x, we say that LA and W 1,A are Orlicz spaces, respectively Orlicz-Sobolev spaces
(see [2]).
b) Assuming A(x, t) = tp(x) with p(x) ∈ L∞(Ω), p(x) ≥ p− > 1 a.e. in Ω,
we denote LA(Ω) by Lp(·)(Ω) and W 1,A(Ω) by W 1,p(·)(Ω) and we refer them as
variable exponents Lebesgue spaces, respectively variable exponents Sobolev spaces
(see, for instance, [34] or [68]).
c) Our framework enables us to work with spaces which are more general than
those described in a) and b). Besides the following example
a(x, t) = α(x)tp(x)−1 log(β(x)t+ γ(x))
with p(x), γ(x) > 1 and α(x), β(x) > 0 a.e. x ∈ Ω, we could consider any linear
combination with positive coefficients or any composition of functions satisfying
a condition like (A.3.1).
Remark A.3.3. In general smooth functions are not dense in W 1,p(·)(Ω) spaces.
This was observed by Zhikov [106], [108] in the context of the Lavrentiev phe-
nomenon, which means that minimal values of variational integrals may differ
depending on whether one minimizes over smooth functions or Sobolev functions.
Zhikov has also introduced the logarithmic Lipschitz continuity assumption to rec-
tify this. The condition is following: there exists a positive constant L such that
|p(x)− p(y)| log |x− y|−1 ≤ L, ∀x, y ∈ Ω such that |x− y| ≤ 1
2
.
If p is bounded and log-Lipschitz continuous, then smooth functions are dense in
variable exponent Sobolev spaces, and we can define W
1,p(·)
0 (Ω) as the completion
of C∞0 (Ω) in W
1,p(·)(Ω).
We refer to [31], [33], [60], [62], [97] for density results in variable exponent
Sobolev spaces.
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