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MAASS RELATIONS FOR GENERALIZED COHEN-EISENSTEIN
SERIES OF DEGREE TWO AND OF DEGREE THREE
SHUICHI HAYASHIDA
Abstract. The aim of this paper is to generalize the Maass relation for general-
ized Cohen-Eisenstein series of degree two and of degree three. Here the generalized
Cohen-Eisenstein series are certain Siegel modular forms of half-integral weight, and
generalized Maass relations are certain relations among Fourier-Jacobi coefficients of
them.
1. Introduction
1.1. The generalized Cohen-Eisenstein series are certain Siegel modular forms of half-
integral weight, which have been introduced by Arakawa [Ar 98]. Originally the Cohen-
Eisenstein series have been introduced by Cohen [Co 75] as one variable functions. In
the case of degree one, it is known that the Cohen-Eisenstein series correspond to the
Eisenstein series with respect to SL(2,Z) by the Shimura correspondence. On the other
hand, in arbitrary degree we can identify the generalized Cohen-Eisenstein series with
Jacobi-Eisenstein series of index 1. Hence, we can expect some significant properties on
the generalized Cohen-Eisenstein series.
This article is devoted to show generalized Maass relations for generalized Cohen-
Eisenstein series of degree two (Theorem 1.1) and of degree three (Theorem 1.4). Here,
the generalized Maass relations are certain relations among Fourier coefficients, and
these relations are equivalent to certain relations among Fourier-Jacobi coefficients.
It is known that a certain kind of Siegel modular forms of degree two are obtained
from elliptic modular forms through the Saito-Kurokawa lift. Such Siegel modular forms
are characterized by the Maass relation. The generalized Maass relations for generalized
Cohen-Eisenstein series of degree three (Theorem 1.4) are applied for the images of
the Duke-Imamoglu-Ikeda lift. It means that certain Siegel cusp forms of half-integral
weight of degree three satisfy generalized Maass relations. These relations give a key of
the proof for a certain lifting which is a lifting from pairs of two elliptic modular forms
to Siegel modular forms of half-integral weight of degree two (cf. [H 11].) This lifting
has been conjectured in [H-I 05].
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Because generalized Maass relations in this paper are expressed as relations among
Fourier-Jacobi coefficients, we shall explain the Fourier-Jacobi coefficients of Siegel mod-
ular forms. Let F be a Siegel modular form of degree n of integral weight or half-integral
weight, which is a holomorphic function on the Siegel upper half space Hn of size n. We
consider an expansion:
F
((
τn−m z
tz ωm
))
=
∑
S∈Sym∗m
φS(τn−m, z) e2pi
√−1 tr(Sωm),
where Sym∗m denotes the set of all half-integral symmetric matrices of size m, and where( τn−m z
tz ωm
) ∈ Hn, τn−m ∈ Hn−m, ωm ∈ Hm and z ∈ Mn−m,m(C). Then φS is a Jacobi
form of index S of degree n − m. The above expansion is called the Fourier-Jacobi
expansion of F . Moreover, the above forms φS are called Fourier-Jacobi coefficients of
F . The generalized Maass relations are certain relations among φS , and such relations
are equivalent to certain relations among Fourier coefficients of F .
The generalized Maass relations in this paper are identified to certain generalized
Maass relations for Siegel-Eisenstein series of integral weight of degree three and of degree
four. Actually this identification is a key of the proof of our result. As for generalizations
of the Maass relation for Siegel-Eisenstein series of integral weight of higher degree,
Yamazaki [Ya 86, Ya 89] obtained certain relations among Fourier-Jacobi coefficients
of Siegel-Eisenstein series of arbitrary degree. Our generalization is different from his
result, because he showed relations among Fourier-Jacobi coefficients with integer index,
while our generalization in this paper concerns with the Fourier-Jacobi coefficients with
2 × 2 matrix index. In his paper [Ko 02] W.Kohnen gives also a generalization of the
Maass relation for Siegel modular forms of even degree 2n. However, his result is also
different from our generalization, because his result is concerned with the Fourier-Jacobi
coefficients with (2n− 1)× (2n− 1) matrix index.
For our purpose we generalize some results in [Ya 86, Ya 89] on Fourier-Jacobi co-
efficients of Siegel-Eisenstein series of integer indices to 2 × 2 matrix indices. Here
the right-lower part of these 2 × 2 matrices is 1, and we need to introduce certain
index-shift maps on Jacobi forms of 2 × 2 matrix indices. For the calculation of the
action of index-shift maps on Fourier-Jacobi coefficients of Siegel-Eisenstein series, we
require certain relations between Jacobi-Eisenstein series and Fourier-Jacobi coefficients
of Siegel-Eisenstein series. This relation is basically shown in [Bo 83, Satz7]. We also
need to show certain identity relation between Jacobi forms of integral weight of 2 × 2
matrix index and Jacobi forms of half-integral weight of integer index. Moreover, we need
to show a compatibility between this identity relation and index-shift maps. Through
these relations, the generalized Maass relation of generalized Cohen-Eisenstein series are
equivalent to certain relations among Jacobi-Eisenstein series of integral weight of 2× 2
matrix indices. Finally, we calculate the action of index-shift maps on Jacobi-Eisenstein
series of integral weight of 2 × 2 matrix index. Because of this calculation, we have to
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restrict ourself to Jacobi-Eisenstein series of degree one or degree two. It means we have
to restrict ourself to generalized Cohen-Eisenstein series of degree two or degree three.
1.2. We explain our results more precisely. Let k be an even integer and H(n+1)
k− 1
2
be
the generalized Cohen-Eisenstein series of degree n+ 1 of weight k − 1
2
(see §4.3 for the
definition.)
For integer m, we denote by e
(n)
k,m the m-th Fourier-Jacobi coefficient of H(n+1)k− 1
2
:
H(n+1)
k− 1
2
((
τ z
tz ω
))
=
∑
m≥0
m≡0,3 mod 4
e
(n)
k,m(τ, z) e
2pi
√−1mω,
where τ ∈ Hn and ω ∈ H1, and where Hn denotes the Siegel upper half space of degree n.
It will be shown that e
(n)
k,m belongs to J
(n)∗
k− 1
2
,m
(cf. §4.3), where J (n)∗
k− 1
2
,m
denotes a certain
subspace of J
(n)
k− 1
2
,m
, and J
(n)
k− 1
2
,m
denotes the space of all Jacobi forms of degree n of
weight k− 1
2
of index m (cf. §2.6). Because H(n+1)
k− 1
2
belongs to the generalized plus-space
(cf. §4.3), we have e(n)k,m = 0 unless m ≡ 0, 3 mod 4. We note that we use the symbol
e
(n)
k,m instead of using e
(n)
k− 1
2
,m
for the sake of simplicity. We remark that the weight of the
form e
(n)
k,m is not k, but k − 12 .
We define a function e
(n)
k,m|S(n)p of (τ, z) ∈ Hn × C(n,1) by
(e
(n)
k,m|S(n)p )(τ, z) := e(n)k,mp2(τ, z) +
(−m
p
)
pk−2 e(n)k,m(τ, pz) + p
2k−3 e(n)k,m
p2
(τ, p2z).
Here we regard e
(n)
k,m
p2
as zero, if m
p2
is not an integer or m
p2
6≡ 0, 3 mod 4. Moreover,
(
∗
p
)
denotes the Legendre symbol for odd prime p, and
(
a
2
)
:= 0, 1,−1 accordingly as a is
even, a ≡ ±1 mod 8 or a ≡ ±3 mod 8.
For any prime p, we introduce index-shift maps V
(1)
p , V
(2)
1,p and V
(2)
2,p in §4.7, which are
certain linear maps V
(1)
p : J
(1)∗
k− 1
2
,m
→ J (1)
k− 1
2
,mp2
and V
(2)
i,p : J
(2)∗
k− 1
2
,m
→ J (2)
k− 1
2
,mp2
(i = 1, 2).
These maps are generalizations of the Vl-map in [E-Z 85, p. 43] for half-integral weight
of degree 1 and of degree 2.
The problem now is to express e
(1)
k,m|V (1)p and e(2)k,m|V (2)i,p as linear combinations of two
forms e
(n)
k,m and e
(n)
k,m|S(n)p . For the degree n = 1 we obtain the following theorem.
Theorem 1.1. For any prime p, we obtain
e
(1)
k,m|V (1)p = e(1)k,m|S(1)p .
The proof of this theorem will be given in §6.
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Let H(2)
k− 1
2
(Z) =
∑
N C(N) e
2pi
√−1tr(NZ) be the Fourier expansion of H(2)
k− 1
2
, where N
runs over all half-integral symmetric matrices of size 2. The identity in Theorem 1.1 is
translated to relations among Fourier coefficients of H(2)
k− 1
2
as follows.
Corollary 1.2. For any prime p and for any half-integral symmetric matrix
(
n r
2
r
2
m
)
of
size 2, we obtain
C
(
np2 r
2
r
2
m
)
+
(−n
p
)
pk−2C
(
n r
2p
r
2p
m
)
+ p2k−3C
( n
p2
r
2p2
r
2p2
m
)
= C
(
n r
2
r
2
mp2
)
+
(−m
p
)
pk−2C
(
n r
2p
r
2p
m
)
+ p2k−3C
(
n r
2p2
r
2p2
m
p2
)
,
where we regard C(M) as 0 if the matrix M is not a half-integral symmetric matrix.
Because e
(1)
k,m corresponds to a Fourier-Jacobi coefficient of Siegel-Eisenstein series of
weight k of degree three, we can regard the above identity also as a certain relation
among Fourier coefficients of Siegel-Eisenstein series of degree three.
As the second corollary of Theorem 1.1 we have the followings.
Corollary 1.3. We obtain
H(2)
k− 1
2
((
τ 0
0 ω
))∣∣∣∣
τ
T1(p
2) = H(2)
k− 1
2
((
τ 0
0 ω
))∣∣∣∣
ω
T1(p
2).
Here, in LHS we regard H(2)
k− 1
2
((
τ 0
0 ω
))
as a function of τ ∈ H1, while we regard it as
a function of ω ∈ H1 in RHS, and where T1(p2) denotes the Hecke operator acting on
the Kohnen plus-space (cf. [Ko 80, p.250] or §6.3).
The proof of Corollary 1.3 will be given in §6.3.
We now consider the case of degree n = 2. As for the Fourier-Jacobi coefficients of the
generalized Cohen-Eisenstein series H(3)
k− 1
2
of degree 3, we obtain the following theorem.
Theorem 1.4. For any prime p, we obtain
(e
(2)
k,m|V (2)1,p )(τ, z) = p
(
p2k−5 + 1
)
e
(2)
k,m(τ, pz) + (e
(2)
k,m|S(2)p )(τ, z),
(e
(2)
k,m|V (2)2,p )(τ, z) = (p2k−4 − p2k−6) e(2)k,m(τ, pz) + (p2k−5 + 1)(e(2)k,m|S(2)p )(τ, z).
These identities can be also regarded as relations among Fourier coefficients of H(3)
k− 1
2
.
The expression of the Fourier coefficients of e
(2)
k,m|V (2)i,p (i = 1, 2) will be given in the
appendix §8.2.
Because e
(2)
k,m corresponds to a Fourier-Jacobi coefficient of Siegel-Eisenstein series
of weight k of degree four, we can regard these identities as relations among Fourier
coefficients of Siegel-Eisenstein series of degree four.
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Now, let T2,1(p
2) and T2,2(p
2) be Hecke operators which generate the local Hecke ring
at p acting on the generalized plus-space of degree two. These T2,1(p
2) and T2,2(p
2)
are denoted as X1(p) and p
−k+ 7
2X2(p) in [H-I 05, p.513], respectively. As a corollary of
Theorem 1.4 we have the following.
Corollary 1.5. For any prime p we obtain
H(3)
k− 1
2
((
τ 0
0 ω
))∣∣∣∣
τ
T2,1(p
2) = H(3)
k− 1
2
((
τ 0
0 ω
))∣∣∣∣
ω
(p(p2k−5 + 1) + T1(p2)),
and
H(3)
k− 1
2
((
τ 0
0 ω
))∣∣∣∣
τ
T2,2(p
2)
= H(3)
k− 1
2
((
τ 0
0 ω
))∣∣∣∣
ω
((p2k−4 − p2k−6) + p(p2k−5 + 1)T1(p2)).
Here, in LHS of the above identities we regard H(3)
k− 1
2
((
τ 0
0 ω
))
as a function of τ ∈ H2,
while we regard it as a function of ω ∈ H1 in RHS. The proof of this corollary will be
given in §7.3.
Remark 1.1
We remark that Tanigawa [Ta 86, §5] has obtained the same identity in Corollary 1.2
for Siegel-Eisenstein series of half-integral weight of degree two with arbitrary level N
which satisfies 4|N . He showed the identity by using the formula of local densities under
the assumption p 6 |N . In our case we treat the generalized Cohen-Eisenstein series of
degree two, which is essentially level 1. Hence, our result contains the relation also for
p = 2.
Remark 1.2
Corollary 1.3 follows from also the pullback formula shown by Arakawa [Ar 94, The-
orem 0.1], which is a certain formula with respect to Jacobi-Eisenstein series of index 1.
In this paper we show Corollary 1.3 as the consequence of the generalized Maass relation
of generalized Cohen-Eisenstein series of degree 3.
This paper is organized as follows: in Sect. 2, the necessary notation and definitions are
introduced. In Sect. 3, the relation among Fourier-Jacobi coefficients of Siegel-Eisenstein
series and Jacobi-Eisenstein series is derived. In Sect. 4, a certain map from a subspace
of Jacobi forms of matrix index to a space of Jacobi forms of integer index is defined.
Moreover, the compatibility of this map with certain index-shift maps is studied. In
Sect. 5, we calculate the action of certain maps on the Jacobi-Eisenstein series. We
express this function as a summation of certain exponential functions with generalized
Gauss sums. In Sect. 6, Theorem 1.1 and Corollary 1.3 will be proved, while we will
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give the proof of Theorem 1.4 and Corollary 1.5 in Sect. 7. We shall give some auxiliary
calculations as an appendix in Sect. 8.
2. Notation and definitions
R+ : the set of all positive real numbers
R(n,m) : the set of n×m matrices with entries in a commutative ring R
Sym∗n : the set of all half-integral symmetric matrices of size n
Sym+n : all positive definite matrices in Sym
∗
n
tB : the transpose of a matrix B
A[B] := tBAB for two matrices A ∈ R(n,n) and B ∈ R(n,m)
1n (resp. 0n) : identity matrix (resp. zero matrix) of size n
tr(S) : the trace of a square matrix S
e(S) := e2pi
√−1 tr(S) for a square matrix S
rankp(x) : the rank of matrix x ∈ Z(n,m) over the finite field Z/pZ
diag(a1, ..., an) : the diagonal matrix
( a1
...
an
)
for square matrices a1, ..., an(
∗
p
)
: the Legendre symbol for odd prime p(∗
2
)
:= 0, 1,−1 accordingly as a is even, a ≡ ±1 mod 8 or a ≡ ±3 mod 8
Mk− 1
2
(Γ
(n)
0 (4)) : the space of Siegel modular forms of weight k − 12 of degree n
M+
k− 1
2
(Γ
(n)
0 (4)) : the plus-space of Mk− 1
2
(Γ
(n)
0 (4)) (cf. [Ib 92].)
Hn : the Siegel upper half space of degree n
δ(S) := 1 or 0 accordingly as the statement S is true or false.
2.1. Jacobi group. For a positive integer n we define the following groups:
GSp+n (R) :=
{
g ∈ R(2n,2n) | g ( 0n −1n1n 0n ) tg = n(g) ( 0n −1n1n 0n ) for some n(g) ∈ R+} ,
Spn(R) :=
{
g ∈ GSp+n (R) |n(g) = 1
}
,
Γn := Spn(R) ∩ Z(2n,2n),
Γ(n)∞ :=
{(
A B
C D
)
∈ Γn
∣∣∣∣ C = 0n} ,
Γ
(n)
0 (4) :=
{(
A B
C D
)
∈ Γn
∣∣∣∣ C ≡ 0 mod 4} .
For a matrix g ∈ GSp+n (R), the number n(g) in the above definition of GSp+n (R) is called
the similitude of the matrix g.
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For positive integers n, r we define the subgroup GJn,r ⊂ GSp+n+r(R) by
GJn,r :=


A B
U
C D
V


1n µ
tλ 1r
tµ tλµ+ κ
1n −λ
1r
 ∈ GSp+n+r(R)
 ,
where in the above definition the matrices runs over
(
A B
C D
)
∈ GSp+n (R),
(
U 0
0 V
)
∈
GSp+r (R), λ, µ ∈ R(n,r) and κ = tκ ∈ R(r,r).
We will abbreviate such an element
(
A B
U
C D
V
)( 1n µ
tλ 1r tµ tλµ+κ
1n −λ
1r
)
as
((
A B
C D
)
×
(
U 0
0 V
)
, [(λ, µ), κ]
)
.
We remark that two matrices ( A BC D ) and (
U 0
0 V ) have the same similitude in the above.
We will often write ((
A B
C D
)
, [(λ, µ), κ]
)
instead of writing (( A BC D )× 12r, [(λ, µ), κ]) for simplicity. We remark that the element
(( A BC D ) , [(λ, µ), κ]) belongs to Spn+r(R). Similarly an element(
1n µ
tλ 1r tµ tλµ+κ
1n −λ
1r
)(
A B
U
C D
V
)
will be abbreviated as (
[(λ, µ), κ],
(
A B
C D
)
×
(
U 0
0 V
))
,
and we will abbreviate it as ([(λ, µ), κ], ( A BC D )) for the case U = V = 1r .
We set a subgroup ΓJn,r of G
J
n,r by
ΓJn,r :=
{
(M, [(λ, µ), κ]) ∈ GJn,r
∣∣M ∈ Γn, λ, µ ∈ Z(n,r), κ ∈ Z(r,r)} .
2.2. The universal covering groups ˜GSp+n (R) and G˜
J
n,1. We denote by
˜GSp+n (R)
the universal covering group of GSp+n (R) which consists of pairs (M,ϕ(τ)), where M is
a matrix M = ( A BC D ) ∈ GSp+n (R), and where ϕ is any holomorphic function on Hn such
that |ϕ(τ)|2 = det(M)− 12 | det(Cτ +D)|. The group operation on ˜GSp+n (R) is given by
(M,ϕ(τ))(M ′, ϕ′(τ)) := (MM ′, ϕ(M ′τ)ϕ′(τ)).
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We embed Γ
(n)
0 (4) into the group
˜GSp+n (R) via M → (M, θ(n)(Mτ) θ(n)(τ)−1), where
θ(n)(τ) :=
∑
p∈Z(n,1)
e(τ [p]) is the theta constant. We denote by Γ
(n)
0 (4)
∗ the image of Γ(n)0 (4)
in ˜GSp+n (R) by this embedding.
We define the Heisenberg group
Hn,1(R) :=
{
(12n, [(λ, µ), κ]) ∈ Spn+1(R) | λ, µ ∈ R(n,1), κ ∈ R
}
.
If there is no confusion, we will write [(λ, µ), κ] for the element (12n, [(λ, µ), κ]) for
simplicity.
We define the group
G˜Jn,1 :=
˜GSp+n (R)⋉Hn,1(R)
=
{
(M˜, [(λ, µ), κ])
∣∣∣ M˜ ∈ ˜GSp+n (R), [(λ, µ), κ] ∈ Hn,1(R)} .
Here the group operation on G˜Jn,1 is given by
(M˜1, [(λ1, µ1), κ1]) · (M˜2, [(λ2, µ2), κ2]) := (M˜1M˜2, [(λ′, µ′), κ′])
for (M˜i, [(λi, µi), κi]) ∈ G˜Jn,1 (i = 1, 2), and where [(λ′, µ′), κ′] ∈ Hn,1(R) is the matrix
determined through the identity
(M1 ×
(
n(M1) 0
0 1
)
, [(λ1, µ1), κ1])(M2 ×
(
n(M2) 0
0 1
)
, [(λ2, µ2), κ2])
= (M1M2 ×
(
n(M1)n(M2) 0
0 1
)
, [(λ′, µ′), κ′])
in GJn,1. Here n(Mi) is the similitude of Mi.
2.3. Action of the Jacobi group. The group GJn,r acts on Hn × C(n,r) by
γ · (τ, z) :=
((
A B
C D
)
· τ , t(Cτ +D)−1(z + τλ + µ)tU
)
for any γ = (( A BC D )× ( U 00 V ) , [(λ, µ), κ]) ∈ GJn,r and for any (τ, z) ∈ Hn × C(n,r). Here(
A B
C D
)
· τ := (Aτ +B)(Cτ +D)−1 is the usual transformation.
The group G˜Jn,1 acts on Hn × C(n,1) through the action of GJn,1 by
γ˜ · (τ, z) := (M × ( n(M) 0
0 1
)
, [(λ, µ), κ]) · (τ, z)
for γ˜ = ((M,ϕ), [(λ, µ), κ]) ∈ G˜Jn,1 and for (τ, z) ∈ Hn × C(n,1). Here n(M) is the
similitude of M ∈ GSp+n (R).
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2.4. Factors of automorphy. Let k be an integer and let M ∈ Sym+r . For γ =
(( A BC D )× ( U 00 V ) , [(λ, µ), κ]) ∈ GJn,r we define a factor of automorphy
Jk,M (γ, (τ, z)) := det(V )k det(Cτ +D)k e(V −1MU(((Cτ +D)−1C)[z + τλ+ µ]))
×e(−V −1MU(tλτλ+ tzλ+ tλz + tµλ+ tλµ+ κ)).
We define a slash operator |k,M by
(φ|k,Mγ)(τ, z) := Jk,M(γ, (τ, z))−1φ(γ · (τ, z))
for any function φ on Hn × C(n,r) and for any γ ∈ GJn,r. We remark that
Jk,M(γ1γ2, (τ, z)) = Jk,M(γ1, γ2 · (τ, z))Jk,V −11 MU1(γ2, (τ, z)),
φ|k,Mγ1γ2 = (φ|k,Mγ1)|k,V−11 MU1γ2.
for any γi =
(
Mi ×
(
Ui 0
0 Vi
)
, [(λi, µi), κi]
) ∈ GJn,r (i = 1, 2).
Let k and m be integers. We define a slash operator |k− 1
2
,m for any function φ on
Hn × C(n,1) by
φ|k− 1
2
,mγ˜ := Jk− 1
2
,m(γ˜, (τ, z))
−1φ(γ˜ · (τ, z))
for any γ˜ = ((M,ϕ), [(λ, µ), κ]) ∈ G˜Jn,1. Here we define a factor of automorphy
Jk− 1
2
,m(γ˜, (τ, z)) := ϕ(τ)
2k−1e(n(M)m(((Cτ +D)−1C)[z + τλ + µ]))
×e(−n(M)m(tλτλ+ tzλ+ tλz + tµλ+ tλµ+ κ)),
where n(M) is the similitude of M . We remark that
Jk− 1
2
,m(γ˜1γ˜2, (τ, z)) = Jk− 1
2
,m(γ˜1, γ˜2 · (τ, z))Jk− 1
2
,n(M1)m
(γ˜2, (τ, z))
φ|k− 1
2
,mγ˜1γ˜2 = (φ|k− 1
2
,mγ˜1)|k− 1
2
,n(M1)m
γ˜2
for any γ˜i = ((Mi, ϕi), [(λi, µi), κi]) ∈ G˜Jn,1 (i = 1, 2).
2.5. Jacobi forms of matrix index. We quote the definition of Jacobi forms of ma-
trix index from [Zi 89]. For an integer k and for an matrix M ∈ Sym+r a C-valued
holomorphic function φ on Hn × C(n,r) is called a Jacobi form of weight k of index M
of degree n, if φ satisfies the following two conditions:
(1) the transformation formula φ|k,Mγ = φ for any γ ∈ ΓJn,r,
(2) φ has the Fourier expansion: φ(τ, z) =
∑
N∈Sym∗n,R∈Z(n,r)
4N−RM−1tR≥0
c(N,R)e(Nτ)e(tRz).
We remark that the second condition follows from the Koecher principle (cf. [Zi 89,
Lemma 1.6]) if n > 1.
We denote by J
(n)
k,M the C-vector space of Jacobi forms of weight k of index M of
degree n.
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2.6. Jacobi forms of half-integral weight. We set the subgroup ΓJ∗n,1 of G˜
J
n,1 by
ΓJ∗n,1 :=
{
(M∗, [(λ, µ), κ]) ∈ G˜Jn,1 |M∗ ∈ Γ(n)0 (4)∗, λ, µ ∈ Z(n,1), κ ∈ Z
}
∼= Γ(n)0 (4)∗ ⋉Hn,1(Z),
where we put Hn,1(Z) := Hn,1(R) ∩ Z(2n+2,2n+2). Here the group Γ(n)0 (4)∗ was defined in
§2.2.
For an integer k and for an integer m, a holomorphic function φ on Hn×C(n,1) is called
a Jacobi form of weight k − 1
2
of index m, if φ satisfies the following two conditions:
(1) the transformation formula φ|k− 1
2
,mγ
∗ = φ for any γ∗ ∈ ΓJ∗n,1,
(2) φ2|2k−1,2mγ has the Fourier expansion for any γ ∈ ΓJn,1:(
φ2|2k−1,2mγ
)
(τ, z) =
∑
N∈Sym∗n,R∈Z(n,1)
4Nm−RtR≥0
C(N,R) e
(
1
h
Nτ
)
e
(
1
h
tRz
)
with a certain integer h > 0, and where the slash operator |2k−1,2m was defined
in §2.5.
We denote by J
(n)
k− 1
2
,m
the C-vector space of Jacobi forms of weight k − 1
2
of index m.
2.7. Index-shift maps. In this subsection we introduce two kinds of maps. The both
maps shift the index of Jacobi forms and these are generalizations of the Vl-map in the
book of Eichler-Zagier [E-Z 85].
We define two groups GSp+n (Z) := GSp
+
n (R) ∩ Z(2n,2n) and
˜GSp+n (Z) :=
{
(M,ϕ) ∈ ˜GSp+n (R)
∣∣∣∣ M ∈ GSp+n (Z)} .
First we define index-shift maps for Jacobi forms of integral weight of matrix index.
Let M = ( ∗ ∗∗ 1 ) ∈ Sym+2 . Let X ∈ GSp+n (Z) be a matrix such that the similitude of X
is n(X) = p2 with a prime p. For any φ ∈ J (n)k,M we define the map
φ|V (X) :=
∑
u,v∈(Z/pZ)(n,1)
∑
M∈Γn\ΓnXΓn
φ|k,M
(
M ×
(
p2 0 0 0
0 p 0 0
0 0 1 0
0 0 0 p
)
, [((0, u), (0, v)), 0n]
)
,
where (0, u), (0, v) ∈ (Z/pZ)(n,2). The above summation is a finite sum and do not
depend on the choice of the representatives u, v and M . A straightforward calculation
shows that φ|V (X) belongs to J (n)
k,M[
(
p 0
0 1
)
]
. Namely V (X) is a map:
V (X) : J
(n)
k,M → J (n)k,M[( p 0
0 1
)
]
.
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For the sake of simplicity we set
Vα,n−α(p2) := V (diag(1α, p1n−α, p21α, p1n−α))
for any prime p and for any α (0 ≤ α ≤ n).
Next we shall define index-shift maps for Jacobi forms of half-integral weight of integer
index. We assume that p is an odd prime. Let m be a positive integer. Let Y = (X,ϕ) ∈
˜GSp+n (Z) be a matrix such that the similitude of X is n(X) = p
2. For ψ ∈ J (n)
k− 1
2
,m
we
define the map
ψ|V˜ (Y ) := n(X)n(2k−1)4 −n(n+1)2
∑
M˜∈Γ(n)0 (4)∗\Γ(n)0 (4)∗Y Γ(n)0 (4)∗
ψ|k− 1
2
,m(M˜, [(0, 0), 0n]),
where the above summation is a finite sum and does not depend on the choice of the
representatives M˜ . A direct computation shows that ψ|V˜ (Y ) belongs to J (n)
k− 1
2
,mp2
. For
the sake of simplicity we set
V˜α,n−α(p2) := V˜ ((diag(1α, p1n−α, p21α, p1n−α), pα/2))
for any odd prime p and for any α (0 ≤ α ≤ n).
As for p = 2, we will introduce index-shift maps V˜α,n−α(4) in §4.6, which are maps
from a certain subspace J
(n)∗
k− 1
2
,m
of J
(n)
k− 1
2
,m
to J
(n)
k− 1
2
,4m
.
3. Fourier Jacobi expansion of Siegel-Eisenstein series with matrix
index
In this section we assume that k is an even integer.
For M ∈ Sym+2 and for an even integer k we define the Jacobi-Eisenstein series of
weight k of index M by
E
(n)
k,M :=
∑
M∈Γ(n)∞ \Γn
∑
λ∈Z(n,2)
1|k,M([(λ, 0), 0],M).
The Jacobi-Eisenstein series E
(n)
k,M is absolutely convergent for k > n+ 3 (cf. [Zi 89]).
The Siegel-Eisenstein series E
(n)
k of weight k of degree n is defined by
E
(n)
k (Z) :=
∑
(C,D)
det(CZ +D)−k,
where Z ∈ Hn and (C,D) runs over a complete set of representatives of the equivalence
classes of coprime symmetric pairs of size n. Let
E
(n)
k ((
τ z
tz ω )) =
∑
M∈Sym∗2
e
(n−2)
k,M (τ, z) e(Mω)
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be the Fourier-Jacobi expansion of the Siegel-Eisenstein series E
(n)
k of weight k of degree
n, where τ ∈ Hn−2, ω ∈ H2 and z ∈ C(n−2,2).
The explicit formula for the Fourier-Jacobi expansion of Siegel-Eisenstein series is
given in [Bo 83, Satz 7] for arbitrary degree. The purpose of this section is to express
the Fourier-Jacobi coefficient e
(n−2)
k,M for M = ( ∗ ∗∗ 1 ) ∈ Sym+2 as a summation of Jacobi-
Eisenstein series of matrix index (Proposition 3.3.)
First, we obtain the following lemma.
Lemma 3.1. For any A ∈ GLn(Z) we have
E
(n)
k,M(τ, z) = E
(n)
k,M[A−1](τ, z
tA)
and
e
(n)
k,M(τ, z) = e
(n)
k,M[A−1](τ, z
tA).
Proof. The first identity follows directly from the definition. The transformation formula
E
(n+2)
k
((
1n
A
)(
τ z
tz ω
)(
1n
tA
))
= E
(n+2)
k
((
τ z
tz ω
))
gives the second identity.
⊓⊔
Let m be a positive integer. We denote by D0 the discriminant of Q(
√−m), and we
put f :=
√
m
|D0| . We note that f is a positive integer if −m ≡ 0, 1 mod 4.
We denote by hk− 1
2
(m) the m-th Fourier coefficient of the Cohen-Eisenstein series of
weight k− 1
2
(cf. Cohen [Co 75]). The following formula is known (cf. [Co 75], [E-Z 85]):
hk− 1
2
(m)
=
{
hk− 1
2
(|D0|)mk− 32
∑
d|f µ(d)
(
D0
d
)
d1−kσ3−2k
(
f
d
)
, if −m ≡ 0, 1 mod 4,
0, otherwise,
where we define σa(b) :=
∑
d|b
da.
We assume −m ≡ 0, 1 mod 4. Let D0 and f be as above. We define
gk(m) :=
∑
d|f
µ(d)hk− 1
2
(m
d2
)
.
We will use the following lemma for the proof of Theorem 1.1 and Theorem 1.4.
Lemma 3.2. Let m be a natural number such that −m ≡ 0, 1 mod 4. Then for any
prime p we have
gk(p
2m) =
(
p2k−3 −
(−m
p
)
pk−2
)
gk(m).
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Proof. Let D0, f be as above. We have
hk− 1
2
(m) = hk− 1
2
(|D0|)|D0|k− 32
∏
q|f
{
σ2k−3(qlq)−
(
D0
q
)
qk−2σ2k−3(qlq−1)
}
,
where q runs over all primes which divide f , and where we put lq := ordq(f). In
particular, the function hk− 1
2
(m)(hk− 1
2
(|D0|)|D0|k− 32 )−1 is multiplicative with respect to
f . We have also
hk− 1
2
(|D0|q2lq)− hk− 1
2
(|D0|q2lq−2)
= hk− 1
2
(|D0|)|D0|k− 32
(
q(2k−3)lq −
(
D0
q
)
qk−2+(2k−3)(lq−1)
)
,
Thus
gk(m) = hk− 1
2
(|D0|)|D0|k− 32
∏
q|f
hk− 1
2
(|D0|q2lq)− hk− 1
2
(|D0|q2lq−2)
hk− 1
2
(|D0|)|D0|k− 32
= hk− 1
2
(|D0|)|D0|k− 32
∏
q|f
(
q(2k−3)lq −
(
D0
q
)
qk−2+(2k−3)(lq−1)
)
.
The lemma follows from this identity, because
(
−m
p
)
= 0 if p|f ;
(
−m
p
)
=
(
D0
p
)
if p 6 |f .
⊓⊔
We obtain the following proposition.
Proposition 3.3. For M =
(∗ ∗
∗ 1
)
∈ Sym+2 we put m = det(2M). Let D0, f be as
above. If k > n+ 1, then
e
(n−2)
k,M (τ, z) =
∑
d|f
gk
(m
d2
)
E
(n−2)
k,M[tWd−1](τ, zWd),
where we chose a matrix Wd ∈ GL2(Q) ∩ Z(2,2) for each d which satisfies the condi-
tions det(Wd) = d and W
−1
d MtWd−1 =
(∗ ∗
∗ 1
)
∈ Sym+2 . The above summation is
independent of the choice of the matrix Wd.
Proof. The Satz 7 in [Bo 83] is the essential part of this proof. For M′ ∈ Sym+n we
denote by ak2(M′) theM′-th Fourier coefficient of Siegel-Eisenstein series of weight k of
degree 2. We put
Mn2 (Z)
∗ :=
{
N ∈ Z(2,2) | det(N) 6= 0 and there exists V = ( N ∗∗ ∗ ) ∈ GLn(Z)
}
.
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We call a matrix N ∈ Z(n,2) primitive if there exists a matrix V ∈ GLn(Z) such that
V = (N ∗). From [Bo 83, Satz 7] we have
e
(n−2)
k,M (τ, z) =
∑
N1∈Mn2 (Z)∗/GL(2,Z)
N−11 MtN1−1∈Sym+2
ak2(M[tN1−1])
∑
N3∈Z(n−2,2)(
N1
N3
)
:primitive
f(M, N1, N3; τ, z),
where we define
f(M, N1, N3; τ, z)
:=
∑
(A BC D )∈Γ
(n−2)
∞ \Γn−2
det(Cτ +D)−k
× e(M {−tz(Cτ +D)−1Cz + tz(Cτ +D)−1N3N−11
+tN1
−1tN3t(Cτ +D)−1z + tN1
−1tN3(Aτ +B)(Cτ +D)−1N3N−11
}
).
For positive integer l we chose a matrix Wl ∈ Z(2,2) which satisfies three conditions
det(Wl) = l, W
−1
l MtWl−1 ∈ Sym+2 and W−1l MtWl−1 =
(∗ ∗
∗ 1
)
. Because of these
conditions, Wl has the form Wl =
(
l x
0 1
)
with some x ∈ Z. The set WlGL(2,Z) is
uniquely determined for each positive integer l such that l2|m.
Thus
e
(n−2)
k,M (τ, z)
=
∑
l
l2|m
ak2(M[tWl−1])
∑
a|l
µ(a)
∑
N3∈Z(n−2,2)
f(M,Wl, N3 ( a 00 1 ) ; τ, z)
=
∑
l
l2|m
ak2(M[tWl−1])
∑
a|l
µ(a)
∑
N3∈Z(n−2,2)
f(M[tWl−1 ( a 00 1 )], 12, N3; τ, zWl ( a 00 1 )−1)
Therefore
e
(n−2)
k,M (τ, z)
=
∑
l
l2|m
ak2(M[tWl−1])
∑
a|l
µ(a)E
(n−2)
k,M[tW−1
l (
a
1 )]
(τ, zWl
(
a−1
1
)
)
=
∑
d
d2|m
E
(n−2)
k,M[tW−1
d
]
(τ, zWd)
∑
a
a2|m
d2
µ(a) ak2(M[tWd−1
(
a−1
1
)
]).
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Here we have ak2(M′) = hk− 1
2
(det(2M′)) for any M′ = ( ∗ ∗∗ 1 ) ∈ Sym+2 . Moreover, if
m 6≡ 0, 3 mod 4, then hk− 1
2
(m) = 0. Hence
e
(n−2)
k,M (τ, z) =
∑
d
d|f
E
(n−2)
k,M[tW−1
d
]
(τ, zWd)
∑
a
a| f
d
µ(a) hk− 1
2
(
m
a2d2
).
Therefore the proposition follows. ⊓⊔
4. Relation between Jacobi forms of integer index and of matrix index
In this section we fix a positive definite half-integral symmetric matrix M ∈ Sym+2 ,
and we assume that M has a form M =
(
l 1
2
r
1
2
r 1
)
with integers l and r.
The purpose of this section is to give a map ιM, which is a map from certain holo-
morphic functions on Hn × C(n,2) to holomorphic functions on Hn × C(n,1).
The restriction of ιM gives a map from a certain subspaces J
(n)∗
k,M of J
(n)
k,M to a certain
subspace J
(n)∗
k− 1
2
,det(2M) of J
(n)
k− 1
2
,det(2M) (cf. Lemma 4.2). Moreover, we shall show the
compatibility of the restriction of this map ιM with index-shift maps which shift indices
of spaces of Jacobi forms. (cf. Proposition 4.3 and Proposition 4.4). Furthermore we
define index-shift maps for J
(n)∗
k− 1
2
,det(2M) at p = 2 through the map ιM (cf. §4.6).
4.1. An expansion of Jacobi forms of integer index. In this subsection we shall in-
troduce certain spaces M∗k (Γn), J
(n−1)∗
k,1 and J
(n−2)∗
k,M . Moreover, we consider an expansion
of Jacobi forms of integer index.
The C-vector subspace M∗k (Γn) of Mk(Γn) denotes the image of the Ikeda lifts in
Mk(Γn). We remark that this subspace M
∗
k (Γn) contains the Siegel-Eisenstein series
E
(n)
k . In the case n = 2, the space M
∗
k (Γ2) coincides the Maass space.
We denote by J
(n)
k,1 the space of Jacobi forms of weight k of index 1 of degree n (cf.
§2.5). The C-vector subspace J (n−1)∗k,1 of J (n−1)k,1 denotes the image of M∗k (Γn) through
the Fourier-Jacobi expansion with index 1. Moreover, the C-vector subspace J (n−2)∗k,M of
J
(n−2)
k,M denotes the image ofM
∗
k (Γn) in J
(n−2)
k,M through the Fourier-Jacobi expansion with
index M, where M is a 2× 2 matrix.
Let φ1(τ, z) ∈ J (n−1)k,1 be a Jacobi form of index 1. We regard φ1(τ, z) e(ω) as a
holomorphic function on Hn, where τ ∈ Hn−1, z ∈ C(n−1,1) and ω ∈ H1 such that
( τ ztz ω ) ∈ Hn. We have an expansion
φ1(τ, z)e(w) =
∑
S∈Sym+2
S=( ∗ ∗∗ 1 )
φS(τ ′, z′)e(Sω′),
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where τ ′ ∈ Hn−2, z′ ∈ C(n−2,2) and ω′ ∈ H2 such that ( τ ztz ω ) =
(
τ ′ z′
tz′ ω′
) ∈ Hn. Because
the group ΓJn−2,2 is a subgroup of Γ
J
n−1,1, the form φS belongs to J
(n−2)
k,S . We denote this
map by FJ1,S , namely we have a map
FJ1,S : J
(n−1)
k,1 → J (n−2)k,S .
4.2. Fourier-Jacobi expansion of Siegel modular forms of half-integral weight.
The purpose of this subsection is to show the following lemma.
Lemma 4.1. Let F ( τ ztz ω ) =
∑
m∈Z φm(τ, z)e(mω) be a Fourier-Jacobi expansion of
F ∈Mk− 1
2
(Γ
(n+1)
0 (4)), where τ ∈ Hn, ω ∈ H1 and z ∈ C(n,1). Then φm ∈ J (n)k− 1
2
,m
for any
natural number m.
Proof. Due to the definition of J
(n)
k− 1
2
,m
, it is enough to show the identity
θ(n+1)(γ · ( τ ztz ω )) θ(n+1)(( τ ztz ω ))−1 = θ(n)(( A BC D ) · τ) θ(n)(τ)−1
for any γ = (( A BC D ) , [(λ, µ), κ]) ∈ ΓJn,1, ( τ ztz ω ) ∈ Hn+1 such that τ ∈ Hn, ω ∈ H1. Here
θ(n+1) and θ(n) are the theta constants (cf. §2.2.)
For any M =
(
A′ B′
C′ D′
) ∈ Γ(n+1)0 (4), it is known that(
θ(n+1)(M · Z) θ(n+1)(Z)−1)2 = det(C ′Z +D′)( −4
detD′
)
,
where Z ∈ Hn+1. Here
( −4
detD′
) (
= (−1) detD′−12
)
is the quadratic symbol. Hence for any
γ = (( A BC D ) , [(λ, µ), κ]) ∈ ΓJn,1 we obtain(
θ(n+1)(γ · Z) θ(n+1)(Z)−1)2 = det(Cτ +D)( −4
detD
)
,
where Z = ( τ ztz ω ) ∈ Hn+1 with τ ∈ Hn. In particular, the holomorphic function θ
(n+1)(γ·Z)
θ(n+1)(Z)
does not depend on the choice of z ∈ C(n,1) and of ω ∈ H1. We substitute z = 0 into
θ(n+1)(γ·Z)
θ(n+1)(Z)
and a straightforward calculation shows
θ(n+1)(γ · ( τ 00 ω ))
θ(n+1)(( τ 00 ω ))
=
θ(n)(( A BC D ) · τ)
θ(n)(τ)
.
Hence we conclude this lemma. ⊓⊔
4.3. The map σ and the subspace J
(n)∗
k− 1
2
,m
. In this subsection we introduce general-
ized Cohen-Eisenstein series H(n+1)
k− 1
2
and consider the Fourier-Jacobi expansion ofH(n+1)
k− 1
2
.
Moreover, we will introduce a subspace J
(n)∗
k− 1
2
,m
of J
(n)
k− 1
2
,m
.
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Let M+
k− 1
2
(Γ
(n+1)
0 (4)) be the generalized plus-space introduced in [Ib 92, page 112],
which is a generalization of the Kohnen plus-space for higher degrees:
M+
k− 1
2
(Γ
(n+1)
0 (4)) :=
F ∈Mk− 12 (Γ(n+1)0 (4))
∣∣∣∣∣∣
the coefficients A(N) = 0 unless
N + (−1)kRtR ∈ 4 Sym∗n+1
for some R ∈ Z(n+1,1)
 .
For any even integer k, the isomorphism between J
(n+1)
k,1 , which is the space of Jacobi
forms of index 1, and M+
k− 1
2
(Γ
(n+1)
0 (4)) is shown in [Ib 92, Theorem 1]. We denote this
linear map by σ which is a bijection from J
(n+1)
k,1 toM
+
k− 1
2
(Γ
(n+1)
0 (4)) as modules over the
ring of Hecke operators. The map σ is given via∑
N∈Sym∗n, R∈Z(n,1)
4N−RtR≥0
C(N,R) e(Nτ +Rtz)
7→
∑
R mod (2Z)(n,1)
R∈Z(n,1)
∑
N∈Sym∗n
4N−RtR≥0
C(N,R) e((4N − RtR)τ).
The C-vector subspace M∗
k− 1
2
(Γ
(n+1)
0 (4)) of M
+
k− 1
2
(Γ
(n+1)
0 (4)) denotes the image of
J
(n+1)∗
k,1 by the map σ, where J
(n+1)∗
k,1 was defined in §4.1.
Let E
(n+1)
k,1 be the first Fourier-Jacobi coefficient of Siegel-Eisenstein series E
(n+2)
k . It is
known that E
(n+1)
k,1 coincides the Jacobi-Eisenstein series of weight k of index 1 of degree
n+ 1 (cf. [Bo 83, Satz 7].) We define the generalized Cohen-Eisenstein series H(n+1)
k− 1
2
of
weight k − 1
2
of degree n + 1 by
H(n+1)
k− 1
2
:= σ(E
(n+1)
k,1 ).
Because E
(n+1)
k,1 ∈ J (n+1)∗k,1 , we have H(n+1)k− 1
2
∈M∗
k− 1
2
(Γ
(n+1)
0 (4)).
For any integer m we denote by F˜Jm the linear map from Mk− 1
2
(Γ
(n+1)
0 (4)) to J
(n)
k− 1
2
,m
obtained by the Fourier-Jacobi expansion with respect to the index m.
We denote by J
(n)∗
k− 1
2
,m
the image of M∗
k− 1
2
(Γ
(n+1)
0 (4)) through the map F˜Jm.
We recall that the form e
(n)
k,m was defined as the m-th Fourier-Jacobi coefficient of the
generalized Cohen-Eisenstein series H(n+1)
k− 1
2
(cf. §1). Thus e(n)k,m ∈ J (n)∗k− 1
2
,m
.
4.4. The map ιM. We recall M =
(
l r
2
r
2
1
)
∈ Sym+2 . In this subsection we shall intro-
duce a map
ιM : H
(n)
M → Hol(Hn × C(n,1) → C),
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where H
(n)
M is a certain subspace of holomorphic functions on Hn × C(n,2), which will
be defined below, and where Hol(Hn × C(n,1) → C) denotes the space of all holomor-
phic functions on Hn × C(n,1). We will show that the restriction of ιM gives a linear
isomorphism between J
(n)∗
k,M and J
(n)∗
k− 1
2
,m
(cf. Lemma 4.2.)
Let φ be a holomorphic function on Hn × C(n,2). We assume that φ has a Fourier
expansion
φ(τ, z) =
∑
N∈Sym∗n,R∈Z(n,1)
4N−RM−1tR≥0
A(N,R) e(Nτ +t Rz)
for (τ, z) ∈ Hn×C(n,2), and assume that φ satisfies the following condition on the Fourier
coefficients: if (
N 1
2
R
1
2
t
R M
)
=
(
N ′ 1
2
R′
1
2
t
R′ M
)[(
1n
tT 12
)]
with some T =
(
0, λ
) ∈ Z(n,2), λ ∈ Z(n,1), then A(N,R) = A(N ′, R′).
The symbol H
(n)
M denotes the C-vector space consists of all holomorphic functions
which satisfy the above condition.
We remark J
(n)∗
k,M ⊂ J (n)k,M ⊂ H(n)M for any even integer k.
Now we shall define a map ιM. For φ(τ ′, z′) =
∑
A(N,R)e(Nτ ′ + Rtz′) ∈ H(n)M we
define a holomorphic function ιM(φ) on Hn × C(n,1) by
ιM(φ)(τ, z) :=
∑
M∈Sym∗n, S∈Z(n,1)
4Mm−StS≥0
C(M,S)e(Mτ + Stz),
for (τ, z) ∈ Hn × C(n,1), where we define C(M,S) := A(N,R) if there exists matrices
N ∈ Sym∗2 and R = (R1, R2) ∈ Z(n,2) (R1, R2 ∈ Z(n,1)) which satisfy(
M 1
2
S
1
2
t
S det(2M)
)
= 4
(
N 1
2
R1
1
2
t
R1 l
)
−
(
R2
r
)(
tR2, r
)
,
C(M,S) := 0 otherwise. We remark that the coefficient C(M,S) does not depend on
the choice of the matrices N and R, because if
4
(
N 1
2
R1
1
2
t
R1 l
)
−
(
R2
r
)(
tR2, r
)
= 4
(
N ′ 1
2
R′1
1
2
t
R′1 l
)
−
(
R′2
r
)(
tR′2, r
)
,
then 4N − R2tR2 = 4N ′ − R′2tR′2. Hence R2tR2 ≡ R′2tR′2 mod 4. Thus there exists a
matrix λ ∈ Z(n,1) such that R′2 = R2 + 2λ. Therefore, by straightforward calculation we
have (
N 1
2
R
1
2
t
R M
)
=
(
N ′ 1
2
R′
1
2
t
R′ M
)[(
1n 0
tT 12
)]
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with T = (0, λ), R = (R1, R2) and R
′ = (R′1, R′2). Because φ belongs to H
(n)
M , the above
definition of C(M,S) is well-defined.
Now, we restrict the above map ιM to the subspace J
(n+1)∗
k,1 ⊂ J (n+1)k,1 , then we obtain
the following lemma.
Lemma 4.2. Let k be an even integer. We put m = det(2M). Then we have the
following commutative diagram:
J
(n+1)∗
k,1
σ|
J
(n+1)∗
k,1−−−−−→ M∗
k− 1
2
(Γ
(n+1)
0 (4))
FJ1,M|
J
(n)∗
k,1
y yF˜Jm|M∗
k− 12
(Γ
(n)
0
(4))
J
(n)∗
k,M
ιM|
J
(n)∗
k,M−−−−−→ J (n)∗
k− 1
2
,m
.
Moreover, the restriction of the linear map ιM on J
(n)∗
k,M is a bijection between J
(n)∗
k,M and
J
(n)∗
k− 1
2
,m
.
Proof. Let ψ ∈ J (n+1)∗k,1 . Due to the definition of σ (cf. §4.3) and ιM, it is not difficult to
see ιM(FJ1,M(ψ)) = F˜Jm(σ(ψ)). Namely, we have the above commutative diagram.
Because the map F˜Jm|M∗
k−12
(Γ
(n+1)
0 (4))
: M∗
k− 1
2
(Γ
(n+1)
0 (4)) → J (n)∗k− 1
2
,m
is surjective and
because σ is an isomorphism, the map ιM|J(n)∗
k,M
: J
(n)∗
k,M → J (n)∗k− 1
2
,m
is surjective. The
injectivity of the map ιM|J(n)∗
k,M
: J
(n)∗
k,M → J (n)∗k− 1
2
,m
follows directly from the definition of
the map ιM. ⊓⊔
4.5. Compatibility between index-shift maps and ιM. In this subsection we shall
show compatibility between some index-shift maps and the map ιM.
For function ψ on Hn × C(n,2) and for L ∈ Z(2,2) we define the function ψ|UL on
Hn × C(n,2) by
(ψ|UL)(τ, z) := ψ(τ, ztL).
For function φ on Hn×C(n,1) and for integer a we define the function φ|Ua on Hn×C(n,1)
by
(φ|Ua)(τ, z) := φ(τ, az).
Proposition 4.3. For any φ ∈ J (n)∗k,M and for any L = ( ab 1 ) ∈ Z(2,2) we obtain
ιM[L](φ|UL) = ιM(φ)|Ua.
In particular, for any prime p we have ιM[( p 1 )]
(
φ
∣∣∣U( p 1 )) = ιM(φ)|Up.
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Proof. We put m = det(2M). Let φ(τ, z′) =
∑
N∈Sym∗n, R∈Z(n,2)
4N−RM−1tR≥0
A(N,R)e(Nτ +Rtz′) be a Fourier
expansion of φ. And let
ιM(φ)(τ, z) =
∑
M∈Sym∗n, S∈Z(n,1)
4Mm−StS≥0
C(M,S) e(Mτ + Stz),
ιM[L](φ|UL)(τ, z) =
∑
M∈Sym∗n, S∈Z(n,1)
4Mma2−StS≥0
C1(M,S) e(Mτ + S
tz)
and
(ιM(φ)|Ua)(τ, z) =
∑
M∈Sym∗n, S∈Z(n,1)
4Mma2−StS≥0
C2(M,S) e(Mτ + S
tz)
be Fourier expansions.
We have C2(M,S) = C(M, a
−1S). Moreover, we obtain C1(M,S) = A(N,RL−1) with
some N ∈ Sym∗n and R ∈ Z(n,2) such that
(
M 1
2
S
1
2
tS ma2
)
= 4
(
N 1
2
R
1
2
tR M[L]
)

1n
0
...
0
0 · · · 0 1
−1
2
t(R ( 01 )) −12ra− b

 .
With the above matrices N , R, M and S we have
(
M 1
2
a−1S
1
2
a−1tS m
)
= 4
(
N 1
2
R
1
2
tR M[L]
)

1n
0
...
0
0 · · ·0 1
−1
2
t(R ( 01 )) −12ra− b

 1n
0
...
0
0 · · ·0 a−1


= 4
(
N 1
2
RL−1
1
2
t(RL−1) M
)
 1n+1
0
...
0
−1
2
t(RL−1 ( 01 )) −12r

 .
Thus C2(M,S) = C(M, a
−1S) = A(N,RL−1) = C1(M,S). ⊓⊔
Proposition 4.4. For odd prime p and for 0 ≤ α ≤ n, let V˜α,n−α(p2) and Vα,n−α(p2) be
index-shift maps defined in §2.7. Then, for any φ ∈ J (n)∗k,M we have
ιM(φ)|V˜α,n−α(p2) = pk(2n+1)−n(n+ 72 )+ 12α ιM[( p 1 )](φ|Vα,n−α(p
2)).(4.1)
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Proof. We compare the Fourier coefficients of the both sides of (4.1). Let
φ(τ, z′) =
∑
N,R
A1(N,R)e(Nτ +R
tz′),
(φ|Vα,n−α(p2))(τ, z′) =
∑
N,R
A2(N,R)e(Nτ +R
tz′),
(ιM(φ))(τ, z) =
∑
M,S
C1(M,S)e(Mτ + S
tz)
and
(ιM(φ)|V˜α,n−α(p2))(τ, z) =
∑
M,S
C2(M,S)e(Mτ + S
tz)
be Fourier expansions, where τ ∈ Hn, z′ ∈ C(n,2) and z ∈ C(n,1). For the sake of simplicity
we put U =
(
p2
p
)
. Then
φ|Vα,n−α(p2)
=
∑
(
p2tD
−1
B
0n D
)
∑
λ2,µ2∈(Z/pZ)(n,1)
×φ|k,M
((
p2tD
−1
B
0n D
)
× ( U p2U−1 ) , [((0, λ2), (0, µ2)), 02])
=
∑
(
p2tD−1 B
0n D
)
∑
λ2,µ2∈(Z/pZ)(n,1)
∑
N,R
A(N,R)
×e(Nτ +Rtz)|k,M
((
p2tD
−1
B
0n D
)
× ( U p2U−1 ) , [((0, λ2), (0, µ2)), 02]) ,
where, in the above summations,
(
p2tD
−1
B
0n D
)
run over a set of all representatives of
Γn\Γndiag(1α, p1n−α, p21α, p1n−α)Γn, and where the slash operator |k,M is defined in
§2.4.
We put λ = (0, λ2), µ = (0, µ2) ∈ Z(n,2), then we obtain
e(Nτ +Rtz)|k,M
((
p2tD−1 B
0n D
)
× ( U p2U−1 ) , [(λ, µ), 02])
= p−k det(D)−ke(Nˆτ + Rˆtz +NBD−1 +RU tµD−1),
where
Nˆ = p2D−1N tD−1 +D−1RU tλ+
1
p2
λUMU tλ
and
Rˆ = D−1RU +
2
p2
λUMU.
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Thus
N =
1
p2
D
((
Nˆ − 1
4
Rˆ2
tRˆ2
)
+
1
4
(Rˆ2 − 2λ2)t(Rˆ2 − 2λ2)
)
tD
and
R = D
(
Rˆ− 2
p2
λUMU
)
U−1,
where Rˆ2 = Rˆ ( 01 ).
Hence, for any Nˆ ∈ Sym∗n and for any Rˆ ∈ Z(n,2) we have
A2(Nˆ, Rˆ)
= p−k
∑
(
p2tD
−1
B
0n D
)det(D)−k
∑
λ2∈(Z/pZ)(n,1)
∑
µ2∈(Z/pZ)(n,1)
A1(N,R) e(NBD
−1 +RU t(0, µ2)D−1)
= p−k+n
∑
(
p2tD
−1
B
0n D
) det(D)−k
∑
λ2∈(Z/pZ)(n,1)
A1(N,R) e(NBD
−1),
where N and R are the same symbols as the above, which are determined by Nˆ , Rˆ
and λ2, and where, in the above summations,
(
p2tD−1 B
0n D
)
runs over a complete set of
representatives of Γn\Γndiag(1α, p1n−α, p21α, p1n−α)Γn. We remark that A1(N,R) = 0
unless N ∈ Sym∗n and R ∈ Z(n,2).
Due to the definition of ιM, for N ∈ Sym∗n and R ∈ Z(n,2) we have the identity
A1(N,R) = C1(4N − R ( 01 )t (R ( 01 )), 4R ( 10 )− 2rR ( 01 )).
Here
4N − R ( 01 ) t(R ( 01 )) =
1
p2
D
(
4Nˆ − Rˆ2tRˆ2
)
tD
and
4R ( 10 )− 2rR ( 01 ) =
1
p2
D(4Rˆ ( 10 )− 2rpRˆ2).
Hence we have
A2(Nˆ, Rˆ)(4.2)
= p−k+n
∑
(
p2tD
−1
B
0n D
)det(D)−kC1(
1
p2
D
(
4Nˆ − Rˆ2tRˆ2
)
tD,
1
p2
D(4Rˆ ( 10 )− 2rpRˆ2))
×e( 1
p2
(
Nˆ − 1
4
Rˆ2
tRˆ2
)
tDB)
∑
λ2
e(
1
4p2
(Rˆ2 − 2λ2)t(Rˆ2 − 2λ2)tDB),
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where λ2 runs over a complete set of representatives of (Z/pZ)(n,1) such that
D
(
Rˆ− 2
p2
(0, λ2)UMU
)
U−1 ∈ Z(n,2).
Let Sα be a complete set of representative of Γn\Γn
(
1α
p1n−α
p21α
p1n−α
)
Γn Now we
quote a complete set of representatives Sα from [Zh 84]. We put
δi,j := diag(1i, p1j−i, p21n−j)
and
Sα :=
{(
p2δi,j
−1 b0
0n δi,j
)(
tu
−1
0n
0n u
) ∣∣∣∣ i, j, b0, u} ,
where, in the above set, i and j run over all non-negative integers such that j − i −
n + α ≥ 0, and where u runs over a complete set of representatives of (δ−1i,j GLn(Z)δi,j ∩
GLn(Z))\GLn(Z), and b0 runs over all matrices in the set
T :=

0i 0 00 a1 pb1
0 tb1 b2
∣∣∣∣∣∣ b1 ∈ (Z/pZ)
(j−i,n−j), b2 = tb2 ∈ (Z/p2Z)(n−j,n−j),
a1 =
ta1 ∈ (Z/pZ)(j−i,j−i), rankp(a1) = j − i− n + α
 .
For a matrix g =
(
p2tD
−1
B
0n D
)
=
(
p2δi,j
−1 b0
0n δi,j
)(
tu
−1
0n
0n u
)
∈ Sα with a ma-
trix b0 =
0i 0 00 a1 pb1
0 tb1 b2
 ∈ T, we define ε(g) := (−4
p
)rankp(a1)/2 (det a′1
p
)
, where a′1 ∈
GLj−i−n+α(Z/pZ) is a matrix, such that a1 ≡
(
a′1 0
0 0n−α
)
[v] mod p with some v ∈
GLj−i(Z). Under the assumption
1
p2
D(4Rˆ ( 10 )− 2rpRˆ2) ∈ Z(n,2)
the condition D(Rˆ− p−2(0, λ2)UMU)U−1 ∈ Z(n,2) is equivalent to the condition
u(Rˆ2 − 2λ2) ∈
(
p1i 0
0 1n−i
)
Z(n,1).
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Hence the last summation in (4.2) is∑
λ2
e(
1
4p2
(Rˆ2 − 2λ2)t(Rˆ2 − 2λ2)tDB)
= pn−j
∑
λ′∈(Z/pZ)(j−i,1)
e
(
1
p
tλ′a1λ′
)
= pn−i−rankp(a1)
((−4
p
)
p
)rankp(a1)/2(det a′1
p
)
= pn−i−
rankp(a1)
2 ε(g)
= pn+(n−i−j−α)/2ε(g).
Thus (4.2) is
A2(Nˆ , Rˆ) = p
−k+2n∑
g
p−k(2n−i−j)+(n−i−j−α)/2ε(g) e
(
p−2
(
4Nˆ − Rˆ2tRˆ2
)
tDB
)
×C1
(
p−2D(4Nˆ − Rˆ2tRˆ2)tD, p−2D(4Rˆ ( 10 )− 2rpRˆ2)
)
,
where g =
(
p2tD
−1
B
0n D
)
=
(
p2δi,j
−1 b0
0n δi,j
)(
tu
−1
0n
0n u
)
runs over all elements in the
set Sα.
Now we shall express C2(M,S) as a linear combination of Fourier coefficients C1(M,S)
of ιM(φ). For Y = (diag(1α, p1n−α, p21α, p1n−α), pα/2) ∈ ˜GSp+n (Z) a complete set of
representatives of Γ
(n)
0 (4)
∗\Γ(n)0 (4)∗Y Γ(n)0 (4)∗ is given by elements
g˜ = (g, ε(g)p(n−i−j)/2) ∈ ˜GSp+n (Z),
where g runs over all elements in the set Sα, and ε(g) is defined as the above (cf. [Zh 84,
Lemma 3.2]). Hence
(ιM(φ)|V˜α,n−α(p2))(τ, z)
= pn(2k−1)/2−n(n+1)
∑
M,S
∑
g˜
p(−k+1/2)(n−i−j)ε(g)C1(M,S)
×e(M(p2tD−1τ +B)D−1 + p2StzD−1)
= pn(2k−1)/2−n(n+1)
∑
Mˆ,Sˆ
∑
g∈Sα
p(−k+1/2)(n−i−j)ε(g)C1(p−2DMˆ tD, p−2DSˆ)
×e(Mˆτ + Sˆtz + p−2Mˆ tDB).
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Thus
C2(Mˆ, Sˆ) =
∑
g
p−n(n+1)+(k−1/2)(i+j)ε(g)C1(p−2DMˆ tD, p−2DSˆ) e(p−2Mˆ tDB).
Now we put Mˆ = 4Nˆ − Rˆ2tRˆ2 and Sˆ = 4Rˆ ( 10 )− 2rpRˆ2, then
C2(4Nˆ − Rˆ2tRˆ2, 4Rˆ ( 10 )− 2rpRˆ2) = p2nk+k−n
2− 7
2
n+ 1
2
αA2(Nˆ , Rˆ).
The proposition follows from this identity. ⊓⊔
4.6. Index-shift maps at p = 2. For p = 2 we define the index-shift map T˜α,n−α(p2)
on J
(n)∗
k− 1
2
,m
through the identity 4.1, namely we define
φ|V˜α,n−α(4) := 2k(2n+1)−n(n+ 72 )+ 12α ιM[( 2 1 )](ψ|Vα,n−α(4))
for any φ ∈ J (n)∗
k− 1
2
,m
, and where ψ ∈ J (n)∗k,M is the Jacobi form which satisfies ιM(ψ) = φ.
We have φ|V˜α,n−α(4) ∈ J (n)k− 1
2
,4m
. The reader is referred to §4.4 for the definition of ιM
and is referred to §2.7 for the definition of Vα,n−α(4).
4.7. Index-shift maps V
(1)
p , V
(2)
1,p and V
(2)
2,p . In the case n = 1, 2, we write simply
ϕ|V (1)p := ϕ|V˜1,0(p2),
φ|V (2)1,p := p−k+
7
2φ|V˜1,1(p2),
φ|V (2)2,p := φ|V˜2,0(p2)
for any ϕ ∈ J (1)∗
k− 1
2
,m
, φ ∈ J (2)∗
k− 1
2
,m
and for any prime p. The reader is referred to §4.3
for the definition of the subspace J
(n)∗
k− 1
2
,m
of J
(n)
k− 1
2
,m
, and is referred to §2.7 and §4.6 for
the definition of the index-shift maps V˜1,0(p
2), V˜1,1(p
2) and V˜2,0(p
2). We remark that
ϕ|V (1)p ∈ J (1)k− 1
2
,mp2
and φ|V (2)i,p ∈ J (2)k− 1
2
,mp2
(i = 1, 2).
5. Action of the index-shift maps on Jacobi-Eisenstein series
In this section we fix a positive definite half-integral symmetric matrix M = ( ∗ ∗∗ 1 ) ∈
Sym+2 . The purpose of this section is to express the function E
(n)
k,M|Vα,n−α(p2) as a
summation of certain exponential functions with generalized Gauss sums, where E
(n)
k,M is
the Jacobi-Eisenstein series of index M (cf. §3), and where Vα,n−α(p2) is an index-shift
map (cf. §2.7). We remark that E(n)k,M|Vα,n−α(p2) ∈ J (n)k,M[(p 0
0 1
)
]
for any 0 ≤ α ≤ n.
First we will express E
(n)
k,M|Vα,n−α(p2) as a summation of certain functions Kβi,j (cf.
Lemma 5.2), and after that, we will express E
(n)
k,M|Vα,n−α(p2) as a summation of certain
functions K˜βi,j (cf. Proposition 5.3).
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The calculation in this section is an analogue to the one given in [Ya 89] in the
case of index 1. However, we need to generalize his calculation for Jacobi-Eisenstein
series E
(n)
k,1 of index 1 to our case for E
(n)
k,M with M = ( ∗ ∗∗ 1 ) ∈ Sym+2 . This generaliza-
tion is not obvious, because we need to treat the action of the Heisenberg group parts
[((0, u2), (0, v2)), 0], which plays an important rule in this generalization.
5.1. The function Kβi,j. The purpose of this subsection is to introduce functions K
β
i,j
and to express E
(n)
k,M|Vα,n−α(p2) as a summation of Kβi,j. Moreover, we shall calculate
Kβi,j more precisely (cf. Lemma 5.2).
We put δi,j := diag(1i, p1j−i, p21n−j). For x = diag(0i, x′, 0n−i−j) with x′ = tx′ ∈
Z(j−i,j−i), we set δi,j(x) :=
(
p2δ−1i,j x
0 δi,j
)
and Γ(δi,j(x)) := Γn ∩ δi,j(x)−1Γ(n)∞ δi,j(x).
For x = diag(0i, x
′, 0n−i−j), y = diag(0i, y′, 0n−i−j) with x′ = tx′, y′ = ty′ ∈ Z(j−i,j−i),
we say that x and y are equivalent, if there exists a matrix u ∈ GLn(Z) ∩ δi,jGLn(Z)δ−1i,j
which has a form u =
(
u1 ∗ ∗∗ u2 ∗∗ ∗ u3
)
satisfying x′ ≡ u2 y′ tu2 mod p, where u2 ∈ Z(j−i,j−i),
u1 ∈ Z(i,i) and u3 ∈ Z(n−j,n−j).
We denote by [x] the equivalent class of x. We quote the following lemma from [Ya 89].
Lemma 5.1. The double coset Γndiag(1α, p1n−α, p21α, p1n−α)Γn is written as a disjoint
union
Γn
(
1α
p1n−α
p21α
p1n−α
)
Γn =
⋃
i,j
0≤i≤j≤n
⋃
[x]
Γ(n)∞ δi,j(x)Γn,
where [x] runs over all equivalent classes which satisfy rankp(x) = j − i− n + α ≥ 0.
Proof. The reader is referred to [Ya 89, Corollary 2.2]. ⊓⊔
We put U :=
(
p2 0
0 p
)
.
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By the definition of the index-shift map Vα,n−α(p2) and of the Jacobi-Eisenstein series
E
(n)
k,M, we have
E
(n)
k,M|Vα,n−α(p2)
=
∑
u,v∈Z(n,1)
∑
M ′∈Γn\Γndiag(1α ,p1n−α,p21α,p1n−α)Γn
∑
M∈Γ(n)∞ \Γn
∑
λ∈Z(n,1)
1|k,M([(λ, 0), 0],MM ′ ×
(
U 0
0 p2U−1
)
)|
k,M[
(
p 0
0 1
)
]
[((0, u), (0, v)), 0]
=
∑
u,v∈Z(n,1)
∑
M∈Γ(n)∞ \Γndiag(1α ,p1n−α,p21α,p1n−α)Γn
∑
λ∈Z(n,1)
1|k,M([(λ, 0), 0],M ×
(
U 0
0 p2U−1
)
)|
k,M[
(
p 0
0 1
)
]
[((0, u), (0, v)), 0].
Hence, due to Lemma 5.1, we have
E
(n)
k,M|Vα,n−α(p2)
=
∑
u,v∈Z(n,1)
∑
i,j
0≤i≤j≤n
∑
[x]
rankp(x)=j−i−n+α
∑
M∈Γ(n)∞ \δi,j (x)Γn
∑
λ∈Z(n,1)
1|k,M([(λ, 0), 0],M ×
(
U 0
0 p2U−1
)
)|
k,M[
(
p 0
0 1
)
]
[((0, u), (0, v)), 0]
=
∑
u,v∈Z(n,1)
∑
i,j
0≤i≤j≤n
∑
[x]
rankp(x)=j−i−n+α
∑
M∈Γ(δi,j(x))\Γn
∑
λ∈Z(n,1)
1|k,M([(λ, 0), 0], δi,j(x)M ×
(
U 0
0 p2U−1
)
)|
k,M[
(
p 0
0 1
)
]
[((0, u), (0, v)), 0].
For β ≤ j − i we define a function
Kβi,j(τ, z)
:= Kβi,j,M,p(τ, z)
=
∑
[x]
rankp(x)=β
∑
M∈Γ(δi,j (x))\Γn
∑
λ∈Zn
{
1|k,M([(λ, 0), 0], δi,j(x)M ×
(
U 0
0 p2U−1
)
)
}
(τ, z).
Then
E
(n)
k,M|Vα,n−α(p2) =
∑
i,j
0≤i≤j≤n
∑
u,v∈Z(n,1)
Kα−i−n+ji,j (τ, z)|k,M[( p 0
0 1
)
]
[((0, u), (0, v)), 0].
We define
Li,j := Li,j,M,p =
{(
λ1
λ2
λ3
) ∣∣∣ λ1 ∈ (pZ)(i,2) , λ2 ∈ Z(j−i,2) , λ3 ∈ (p−1Z)(n−j,2)
2λ2Mtλ3 ∈ Z(j−i,n−j) , λ3Mtλ3 ∈ Z(n−j,n−j)
}
.
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Moreover, we define a subgroup Γ(δi,j) of Γ
(n)
∞ by
Γ(δi,j) :=
{(
A B
0n
tA
−1
)
∈ Γ(n)∞
∣∣∣∣ A ∈ δi,jGLn(Z)δ−1i,j } .
Lemma 5.2. Let Kβi,j be as the above. We obtain
Kβi,j(τ, z) = p
−k(2n−i−j+1)+(n−j)(n−i+1) ∑
M∈Γ(δi,j )\Γn
×
∑
λ∈Li,j
1|k,M([(λ, 0), 0n],M)(τ, z
(
p 0
0 1
)
)
∑
x=tx∈(Z/pZ)(n,n)
x=diag(0i,x
′,0n−j)
rankp(x′)=β
e
(
1
p
Mtλxλ
)
,
where, in the last summation, x runs over a complete set of representatives of (Z/pZ)(n,n)
such that x = tx, rankp(x) = β and x = diag(0i, x
′, 0n−j) with some x′ ∈ (Z/pZ)(j−i,j−i).
Proof. We proceed as in [Ya 89, Proposition 3.2]. The inside of the last summation of
Kβi,j(τ, z) is(
1|k,M([(λ, 0), 0], δi,j(x)M ×
(
U 0
0 p2U−1
)
)
)
(τ, z)
= det(p2U−1)−k det(δi,j)−k
×
(
e(M(tλ(p2δ−1ij τ + x)δ−1ij λ+ 2tλδ−1ij z
(
p2
p
)
))|
k,M[
(
p 0
0 1
)
]
M
)
(τ, z)
= p−k(2n−i−j+1)
×
((
(1|k,M([(pδ−1i,j λ, 0), 0],
(
1 p−1x
0 1
)
))(τ, z
(
p 0
0 1
)
)
)
|
k,M[
(
p 0
0 1
)
]
M
)
(τ, z)
= p−k(2n−i−j+1)
(
1|k,M([(pδ−1i,j λ, 0), 0],
(
1 p−1x
0 1
)
M)
)
(τ, z
(
p 0
0 1
)
).
Here we used the identity δi,jx = δi,jdiag(0i, x
′, 0n−j) = px. Thus
Kβi,j(τ, z) = p
−k(2n−i−j+1) ∑
[x]
rankp(x)=β
∑
M∈Γ(δi,j(x))\Γn
×
∑
λ∈Zn
1|k,M
(
[(pδ−1i,j λ, 0), 0n],
(
1 p−1x
0 1
)
M
)
(τ, z
(
p 0
0 1
)
).
We put
U :=
{(
1n s
0n 1n
) ∣∣∣∣ s = ts ∈ Z(n,n)} .
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Then the set{(
1n s
0n 1n
) ∣∣∣∣ s = ( 0 0 00 0 s20 ts2 s3 ) , s2 ∈ (Z/pZ)(j−i,n−j), s3 = ts3 ∈ (Z/pZ)(n−j,n−j)
}
is a complete set of representatives of Γ(δi,j(x))\Γ(δi,j(x))U . Therefore
Kβi,j(τ, z)
= p−k(2n−i−j+1)
∑
[x]
rankp(x)=β
∑
M∈(Γ(δi,j (x))U)\Γn
∑
λ∈Zn
∑
(
1n s
0 1n
)
∈Γ(δi,j(x))\(Γ(δi,j (x))U)
× 1|k,M([(pδ−1i,j λ, 0), 0n],
(
1n p
−1x
0 1n
)(
1n s
0 1n
)
M)(τ, z
(
p 0
0 1
)
)
Hence
Kβi,j(τ, z) = p
−k(2n−i−j+1) ∑
[x]
rankp(x)=β
∑
M∈(Γ(δi,j (x))U)\Γn
∑
λ∈Zn
× 1|k,M([(pδ−1i,j λ, 0), 0n],
(
1n p
−1x
0 1n
)
M)(τ, z
(
p 0
0 1
)
)
×
∑
(
1n s
0 1n
)
∈Γ(δi,j(x))\(Γ(δi,j (x))U)
e
(
p2Mtλδ−1i,j sδ−1i,j λ
)
.
The last summation of the above identity is∑
s
e
(
p2Mtλδ−1i,j sδ−1i,j λ
)
=
{
p(n−j)(n−i+1) if λ3Mtλ3 ≡ 0 mod p2 and 2λ3Mtλ2 ≡ 0 mod p,
0 otherwise,
where λ =
(
λ1
λ2
λ3
)
∈ Z(n,2) with λ1 ∈ Z(i,2), λ2 ∈ Z(j−i,2) and λ3 ∈ Z(n−j,2).
Thus
Kβi,j(τ, z) = p
−k(2n−i−j+1)+(n−j)(n−i+1) ∑
[x]
rankp(x)=β
∑
M∈(Γ(δi,j(x))U)\Γn
×
∑
λ∈Li,j
1|k,M([(λ, 0), 0n],
(
1n p−1x
0 1n
)
M)(τ, z
(
p 0
0 1
)
).
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Now Γ(δi,j(x))U is a subgroup of Γ(δi,j). For any
(
A B
0n tA
−1
)
∈ Γ(δi,j) we have
1|k,M([(λ, 0), 0n],
(
1n p−1x
0n 1n
) (
A B
0n tA−1
)
M)
= 1|k,M([(λ, 0), 0n],
(
A B
0n tA
−1
)(
1n p−1A−1xtA
−1
0n 1n
)
M)
= 1|k,M([(tAλ, tBλ), 0n],
(
1n p−1A−1xtA
−1
0n 1n
)
M)
= 1|k,M([(tAλ, 0), 0n],
(
1n p−1A−1xtA
−1
0n 1n
)
M),
and tALi,j = Li,j . Moreover, when
(
A B
0n tA
−1
)
runs over all elements in a complete set
of representatives of Γ(δi,j(x))U\Γ(δi,j), then A−1xtA−1 runs over all elements in the
equivalent class [x] (cf. [Ya 89, proof of Proposition 3.2]). Therefore, we have
Kβi,j(τ, z)
= p−k(2n−i−j+1)+(n−j)(n−i+1)
∑
x=tx∈(Z/pZ)(n,n)
x=diag(0i,x′,0n−j)
rankp(x′)=β
∑
M∈Γ(δi,j)\Γn
×
∑
λ∈Li,j
1|k,M([(λ, 0), 0n],
(
1n p−1x
0 1n
)
M)(τ, z
(
p 0
0 1
)
)
= p−k(2n−i−j+1)+(n−j)(n−i+1)
∑
M∈Γ(δi,j )\Γn
×
∑
λ∈Li,j
1|k,M([(λ, 0), 0n],M)(τ, z
(
p 0
0 1
)
)
∑
x=tx∈(Z/pZ)(n,n)
x=diag(0i,x
′,0n−j)
rankp(x′)=β
e
(
1
p
Mtλxλ
)
.
⊓⊔
5.2. The function K˜βi,j. The purpose of this subsection is to introduce functions K˜
β
i,j
and to express E
(n)
k,M|Vα,n−α(p2) as a summation of K˜βi,j. Moreover, we shall show that
K˜βi,j is a summation of certain exponential functions with generalized Gauss sums (cf.
Proposition 5.3).
We define
L∗i,j := L
∗
i,j,M,p
=

λ1λ2
λ3
 ∈ (p−1Z)(n,2)
∣∣∣∣∣∣
λ1
(
p 0
0 1
)−1 ∈ Z(i,2), λ2 ∈ Z(j−i,2)
λ3 ∈ (p−1Z)(n−j,2), 2λ2Mtλ3 ∈ Z(j−i,n−j)
λ3Mtλ3 ∈ Z(n−j,n−j), 2λ3M ( 01 ) ∈ Z(n−j,1)

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and define a generalized Gauss sum
Gj−i,lM (λ2) :=
∑
x′=tx′∈(Z/pZ)(j−i,j−i)
rankp(x′)=j−i−l
e
(
1
p
Mtλ2x′λ2
)
for λ2 ∈ Z(j−i,2). We remark that a formula for this generalized Gauss sum is given by
Saito [Sa 91]. We define
K˜βi,j(τ, z) := K˜
β
i,j,M,p(τ, z) =
∑
u,v∈(Z/pZ)(n,1)
(
Kβi,j |k,M[(p 0
0 1
)
]
[((0, u), (0, v)) , 0n]
)
(τ, z).
Proposition 5.3. Let the notation be as above. Then
E
(n)
k,M|Vα,n−α(p2) =
∑
0≤i≤j≤n
K˜α−i−n+ji,j (τ, z),
where
K˜α−i−n+ji,j (τ, z) = p
−k(2n−i−j+1)+(n−j)(n−i+1)+2n−j
×
∑
M∈Γ(δi,j)\Γn
∑
λ=
(
λ1
λ2
λ3
)
∈L∗i,j
{1|k,M([(λ, 0), 0n],M)} (τ, z
(
p 0
0 1
)
)
×
∑
u2∈(Z/pZ)(j−i,1)
Gj−i,n−αM (λ2 + (0, u2)).
Proof. From the definition of K˜βi,j and Lemma 5.2 we obtain
K˜α−i−n+ji,j (τ, z)
= p−k(2n−i−j+1)+(n−j)(n−i+1)
∑
M∈Γ(δi,j)\Γn
∑
λ=
(
λ1
λ2
λ3
)
∈Li,j
Gj−i,n−αM (λ2)
×
∑
u,v∈(Z/pZ)(n,1)
(
1|k,M([(λ, 0), 0n],M)(τ, z
(
p 0
0 1
)
)
) |
k,M[
(
p 0
0 1
)
]
[((0, u), (0, v)) , 0n],
where, in the second summation, λ1 ∈ Z(i,2), λ2 ∈ Z(j−i,2), λ3 ∈ Z(n−j,2) and λ ∈ Li,j .
By a straightforward calculation we have
1|k,M([(λ, 0), 0n],M)(τ, z
(
p 0
0 1
)
) = 1|
k,M[
(
p 0
0 1
)
]
([(λ
(
p 0
0 1
)−1
, 0), 0n],M)(τ, z).
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Hence the last summation of the above identity is∑
u,v∈(Z/pZ)(n,1)
{
1|k,M([(λ, 0), 0n],M)(τ, z
(
p 0
0 1
)
)|
k,M[
(
p 0
0 1
)
]
[((0, u), (0, v)) , 0n]
}
(τ, z)
=
∑
u′,v′∈(Z/pZ)(n,1)
{
1|
k,M[
(
p 0
0 1
)
]
([(λ
(
p 0
0 1
)−1
+ (0, u′), (0, v′)), 0n],M)
}
(τ, z)
=
∑
u′,v′∈(Z/pZ)(n,1)
{1|k,M([(λ+ (0, u′), (0, v′)), 0n],M)} (τ, z
(
p 0
0 1
)
)
=
∑
u′∈(Z/pZ)(n,1)
{1|k,M([(λ+ (0, u′), 0), 0n],M)} (τ, z
(
p 0
0 1
)
)
∑
v′∈(Z/pZ)(n,1)
e(2Mtλ(0, v′)),
where, in the first identity, we used
(M, [((0, u), (0, v)), 0n]) = ([((0, u
′), (0, v′)), 0n],M)
with
(
u′
v′
)
=
(
D −C
−B A
)
( uv ) for any M = ( A BC D ) ∈ Γn. Now, for λ =
(
λ1
λ2
λ3
)
∈ Li,j we have
∑
v′∈(Z/pZ)(n,1)
e(2Mtλ(0, v′)) =
{
pn if 2λ3M ( 01 ) ∈ Z(n−j,1),
0 otherwise.
Therefore
K˜α−i−n+ji,j (τ, z)
= p−k(2n−i−j+1)+(n−j)(n−i+1)+n
∑
M∈Γ(δi,j)\Γn
∑
λ=
(
λ1
λ2
λ3
)
∈Li,j
2λ3M( 01 )∈Z(n−j,1)
Gj−i,n−αM (λ2)
×
∑
u∈(Z/pZ)(n,1)
{1|k,M([(λ+ (0, u), 0), 0n],M)} (τ, z
(
p 0
0 1
)
).
Thus
K˜α−i−n+ji,j (τ, z)
= p−k(2n−i−j+1)+(n−j)(n−i+1)+n
∑
M∈Γ(δi,j )\Γn
∑
λ=
(
λ1
λ2
λ3
)
∈L∗i,j
×{1|k,M([(λ, 0), 0n],M)} (τ, z
(
p 0
0 1
)
)
×pn−j
∑
u2∈(Z/pZ)(j−i,1)
Gj−i,n−αM (λ2 + (0, u2)),
where L∗i,j is defined as before. ⊓⊔
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6. Proof of Theorem 1.1
The purpose of this section is to give the proof of Theorem 1.1. From Proposition 5.3
we recall
E
(1)
k,M|Vα,1−α(p2) =
∑
0≤i≤j≤1
K˜α−i−1+ji,j .
Hence
E
(1)
k,M|V1,0(p2) = K˜01,1 + K˜10,1 + K˜00,0.
6.1. Calculation of K˜βi,j for n = 1. In this subsection we calculate K˜
0
1,1, K˜
1
0,1 and K˜
0
0,0.
Lemma 6.1. For M∈ Sym+2 let D0 be the discriminant of Q(
√− det(2M)). Let f be
the positive integer such that − det(2M) = D0f 2. Then, for any prime p we obtain
K˜01,1(τ, z) = p
−k+1E(1)
k,M[(p 1 )]
(τ, z),
K˜10,1(τ, z) = −p−2k+2
(
D0f
2
p
)
E
(1)
k,M[( p 1 )]
(τ, z)
+p−2k+2
(
D0f
2
p
)
E
(1)
k,M(τ, z (
p
1 )),
K˜00,0(τ, z) =
p
−3k+4E(1)
k,M[X−1( p 1 )
−1
]
(τ, z ( p 1 )
tX ( p 1 )) if p|f,
p−3k+4E(1)k,M(τ, z (
p
1 )) if p 6 |f,
where, in the case p|f , X = ( 1 0x 1 ) is a matrix such that M[X−1 ( p 1 )−1] ∈ Sym+2 .
Proof. By the definition of K˜α−i−n+ji,j we have
K˜01,1 = p
−k+1 ∑
M∈Γ(δ1,1)\Γ1
∑
λ1∈L∗1,1
{1|k,M([(λ1, 0), 0],M)} (τ, z
(
p 0
0 1
)
)
= p−k+1
∑
M∈Γ(1)∞ \Γ1
∑
λ1∈pZ×Z
{1|k,M([(λ1, 0), 0],M)} (τ, z
(
p 0
0 1
)
)
= p−k+1
∑
M∈Γ(1)∞ \Γ1
∑
λ∈Z(1,2)
{1|k,M([(λ ( p 1 ) , 0), 0],M)} (τ, z
(
p 0
0 1
)
)
= p−k+1
∑
M∈Γ(1)∞ \Γ1
∑
λ∈Z(1,2)
{
1|k,M[(p 1 )]([(λ, 0), 0],M)
}
(τ, z)
= p−k+1E(1)
k,M[( p 1 )]
(τ, z).
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Now we shall calculate K˜10,1. First, for any λ ∈ Z(1,2) we have
G1,0M(λ) =
∑
x∈Z/pZ
rankp(x)=1
e
(
1
p
Mtλxλ
)
=
{
p− 1 if λMtλ ≡ 0 mod p,
−1 if λMtλ 6≡ 0 mod p.
Hence we have
∑
u∈Z/pZ
G1,0M(λ+ (0, u)) =
{
0 if λ ∈ pZ× Z,(
D0f2
p
)
p if λ 6∈ pZ× Z.
Thus
K˜10,1 = p
−2k+2 ∑
M∈Γ(δ0,1)\Γ1
∑
λ2∈L∗0,1
{1|k,M([(λ2, 0), 0],M)} (τ, z
(
p 0
0 1
)
)
×
∑
u2∈Z/pZ
G1,0M(λ2 + (0, u2))
= −p−2k+2
(
D0f
2
p
) ∑
M∈Γ(1)∞ \Γ1
∑
λ2∈pZ×Z
{1|k,M([(λ2, 0), 0],M)} (τ, z
(
p 0
0 1
)
)
+p−2k+2
(
D0f
2
p
) ∑
M∈Γ(1)∞ \Γ1
∑
λ2∈Z×Z
{1|k,M([(λ2, 0), 0],M)} (τ, z
(
p 0
0 1
)
).
Finally, we shall calculate K˜00,0. We have
L∗0,0 =
{
λ3 ∈ (p−1Z)(1,2) | λ3Mtλ3 ∈ Z, 2λ3M ( 01 ) ∈ Z
}
.
We need to consider two cases: the case p is an odd prime and the case p = 2. When p
is an odd prime, there exists a matrix X = ( 1x 1 ) ∈ Z(2,2) such that the matrix M has
an expression M≡ tX ( 4−1|D0|f2
1
)
X mod p. We have
L∗0,0 =
{{
λ3 ∈ (p−1Z)(1,2) | λ3tX ∈ 1pZ× Z
}
if p|f,
Z(1,2) if p 6 |f.
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Thus, if p|f , then
K˜00,0 = p
−3k+4 ∑
M∈Γ(δ0,0)\Γ1
∑
λ3
λ3tX∈ 1pZ×Z
{1|k,M([(λ3, 0), 0],M)} (τ, z
(
p 0
0 1
)
)
= p−3k+4
∑
M∈Γ(1)∞ \Γ1
∑
λ3
λ3tX( p 1 )∈Z(1,2)
×
{
1|
k,M[X−1( p 1 )
−1
]
([(λ3
tX ( p 1 ) , 0), 0],M)
}
(τ, z ( p 1 )
tX ( p 1 ))
= p−3k+4E(1)
k,M[X−1( p 1 )
−1
]
(τ, z ( p 1 )
tX ( p 1 )),
and, if p 6 |f , then
K˜00,0 = p
−3k+4 ∑
M∈Γ(δ0,0)\Γ1
∑
λ3∈Z(1,2)
{1|k,M([(λ3, 0), 0],M)} (τ, z
(
p 0
0 1
)
)
= p−3k+4E(1)k,M(τ, z (
p
1 )).
When p = 2, there exist a matrix X = ( 1x 1 ) ∈ Z(2,2) and an integer u such that the
matrix M equals one of the following three forms:
tX ( u 00 1 )X with u ≡ 0, 1, 2 mod 4,
tX ( u 11 1 )X with u ≡ 0 mod 4, or
tX
(
u 1
2
1
2
1
)
X.
If 2|f , thenM = tX ( u 00 1 )X with u ≡ 0 mod 4 orM = tX ( u 11 1 )X with u ≡ 0 mod 4.
By a straightforward calculation we have
L∗0,0 =
{{
λ3 ∈ (2−1Z)(1,2) | λ3tX ∈ 12Z× Z
}
if 2|f,
Z(1,2) if 2 6 |f,
where X = ( 1x 1 ) is a matrix such that M = tX ( u 00 1 )X with u ≡ 0 mod 4 or =
tX ( u 11 1 )X with u ≡ 0 mod 4. Thus, if 2|f , then
K˜00,0 = 2
−3k+4 ∑
M∈Γ(1)∞ \Γ1
∑
λ3
λ3tX( 2 1 )∈Z(1,2)
×
{
1|
k,M[X−1( 2 1 )
−1
]
([(λ3
tX ( 2 1 ) , 0), 0],M)
}
(τ, z ( 2 1 )
tX ( 2 1 ))
= 2−3k+4E(1)
k,M[X−1( 2 1 )
−1
]
(τ, z ( 2 1 )
tX ( 2 1 )).
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And, if 2 6 |f , then
K˜00,0 = 2
−3k+4 ∑
M∈Γ(δ0,0)\Γ1
∑
λ3∈Z(1,2)
{1|k,M([(λ3, 0), 0],M)} (τ, z ( 2 00 1 ))
= 2−3k+4E(1)k,M(τ, z (
2
1 )).
Hence we obtain the formula for K˜00,0.
Therefore we conclude the lemma. ⊓⊔
6.2. Proof of Theorem 1.1. In this subsection we conclude the proof of Theorem 1.1.
We recall M = ( ∗ ∗∗ 1 ) ∈ Sym+2 . We put m = det(2M).
We define E
(1)
k,m := ιM(E
(1)
k,M), where the map ιM is defined in §4.4. We remark that
E
(1)
k,m is well-defined, namely, if N = ( ∗ ∗∗ 1 ) ∈ Sym+2 and det(2N ) = m, then ιN (E(1)k,N ) =
E
(1)
k,m. This fact follows from Proposition 4.3 and from the fact that there exits a matrix
X = ( 1x 1 ) such that N =M[X ].
The form e
(1)
k,m ∈ J (1)∗k− 1
2
,m
was defined as the Fourier-Jacobi coefficient of generalized
Cohen-Eisenstein series of degree 2 (cf. §1), and due to Lemma 4.2, we have e(1)k,m =
ιM (e
(1)
k,M). For the definition of e
(1)
k,M, see §3.
Now, by Proposition 3.3 and Proposition 4.4, we have
e
(1)
k,m|V (1)p = e(1)k,m|V˜1,0(p2)
= p3k−4ιM[( p 1 )]
(e
(1)
k,M|V1,0(p2))
= p3k−4
∑
d|f
gk
(
f
d2
)
ιM[( p 1 )]
(
E
(1)
k,M[tWd−1](τ, zWd)|V1,0(p
2)
)
,
where the symbols f and Wd are the same ones in Proposition 3.3. By the definition of
index-shift maps we have
E
(1)
k,M[tWd−1](τ, zWd)|V1,0(p
2) =
(
E
(1)
k,M[tWd−1]|V1,0(p
2)
)
(τ, zWd).
The form E
(1)
k,M[tWd−1]|V1,0(p
2) is a linear combination of Jacobi-Eisenstein series of matrix
index (cf. Lemma 6.1.)
Due to Proposition 4.3 we have ιM[
(
p 0
0 1
)
]
(E
(n)
k,M(∗, ∗
(
p 0
0 1
)
))(τ, z) = E
(n)
k,m(τ, pz) and
ιM[
(
p 0
0 1
)
]
E(n)
k,M
[
X−1
(
p 0
0 1
)−1](∗, ∗ ( p 00 1 ) tX ( p 00 1 ))
 (τ, z) = E(n)k, m
p2
(τ, p2z). By using these
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identities and due to Lemma 6.1, we obtain
ιM[tWd−1( p 1 )]
(
E
(1)
k,M[tWd−1]|V1,0(p
2)
)
= p−k+1E(1)
k,mp
2
d2
(τ, dz)− p−2k+2
(
D0f
2/d2
p
)
E
(1)
k,mp
2
d2
(τ, dz)
+p−2k+2
(
D0f
2/d2
p
)
E
(1)
k, m
d2
(τ, pdz)
+δ
(
p|f
d
)
p−3k+4E(1)k, m
p2d2
(τ, p2dz) + δ
(
p 6 |f
d
)
p−3k+4E(1)k,m
d2
(τ, pdz),
where δ(S) = 1 or 0 accordingly as the statement S is true or false, and where D0 is the
discriminant of Q(
√−m). Hence
e
(1)
k,m|V (1)p
= p2k−3
∑
d|f
gk
(m
d2
)
E
(1)
k,mp
2
d2
(τ, dz)− pk−2
∑
d|f
gk
(m
d2
)(D0f 2/d2
p
)
E
(1)
k,mp
2
d2
(τ, dz)
+pk−2
∑
d|f
gk
(m
d2
)(D0f 2/d2
p
)
E
(1)
k, m
d2
(τ, pdz)
+
∑
d|f
δ
(
p|f
d
)
gk
(m
d2
)
E
(1)
k, m
p2d2
(τ, p2dz) +
∑
d|f
δ
(
p 6 |f
d
)
gk
(m
d2
)
E
(1)
k, m
d2
(τ, pdz).
Because of Lemma 3.2 we obtain
e
(1)
k,m|V (1)p
=
∑
d|f
gk
(
mp2
d2
)
E
(1)
k,mp
2
d2
(τ, dz) + pk−2
(
D0
p
) ∑
d|f
f
d
6≡0 mod p
gk
(m
d2
)
E
(1)
k,m
d2
(τ, pdz)
+δ(p|f)
∑
d|f
f
d
≡0 mod p
gk
(m
d2
)
E
(1)
k, m
d2p2
(τ, p2dz) +
∑
d|f
f
d
6≡0 mod p
gk
(m
d2
)
E
(1)
k,m
d2
(τ, pdz).
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By using Lemma 3.2 again, we have
e
(1)
k,m|V (1)p
=
∑
d|f
gk
(
mp2
d2
)
E
(1)
k,mp
2
d2
(τ, dz) + pk−2
(
D0
p
) ∑
d|f
f
d
6≡0 mod p
gk
(m
d2
)
E
(1)
k,m
d2
(τ, pdz)
+δ(p|f) p2k−3
∑
d| f
p
gk
(
m
d2p2
)
E
(1)
k, m
d2p2
(τ, p2dz)
−δ(p|f) pk−2
∑
d>0
pd|f
(
m/(dp)2
p
)
gk
(
m
d2p2
)
E
(1)
k, m
d2p2
(τ, p2dz)
+
∑
d|f
f
d
6≡0 mod p
gk
(
mp2
(pd)2
)
E
(1)
k, mp
2
(pd)2
(τ, pdz)
=
∑
d|f
gk
(
mp2
d2
)
E
(1)
k,mp
2
d2
(τ, dz) + pk−2
(
D0
p
) ∑
d|f
f
d
6≡0 mod p
gk
(m
d2
)
E
(1)
k, m
d2
(τ, pdz)
+δ(p|f) p2k−3
∑
d| f
p
gk
(
m
d2p2
)
E
(1)
k, m
d2p2
(τ, p2dz)
−δ(p|f) pk−2
(
D0
p
) ∑
d′|f
f
d′
6≡0 mod p
gk
(m
d′2
)
E
(1)
k, m
d′2
(τ, pd′z)
+
∑
d′|pf
pf
d′
6≡0 mod p
gk
(
mp2
d′2
)
E
(1)
k,mp
2
d′2
(τ, d′z)
=
∑
d|fp
gk
(
mp2
d2
)
E
(1)
k,mp
2
d2
(τ, dz) + pk−2
(
D0f
2
p
)∑
d|f
gk
(m
d2
)
E
(1)
k,m
d2
(τ, pdz)
+δ(p|f) p2k−3
∑
d| f
p
gk
(
m
d2p2
)
E
(1)
k, m
d2p2
(τ, p2dz).
Because e
(1)
k,m(τ, z) =
∑
d|f gk
(
m
d2
)
E
(1)
k,m
d2
(τ, dz), we conclude Theorem 1.1. ⊓⊔
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6.3. Proof of Corollary 1.3. In this subsection we shall show Corollary 1.3. Let
M+
k− 1
2
(Γ0(4)) be the Kohnen plus-space of weight k − 12 . Let g(τ) =
∑
m c(m)e
2pi
√−1mτ
be the Fourier expansion of an element g in M+
k− 1
2
(Γ0(4)). For any prime p the Hecke
operator T1(p
2) is defined by(
g|T1(p2)
)
(τ)
:=
∑
m
(
c(p2m) + pk−2
(
(−1)k−1m
p
)
c(m) + p2k−3c
(
m
p2
))
e2pi
√−1mτ .
Hence, by the definition of V
(1)
p and of S
(1)
p and by substituting z = 0 to e
(1)
k,m(τ, z), we
obtain(
e
(1)
k,m(∗, 0)|T1(p2)
)
(τ) =
(
e
(1)
k,m|V (1)p
)
(τ, 0)
=
(
e
(1)
k,m|S(1)p
)
(τ, 0)
= e
(1)
k,p2m(τ, 0) + p
k−2
(−m
p
)
e
(1)
k,m(τ, 0) + p
2k−3e(1)k, m
p2
(τ, 0).
Therefore
H(2)
k− 1
2
((
τ 0
0 ω
))∣∣∣∣
τ
T1(p
2)
=
∑
m
((
e
(1)
k,m(∗, 0)|T1(p2)
)
(τ)
)
e2pi
√−1mω
=
∑
m
(
e
(1)
k,p2m(τ, 0) + p
k−2
(−m
p
)
e
(1)
k,m(τ, 0) + p
2k−3e(1)k,m
p2
(τ, 0)
)
e2pi
√−1mω
= H(2)
k− 1
2
((
τ 0
0 ω
))∣∣∣∣
ω
T1(p
2).
⊓⊔
7. Proof of Theorem 1.4
In this section we shall give the proof of Theorem 1.4. We treat the case degree n = 2.
For the sake of simplicity we abbreviate E
(2)
k,M (resp. e
(2)
k,M) as Ek,M (resp. ek,M).
7.1. Calculation of K˜βi,j. In this subsection we shall express K˜
β
i,j(τ, z) (cf. Propo-
sition 5.3) as a linear combination of three Jacobi-Eisenstein series Ek,M[(p 1 )]
(τ, z),
Ek,M(τ, z (
p
1 )) and Ek,M[X−1( p 1 )
−1
]
(τ, z ( p 1 )
tX ( p 1 )), where X = (
1
x 1 ) is a certain
matrix depending on the choice of M and p.
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From Proposition 5.3 we recall
Ek,M|Vα,2−α(p2) =
∑
0≤i≤j≤2
K˜α−i−2+ji,j .
Hence,
Ek,M|V1,1(p2) = K˜01,2 + K˜00,1 + K˜10,2
and
Ek,M|V2,0(p2) = K˜02,2 + K˜01,1 + K˜00,0 + K˜11,2 + K˜10,1 + K˜20,2.
Lemma 7.1. For M∈ Sym+2 let D0 be the discriminant of Q(
√− det(2M)). Let f be
the positive integer such that − det(2M) = D0f 2. Then, for any prime p we obtain
K˜01,2(τ, z) = p
−2k+3Ek,M(τ, z (
p
1 )) + p
−2k+4Ek,M[( p 1 )]
(τ, z),
K˜00,1(τ, z) ={
p−4k+7E
k,M[X−1( p 1 )
−1
]
(τ, z ( p 1 )
tX ( p 1 )) + p
−4k+8Ek,M(τ, z (
p
1 )) if p|f,
p−4k+7(p+ 1)Ek,M(τ, z (
p
1 )) if p 6 |f,
where X = ( 1 0x 1 ) is a matrix such that M[X−1 ( p 1 )−1] ∈ Sym+2 ,
K˜10,2(τ, z)
= −p−3k+5
(
D0f
2
p
)
Ek,M[(p 1 )]
(τ, z) + p−3k+5
(
D0f
2
p
)
Ek,M(τ, z (
p
1 )).
Proof. Let Gj−i,2−αM (λ) and L
∗
i,j be the symbols defined in §5.2 and Γ(δi,j) be the symbol
defined in §5.1.
For i = 1, j = 2 we have
L∗1,2 =
{(
λ1
λ2
) ∈ Z(2,2) | λ1 ∈ pZ× Z, λ2 ∈ Z× Z} .
Now we remark that the set
{
( 1x 1 ) ,
( −1
1 p
) | x mod p} is a complete set of represen-
tatives of δ1,2GL2(Z)δ
−1
1,2 ∩ GL2(Z)\GL2(Z). Hence, for any function F on Z(2,2) we
obtain ∑
(
A B
02 tA−1
)
∈Γ(δ1,2)\Γ(2)∞
∑
λ∈L∗1,2
F (tAλ) =
∑
A∈δ1,2GL2(Z)δ−11,2∩GL2(Z)\GL2(Z)
∑
λ∈L∗1,2
F (tAλ)
=
∑
λ∈Z(2,2)
F (λ) + p
∑
λ∈Z(2,2)
F (λ
(
p 0
0 1
)
),
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if the above summations are absolutely convergent (cf. Lemma 8.3 in the appendix).
Due to Proposition 5.3 we therefore obtain
K˜01,2(τ, z) = p
−2k+2 ∑
M∈Γ(δ1,2)\Γ2
∑
λ=
(
λ1
λ2
)
∈L∗1,2
{1|k,M([(λ, 0), 0n],M)} (τ, z
(
p 0
0 1
)
)
×
∑
u2∈(Z/pZ)(1,1)
G1,1M(λ2 + (0, u2)).
Because G1,1M(λ2 + (0, u2)) = 1 for any λ2 ∈ Z(1,2), u2 ∈ Z, and because{
1|k,M([(λ
(
p 0
0 1
)
, 0), 02],M)
}
(τ, z
(
p 0
0 1
)
) =
{
1|
k,M[
(
p 0
0 1
)
]
([(λ, 0), 02],M)
}
(τ, z),
we obtain
K˜01,2(τ, z)
= p−2k+3
∑
M∈Γ(2)∞ \Γ2
∑
M0∈Γ(δ1,2)\Γ(2)∞
∑
λ∈L∗1,2
{1|k,M([(λ, 0), 0n],M0M)} (τ, z
(
p 0
0 1
)
)
= p−2k+3
 ∑
M∈Γ(2)∞ \Γ2
∑
λ∈Z(2,2)
{1|k,M([(λ, 0), 02],M)} (τ, z
(
p 0
0 1
)
)
+p
∑
M∈Γ(2)∞ \Γ2
∑
λ∈Z(2,2)
{
1|k,M([(λ
(
p 0
0 1
)
, 0), 02],M)
}
(τ, z
(
p 0
0 1
)
)

= p−2k+3Ek,M(τ, z (
p
1 )) + p
−2k+4Ek,M[( p 1 )]
(τ, z).
Thus we have the formula for K˜01,2(τ, z).
Now we shall calculate K˜00,1(τ, z). If p|f , then we can take matrices X = ( 1 0x 1 ) ∈ Z(2,2)
and M′ ∈ Sym+2 which satisfy M =M′[
(
p 0
0 1
)
X ]. Then
L∗0,1 =
{(
λ2
λ3
) ∣∣∣∣ λ2 ∈ Z(1,2), λ3tX ∈ Z(1,2) ( p 00 1 )−1}
and
K˜00,1(τ, z) = p
−4k+6 ∑
M∈Γ(δ0,1)\Γ2
∑
λ=
(
λ2
λ3
)
∈L∗0,1
{1|k,M([(λ, 0), 02],M)} (τ, z
(
p 0
0 1
)
)
×
∑
u2∈Z/pZ
G1,1M(λ2 + (0, u2))
= p−4k+7
∑
M∈Γ(δ0,1)\Γ2
∑
λ∈L∗0,1
{1|k,M([(λ, 0), 02],M)} (τ, z
(
p 0
0 1
)
).
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Because
{1|k,M([(λ, 0), 02],M)} (τ, z
(
p 0
0 1
)
)
=
{
1|k,M′([(λtX
(
p 0
0 1
)
, 0), 02],M)
}
(τ, z
(
p 0
0 1
)
tX
(
p 0
0 1
)
),
we obtain
K˜00,1(τ, z)
= p−4k+7
∑
M∈Γ(δ0,1)\Γ2
∑
λ
λtX∈
(
pZ Z
Z Z
)
{
1|k,M′([(λtX, 0), 02],M)
}
(τ, z
(
p 0
0 1
)
tX
(
p 0
0 1
)
)
= p−4k+7

∑
M∈Γ(2)∞ \Γ2
∑
λ
λtX∈Z(2,2)
{
1|k,M′([(λtX, 0), 02],M)
}
(τ, z
(
p 0
0 1
)
tX
(
p 0
0 1
)
)
+ p
∑
M∈Γ(2)∞ \Γ2
∑
λ
λtX∈Z(2,2)
{
1|k,M′([(λtX
(
p 0
0 1
)
, 0), 02],M)
}
(τ, z
(
p 0
0 1
)
tX
(
p 0
0 1
)
)

= p−4k+7E
k,M[X−1( p 1 )
−1
]
(τ, z ( p 1 )
tX ( p 1 )) + p
−4k+8Ek,M(τ, z (
p
1 )).
Thus we obtain the formula of K˜00,1(τ, z) for the case p|f . If p 6 |f , then by a straightfor-
ward calculation, we have L∗0,1 = Z
(2,2). Hence
K˜00,1(τ, z)
= p−4k+6
∑
M∈Γ(δ0,1)\Γ2
∑
λ∈Z(2,2)
{1|k,M([(λ, 0), 02],M)} (τ, z
(
p 0
0 1
)
)
×
∑
u2∈Z/pZ
G1,1M(λ2 + (0, u2))
= p−4k+7[Γ(2)∞ : Γ(δ0,1)]
∑
M∈Γ(2)∞ \Γ2
∑
λ∈Z(2,2)
{1|k,M([(λ, 0), 02],M)} (τ, z
(
p 0
0 1
)
)
= p−4k+7(p+ 1)Ek,M(τ, z (
p
1 )).
Here we used [Γ
(2)
∞ : Γ(δ0,1)] = [GL2(Z) : GL2(Z) ∩ δ0,1GL2(Z) δ−10,1] = p + 1. Thus we
obtain the formula of K˜00,1(τ, z) also for the case p 6 |f .
Finally we shall calculate K˜10,2(τ, z). We remark that for a matrix X = (
1 0
x 1 ) and for a
λ ∈ Z(2,2), the condition λtX ∈ Z(2,2) ( p 00 1 ) is equivalent to the condition λ ∈ Z(2,2) ( p 00 1 ).
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Thus, due to Lemma 8.1 in the appendix, we have
∑
u2∈(Z/pZ)(2,1)
G2,1M(λ+ (0, u2)) =
{
0 if λ ∈ Z(2,2) ( p 00 1 ) ,
p3
(
D0f2
p
)
if λ 6∈ Z(2,2) ( p 00 1 ) .
Therefore
K˜10,2(τ, z)
= p−3k+2
∑
M∈Γ(2)∞ \Γ2
∑
λ∈Z(2,2)
{1|k,M([(λ, 0), 02],M)} (τ, z
(
p 0
0 1
)
)
×
∑
u2∈(Z/pZ)(2,1)
G2,1M(λ+ (0, u2))
= p−3k+2
∑
M∈Γ(2)∞ \Γ2
∑
λ∈Z(2,2)
λ6∈Z(2,2)
(
p 0
0 1
)
p3
(
D0f
2
p
)
{1|k,M([(λ, 0), 02],M)} (τ, z
(
p 0
0 1
)
)
= p−3k+5
(
D0f
2
p
)− ∑
M∈Γ(2)∞ \Γ2
∑
λ∈Z(2,2)
{
1|k,M([(λ
(
p 0
0 1
)
, 0), 02],M)
}
(τ, z
(
p 0
0 1
)
)
+
∑
M∈Γ(2)∞ \Γ2
∑
λ∈Z(2,2)
{1|k,M([(λ, 0), 02],M)} (τ, z
(
p 0
0 1
)
)

= −p−3k+5
(
D0f
2
p
)
E
k,M
[(
p 0
0 1
)](τ, z) + p−3k+5
(
D0f
2
p
)
Ek,M(τ, z
(
p 0
0 1
)
).
Hence we conclude the lemma. ⊓⊔
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Lemma 7.2. For M ∈ Sym+2 let D0 and f be as in Lemma 7.1. For any prime p we
obtain
K˜02,2(τ, z) = p
−k+2E
k,M[
(
p 0
0 1
)
]
(τ, z),
K˜01,1(τ, z) =

p−3k+6Ek,M(τ, z
(
p 0
0 1
)
) +p−3k+7E
k,M[
(
p 0
0 1
)
]
(τ, z) if p 6 |f,
p−3k+5Ek,M′(τ, z
(
p2 0
0 1
)
) +p−3k+5(p− 1)Ek,M(τ, z
(
p 0
0 1
)
)
+p−3k+7E
k,M[
(
p 0
0 1
)
]
(τ, z) if p|f,
K˜00,0(τ, z) =
{
p−5k+10Ek,M(τ, z
(
p 0
0 1
)
) if p 6 |f,
p−5k+10Ek,M′(τ, z
(
p2 0
0 1
)
) if p|f,
K˜11,2(τ, z) = p
−2k+3
(
D0f
2
p
)
Ek,M(τ, z
(
p 0
0 1
)
)
−p−2k+3
(
D0f
2
p
)
E
k,M
[(
p 0
0 1
)](τ, z),
K˜10,1(τ, z) = p
−4k+8
(
D0f
2
p
)
Ek,M(τ, z
(
p 0
0 1
)
)
−p−4k+8
(
D0f
2
p
)
E
k,M
[(
p 0
0 1
)](τ, z),
K˜20,2(τ, z) = p
−3k+4(p− 1)Ek,M(τ, z
(
p 0
0 1
)
).
Proof. For the calculation of K˜j−ii,j we need to determine the set L
∗
i,j , the value of the
summation
∑
u2∈(Z/pZ)(j−i,1)
G
(j−i,0)
M (λ+ (0, u2)) and a complete set of the representatives of
Γ(δi,j)\Γ(2)∞ . The table of these are given in §8.3 in the appendix.
For the calculation of K˜01,1 we use the identity∑
(
A B
02 tA−1
)
∈Γ(δ1,1)\Γ(2)∞
∑
λ∈
(
p2Z Z
Z Z
)F (tAλ)
=
∑
λ∈Z(2,2)
F (λ) + (p− 1)
∑
λ∈Z(2,2)
F (λ
(
p 0
0 1
)
) + p2
∑
λ∈Z(2,2)
F (λ
(
p2 0
0 1
)
),
where F is a function on Z(2,2) such that the above summations are absolutely convergent.
The proof of this identity will be given in Lemma 8.4 in the appendix.
The rest of the calculation is an analogue to Lemma 7.1, hence we omit the detail. ⊓⊔
7.2. Proof of Theorem 1.4. In this subsection we conclude the proof of Theorem 1.4.
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Let M = ( ∗ ∗∗ 1 ) ∈ Sym+2 be a matrix which satisfies det(2M) = m. Let D0, f be as
before, namely D0 is the discriminant of Q(
√−m) and f is the positive integer which
satisfies −m = D0f 2.
We define Ek,m = E
(2)
k,m := ιM(E
(2)
k,M), where the map ιM is defined in §4.4. We remark
that Ek,m is well-defined, namely it does not depend on the choice of M (cf. §6.2.)
The form ek,m := e
(2)
k,m ∈ J (2)∗k− 1
2
,m
was defined as the Fourier-Jacobi coefficient of the
generalized Cohen-Eisenstein series H(3)
k− 1
2
of degree 3 (cf. §1). And, due to Lemma 4.2,
we have ek,m = ιM(ek,M).
By Proposition 4.4 and by Proposition 3.3, we have
ek,m|V˜α,2−α(p2)
= p5k−11+
1
2
α ιM[
(
p 0
0 1
)
]
(
ek,M|Vα,2−α(p2)
)
= p5k−11+
1
2
α ιM[
(
p 0
0 1
)
]
∑
d|f
gk
(m
d2
)(
Ek,M[tWd−1]|Vα,2−α(p2)
)
(τ, zWd)
 .
The forms Ek,M|Vα,2−α(p2) (α = 1, 2) have been calculated in §7.1, and are written as
linear combinations of three forms E
k,M[X−1( p 1 )
−1
]
(τ, z ( p 1 )
tX ( p 1 )), Ek,M(τ, z (
p
1 ))
and Ek,M[( p 1 )]
(τ, z). We recall the definitions of V
(2)
1,p and V
(2)
2,p :
ek,m|V (2)1,p = p−k+
7
2 ek,m|V˜1,1(p2),
ek,m|V (2)2,p = ek,m|V˜2,0(p2).
Because we defined Ek,m = ιM(Ek,M), we have
E
k,mp
2
d2
(τ, dz) = ιM[( p 1 )]
(Ek,M[tWd−1( p 1 )]
(∗, ∗Wd))(τ, z),
Ek,m
d2
(τ, pdz) = ιM[( p 1 )]
(Ek,M[tWd−1](∗, ∗Wd ( p 1 )))(τ, z)
and
Ek, m
p2d2
(τ, p2dz) = ιM[( p 1 )]
(E
k,M[tWd−1X−1( p 1 )
−1
]
(∗, ∗Wd ( p 1 ) tX ( p 1 )))(τ, z).
Now we shall calculate ek,m|V (2)1,p . Due to Lemma 7.1 and due to the above identities,
we have
ek,m|V (2)1,p = A1 + A2 + A3,
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where
A1 :=
∑
d|f
{p2k−4Ek, m
d2
(τ, pdz) + p2k−3E
k,mp
2
d2
(τ, dz)} gk
(m
d2
)
,
A2 :=
∑
d|f
f
d
≡0 mod p
{Ek, m
p2d2
(τ, p2dz) + pEk, m
d2
(τ, pdz)} gk
(m
d2
)
+
∑
d|f
f
d
6≡0 mod p
(p+ 1)Ek,m
d2
(τ, pdz) gk
(m
d2
)
and
A3 :=
∑
d|f
{
−pk−2
(
D0f
2/d2
p
)
E
k,mp
2
d2
(τ, dz)
+pk−2
(
D0f
2/d2
p
)
Ek, m
d2
(τ, pdz)
}
gk
(m
d2
)
.
By using Lemma 3.2 we have
A1 = p
2k−4∑
d|f
Ek, m
d2
(τ, pdz) gk
(m
d2
)
+
∑
d|f
E
k,mp
2
d2
(τ, dz) gk
(
mp2
d2
)
+
(
D0
p
)
pk−2
∑
d|f
f
d
6≡0 mod p
E
k,mp
2
d2
(τ, dz) gk
(m
d2
)
,
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A2 = δ(p|f)p2k−3
∑
d| f
p
Ek, m
p2d2
(τ, p2dz) gk
(
m
d2p2
)
−δ(p|f)
∑
d| f
p
pk−2
(
D0f
2/d2p2
p
)
Ek, m
p2d2
(τ, p2dz) gk
(
m
d2p2
)
+δ(p|f)p
∑
d|f
f
d
≡0 mod p
Ek,m
d2
(τ, pdz) gk
(m
d2
)
+p
∑
d|f
f
d
6≡0 mod p
Ek,m
d2
(τ, pdz) gk
(m
d2
)
+
∑
d|f
f
d
6≡0 mod p
Ek, m
d2
(τ, pdz) gk
(m
d2
)
= δ(p|f)p2k−3
∑
d| f
p
Ek, m
p2d2
(τ, p2dz) gk
(
m
d2p2
)
−δ(p|f)
(
D0
p
)
pk−2
∑
d| f
p
f
dp
6≡0 mod p
Ek, m
p2d2
(τ, p2dz) gk
(
m
d2p2
)
+p
∑
d|f
Ek,m
d2
(τ, pdz) gk
(m
d2
)
+
∑
d|pf
pf
d
6≡0 mod p
E
k, p
2m
d2
(τ, dz) gk
(
p2m
d2
)
,
where we used the identities(
D0f
2/d2p2
p
)
=
(
D0
p
)
δ
(
p 6 | f
pd
)
and
δ(p|f) p
∑
d|f
f
d
≡0 mod p
+ p
∑
d|f
f
d
6≡0 mod p
= p
∑
d|f
,
and we have
A3 = −
(
D0
p
)
pk−2
∑
d|f
f
d
6≡0 mod p
E
k,mp
2
d2
(τ, dz) gk
(m
d2
)
+
(
D0
p
)
pk−2
∑
d|f
f
d
6≡0 mod p
Ek,m
d2
(τ, pdz) gk
(m
d2
)
.
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Thus, due to Proposition 3.3, we obtain
ek,m|V (2)1,p = p2k−4
∑
d|f
Ek, m
d2
(τ, pdz) gk
(m
d2
)
+ p
∑
d|f
Ek,m
d2
(τ, pdz) gk
(m
d2
)
+
∑
d|f
E
k,mp
2
d2
(τ, dz) gk
(
mp2
d2
)
+
∑
d|pf
pf
d
6≡0 mod p
E
k, p
2m
d2
(τ, dz) gk
(
p2m
d2
)
+δ(p|f) p2k−3
∑
d| f
p
Ek, m
p2d2
(τ, p2dz) gk
(
m
d2p2
)
−δ(p|f)
(
D0
p
)
pk−2
∑
d| f
p
f
dp
6≡0 mod p
Ek, m
p2d2
(τ, p2dz) gk
(
m
d2p2
)
+
(
D0
p
)
pk−2
∑
d|f
f
d
6≡0 mod p
Ek,m
d2
(τ, pdz) gk
(m
d2
)
= p2k−4
∑
d|f
Ek, m
d2
(τ, pdz) gk
(m
d2
)
+ p
∑
d|f
Ek,m
d2
(τ, pdz) gk
(m
d2
)
+
∑
d|fp
E
k,mp
2
d2
(τ, dz) gk
(
mp2
d2
)
+δ(p|f) p2k−3
∑
d| f
p
Ek, m
p2d2
(τ, p2dz) gk
(
m
d2p2
)
+
(
D0f
2
p
)
pk−2
∑
d|f
Ek, m
d2
(τ, pdz) gk
(m
d2
)
= p
(
p2k−5 + 1
)
ek,m(τ, pz)
+ek,mp2(τ, z) + p
2k−3ek,m
p2
(τ, p2z) +
(−m
p
)
pk−2ek,m(τ, pz).
Hence we obtain the identity for ek,m|V (2)1,p .
Because the calculation of ek,m|V (2)2,p is an analogue to the case of ek,m|V (2)1,p , we omit
the detail. ⊓⊔
7.3. Proof of Corollary 1.5. In this subsection we shall show Corollary 1.5.
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By the definition of V
(2)
1,p , T2,1(p
2) and of S
(2)
p and by substituting z = 0 to e
(2)
k,m(τ, z),
we obtain(
e
(2)
k,m(∗, 0)|T2,1(p2)
)
(τ) =
(
e
(2)
k,m|V (2)1,p
)
(τ, 0)
=
(
e
(2)
k,m|
(
p
(
p2k−5 + 1
)
+ S(2)p
))
(τ, 0)
= p(p2k−5 + 1)e(2)k,m(τ, 0) + e
(2)
k,p2m(τ, 0)
+pk−2
(−m
p
)
e
(2)
k,m(τ, 0) + p
2k−3e(2)k,m
p2
(τ, 0).
Therefore
H(3)
k− 1
2
((
τ 0
0 ω
))∣∣∣∣
τ
T2,1(p
2)
=
∑
m
((
e
(2)
k,m(∗, 0)|T2,1(p2)
)
(τ)
)
e2pi
√−1mω
=
∑
m
(
p(p2k−5 + 1)e(2)k,m(τ, 0)
+ e
(2)
k,p2m(τ, 0) + p
k−2
(−m
p
)
e
(2)
k,m(τ, 0) + p
2k−3e(2)k, m
p2
(τ, 0)
)
e2pi
√−1mω
= H(3)
k− 1
2
((
τ 0
0 ω
))∣∣∣∣
ω
(
p(p2k−5 + 1) + T1(p2)
)
.
Similarly, we have
H(3)
k− 1
2
((
τ 0
0 ω
))∣∣∣∣
τ
T2,2(p
2)
= H(3)
k− 1
2
((
τ 0
0 ω
))∣∣∣∣
ω
((p2k−4 − p2k−6) + p(p2k−5 + 1)T1(p2)).
⊓⊔
8. Appendix
8.1. Values of some generalized Gauss sums. In this subsection we shall give the
values of generalized Gauss sums G2,1M(λ) and G
2,0
M(λ), which are defined in §5.2. For
odd primes these values follow from the result in [Sa 91]. We need these values for the
calculation of K˜βi,j in §7.1.
In this subsection we fix a matrix M = ( ∗ ∗∗ 1 ) ∈ Sym∗2.
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Lemma 8.1. Let p be an odd prime and X = ( 1 0x 1 ) ∈ Z(2,2) be a matrix such that
M≡ tX ( u 00 1 )X mod p. Then, for λ ∈ Z(2,2) we have
G2,1M(λ) =
∑
x∈Sym2(Z/pZ)
rankp(x)=1
e
(
1
p
Mtλxλ
)
=

p2 − 1 if rankp(λtX) = 0,
p2 − 1 if rankp(λ
tX) = 1 and λtX ≡ (λ′, tλ′) mod p
with t such that u+ t2 ∈ pZ,
−1 if rankp(λ
tX) = 1 and λtX ≡ (λ′, tλ′) mod p
with t such that u+ t2 6∈ pZ,
−1 if λtX ≡ (0, λ′) mod p with λ′ 6∈ (pZ)(2,1),(
−u
p
)
p− 1 if rankp(λtX) = 2.
For p = 2 there exists a matrix X = ( 1 0x 1 ) such that M = tX
(
u r
2
r
2
1
)
X with r = 0 or 1.
Then, for λ ∈ Z(2,2) we have
G2,1M(λ) =
∑
x∈Sym2(Z/2Z)
rank2(x)=1
e
(
1
2
Mtλxλ
)
=

3 if rank2(λ
tX) = 0,
−1 + 2(1 + (−1)u+t)
if rank2(λ
tX) = 1
and λtX ≡ (λ′, tλ′) mod 2
and tX
−1MX−1 = ( u 00 1 ) ,
−1 + 2(1 + (−1)u)
if rank2(λ
tX) = 1
and λtX ≡ (λ′, tλ′) mod 2
and tX
−1MX−1 =
(
u 1
2
1
2
1
)
,
−1 if rank2(λ
tX) = 1
and λtX ≡ (0, λ′) mod 2,
−1 if rank2(λ
tX) = 2
and tX
−1MX−1 = ( u 00 1 ) ,
1− 2(1− (−1)u)
if rank2(λ
tX) = 2
and tX
−1MX−1 =
(
u 1
2
1
2
1
)
.
Proof. For odd prime p this lemma follows from [Sa 91, Proposition 1.12].
For the case p = 2 we can directly calculate G2,1M(λ). The details is omitted here. ⊓⊔
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Lemma 8.2. Let p be an odd prime and X = ( 1 0x 1 ) ∈ Z(2,2) be a matrix such that
M≡ tX ( u 00 1 )X mod p. Then, for λ ∈ Z(2,2) we have
G2,0M(λ)
=
∑
x∈Sym2(Z/pZ)
rankp(x)=2
e
(
1
p
Mtλxλ
)
=

p2(p− 1) if rankp(λtX) = 0,
p2(p− 1) if rank2(λ
tX) = 1
and λtX ≡ (λ′, tλ′) mod p with t such that u+ t2 ∈ pZ,
0
if rank2(λ
tX) = 1
and λtX ≡ (λ′, tλ′) mod p with t such that u+ t2 6∈ pZ,
0 if λtX ≡ (0, λ′) mod p with λ′ 6∈ (pZ)(2,1),
−
(
−u
p
)
p if rankp(λ
tX) = 2.
For p = 2 there exists a matrix X = ( 1 0x 1 ) such that M = tX
(
u r
2
r
2
1
)
X with r = 0 or 1.
Then, for λ ∈ Z(2,2) we have
G2,0M(λ) =
∑
x∈Sym2(Z/2Z)
rank2(x)=1
e
(
1
2
Mtλxλ
)
=

4 if rank2(λ
tX) = 0,
2(1 + (−1)u+t)
if rank2(λ
tX) = 1
and λtX ≡ (λ′, tλ′) mod 2
and tX
−1MX−1 = ( u 00 1 ) ,
2(1 + (−1)u)
if rank2(λ
tX) = 1
and λtX ≡ (λ′, tλ′) mod 2
and tX
−1MX−1 =
(
u 1
2
1
2
1
)
,
0
if rank2(λ
tX) = 1
and λtX ≡ (0, λ′) mod 2,
0
if rank2(λ
tX) = 2
and tX
−1MX−1 = ( u 00 1 ) ,
−2(−1)u
if rank2(λ
tX) = 2
and tX
−1MX−1 =
(
u 1
2
1
2
1
)
.
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Proof. For odd prime p, this lemma follows from [Sa 91, Theorem 1.3]. For the case
p = 2 we can directly calculate G2,0M(λ). We omit the detail. ⊓⊔
8.2. Index-shift maps V
(2)
1,p , V
(2)
2,p and Fourier coefficients. Let
φ(τ, z) =
∑
T∈Sym∗2 , S∈Z(2,1)
4Tm−StS≥0
C(T, S) e(Tτ + Stz)
be the Fourier expansion of φ ∈ J (2)∗
k− 1
2
,m
. In this subsection we shall express Fourier
coefficients of φ|V (2)1,p and φ|V (2)2,p as a linear combination of C(T, S).
For any prime p we put
R(p) := {( 1 x0 1 ) , ( 0 1−1 0 ) | x mod p} ,
R(p2) :=
{
( 1 x0 1 ) ,
(
py 1
−1 0
) | x mod p2, y mod p} .
Then, the action of the index-shift maps V
(2)
1,p and V
(2)
2,p can be written as
(φ|V (2)1,p )(τ, z) =
∑
T∈Sym∗2, S∈Z(2,1)
4Tmp2−StS≥0
∑
i,j
α1,i,j(T, S) e(Tτ + Sz),
(φ|V (2)2,p )(τ, z) =
∑
T∈Sym∗2, S∈Z(2,1)
4Tmp2−StS≥0
∑
i,j
α2,i,j(T, S) e(Tτ + Sz),
where, for odd prime p, we have
α1,1,0(T, S) = p
2k−4 ∑
U∈R(p)
C
((
p−1
1
)
UT tU
(
p−1
1
)
,
1
p
(
p−1
1
)
US
)
,
α1,1,1(T, S) =
∑
U∈R(p)
C
((
1
p
)
UT tU
(
1
p
)
,
1
p
(
1
p
)
US
)
,
α1,2,0(T, S) =

(
−a
p
)
pk−2C(T, 1
p
S) if p 6 |a and p| det 2T,
(
−c
p
)
pk−2C(T, 1
p
S) if p|a and p| det 2T,
0 otherwise,
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α2,0,0(T, S) = p
4k−8 C
(
1
p2
T,
1
p2
S
)
,
α2,0,1(T, S) = p
2k−5 ∑
U∈R(p2)
C
((
p−1
p
)
UT tU
(
p−1
p
)
,
1
p
(
p−1
p
)
US
)
,
α2,0,2(T, S) = C(p
2T, S),
α2,1,0(T, S) = p
3k−7 ∑
U∈R(p)
(−cU
p
)
×C
((
p−1
1
)
UT tU
(
p−1
1
)
,
1
p
(
p−1
1
)
US
)
,
where
( ∗ ∗
∗ cU
)
= UT tU,
α2,1,1(T, S) = p
k−3 ∑
U∈R(p)
(−aU
p
)
×C
((
1
p
)
UT tU
(
1
p
)
,
1
p
(
1
p
)
US
)
,
where
(
aU ∗
∗ ∗
)
= UT tU,
α2,2,0(T, S) =

− p2k−6 C(T, 1
p
S) if p 6 | det 2T,
(p− 1)p2k−6 C(T, 1
p
S) if p| det 2T.
For p = 2 we have the same α1,i,j(T, S) and α2,i,j(T, S) in the above formula by re-
placing the condition p| det(2T ) or p 6 | det(2T ) by 8| det(T ) or 8 6 | det(T ). (cf. [H-I 05,
section 4.2].)
8.3. The function K˜j−ii,j for n = 2. In this subsection we shall give some necessary
data for the calculation of K˜j−ii,j , namely we need these data for the proof of Lemma 7.2.
We put
L(p) :=
{
( 1x 1 ) ,
( −1
1 p
) | x mod p} ,
L(p2) :=
{
( 1x 1 ) ,
( −1
1 py
) | x mod p2, y mod p} .
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Then we have the following table:
(i, j)
∑
u2∈(Z/pZ)(j−i,1)
G
(j−i,0)
M (λ+ (0, u2)) L
∗
i,j Γ(δi,j)\Γ(2)∞
(2, 2) 1
(
pZ Z
pZ Z
)
1
(1, 1) 1
{(
pZ Z
1
p
Z Z
)
if p|f(
pZ Z
Z Z
)
if p 6 |f
L(p2)
(0, 0) 1

(
1
p
Z Z
1
p
Z Z
)
if p|f
Z(2,2) if p 6 |f
1
(1, 2)
{
0 if λ ∈ pZ× Z
p
(
D0f2
p
)
if λ 6∈ pZ× Z
(
pZ Z
Z Z
)
L(p)
(0, 1)
{
0 if λ ∈ pZ× Z
p
(
D0f2
p
)
if λ 6∈ pZ× Z
{(
Z Z
1
p
Z Z
)
if p|f
Z(2,2) if p 6 |f
L(p)
(0, 2) p2(p− 1) Z(2,2) 1
8.4. Certain summations. In this subsection we shall give some formulas which are
needed for the proof of Lemma 7.1 and 7.2. Let notation be as in §5.1 and §5.2.
Lemma 8.3. Let F be a function on Z(2,2). Then we obtain∑
(
A B
02 tA−1
)
∈Γ(δ1,2)\Γ(2)∞
∑
λ∈L∗1,2
F (tAλ) =
∑
λ∈Z(2,2)
F (λ) + p
∑
λ∈Z(2,2)
F (λ
(
p 0
0 1
)
),
if the above summations are absolutely convergent.
Proof. A bijection map Γ(δ1,2)\Γ(2)∞ → δ1,2GL2(Z)δ−11,2 ∩ GL2(Z)\GL2(Z) is given via(
A B
02 tA−1
) 7→ A. Thus∑
(
A B
02 tA−1
)
∈Γ(δ1,2)\Γ(2)∞
∑
λ∈L∗1,2
F (tAλ) =
∑
A∈δ1,2GL2(Z)δ−11,2∩GL2(Z)\GL2(Z)
∑
λ∈L∗1,2
F (tAλ).
Now we have L∗1,2 =
{(
λ1
λ2
) ∈ Z(2,2) | λ1 ∈ pZ× Z, λ2 ∈ Z× Z} . We define
L(p) :=
{
( 1 0x 1 ) ,
(
0 −1
1 p
) | x mod p} .
Then L(p) is a complete set of representatives of δ1,2GL2(Z)δ
−1
1,2 ∩GL2(Z)\GL2(Z). For
( ab ) ∈ Z(2,1), we define S( ab ) :=
{
A ∈ L(p) | tA−1 ( ab ) ∈ L∗1,2
}
. We obtain
#S( ab )
=
{
p+ 1 if a ≡ b ≡ 0 mod p,
1 otherwise.
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Hence ∑
A∈δ1,2GL2(Z)δ−11,2∩GL2(Z)\GL2(Z)
∑
λ∈L∗1,2
F (tAλ)
= (p+ 1)
∑
λ∈
(
pZ Z
pZ Z
)F (λ) +
∑
λ∈Z(2,2)\
(
pZ Z
pZ Z
)F (λ)
=
∑
λ∈Z(2,2)
F (λ) + p
∑
λ∈Z(2,2)
F (λ
(
p 0
0 1
)
).
⊓⊔
Lemma 8.4. Let F be a function on Z(2,2). Then we obtain∑
(
A B
02 tA−1
)
∈Γ(δ1,1)\Γ(2)∞
∑
λ∈
(
p2Z Z
Z Z
)F (tAλ)
=
∑
λ∈Z(2,2)
F (λ) + (p− 1)
∑
λ∈Z(2,2)
F (λ
(
p 0
0 1
)
) + p2
∑
λ∈Z(2,2)
F (λ
(
p2 0
0 1
)
),
if the above summations are absolutely convergent.
Proof. We have ∑
(
A B
02 tA−1
)
∈Γ(δ1,1)\Γ(2)∞
∑
λ∈
(
p2Z Z
Z Z
)F (tAλ)
=
∑
A∈δ1,1GL2(Z)δ−11,1∩GL2(Z)\GL2(Z)
∑
λ∈
(
p2Z Z
Z Z
)F (tAλ).
We define L(p2) :=
{
( 1 0x 1 ) ,
(
0 −1
1 py
) | x mod p2, y mod p}. Then L(p2) is a complete
set of representatives of δ1,1GL2(Z)δ
−1
1,1 ∩ GL2(Z)\GL2(Z). For ( ab ) ∈ Z(2,1), we define
S( ab )
:=
{
A ∈ L(p2) | tA−1 ( ab ) ∈
(
p2Z Z
Z Z
)}
. By a straightforward calculation we obtain
#S( ab )
=

p2 + p if p2|a and p2|b,
1 if p 6 |a or p 6 |b,
p otherwise.
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Hence we get
∑
A∈δ1,1GL2(Z)δ−11,1∩GL2(Z)\GL2(Z)
∑
λ∈
(
p2Z Z
Z Z
)F (tAλ)
=
∑
λ∈Z(2,2)
F (λ) + (p− 1)
∑
λ∈
(
pZ Z
pZ Z
)F (λ) + p2
∑
λ∈
(
p2Z Z
p2Z Z
)F (λ).
⊓⊔
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