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Supercritical carbon dioxide (sCO2) is currently being studied as the working fluid in power 
producing Brayton cycles due to its excellent physical and thermodynamic properties, especially 
near the critical point.  Printed circuit heat exchangers (PCHEs) are being considered for use as 
condensers and recuperators for this purpose due to their high strength and compact designs.  
Many experimental and numerical studies are being conducted to characterize and optimize sCO2 
PCHE operation and develop correlations to describe their thermal-hydraulic performance.  
Additionally, a few experimental and numerical structural assessments of these PCHEs have 
been conducted, but all have been somewhat limited due to the difficulty measuring actual 
stresses in an operating PCHE and the computer resources needed to accurately conduct a fluid-
structure interaction (FSI) examination using finite element analysis (FEA).       
The entire average data reduction method has traditionally been the means by which to 
evaluate the Nusselt number (𝑁𝑢), Colburn factor (𝑗), and Fanning (𝑓) or Darcy friction factor 
(𝑓𝐷) for these heat exchangers.  Then the staged integral method of data reduction was proposed 
which greatly improved the accuracy of these analyses.  Computational fluid dynamics (CFD) is 
used to examine the design and operating factors which influence the size of data sampling 
interval that must be used to accurately apply the staged integral method to zigzag-channel and 
straight-channel PCHEs.  Then a non-uniform staged integral method is proposed and evaluated 
against several test cases.  Data indicates that the interval size required for PCHEs data analysis 
is primarily driven by channel bend angle (𝜃) for zigzag-channel designs and by mass flow rate 
(?̇?) for straight-channel designs.  The non-uniform staged integral method was of limited use for 




for reducing the number of required data sampling points for straight-channel PCHEs with low 
mass flow rates operating near the critical point. 
The sensitivity of the 𝑁𝑢, 𝑗, and 𝑓𝐷 for zigzag-channel PCHEs to 20 geometric design factors 
and operating conditions were investigated.  A two-level Plackett-Burman, non-geometric 
resolution III experimental design with no replications was used.  This experimental design was 
then folded over to produce a resolution IV design to eliminate confounding of main factor 
effects.  Main factor and two factor interaction effects were examined.  CFD was used to 
simulate each tested case.  Data indicates that zigzag-channel PCHE thermal-hydraulic 
performance parameters are most sensitive to changes in 𝜃, bend angle radius of curvature (𝑟), 
?̇?, and channel width (𝑤).  Additionally, some two factor interactions of the more significant 
main factors were found to be of importance.   
Data from the zigzag-channel PCHE factor sensitivity study was used to develop the 𝑁𝑢 and 
𝑓𝐷 correlations.  The Gauss-Newton nonlinear regression method was applied to this data to 
create best fit correlations.  The developed correlations for the hot and cold channel 𝑁𝑢 and 𝑓𝐷 
were validated against experimental data and were found to model the data within ±30%.  The 
new correlations predicted the numerical results from inlet parameters with an average error of 
approximately ±30%.   These correlations appear to provide the best estimate, over current 
leading correlations, of PCHE thermal-hydraulic performance from inlet parameters prior to any 
simulation or experimentation. 
In order to attempt a complete investigation of zigzag-channel sCO2 PCHEs, a FSI study was 
conducted.  A previous pseudo two-dimensional (2D) study of a sodium-sCO2 PCHE was 
replicated, comparing linear elastic model and bilinear isotropic hardening model results, then 




dimensional (3D) one-way coupled FSI studies of an experimental and two notional zigzag-
channel, sCO2 PCHEs were conducted.  All results were evaluated against the stress intensity 
limits set forth by the American Society of Mechanical Engineers (ASME) Boiler and Pressure 
Vessel Code (BPVC) Sections III and VIII.  Most of the examined PCHEs meet the requirements 
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CHAPTER 1 INTRODUCTION AND LITERATURE SURVEY 
Printed circuit heat exchangers (PCHE) are a promising new heat exchanger technology due 
to their high performance and compact size.  Many experimental and numerical investigations of 
these PCHEs, especially with supercritical carbon dioxide (sCO2) as the working fluid, are 
currently being conducted to optimize their performance.  While each of these studies provides 
valuable new information about the characteristics and performance of these heat exchangers, 
few provide overarching conclusions that can be applied across entire design categories and large 
ranges of operating parameters.  This dissertation seeks to draw conclusions about zigzag-
channel PCHEs that can be applied across a wide field of geometries and operating conditions. 
This dissertation uses design of experiments (DOE) methods and computational fluid 
dynamics (CFD) to conduct a design factor sensitivity study of zigzag-channel sCO2 PCHEs to 
determine key design factors.  These key factors were then further analyzed to develop widely 
applicable performance correlations.  During this process, the information gained from the factor 
analysis study was used to investigate the required data sampling interval for the staged integral 
method of data reduction and to determine which factors affect the required sample interval.  
Based on these findings, a non-uniform staged integral method of data reduction was proposed 
and evaluated.  Lastly, a three-dimensional (3D) fluid-structure interaction (FSI) analysis of 
these PCHEs, examining worst case scenario design and operating parameters for safe operation, 
was evaluated against the American Society of Mechanical Engineers (ASME) Boiler and 
Pressure Vessel Code (BPVC) Sections III, Rules for Construction of Nuclear Power Plant 




1.1 Review of Existing sCO2 Research 
The printed circuit heat exchanger (PCHE) was developed by HEATRIC [1].  Channels are 
photo-chemically etched into plates which are then diffusion bonded together to create the 
PCHEs.  These numerous small channels and strong diffusion bonds give the heat exchanger the 
strength to operate at high pressure (𝑝), excellent heat transfer performance, and compact size.  
The HEATRIC PCHE has zigzag shaped channels which provide increased heat transfer 
performance over those with straight-channels but result in a greater pressure drop (Δp).  
Thermodynamic power cycles, such as the Brayton cycle, with supercritical working fluids 
were first proposed by Feher in 1968 [2].  Since then, numerous experimental and numerical 
studies of supercritical carbon dioxide (sCO2) PCHEs have been conducted to develop friction 
factor and heat transfer correlations as well as to optimize heat transfer performance and 
minimize the pressure drop. 
Ishizuka et al. [3] tested a zigzag-channel PCHE produced by HEATRIC using sCO2 as the 
working fluid.  They found the PCHE provided an overall heat transfer coefficient (ℎ𝑐) of 300-
700 W/(m2-K) with 98 to 99% heat exchanger effectiveness ( ) and would provide excellent 
performance in a sCO2 Brayton power cycle reactor.  Nikitin et al. [4] conducted experimental 
and numerical investigations of the pressure drop and heat transfer characteristics of a sCO2 
PCHE and achieved similar results to Ishizuka et al.  Chen et al. [5] found, through experimental 
analysis of a helium PCHE, that zigzag channel PCHEs have heat transfer performance that is 
overall better than straight channel PCHEs.  They also developed the Fanning friction factor (𝑓) 
and Nusselt number (𝑁𝑢) correlations.  Liao and Zhao [6] conducted an experimental 




horizontal circular mini/micro circular tubes.  They found buoyance effects were still significant 
in these small tubes but decreased with decreasing tube diameter (𝐷).   
Straight-channel and zigzag-channel PCHEs were numerically investigated by Meshram et 
al. [7].  They found that the Δp and the 𝑁𝑢 both vary with the Reynolds number (𝑅𝑒). 
Additionally, overall heat transfer performance increased with decreasing bend angle (𝜃) in the 
zigzag-channels at the cost of an increased Δp.  Inconel alloy 617 (UNS: N06617) and Haynes 
alloy 230 were numerically investigated by Mylavarapu et al. [8] for use in a PCHE.  N06617 
was found to be suitable for use in very high temperature reactors using helium.  This single-
banked, 240 channel PCHE was then fabricated and tested in a helium test loop.  𝑁𝑢 and Δp 
correlations for laminar and transitional flow, the 𝑅𝑒 of 900 to 3,900, were developed by 
Mylavarapu et al.  Ma et al. [10] investigated the flow effects of fin-endwall fillets caused by the 
chemical etching process.  They found that the presence of the fillets increased the 𝑁𝑢 and 𝑓 by 
generating small vortices.  
1.1.1 Supercritical CO2 
The advantages of a supercritical cycle include high power to volume ratio and thermal 
efficiency, single phase fluid heat rejection, compression efficiency insensitivity, and single 
stage pumps and turbines [2].  Carbon dioxide (CO2) is the ideal fluid for supercritical cycles 
because it is inert, non-toxic, stable, abundant, and inexpensive.  Additionally, CO2 has a low 
critical pressure (𝑝), compared to other commonly used working fluids, enabling lower cycle 
operating pressure and increased safety [2].  
The critical point of CO2 is 304.25 K and 7.39 MPa.  Near this point the thermodynamic 
properties of the fluid are highly variable and excellent for heat transfer applications.  




conductivity (𝜆) near the critical point, make supercritical CO2 (sCO2) an ideal heat transfer 










Fig. 2 CO2 𝜌 as a function of T and 𝑝 
 





Fig. 4 CO2 dynamic viscosity as a function of T and 𝑝 
 
 
1.1.2 Factor Sensitivity 
Sabharwall et al. [11] conducted a factor sensitivity analysis to determine the effects of 
working fluid thermal properties on heat transfer performance, pumping power, and required 
coolant volume for use in an advanced high temperature reactor heat exchanger.  They found 
increased specific heat ratio (𝛾), density (𝜌), and specific heat (cp) all increase thermal 
performance, while increased 𝜌 and heat transfer decrease required pumping power.  Increased 
dynamic viscosity (𝜇) increases required pumping power and reduces heat transfer performance.  
Chu et al. [12] conducted an experimental evaluation of the sensitivity of a straight-channel 
PCHE to changes in operating pressure (𝑝) and found that comprehensive heat transfer 




Additionally, a few small-scale factor sensitivity studies have been conducted which focus on 
either geometric parameters or fluid properties.  Bartel et al. [13] found that the interactions 
between geometry parameters for zigzag-channel PCHEs were important and must be considered 
when evaluating 𝑁𝑢 and 𝑓 for these heat exchangers.  A sensitivity study of the effect the 
thickness of thin plates placed between double sided zigzag-channel printed circuit heat 
exchanger (PCHE) plates was conducted by Lee and Kim [14].  They found the performance of 
the PCHE was not strongly dependent upon the thickness of these separating plates.  Van Abel et 
al. [15] conducted a sensitivity analysis of pressure drop (Δp) to the bend angle radius of 
curvature (𝑟) in a zigzag-channel PCHE and found that increased 𝑟 results in a significant 
decrease in Δp. 
Some other sensitivity analysis studies of other types of heat exchangers and PCHEs with 
other than zigzag-channel geometry have also been performed.  Han et al. [16] conducted a 
sensitivity analysis study, as part of an optimization study, of four dimensionless geometric 
parameters for a double pipe heat exchanger, with an inner corrugated tube.  A 25 run, central 
composite experimental design was used.  They found that the ratio of corrugation height to 
hydraulic diameter (𝐷ℎ) was the most significant factor affecting the Nusselt number (𝑁𝑢) for 
this type of heat exchanger.  Kim et al. [17] conducted a sensitivity analysis study of an airfoil 
fin (AFF) PCHE and found that the thermal-hydraulic performance was most greatly affected by 
the horizontal, vertical, and staggered pitches of the AFFs.  Chu et al. [18] conducted a similar 
study and found that staggering the AAFs can improve the comprehensive heat transfer 




1.1.3 Heat Transfer Correlations 
The − 𝑁𝑇𝑈 method of evaluating heat exchanger thermal performance requires a near 
constant pressure specific heat (cp) along the length of the heat exchanger (𝐿) [19].  This makes 
this method inappropriate for evaluating heat exchangers operating in and near the supercritical 
region, so other performance measures must be used.   
Most heat transfer correlations currently in use are based upon the Dittus-Boelter correlation 
[20], which relates the bulk Nusselt number (𝑁𝑢) to the bulk Reynolds (𝑅𝑒) and Prandtl (𝑃𝑟) 
numbers.  It was originally developed to describe heat transfer from water to air in radiator tubes, 
but has been adapted for use with supercritical carbon dioxide (sCO2) forced convection pipe 
flow [20].  This correlation and selected others, described below, may be seen in Table 1 Heat 
transfer correlations. The Gnielinski correlation [21] relates the bulk 𝑁𝑢 to the bulk 𝑅𝑒 and 𝑃𝑟, 
but also includes a friction factor (𝑓), calculated with the Filonenko correlation [22].  The 
Gnielinski correlation was developed from a then current collection of experimental smooth 
surface pipe flows [21].  The Filonenko correlation was developed for isothermal flow in smooth 





Table 1 Heat transfer correlations 





104 < 𝑅𝑒𝑏 <
1.2 × 105 [20] 
0.7 < 𝑃𝑟𝑏 <
120 [20] 
𝐿 𝐷⁄ ≥ 10 [19] 
Cooling:  
𝑛 = 0.3 
Heating:  













2300 < 𝑅𝑒𝑏 <
104 [21] 






Table 2 [22] 










𝑇𝑏 𝑇𝑐𝑟𝑖𝑡 > 1⁄  
 
𝑇𝑏 𝑇𝑐𝑟𝑖𝑡 ≤ 1⁄  
 
 
Ishizuka et al. [3] 












Ngo et al. [24] 
𝑁𝑢
= (0.1696 ± 0.0144)𝑅𝑒0.629±0.009𝑃𝑟0.317±0.014 
3500 < 𝑅𝑒𝑏
< 2.2 × 104 
0.75 < 𝑃𝑟𝑏
< 2.2 
𝜃 = 76 𝑑𝑒𝑔 
Kim et al. [25][26] 
𝑁𝑢 = (0.0292 ± 0.0015)𝑅𝑒0.8138±0.005 
 
𝑁𝑢 = (0.0188 ± 0.0032)𝑅𝑒0.8742±0.0162 
𝜃 = 100 𝑑𝑒𝑔: 
2000 < 𝑅𝑒𝑏
< 5.8 × 104 
𝜃 = 115 𝑑𝑒𝑔: 
2000 < 𝑅𝑒𝑏




The Krasnoshchekov-Kuraeva-Protopopov [27] correlation was proposed in 1969, which 
incorporated density (𝜌), 𝑐𝑝, the heat transfer coefficient (ℎ𝑐), and temperature (𝑇).  Then in 
1985, the Petrov and Popov correlation [28], which included heat transfer, Nu, calculated with 




[30] correlation is based upon the Gnielinski equation and incorporates the bulk and wall 𝑁𝑢 as 
well as thermal conductivity (𝜆) and diameter (𝐷).  This new correlation had increased 
accuracy, over previous correlations, in predicting heat transfer performance in the pseudocritical 
region.  Unfortunately, these correlations and others like them all require knowledge of flow 
conditions and properties at the wall which are not possible to know without prior simulation or 
experimentation.     
In 2003, Yoon et al. [23] proposed a heat transfer correlation for sCO2 under cooling 
conditions in a tube with a diameter of 7.73 mm.  These equations were developed for 
pseudocritical 𝑇 and pressure (𝑝), but are also useful for sCO2 because pseudocritical and critical 
properties are equal for pure CO2. 
Saeed and Kim [25] examined thermal-hydraulic performance correlations developed for 
zigzag-channel printed circuit heat exchangers (PCHEs) by Ishizuka et al. [3], Nikitin et al. [31], 
Ngo et al. [24], and Kim et al. [26].  Ishizuka et al. developed a heat transfer correlation for a 
zigzag-channel PCHE from experimental data [3].  The 𝑁𝑢 correlation developed by Ngo et al. 
is for zigzag channels with channel bend angles (𝜃) equal to 76 degrees [24].  Kim et al. 
developed correlations for 𝜃 equal to 100 and 115 degrees [25][26].  Saeed and Kim [25] found 
that none of the currently existing correlations could be used to accurately predict heat transfer 
performance and pressure drop (∆𝑝) over a large range of 𝑅𝑒.  However, they determined that 
these correlations could be used in a piecewise fashion to accurately represent their numerical 
results.  Additionally, they found that the Kim et al. correlations were the best match to their 
numerical data over the range of examined 𝑅𝑒, up to 6 × 104 for the cold channel and 3 × 104 




the data for 𝑅𝑒 values up to 1.2 × 104 for the cold channel and 6,000 for the hot channel.  It 
appears all these correlations are based upon either the bulk or average 𝑅𝑒. 
Liao and Zhao [6] conducted an experimental investigation of sCO2 being cooled under 
forced convection at constant temperature in horizontal circular mini/micro circular tubes.  They 
developed a new correlation for the axially averaged 𝑁𝑢 from their experimental data which 
better predicted heat transfer performance of sCO2 than the current Dittus-Boelter correlation for 
constant property fluids.  The Liao-Zhao correlation, similar to the Krasnoshcheckov-Kuraeva-
Protopopov correlation, includes 𝜌 and 𝑐𝑝.  However, it also includes the Grashof number (𝐺𝑟) 
which accounts for 𝜌, gravity (𝑔), 𝐷, and dynamic viscosity (𝜇) [6]. 
Ghajar and Asadi [32] evaluated seven different heat transfer correlations against 
experimental data from 14 different sources.  They found that the Dittus-Boelter correlation best 
predicted forced convection heat transfer of fluids near the critical point when a property ratio 
method was used to account for large variations in physical properties in this region.  Dang and 
Hihara [33] developed a modified Gnielinski correlation for 𝑁𝑢 which predicted experimental 
data with 20% accuracy for pressures of 8-10 MPa, temperatures of 303-343 𝐾, and mass flux 
rates of 200-1200 kg/(m2s).  Kuang et al. [34] found current correlations effectively predicted 
heat transfer behavior at low ?̇? but are insufficient at high ?̇?.  They developed a semi-empirical 
correlation to predict the sCO2 heat transfer behavior.   
Yoon et al. [35] developed correlations for 𝑁𝑢 and Fanning friction factor (𝑓) for laminar 
flow zigzag-channel helium PCHEs which included geometric parameters such as hydraulic 




1.1.4 Pressure Loss Correlations 
The Filonenko correlation, mentioned above, and the Blasius equation for turbulent flow in a 
smooth-pipe, were two of the first friction factor correlations developed to describe pressure drop 
(∆𝑝) [36].  The Blasius equation is applicable for turbulent flow in smooth walled tubes [19].  
These and other selected Fanning friction factor (𝑓) and Darcy friction factor (𝑓𝐷) correlations 





Table 2 Friction factor correlations 
Correlation 𝒇 or 𝒇𝑫 Valid Range 
Filonenko 
[22] 
𝑓 = (1.82 log10 𝑅𝑒𝑏 − 1.64)
−2 
104 < 𝑅𝑒𝑏 < 5 × 10
6 



















10−6 ≤ 𝜖 𝐷⁄ ≤ 10−2 


















































Ishizuka et al. 
[3] 
𝑓ℎ = −2.0 × 10
−6𝑅𝑒 + 0.0467 
 
𝑓𝑐 = −2.0 × 10
−6𝑅𝑒 + 0.01023 
Hot: 
2400 ≤ 𝑅𝑒 ≤ 6000 
Cold: 
5000 ≤ 𝑅𝑒 ≤ 1.3 × 104 
Ngo et al. 
[24] 
𝑓𝐷,ℎ = (0.3390 ± 0.0285)𝑅𝑒
−0.158±0.009 
 
𝑓𝐷,𝑐 = (0.3749 ± 0.1293)𝑅𝑒
−0.154±0.036 
Hot: 
3500 < 𝑅𝑒𝑏 < 2 × 10
4 
Cold: 
6000 < 𝑅𝑒𝑏 < 2.2 × 10
4 
Kim et al. 
[25][26] 
𝑓𝐷 = (0.2515 ± 0.0097)𝑅𝑒
−0.2031±0.0041 
 
𝑓𝐷 = (0.2881 ± 0.212)𝑅𝑒
−0.1322±0.0079 
𝜃 = 100 𝑑𝑒𝑔: 
2000 < 𝑅𝑒𝑏 < 5.8 × 10
4 
𝜃 = 115 𝑑𝑒𝑔: 




The Colebrook-White [39] correlation accounts for transition zone roughness and includes 
diameter (𝐷) and wall surface roughness (𝜖).  An implicit version of the Colebrook-White 




correlation was developed by Churchill [38].  It relates frictional losses to 𝑅𝑒 and 𝜖 for all flow 
regimes. 
Ishizuka et al. [3], Ngo et al. [24], and Kim et al. [25][26] also developed 𝑓 correlations, 
which may be found in Table 2.  
Petrov and Popov [28] obtained a friction factor interpolation equation which includes 
density (𝜌), dynamic viscosity (𝜇), constant pressure specific heat (𝑐𝑝), temperature (𝑇), heat 
flux (𝑞), and mass flow rate (?̇?).  Similar to heat transfer correlations, this and other friction 
factor correlations require knowledge of flow properties that cannot be known without 
experimentation or simulation.  Additionally, many correlations have been developed for specific 
geometries which are highly accurate but have limited applicability.  It is the goal of this study to 
develop correlations for the Nusselt number (𝑁𝑢) and 𝑓𝐷 which are reasonably accurate over a 
broad range of geometries and flow conditions using only inlet flow parameters.  This will allow 
researchers to better estimate the performance of new printed circuit heat exchanger (PCHE) 
designs prior to numerical modeling or experimentation. 
1.1.5 Fluid-Structure Interaction 
A few experimental and finite element analysis (FEA) structural studies of printed circuit 
heat exchangers (PCHEs) have been conducted to evaluate their suitability for high temperature 
(𝑇), high pressure (𝑝) applications and to determine their expected service life.  An 
experimental study of the fluid-structure interaction (FSI) of a reduced size PCHE in an air test 
loop was conducted by Pra et al. [40].  They tested the PCHE against severe temperature 
variations with hot and cold shock transient conditions and concluded such a heat exchanger 
could withstand the high temperature and pressure necessary for use in high-temperature gas-




obtained through computational fluid dynamics (CFD) and FEA.  A two-dimensional (2D) stress 
analysis of a HEATRIC PCHE was conducted by Oh and Kim [41] who evaluated several 
different types of heat exchangers, configurations, and designs for use in a very high temperature 
reactor (VHTR).  They determined that the PCHE was the most mechanically reliable, providing 
the longest life span, and greatest cost savings.  Additionally, an off-set channel configuration 
reduced stress by up to 50%.  They also concluded that a 3D analysis was necessary.  Song [42] 
performed an experimental structural analysis of a small prototype PCHE in a hydrogen test loop 
and found stresses to be greatest in the inlet and outlet chambers.  Additionally, they determined 
the stresses due to thermal expansion were the most significant. 
Lee and Lee [43] conducted a structural assessment of a sodium and supercritical carbon 
dioxide (sCO2) zigzag-channel PCHE using ANSYS
® Fluent to calculate temperature fields and 
ANSYS® Mechanical to obtain stress fields.  Wall temperatures were uniformly set to hot inlet 
temperature (𝑇ℎ,𝑖𝑛), for the hot channels, and the cold outlet temperature (𝑇𝑐,𝑜𝑢𝑡), for the cold 
channels.  This provided the maximum temperatures to best analyze creep deformation.  They 
found that the mechanical stresses around the hot channels were roughly equal to the thermal 
stresses of the hot and cold channels.  The mechanical stress imposed on the cold channels due to 
the higher operating pressure (𝑝) was the major concern when considering the structural 
integrity of the PCHE.  Maximum stresses occurred at the channel tips, which are the sharp 
corner formed where the curved bottom of the channel meets the flat top. 
Zhang et al. [44] conducted a numerical structural assessment of a PCHE with s-shaped fins 
using ANSYS® Mechanical.  They found that small portions of the fins yielded due to pressure 
differential induced excessive stress concentrations at the fin tips.  They recommended a design 




Some analytical attempts have been made to estimate stress levels in PCHEs.  Dostal [45] 
and Oh and Kim [46] modeled the PCHE as a fin-type heat exchanger and used the equation of 
Hesselgreaves [47] to calculate required channel wall thicknesses (𝑡𝑤).  This method required 
several model simplifications and omitted thermal stresses and stress concentrations.  Lee and 
Lee [43] found that this analysis underestimated wall stress intensities and did not consider the 
channel tip region. 
1.2 Design of Experiments 
The design of experiment (DOE) methodology has been used in other fields of study to 
efficiently collect and analyze relevant data, especially when experimentation is expensive 
and/or the systems under study are very complex.  Suard et al. [48] conducted a sensitivity 
analysis of six fire models to six factors.  Factor sensitivity was determined through the 
examination of bar graphs of factor effects.  They were able to achieve the same results using an 
eight run, fractional-factorial experimental design as with a 64 run full-factorial design and a 200 
run test using the Monte Carlo method.  A study of the sensitivity of CuO nanofluid thermal 
conductivity (𝜆) to eight factors was conducted by Kazemi-Beydokhti et al. [49].  They 
performed a seven factor, two-level fractional-factorial experiment consisting of 16 runs.  Six 
additional center point runs were also conducted to determine experimental error and verify 
repeatability.  They were able to achieve statistically supported results.  Meibodi et al. [50] 
accomplished a sensitivity study of the effect of eight factors on the thermal conductivity and 
stability of carbon nanotube/water nanofluids and developed models of these effects.  A two-
level fractional-factorial experimental design was used, and the results were found to be 




manner has not yet been applied to the study of printed circuit heat exchanger (PCHE) 
performance. 
1.3 Motivation 
The Next Generation Nuclear Plant (NGNP) is a project to use nuclear energy for large scale 
hydrogen production as well as process heat and electricity [51].  This is one of several 
developmental technologies which will help the United States to decrease dependence on foreign 
oil and reduce carbon emissions.  Thermodynamic power cycles, such as the Brayton cycle, with 
supercritical working fluids are ideal for this purpose.  The working fluid, supercritical carbon 
dioxide (sCO2), is especially well suited to these applications because of its excellent physical 
and thermodynamic properties.  These technologies require compact, effective heat exchangers 
for use as condensers and recuperators [45].  The printed circuit heat exchanger (PCHE) is 
currently one of the leading options for these applications [1].  Additionally, PCHE technology 
has many other power generation and heat transfer applications, such as solar thermal power 
tower or trough systems.   
Many studies of PCHEs operating with supercritical fluids have been conducted investigating 
various geometrical configurations and operating conditions and developing performance 
correlations.  Experimental testing is the preferred method for performing these studies.  
However, due to the availability of resources and expense of such testing, computational fluid 
dynamics (CFD) studies of PCHEs are well benchmarked and widely accepted.  Unfortunately, 
most of these studies only address small pieces of the overall design problem and have limited 
applicability.  Based upon the narrow view of most of these previous studies, the following 




1. Determine which PCHE design and operating factors drive the required data sampling 
size when applying the staged integral method of data analysis and propose a new non-
uniform staged integral method. 
2. Conduct a sensitivity analysis of 20 factors on the thermal-hydraulic performance of 
sCO2 PCHEs with zigzag-channels using a two-level fractional-factorial design of 
experiments (DOE).  
3. Develop and propose dimensionless correlations for heat transfer and pressure drop (Δp) 
within the PCHE applicable to a broad range of geometric parameters and operating 
conditions, which require no prior modeling and only knowledge of inlet conditions to 
apply.   
4. Conduct three-dimensional (3D) fluid-structure interaction (FSI) analysis of these 
PCHEs, examining worst case scenario design and operating parameters, evaluated 
against the American Society of Mechanical Engineers (ASME) Boiler and Pressure 
Vessel Code (BPVC) Sections III and VIII. 
1.4 Organization 
The previous sections introduce and explain the motivation behind the research of this 
dissertation.  Chapter 2 provides the problem description and methodology used to address each 
of the above listed tasks.  Chapter 3 consists of the analysis of the factors affecting data sampling 
size for application of the staged integral method as well as the evaluation of the new non-
uniform staged integral method.  Chapter 4 presents the detailed results of the 20-factor thermal-
hydraulic performance parameter sensitivity study.  Chapter 5 provides the newly developed, 
broadly applicable performance correlations and evaluates them against existing correlations and 




and three-dimensional (3D) printed circuit heat exchanger (PCHE) structural analyses and 
evaluates them against the Boiler and Pressure Vessel Code (BPVC) Section III and VIII limits.  
Chapter 7 offers conclusions from the individual tasks and suggests areas of future work.   
CHAPTER 2 PROBLEM DESCRIPTION AND METHODOLOGY 
This study is an in-depth examination of a counterflow double-banked zigzag-channel 
printed circuit heat exchanger (PCHE) similar to the one manufactured by HEATRIC [1] and 
used in experimentation by Ishizuka et al. [3].  The PCHE has a working fluid of supercritical 
carbon dioxide (sCO2) and is constructed of either stainless steel 316L (UNS: S31603) or Inconel 




Fig. 5 Example HEATRIC PCHE exterior (left) and interior (right) [52] 
 
 
The geometric parameters for the examined PCHEs are defined in Fig. 6.  The values of the 





Fig. 6 Design geometry front and top views 
 
 
2.1 Computational Model 
This study used design of experiments (DOE) methodology to create the factor sensitivity 
analysis studies test matrix.  ANSYS® Workbench, ANSYS® CFX, and ANSYS® Mechanical 
were used to numerically model fluid flows and conduct fluid-structure interaction (FSI) 
analyses using finite elements analysis (FEA).  Three different stress-strain models were used to 




2.1.1 Experimental Design 
For this study, a two-level Plackett-Burman non-geometric experimental design was selected 
for analysis of zigzag-channel printed circuit heat exchangers (PCHEs).  A geometric design is 
one in which the number of test runs is a power of two (i.e. 8, 16, 32, etc.).  These may be 
Plackett-Burman or fractional factorial designs [53].  Non-geometric designs are Plackett-
Burman designs which have a number of runs which are not a power of two, but are divisible by 
four (i.e. 12, 20, 24, etc.).  When two effects are confounded in a geometric design, they are 
completely confounded [53].  This means they are indistinguishable from one another and cannot 
be attributed to one factor or another.  The advantage of a non-geometric design is that effects 
are not completely confounded.  The results of partial confounding tend to average out and 
conclusions can still be drawn about factors which are partially confounded with one another.  
However, this may also result in some distortion of the magnitude of effects.   
A two-level design requires the selection of a high and low value for each factor under test 
and only testing at those levels [54].  This method is often used for sensitivity analysis and at the 
beginning of an experimental or numerical study when many factors need to be considered.  In a 
full-factorial design, all combinations of factors are tested at both levels.  When many factors are 
considered, this can result in a prohibitive number of test cases.  A resolution III Plackett-
Burman design greatly reduces the number of required cases from that of a full-factorial design.   
Two factors are aliased when they have the same combination of high and low levels across 
all runs in a test.  This results in confounding which is the inability to attribute factor effects to 
one factor versus another.  The resolution III Plackett-Burman design has the benefit that no 
main factor effects are aliased with any other main factor effects, but they are partially aliased 




interaction effects are free of one another but may be confounded with three-factor interactions 
and higher [54].  This is acceptable in this study because the sparsity rule states that interactions 
which dominate main effects are rare [53].  The non-geometric Plackett-Burman design was 
selected because it can be easily turned into a resolution IV design by folding over the design.  A 
design is folded over by repeating all of the test cases with the high and low values reversed.  
This allowed thorough examination of the 20 factor primary effects with 48 runs.  Two 
additional, center-point, runs were added using intermediate factor levels for all factors except 
material.  The purpose of these center-point runs was to check for curvature, or non-linearity, in 
the relationship between the factor and response, or output variable.    
2.1.2 Test Matrix 
Analysis of the thermal properties of supercritical carbon dioxide (sCO2), the geometrical 
parameters of printed circuit heat exchangers (PCHEs) with continuous zigzag channels, and the 
non-dimensional parameters the Reynolds number (𝑅𝑒) and the Prandtl number (𝑃𝑟), led to the 
selection of 20 factors.  Geometric parameter definitions can be seen in Fig. 6.  The 𝑅𝑒 and the 








                  (2) 
A thorough literature review was conducted to determine the factor levels, or range of values 





Table 3 High and low zigzag-channel factors determined from literature reviews 
Factor (zigzag channels) Symbol Low Value (-1) High Value (+1) 
Channel Depth (mm) 𝑑 0.6 [55] 1.5 [56] 
Channel Width (mm) 𝑤 0.8 [55] 3.0 [56] 
Wall Thickness (mm) 𝑡𝑤 0.6 [55] 1.2 [57] 
Segment Length (mm) 𝑙 3.6 [58] 12.8 [5] 
Channel Bend Angle (deg) 𝜃 100 [3] 180 [7] 
Bend Angle Radius of Curvature (mm) 𝑟 0 [3] 4 [5] 
Hot Inlet T (K) 𝑇ℎ,𝑖𝑛 430.15 [59] 852.15 [59] 
Hot Inlet 𝑝 (MPa) 𝑃ℎ,𝑖𝑛 2.2 [4] 9.26 [7] 
Cold Inlet T (K) 𝑇𝑐,𝑖𝑛 303.15 [33] 558.71 [7] 
Cold Inlet 𝑝 (MPa) 𝑃𝑐,𝑖𝑛 6.5 [4] 22.5 [7] 
Mass Flow Rate (kg/s) ?̇? 0.000017 [4] 0.00034 [4] 
Material - S31603 [24] N06617 [5] 
Plate Thickness (mm) 𝑡𝑝 1.6 [57] 2.4 [57] 
 
 
Then, factor values were adjusted to fully capture the effects or allow for testing across the 
design domain.  In most cases values slightly lower and higher than the low and high values 
found in the literature were selected to fully capture the factor effects.  The high value for 
channel depth (𝑑) was reduced so it would not be equal with low value for plate thickness (𝑡𝑝).  
The high value for channel width (𝑤) was set low to minimize the calculation domain and 
simplify the geometries.  Segment lengths (𝑙) were adjusted for simplicity.  The high value of 
bend angle radius of curvature (𝑟) was reduced to eliminate the interference with 𝑙.  The 
modified high value for 𝑟 will likely capture the effects of this factor as it represents 10 to 20% 
of the 𝑙.  The high value for cold inlet temperature (𝑇𝑐,𝑖𝑛) was reduced and the low value for hot 
channel inlet temperature (𝑇ℎ,𝑖𝑛) was increased to eliminate their overlap.  The cold channel low 
values for inlet temperature and inlet pressure were increased to just above the critical point to 
capture these effects.  The ability to create some combinations of 𝑤 to 𝑑, using photochemical 




factor is the ratio of the etching rate (depth) to the lateral erosion rate (width) [60].  Deep narrow 
channels may not be able to be fabricated with this method due to the etching rate and lateral 
erosion rate being of similar magnitudes.  However, these geometries are still considered in this 
study in order to more fully understand the effects of these parameters on the thermal-hydraulic 
performance of the zigzag-channel PCHEs.  These 20 factors and their associated high and low 
values can be seen in Table 4.  The factors are labeled A through T for simplicity.  In this table 





 Table 4 Experimental design factors and values 
Factor (zig-zag channels) Label Low Value (-1) High Value (+1) 
𝑑ℎ (mm) A 0.6 1.2 
𝑤ℎ (mm) B 0.5 1.5 
𝑡𝑤,ℎ (mm) C 0.5 1.5 
𝑙ℎ (mm) D 5 10 
𝜃ℎ (deg) E 84 170 
𝑟ℎ (mm) F 0 1 
𝑇ℎ,𝑖𝑛 (K) G 500 900 
𝑃ℎ,𝑖𝑛 (MPa) H 2 10 
𝑑𝑐 (mm) I 0.6 1.2 
𝑤𝑐 (mm) J 0.5 1.5 
𝑡𝑤,𝑐 (mm) K 0.5 1.5 
𝑙𝑐 (mm) L 5 10 
𝜃𝑐 (deg) M 84 170 
𝑟𝑐 (mm) N 0 1 
𝑇𝑐,𝑖𝑛 (K) O 305 450 
𝑝𝑐,𝑖𝑛 (MPa) P 7.5 20 
?̇? (kg/s) Q 0.00005 0.0005 
Material R S31603 N06617 
𝑡𝑝 (mm) S 1.5 2.5 
𝐿 (mm) T 100 150 
Factor (straight channels)  Low Value (-1) High Value (+1) 
𝑑ℎ (mm) A 1 
𝑤ℎ (mm) B 1 
𝑡𝑤,ℎ (mm) C 1 
𝑙ℎ (mm) D N/A 
𝜃ℎ (deg) E N/A 
𝑟ℎ (mm) F N/A 




𝑃ℎ,𝑖𝑛 (MPa) H 2 10 
𝑑𝑐 (mm) I 1 
𝑤𝑐 (mm) J 1 
𝑡𝑤,𝑐 (mm) K 1 
𝑙𝑐 (mm) L N/A 
𝜃𝑐 (deg) M N/A 
𝑟𝑐 (mm) N N/A 
𝑇𝑐,𝑖𝑛 (K) O 305 450 
𝑝𝑐,𝑖𝑛 (MPa) P 7.5 20 
?̇? (kg/s) Q 0.00005 0.0005 
Material R S301603 
𝑡𝑝 (mm) S 2 
𝐿 (mm) T 100 
 
 
The Nusselt number (𝑁𝑢), the Colburn factor (𝑗), and the Darcy friction factor (𝑓𝐷) are the 
















      (5) 
Through the course of that study, 48 simulations of various heat exchanger geometries and 
flow parameters were conducted along with an additional two center-point cases, in accordance 
with the Plackett-Burman resolution IV experimental design.  Then an additional eight straight-




complete list of these runs can be seen in Table 5 with factor values found by referencing Table 
4.  In Table 5, the 0 is used to indicate an intermediate factor value between the high and low.  A 












































































A B C D E F G H I J K L M N O P Q R S T 
1 1 -1 -1 -1 -1 1 -1 1 -1 -1 1 1 -1 -1 1 1 -1 1 -1 1 
2 1 1 -1 -1 -1 -1 1 -1 1 -1 -1 1 1 -1 -1 1 1 -1 1 -1 
3 1 1 1 -1 -1 -1 -1 1 -1 1 -1 -1 1 1 -1 -1 1 1 -1 1 
4 1 1 1 1 -1 -1 -1 -1 1 -1 1 -1 -1 1 1 -1 -1 1 1 -1 
5 1 1 1 1 1 -1 -1 -1 -1 1 -1 1 -1 -1 1 1 -1 -1 1 1 
6 -1 1 1 1 1 1 -1 -1 -1 -1 1 -1 1 -1 -1 1 1 -1 -1 1 
7 1 -1 1 1 1 1 1 -1 -1 -1 -1 1 -1 1 -1 -1 1 1 -1 -1 
8 -1 1 -1 1 1 1 1 1 -1 -1 -1 -1 1 -1 1 -1 -1 1 1 -1 
9 1 -1 1 -1 1 1 1 1 1 -1 -1 -1 -1 1 -1 1 -1 -1 1 1 
10 1 1 -1 1 -1 1 1 1 1 1 -1 -1 -1 -1 1 -1 1 -1 -1 1 
11 -1 1 1 -1 1 -1 1 1 1 1 1 -1 -1 -1 -1 1 -1 1 -1 -1 
12 -1 -1 1 1 -1 1 -1 1 1 1 1 1 -1 -1 -1 -1 1 -1 1 -1 
13 1 -1 -1 1 1 -1 1 -1 1 1 1 1 1 -1 -1 -1 -1 1 -1 1 
14 1 1 -1 -1 1 1 -1 1 -1 1 1 1 1 1 -1 -1 -1 -1 1 -1 
15 -1 1 1 -1 -1 1 1 -1 1 -1 1 1 1 1 1 -1 -1 -1 -1 1 
16 -1 -1 1 1 -1 -1 1 1 -1 1 -1 1 1 1 1 1 -1 -1 -1 -1 
17 1 -1 -1 1 1 -1 -1 1 1 -1 1 -1 1 1 1 1 1 -1 -1 -1 
18 -1 1 -1 -1 1 1 -1 -1 1 1 -1 1 -1 1 1 1 1 1 -1 -1 
19 1 -1 1 -1 -1 1 1 -1 -1 1 1 -1 1 -1 1 1 1 1 1 -1 
20 -1 1 -1 1 -1 -1 1 1 -1 -1 1 1 -1 1 -1 1 1 1 1 1 
21 -1 -1 1 -1 1 -1 -1 1 1 -1 -1 1 1 -1 1 -1 1 1 1 1 
22 -1 -1 -1 1 -1 1 -1 -1 1 1 -1 -1 1 1 -1 1 -1 1 1 1 
23 -1 -1 -1 -1 1 -1 1 -1 -1 1 1 -1 -1 1 1 -1 1 -1 1 1 
24 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 
25 -1 1 1 1 1 -1 1 -1 1 1 -1 -1 1 1 -1 -1 1 -1 1 -1 




27 -1 -1 -1 1 1 1 1 -1 1 -1 1 1 -1 -1 1 1 -1 -1 1 -1 
28 -1 -1 -1 -1 1 1 1 1 -1 1 -1 1 1 -1 -1 1 1 -1 -1 1 
29 -1 -1 -1 -1 -1 1 1 1 1 -1 1 -1 1 1 -1 -1 1 1 -1 -1 
30 1 -1 -1 -1 -1 -1 1 1 1 1 -1 1 -1 1 1 -1 -1 1 1 -1 
31 -1 1 -1 -1 -1 -1 -1 1 1 1 1 -1 1 -1 1 1 -1 -1 1 1 
32 1 -1 1 -1 -1 -1 -1 -1 1 1 1 1 -1 1 -1 1 1 -1 -1 1 
33 -1 1 -1 1 -1 -1 -1 -1 -1 1 1 1 1 -1 1 -1 1 1 -1 -1 
34 -1 -1 1 -1 1 -1 -1 -1 -1 -1 1 1 1 1 -1 1 -1 1 1 -1 
35 1 -1 -1 1 -1 1 -1 -1 -1 -1 -1 1 1 1 1 -1 1 -1 1 1 
36 1 1 -1 -1 1 -1 1 -1 -1 -1 -1 -1 1 1 1 1 -1 1 -1 1 
37 -1 1 1 -1 -1 1 -1 1 -1 -1 -1 -1 -1 1 1 1 1 -1 1 -1 
38 -1 -1 1 1 -1 -1 1 -1 1 -1 -1 -1 -1 -1 1 1 1 1 -1 1 
39 1 -1 -1 1 1 -1 -1 1 -1 1 -1 -1 -1 -1 -1 1 1 1 1 -1 
40 1 1 -1 -1 1 1 -1 -1 1 -1 1 -1 -1 -1 -1 -1 1 1 1 1 
41 -1 1 1 -1 -1 1 1 -1 -1 1 -1 1 -1 -1 -1 -1 -1 1 1 1 
42 1 -1 1 1 -1 -1 1 1 -1 -1 1 -1 1 -1 -1 -1 -1 -1 1 1 
43 -1 1 -1 1 1 -1 -1 1 1 -1 -1 1 -1 1 -1 -1 -1 -1 -1 1 
44 1 -1 1 -1 1 1 -1 -1 1 1 -1 -1 1 -1 1 -1 -1 -1 -1 -1 
45 1 1 -1 1 -1 1 1 -1 -1 1 1 -1 -1 1 -1 1 -1 -1 -1 -1 
46 1 1 1 -1 1 -1 1 1 -1 -1 1 1 -1 -1 1 -1 1 -1 -1 -1 
47 1 1 1 1 -1 1 -1 1 1 -1 -1 1 1 -1 -1 1 -1 1 -1 -1 
48 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 
50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
51 0 0 0 0 0 0 -1 -1 0 0 0 0 0 0 -1 1 1 0 0 0 
52 0 0 0 0 0 0 1 -1 0 0 0 0 0 0 -1 -1 -1 0 0 0 
53 0 0 0 0 0 0 -1 1 0 0 0 0 0 0 -1 -1 1 0 0 0 
54 0 0 0 0 0 0 1 1 0 0 0 0 0 0 -1 1 -1 0 0 0 
55 0 0 0 0 0 0 -1 -1 0 0 0 0 0 0 1 1 -1 0 0 0 
56 0 0 0 0 0 0 1 -1 0 0 0 0 0 0 1 -1 1 0 0 0 
57 0 0 0 0 0 0 -1 1 0 0 0 0 0 0 1 -1 -1 0 0 0 





Simulated geometries were largely varied.  All cases are double banked with two hot channel 
plates for each cold channel plate.  The number of channels in each plate was dependent upon the 
geometry of each channel.  As the geometry of the hot and cold channels were frequently 
different, enough of each type of channel were included in each plate to ensure the middle one or 
two channels in each layer were covered by the one or two middle channels in the adjacent 
plates.  This resulted in some three channel simulations, two hot and one cold, when the 
geometry was very similar, as well as extremely varied geometries with as many as six hot 
channels and nine cold channels.  Geometries with six hot channels and three cold channels were 









Fig. 8 Case 20 geometry 
 
Fig. 9 Case 47 geometry 
 
 
2.1.3 Computational Model 
The properties of supercritical carbon dioxide (sCO2) were obtained from the National 
Institute of Standards and Technology (NIST) REFPROP data [61] and used to make a real gas 
property (RGP) table which was coupled into the ANSYS® CFX Solver.  Total pressure inlets 
and mass flow rate (?̇?) outlets were used with the appropriate inlet pressure (𝑝𝑖𝑛), inlet 




geometries, the mass flow rate for Case 11 and Case 22 had to be increased to 0.00015 and 
0.0001 kg/s, respectively, to prevent reverse flow at the inlet and reduced to 0.00035 kg/s for 
Case 38 to prevent compressibility effects.  Periodic boundary conditions were applied to the 
upper, lower, and side surfaces of each heat exchanger section.  This resulted in adiabatic 
conditions on some sections which was acceptable because lateral heat transfer was assumed to 
be very small compared to the vertical heat transfer [43].  Adiabatic boundary conditions were 
also applied to the walls surrounding the fluid inlets and outlets.   
ANSYS® CFX 17.2 [62] commercial software was used for all of the sensitivity analysis 
simulations.  The software was run on Dell PowerEdge T630 servers with 44 cores, 2.40 GHz, 
and 128 G RAM.  The computational fluid dynamics (CFD) governing equations, with transient 
terms neglected and a steady state condition assumed, are given in Eq. (6) through Eq. (11) 
below [63]. 
∇ ∙ (𝜌𝑈) = 0      (6) 
∇ ∙ (𝜌𝑈 ⊗𝑈) = −∇𝑝 + ∇ ∙ 𝜏 + 𝑆𝑀 + 𝑆𝑀,𝑏𝑜𝑢𝑦   (7) 
𝜏 = 𝜇 (∇𝑈 + (∇𝑈)𝑇 −
2
3
𝛿∇ ∙ 𝑈)    (8) 
𝑆𝑀,𝑏𝑜𝑢𝑦 = (𝜌 − 𝜌𝑟𝑒𝑓)𝑔     (9) 
∇ ∙ (𝜌𝑈ℎ𝑡𝑜𝑡) = ∇ ∙ (𝜆∇𝑇) + ∇ ∙ (𝑈 ∙ 𝜏) + 𝑈 ∙ 𝑆𝑀 + 𝑆𝐸   (10) 
ℎ𝑡𝑜𝑡 = ℎ +
1
2
𝑈2      (11) 
The Shear Stress Transport (SST) 𝑘-𝜔 turbulence model was selected because it more 
accurately predicts pressure drop (Δp) along channels for zigzag printed circuit heat exchangers 
(PCHEs) than the 𝑘-  models while still providing similar heat transfer performance to other 
models [15]. The SST kinetic energy (𝑘) and dissipation rate (𝜔) equations are shown in Eq. 





















) + 𝐺𝜔 − 𝑌𝜔    (13) 
In most cases convergence was determined when mass flux, velocity, 𝑘, and 𝜔, residuals 
reached 10−6.  However, in a few cases higher residuals, 10−4, were accepted due to high 
variability of flow conditions and computer resource-imposed mesh size limits.  Ma et al. [21] 
found that the significant variation in thermal properties of high temperature (𝑇) helium flowing 
through zigzag-channels prevented the flow from becoming hydraulically and thermally fully 
developed.  This may explain the higher residual values for some cases. 
ANSYS® Workbench 17.2, steady-state thermal and static structural, [62] commercial 
software was used for the pseudo two-dimensional (2D) structural analysis simulations and 
ANSYS® Workbench 18.2, ANSYS® CFX and ANSYS® Mechanical, was used for the three-
dimensional (3D) fluid-structure interaction (FSI) simulations.  The ANSYS® Mechanical 
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Normal stress (𝜎) and shear stress (𝜏) are found with Eq. (19) and Eq. (20) below.  They both 








          (20) 
The thermal stress, Eq. (21), is dependent upon modulus of elasticity (𝐸), coefficient of 
thermal expansion (𝛼), and temperature difference (∆𝑇).   
𝜎 = 𝐸𝛼∆𝑇      (21) 
2.1.4 Stress-Strain Models 
2.1.4.1 Linear Elastic Model 
The linear elastic model is used to model the stress-strain behavior of ductile materials 
experiencing stress levels below the yield stress (𝑆𝑦) of the material, and is summarized by Eq. 




𝜎𝑥𝑥      (22) 
𝑦𝑦 = 𝑧𝑧 = −
𝑣
𝐸
𝜎𝑥𝑥     (23) 
Where  is the normal strain and 𝑣 is Poisson’s ratio.  The linear elastic model for stainless steel 






Fig. 10 Elastic and plasticity models for S31600 [66][67][43] 
 
 
Ordinarily, the line would intersect a plasticity model at the yield stress (𝑆𝑦) and not 
continue as it does in Fig. 10.  However, the Boiler and Pressure Vessel Code (BPVC) uses the 
linear elastic model beyond 𝑆𝑦 to define allowable stress limits because of its ease of use and 
ability to be calculated by hand in many cases.  Values for 𝑆𝑦, modulus of elasticity (𝐸), and 𝑣 
for S31600, and the other materials referenced in this study, can be found in Table 6 through 
Table 8.  Data from these tables was input into the isotropic elasticity model in ANSYS® 









































Table 6 Yield stress (Sy) and ultimate stress (Su) of referenced materials 
 S31600 [66] S31603 [66] N06617 
[66] 𝑻 𝑺𝒚 𝑺𝒖 𝑺𝒚 𝑺𝒖 𝑺𝒚 𝑺𝒖 
𝐾 𝑀𝑃𝑎 𝑀𝑃𝑎 𝑀𝑃𝑎 𝑀𝑃𝑎 𝑀𝑃𝑎 𝑀𝑃𝑎 
311 207 517 172 483 241 655 
366 179 517 147 470 214 655 
422 161 503 131 441 199 655 
478 148 496 121 429 187 655 
533 138 495 113 426 179 655 
589 130 495 108 425 172 643 
644 125 495 103 424 168 630 
700 122 488 99 417 164 620 
755 119 471 95 404 162 610 
781 118 459     
783   93 394 161 605 
799 118 450     
811 117 443 91 382 161 601 
866 114 404     
922 110 353     
978 103 296     
1033 92 233     
 
Table 7 Young’s modulus (𝐸) data for referenced materials 
 S31600 Lee & Lee [43] S31600/S31603 [66] N06617 [66] 
𝑻 𝑬 𝑬 𝑬 
𝐾 𝐺𝑃𝑎  𝐺𝑃𝑎  𝐺𝑃𝑎  
366  189.6 195.8 
422  186.2 193.0 
478  182.0 191.0 
533  178.6 188.9 
589  174.4 186.2 
644  171.0 182.7 
700  166.2 179.3 
755 1620 162.0 175.8 
783 160.0   
811 157.2 157.2 171.7 
839 155.1   
866 152.4 151.7 167.5 
922  146.2 164.1 
978   160.0 
1033   155.1 






Table 8 Poisson’s ratio (𝑣) and density (𝜌) for referenced materials 
 





Poisson’s ratio 𝝂 ( - ) 0.27 0.31 0.31 
Density 𝝆 (kg/m3)  8027.2 8359.3 
 
 
Additional stress in the evaluated printed circuit heat exchanger (PCHE) models occurred 
due to thermal expansion resulting from temperature (𝑇) gradients.  This stress is described by 
Eq. (21) and accounted for in the computational model with Eq. (17) and either the isotropic 
instantaneous coefficient of thermal expansion or the isotropic secant (mean) coefficient of 
thermal expansion models.  The thermal expansion coefficient (𝛼) and thermal conductivity (𝜆) 
for S31600, and other relevant materials, can be seen in Table 9.  The type of coefficient of 
thermal expansion chosen depended upon data availability.  ANSYS® Mechanical only uses the 
mean coefficients to determine thermal strain using the secant model and automatically converts 





Table 9 Thermal material property data for referenced materials 
 S31600 Lee & Lee [43] S31600/S31603 [66] N06617 [69] 
𝑻 𝜶𝒊𝒏𝒔𝒕 𝝀 𝜶𝒊𝒏𝒔𝒕 𝝀 𝜶𝒎𝒆𝒂𝒏 𝝀 
𝐾 𝐾−1 × 10−6 𝑊 · 𝑚−1 · 𝐾−1 𝐾−1 × 10−6 𝑊 · 𝑚−1 · 𝐾−1 𝐾−1 × 10−6 𝑊 · 𝑚−1 · 𝐾−1 
366   16.9 15.2  14.6 
422   17.8 16.1   
478   18.4 17.0 12.6 16.3 
533   18.9 17.7   
589   19.1 18.5 13.0 18.0 
644   19.4 19.4   
700   19.6 20.1 13.3 19.7 
755 20.2 17.25 20.0 20.9   
783 20.4 17.25 20.2 21.3   
811 20.5 17.25 20.5 21.6 13.9 21.5 
839 20.7 17.25 20.7 22.2   
866 20.8 17.25 21.1 22.5   
894   21.2 22.9   
922   21.6 23.2 14.4 23.2 
 
 
2.1.4.2 Bilinear Isotropic Hardening Model 
A bilinear isotropic hardening model allows the approximation of the curved plastic portion 
of the stress-strain curve as a straight-line tangent to the curve.  It can be an efficient way to 
address the effects of plastic deformation in a structural simulation while minimizing computing 
time and resources.  Lee and Lee [43] used a bilinear isotropic hardening model based upon the 
stainless steel 316 (UNS: S31600) at 823 𝐾, isotropic plasticity equation of Hayhurst et al. [67].  
They used a tangent modulus of 1809.8 MPa, derived from the Hayhurst equation, with linear 
elastic model and yield stress (𝑆𝑦) data from the Boiler and Pressure Vessel Code (BPVC), seen 
in Table 6.  Details of the bilinear isotropic hardening model for S31600 used in this study can 





Table 10 Bilinear isotropic hardening model data 
T 𝑺𝒚 [66] Tangent Modulus [43][67] 
𝐾 MPa MPa 
755.4 119.3 1809.8 
781.2 118.0 1809.8 
783.2 117.9 1809.8 
790.2 117.7 1809.8 
799.2 117.5 1809.8 
811.0 117.2 1809.8 
 
 
2.1.4.3 Multilinear Isotropic Hardening Model 
The multilinear isotropic hardening model allows the approximation of the plastic region of 
the stress-strain curve as a series of straight lines.  This method provides a more accurate 
approximation of the behavior of the material than the bilinear model but requires increased 
computer resources.  By examining Fig. 10, it can be seen that stress intensities in the plastic 
region at 783 𝐾 will be underestimated by the bilinear isotropic hardening model when compared 
to the multilinear isotropic hardening model.  The Boiler and Pressure Vessel Code (BPVC) 
contains average isochronous stress-strain curves for stainless steel 316 (UNS: S31600) at 
various of temperatures, the 783 𝐾 (950℉) set of curves can be seen in Fig. 11 [66].  Because of 
this underestimation, these isochronous stress-strain curves were used with Webplot Digitizer 
[70] to create a multilinear isotropic hardening model over a range of applicable temperatures for 
initial/design hot tensile behavior (Fig. 12), 30,000 hours, 100,000 hours, and 300,000 hours 





Fig. 11 Average isochronous stress-strain curve for S31600 at 783 𝐾 (950℉) [66] 
 
 




































Fig. 13 Average isochronous stress-strain curves for S31600 at 300,000 hours [66] 
 
 
Additionally, multilinear isotropic hardening models were created for stainless steel 316L 
(UNS: S31603) and Inconel alloy 617 (UNS: N06617).  Calmunger et al. [71] conducted uniaxial 
tensile tests of several stainless steels and nickel-based alloys at temperatures between room 
temperature and 973 𝐾.  Webplot Digitizer [70] was used to extract the S31603 and N06617 data 
from stress-strain plots in their paper.  The resulting multilinear isotropic hardening models can 





































Fig. 14 S31603 multilinear isotropic hardening model derived from uniaxial tensile tests of 
Calmunger et al. [76] 
 
 














































The above described multilinear isotropic hardening models were used in ANSYS® 
Mechanical to simulate the stress intensities present in the evaluated printed circuit heat 
exchangers (PCHEs) resulting from plastic deformation. 
2.1.5 Numerical Model Validation and Mesh Independence 
2.1.5.1 CFD Model 
The numerical model was validated against the experimental results of Ishizuka et al. [3] 
using the numerical results obtained by Saeed and Kim [25].  Saeed and Kim conducted a 
numerical simulation of Case 8 of Ishizuka’s experiment.  This validation yielded an excellent 
correlation, within 4% of the experimental results, but required two weeks of computational time 
on 12 cores with 64 GB of physical memory.  Saeed and Kim then proposed and tested a model 
of the first 120 mm, from the hot inlet, of the printed circuit heat exchanger (PCHE).  This model 
agreed within 1.5% of the full length numerical model [25].  In this study, the abbreviated model 
of Saeed and Kim was used for validation because computational resources were not sufficient to 
benchmark against Ishizuka’s full experimental model.  Approximate boundary conditions were 
pulled from plots in the paper by Saeed and Kim using Webplot Digitizer [70].  These plots can 






Fig. 16 𝑝 and T variation along the length of the validation PCHE used to determine 
boundary condition [25] 
 
Table 11 Approximate boundary conditions for Saeed and Kim model [25] 
Hot side Cold side 
𝑷𝒉𝒊(MPa) 𝑻𝒉𝒊 (K) ?̇?𝒉(kg/s) 𝑷𝒄𝒊 (MPa) 𝑻𝒄𝒊 (K) ?̇?𝒄 (kg/s) 





The model validation mesh can be seen in Fig. 17. A mesh with 7,275,190 nodes and at least 
four layers in the walls vertically separating channels, was chosen for the model validation.  The 
mesh independence study for the model validation can be seen in Fig. 18.  All evaluated meshes 
provided outlet pressure (𝑝𝑜𝑢𝑡) and temperature (𝑇𝑜𝑢𝑡) within 1% of one another.  The chosen 
mesh consisted of 0.1 mm elements that provided a good balance of flow resolution and use of 
limited computational resources.  Inflation layers were created along the channel walls to satisfy 




Fig. 17 Model validation computational mesh of first 120 mm (from hot channel inlet) of the 
experimental results of Ishizuka et al. [3] for comparison against the numerical results of Saeed 






Fig. 18 Mesh independence study of validation case 
 
 
The model validation results and the approximate values of Saeed and Kim measured at 120 
mm of the PCHE can be seen in Table 12.  Boundary conditions and output results for 
comparison are approximate because they were obtained using Webplot Digitizer [70] and were 
not reported by Saeed and Kim.  The validation results obtained with this 120 mm model were 
within 1% of the results pulled from Fig. 16 at the 120 mm point.   
 
 
Table 12 Validation model results compared to Saeed full-length model results [25] 
 Validation model Full-length model %  
𝑷𝒉,𝒐𝒖𝒕 (MPa) 2.54 2.541 0.09 
𝑷𝒄,𝒐𝒖𝒕 (MPa) 8.27 8.277 0.05 
𝑻𝒉,𝒐𝒖𝒕 (K) 493 491 0.47 













































Each case was initially run with 0.1 mm sized nodes, four mesh layers in the vertically 
separating walls, and inflation layers verified to provide 𝑦+ < 1.  Then each case was run with 
another mesh to confirm mesh independence.  If the initial mesh consisted of 15 million nodes or 
fewer, the node size was decreased to 0.075 mm for the second mesh.  If the initial mesh 
consisted of greater than 15 million nodes, the node size was increased to 0.125 mm for the 
second mesh.  All of the second run cases resulted in 𝑝𝑜𝑢𝑡 and 𝑇𝑜𝑢𝑡 within 1.5% of the original 
meshes, showing mesh independence. 
2.1.5.2 FSI Model 
Three different printed circuit heat exchanger (PCHE) models were examined as a part of the 
fluid-structure interaction (FSI) study.  It is currently not possible to gain experimental stress 
intensity data from individual channels within a PCHE.  So, the finite element analysis (FEA) 
numerical model of a PCHE could not be validated against experimental data.  As such, it was 
benchmarked against the numerical study of Lee and Lee [43].  Then a three-dimensional (3D) 
simulation of Case 8 from the experimental study by Ishizuka et al. [3], used to benchmark the 
computational fluid dynamics (CFD) model, of a HEATRIC [1] PCHE was performed to 
evaluate the structural integrity and safety.  Lastly, two notional PCHEs, based upon worst case 
scenarios of those examined in the factor sensitivity study, were investigated running two 
different temperature (𝑇) profiles.   
2.1.5.2.1 Pseudo Two-Dimensional Model of Lee and Lee PCHE 
Lee and Lee [43] conducted a fluid-structure interaction (FSI) assessment of a printed circuit 
heat exchanger (PCHE) running supercritical carbon dioxide (sCO2) on the cold side and sodium 
on the hot side.  They modeled a three-dimensional (3D) PCHE as a pseudo two-dimensional 




conditions A found in Table 14, and the material properties from Table 7 through Table 9.  In 
addition to the boundary conditions listed, a fixed support was added at the bottom front left 





















Table 13 Geometric parameters for pseudo 2D study by Lee and Lee study [43] 
Geometric Parameters 
𝑑 (mm) 1.0 
𝑤 (mm) 2.0 
𝑡𝑝 (mm) 2.0 
𝑡𝑤 (mm) 1.0 
𝐿 (mm) 0.1 




The PCHE under examination was fabricated from stainless steel 316L (UNS: S31603), 
however Lee and Lee modeled their PCHE using stainless steel 316 (UNS: S31600) material 
property data because the Boiler and Pressure Vessel Code (BPVC) does not contain complete 
property data for S31603 at elevated temperature.  This is due to the temperature limits for 
S31603 imposed by the BPVC.  As can be seen in Table 7 through Table 9 the modulus of 
elasticity (𝐸), coefficient of thermal expansion (𝛼), thermal conductivity (𝜆), Poisson’s ratio 
(𝜈), and density (𝜌) are all the same for S31600 and S31603 according to the BPVC [66].  
However, according to Table 6, S31600 has higher yield stress (𝑆𝑦) and ultimate stress (𝑆𝑢) 
values than S31603 which will result in higher stress intensity results and a more conservative 
analysis.  Because allowable stress intensity limits are also higher for S31600 than S31603, as 
will be seen later, care must be taken to ensure like terms are being compared.  A false sense of 
safety could result if S31603 𝑆𝑦 values are used to compute stress intensities which are then 
compared against S31600 allowable stress intensity limits.   
According to the temperature limits set forth by the BPVC, neither S31600 nor S31603 
should be used as a nuclear component at the operating temperatures of the PCHE examined by 




code, Section III, but will ultimately be judged according to the general pressure vessel code, 
Section VIII.  This PCHE could be used in nonnuclear applications such as a solar thermal power 
tower or trough system.  
The wall temperature and pressure were set to the hot inlet temperature (𝑇ℎ,𝑖𝑛), cold outlet 
temperature (𝑇𝑐,𝑜𝑢𝑡), hot inlet pressure (𝑝ℎ,𝑖𝑛), and cold inlet pressure (𝑝𝑐,𝑖𝑛), values obtained 
from previous computational fluid dynamics (CFD) modeling using ANSYS® Fluent.  Boundary 
conditions used by Lee and Lee are listed under column A in Table 14. 
 
 
Table 14 Boundary conditions for pseudo 2D PCHE simulations 
 A (Lee and Lee) [43] B 
Thermal Model 
Top and Bottom Periodic Periodic 
Left and Right Adiabatic Symmetric 
Front and Back None Symmetric 
Hot Channel Surfaces 799.15 K 799.15 K 
Cold Channel Surfaces 781.15 K 781.15 K 
Mechanical Model 
Top and Bottom Unconstrained Periodic 
Left and Right Unconstrained Symmetric 
Front and Back Unconstrained Symmetric 
Hot Channel Surfaces 0.1094 MPa 0.1094 MPa 
Cold Channel Surfaces 19.74 MPa 19.74 MPa 
 
 
The PCHE channel tips, seen in Fig. 19, are usually considered to have a zero radius of 
curvature (𝑟𝑐𝑡).  This results in stress values diverging toward infinity when the linear elastic 
model is applied.  In reality, the channel tip is somewhat rounded by the diffusion bonding 
process and plastic deformation in this region further rounds the crack tip.  For these reasons, 




values of 0.01 mm and 0.02 mm were evaluated.  Additionally, another set of boundary 
conditions, those denoted boundary conditions B in Table 14, were also used.  The various 
combinations of these factors were given case numbers to distinguish them and are summarized 








60 A 0.01 
61 A 0.02 
62 B 0.01 
63 B 0.02 
 
 
A quadratic hexahedral mesh was used with element refinement along the channel walls and 
further refinement at the channel tips to increase stress resolution.  The mesh independence study 
for hot and cold channels toward the middle of the model can be seen in Fig. 20 and Fig. 21.  As 
can be seen from Fig. 20, the stress intensities along the walls of the channels were not sensitive 
to mesh size.  However, the stress intensities of the channel tips were extremely mesh size 
dependent.  Therefore, the maximum stress intensity values (𝑆𝑚𝑎𝑥), located in the channel tips, 
were used to check for mesh independence.  This can be seen in Fig. 21 and Table 16 The 
4,256,684 node mesh was selected for its balance of size and accuracy.  The chosen mesh and a 







Fig. 20 Mesh independence study for hot and cold channels using stress intensities along channel 
walls for Case 60 PCHE 
 
 
















Number of Mesh Nodes












































Table 16 Mesh independence study using Smax for Case 60 PCHE 
Nodes Hot Max Cold Max 
1,090,155 121.4 512.0 
4,256,684 117.0 493.2 
% Difference 3.74 3.81 
6,951,674 116.5 507.1 
% Difference 0.50 2.73 
 
 
Fig. 22 Chosen pseudo 2D PCHE computational mesh 
 
 





ANSYS® Mechanical 18.2 finite element analysis (FEA) software was used to conduct a 
steady-state thermal analysis which was imported into a static structural simulation to determine 
stress fields.  The same geometry (Table 13) boundary conditions (Table 14), and material 
properties (Table 7 through Table 9) used by Lee and Lee [43] were used.  A 4x4 channel model 
was chosen, over a 2x1 or 8x8 channel model, based upon the sensitivity to channel number 
study conducted by Lee and Lee [43].  The temperature distribution results of the steady-state 




Fig. 24 Front surface temperature distribution of 4x4 pseudo 2D PCHE 
 
 
2.1.5.2.2 Abbreviated Three-Dimensional Model of Ishizuka et al. PCHE 
Many printed circuit heat exchangers (PCHEs) have channels with a zigzag configuration, 
including the cold channels of the pseudo two-dimensional (2D) PCHE examined by Lee and 




simple straight-channel.  The effects of this zigzag geometry were investigated by modeling the 
fluid flow with ANSYS® CFX 18.2 with one-way fluid-structure interaction (FSI) coupling into 
an ANSYS® Mechanical 18.2 static structural model [73].  An example of the geometry of the 
cold channels of the stainless steel 316L (UNS: S31603) PCHE produced by HEATRIC and used 




Fig. 25 HEATRIC PCHE cold channel actual geometry [1] 
 
 
Initial attempts were made to model significant portions of the fluid flow and resulting stress 
intensities from Case 8 of the experimental study by Ishizuka et al. [3]  but were unsuccessful 
due to the size of the mesh required to capture the stress effects at the channel tips.  An 
abbreviated geometry, consisting of only one channel bend, which can be seen in Fig. 26, was 
eventually used.  This geometry differs from that of the HEATRIC PCHE in several necessary 
ways to simplify it sufficiently for modeling.  The experimental PCHE hot and cold channels had 




channel possessed a more acute bend angle, believed to create higher stress intensities, and 
operated at a higher pressure, which Lee and Lee [43] showed to be the load responsible for the 
greatest stress intensities.  So, the cold channel geometry was used for both hot and cold 
channels.  This was necessary in order to reduce the computational model to only three channels 




Fig. 26 Abbreviated HEATRIC PCHE geometry from study by Ishizuka et al. [1][3] 
 
 
By examination of Fig. 25 using known channel dimensions, the mean channel bend angle 
radius of curvature (𝑟) was estimated to be approximately 0.5 mm.  The channel tip radius of 
curvature (𝑟𝑐𝑡) was estimated to be 0.02 mm based upon the results of the pseudo 2D PCHE 
analysis, described in Chapter 6.  Increased stress intensities were found to occur in the channels 















thickness perpendicular to flow direction.  This effect may be seen in Fig. 27.  The channel inlet 
and outlet regions of the solid were extended as much as possible, limited by mesh size, to move 
these the regions with increased stress intensities away from the bend area of interest.  Details of 




Fig. 27 Cold channel region of increased stress intensity due to change in effective 𝑡𝑤 geometry 
 
Table 17 Geometry of abbreviated HEATRIC PCHE from study by Ishizuka et al. [1][3] 
Geometric Parameters 
𝑤 (mm) 1.8 
𝑑 (mm) 0.9 
𝑡𝑝 (mm) 1.63 
𝑡𝑤 (mm) 0.7 
𝐿 (mm) 4 
𝜃 (deg) 100 
𝑟𝑏 (mm) 0.5 





The boundary conditions can be seen in Table 18.  In order to examine the most severe stress 
intensities probable during operation of this PCHE, inlet pressures (𝑝𝑖𝑛), hot inlet temperature 
(𝑇ℎ,𝑖𝑛), and cold outlet temperature (𝑇𝑐,𝑜𝑢𝑡), as reported by Ishizuka et al. [3], were used. 
 
 
Table 18 Boundary conditions of abbreviated HEATRIC PCHE from study by Ishizuka et al. [3] 
 ANSYS® CFX ANSYS® Mechanical 
Hot Inlet Total 𝑝ℎ,𝑖𝑛 (MPa) 2.54  
𝑇ℎ,𝑖𝑛 (𝐾) 553.05  
Hot Outlet ?̇? (kg/s) 0.0001445  
Cold Inlet Total 𝑝𝑐,𝑖𝑛 (MPa) 8.35  
𝑇𝑐,𝑖𝑛 (𝐾) 529.15  
𝑻𝒄,𝒐𝒖𝒕 ?̇? (kg/s) 0.0003152  
Top/Bottom Linear Periodic Linear Periodic 
Left/Right Linear Periodic Frictionless Support 
Front/Back Adiabatic Wall Frictionless Support 
Hot Channel Walls  Imported 𝑝 
Cold Channel Walls  Imported 𝑝 
Solid Body  Imported T 
 
 
The ANSYS® CFX numerical model was described in section 2.1.5.1 CFD Model.  Contour 
plots of the ANSYS® CFX obtained temperature (𝑇) and pressure (𝑝) results may be seen in Fig. 
28 through Fig. 30 below.  It is worth noting that the temperature of the hot channel walls is 
significantly lower than the 𝑇ℎ,𝑖𝑛.  Similarly, the cold channel walls are significantly hotter than 
the 𝑇𝑐,𝑖𝑛.  This is the result of the thermal conductivity (𝜆) of the PCHE material and heat transfer 
through the solid being much faster than from the fluid to the solid.  Additionally, in a double 
banked heat exchanger, a non-uniform temperature distribution exists around the hot channels 




temperature as the channel wall boundary condition will result in overestimating the temperature 











Fig. 29 PCHE temperature distribution of abbreviated model solid region of interest from 
Ishizuka et al. study [26] 
 
 






A temperature gradient of only 3.7 𝐾 was observed across the entire solid body despite the 
23.9 𝐾 difference between the 𝑇ℎ,𝑖𝑛 and the cold inlet temperature (𝑇𝑐,𝑖𝑛).  The highest pressure 
was observed on the outside wall of the channel zigzag bend.  The temperature and pressure 
information were then coupled into ANSYS® Mechanical.  The ANSYS® Mechanical mesh 
independence study was conducted in the same manner as the pseudo 2D FSI study, the results 




Fig. 31 Mesh independence study of abbreviated PCHE from Ishizuka et al. study 
 
 
2.1.5.2.3 Three-Dimensional Models of Notional PCHEs 
Next two printed circuit heat exchanger (PCHE) models made from stainless steel 316L 
(UNS: S31603) and Inconel alloy 617 (UNS: N06617) were evaluated at high temperature (𝑇) 


































nuclear applications.  Both materials have been featured in numerous studies [24][5].  High 
temperature applications often require the use of more expensive alloys, such as N06617, to 
withstand the high thermal and mechanical stresses and creep experienced by the PCHE [74].  
The model layout was very similar to the abbreviated Ishizuka et al. model seen in Fig. 26, 
except for the smaller bend angle (𝜃) of 84 deg.  The geometric parameters for the two PCHEs 
and four evaluated cases, Cases 64 through 67, are laid out in Table 19 and boundary conditions 
are listed in Table 20. 
 
 
Table 19 Geometry for Cases 64 through 67 
Geometric Parameters 
 Cases 64 & 65 Cases 66 & 67 
𝑤 (mm) 2.0 
𝑑 (mm) 0.9 
𝑡𝑝 (mm) 1.5 
𝑡𝑤 (mm) 0.5 
𝐿 (mm) 4 
𝜃 (deg) 84 
𝑟𝑏 (mm) 0.5 
𝑟𝑐 (mm) 0.02 






Table 20 Boundary conditions for Cases 64 through 67 
 ANSYS® CFX ANSYS® Mechanical 
 Cases  





𝑇ℎ,𝑖𝑛 (𝐾) 900 725  





𝑇𝑐,𝑖𝑛 (𝐾) 700 880 525 705  
𝑻𝒄,𝒐𝒖𝒕 ?̇? (kg/s) 0.0001  
Top/Bottom Linear Periodic Linear Periodic 
Left/Right Linear Periodic Frictionless Support 
Front/Back Adiabatic Wall Frictionless Support 
Hot Channel Walls  Imported 𝑝 
Cold Channel Walls  Imported 𝑝 
Solid Body  Imported T 
 
 
Geometric parameters and boundary conditions were selected to be slightly more severe, 
from a structural standpoint, than the highest or lowest values of those currently found in the 
literature and detailed in Table 3.  Values of the hot inlet pressure (𝑝ℎ,𝑖𝑛) and cold inlet pressure 
(𝑝𝑐,𝑖𝑛) were set close to the 9.26 MPa and 22.5 MPa used in the study by Meshram et al. [7].  
The hot inlet temperature (𝑇ℎ,𝑖𝑛) for Cases 64 and 65 was chosen to be slightly greater than that 
of 852 𝐾 specified in the paper by Dostal et al. [59] and for Cases 66 and 67 was chosen to be 
slightly less than the 727 𝐾 limit from the Boiler and Pressure Vessel Code (BPVC) Section VIII 




Cases 64 and 66, to best capture thermal stress effects resulting from large variation in 
temperature.  Even with this 200 𝐾 inlet temperature difference (∆𝑇𝑖𝑛), maximum temperature 
differences of 24.5 𝐾, for Cases 64 and 66, were experienced within the solid due to the greater 
efficiency of heat transfer through the solid than from the fluid to the solid.  This further 
illustrates why setting the wall temperature as the fluid temperature will generally result in an 
overestimate of thermal stresses.  Values of 𝑇𝑐,𝑖𝑛 were set 20 𝐾 lower than 𝑇ℎ,𝑖𝑛, for Cases 65 and 
67, to investigate the effects of mechanical stress at high temperature.   
The ANSYS® CFX numerical models were setup in the same manner as the Ishizuka et al. 
abbreviated PCHE model above and the mesh independence study was accomplished with the 
same procedure.  Contour plots of the ANSYS® CFX obtained temperature and pressure results 







Fig. 32 Notional PCHE temperature distribution of model solid region of interest for (A) Case 







Fig. 33 Notional PCHE pressure distribution of model solid for (A) Case 64, (B) Case 65, (C) 
Case 66, (D) Case 67 
 
 
The temperature and pressure data were then coupled into ANSYS® Mechanical.  The 
ANSYS® Mechanical mesh independence study was conducted in the same manner as the 
pseudo two-dimensional (2D) PCHE fluid-structure interaction (FSI) study and abbreviated 
Ishizuka et al. PCHE model.  A mesh with 15,010,848 nodes was selected. 
In order to evaluate stress intensities against the BPVC Section VIII, mechanical stress 
intensities needed to be determined.  Total stress intensities and mechanical stress intensities 
were assumed to be roughly equivalent for Cases 65 and 67 due to the very small temperature 






temperature variations, mechanical stress intensities needed to be determined independently.  In 
order to do this, these cases were simulated again three more times, once for each channel 
temperature, as standalone static-structural systems with channel wall pressure set to the inlet 
pressure (𝑝𝑖𝑛) values and the environmental temperature and body temperature set to the 
maximum temperature found in each channel inner curve channel tip.  These boundary 
conditions may be seen in Table 21. 
 
 
Table 21 Boundary conditions for Case 64 and 66 mechanical only notional PCHE simulations 
Case 64 𝒑 (MPa) 𝑻 (𝑲) 
Upper (Hot) 9.89866 825.7 
Middle (Cold) 19.8987 814.1 
Lower (Hot) 9.89866 819.1 
Case 66 𝒑 (MPa) 𝑻 (𝑲) 
Upper (Hot) 9.89866 649.1 
Middle (Cold) 19.8987 636.3 
Lower (Hot) 9.89866 640.8 
 
 
2.2 Data Reduction 
Printed circuit heat exchanger (PCHE) performance was assessed with the use of the Nusselt 
number (𝑁𝑢), Colburn factor (𝑗), and Darcy friction factor (𝑓𝐷) thermal-hydraulic correlations.  
Their sensitivity to geometric and operating parameters was determined with the use of factor 
effects analysis.  Correlations relating key factors to 𝑁𝑢 and 𝑓𝐷 were developed using non-linear 




intensity values in PCHE models and evaluate them against the Boiler and Pressure Vessel Code 
(BPVC) limits as well as determine factor of safety (𝐹𝑆) values. 
2.2.1 Performance Analysis 
The − 𝑁𝑇𝑈 and log mean temperature difference (LMTD) methods are widely accepted 
methods of evaluating heat exchanger performance.  However, in order to apply these methods, 
the specific heat (cp) is required to be almost constant along the area of interest.  This makes 
these methods inappropriate for analyzing heat exchangers with near critical carbon dioxide 
(CO2) as the working fluid [19].  As a result, the Nusselt number (𝑁𝑢), Colburn factor (𝑗), and 
Darcy friction factor (𝑓𝐷) have become the standard method by which supercritical CO2 (sCO2) 
printed circuit heat exchangers (PCHEs) are evaluated.  Currently calculating 𝑁𝑢, 𝑗, and 𝑓𝐷 from 
PCHE experimental data can only be accomplished with the average method, using inlet and 
outlet properties, due to the inability to measure midstream, mid heat exchanger flow properties 
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                 (25) 
∆𝑇𝐼 = 𝑇ℎ,𝑖𝑛 − 𝑇𝑐,𝑜𝑢𝑡                (26) 




















                 (31) 
The staged integral method of PCHE performance data reduction, proposed by Chu et al. 
[77], is used for numerically investigated flows because flow properties can be easily extracted 
for any point in these simulations.  Eq. (32) to Eq. (39) are used to evaluate 𝑁𝑢, 𝑗, and 𝑓𝐷 for 
















𝑖=1          (32) 






               (33) 
∆𝑇𝐼𝑖 = 𝑇ℎ,𝑖𝑛𝑖 − 𝑇𝑐,𝑜𝑢𝑡𝑖                (34) 


























𝑖=1                 (39) 
Using this method, the simulated domain is divided into 𝑁 segments and the local thermal 
properties for each section are applied.  In this study, the staged integral method was performed 
numerous times for each case, each time reducing the sample interval size (𝑙𝑖) and increasing the 
value of 𝑁.  Flow properties were extracted every 25 mm, 10 mm, 5 mm, 2 mm, 1 mm, 0.5 mm, 
0.25 mm, and for some extremely complex flows every 0.1 mm, in the x-direction as annotated 
in Fig. 7 through Fig. 9.  The calculated thermal-hydraulic performance parameters were 




the next smaller increment. Analysis of flows close to the critical point and/or with complex 
geometry showed that extremely small values of 𝑙𝑖, often of a size close to the size of the mesh, 
may be required to accurately represent the heat exchanger thermal performance.   
2.2.2 Factor Effects Analysis 
The main effect of each factor upon each performance parameter was determined using a 
spreadsheet similar to the one seen in Table 22.  The 20 analyzed factors are the independent 
variables represented by A and B in the table.  The +1s and -1s in this table indicate the high and 
low values of each factor that can be seen in Table 4.  In this study the response, or dependent, 
variables were the Nusselt number (𝑁𝑢), Colburn factor (𝑗), and Darcy friction factor (𝑓𝐷).  All 
three of these parameters are represented by the Y column in the table.  
 
 
Table 22 Sample main factor effects analysis calculation table 
Factors 
Runs 
A B C Y 
1 +1 +1 +1 y1 
2 +1 -1 -1 y2 
3 -1 +1 -1 y3 
4 -1 -1 +1 y4 
∑𝑌+ y1 + y2 y1 + y3 y1 + y4 
 


























The effect of each factor is then calculated using Eq. (40) [53] below. 
𝐸(𝐴) = 𝑌𝐴+̅̅ ̅̅ − 𝑌𝐴−̅̅ ̅̅                 (40) 
In this equation 𝑌𝐴+̅̅ ̅̅  and 𝑌𝐴−̅̅ ̅̅  are the average values of each response variable for factor A at the 
high levels and low levels respectively.  Essentially, the effect can be thought of as the difference 
in average response variable results of the high and low factor settings across the test.  The 
calculated value for the effect of each factor has no meaning in and of itself.  The value is given 
meaning when compared to the effect values for all of the other analyzed factors.   
Ideally, each case would be repeated more than once in a factor sensitivity screening test like 
this.  Then the standard deviation of the response variable would be used with a probability table 
and a chosen confidence level to calculate decision limits for determining the significance of 
factor effects [53].  This is a very statistically robust way to evaluate factor effects.  However, 
due to the use of numerical simulations in this study, the results of replicated runs should all be 
the same, and thus provide no further insight into the performance of zigzag-channel printed 
circuit heat exchangers (PCHEs) than single replications.  Without replications, variation in 
response variables cannot be calculated and the above statistical approach cannot be used.   
In studies without replications, analysis of factor effects must be determined with the use of 
Pareto charts of effects.  Effect values are typically first plotted on a bar diagram for easy 







Fig. 34 Zigzag-channel PCHE factor effects on data sample interval for calculating 𝑁𝑢 (labels A 
to T correspond to zigzag-channel factors in Table 4 and Table 5) 
 
 
In this figure, and those that follow, the letters A through T refer to the factors under evaluation, 
found in Table 4 and Table 5.  A factor effect with a positive value indicates that an increase in 
that factor produces an increase in the response variable.  Conversely, a factor effect with a 
negative number indicates that a decrease in that factor produces a decrease in the response 
variable.  Factor effects values close to zero indicate that the factor has little effect on the 
response variable.  Then the Pareto chart of effects, an example can be seen in Fig. 35 is created 



























Fig. 35 Pareto chart of zigzag-channel PCHE factor effects on data sample interval for 
calculating 𝑁𝑢 (labels A to T correspond to zigzag-channel factors in Table 4 and Table 5) 
 
 
On the Pareto charts used in this study, the average absolute value of effects (solid black 
line), +1 standard deviation (large dashed line), and +2 standard deviation (small dashed line) are 
also included to aid in analysis.  Since there are no decision limits for determining factor effects, 
these lines are helpful in comparing the effects of each factor.  The significant factor effects are 
then determined through qualitative analysis of the Pareto charts rather than quantitative.  The 
factors with the largest absolute value factor effects are the ones to which the response variables 
have the greatest sensitivity. 
The two variable interaction effects are determined using a spreadsheet similar to Table 23 



























Table 23 Sample two factor interaction effects analysis calculation table 
Factors 
Runs 
A B C Y AB AC BC 
1 +1 +1 +1 y1 +1 +1 +1 
2 +1 -1 -1 y2 -1 -1 +1 
3 -1 +1 -1 y3 -1 +1 -1 
4 -1 -1 +1 y4 +1 -1 -1 
 
∑𝑌++ y1 y1 y1 
∑𝑌−+ y3 y4 y4 
∑𝑌+− y2 y2 y3 
∑𝑌−− y4 y3 y2 














































[(𝑌𝐴+̅̅ ̅̅ − 𝑌𝐴−̅̅ ̅̅ )𝐵+ − (𝑌𝐴+̅̅ ̅̅ − 𝑌𝐴−̅̅ ̅̅ )𝐵−]   (41) 
In this equation (𝑌𝐴+̅̅ ̅̅ − 𝑌𝐴−̅̅ ̅̅ )𝐵+ is the difference in average response variable value when 
levels for factors A and B are both high and the average response variable value when factor A is 
at a low level and factor B is at a high level.  Similarly, (𝑌𝐴+̅̅ ̅̅ − 𝑌𝐴−̅̅ ̅̅ )𝐵− is the difference between 
the average response variable value when factor A is at a high level and factor B is at a low level 
and when both factors are at a low level.  Swapping the locations of factors A and B in Eq. (41) 




interaction effects.  These factor interaction effects are then plotted on a bar graph and a Pareto 




Fig. 36 Two factor interaction effects for the hot channel 𝑁𝑢 (labels AB to ST correspond to 
combinations of zigzag-channel factors in Table 4 and Table 5) 
 
 
Fig. 37 Pareto chart of two factor interaction effects for the hot channel 𝑁𝑢 (labels AB to ST 
correspond to combinations of zigzag-channel factors in Table 4 and Table 5) 
 
 
In all of these figures the letters A through T refer to the factors under evaluation, found in 
Table 4 and Table 5, and combinations of two letters refer to the interactions of those two 
factors.  From these figures it can be seen that there were many factor interactions, 190 to be 
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factors with large effects often have interactions [53], help in evaluating so many factor 
interactions.   Based upon these rules, only the interactions with the greatest effects and those 
involving main factors with large effects were considered. 
The Pareto charts show the magnitude of the effects, but do not provide enough information 
to determine the meaning of a factor interaction or whether it is significant.  Aliasing may cause 
the confounding of interaction effects.  The nature of this experimental design results in some of 
the two factor interactions being aliased with one another by as much as 66%.  This could 
indicate a significant interaction where there is none, or fail to identify a significant interaction 
where there is one.  Breaking these aliases requires a prohibitive number of cases for the initial 
factor sensitivity screening.  The effects of aliasing were mitigated in this study by examining the 
interactions with the greatest effects and those involving factors with large main effects.   
The meaning of the factor effects must be found by examining plots of the factor levels and 







Fig. 38 𝑤ℎ-𝑟ℎ interaction effects on the hot channel 𝑁𝑢 
 
 
Fig. 39 𝑟ℎ-𝑤ℎ interaction effects on the hot channel 𝑁𝑢 
 
These plots consist of colored dots representing test points and linear trend lines of these data 
points.  These trend lines only serve to visually display the general tendencies of the data with 
the slopes indicating the significance and meaning of the factor interactions to aid in drawing 






























































meaningless.  The solid black line is the average value.  The dashed black lines are +1 and -1 
standard deviation.  They are included on these plots to help quantify the interaction effects as 
the apparent slope of the interaction lines can depend upon the vertical scale used.     
The significance of a two-factor interaction effect is determined by evaluating the magnitude 
of the factor effect, variation in data points, relative slope of trend lines, and the significance of 
main factor effects.  Because of the qualitative nature of this method, there are some risks of 
drawing the wrong conclusions about the importance of factor effects.  However, these risks are 
mitigated by the sparsity and heredity rules. 
2.2.3 Nonlinear Regression 
The Gauss-Newton method of nonlinear regression was used to develop the correlations for 
the Nusselt number (𝑁𝑢) and Darcy friction factor (𝑓𝐷).  This method uses a Taylor series 
expansion to approximate a nonlinear equation with a linear equation.  Then the least-squares 
theory and an iterative process were used to update the equation coefficients and minimize the 
residuals [78].  The correlation between the data and the nonlinear equation is given by Eq. (42). 
𝑦𝑖 = 𝑓(𝑥𝑖; 𝑎1, 𝑎2, … , 𝑎𝑚) + 𝑒𝑖      (42) 
This equation represents any nonlinear function, chosen because its shape approximates the 
dependent variable data, 𝑦𝑖.  In this study 𝑦𝑖 represents either 𝑁𝑢 or 𝑓𝐷.  The independent 
variables, 𝑥𝑖, represent the factors selected for inclusion in the correlation, such as the Reynolds 
number (𝑅𝑒), mass flow rate (𝑚)̇ , and cold channel inlet pressure (𝑃𝑐,𝑖𝑛).  The coefficients, 𝑎1 
through 𝑎𝑚, are solved for to develop the nonlinear correlation equation.  Lastly, random error 
(𝑒𝑖) is the residual left between each iteration.  A matrix equation, Eq. (43), was then formed 
using a Taylor series to linearly approximate Eq. (42). 




























𝜕𝑓1 𝜕𝑎1⁄ 𝜕𝑓1 𝜕𝑎2⁄ .
𝜕𝑓2 𝜕𝑎1⁄ 𝜕𝑓2 𝜕𝑎2⁄ .
. . .
. . 𝜕𝑓1 𝜕𝑎𝑚⁄
. . 𝜕𝑓2 𝜕𝑎𝑚⁄
. . .. . .
. . .
𝜕𝑓𝑛 𝜕𝑎1⁄ 𝜕𝑓𝑛 𝜕𝑎2⁄ .
. . .
. . .






































      (47) 
|𝑒𝑎|𝑘 = 100% |
𝑎𝑘,𝑗+1−𝑎𝑘,𝑗
𝑎𝑘,𝑗+1
|     (48) 
Eq. (49), the result of applying the least squares theory to Eq. (43), was then solved for {∆𝐴} 
and used to update the correlation coefficients with Eq. (50).  The process is then repeated until 
{𝐸} converges, or falls below a determined value.   
[[𝑍𝑗]
𝑇
[𝑍𝑗]] {∆𝐴} = {[𝑍𝑗]
𝑇
{𝐷}}    (49) 




The fit of the each correlation was determined using the coefficient of determination (𝑟2), 
Eq. (51), which is calculated from the total sum of the squares (𝑆𝑡) and the sum of the squares of 




       (51) 
𝑆𝑡 = ∑ (𝑦𝑖 − ?̅?)
2𝑛
𝑖=1       (52) 
𝑆𝑟 = ∑ (𝑦𝑖 − 𝑓(𝑥𝑖))
2𝑛
𝑖=1      (53) 
An example of the MATLAB program used to develop these correlations can be found in 
Appendix A.  All inputs to this equation were normalized and made non-dimensional to prevent 
matrix singularity.  Once the equation coefficients were determined, the coefficients were 
unnormalized and given dimensions if appropriate. 
2.2.4 Fluid-Structure Coupling 
When conducting a fluid-structure interaction (FSI) study, it is important to consider the 
interaction, or coupling, between the fluid and the structure.  A system is strongly coupled when 
both the fluid and the structure highly affect one another.  Weak coupling occurs when the 
effects of one component of the system are dominant.  When a fluid-structure system is weakly 
coupled, it may be efficiently analyzed with one-way FSI coupling, if it is strongly coupled, two-
way coupling may be required to fully understand the interaction.  This requires increased 
computational resources and time.   
The mass number (𝑀𝐴), the Cauchy number (𝐶𝑦), and the reduced velocity (𝑉𝑟) are 
dimensionless parameters that can be used to help determine if a system is strongly or weakly 
coupled [79]. 
The 𝑀𝐴, Eq. (54), is the ratio of the fluid and solid density (𝜌) and is used to describe the 




effects are dominant, high values indicate that the fluid inertial effects are dominant, and values 




      (54) 
The 𝐶𝑦, Eq. (55), indicates the significance of structural deformations produced by the fluid 





       (55) 
The 𝑉𝑟, Eq. (56), is the ratio of flow velocity (𝑉) to the structural wave propagation velocity.  
If the 𝑉𝑟 number is small, the structural dynamics dominate the system.  However, if the 𝑉𝑟 







       (56) 
Maximum and minimum values of the 𝑀𝐴, 𝐶𝑦, and 𝑉𝑟 were all calculated for sensitivity study 
printed circuit heat exchangers (PCHEs) made from stainless steel 316/316L (UNS: 
S31600/S31603) and Inconel alloy 617 (UNS: N06617) over the range of operating conditions 
examined.  Solid material properties at different temperatures (𝑇) approximating those from the 






Table 24 Solid material properties at different temperature approximately those of the factor 
sensitivity study 
Solid Material Properties [66] 
 S31600/S31603 N06617 
 Minimum Maximum Minimum Maximum 
T (C) / (K) 21 / 294 649 / 922 21 / 294 649 / 922 
 𝜌𝑠 (kg/m
3) 8027.2 8027.2 8691.5 8691.5 
𝐸 (GPa) 195.12 146.17 201.33 105.49 
 
Table 25 Maximum and minimum fluid properties from the factor sensitivity study 
Fluid Properties 
 Hot Channel Cold Channel 
Maximum 𝜌𝑓 (kg/m
3) 387.6 725.0 
Minimum 𝜌𝑓 (kg/m
3) 10.5 63.0 
Maximum 𝑉 (m/s) 70.7 17.9 
Minimum 𝑉 (m/s) 0.06 0.10 
 
 
The maximum and minimum values for the non-dimensional FSI parameters were calculated 
by using the combination of factors from Table 24 and Table 25 which would yield the 
maximum and minimum results.  These results are displayed in Table 26.  Even with these 
worst-case scenario flow parameters, the values of 𝑀𝐴, 𝐶𝑦, and 𝑉𝑟 were all significantly small to 
conclude that this is not a strongly coupled system.  As a result, one-way coupling, the effect of 





Table 26 Calculated FSI dimensionless parameters 
FSI Dimensionless Parameters 
 S31600/S31603 N06617 
Maximum 𝑀𝐴 9.03E-02 8.34E-02 
Minimum 𝑀𝐴 1.31E-03 1.21E-03 
Maximum 𝐶𝑦 2.48E-05 3.44E-05 
Minimum 𝐶𝑦 1.96E-13 1.90E-13 
Maximum 𝑉𝑟 1.66E-02 2.03E-02 
Minimum 𝑉𝑟 1.22E-05 1.25E-05 
 
 
2.2.5 BPVC Section III and VIII Structural Analysis 
Printed circuit heat exchangers (PCHEs) have many applications, of which their potential use 
in nuclear power plants require the highest level of safety and reliability.  It therefore makes 
sense to examine the thermal and mechanical stresses for the PCHE against the American 
Society of Mechanical Engineers (ASME) Boiler and Pressure Vessel Code (BPVC) for 
compliance and expected operational lifespan [66][80][81].  The BPVC Section III applies to 
nuclear power plant components and Section VIII applies to general use pressure vessels.  The 
BPVC classifies components of a nuclear power system and associated containment system, 
from Class 1 to Class CS, according to the level of importance of each item in the safe operation 
of the systems [80].  Lee and Lee [43] determined that the PCHE they examined falls under the 
categorization of metallic Class 1 component.  These are valves, piping, pumps, pressure vessels, 
and steam generators which are part of the reactor coolant system fluid-retaining pressure 
boundary.  These Class 1 components are governed by the BPVC Section III Division 1 




The BPVC specifies several different system loadings.  Level A Service Loading conditions 
are the most severe temperature, pressure (𝑝), and mechanical loads the system is anticipated to 
experience during normal operation including startup and shut-down [82].  Design Loadings 
meets or exceeds the most severe combination of temperature, pressure, and mechanical loads 
from Level A Service Loading.  Levels B, C, and D Service Loadings are deviations from 
normal operating conditions of increasing severity and decreasing probability.  This study, like 
the study of Lee and Lee [43], has focused on the steady-state operating conditions of Design 
Loadings and Level A Service Loadings from Section III.  Unlike Lee and Lee, it has also 
included the general requirements laid out in Section VIII.   
The BPVC examines several different types of stresses [82].  Primary stresses (𝑃) act over 
the full cross section of the body and are not self-limiting.  They can be primary membrane 
stresses (𝑃𝑚) or primary bending stresses (𝑃𝑏).  The 𝑃𝑚 is this average primary stress across the 
solid section, caused only by mechanical loads, not thermal, usually internal or external pressure, 
and excluding discontinuities and concentrations.  It is the most dangerous type of stress and is 
never caused by thermal loading.  The 𝑃𝑏 is the variable component of the primary stress due to 
sustained mechanical loads, not thermal, and excludes discontinuities and concentrations.  It may 
not be linear across the thickness and is rare in pressure vessels.  The flat upper surface of a 
PCHE channel may experience 𝑃𝑏 similar to the center of a flat head.   
Secondary stresses (𝑄) also take the form of membrane (𝑄𝑚) and bending (𝑄𝑏) stresses.  
They are self-limiting and result from junctures of components, thermal loading, and gross 
structural discontinuities.  Thermal stresses due to mechanical restraint of temperature dependent 
expansion and contraction are considered 𝑄.  They are self-limiting but may cause failure from 




Mechanical restraints may be either external or internal.  Temperature gradients within a body 
create internal restraints, as is the case with the PCHE under evaluation.  Thermal stress is not 
addressed in Section III Division 1 because the maximum allowable stresses in this section are 
very conservative and believed to provide a high enough margin of error to account for high and 
localized 𝑄𝑚 and 𝑄𝑏.  Thermal stresses are addressed in Section VIII Divisions 1 and 2 in the 
form of  𝑄𝑚 and 𝑄𝑏.  
The local membrane stress (𝑃𝐿) is an excessive membrane stress resulting from mechanical 
loadings, such as pressure or other forces, which is not effectively transferred to other portions of 
the structure, possibly due to a discontinuity.  These stresses share characteristics of 𝑄.  
According to Section III these high localized stresses must be evaluated as a 𝑃𝐿, due to their 
intensity, in order to gauge the safety of a pressure vessel [66].  However, Section VIII allows for 
high localized stresses to be considered 𝑄 rather than 𝑃𝐿 due to the slight increase in risk that is 
acceptable in non-nuclear applications [83].  Moss [84] describes 𝑃𝐿 as the combination of  𝑃𝑚 
and a sustained, non-self-limiting 𝑄𝑚 (𝑄𝑚𝑠) per Eq. (57).   
𝑃𝐿 = 𝑃𝑚 + 𝑄𝑚𝑠      (57) 
When the stresses produced by mechanical or pressure loading exceed 1.1𝑆𝑜, possibly due to 
a discontinuity that prevents load transfer, they may be considered 𝑃𝐿, per Section III, or 𝑄, per 
Section VIII, if the regions over which they exist and obey Eq. (58) and Eq. (59) below [82][83]. 
𝑑1 ≤ √𝑅𝑡      (58) 
𝑑2 ≥ 2.5√𝑅𝑡      (59) 
In these equations, 𝑑1 is the largest distance, radial or meridional, over which the maximum 




maximum stress intensity greater than 1.1𝑆𝑜, 𝑅 is the minimum midsurface radius of curvature, 
and 𝑡 is the minimum material thickness in the region considered.  𝑆𝑜 is the maximum allowable 
value of the general primary membrane stress intensity found in Section II, Part D of the BPVC 
[66] and listed in Table 27.  When Eq. (58) and Eq. (59) are met, these stresses may be 
considered either 𝑃𝐿 or 𝑄 depending upon which BPVC Section governs the PCHE stress 
intensity limits.   
 
 
Table 27 Maximum allowable stress intensity for design condition calculation [66] 
 S31600 S31603 N06617 
𝑻 𝑺𝒐 𝑺 𝑺𝒐 𝑺 𝑺𝒐 𝑺 
𝑲 𝑴𝑷𝒂  𝑴𝑷𝒂  𝑴𝑷𝒂  𝑴𝑷𝒂  𝑴𝑷𝒂  𝑴𝑷𝒂  
311 137.9 220.6 115.1 184.2 160.6 257.0 
366 137.9 220.6 115.1 184.2 160.6 257.0 
422 137.9 220.6 115.1 184.2 160.6 257.0 
478 133.1 212.9 108.2 173.2 160.6 257.0 
533 124.1 198.6 102.  163.3 160.6 257.0 
589 117.2 187.5 96.5 154.4 155.1 248.2 
644 112.4 179.8 93.1 148.9 151.0 241.6 
700 109.6 175.4 89.0 142.3 148.2 237.2 
728 108.3 173.2   146.9 235.0 
755 107.6 172.1   146.2 233.9 
783 106.9 171.0   144.8 231.7 
811 96.5 154.5   144.1 230.6 
866 77.2 122.5   143.4 229.5 
922 51.0 81.6   124.8 199.7 
978 28.3 45.2   77.2 123.6 
1033 15.9 25.4   45.5 72.8 
1089 9.0 14.3   26.9 43.0 
1144     15.9 25.4 
1200     9.7 15.4 





Elastic stress intensity is the algebraic difference between the largest and smallest principal 
stresses at a given point.  Stress differences are calculated from the principal stresses according 
to Eq. (60).  The stress difference with the largest absolute value is the stress intensity [85].   
𝑆12 = 𝜎1 − 𝜎2; 𝑆23 = 𝜎2 − 𝜎3; 𝑆31 = 𝜎3 − 𝜎1    (60) 
To meet the Class 1 component Design Loading limits specified by the BPVC Sections III, 
calculated stress intensity values shall satisfy Eq. (61) and Eq. (62) below, 
𝑃𝑚 ≤ 𝑆𝑜        (61) 
(𝑃𝐿 + 𝑃𝑏) ≤ 1.5𝑆𝑜     (62) 
𝑃𝑚, 𝑃𝐿, and 𝑃𝑏 are all derived using the linear elastic model.  Additionally, 𝑃𝐿 + 𝑃𝑏 does not 
represent a straight forward algebraic combination as each may represent up to six quantities 
[82].  𝑆𝑜 values for stainless steel 316 (UNS: S31600), along with stainless steel 316L (UNS: 
S31603) and Inconel alloy 617 (UNS: N06617), can be found in Table 27.   
If the PCHE is to be used for general applications, it is subject to the stress limits imposed by 
BPVC Section VIII.  These limits are less restrictive than those in Section III, because all 
loadings are accounted for and the applications of these components are considered less critical 
than those in nuclear facilities.  Section VIII specifies the use of Eq. (63) and (64), which differ 
from Eq. (61) and (62) in the stress limit used, and Eq. (63) below [84].   
𝑃𝑚 ≤ 𝑆        (63) 
(𝑃𝐿 + 𝑃𝑏) ≤ 1.5𝑆     (64) 




The BPVC Section VIII has higher maximum allowable stress intensity limits (𝑆) than 
Section III, values of which be found in Table 27.  An additional difference between the BPVC 
Section III and Section VIII allowable stress limits is the classification of stresses due to local 
discontinuities, like those found at the channel tips.  Section III requires that such stresses be 
included in 𝑃𝐿 for conservativism and accounted for in Eq. (62) [82].  Whereas Section VIII 
allows them to be classified as forms of 𝑄 and as such only considered in Eq. (65) [83].  The 
allowable primary plus secondary stress (𝑆𝑃𝑆) is given by 𝑆𝑃𝑆 = 3𝑆.  𝑆𝑃𝑆 = 2𝑆𝑦 may be used 
provided room temperature 𝑆𝑦 𝑆𝑢⁄ ≤ 0.7 [83].   
To meet the Class 1 component Level A Service Loading limits specified by the BPVC 
Section III, calculated stress intensity values shall satisfy Eq. (66) through Eq. (68) below.  
These calculations are also to be based upon a linear-elastic model [82]. 
𝑃𝑚 ≤ 𝑆𝑚𝑡        (66) 




⁄ ≤ 𝑆𝑡       (68) 
𝐾𝑡 = (𝐾 + 1) 2⁄        (69) 
In these equations 𝑆𝑚𝑡 is the allowable limit of general primary membrane stress intensity for 
the service life, time (𝑡), at a given temperature.  𝑆𝑚𝑡 is calculated as the lower value of 𝑆𝑚 or 𝑆𝑡 
for a given 𝑡 and 𝑇.  In this case, temperature is the maximum wall averaged temperature.  𝑆𝑚 is 
the lowest stress intensity value at a given temperature and is found using Fig. 40.  𝑆𝑡 is a 
temperature and time-dependent stress intensity limit also found with Fig. 40 using appropriate 




1. 100% of the average stress to obtain a total strain of 1%; 
2. 80% of the minimum stress to cause initiation of tertiary creep; 
3. 67% of the minimum stress to cause rupture [82]. 
The 𝐾 factor, seen in Eq. (67), is the section factor for the cross section under consideration.  
𝐾 = 1.5 shall be used for rectangular sections when evaluating across-the-wall bending of shell 
type structures.  The 𝐾𝑡 factor, found in Eq. (69), accounts for the creep associated reduction in 
extreme fiber bending stress and is found with Eq. (69).  Data from Fig. 40 is displayed in metric 









Table 28 Maximum allowable stress intensity values at various times for S31600 [66] 
Allowable Stress Intensity Values for S31600 
T (ºC) 𝑺𝒎 
(MPa) 
𝑺𝒕 (MPa) 𝑺𝒎𝒕 (MPa) 








427 108.5 143.2 109.6 109.6 109.6 109.6 
454 107.1 142.3 108.2 108.2 108.2 108.2 
482 106.1 141.0 107.6 107.6 107.6 107.6 
508 105.3 139.0 107.0 107.6 107.6 107.6 
510 105.2 138.8 106.9 106.9 106.9 106.9 
526 104.4 137.2 106.9 106.9 106.9 106.6 
538 103.9 136.0 106.2 106.2 106.2 96.5 
566 102.8 132.4 104.1 102.7 86.2 73.8 
593 101.6 130.7 102.0 79.3 65.5 53.8 
621 100.2 126.9 101.4 61.4 49.6 40.7 
649 98.6 122.3 100.7 47.6 37.9 31.0 
677 96.6 116.6 97.9 37.2 29.0 22.8 
704 93.6 107.3 95.1 26.9 21.4 17.2 
732 86.7 93.1 88.3 19.3 14.5 12.4 
760 77.0 78.9 77.9 13.8 10.3 8.3 
788 66.2 66.9 66.9 9.7 6.9 6.2 
816 55.6 53.8 53.8 6.2 4.5 3.4 
 
 
BPVC Section VIII limits creep and rupture by setting 𝑆 values so that they do not exceed the 
lowest of:   
1. 100% of the average stress that creates a creep rate of 0.01% per 1,000 hours; 
2. 100% of the average peak stress that would cause rupture after 100,000 hours; 
3. 80% of the minimum stress that would cause rupture after 100,000 hours [66]. 





Mechanical properties for S31600 and S31603 were obtained from the ASME BPVC and can 
be seen in Table 6 through Table 9 [66].   The BPVC allows a maximum S31600 and S31603 
temperature limit of 700 𝐾 for nuclear power plant component applications, Division III, and 
maximum temperatures of 1,089 𝐾 and 727 𝐾 respectively for general pressure vessel 
applications, Division VIII [66].  N06617 is subject to maximum temperature limits of 1,255 𝐾 
for general applications and not permitted for nuclear power plant component applications [66].   
2.2.6 Factor of Safety 
In the absence of other criteria, factor of safety (𝐹𝑆) will be used to evaluate the safety of the 
printed circuit heat exchangers (PCHEs) under investigation.  The 𝐹𝑆 is the ratio of the failure 
load to the allowable load.  Typically, a 𝐹𝑆 is determined based upon application and then the 
article is designed so that the allowable load meets this requirement [65].  Failure load could 
mean failure by rupture, ultimate stress (𝑆𝑢), or failure by yield, yield stress (𝑆𝑦), depending 
upon the application.  In this study, the allowable load will be replaced by the maximum stress 




        (70) 
The 𝐹𝑆 should be greater than one to prevent structural failure.  For applications in aerospace, 
where component weight may be the driving requirement, 𝐹𝑆 values of close to one may be 
common.  Whereas, the components in a nuclear power plant may have a 𝐹𝑆 value closer to 3.  




CHAPTER 3 DATA SAMPLING INTERVAL AND NON-
UNIFORM STAGED INTEGRAL METHOD 
Through the course of data analysis and reduction for the factor sensitivity analysis study, 
described in Chapter 4, it became important to determine which factors drove the required data 
sampling interval size.  Additionally, due to the mass quantity of data analysis required by that 
study, development of a more efficient data analysis method became necessary. 
3.1 Factors Affecting Zigzag-Channel Data Sampling Interval  
Main factor effects analysis, described in section 2.2.2 Factor Effects Analysis, was used to 
determine which printed circuit heat exchanger (PCHE) design and operating factors determine 
the required data sampling size during performance analysis. 
3.1.1 Nusselt Number Nu Calculations for Zigzag-Channel 
Factor effects for zigzag-channel data sampling interval for Nusselt number (𝑁𝑢) 
calculations, seen in Fig. 34, range from -2.73 for hot channel wall thickness (𝑡𝑤,ℎ) to 4.77 for 
cold channel segment length (𝑙𝑐).  From the Pareto chart shown in Fig. 35, it can be seen that the 
factors with the greatest effect, in order of effect, are cold channel segment length, heat 
exchanger length (𝐿), hot channel bend angle (𝜃ℎ), and hot channel width (𝑤ℎ).  Of these, only 
the absolute value of the effect of 𝑙𝑐 is significantly greater than one standard deviation, 2.03 
standard deviations, from the group.  This means that as the length of each segment between the 
channel bends increase, the data sampling interval may also be increased.  For fixed length heat 
exchangers, the longer each segment, the fewer channel bends exist.  Fewer channel bends may 
mean more uniform flow properties which could allow for increased sample interval lengths.  𝐿, 




increased 𝐿, more obtuse 𝜃ℎ, and wider hot channels allow for larger data sampling intervals.  
The increased heat exchanger length results in smaller temperature (𝑇) changes over a given 
distance in a counterflow exchanger.  This along with more obtuse angles and wider channels 
result in more uniform fluid properties which allow for larger data sampling intervals.  However, 
examination of Fig. 35 shows that the magnitude of all of the factor effects are fairly similar, 
especially when compared to the variation in magnitude of factors effects on sampling interval 
for the other performance parameters, seen in Fig. 41 and Fig. 43.  This combined with the 
relatively large sample intervals tolerated by 𝑁𝑢 data analysis, could indicate that the 𝑁𝑢 
calculation sampling size is not very sensitive to any of these factors.   
3.1.2 Colburn Factor j Calculations for Zigzag-Channel 
Factor effects for zigzag-channel data sampling interval for Colburn factor (𝑗) calculations, 
seen in Fig. 41, range from -1.03 for cold channel bend angle radius of curvature (𝑟𝑐) to 5.29 for 
hot channel bend angle (𝜃ℎ).  From Fig. 42 it can be seen that the factors with the greatest 
effects, in order of effect, are 𝜃ℎ, cold channel inlet temperature (𝑇𝑐,𝑖𝑛), cold channel bend angle 
(𝜃𝑐), and cold channel inlet pressure (𝑝𝑐,𝑖𝑛).  Of these, only the absolute value of the effect of 𝜃ℎ 
is significantly greater than one standard deviation, 2.91, from the group.  This indicates that as 
the 𝜃ℎ increases from 84 degrees to 170 degrees, the required sampling interval can also be 
increased.  Additionally, even though the effects of 𝑇𝑐,𝑖𝑛, 𝑝𝑐,𝑖𝑛, and 𝜃𝑐 are not as significant as 
the effect of 𝜃ℎ, they are all worth mentioning.  These effects indicate that as 𝑇𝑐,𝑖𝑛 and 𝑝𝑐,𝑖𝑛 both 
increase, in this case move away from the critical point, the required data sampling interval also 
increases.  All of these effects make sense because, by examining Eq. (4), it can be seen that the 
Colburn factor is heavily dependent upon fluid properties thermal conductivity (𝜆), density (𝜌), 




near the critical point.  Additionally, the variability of velocity (𝑢) increases with increased bend 
angle in hot and cold channels.  Higher variability of these properties would necessitate smaller 




Fig. 41 Zigzag-channel PCHE factor effects on data sample interval for calculating Colburn 

























Fig. 42 Pareto chart of zigzag-channel PCHE factor effects on data sample interval for 




3.1.3 Darcy Friction Factor fD Calculations for Zigzag-Channel 
Factor effects for zigzag-channel data sampling interval for the Darcy friction factor (𝑓𝐷) 
calculations, seen in Fig. 43, range from -2.18 for cold channel segment length (𝑙𝑐) to 8.87 for 
cold channel bend angle (𝜃𝑐).  From Fig. 44 it can be seen that the factors with the greatest 
effects, in order of effect, are 𝜃𝑐, hot channel bend angle (𝜃ℎ), and cold channel inlet temperature 
(𝑇𝑐,𝑖𝑛).  Of these, only the absolute value of the effects of 𝜃ℎ and 𝜃𝑐 are significantly greater than 
one standard deviation, 2.75 and 2.80 respectively, from the group.  Similar to the Colburn factor 
(𝑗), this indicates that as the 𝜃 increases the required sampling interval can also be increased.  
Additionally, even though the effect of 𝑇𝑐,𝑖𝑛 is not as significant as the effects of 𝜃ℎ and similar 
in magnitude to 𝜃𝑐, it is again worth mentioning.  As the 𝑇𝑐,𝑖𝑛 increases away from the critical 





















by examining Eq. (5), it can be seen that the 𝑓𝐷, similar to the 𝑗, is heavily dependent upon fluid 
property of density (𝜌) which is highly variable near the critical point.  Additionally, the 
variability of velocity (𝑢) increases with decreased bend angle, for hot and cold channels, as 
does overall flow friction and pressure drop (∆𝑝).  Higher variability of these properties would 
necessitate smaller data sampling intervals in order to completely capture their effects upon the 




Fig. 43 Zigzag-channel PCHE factor effects on data sample interval for calculating Darcy 
























Fig. 44 Pareto chart of zigzag-channel PCHE factor effects on data sample interval for 
calculating Darcy friction factor fD (labels A to T correspond to zigzag-channel factors in Table 4 
and Table 5) 
 
 
3.1.4 Comprehensive Calculations for Zigzag-Channel 
It is rare for a study of the thermal-hydraulic performance of a printed circuit heat exchanger 
(PCHE) to only involve one of the thermal-hydraulic parameters Nusselt number (𝑁𝑢), Colburn 
factor (𝑗), and Darcy friction factor (𝑓𝐷).  More likely a researcher would be interested in two, if 
not all three of these factors.  Additionally, when collecting data from a simulation to perform 
data analysis, a researcher would collect data at the finest increment required rather than collect 
data at multiple times at different increments for each of the parameters.  With this in mind, an 
additional factor analysis was performed with the data sampling interval for each case being 
determined as the interval at which the error for all three thermal-hydraulic performance 
parameters was within 3% of the next smaller increment.  This analysis can be seen in Fig. 45 
























channel width (𝑤𝑐) to 4.23 for the cold channel bend angle (𝜃𝑐).  The factors with the greatest 
effect, in order of effect are cold channel bend angle, hot channel bend angle (𝜃ℎ), and cold 
channel inlet temperature (𝑇𝑐,𝑖𝑛).  The absolute value of the effects of 𝜃ℎ and 𝜃𝑐 are 2.70 and 
2.72 times the standard deviation.  These results make sense because the required data collection 
interval tended to be much smaller for the parameter 𝑓𝐷, than the parameters 𝑁𝑢 or 𝑗, driving 
down the required data sampling interval.  The 𝑇𝑐,𝑖𝑛 factor has the third highest effect, but is only 
0.75 of a standard deviation from the average.  However, it is still worth mentioning, as this 
again illustrates the importance of the variable properties of supercritical carbon dioxide (sCO2) 




Fig. 45 Zigzag-channel PCHE factor effects on data sample interval for calculating all 
























Fig. 46 Pareto chart of zigzag-channel PCHE factor effects on data sample interval for 
calculating all performance parameters (labels A to T correspond to zigzag-channel factors in 
Table 4 and Table 5) 
 
 
3.2 Factors Affecting Straight-Channel Data Sampling Interval 
Reviewing these zigzag-channel results indicates that bend angle (𝜃) and cold channel inlet 
temperature (𝑇𝑐,𝑖𝑛) are the most significant factor when determining data sampling interval.  This 
is true for both hot and cold channels as the same sample interval must be used for both.  It also 
shows that there is little to no apparent effect on required data sampling interval provided by 
channel width (𝑤), channel depth (𝑑), wall thickness (𝑡𝑤), segment length (𝑙), bend angle radius 
of curvature (𝑟), plate material, plate thickness (𝑡𝑝), and heat exchanger length (𝐿).  With these 
conclusions in mind, it was decided to examine eight additional cases involving straight-channel 
printed circuit heat exchangers (PCHEs).  Intermediate values for 𝑑, 𝑤, and 𝑡𝑝 were used.  
Stainless steel 316 (UNS: S31603) was selected and the 𝐿 was set to 100 mm for smaller meshes 

























hot channel inlet temperature (𝑇ℎ,𝑖𝑛), hot channel inlet pressure (𝑝ℎ,𝑖𝑛), (𝑇𝑐,𝑖𝑛), cold channel inlet 
pressure (𝑝𝑐,𝑖𝑛), and mass flow rate (?̇?).  Levels for these factors can be seen in Table 4 and the 
straight-channel test matrix can be seen in Table 5. 
3.2.1 Nusselt Number Nu Calculations for Straight-Channel 
Factor effects for straight-channel data sampling interval for Nusselt number (𝑁𝑢) 
calculations, seen in Fig. 47, were all equal, again indicating that the data sampling interval 
required to accurately calculate 𝑁𝑢 is not very sensitive to any of the examined factors.  This is 
of little concern as 𝑁𝑢 tends to accept a larger sampling interval than the other thermal-hydraulic 
parameters with little loss of accuracy.  A Pareto chart of these effects was not created because it 




Fig. 47 Straight-channel PCHE factor effects on data sample interval for calculating 𝑁𝑢 (labels 
























3.2.2 Colburn Factor j Calculations for Straight-Channel 
Factor effects for straight-channel data sampling interval for the Colburn factor (𝑗) 
calculations, seen in Fig. 48, range from -3.25 for hot channel inlet temperature (𝑇ℎ,𝑖𝑛) to 3.25 for 
cold channel inlet pressure (𝑝𝑐,𝑖𝑛) and mass flow rate (?̇?).  Cold channel ?̇? is double that of the 
hot channel due to the double-banked printed circuit heat exchanger (PCHE) design having twice 
as many hot channels as cold.  From Fig. 49, it can be seen that the factors with the greatest 
effects are 𝑇ℎ,𝑖𝑛, cold channel inlet temperature (𝑇𝑐,𝑖𝑛), and ?̇?.  This indicates that as the 𝑇ℎ,𝑖𝑛 
increases from 500 K to 900 K, a smaller data sampling interval is required.  This makes sense 
because the greater the difference between the hot and cold channel temperature, the more heat 
transfer will occur between them and will increase the variability of the thermal properties of 
supercritical carbon dioxide (sCO2) along the flow direction, requiring an increased number of 
data samples at shorter intervals.  The effect of 𝑇𝑐,𝑖𝑛 indicates that as the working fluid 
temperature increases away from the critical point, larger sampling intervals may be accepted for 
the reasons explained earlier.  Finally, the effect of mass flow rate indicates that a higher mass 
flow rate allows for a larger data sampling interval.  This may be due to the increased velocity 
(𝑢) of the fluid through the PCHE.  With all geometric parameters being held constant, the 
higher (𝑚)̇  directly translates into a higher (𝑢).  With a higher velocity, variations in thermal 






Fig. 48 Straight-channel PCHE factor effects on data sample interval for calculating the Colburn 
factor j (labels G to Q correspond to straight-channel factors in Table 4 and Table 5) 
 
 
Fig. 49 Pareto chart of straight-channel PCHE factor effects on data sample interval for 
calculating the Colburn factor j (labels G to Q correspond to straight-channel factors in Table 4 









































3.2.3 Darcy Friction Factor fD Calculations for Straight-Channel 
Factor effects for straight-channel data sampling interval for the Darcy friction factor (𝑓𝐷) 
calculations, seen in Fig. 50, range from -4.44 for cold channel inlet pressure (𝑝𝑐,𝑖𝑛) to 11.94 for 
mass flow rate (?̇?).  From Fig. 51, it can be seen that the factors with the greatest effects, in 
order of effect, are ?̇?, cold channel inlet temperature (𝑇𝑐,𝑖𝑛), and 𝑝𝑐,𝑖𝑛.  It makes sense that the 
required data sampling interval for 𝑓𝐷 is heavily dependent upon ?̇?.  In Eq. (5), the term velocity 
(𝑢) is squared which means it increases at an exponential rate, with increased ?̇? when geometry 
is fixed, when compared to other flow properties.  This essentially helps to smooth the variability 
of the flow allowing larger data sampling intervals.  The higher mass flow rate means that the 
cold fluid properties will not vary as much over the same distance as the lower mass flow rate 
because it requires greater energy transfer to produce the same change in properties.  
Additionally, a fluid with high ?̇? is moving through the domain at a higher 𝑢 than the lower ?̇? 
so the property variations are stretched out over a longer portion of the heat exchanger.  The 
acceptable sampling interval for 𝑓𝐷 also increases with increased 𝑇𝑐,𝑖𝑛.  This variability is again 







Fig. 50 Straight-channel PCHE factor effects on data sample interval for calculating the Darcy 
friction factor fD (labels G to Q correspond to straight-channel factors in Table 4 and Table 5) 
 
 
Fig. 51 Pareto chart of straight-channel PCHE factor effects on data sample interval for 
calculating the Darcy friction factor fD (labels G to Q correspond to straight-channel factors in 













































3.2.4 Comprehensive Calculations for Straight-Channel 
Similar to the zigzag-channel factor analysis, an additional factor analysis was performed 
with the data sampling interval for each case being determined as the interval at which the error 
for all three thermal-hydraulic performance parameters was within 3% of the next smaller 
increment.  This analysis can be seen in Fig. 52 and Fig. 53.  The factor effects for the combined 
parameter study range from 1 for the hot channel inlet temperature (𝑇ℎ,𝑖𝑛) to 9 for mass flow rate 
(?̇?).  The factors with the greatest effect are mass flow rate followed by cold channel inlet 
temperature (𝑇𝑐,𝑖𝑛).  It is no surprise that these are the factors which strongly influence the 




Fig. 52 Straight-channel PCHE factor effects on data sample interval for calculating all 




























Fig. 53 Pareto chart of straight-channel PCHE factor effects on data sample interval for 
calculating all performance parameters (labels G to Q correspond to straight-channel factors in 
Table 4 and Table 5) 
 
 
3.3 Non-Uniform Staged Integral Method for Zigzag-Channel PCHEs 
Analysis of flows close to the critical point and/or with complex geometry showed that 
extremely small data sampling intervals (𝑙𝑖), often of a size close to the size of the mesh, may be 
required to accurately represent the heat exchanger thermal performance using Eq. (32) through 
(39).  A non-uniform staged integral method was examined for fluid flows with regions near the 
critical point.  This method is written in equation form for the calculation of the Nusselt number 
(𝑁𝑢), Colburn factor (𝑗), and Darcy friction factor (𝑓𝐷) and allows an extremely fine data 
sampling interval in the area where properties are highly variable and a larger, easier to apply 
data sampling interval further from these areas.  The equations for the non-uniform staged 


























































𝑖=1                (73) 
The non-uniform staged integral method provides only limited utility for data evaluation of 
the zigzag-channel printed circuit heat exchangers (PCHEs) because the sampling interval is 
highly dependent upon bend angle (𝜃) for both hot and cold channels.  The PCHEs with smaller 
𝜃, 84 degrees, require smaller data sampling intervals across the length of the heat exchanger.  
When the cold channel inlet temperature (𝑇𝑐,𝑖𝑛) and cold channel inlet pressure (𝑝𝑐,𝑖𝑛) are near 
the critical point, even smaller data sampling intervals are required.  In these cases, the non-
uniform staged integral method may be useful.  Applying a finer data sampling interval at each 
end of the heat exchanger, with a coarser one in the middle, can greatly reduce the number of 
data collection points.  Case 40, which has 𝑇𝑐,𝑖𝑛 and 𝑝𝑐,𝑖𝑛 near the critical point, was evaluated 
with the staged integral method and required a data sampling interval of 0.1 mm resulting in data 
being obtained from 1,501 locations along the flow of the heat exchanger.  When the non-
uniform staged integral method was applied to Case 40, only 621 sampling locations were 
required.  However, there was some increase in error in the cold channel Colburn factor.  Data 
samples were taken every 0.1 mm for the first 10 mm of the heat exchanger, then every 0.5 mm 
from 10 to 120 mm, then every 0.1 mm from 120 to 150 mm.  Table 29 shows thermal-hydraulic 
performance data for Case 40 at each data sample interval, including the average method and the 





Table 29 Comparison of different data analysis methods 
Case 2 0.25 mm 0.5 mm % error 1 mm % error 
Non-
Uniform % error Average % error 
Nu Hot 2.88E+01 2.88E+01 0.01 2.88E+01 0.03 2.88E+01 0.00 2.52E+01 12.28 
J Hot 3.59E-03 3.56E-03 0.99 3.51E-03 2.28 3.52E-03 1.93 3.72E-03 3.65 
f Hot 7.01E-01 6.82E-01 2.76 6.27E-01 10.66 6.38E-01 9.09 8.11E-01 15.65 
Nu Cold 5.75E+01 5.75E+01 0.00 5.75E+01 0.07 5.75E+01 0.01 4.26E+01 26.04 
J Cold 4.43E-03 4.43E-03 0.01 4.43E-03 0.19 4.43E-03 0.08 2.89E-03 34.92 
f Cold 1.78E-01 1.79E-01 0.18 1.78E-01 0.03 1.78E-01 0.04 1.12E-01 37.08 
                    
Case 13 0.25 mm 0.5 mm % error 1 mm % error 
Non-
Uniform % error Average % error 
Nu Hot 1.33E+00 1.33E+00 0.02 1.33E+00 0.05 1.32E+00 0.59 1.10E+00 17.13 
J Hot 1.79E-03 1.79E-03 0.02 1.79E-03 0.05 1.78E-03 0.65 1.40E-03 22.03 
f Hot 1.31E-01 1.31E-01 0.00 1.31E-01 0.01 1.31E-01 0.03 1.34E-01 1.71 
Nu Cold 2.60E+01 2.60E+01 0.06 2.60E+01 0.19 2.60E+01 0.25 1.11E+02 324.45 
J Cold 4.60E-02 4.57E-02 0.69 4.49E-02 2.45 4.49E-02 2.54 1.06E-01 130.43 
f Cold 2.28E-01 2.29E-01 0.41 2.28E-01 0.05 2.27E-01 0.45 1.00E-01 56.00 
                    
Case 40 0.1 mm 0.25 mm % error 0.5 mm % error 
Non-
Uniform % error Average % error 
Nu Hot 3.09E+01 3.09E+01 0.00 3.09E+01 0.02 3.09E+01 0.00 3.15E+01 1.84 
J Hot 3.47E-03 3.47E-03 0.04 3.47E-03 0.01 3.47E-03 0.02 3.74E-03 7.64 
f Hot 4.76E-02 4.76E-02 0.07 4.77E-02 0.13 4.76E-02 0.08 4.95E-02 4.00 
Nu Cold 2.74E+01 2.77E+01 1.16 2.75E+01 0.59 2.73E+01 0.34 1.62E+02 491.25 
J Cold 1.26E-03 1.31E-03 3.71 1.44E-03 14.41 1.35E-03 6.94 1.74E-02 1275.94 
f Cold 3.54E-01 3.66E-01 3.59 3.41E-01 3.48 3.43E-01 2.91 3.24E-01 8.44 
                    
Case 42 0.25 mm 0.5 mm % error 1 mm % error 
Non-
Uniform % error Average % error 
Nu Hot 6.36E+00 6.35E+00 0.07 6.35E+00 0.15 6.36E+00 0.03 9.22E+00 45.02 
J Hot 6.87E-03 6.90E-03 0.48 6.99E-03 1.76 6.93E-03 0.97 9.76E-03 42.04 
f Hot 3.04E-01 3.03E-01 0.40 2.90E-01 4.42 3.00E-01 1.40 1.99E-01 34.35 
Nu Cold 3.08E+01 3.08E+01 0.20 3.07E+01 0.46 3.08E+01 0.15 1.63E+02 427.60 
J Cold 1.97E-02 1.96E-02 0.48 1.95E-02 1.09 1.96E-02 0.43 8.82E-02 348.40 





Case 42, which also has 𝑇𝑐,𝑖𝑛 and 𝑝𝑐,𝑖𝑛 near the critical point, was evaluated using the staged 
integral and non-uniform staged integral methods.  When analyzed using the staged integral 
method, data was sampled every 0.5 mm requiring samples at 301 locations along the flow.  The 
non-uniform staged integral method took data samples at 0.5 mm for the first 20 mm of the flow, 
every 2 mm from 20 to 120 mm, and every 0.5 mm from 120 to 150 mm.  This only required 
data to be collected at 151 locations along the flow and provided lower error percentages than the 
1 mm sample interval.  These, and the following results, may all be seen in Table 29.   
The non-uniform staged integral method was applied to Case 2 by taking a data sample every 
0.5 mm or the first and last 10 mm of the flow channels and every 1 mm for the middle 80 mm.  
The staged integral method required data to be collected every 0.5 mm along the entire length of 
the heat exchanger.  This reduced the total number of data increments from 201 needed for the 
staged integral method to 121 for the non-uniform staged integral method.  However, in this 
case, the non-uniform staged integral method only achieved an error of 9.1% for the hot channel 
Darcy friction factor while the remaining error values were all below 3%.  This 40% savings in 
data points may not be worth the 6% additional error incurred.  These results are typical for cases 
with one or both channels having small values of 𝜃, 84 degrees.   
Cases where both channels had large values of 𝜃, 170 degrees, were considered for the non-
uniform staged integral method, however most of these cases could already accept large data 
sampling intervals of 10 mm or higher, except for cases 13, 14, and 25 which had cold inlet 
parameters near the critical point, and required intervals of 1 to 2 mm.  The non-uniform staged 
integral method proved beneficial for these cases.  Case 13, which required 1 mm data sampling 
intervals and 151 sampling locations, when using the staged integral method, provided similar 




method.  Data was taken every 10 mm for the first 120 mm of the heat exchanger and every 1 
mm from 120 to 150 mm.  From this it can be concluded that the non-uniform staged integral 
method is best applied to zigzag-channel heat exchangers with larger values for bend angle and 
regions with high thermal property variability, such as areas near the critical point.  
3.4 Non-Uniform Staged Integral Method for Straight-Channel 
PCHEs 
Straight-channel printed circuit heat exchangers (PCHE) cases 51 through 58 were 
considered for application of the non-uniform staged integral method.  Cases 51, 53, 56, 57, and 
58 were not suitable for this method as they all tolerated data sampling intervals of 10 mm or 
more.  This correlates with the earlier analysis as cases 51, 53, 56, and 58 all had the higher 
value for mass flow rate (?̇?).  Case 57 had the lower ?̇?, but the cold channel inlet temperature 
(𝑇𝑐,𝑖𝑛) was far from the critical point.  Case 52 and case 54 required data sample intervals of 2 
mm and Case 55 required data sample intervals of 5 mm using the staged integral method.  
Errors of less than 3% were obtained for all three cases using the non-uniform staged integral 
method.  For Case 52 data samples were taken every 2 mm from 0 to 10 mm and 60 to 100 mm 
and the average method was applied in between.  This reduced the number of required data 
sample locations from 51 to 27.  Samples were taken every 2 mm from 0 to 30 mm and 70 to 100 
mm for Case 54 with the average method applied to the mid flow.  This reduced the number of 
required data sample locations from 51 to 32.  Case 54 required 2 mm samples for the first 30 
mm of the flow because this was where the hot channel inlet was located and the hot channel 
inlet temperature (𝑇ℎ,𝑖𝑛) was much higher, 900 K, than the other two cases, 500 K.  Case 55 was 
handled in a similar manner with samples taken every 5 mm from 0 to 10 mm and 70 to 100 mm.  




required data sample locations from 21 to 10.  The non-uniform staged integral method appears 
to be of great utility for straight-channel PCHEs with low ?̇? operating near the critical point. 
There may be errors in this analysis due to chosen factor levels and limited computer 
resources.  If the levels are not extreme enough, some factor effects may be masked.  Some 
factor levels had to be limited, such as minimum 𝑇ℎ,𝑖𝑛 and maximum 𝑇𝑐,𝑖𝑛, so as not to interfere 
with one another in the test design.  Computer resources limited the number and length of heat 
exchanger channels that could be simulated.  Additionally, only primary factor effects were 
analyzed.  There may be some compounding effects of more than one factor which could not 
currently be analyzed due to a limited number of cases and time.  However, the risk of this is 
small due to the sparsity rule. 
3.5 Non-Uniform Staged Integral Method Application 
Steps for applying the non-uniform staged integral method may be seen in Fig. 54.  This 
method is best applied to the hot and cold channels of straight-channel printed circuit heat 
exchangers (PCHEs) and those zigzag-channel PCHEs with very large bend angles (𝜃).  This 
method may also have application for airfoil fin (AFF) type PCHEs but further study is required 
to determine its utility.  Analysis should begin at the inlet of the PCHE with flow properties 
closest to the critical point.  From there an iterative method is used to ensure that the data 
analysis is independent of data sample interval.  Plots of the thermal-hydraulic parameters versus 
PCHE length should become linear as they move away from the inlets and outlets for straight-
channel configurations.  An example of this can be seen in Fig. 55.  Plots of the zigzag-channel 
PCHE will not become linear, but may present a predictable oscillating pattern.  Once the 
thermal-hydraulic parameter versus flow distance location becomes linear, or predictable, larger 




does not tend toward linear, or predictability, away from the inlet, outlet, and near critical region, 
this method may not be appropriate for analyzing the PCHE under consideration.  For straight-
channel PCHEs, it may be possible to apply the average method over this linear region.  Once 
the plot of the thermal-hydraulic parameters again becomes non-linear, as it approaches the 


















CHAPTER 4 FACTOR SENSITIVITY STUDY 
Main and two-factor interaction effects analysis, described in 2.2.2 Factor Effects Analysis, 
were used to determine which design and operating factors affect the thermal-hydraulic 
performance parameters of zigzag-channel printed circuit heat exchangers (PCHEs).  The PCHEs 
described in section 2.1.2 Test Matrix were analyzed. 
4.1 Factors Affecting Zigzag-Channel PCHE Nu 
4.1.1 Single Factor Effects for the Nu 
Factor effects for the hot channel Nusselt number (𝑁𝑢) range from -5.69, for cold channel 
width (𝑤𝑐), to 16.62, for mass flow rate (?̇?), which can be seen in Fig. 56.  A Pareto chart of the 
absolute value of the factor effects can be seen in Fig. 57.  From Fig. 57, it can be seen that the 
factor with the greatest effect on hot channel 𝑁𝑢 is ?̇?.  The effect of mass flow rate is more than 
3.8 standard deviations from the average absolute value factor effect.  Since the factor effect is 
positive, it indicates that as mass flow rate increases, so does the heat transfer performance of the 
printed circuit heat exchanger (PCHE).  This result is unsurprising because ?̇? is found in the 
numerator of the equation for 𝑁𝑢.  Further examination of Fig. 57 shows that all other factor 
effects on hot channel 𝑁𝑢 appear to be insignificant and close to the average absolute value of 
effect, when compared to the effects of mass flow rate.   
Fig. 58 shows factor effects for cold channel 𝑁𝑢 ranging from -19.76, for cold channel inlet 
pressure (𝑝𝑐,𝑖𝑛), to 43.51, for ?̇?.  Similar to the hot channel, the effect of mass flow rate is more 
than 3.2 standard deviations from the average absolute value factor effect, as seen in Fig. 59, and 









Fig. 56 Single factor effects for the hot channel Nusselt number 𝑁𝑢 (labels A to T correspond to 
zigzag-channel factors in Table 4 and Table 5) 
 
 
Fig. 57 Pareto chart of single factor effects for the hot channel Nusselt number 𝑁𝑢 (labels A to T 
















































Fig. 58 Single factor effects for the cold channel Nusselt number 𝑁𝑢 (labels A to T correspond to 
zigzag-channel factors in Table 4 and Table 5) 
 
 
Fig. 59 Pareto chart of values of single factor effects for the cold channel Nusselt number 𝑁𝑢 


















































One would expect geometry factors such as channel width (𝑤), channel depth (𝑑), bend angle 
(𝜃), and heat exchanger length (𝐿) to have a significant effect upon the 𝑁𝑢 due to their presence 
in Eq. (24) as hydraulic diameter (𝐷ℎ) and heat transfer area (𝐴).  This is not the case due to the 
non-dimensional nature of 𝑁𝑢, the effects of 𝑤 and 𝐷ℎ are roughly cancelled out by their 
presence in both the numerator and denominator of Eq. (24).  The effects of 𝜃 and 𝐿 may not be 
apparent in this study as the actual distance the fluid travels through the PCHEs is as much due 
to the length of the heat exchanger as the bend angle and segment length (𝑙).  Due to the nature 
of this study, actual fluid flow distance, referred to as functional length (𝐿𝑓), could not be 
singled out as a factor for analysis.  Similarly, the effects of 𝜃 on 𝑁𝑢 are difficult to determine 
since 𝐿𝑓 were so varied.  Further study is required to determine the individual effects of 𝐿𝑓 on the 
PCHE performance parameters.  Additionally, one would expect the inlet temperature (𝑇𝑖𝑛) and 
inlet pressure (𝑝𝑖𝑛), especially the 𝑝𝑐,𝑖𝑛, to have a more significant effect upon heat transfer 
performance due to the presence of the constant pressure specific heat (𝑐𝑝) and thermal 
conductivity (𝜆) terms in Eq. (24).  These factors do have a significant effect in the portions of 
the heat exchanger where the working fluid is near the critical point.  However, these areas are 
rather small compared to the total length of the PCHE and when the staged integral method of 
data analysis is used, most of their effect is averaged out.   
4.1.2 Two Factor Interaction Effects for the Nu 
All two factor interactions effects upon the hot and cold channel Nusselt number (𝑁𝑢) were 
analyzed and can be seen in Fig. 36 and Fig. 60.  Pareto charts of these effects, Fig. 37 and Fig. 
61, were also created.  From Fig. 37 and Fig. 61 it can be seen that the two factor interactions 
with the greatest effects upon hot channel 𝑁𝑢, in order of greatest effect, are hot channel width-




temperature (𝑑ℎ-𝑇𝑐,𝑖𝑛), cold channel wall thickness-cold channel inlet temperature (𝑡𝑤,𝑐-𝑇𝑐,𝑖𝑛), 




Fig. 60 Two factor interaction effects for the cold channel Nusselt number 𝑁𝑢 (labels AB to ST 
correspond to combinations of zigzag-channel factors in Table 4 and Table 5) 
 
 
Fig. 61 Pareto chart of two factor interaction effects for the cold channel Nusselt number 𝑁𝑢 
(labels AB to ST correspond to combinations of zigzag-channel factors in Table 4 and Table 5) 
 
 
Plots of the interaction effects of 𝑤ℎ-𝑟ℎ on the hot channel 𝑁𝑢 can be seen in Fig. 62 and Fig. 
63.  The slopes of the lines in these figures are fairly shallow indicating minimal factor 
interaction effects.  The lack of significance of the interaction of these factors is additionally 
reinforced by the intermixed and scattered nature of the data points on each side of the plot.  
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a significant effect upon the hot channel 𝑁𝑢.  As neither 𝑤ℎ nor 𝑟ℎ had a significant main factor 
effect, based on the heredity rule, it is reasonable to conclude that this interaction is not of 




Fig. 62 𝑤ℎ-𝑟ℎ interaction effects on the hot channel Nusselt number 𝑁𝑢 
 
 






























































The interactions between 𝑑ℎ-𝑇𝑐,𝑖𝑛 and 𝑡𝑤,𝑐-𝑇𝑐,𝑖𝑛 were also analyzed in a similar manner.  
None of these interactions were determined to be of importance.   
Due to the heredity rule and the significance of the main factor effect of mass flow rate (?̇?) 
upon the hot channel 𝑁𝑢, all interactions involving ?̇? were considered.  The hot channel inlet 
temperature-mass flow rate interaction (𝑇ℎ,𝑖𝑛-𝑚)̇  had the greatest effect magnitude of these 
interactions.  Fig. 64 and Fig. 65 show the meaning of this factor interaction.  Here it can be seen 
from Fig. 64 that for a given 𝑇ℎ,𝑖𝑛, increased ?̇? improves heat exchanger performance.  The 
descending slope of the high ?̇? trend line indicates that this effect diminishes as 𝑇ℎ,𝑖𝑛 increases.  
This is reinforced by the hot channel inlet temperature of 500 K trend line being above and 
having a more positive slope than the 900 K trend line shown in Fig. 65.  These two conclusions 
are further supported by the apparent grouping of data points shown in Fig. 64.  The effects of 
the interaction between ?̇? and 𝑇ℎ,𝑖𝑛 make sense when examining Eq. (24).  Here it can be seen 
that higher ?̇? results in an increase in the hot channel 𝑁𝑢, where as the higher 𝑇ℎ,𝑖𝑛, which 








Fig. 64 𝑇ℎ,𝑖𝑛-?̇? interaction effects on the hot channel Nusselt number 𝑁𝑢 
 
 
Fig. 65 ?̇?-𝑇ℎ,𝑖𝑛 interaction effects on the hot channel Nusselt number 𝑁𝑢 
 
 
From Fig. 60 and Fig. 61 it can be seen that the two factor interactions with the greatest 
effects upon cold channel 𝑁𝑢, in order of greatest effect, are hot channel depth-heat exchanger 
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thickness-cold channel width (𝑡𝑤,ℎ-𝑤𝑐), and cold channel inlet pressure-mass flow rate (𝑝𝑐,𝑖𝑛-?̇?).  
Plots of the interaction effects of 𝑑ℎ- 𝐿 on the cold channel 𝑁𝑢 can be seen in Fig. 66 and Fig. 
67.  In these plots the 100 mm 𝐿 and the 0.6 mm 𝑑ℎ trend lines appear to have significant 
negative slopes.  However, the location of the +1 standard deviation lines indicates that these 
slopes may appear more significant due to the y-axis scale.  This combined with the intermixing 
and scattering of data points leads to the conclusion that this is not a significant factor 
interaction.  The two factor interactions with the next two highest effect values of 𝑇𝑐,𝑖𝑛-𝑝𝑐,𝑖𝑛 and 









































Fig. 67 𝐿-𝑑ℎ interaction effects on the cold channel Nusselt number 𝑁𝑢 
 
 
Similar to the analysis of the hot channel 𝑁𝑢 factor interactions, cold channel factor 
interactions involving ?̇? were also examined because of the rule of heredity.  Factor interaction 
meanings for 𝑇𝑐,𝑖𝑛-?̇? and 𝑝𝑐,𝑖𝑛-?̇? can be seen in Fig. 68 through Fig. 71.  From Fig. 68 and Fig. 
69 it can be concluded that the interaction between 𝑇𝑐,𝑖𝑛 and ?̇? is not significant due to the 
scattering of data points and flatness of the trend line slopes.  The lack of significance of the 
𝑇𝑐,𝑖𝑛-?̇? interaction can be explained by the quick increase in temperature the cold fluid 
experiences as it enters the heat exchanger.  The benefits of the good thermal properties near the 
critical point quickly decrease as the cold fluid temperature increases away from the critical 
temperature (𝑇𝑐𝑟𝑖𝑡).   However, Fig. 70 and Fig. 71 indicate a significant interaction effect of 
𝑝𝑐,𝑖𝑛-?̇?.  The data points in Fig. 71 are nicely grouped.  These plots indicate that heat exchanger 





































sense due to the increased constant pressure specific heat (cp) associated with supercritical 




Fig. 68 𝑇𝑐,𝑖𝑛-?̇? interaction effects on the cold channel Nusselt number 𝑁𝑢 
 
 


















































Mass Flow Rate (kg/s)


















Fig. 70 𝑝𝑐,𝑖𝑛-?̇? interaction effects on the cold channel Nusselt number 𝑁𝑢 
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4.2 Factors Affecting Zigzag-Channel PCHE j 
4.2.1 Single Factor Effects for the Colburn Factor j 
Factor effects, seen in Fig. 72, for the hot channel Colburn factor (𝑗) range from -0.0040, for 
mass flow rate (?̇?), to 0.0033, for hot channel width (𝑤ℎ).  From Fig. 73, it can be seen that the 
factor with the greatest effect on hot channel 𝑗 is ?̇?.  The effect of mass flow rate is more than 
2.8 standard deviations from the average factor effect.  This indicates that as ?̇? increases, the 𝑗 
decreases.  From Eq. (4) it can be seen that the 𝑗 is a ratio of the 𝑁𝑢 to the 𝑅𝑒 and the 𝑃𝑟.  The ?̇? 
is present in the numerator of the equation for the 𝑁𝑢, Eq. (3).  But it is also present in the 
equation for the 𝑅𝑒, Eq. (1), in the form of velocity (𝑢).  Since the cross-sectional areas of the 
channels considered in this study are so small, 𝑢 is three to five orders of magnitude larger than 
the ?̇?.  This means that as the ?̇? increases, the 𝑁𝑢 increases, but the 𝑢 and thusly the 𝑅𝑒 also 








Fig. 72 Single factor effects for the hot channel Colburn factor 𝑗 (labels A to T correspond to 
zigzag-channel factors in Table 4 and Table 5) 
 
 
Fig. 73 Pareto chart of single factor effects for the hot channel Colburn factor 𝑗 (labels A to T 
correspond to zigzag-channel factors in Table 4 and Table 5) 
 
 
The Colburn factor for the hot channels is also affected by hot channel width (𝑤ℎ) and cold 








































explained because increasing the channel width (𝑤), while holding other parameters constant, 
increases hydraulic diameter (𝐷ℎ) and cross-section and heat transfer area (𝐴), but also decreases 
𝑢.  Since 𝐷ℎ is present in both the Nu and the 𝑅𝑒, these increases cancel out.  However, a 
decrease in 𝑢 and an increase in cross-section and heat transfer area would result in an increase 
in the Re and the 𝑁𝑢, respectively, as can be seen in Eq. (1) and Eq. (3).  The increase in cross-
section and heat transfer area would result in a decrease in the 𝑗 and the decrease in 𝑢 would 
result in an increase in the 𝑗.  It is possible that for the geometry range tested, an increase in 𝑤 
results in a proportionally larger decrease in 𝑢 than increase in cross-section and heat transfer 
area.  Additionally, it may be that wider channels result in better vertical heat transfer.  Similar to 
the 𝑁𝑢, increased 𝑤𝑐 has a negative effect on the hot channel 𝑗.  From Fig. 56, it can be seen that 
𝑤𝑐 also has a negative effect on the hot 𝑁𝑢, though it is not a large effect.  It is possible that 
increased cold channel width decreases cold channel velocity (𝑢𝑐) which may reduce the amount 
of heat the cold channel can absorb from the hot channel.  This would decrease the hot channel 
𝑁𝑢 and thusly decrease the hot channel 𝑗. 
Factor effects, seen in Fig. 74, for cold channel 𝑗 range from -0.0070, for ?̇?, to 0.0109, for 
𝑤𝑐.  From Fig. 75, it can be seen that the two most significant factors for the cold channel 𝑗 are 
𝑤𝑐 and cold channel bend angle (𝜃𝑐) with effects of 0.0109 and 0.0091 respectively.  The effect 
of 𝑤𝑐 on the cold channel 𝑗 is significant and explainable for same reasons as 𝑤ℎ on the hot 







Fig. 74 Single factor effects for the cold channel Colburn factor 𝑗 (labels A to T correspond to 
zigzag-channel factors in Table 4 and Table 5) 
 
 
Fig. 75 Pareto chart of single factor effects for the cold channel Colburn factor 𝑗 (labels A to T 
correspond to zigzag-channel factors in Table 4 and Table 5) 
 
 
Interestingly, 𝜃𝑐 also has a significant positive effect, 0.0091, on the cold channel Colburn 

































Eq. (24).  With all other parameters held constant, as bend angle increases (𝜃), from 84 to 170 
degrees, the functional length (𝐿𝑓) decreases, for a constant heat exchanger length (𝐿).  This 
results in a smaller heat transfer area which increases the 𝑁𝑢 and consequently increases the cold 
channel 𝑗.  
4.2.2 Two Factor Interaction Effects for the Colburn Factor j 
From Fig. 76 and Fig. 77 it can be seen that the two factor interactions with the greatest 
effects upon hot channel Colburn factor (𝑗), in order of greatest effect, are cold channel width-
mass flow rate (𝑤𝑐-?̇?), cold channel depth-cold channel width (𝑑𝑐-𝑤𝑐), and hot channel depth-
cold channel inlet pressure (𝑑ℎ-𝑝𝑐,𝑖𝑛).  Plots of the interaction effects of 𝑤𝑐-?̇? on the hot channel 
𝑗 can be seen in Fig. 78 and Fig. 79.  The data in these plots are fairly well clustered and the 
slopes of the trend lines appear significant when compared to the standard deviation lines.  
Additionally, because both 𝑤𝑐 and ?̇? are factors with large main effects, the heredity rule seems 
to apply here.  Based on this, it is concluded that the 𝑤𝑐-?̇? is a significant interaction.  As ?̇? and 





Fig. 76 Two factor interaction effects for the hot channel Colburn factor 𝑗 (labels AB to ST 
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Fig. 77 Pareto chart of two factor interaction effects for the hot channel Colburn factor 𝑗 (labels 
AB to ST correspond to combinations of zigzag-channel factors in Table 4 and Table 5) 
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Fig. 79 ?̇?-𝑤𝑐 interaction effects on the hot channel Colburn factor 𝑗 
 
 
The other two factor interactions with the largest effect values on the hot channel Colburn 
factor, hot channel depth-cold channel width (𝑑ℎ-𝑤𝑐) and hot channel depth-cold channel inlet 
pressure (𝑑ℎ-𝑝𝑐,𝑖𝑛), were also evaluated and found to be insignificant.   
From Fig. 80 and Fig. 81 it can be seen that the single two factor interaction with the greatest 
effect upon cold channel 𝑗 is cold channel inlet temperature-cold channel inlet pressure (𝑇𝑐,𝑖𝑛-
𝑝𝑐,𝑖𝑛).  Plots of the interaction effects can be seen in Fig. 82 and Fig. 83.  The data in these plots 
are fairly well clustered but the slopes of the trend lines are fairly flat.  It appears this interaction 
is significant near the critical point and becomes less significant as temperature (𝑇) and pressure 
(𝑝) increase away from the critical point.  This makes sense because 𝑇 and 𝑝 have a significant 
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Fig. 80 Two factor interaction effects for the cold channel Colburn factor 𝑗 (labels AB to ST 
correspond to combinations of zigzag-channel factors in Table 4 and Table 5) 
 
 
Fig. 81 Pareto chart of two factor interaction effects for the cold channel Colburn factor 𝑗 (labels 
AB to ST correspond to combinations of zigzag-channel factors in Table 4 and Table 5) 
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Fig. 83 𝑝𝑐,𝑖𝑛-𝑇𝑐,𝑖𝑛 interaction effects on the cold channel Colburn factor 𝑗 
 
 
The cold channel width-cold channel bend angle (𝑤𝑐-𝜃𝑐) interaction was also investigated, 
even though the magnitude of this interaction effect was low, due to the heredity rule.  Plots of 
the interaction effects can be seen in Fig. 84 and Fig. 85.  From these plots it can be seen that 
increased 𝑤𝑐 and increased 𝜃𝑐, 170 degrees, result in an increase in the cold channel 𝑗.  The cold 
channel bend angle has no effect on cold channel 𝑗 when the 𝑤𝑐 is small and 𝑤𝑐 has no effect on 
cold channel 𝑗 when 𝜃𝑐 is small, 84 degrees.  These results may be explained by the individual 
main factor effects of 𝑤𝑐 and 𝜃𝑐 described above.  It is also possible that this interaction is not in 
fact significant.  The low factor effect value, seen in Fig. 80, coupled with the rather shallow 






























Fig. 84 𝑤𝑐-𝜃𝑐 interaction effects on the cold channel Colburn factor 𝑗 
 
 

























































4.3 Factors Affecting Zigzag-Channel PCHE fD 
4.3.1 Single Factor Effects for the Darcy Friction Factor fD 
Factor effects, Fig. 86, for the hot channel Darcy friction factor (𝑓𝐷) range from -0.211, for 
hot channel bend angle (𝜃ℎ), to 0.111, for hot channel width (𝑤ℎ).  From Fig. 87, it can be seen 
that the factors with the greatest effects on hot channel Darcy friction factor, in order of effect, 
are 𝜃ℎ, hot channel bend angle radius of curvature (𝑟ℎ), and 𝑤ℎ.  The effect of hot channel bend 
angle is -0.211, which is more than 3.1 standard deviations from the average absolute value 
factor effect.  The negative value means that as the 𝜃ℎ increases on the hot channel, becomes 
more obtuse, the 𝑓𝐷 decreases and thusly pressure drop (∆𝑝) decreases.  This result is no surprise 
and has been documented in many studies.   The effect of hot channel bend angle radius of 
curvature is -0.145.  Again, the negative value means that as the bend angle radius of curvature 
(𝑟) increases from a sharp angle to the 1 mm radius tested, the 𝑓𝐷 and ∆𝑝 will decrease on the hot 







Fig. 86 Single factor effects for the hot channel Darcy friction factor fD (labels A to T correspond 
to zigzag-channel factors in Table 4 and Table 5) 
 
 
Fig. 87 Pareto chart of single factor effects for the hot channel Darcy friction factor fD (labels A 
to T correspond to zigzag-channel factors in Table 4 and Table 5) 
 
 
Interestingly, the 𝑤ℎ had an effect of 0.111 on the hot channel 𝑓𝐷.  This means that as the 𝑤ℎ 







































hydraulic diameter (𝐷ℎ), which increases the 𝑓𝐷.  However, one would think that if 𝑤 affected 
∆𝑝, so would channel depth (𝑑).  The reason for this counterintuitive effect becomes clearer 
when two factor interactions are examined.  Increased channel width creates a larger area for 
recirculation in the channel bends which increases pressure drop and reduces velocity. 
Factor effects for the cold channel 𝑓𝐷, seen in Fig. 88, range from -0.195, for cold channel 
bend angle (𝜃𝑐), to 0.130, for cold channel width (𝑤𝑐).  Similar to the hot channel 𝑓𝐷, it can be 
seen from Fig. 89, that the factors with the greatest effects on cold channel 𝑓𝐷 are 𝜃𝑐, cold 
channel bend angle radius of curvature (𝑟𝑐), and 𝑤𝑐.  Just as with the hot channels, increasing 
𝜃𝑐  and 𝑟𝑐 will decrease the 𝑓𝐷 and reduce ∆𝑝.  Similar to the hot channel 𝑓𝐷, an increase in 𝑤𝑐 
results in an increase in the cold channel 𝑓𝐷.  This occurs for the same reasons as those described 




Fig. 88 Single factor effects for the cold channel Darcy friction factor fD (labels A to T 
























Fig. 89 Pareto chart of single factor effects for the cold channel Darcy friction factor fD (labels A 
to T correspond to zigzag-channel factors in Table 4 and Table 5) 
 
 
 From examination of Eq. (31), one would expect heat exchanger length (𝐿) and the density 
(𝜌) changes associated with different inlet temperature (𝑇𝑖𝑛), especially for the cold channel, to 
more greatly affect the 𝑓𝐷.  Similar to the 𝑁𝑢, the effect of 𝐿 on the 𝑓𝐷 is probably obscured by 
the interrelation of 𝐿, segment length (𝑙) and bend angle (𝜃) resulting in many different values of 
functional length (𝐿𝑓).  Additionally, 𝑇𝑖𝑛 values near the critical point do have a significant effect 
on the 𝑓𝐷 in the form of increased values of 𝜌.  However, these effects are minimized by rapid 
reduction in density as the cold fluid is heated well above the critical point while moving through 
the printed circuit heat exchanger (PCHE). 
4.3.2 Two Factor Interaction Effects for the Darcy Friction Factor fD 
The two factor interactions for the hot and cold channel Darcy friction factor (𝑓𝐷) can be 
seen in Fig. 90 and Fig. 91.  From the Pareto charts of these effects, shown in Fig. 92 and Fig. 



















hot channel bend angle-hot channel bend angle radius of curvature (𝜃ℎ-𝑟ℎ) and cold channel bend 
angle-cold channel bend angle radius of curvature (𝜃𝑐-𝑟𝑐).  Due to the heredity rule, these results 
are unsurprising.  From Fig. 94, Fig. 95, Fig. 96, and Fig. 97 it can be seen that increases in 
channel bend angle (𝜃), from 84 to 170 degrees, and bend angle radius of curvature (𝑟), from 0 
to 1 mm, decrease the 𝑓𝐷 and pressure drop (𝛥𝑝).  Additionally, these plots indicate that the 




Fig. 90 Two factor interaction effects for the hot channel Darcy friction factor fD (labels AB to 
ST correspond to combinations of zigzag-channel factors in Table 4 and Table 5) 
 
 
Fig. 91 Two factor interaction effects for the cold channel Darcy friction factor fD (labels AB to 
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Fig. 92 Pareto chart of two factor interaction effects for the hot channel Darcy friction factor fD 
(labels AB to ST correspond to combinations of zigzag-channel factors in Table 4 and Table 5) 
 
 
Fig. 93 Pareto chart of two factor interaction effects for the cold channel Darcy friction factor fD 
(labels AB to ST correspond to combinations of zigzag-channel factors in Table 4 and Table 5) 
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Fig. 95 𝑟ℎ-𝜃ℎ interaction effects on the hot channel Darcy friction factor fD 
 
 




































































Fig. 97 𝑟𝑐-𝜃𝑐 interaction effects on the cold channel Darcy friction factor fD 
 
 
The cold channel inlet pressure (𝑝𝑐,𝑖𝑛)-material and hot channel width-hot channel bend 
angle (𝑤ℎ-𝜃ℎ) interaction effects upon the hot channel 𝑓𝐷 were also investigated because they 
had the next highest interaction effects according to Fig. 92.  The 𝑝𝑐,𝑖𝑛-material interaction effect 
upon hot channel 𝑓𝐷 was found to be insignificant.   
The meaning of the hot channel width-hot channel bend angle (𝑤ℎ-𝜃ℎ) interaction effects 
can be seen in Fig. 98 and Fig. 99.  These plots show that 𝑤ℎ has little to no effect on the hot 
channel 𝑓𝐷 for large angles, but increased channel width results in increased 𝑓𝐷 and Δp as the 
𝜃ℎ  decreases.  Some of this result may be explained by the main factor effects of 𝑤ℎ and 𝜃ℎ.  
However, this does not explain why the effects of 𝑤ℎ are most significant when the bend angle 
(𝜃) is small, 84 degrees.  Perhaps there is more fluid recirculation in sharp bend angle with 
larger channel width, resulting in a greater ∆𝑝 along the channel.  Channel cross-sections with 

































recirculation zones and areas with very low velocity in the channels with 1.5 mm 𝑤 than those 
with the 0.5 mm 𝑤.  These two figures show hot channels from Case 1 and Case 37 which have 
the same 𝜃, mass flow rate (?̇?), 𝑟, segment length (𝑙), inlet temperature (𝑇𝑖𝑛), and inlet pressure 
(𝑝𝑖𝑛) values.  The 𝑤 and channel depth (𝑑) are 0.5 mm and 1.2 mm for Case 1 and 1.5 mm and 







































Fig. 99 𝜃ℎ-𝑤ℎ interaction effects on the hot channel Darcy friction factor fD 
 
 



































Fig. 101 Case 37 hot channel velocity magnitude (m/s) contours 1.5 mm 𝑤  
 
 
The cold channel width-cold channel bend angle (𝑤𝑐-𝜃𝑐) interaction was investigated 
because of the heredity rule and the importance of this interaction to the hot channel 𝑓𝐷.  The 
meaning of 𝑤𝑐-𝜃𝑐 factor interactions can be seen in Fig. 102 and Fig. 103.   Results for 𝑤𝑐-𝜃𝑐 
interaction effects on cold channel 𝑓𝐷 were similar to the effects of hot channel width-hot 





Fig. 102 𝑤𝑐-𝜃𝑐 interaction effects on the cold channel Darcy friction factor fD 
 
 
Fig. 103 𝜃𝑐-𝑤𝑐 interaction effects on the cold channel Darcy friction factor fD 
 
 
The hot channel depth-hot channel wall thickness (𝑑ℎ-𝑡𝑤,ℎ) interaction effects upon the cold 
channel 𝑓𝐷 was examined because it had the next highest interaction effect according to Fig. 93.  




















































thickness (𝑡𝑤,ℎ) (plots not shown), the interaction effects were determined to be insignificant due 
to data scatter and flatness of slopes.  The channel width-bend angle radius of curvature (𝑤-𝑟) 
interactions for both the hot and cold channels were assumed to be insignificant due to their low 




CHAPTER 5 DIMENSIONLESS EQUATIONS FOR 
COMPREHENSIVE PCHE PERFORMANCE ANALYSIS 
Data from the sensitivity analysis study was used with nonlinear regression methods, 
described in 2.2.3 Nonlinear Regression, to develop the Nusselt number (𝑁𝑢) and Darcy friction 
factor (𝑓𝐷) correlations for zigzag-channel printed circuit heat exchangers (PCHEs) that cover a 
broad range of geometric parameters and flow inlet conditions.  
5.1 Performance Parameter Data Analysis 
The factor sensitivity analysis study data was analyzed to determine which parameters should 
be included in each correlation.  Additionally, the functions which best describe the relationship 
between each factor and the thermal-hydraulic performance parameters were ascertained. 
5.1.1 Nusselt Number Nu Data Analysis 
The development of empirical correlations to describe the Nusselt number (𝑁𝑢) and Darcy 
friction factor (𝑓𝐷) over the broad range of examined zigzag-channel printed circuit heat 
exchangers (PCHEs) was attempted based upon the data and findings of the sensitivity analysis 
study.  Initially, scatter plots of the Reynolds number (𝑅𝑒), Prandtl number (𝑃𝑟), and the most 
significant main factor effects versus 𝑁𝑢 and 𝑓𝐷 were created to illuminate their mathematical 
relations and help determine which function shapes could best be used to describe their behavior.  
When factors varied along the flow direction of the channel, as 𝑅𝑒, 𝑃𝑟, temperature (𝑇), and 
pressure (𝑝) do, the inlet values of these factors were used to analyze the relationship to 𝑁𝑢 and 
𝑓𝐷 and to develop the correlations.  This gives the developed correlations the greatest utility as 
they can be used to estimate PCHE performance prior to modeling.  Plots of hot and cold channel 




can be seen in Fig. 106 and Fig. 107.  Three-dimensional (3D) scatter plots of the hot and cold 
channel 𝑁𝑢 as functions of the 𝑅𝑒 and 𝑃𝑟, and alternative views, can be found in Fig. 108 and 
Fig. 109.  The alternative views are included to aid in visualizing the 3D data on the two-

























Fig. 105 Cold channel 𝑅𝑒 vs. 𝑁𝑢 
 
 

































Fig. 107 Cold channel 𝑃𝑟 vs. 𝑁𝑢 
 
 


















Fig. 109 Two views of cold channel 𝑁𝑢 as a function of 𝑅𝑒 and 𝑃𝑟 
 
 
From Fig. 104 and Fig. 105, it can be seen that the relation between 𝑅𝑒 and 𝑁𝑢 may be 
modeled with an equation of the form of Eq. (74), where 𝑎1 and 𝑎2 are coefficients and 𝑎2 is less 
than one. 
𝑁𝑢 = 𝑎1𝑅𝑒
𝑎2      (74) 
While this equation matches the general shape of the data, the data is still highly scattered 
which indicates that more terms and/or factors must be included in the correlation to more 
closely model the data.  It is difficult to determine a mathematical relation between 𝑃𝑟 and 𝑁𝑢 
by examination of Fig. 106 and Fig. 107.  Although, it might be determined that 𝑁𝑢 increases 
with 𝑃𝑟 for the cold channel.  The 3D plots of 𝑁𝑢 as a function of 𝑅𝑒 and 𝑃𝑟 were created to 
help determine if there is a relation between these terms in the calculation of 𝑁𝑢 since many 
existing correlations, such as the Dittus-Boelter correlation, take this form.  These plots show 
that the data becomes more scattered with increased 𝑃𝑟.  This may make it more difficult to 




The factor sensitivity analysis study indicated that mass flow rate (?̇?) was the main factor, 
of those examined, to have the most significant effect upon 𝑁𝑢.  Plots of hot and cold channel ?̇? 
versus 𝑁𝑢 can be seen in Fig. 110 and Fig. 111.  Additionally, 3D scatter plots of hot and cold 

























Fig. 111 Cold channel ?̇? vs. 𝑁𝑢 
 
 


















Fig. 113 Two views of cold channel 𝑁𝑢 as a function of 𝑅𝑒 and ?̇? 
 
 




























Fig. 115 Cold channel 𝑅𝑒 vs. 𝑁𝑢 colored by ?̇? 
 
 
From Fig. 110 and Fig. 111 it can be seen that 𝑁𝑢 increases with increased ?̇? for both the 
hot and cold channels.  This relation appears to be linear but is difficult to determine due to the 
scarcity of tested mass flow rate values.  The 3D plots of 𝑁𝑢 as a function of ?̇? and 𝑅𝑒 were 
created to help discern any relation between these terms.  From these plots it can be seen that 
these terms are highly related which makes sense because the 𝑅𝑒 is calculated from flow velocity 
(𝑢) which is directly related to the value of ?̇? by the channel geometry.  At low values of ?̇? and 
𝑅𝑒, the data is tightly grouped in a somewhat organized manner, but becomes highly scattered as 
these values increase, indicating the influence of other factors.  The plots of 𝑁𝑢 versus 𝑅𝑒, color 
coded by ?̇?, are provided to help illustrate this as Fig. 114 and Fig. 115.  Only a few values of 
mass flow rate were examined, most at the extreme high and low values, with a few intermediate 
values to avoid reverse flow and compressibility problems at those values.  By examining the 
high and low ?̇? values for 𝑁𝑢, it can be seen that the other factors examined must also affect 𝑁𝑢 























these values, it can be determined that the other factors play a greater role in determining 𝑁𝑢 
when the ?̇? is high because the data becomes more scattered.  The increase in 𝑁𝑢 with increased 
mas flow rate will need to be considered in the proposed correlations as will the importance of 
other factors as mass flow rate increases.  
The influence of bend angle (𝜃) on 𝑁𝑢 was investigated even though it was not found to be a 
significant factor in the sensitivity study because other studies have found that zigzag-channel 
PCHEs had better overall heat transfer performance than straight-channel PCHEs [7].  Plots of 
hot and cold channel 𝜃 versus 𝑁𝑢 can be seen in Fig. 116 and Fig. 117.  There is little 
discernable effect of hot channel bend angle (𝜃ℎ) on hot channel 𝑁𝑢.  However, for the cold 
channel, increased 𝜃 seems to result in increased 𝑁𝑢.  This means that increasing the cold 
channel bend angle (𝜃𝑐) from 84 to 170 degrees had a positive effect upon the 𝑁𝑢 for the cold 
channel which contradicts previous findings.  This is not conclusive since many factors were 
considered in this study.  This effect may not be significant since 𝑁𝑢 was not found to be very 
sensitive to bend angle in the sensitivity analysis.  Even so, this factor will be considered for the 







Fig. 116 𝜃ℎ vs. hot channel 𝑁𝑢  
 
 
Fig. 117 𝜃𝑐 vs. cold channel 𝑁𝑢  
 
 
In the study by Meshram et al. [7], which found that zigzag-channel PCHEs had improved 
heat transfer performance over straight-channel PCHEs, the heat exchanger length (𝐿) of the 































functional length (𝐿𝑓) almost 20% longer than the straight channel PCHE.  This makes it a 
difficult to determine if the improved heat transfer performance should be attributed to the zigzag 
shape or the increased 𝐿𝑓.  For this reason, 𝐿𝑓 was examined to see if it had an effect upon 𝑁𝑢.  
𝐿𝑓 was calculated for all cases using Eq. (75). 
𝐿𝑓 = 𝐿 (sin
𝜃
2
)      (75) 
Plots of hot and cold channel 𝑁𝑢 versus 𝐿𝑓 can be seen in Fig. 118 and Fig. 119.  
Additionally, 𝐿𝑓 was normalized by dividing it by the hydraulic diameter (𝐷ℎ) and plotted 
against 𝑁𝑢 in Fig. 120 and Fig. 121.  This was done to make the parameter non-dimensional and 

























Fig. 119 Cold channel 𝐿𝑓 vs. 𝑁𝑢 
 
 

































Fig. 121 Cold channel 𝐿𝑓/𝐷ℎ vs. 𝑁𝑢 
 
 
It is difficult to see a relation between 𝑁𝑢 and 𝐿𝑓 for the hot channel because the data is quite 
scattered.  However, Fig. 119 and Fig. 121 indicate that there is a correlation between 𝑁𝑢 and 𝐿𝑓 
for the cold channel.  𝑁𝑢 seems to increase with decreased 𝐿𝑓 and 𝐿𝑓 𝐷ℎ⁄ .  
The hot channel inlet temperature-mass flow rate (𝑇ℎ,𝑖𝑛-?̇?) and the cold channel inlet 
pressure-mass flow rate (𝑝𝑐,𝑖𝑛-?̇?) two factor interactions were determined to be the most 
important two-factor interactions affecting the PCHE 𝑁𝑢 during the factor sensitivity study.  As 
a result, they are considered for inclusion in the developed 𝑁𝑢 correlations.  Plots of the 𝑁𝑢 
versus 𝑇ℎ,𝑖𝑛, cold inlet temperature (𝑇𝑐,𝑖𝑛), hot inlet pressure (𝑝ℎ,𝑖𝑛), and 𝑝𝑐,𝑖𝑛 can be seen in Fig. 

















Fig. 122 𝑇ℎ,𝑖𝑛 vs. hot channel 𝑁𝑢 
 
 

































Fig. 124 𝑝ℎ,𝑖𝑛 vs. hot channel 𝑁𝑢 
 
 
Fig. 125 𝑝𝑐,𝑖𝑛 vs. cold channel 𝑁𝑢 
 
 
These plots may indicate some increase in 𝑁𝑢 as a result decreased 𝑇ℎ,𝑖𝑛 and 𝑝𝑐,𝑖𝑛, but it is 
difficult to determine due to the dispersity of data and use of only the extreme temperature (𝑇) 































of hot channel 𝑁𝑢 as a function of 𝑇ℎ,𝑖𝑛 and ?̇? and cold channel 𝑁𝑢 as a function of 𝑝𝑐,𝑖𝑛 and ?̇? 










Fig. 127 Two views of cold channel 𝑁𝑢 as a function of ?̇? and 𝑃𝑐,𝑖𝑛 
 
 
From these plots it can be seen that the increase in hot channel 𝑁𝑢 with increased ?̇? becomes 
less significant with increased 𝑇ℎ,𝑖𝑛.  Similarly, increased 𝑝𝑐,𝑖𝑛 reduces the positive effect of 
increased ?̇? on cold channel 𝑁𝑢.  These interactions were considered in the development of the 
𝑁𝑢 correlations. 
The interaction between inlet temperature (𝑇𝑖𝑛) and inlet pressure (𝑝𝑖𝑛) for both hot and cold 
channel 𝑁𝑢 were also considered because these factors so greatly affect the fluid properties.  3D 
plots of the 𝑁𝑢 for the hot and cold channels as functions of 𝑇𝑖𝑛 and 𝑝𝑖𝑛 can be seen in Fig. 128 
and Fig. 129.  Here again the data is both scarce and scattered, so it is difficult to draw definitive 
conclusions.  However, it does not appear that these factor interactions have a significant effect 
upon 𝑁𝑢, except it may be concluded that there is an increase in the 𝑁𝑢 of the cold channel 





Fig. 128 Two views of hot channel 𝑁𝑢 as a function of 𝑇ℎ,𝑖𝑛and 𝑃ℎ,𝑖𝑛 
 
 
Fig. 129 Two views of cold channel 𝑁𝑢 as a function of 𝑇𝑐,𝑖𝑛and 𝑃𝑐,𝑖𝑛 
 
 
The Gauss-Newton nonlinear regression method, described in 2.2.3 Nonlinear Regression, 
was used with the MATLAB program found in Appendix A, to fit the 𝑁𝑢 correlations to the data 
collected from the sensitivity analysis computational fluid dynamics (CFD) simulations of Cases 
1 through 50.  All of the previously analyzed factors were considered for inclusion in the 




109, the shape of the relation between 𝑁𝑢 and each factor was assumed to be of the form of Eq. 
(76). 
𝑦 = 𝑎1𝑥
𝑎2      (76) 
With the lack of a clear correlation shape, assuming the form of Eq. (76) makes sense because of 




Fig. 130 Various forms of Eq. (76) 
 
 
5.1.2 Darcy Friction Factor fD Data Analysis 
Plots of hot and cold channel Reynolds number (𝑅𝑒) versus Darcy friction factor (𝑓𝐷) can be 
seen in Fig. 131 and Fig. 132.  Similar to the plots of 𝑅𝑒 versus Nusselt number (𝑁𝑢), the data in 
the 𝑅𝑒 versus 𝑓𝐷 plots are highly scattered.  However, it appears as though the relation between 
𝑅𝑒 and 𝑓𝐷 may take the shape of Eq. (77) where coefficient 𝑎2 is a negative number, similar to 
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The main factor effects for the hot and cold channel 𝑓𝐷 were the same.  The bend angle (𝜃) 
was the most significant factor, followed by bend angle radius of curvature (𝑟), and then channel 
width (𝑤).  Increasing 𝜃, from 84 to 170 degrees, and increasing 𝑟, from 0 to 1 mm, reduced the 
𝑓𝐷 and decreased pressure drop (∆𝑝).  Increasing 𝑤 increased the 𝑓𝐷.  The most significant two 
factor interaction effects upon the hot and cold channel 𝑓𝐷 were bend angle-bend angle radius of 
curvature (𝜃-𝑟) and channel width-bend angle (𝑤-𝜃).  As 𝜃 and 𝑟 increase, the 𝑓𝐷 decreases, but 
this effect diminishes with decreased 𝜃.  Additionally, at large 𝜃, 170 degrees, 𝑤 has little effect 
on the 𝑓𝐷.  But for small 𝜃, 84 degrees, increased 𝑤 results in increased 𝑓𝐷 and ∆𝑝.   
Plots of hot and cold channel 𝜃 versus 𝑓𝐷 can be seen in Fig. 133 and Fig. 134 below.  Three-
dimensional (3D) scatter plots of the hot and cold channel 𝑓𝐷 as functions of the 𝑅𝑒 and 𝜃, and 
alternative views, can be found in Fig. 135 and Fig. 136.  The alternative views are included to 







Fig. 133 𝜃ℎ vs. hot channel fD 
 
 
Fig. 134 𝜃𝑐 vs. cold channel fD 
 
 
From Fig. 133 and Fig. 134 it can be seen that 𝑓𝐷 tends to increase and become more 
scattered with decreased 𝜃.  This indicates that a smaller 𝜃, 84 rather than 170 degrees, in 



































channels.  Fig. 135 and Fig. 136 show that the relationship between 𝑅𝑒 and 𝑓𝐷 more closely 
follows the shape of Eq. (77) with 𝑎2 equal to -1 at large 𝜃, 170 degrees, and the data becomes 
more scattered and disorganized as the 𝜃 decreases, 84 degrees.  This indicates that other factors 










Fig. 136 Cold channel fD as a function of 𝜃 angle and 𝑅𝑒 
 
 
Fig. 137 and Fig. 138, below, are plots of hot and cold channel 𝑟 versus 𝑓𝐷.  They show a 
slight increase in 𝑓𝐷 and increase in scatter with decreased 𝑟.  This indicates that a sharp angle, 𝑟 







Fig. 137 𝑟ℎ vs. hot channel fD 
 
 
Fig. 138 𝑟𝑐 vs. cold channel fD 
 
 
The high scatter of the plots found in Fig. 133 through Fig. 138 may be partially explained by 
examining the combined effects of 𝜃 and 𝑟 upon 𝑓𝐷.  The hot channel 𝑓𝐷 as a function of hot 



































139, with an alternative view to help visualize the 3D plot.  Similarly, the cold channel 𝑓𝐷 as a 
function of cold channel bend angle (𝜃𝑐) and cold channel radius of curvature (𝑟𝑐) may be seen 




Fig. 139 Two views of hot channel fD as a function of channel 𝜃ℎ and 𝑟ℎ 
 
 






From these plots it can be seen that decreased 𝜃 and 𝑟 result in increased 𝑓𝐷, with the greatest 
increase resulting from minimizing both parameters.  This combined effect must be accounted 
for in the developed correlations for 𝑓𝐷.  Additionally, the data are still quite scattered which 
must result from the combination of other factors.  In order to further break out this data and 
improve understanding of the effect of 𝑟 on 𝑓𝐷, 𝑟 was normalized for each case by dividing it by 
the hydraulic diameter (𝐷ℎ).  Plots of hot and cold channel 𝑟 𝐷ℎ⁄  versus 𝑓𝐷 can be seen in Fig. 
141 and Fig. 142 below.  Additionally, because of the recognized interaction between 𝜃 and 𝑟, 
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Fig. 142 𝑟𝑐/𝐷ℎ,𝑐 vs. cold channel fD 
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Fig. 144 Two views of cold channel fD as a function of 𝜃𝑐 and 𝑟𝑐/𝐷ℎ,𝑐 
 
 
From these plots it can be seen that 𝑟 has very little effect upon 𝑓𝐷 at large values of 𝜃 but 
becomes more important as 𝜃 decreases.  It is clear that 𝑓𝐷 is largest when 𝑟 equals zero and 𝜃 is 
small, but there also appears to be an increase in 𝑓𝐷 at intermediate values of 𝑟/𝐷ℎ when 𝜃 is 
small.  This effect could be modeled with a third-order polynomial equation.  However, the 
polynomial only slightly better approximates this data than a linear equation.  This can be seen in 





Fig. 145 𝑟ℎ/𝐷ℎ,ℎ versus hot channel fD at 84 degrees 𝜃ℎ 
 
 
Fig. 146 𝑟𝑐/𝐷ℎ,𝑐 versus cold channel fD at 84 degrees 𝜃𝑐 
 
 
Approximating the 𝑓𝐷 at 84 degrees 𝜃 for the hot and cold channels, as a polynomial function 
of 𝑟/𝐷ℎ, provides 𝑟
2 values of 0.6090 and 0.5223, respectively.  These values are only slightly 
y = -0.1935x + 0.44
R² = 0.6014
















𝑟h/𝐷ℎ,h vs. Hot Channel 𝑓D at 84 deg 𝜃h
y = -0.1935x + 0.4587
R² = 0.4996





















better than the 0.6014 and 0.4996 values for the hot and cold channels obtained from linear 
approximations.  This slight increase is not worth the added complexity to the correlations.  
Plots of hot and cold channel 𝑤 versus 𝑓𝐷 can be seen in Fig. 147 and Fig. 148 below.  3D 
scatter plots of the hot and cold channel 𝑓𝐷 as functions of the 𝑤 and 𝜃, and alternate views, can 
be found in Fig. 149 and Fig. 150.  The alternative views are included to aid in visualizing the 
3D data on the 2D page.  They show a slight increase in 𝑓𝐷 and increase in dispersity with 
increased 𝑤.  This indicates that an increase in 𝑤, with other factors effects, tends to cause an 
increase in 𝑓𝐷 for both the hot and cold channels.  From the 3D plots, it can be seen that this 
effect is most significant when the 𝜃 is small.  This explains the increased dispersity with 
























Fig. 148 𝑤𝑐 vs. fD 
 
 





















Fig. 150 Two views of cold channel fD as a function of channel 𝜃𝑐 and 𝑤𝑐 
 
 
Similar to bend angle radius of curvature, this relationship can be further illuminated by 
plotting the normalized channel width, divided by 𝐷ℎ, against 𝑓𝐷.  Plots of 𝑤/𝐷ℎ versus 𝑓𝐷 for 
the hot and cold channels can be seen in Fig. 151 and Fig. 152.  Additionally, Fig. 153 and Fig. 








Fig. 151 𝑤ℎ/𝐷ℎ,ℎ vs. hot channel fD 
 
 





































Fig. 153 Two views of hot channel fD as a function of 𝜃ℎ and 𝑤ℎ/𝐷ℎ,ℎ 
 
 
Fig. 154 Two views of cold channel fD as a function of 𝜃𝑐 and 𝑤𝑐/𝐷ℎ,𝑐 
 
 
These plots confirm that channel 𝑤 has little effect when 𝜃 is large.  Two plots of 𝑤/𝐷ℎ 
versus 𝑓𝐷 for just 84 degree 𝜃, Fig. 155 and Fig. 156, are included help understand this 
relationship.  From these plots it can be seen that 𝑓𝐷 is at a minimum when 𝑤/𝐷ℎ is 
approximately one or greater.  This behavior may be approximated with an equation similar to 





Fig. 155 𝑤ℎ/𝐷ℎ,ℎ vs. hot channel fD at 84 degrees 𝜃ℎ 
 
 
Fig. 156 𝑤ℎ/𝐷ℎ,ℎ vs. cold channel fD at 84 degrees 𝜃𝑐 
 
 
𝑦 = 𝑎1|ln 𝑥|      (78) 
𝑦 = 𝑎1(𝑥 − 𝑎2)
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The Gauss-Newton nonlinear regression method, described previously, was used with a 
MATLAB program similar to the one found in Appendix A to fit the 𝑓𝐷 correlations to the data 
collected from the 50 computational fluid dynamics (CFD) simulations.  All of the previously 
analyzed factors were considered for inclusion in the correlations.  Due to the highly scattered 
nature of the data, exemplified by Fig. 108 and Fig. 109, the shape of the relation between 𝑓𝐷 and 
each factor was assumed to be of the form of Eq. (76) unless another function was highlighted 
for how well its shape approximated the data. 
5.2 Developed Correlations 
Correlations were developed for hot and cold channel thermal-hydraulic performance 
parameters using nonlinear regression methods described in 2.2.3 Nonlinear Regression and data 
from the 50 sensitivity analysis study cases. 
5.2.1 Nusselt Number Nu Correlations 
Hot and cold channel Nusselt number (𝑁𝑢) correlations are presented and evaluated against 
the experimental data of Ishizuka et al. [3]. 
5.2.1.1 Hot Channel Nusselt Number Nu Correlation 
The developed correlation for the hot channel Nusselt number (𝑁𝑢) may be seen in Eq. (80) 
with the associated coefficients found in Table 30.  For this and the following developed 
correlations, the hot channel bend angle (𝜃ℎ) is in terms of radians and reduced temperature, 𝑇𝑟, 
is used.  A plot of the hot channel numerically versus correlation obtained 𝑁𝑢 values may be 
















Table 30 Hot channel 𝑁𝑢 correlation coefficients 
Coefficients Units 
𝑎1 -2.2631E+06 𝑘𝑔
−𝑎2 ∙ 𝑠𝑎2 
𝑎2 1.0515E-03 - 
𝑎3 6.5405E-01 - 
𝑎4 -2.0665E-04 - 
𝑎5 8.0885E-05 - 
𝑎6 2.2967E+06 𝑘𝑔
−𝑎7 ∙ 𝑠𝑎7 
𝑎7 6.5429E-01 - 
𝑎8 -1.3319E-03 - 
 
 
Fig. 157 Hot channel 𝑁𝑢 numerical results vs. correlation results 
 
 
From this plot it can be seen that the correlation does not fit all of the data well, especially at 
high and low values of 𝑁𝑢.  Errors greater than 30% are represented by red dots.  The calculated 
coefficient of determination (𝑟2) for this correlation is 0.639 when all numerical data is included.  
The cases with the greatest error between the numerical data and the correlation were examined.  

































them had Reynolds number (𝑅𝑒) values less than 1200.  Additionally, low mass flow rate (?̇?) 
values were associated with 12 of the 15 over predicting cases.  This makes sense because low 
values for 𝑅𝑒 are associated with low values of ?̇?.  Of the eight cases where the 𝑁𝑢 was under 
predicted by more than 30%, six had a high value for ?̇?.  A better fitting correlation might be 
obtained with further computational fluid dynamics (CFD) simulation of cases with more varied 
mass flow rate. 
When only the cases within the range 𝑅𝑒 ≥ 1200 are considered, the average percent error 
decreases from 47.86% to 24.96% for the correlation.  This is still not a good fit.  However, it is 
the first correlation developed to predict zigzag-channel printed circuit heat exchanger (PCHE) 
performance over a broad range of operating conditions and varied geometries using only inlet 
conditions.  As such, this correlation may be useful for gaining a rough estimate of the 
performance of a PCHE prior to any modeling.  This model is considered applicable over the 
range of values used in the factor sensitivity analysis study, found in Table 4, for 𝑅𝑒 ≥ 1200.  
However, the correlation tends to be most accurate for predicting performance of PCHEs with 
parameters away from the edges of the valid ranges as will be seen when comparing it to 
experimental data.     
The correlation for the hot channel 𝑁𝑢 was then validated against the experimental data of 
Ishizuka et al. [3].  They conducted 19 experimental runs of a zigzag-channel PCHE and 
collected hot channel inlet temperature (𝑇ℎ,𝑖𝑛), cold channel inlet temperature (𝑇𝑐,𝑖𝑛), hot 
channel outlet temperature (𝑇ℎ,𝑜𝑢𝑡), cold channel outlet temperature (𝑇𝑐,𝑜𝑢𝑡), hot channel inlet 
pressure (𝑝ℎ,𝑖𝑛), cold channel inlet pressure (𝑝𝑐,𝑖𝑛), hot channel pressure drop (∆𝑝ℎ), and cold 
channel pressure drop (∆𝑝𝑐) data.  The temperature (𝑇) and pressure (𝑝) were then assumed to 




other fluid properties such as thermal conductivity (𝜆), density (𝜌), dynamic viscosity (𝜇), and 
constant pressure specific heat (𝑐𝑝) at 1,000 equally spaced nodes along the flow length of the 
PCHE.  These values were then used to calculate 𝑅𝑒𝑎𝑣𝑔 and 𝜆𝑎𝑣𝑔 and applied to Eq. (81) through 












𝑖=1     (81) 




     (83) 
This method of calculating 𝑁𝑢 resulted in values approximately double those found by using 
the staged integral method proposed by Chu et al. [77] over the range of temperature used in the 
study by Ishizuka et al. [3].  This was the result of the use of 𝑇ℎ − (𝑇ℎ + 𝑇𝑐) 2⁄  rather than log 
mean temperature difference (LMTD) in their calculations.  So, the 1,000 nodes of fluid property 
data were then used to calculate the 𝑁𝑢 for the hot and cold channels of each of the experimental 
cases using the staged integral method, Eq. (32) through (35).  The 𝑁𝑢 for each of these channels 
was then calculated from the inlet and geometry parameters using the developed hot channel 𝑁𝑢 
correlation, Eq. (80).  A plot of the experimental results versus the calculated can be seen in Fig. 





Fig. 158 Ishizuka et al. [3] Hot channel 𝑁𝑢 experimental results vs. correlation results 
 
 
From this plot it can be seen that the developed correlation is capable of estimating the 
results of Ishizuka et al. within approximately 30%.  Similar to the numerical data used to 
develop the correlation, the correlation tends to over predict the 𝑁𝑢 for cases with ?̇? rate and 
under predict 𝑁𝑢 for cases with higher ?̇?. 
Saeed et al. conducted CFD simulation of the experimental Case 8 of Ishizuka et al. [25][3].  
The results of this study can be seen in Fig. 16 [86].  By examining Fig. 16, it can be seen that 
the assumption of linear behavior used by Ishizuka et al. is valid for the change in pressure along 
the channel but not for the change in temperature.   
Webplot Digitizer [70] was used with the 𝑇 plot from Fig. 16 to develop equations for the hot 
channel temperature (𝑇ℎ) and cold channel temperature (𝑇𝑐) as a function of position along the 
flow direction.  Plots of these functions, the function equations, and calculated coefficient of 


































Fig. 159 Temperature as a function of position along the flow direction of Ishizuka et al. [3] Case 
8 channels from Saeed et al. [25] study 
 
 
These equations were then used to better estimate the value of temperature at each of the 
nodes.  Values for temperature calculated using the linear method and the 4th order polynomial of 
Fig. 159 can be seen in Fig. 160.  The linear 𝑇ℎ and 𝑇𝑐 profiles are represented by the dashed red 
and blue lines.  The polynomial 𝑇ℎ and 𝑇𝑐 profiles are represented by the solid red and blue lines.  
There is some error in temperature associated with this method because the data from the CFD 
simulation by Saeed et al. [25] was used to determine the variation in temperature along the flow 
direction, the regression curve does not perfectly match the data, and points could not be exactly 
matched using Webplot Digitizer [70].  This can be seen in the difference in temperature at node 
0 in Fig. 160 and the slight waviness of the curves in Fig. 159.   
y = 140.48x4 - 570.33x3 + 863.67x2 - 603.33x + 550.79
R² = 0.9995





















Fig. 160 Linear versus polynomial temperature profile for Case 8 of experimental study by 
Ishizuka et al. [3] 
 
 
The hot and cold channel 𝑁𝑢 values were then calculated for each channel using the linear 
and polynomial derived values of temperature and the staged integral method.  The light red and 
blue lines, in Fig. 161, represent the hot and cold 𝑁𝑢 at each node calculated with the polynomial 
temperature profile.  The dark red and blue lines represent the hot and cold 𝑁𝑢 at each node 





























Fig. 161 𝑁𝑢 at each node for linear and polynomial temperature profile for Case 8 experimental 
study by Ishizuka et al. [3] 
 
 
It can be seen that using the polynomial temperature profiles make a big difference in the 
calculation of 𝑁𝑢, especially for the cold channel.  The 𝑁𝑢 of the hot channel calculated using 
the linear temperature profile increases as the hot outlet is approached.  This may be explained 
by referencing Eq. (24).  The temperature difference (∆𝑇), 𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡, is constant at each node in 
the linear profile while the 𝛥𝑇𝑙𝑚 increases as a result of the diminishing difference between 𝑇ℎ 
and 𝑇𝑐, as can be seen in Fig. 160.   The 𝑁𝑢 of the hot channel calculated using the polynomial 
temperature profile decreases slightly because the temperature difference approaches zero as the 
difference between hot and cold channel temperature becomes very small and the curve flattens 
out.   
The hot channel 𝑁𝑢 was calculated to be 22.14 when using the linear temperature profile and 
19.68 when using the polynomial temperature profile with the staged integral method of data 
































Eq. (80).  Assuming the polynomial temperature profile is more accurate, the error between the 
experimental results and the correlation prediction is reduced from 20.35% to 10.40%.  This may 
indicate that the correlation predicts hot channel 𝑁𝑢 more accurately than Fig. 158 indicates.  
Further examination of the other 18 cases tested by Ishizuka et al. is required to determine if this 
is true. 
5.2.1.2 Cold Channel Nusselt Number 𝑵𝒖 Correlation 
The developed correlation for the cold channel Nusselt number (𝑁𝑢) may be seen in Eq. (84) 
with the associated coefficients found in Table 31.  The cold channel bend angle (𝜃𝑐) is in terms 
of radians for the correlation and reduced temperature and pressure, 𝑇𝑟 and 𝑝𝑟, are used.  A plot 
of the cold channel numerically versus correlation obtained 𝑁𝑢 may be seen in Fig. 162.  Lines 













𝑎11   (84) 
 
Table 31 Cold channel 𝑁𝑢 correlation coefficients 
Coefficients Units 
𝑎1 3.7047E-12 𝑘𝑔
−𝑎2 ∙ 𝑠𝑎2  
𝑎2 3.0848E+00 - 
𝑎3 -1.7767E+00 - 
𝑎4 -2.6196E-01 - 
𝑎5 -2.9133E+00 - 
𝑎6 3.0520E+03 𝑘𝑔
−𝑎7 ∙ 𝑠𝑎7  
𝑎7 5.6786E-01 - 
𝑎8 -8.7924E-02 - 
𝑎9 1.5024E+01 - 
𝑎10 -7.1049E+00 - 





Fig. 162 Cold channel 𝑁𝑢 numerical results vs. correlation results 
 
 
From this plot it can be seen that the correlation also does not fit all of the data well, 
especially at high and low values of 𝑁𝑢.  The calculated coefficient of determination 𝑟2 value for 
this correlation is 0.521 when all numerical data is included.  The cases with the greatest error 
between the numerical data and the correlation were examined.  For the cold channel 𝑁𝑢 
correlation, mass flow rate (?̇?) seemed to have more of an effect on the over predicting of the 
parameter than under predicting.  Of the 11 cases that were over predicted by more than 30%, 
seven had the low values for mass flow rate.  Additionally, seven of the over predicted cases had 
the smaller channel width (𝑤) values.  Only three of the six cases under predicted by greater 
than 30% had the high mass flow rate values, the rest had low mass flow rate values.  Also, of 
the six cases where the 𝑁𝑢 was under predicted, five had the larger channel width.  Additionally, 
Case 45 had a very low Reynolds number (𝑅𝑒) and was grossly over predicted by the correlation 
with an error of 648.72%.  If this correlation is limited to the range 𝑅𝑒 ≥ 450, the average 





























𝑁𝑢, a better fitting correlation might be obtained with further computational fluid dynamics 
(CFD) simulation of cases with more varied ?̇? and channel 𝑤. 
This correlation may also be useful for gaining a rough estimate of the performance of a 
PCHE prior to any modeling.  This model is applicable over the range of values used in the 
factor sensitivity analysis study and 𝑅𝑒 ≥ 450.  However, the correlation tends to be most 
accurate for predicting performance of PCHEs with parameters away from the edges of the valid 
ranges as is seen when comparing it to experimental data.     
The correlation for cold channel 𝑁𝑢 was then validated against the experimental data of 
Ishizuka et al. [3].  A plot of the experimental results versus the calculated can be seen in Fig. 









































From this plot it can be seen that the developed correlation is capable of estimating the 
results of Ishizuka et al. within approximately 30%, and in many cases better than that.  Similar 
to the numerical data used to develop the correlation, the correlation tends to over predict the 𝑁𝑢 
for cases with low ?̇? and under predict 𝑁𝑢 for cases with higher ?̇?.  The effect of channel width 
was not important in this case because all of cases examined by Ishizuka et al. had a fixed 
geometry.  The two cases that grossly overestimate the value for 𝑁𝑢, had inlet pressure below 
the critical point.  The 𝑁𝑢 correlation was developed for only supercritical values in the cold 
channel, and as such is not expected to perform well for calculations outside this range. 
The linear and polynomial temperature (𝑇) profiles were also evaluated for Case 8 cold 
channel 𝑁𝑢 of Ishizuka et al.  The linear and polynomial temperature profiles yielded cold 
channel 𝑁𝑢 of 40.94 and 35.05, respectively.  The 𝑁𝑢 value derived using the new correlation 
was 31.94.  This difference represents a decrease in error from 21.98% to 8.87% when 
comparing the developed correlation to the experimental 𝑁𝑢 calculated using the linear versus 
polynomial temperature profile.  By examining Fig. 161, it can be seen that the 𝑁𝑢 of the cold 
channel calculated using the linear and polynomial temperature profiles behave similarly to those 
of the hot channel for the same reasons.   
5.2.2 Darcy Friction Factor fD Correlations 
Hot and cold channel Darcy friction factor (𝑓𝐷) correlations are presented and evaluated 
against the experimental data of Ishizuka et al. [3] 
5.2.2.1 Hot Channel Darcy Friction Factor fD Correlations 
The developed correlation for the hot channel Darcy friction factor (𝑓𝐷) may be seen in Eq. 
(85) with the associated coefficients found in Table 32.  The hot channel bend angle (𝜃ℎ) is in 




obtained 𝑓𝐷 may be seen in Fig. 164.  Lines representing 0%, ±10%, and ±30% error have been 
added to the plot. 
𝑓𝐷,ℎ = 𝑎1 + 𝑎2𝑅𝑒ℎ,𝑖𝑛









+ 𝑎9(𝜋 − 𝜃ℎ)
𝑟ℎ
𝐷ℎ,ℎ
     (85) 
 
 
Table 32 Hot channel fD correlation coefficients 
Coefficients Units 
𝑎1 3.689E-02 - 
𝑎2 6.613E+01 - 
𝑎3 -1.067E+00 - 
𝑎4 1.242E-01 - 
𝑎5 1.442E+00 - 
𝑎6 2.046E-02 - 
𝑎7 1.718E-10 - 
𝑎8 2.972E+01 - 
𝑎9 -8.375E-02 - 
 
 


































This correlation is a pretty good fit of the data, considering 20 different geometric and fluid 
parameters were varied from case to case.  The fit is better for mid-range values of 𝑓𝐷.  Errors 
greater than 30% are represented by red dots.  The calculated coefficient of determination (𝑟2) 
value for this correlation is 0.753 when all numerical data is included.  The cases with the 
greatest error between the numerical data and the correlation were examined.  In two of the cases 
the 𝑓𝐷 was under predicted by more than 30%, both had high values for mass flow rate (𝑚)̇  and 
channel width (𝑤) and low values for channel bend angle (𝜃), bend angle radius of curvature 
(𝑟), and segment length (𝑙); all of which have been shown to increase 𝑓𝐷 [86].  This under 
prediction should be alleviated in practice because 𝑟 values of zero are currently not producible 
through the photochemical etching process.  Of the 12 over predicted cases, nine had calculated 
values for 𝑓𝐷 below 0.12 and eight of those had high values for ?̇?.  It is therefore recommended 
to use caution when applying this correlation to cases with several parameters known for high 
values of 𝑓𝐷 and those with high values of mass flow rate and resulting 𝑓𝐷 values of 0.12 or less.  
However, this correlation may be useful for gaining a rough estimate of the performance of a 
printed circuit heat exchanger (PCHE) prior to any modeling, since it only requires inlet 
parameters.  This model is valid over the range of values used in the factor sensitivity analysis 
study found in Table 4.  However, the correlation tends to be most accurate for predicting 
performance of PCHEs with parameters away from the edges of the valid ranges as is seen when 
comparing it to experimental data.  A better fitting correlation might be obtained with further 
CFD simulation of cases with more varied mass flow rate values. 
The correlation for hot channel 𝑓𝐷 was then validated against the experimental data of 
Ishizuka et al. [3], who used Eq. (86) to calculate a pressure drop (∆𝑝) with coefficient 𝑓𝑙. 











Here 𝑘 represents each of the 1,000 increments into which the PCHE was discretized to calculate 




2      (87) 
The values of 𝑓𝑙,𝑘 were then averaged to determine 𝑓𝑙 for each channel.  By comparing this 
equation to Eq. (39) above, it can be seen that the Darcy friction factor (𝑓𝐷) is four times 𝑓𝑙.  This 
is because Ishizuka et al. used the Fanning friction factor while the newly developed correlations 
are based upon the Darcy friction factor.  So, the 𝑓𝐷 was recalculated for each channel of each of 
Ishizuka’s cases using the staged integral method, Eq. (39), and their discretization method.  
These results were then used for comparison against the new 𝑓𝐷 correlation results, the results of 




Fig. 165 Ishizuka et al. [3] hot channel fD experimental results vs. correlation results for 𝑟 = 0.0 























Ishizuka Hot Channel 𝑓D Experimental Results vs. 












From this plot it can be seen that the developed correlation is capable of estimating the 
results of Ishizuka et al. within approximately +30%.  This may be attributed to two factors.  The 
bend angle for all the experimental cases was 115 degrees.  This bend angle is more acute than 
the average bend angle used to develop the correlations, 127 degrees, which may skew the 
results slightly high.  Additionally, because all of the experimental cases had bend angle radius 
of curvature equal to zero, the last term in the correlation goes to zero removing the slight 
relieving effect of this term.   
The HEATRIC PCHE used by Ishizuka et al. [3] for their study is described as having sharp 
𝜃 with 𝑟 equal to 0 mm.  However, by examining a photograph of the actual geometry of the 
HEATRIC PCHE cold channel plate, Fig. 25, it can be seen that the 𝑟 is actually equal to 
something greater than 0 mm.  These rounded channel corners are the result of the chemical 
etching process.  
Webplot Digitizer [70] was used with known channel geometric parameters such as 𝑙 and 𝑤 
to estimate the centerline 𝑟 at a value close to 0.5 mm.  No photo of the hot channel plate 
geometry was available, so the bend angle radius of curvature was estimated to be 0.5 mm for 
both the hot and cold channels.  This updated value for 𝑟 was then input into the developed 
correlation.  These results were compared to the results obtained using the experimental data of 
Ishizuka et al. and can be seen in Fig. 165 for the hot channel.  By using the estimates of the 
actual channel geometric parameters, rather than the design parameters, the correlation is able to 
predict the results of Ishizuka et al. within close to 10%.  These results can be seen as the blue 




The polynomial temperature (𝑇) profile was also examined for its effect upon the calculation 
of  𝑓𝐷.  A plot of 𝑓𝐷 at each node for the hot and cold channels and each temperature can be seen 








By examining these plots, it can be seen that using the polynomial temperature profile will 
result in a higher value of 𝑓𝐷.  This is because the higher temperature values result in larger 
values for density (𝜌) close to critical point, and thusly smaller values for flow velocity (𝑢).  By 
examining Eq. (39), it can be seen that 𝜌 and 𝑢 are the only parameters in the 𝑓𝐷 equation 
affected by changes in 𝑇.  Over the tested range, the term 𝜌𝑢2, which is dynamic pressure, tends 
to decrease with increasing 𝑇 resulting in an overall larger value for 𝑓𝐷.  The 𝑓𝐷 values obtained 
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were 0.153 and 0.173 respectively.  The hot channel 𝑓𝐷 obtained with the new correlation was 
0.1946.  The errors between these results and that obtained using the developed correlation are 
27.24% and 12.58%.  Assuming the polynomial temperature profile provides a more accurate 
answer, the correlation results may be better than those shown in Fig. 165 when using the design 
value of 0 mm for 𝑟.  However, when using the estimated 0.5 mm value for 𝑟, the error 
percentages between the linear temperature profile and the developed correlation and between 
the polynomial temperature profile and the correlation are 6.05% and 6.19% respectively.  In this 
case the polynomial temperature profile actually provides a slightly higher error than the linear 
temperature profile. 
5.2.2.2 Cold Channel Darcy Friction Factor fD Correlations 
The developed correlation for the cold channel Darcy friction factor (𝑓𝐷) may be seen in Eq. 
(88) with the associated coefficients found in Table 33.  The cold channel bend angle (𝜃𝑐) is in 
terms of radians for the correlation.  A plot of the cold channel numerically versus correlation 
obtained 𝑓𝐷 may be seen in Fig. 167.  Lines representing 0%, ±10%, and ±30% error have been 
added to the plot. 
𝑓𝐷,𝑐 = 𝑎1 + 𝑎2𝑅𝑒𝑐,𝑖𝑛

















Table 33 Cold channel fD correlation coefficients 
Coefficients Units 
𝑎1 1.288E-01 - 
𝑎2 -3.231E-03 - 
𝑎3 3.580E-01 - 
𝑎4 8.929E-02 - 
𝑎5 1.799E+00 - 
𝑎6 1.636E-02 - 
𝑎7 1.349E-01 - 
𝑎8 4.391E-01 - 
𝑎9 -8.345E-02 - 
 
 
Fig. 167 Cold channel fD numerical results vs. correlation results 
 
 
The cold channel 𝑓𝐷 for Case 31 was calculated to be zero.  This is an impossible result and 
was determined to be caused by a lack of significant digits for pressure drop (∆𝑝) data pulled 


































channel.  Presumably this is due to the solver reporting only seven significant digits, so a 
pressure drop of greater than 100 Pa would be necessary to be reported.  The Case 31 cold 
channel geometry had a larger cross-sectional area and large bend angle (𝜃).  This combined 
with the very low inlet Reynolds number (𝑅𝑒) of 1412, may have resulted in an undetectably 
small pressure drop.  Consequently, this data point was not included in the correlation 
development or evaluation. 
The fit tends to be better at midrange values of 𝑓𝐷 than at higher and lower values.  Errors 
greater than 30% are represented by red dots.  The calculated coefficient of determination (𝑟2) 
value for this correlation is 0.686 when all numerical data is included.  The cases with the 
greatest error between the numerical data and the correlation were examined.  Many of the 
factors which were more prevalent in the cases that were overestimated by greater than 30% 
were also more prevalent in the underestimated cases.  These factors were larger 𝜃, larger bend 
angle radius of curvature (𝑟), higher mass flow rate (?̇?), and lower cold channel inlet pressure 
(𝑃𝑐,𝑖𝑛).  However, it was found that of the 13 cases where the 𝑓𝐷 was over predicted by greater 
than 30%, ten had a large value for segment length (𝑙) and nine had a high cold inlet temperature 
(𝑇𝑐,𝑖𝑛).  Channels with longer segment lengths will have fewer bends over the length of the 
channel, this may cause an overestimation of the 𝑓𝐷.  Of the ten cases that were under predicted 
by more than 30%, seven had a small value for 𝑙 and seven had a low value for 𝑇𝑐,𝑖𝑛.  Similarly, 
channels with shorter segment lengths will have more bends over the length of the channel, this 
may cause an under estimation of the 𝑓𝐷.  As seen previously, low values of 𝑇𝑐,𝑖𝑛, tend to 
produce higher values for dynamic pressure (𝜌𝑢2), which in turn results in a lower value of 𝑓𝐷 
from Eq. (39).  The opposite is true for high values of cold channel inlet temperature.  This may 




values.  It is also possible that the channel width (𝑤) plays a role in the underestimate of 𝑓𝐷 by 
the correlation.  In the factor sensitivity study, it was found that increased 𝑤, especially for acute 
𝜃, resulted in an increase in 𝑓𝐷 [86].  The 𝑤 of the experimental channels, 1.8 and 1.9 mm, are 
greater than the high level tested in the sensitivity study, 1.5 mm, and used to develop the 
correlations.  Like the hot channel correlation, there are three cases with high values of 𝑓𝐷 that 
are grossly under predicted by the correlation.  These cases had high values of ?̇? and 𝑤 and low 
values for 𝜃, 𝑟, and 𝑙.  It is therefore recommended to use caution when applying this correlation 
to cases with several parameters known for high values of 𝑓𝐷.  A better fitting correlation might 
be obtained with further computation fluid dynamics (CFD) simulation of cases with more varied 
𝑙, 𝑇𝑐,𝑖𝑛, and 𝑤. 
The average percent error for the correlation can be reduced from 48.31% to 32.07% by 
limiting the applicable range to 𝑅𝑒 ≤ 2 × 104.  Errors of 30% and greater are still quite high.  
However, this correlation may be useful for gaining a rough estimate of the performance of a 
printed circuit heat exchanger (PCHE) prior to any modeling.  This model is valid over the range 
of values used in the factor sensitivity analysis study found in Table 4.  However, the correlation 
tends to be most accurate for predicting performance of PCHEs with parameters away from the 
edges of the valid ranges as is seen when comparing it to experimental data.    
A plot of the experimental results of Ishizuka et al. [3] versus the correlation calculated can 





Fig. 168 Ishizuka et al. [3] cold channel fD experimental results vs. correlation results for 𝑟 = 0.0 
mm and 𝑟 = 0.5 mm 
 
 
From this plot it can be seen that the developed correlation is capable of estimating the 
results of Ishizuka et al. within approximately -20%, and in many cases better than that.  The 
correlation tends to under predict the cold channel 𝑓𝐷.  This may be attributed to two factors.  
The average 𝑅𝑒 for all the experimental cases was 10,090 and 8,511 for the numerical cases used 
to develop the correlation and the second term in the correlation causes a larger decrease in the 
value of 𝑓𝐷 for a higher 𝑅𝑒.   
The effect of estimated actual bend angle radius of curvature was also examined for the cold 
channel 𝑓𝐷.  Results of this can be seen as the blue dots in Fig. 168.  Here it can be seen that 
using the 0.5 mm value for 𝑟 causes the developed correlation to underestimate 𝑓𝐷 by an even 
greater amount.  This makes sense as increased 𝑟 tends to decrease 𝑓𝐷.  It is therefore 
recommended that actual or estimated values for 𝑟 be used in the hot channel 𝑓𝐷 correlation and 
























Ishizuka Cold Channel 𝑓D Experimental Results vs. 








The polynomial temperature (𝑇) profile was also examined for its effect upon the calculation 
of cold channel 𝑓𝐷.  The 𝑓𝐷 values obtained for the cold channel experimental Case 8 of Ishizuka 
et al. [3] using the linear and polynomial temperature profiles were 0.3228 and 0.3671 
respectively.  The 𝑓𝐷 derived with the new correlation was 0.2918.  The errors between these 
results and that obtained using the developed correlation are 9.62% and 20.51%.  Assuming the 
polynomial temperature profile provides a more accurate answer, the correlation results are 
actually worse than those shown in Fig. 168 for Case 8.  It will take more testing to determine 
whether this is the case for all the experimental cold channel cases, or just this one.  It is possible 
that the large error between the cold channel correlation and experimental results is due to the 
experimental parameters being close to an edge of the envelope of parameters numerically tested 
to develop the correlation.  Smaller errors would be found more toward the middle of the test 
space.  This is supported by the fact that neither of the center point cases, Cases 49 and 50, were 
identified as having an error greater than 30% between the correlation and numerical results. 
5.3 Correlation Comparisons  
The developed thermal-hydraulic performance correlations were evaluated against other 
leading correlations to determine their utility.   
5.3.1 Nusselt Number Nu Correlations Comparisons 
Hot and cold channel Nusselt number (𝑁𝑢) correlations were compared to existing 
correlations described in Table 1.  The accuracy of these correlations in predicting the results of 
the numerical printed circuit heat exchanger (PCHE) simulations from sensitivity study and 




5.3.1.1 Hot Channel Nusselt Number Nu Correlation Comparisons 
The developed hot channel Nusselt number (𝑁𝑢) correlation was compared with the 
previously described 𝑁𝑢 correlations, Table 1.  In order for a correlation to be most useful in 
predicting printed circuit heat exchanger (PCHE) performance prior to simulation or 
experimentation it should require only parameters known prior to modeling.  For this reason, 
only inlet flow parameters were used with these correlations despite the fact that most of them 
were developed for use with the bulk Reynolds number (𝑅𝑒𝑏), average Reynolds number 
(𝑅𝑒𝑎𝑣𝑔), and average Prandtl number (𝑃𝑟𝑎𝑣𝑔) values.  As described above, the manner in which 
Ishizuka et al. [3] calculated 𝑁𝑢 from their experimental data resulted in values for 𝑁𝑢 roughly 
double those calculated in this paper with the staged integral method.  This was the result of the 
use of 𝑇ℎ − (𝑇ℎ + 𝑇𝑐) 2⁄  rather than the log mean temperature difference (LMTD) in their 
calculations.  Over the range of temperatures (𝑇) examined during their experiments, this 
resulted in a difference of a factor of approximately two between 𝑁𝑢 results.  However, this 
relationship is not linear and depends upon the values of the hot and cold channel temperatures 
and the magnitude of difference between them.  An equation to correlate these two methods 
could be developed, but it would require detailed knowledge of the flow parameters and as such 
cannot be generated prior to simulation or experimentation.  As a result, in order to compare the 
correlation of Ishizuka et al. to results obtained from this study, it was divided by two.  
Additionally, as the correlations of Ngo et al. [24] and Kim et al. [26] correlate so well with the 
experimental results of Ishizuka et al. [25], it was assumed the results of these correlations also 
needed to be divided by two to produce a comparable result.  When the adjusted correlations and 
the unaltered correlations were compared to the obtained results for 𝑁𝑢 calculated with the 




performed better.  These results can be seen in Table 34.  The adjustment to these correlations is 
most accurate over the range of temperatures used by Ishizuka et al. and becomes less accurate 
as parameters deviate from this range.  However, the adjusted correlations provided better results 
for the 50 numerical cases examined than those of the unaltered correlations, so they were used 
for the correlation comparisons.   
 
 
Table 34 Adjusted vs. unaltered correlations 
Hot Channel % error Cold Channel % error 
Ngo 163.47 Ngo 63.38 
Adjusted Ngo 66.56 Adjusted Ngo 18.31 
Kim 34.87 Kim 55.83 
Adjusted Kim 32.57 Adjusted Kim 22.08 
Ishizuka 33.80 Ishizuka 148.81 
Adjusted Ishizuka 33.10 Adjusted Ishizuka 24.40 
   
 
Hot channel 𝑁𝑢 results from the numerical simulations, new correlation, and leading 𝑁𝑢 
correlations as well as error percentages are displayed in Appendix B.  The values are grayed out 
for the Reynolds number (𝑅𝑒) values which the correlation developers did not consider the 
correlation applicable, as noted in Table 1.  The calculated 𝑁𝑢 value and error percentage are in 
bold for those correlations which provide a result within 20% of the numerically obtained result.  
In cases where no correlation provided a result within 20%, the most accurate result is displayed 
in bold.  The Kim et al. 100 degree correlation is shown in the table because, even though the 
115 degree correlation was applied to the hot channels for the results of Ishizuka et al. [25], the 




Table 35 compares the correlations by displaying the number of results, out of 50 cases, each 
correlation was either within 20% of the numerical data or provided the most accurate result 
when none of the correlations were within 20%.  Additionally, it displays the average percent 
error for each correlation. 
 
 
Table 35 Comparison of hot channel 𝑁𝑢 correlations for numerical cases 
Correlation Number of Accurate Results Average % error 
New 21 47.72 
Dittus-Boelter [20] 19 52.53 
Gnielinski [21] 3 56.68 
Yoon et al. [23] 10 153.45 
Adjusted Ngo et al. [24] 5 89.91 
Adjusted Kim et al. 100 [26] 11 49.27 
Adjusted Ishizuka et al. [3] 11 52.55 
 
 
From Table 35 it can be seen that the new hot channel Nu correlation provides the highest 
number of accurate results and the lowest average error percentage.  Fig. 169 provides a visual 
comparison of the leading hot channel Nu correlations.  It can be easily seen that the new hot 
channel correlation tends to be more accurate at predicting PCHE performance using only inlet 
parameters than the existing correlations, especially for 𝑁𝑢 values between 5 and 30.  The other 
correlations outperform the new correlation for some of the cases.  However, it was not possible 
to detect a pattern which would indicate which correlation performed best under specified 
circumstances.  This may be attributed to the use of two-level design of experiments (DOE) 




the application guidelines discussed in the previous section are adhered to.  Perhaps more 
specific guidelines for correlation application or a more robust correlation could be developed 




Fig. 169 Hot channel 𝑁𝑢 correlation comparison for numerical cases 
 
 
Hot channel 𝑁𝑢 results obtained from the experimental data of Ishizuka et al. [3], the new 
correlation, and leading 𝑁𝑢 correlations as well as error percentages are displayed in Appendix 
C.  Table 36 compares the performance of the correlations in predicting the results from this 
experimental data.  The number of results, out of 19 experimental runs, each correlation was 































correlations were within 20% is displayed in the first column.  The second column contains the 
average percent error.   
 
 
Table 36 Comparison of hot channel 𝑁𝑢 correlations for Ishizuka et al. [3] experimental data 
Correlation Number of Accurate Results Average % error 
New 15 16.16 
Dittus-Boelter [20] 10 20.44 
Gnielinski [21] 0 32.18 
Yoon et al. [23] 0 82.02 
Adjusted Ngo et al. [24] 6 66.56 
Adjusted Kim et al. 115 [26] 0 32.57 
Adjusted Ishizuka et al. [3] 0 33.10 
 
 
From Table 36 it can be seen that the new hot channel 𝑁𝑢 correlation provides the highest 
number of accurate results and the lowest average error percentage.  It is surprising that the 
newly developed hot channel 𝑁𝑢 correlation is able to outperform the Ngo et al. [24], Kim et al. 
[26], and especially the Ishizuka et al. [3] correlations.  This may be attributed to the fact that 
these correlations were developed for use with the 𝑅𝑒𝑎𝑣𝑔 rather than the inlet Reynolds number 
(𝑅𝑒𝑖𝑛).  Fig. 170 provides a visual comparison of the leading hot channel Nu correlations applied 
to the experimental data.  It can be easily seen that the new hot channel correlation tends to be 
more accurate at predicting PCHE performance using only inlet parameters than the existing 
correlations.  However, the developed hot channel 𝑁𝑢 correlation tends to over predict low 𝑁𝑢 
values and under predict higher 𝑁𝑢 values.  The other correlations more consistently under 





Fig. 170 Hot channel 𝑁𝑢 correlation comparison for Ishizuka et al. [3] experimental data 
 
 
5.3.1.2 Cold Channel Nusselt Number 𝑵𝒖 Correlation Comparisons 
Cold channel Nusselt number (𝑁𝑢) results from the numerical simulations, new correlation, 
and leading 𝑁𝑢 correlations as well as error percentages are displayed in Appendix B.  Table 37 
compares the correlations by displaying the number of results, out of 50 cases, each correlation 
was either within 20% of the numerical data or provided the most accurate result when none of 
the correlations were within 20%.  Additionally, it displays the average percent error for each 
correlation.  From Table 37 it can be seen that the developed cold channel Nu correlation 

































Table 37 Comparison of cold channel 𝑁𝑢 correlations for numerical cases 
Correlation Number of Accurate Results Average % error 
New 26 40.40 
Dittus-Boelter [20] 18 48.83 
Gnielinski [21] 12 62.78 
Yoon et al. [23] 6 306.10 
Adjusted Ngo et al. [24] 14 42.99 
Adjusted Kim et al. 100 [26] 6 50.03 
Adjusted Ishizuka et al. [3] 5 67.97 
 
 
Fig. 171 provides a visual comparison of the leading cold channel 𝑁𝑢 correlations and Fig. 
172 shows a more detailed view of the numerically derived values of 𝑁𝑢 up to 90.  It can be 
easily seen that the newly developed cold channel correlation tends to be more accurate at 
predicting printed circuit heat exchanger (PCHE) performance using only inlet parameters than 
the existing correlations, especially for lower values of 𝑁𝑢.  Like the hot channel 𝑁𝑢 correlation, 
the other correlations outperform the new cold channel correlation for some of the cases, but no 
discernable pattern was detected.  Best results for application of the new correlation are achieved 





Fig. 171 Cold channel 𝑁𝑢 correlation comparison for numerical cases 
 
 
Fig. 172 Detailed view of cold channel 𝑁𝑢 correlation comparison for numerical cases 
 
 
Cold channel 𝑁𝑢 results obtained from the experimental data of Ishizuka et al. [3], the new 



























































C.  Table 38 compares the performance of the correlations in predicting the results from this 
experimental data.   
 
 
Table 38 Comparison of cold channel 𝑁𝑢 correlations for Ishizuka et al. [3] experimental data 
Correlation Number of Accurate Results Average % error 
New 9 20.68 
Dittus-Boelter [20] 17 7.68 
Gnielinski [21] 19 5.01 
Yoon et al. [23] 0 131.94 
Adjusted Ngo et al. [24] 9 18.31 
Adjusted Kim et al. 100 [26] 8 22.08 
Adjusted Ishizuka et al. [3] 9 24.40 
 
 
From Table 38 it can be seen that the new cold channel Nu correlation does not provides the 
highest number of accurate results or the lowest average error percentage.  In this case the 
Gnielinski correlation [21] provides the best results followed closely by the Dittus-Boelter 
correlation [20].  The Gnielinski correlation performs so well in this instance because it was 
developed for isothermal flow, meaning inlet parameters will be very similar to average flow 
properties.  Since the cold channel usually has inlet parameters near the critical point, there are 
large variations in properties along the length of the PCHE which cause correlations based upon 
average properties to perform poorly when inlet properties are used instead.  This is not the case 
for the Gnielinski correlation.  Fig. 173 provides a visual comparison of the leading cold channel 




correlation tends to be more accurate at predicting PCHE performance using only inlet 




Fig. 173 Cold channel 𝑁𝑢 correlation comparison for Ishizuka et al. [3] experimental data 
 
 
5.3.2 Darcy Friction Factor fD Correlations Comparisons 
Hot and cold channel Darcy friction factor (𝑓𝐷) correlations were compared to existing 
correlations described in Table 2.  The accuracy of these correlations at predicting the results of 
the numerical printed circuit heat exchanger (PCHE) simulations from sensitivity study and 
experimental results of Ishizuka et al. [3] were determined and evaluated.  
5.3.2.1 Hot Channel Darcy Friction Factor fD Correlation Comparisons 
The developed hot channel Darcy friction factor (𝑓𝐷) correlation was compared with the 


































above, the Filonenko correlation [22], Blasius equation [36], Swamee-Jain equation [37], and 
Ishizuka et al. correlation [3], all seen in Table 2, refer to the Fanning friction factor (𝑓).  The 
developed correlations are for the Darcy friction factor.  Therefore, the existing correlations are 
adjusted for even comparison with the developed 𝑓𝐷 correlation by multiplying their results by 
four.  Eq. (89) below relates Darcy and Fanning friction factors. 
𝑓𝐷 = 4𝑓      (89) 
 Hot channel 𝑓𝐷 results from the numerical simulations, new correlation, and leading friction 
factor correlations as well as error percentages are displayed in Appendix D.  The values are 
grayed out for the Reynolds number (𝑅𝑒) values which the correlation developers did not 
consider the correlation applicable, as noted in Table 2.  The calculated friction factor values and 
error percentages are bolded for those correlations which provide a result within 20% of the 
numerically obtained result.  In cases where no correlation provided a result within 20%, the 
most accurate result is displayed in bold.  Ishizuka et al. estimated the surface roughness (𝜖) to 
be 2 × 10−6 to 3 × 10−6 m [3] so a value of 2.5 × 10−6 m was used for 𝜖 calculations with the 
Swamee and Jain [37] and Churchill [38] correlations. 
Table 39 compares the correlations by displaying the number of results, out of 49 cases, each 
correlation was either within 20% of the numerical data or provided the most accurate result 
when none of the correlations were within 20%.  Additionally, it displays the average percent 
error for each correlation.  From Table 39 it can be seen that the new hot channel 𝑓𝐷 correlation 





Table 39 Comparison of hot channel fD correlations for numerical cases 
Correlation Number of Accurate Results Average % error 
New 32 30.37 
Adjusted Filonenko [22] 4 114.44 
Adjusted Blasius [36] 6 101.35 
Adjusted Swamee-Jain [37] 3 129.99 
Churchill [38] 3 133.74 
Ngo [24] 17 53.05 
Kim 115 [26] 9 56.93 
Adjusted Ishizuka [3] 5 82.60 
 
 
Fig. 174 provides a visual comparison of the leading hot channel 𝑓𝐷 correlations.  It can be 
easily seen that the new hot channel correlation is more accurate than the other correlations at 
predicting printed circuit heat exchanger (PCHE) pressure drop (Δ𝑝) over the range of 𝑓𝐷 values, 
especially for values of 𝑓𝐷 between 0.1 and 0.5.  Just like the previous correlations, the other 
correlations outperform the new correlation in some cases but discernable guidelines for when to 
use which correlation could not be developed.  Best results are achieved when adhering to the 






Fig. 174 Hot channel fD correlation comparison for numerical cases 
 
 
Hot channel 𝑓𝐷 results obtained from the experimental data of Ishizuka et al. [3], the new 
correlation, and leading friction factor correlations as well as error percentages are displayed in 
Appendix E.  The estimated bend angle radius of curvature (𝑟) value of 0.5 mm was used for 
these calculations.  Table 40 compares the performance of the correlations in predicting the 
results from this experimental data.  The number of results, out of 19 experimental runs, each 
correlation was either within 20% of the numerical data or provided the most accurate result 
when none of the correlations were within 20% is displayed in the first column.  The second 



































Table 40 Comparison of hot channel fD correlations for Ishizuka et al. [3] experimental data 
Correlation Number of Accurate Results Average % error 
New 19 3.19 
Adjusted Filonenko [22] 17 9.83 
Adjusted Blasius [36] 18 7.86 
Adjusted Swamee-Jain [37] 17 10.64 
Churchill [38] 3 50.14 
Ngo [24] 0 43.54 
Kim 115 [26] 0 40.75 
Adjusted Ishizuka [3] 19 7.47 
 
 
From Table 40 it can be seen that the new hot channel 𝑓𝐷 correlation provides the highest 
number of accurate results and the lowest average error percentage.  It is surprising that the 
newly developed hot channel 𝑓𝐷 correlation is able to outperform the Ngo et al. [24], Kim et al. 
[26], and especially the Ishizuka et al. [3] correlations.  Again, this may be attributed to the fact 
that these correlations were developed for use with the average Reynolds number (𝑅𝑒𝑎𝑣𝑔) rather 
than the inlet Reynolds number (𝑅𝑒𝑖𝑛).  Fig. 175 provides a visual comparison of the leading hot 
channel friction factor correlations applied to the experimental data.  It can be easily seen that the 
new hot channel correlation tends to be more accurate at predicting PCHE performance, using 
only inlet parameters, than the existing correlations.  However, like the new hot channel 𝑁𝑢 
correlation, the developed hot channel 𝑓𝐷 correlation tends to over predict low 𝑓𝐷 values and 





Fig. 175 Hot channel fD correlation comparison for Ishizuka et al. [3] experimental data 
 
 
5.3.2.2 Cold Channel Darcy Friction Factor fD Correlation Comparisons 
Cold channel Darcy friction factor (𝑓𝐷) results from the numerical simulations, new 
correlation, and leading friction factor correlations as well as error percentages are displayed in 
Appendix D.  Table 41 compares the correlations for all of the 50 cases.  From Table 41 it can be 
seen that the new cold channel 𝑓𝐷 correlation provides the highest number of accurate results and 































Table 41 Comparison of cold channel fD correlations for numerical cases 
Correlation Number of Accurate Results Average % error 
New 20 48.31 
Adjusted Filonenko [22] 12 55.46 
Adjusted Blasius [36] 11 50.83 
Adjusted Swamee-Jain [37] 12 66.04 
Churchill [38] 4 91.30 
Ngo [24] 15 44.76 
Kim 100 [26] 2 66.92 
Adjusted Ishizuka [3] 10 150.33 
 
 
Fig. 176 provides a visual comparison of the leading cold channel friction factor correlations.  
It can be easily seen that the new cold channel correlation is more accurate than the other 
correlations at predicting printed circuit heat exchanger (PCHE) pressure drop (∆𝑝) over the 
range of 𝑓𝐷 values.  Just like the previous correlations, the other correlations outperform the new 
correlation in some cases but discernable guidelines for when to use which correlation could not 
be developed.  Best results are achieved when adhering to the application guidelines discussed in 





Fig. 176 Cold channel fD correlation comparison for numerical cases 
 
 
Cold channel 𝑓𝐷 results obtained from the experimental data of Ishizuka et al. [3], the new 
correlation, and leading friction factor correlations as well as error percentages are displayed in 
Appendix E.  A zero value for bend angle radius of curvature (𝑟) was used for these calculations 
as the new cold channel 𝑓𝐷 correlation is already known to under predict the results of Ishizuka 
et al.  Table 42 compares the performance of the correlations in predicting the results from this 





































Table 42 Comparison of cold channel fD correlations for Ishizuka et al. [3] experimental data 
Correlation Number of Accurate Results Average % error 
New 18 14.06 
Adjusted Filonenko [22] 0 63.66 
Adjusted Blasius [36] 0 63.54 
Adjusted Swamee-Jain [37] 0 60.16 
Churchill [38] 0 46.71 
Ngo [24] 0 73.86 
Kim 100 [26] 0 88.83 
Adjusted Ishizuka [3] 19 5.84 
 
 
From Table 42 it can be seen that the adjusted correlation of Ishizuka et al. provides the 
highest number of accurate results and the lowest average error percentage with the newly 
developed correlation providing the second best results.  The other correlations tend to grossly 
under predict the cold channel 𝑓𝐷 because when the inlet conditions for the cold channel are near 
the critical point, the 𝑅𝑒 is much higher at the inlet than the rest of the flow.  The resulting 𝑓𝐷 
values for the other correlations decrease with increasing 𝑅𝑒.  Since they were developed for use 
with the average Reynolds number (𝑅𝑒𝑎𝑣𝑔), using the inlet Reynolds number (𝑅𝑒𝑖𝑛) results in a 
lower 𝑓𝐷 estimate.  This effect can be seen in Fig. 177 where the best performing correlations are 
plotted.  It is possible that the under predicted results provided by the new correlation result 
because the HEATRIC PCHE, used by Ishizuka et al. [3], channel width (𝑤) is wider than the 
range of 𝑤 values tested to develop the new correlations.  The factor sensitivity study identified 
𝑤 as a factor with a significant effect upon 𝑓𝐷.  It is possible that this effect is more significant at 
lower values of Reynolds number (𝑅𝑒) which would cause a more significant under estimate of 




conditions are near the critical point.  Further testing is required to include a broader range of 𝑤 

































CHAPTER 6 FLUID-STRUCTURE INTERACTION ANALYSIS 
This study began by attempting to replicate the findings of Lee and Lee [43] because of the 
lack of experimental data upon which to benchmark a numerical model.  The procedures and 
techniques learned through this process were then applied to a one-way coupled fluid-structure 
interaction (FSI) simulation of an abbreviated model of the experimental Case 8 from the study 
of Ishizuka et al. [3] and two additional notional printed circuit heat exchanger (PCHE) models 
involving maximum allowable/expected operating temperatures (𝑇) for PCHEs made from 
Inconel alloy 617 (UNS: N06617) and stainless steel 316L (UNS: S31603).   
6.1 Pseudo 2D PCHE Structural Analysis  
Lee and Lee [43] modeled an existing three-dimensional (3D) stainless steel 316L (UNS: 
S31603) sodium-supercritical carbon dioxide (sCO2) printed circuit heat exchanger (PCHE) 
using a stainless steel 316 (UNS: S31600) pseudo two-dimensional (2D), 0.1 mm thick into the 
page, PCHE numerical model.  Details of this model were described in section 2.1.5.2.1 Pseudo 
Two-Dimensional Model of Lee and Lee PCHE.  They initially simulated the PCHE using the 
linear isotropic elasticity model then they applied the bilinear isotropic hardening model.  In the 
current study, the multilinear isotropic hardening model is also examined. 
6.1.1 Pseudo 2D PCHE Linear Elastic Analysis 
The static structural model was first run using the linear isotropic elasticity model.  
Maximum stress intensity results, which occurred in the channel tips, can be seen in Table 43.  
These values were found by measuring the stress intensities along a path around hot and cold 
middle channel walls on the front surface of the printed circuit heat exchanger (PCHE) model.  




Fig. 180.  The mechanical stress intensities were determined by suppressing the results of the 
steady-state thermal analysis, the thermal stress intensities were determined by suppressing the 
channel wall pressures (𝑝), and the total stress intensities were found by including both.  The 
results of Lee and Lee [43] were pulled from plots in their paper using Webplot Digitizer [70].  
Fig. 181 shows the stress distributions for the entire model and Fig. 182 shows a close-up view 
of the cold channel tip stress distribution.  Maximum stress intensity values on these figures do 
not match those of Table 43 because higher stress intensities were experienced by the edge 
channels than by the middle channels.  From Table 43 it can be seen that these maximum stress 
intensity results do not match those of Lee and Lee [43] well, but the stress intensities along the 
rest of the channel walls correlate well as is seen in Fig. 178 through Fig. 180. 
 
 
Table 43 Comparison of maximum linear elastic current results for Cases 60 and 61 vs. the 
results of Lee and Lee [43] 
Maximum Stress Intensities (MPa) 
  Hot Mech Cold Mech Hot Therm Cold Therm Hot Total Cold Total 
Lee & Lee 38 322 69 69 88 395 
Case 60 37.7 417.2 96.0 95.0 115.9 511.1 
% Difference 0.8 29.6 39.1 37.7 30.7 29.4 
Case 61 37.8 328.1 77.3 77.3 92.4 387.4 






Fig. 178 Total stress intensity vs. distance along channel wall for linear elastic current results for 
Cases 60 and 61 vs. the results of Lee and Lee [43] 
  
 
Fig. 179 Mechanical stress intensity vs. distance along channel wall for linear elastic current 


























































































































Fig. 180 Thermal stress intensity vs. distance along channel wall for linear elastic results for 











































Fig. 181 Linear elastic stress intensity (MPa) for PCHE models (A) Case 60 mechanical stress 
intensity, (B) Case 60 thermal stress intensity, (C) Case 60 total stress intensity, (D) Case 61 
mechanical stress intensity, (E) Case 61 thermal stress intensity, (F) C 
 
 









According to Eq. (19) and Eq. (20), normal stress (𝜎) and shear stress (𝜏) are determined 
exclusively by geometry and applied force.  Additionally, since the stress distribution along the 
channel walls match the results of Lee and Lee for both the mechanical and thermal stress 
intensities, it is reasonable to assume the discrepancies in maximum stress intensities are due to 
differing geometry at the channel tips.  With this in mind, the PCHE was also modeled with a 
channel tip radius of curvature (𝑟𝑐𝑡) of 0.02 mm, Case 61.  Mesh independence for this model 
was determined in a similar fashion to Case 60.  Results from this analysis can also be seen in 
Table 43, Fig. 178 through Fig. 181, and Fig. 183.  From these it can be seen that Case 61 better 




Fig. 183 Linear elastic total stress intensity for Case 61 close-up view of channel tip 
 
 
By viewing Fig. 182 and Fig. 183 it can be seen that the magnitude of the stress intensities 
change along the flow direction of the channel wall for Cases 60 and 61 which have boundary 




due to differences in thermal stress.  There are no thermal or mechanical boundary conditions 
imposed upon the front and back surfaces by boundary condition A.  This allows unconstrained 
thermal expansion/contraction in the flow direction.  The increased stress in the middle is due to 
the internal mechanical restraint provided by the presence of additional material along the flow 
direction of the PCHE.  Lee and Lee measured stress intensities along the surface of the model 
rather than midway along the flow length in an attempt to simulate unconstrained thermal 
expansion.  However, internal mechanical constraints exist even in unconstrained situations, as 
can be seen from Fig. 182 and Fig. 183, and should be accounted for.  Additionally, there are no 
mechanical boundary conditions applied to the left and right sides of the PCHE model.  Lee and 
Lee did this because ideally the PCHE would not be constrained.  They accounted for the 
constraining effect of surrounding channels by performing a model sensitivity to channel number 
study and choosing a model with results independent of the number of channels.  This 
combination of boundary conditions and surface measurement technique may be useful in 
understanding two-dimensional (2D) thermal stresses due to temperature differences (∆𝑇) 
between hot and cold channels but presents errors for the reasons described above.    
The goal of this study is to analyze the mechanical and thermal stresses of individual 
channels within the core of the PCHE.  In order to accomplish this, periodic boundary conditions 
were applied to the top and bottom of the model with symmetric boundary conditions on the left 
side, right side, front, and back.  In addition to constraining these surfaces of the model, this has 
the effect of applying adiabatic conditions to the left side, right side, front, and back.  This well 
models the thermal condition as all heat transfer is assumed to occur only vertically between 
channels.  These boundary conditions are summarized as boundary conditions B in Table 14.  




this study to an underestimate.  Results from this analysis, for Cases 62 and 63, can be seen in 
Table 44 and Fig. 184 through Fig. 189.  Maximum stress intensities for both 𝑟𝑐𝑡 were higher 




Table 44 Comparison of maximum linear elastic current results for Cases 62 and 63 vs. the 
results of Lee and Lee [43] 
Maximum Stress Intensities (MPa) 
  Hot Mech Cold Mech Hot Therm Cold Therm Hot Total Cold Total 
Lee & Lee [43] 38 322 69 69 88 395 
Case 62 54.6 475.6 143.2 143.7 197.5 567.7 
% Difference 43.7 47.7 107.5 108.3 50.0 545.1 
Case 63 41.6 346.7 110.8 111.4 151.2 434.0 
% Difference 9.5 7.7 60.6 61.4 61.7 393.2 
 
 
Fig. 184 Total stress intensity vs. distance along channel wall for linear elastic current results for 



























































Fig. 185 Mechanical stress intensity vs. distance along channel wall for linear elastic current 
results for Cases 62 and 63 vs. the results of Lee and Lee [43] 
 
  
Fig. 186 Thermal stress intensity vs. distance along channel wall for linear elastic current results 






























































































Fig. 187 Linear elastic stress intensity (MPa) for PCHE models (A) Case 62 mechanical stress 
intensity, (B) Case 62 thermal stress intensity, (C) Case 62 total stress intensity, (D) Case 63 
mechanical stress intensity, (E) Case 63 thermal stress intensity, (F) Case 63 total stress intensity 
 
 











Fig. 189 Linear elastic total stress intensity for Case 63 close-up view of channel tip 
 
 
The Boiler and Pressure Vessel Code (BPVC) suggests different classifications of stresses, 
often providing more than one option and leaving it to the judgement of the designer how to best 
classify each stress.  Because the maximum mechanical stress intensities (𝑆𝑀,𝑚𝑎𝑥) in each case 
occurs at the cold channel tip, they possesses characteristics of both a local primary stress (𝑃𝐿) 
and a primary bending stress (𝑃𝑏) and could thusly be considered either type of stress according 
to Section III [82] or could even be considered a secondary stress (𝑄) according to Section VIII 
[83].  The radial and circumferential distances over which the 𝑆𝑀,𝑚𝑎𝑥 ≥ 1.1𝑆0, located at the 
channel tips, were determined and can be seen in Table 45.  𝑆0 is the maximum allowable 
primary membrane stress (𝑃𝑚) allowed according to Section III [82].  In some cases, the 
distances may have been smaller, but the measurement fidelity was limited by the spacing of the 






Table 45 Local stress determination for models 
Case 𝑺𝑴,𝒎𝒂𝒙 ≥ 𝟏. 𝟏𝑺𝒐 
Radial Distance at 
Midpoint (mm) 
𝑺𝑴,𝒎𝒂𝒙 ≥ 𝟏. 𝟏𝑺𝒐 
Circumferential Distance 
at Surface (mm) 
𝒅𝟏 (mm) 𝒅𝟐 (mm) 
60 0.0295 0.0706 0.0706 2.00 
61 0.0295 0.0655 0.0650 2.00 
62 0.0295 0.0493 0.0493 2.00 
63 0.0295 0.0599 0.0599 2.00 
 
 
The value of 𝑅, radius of curvature of the bottom of the PCHE channel, is 1 mm and the 
value of 𝑡, channel wall thickness, was estimated at 0.5 mm for half the minimum distance 
between channels.  This gave values of √𝑅𝑡 and 2.5√𝑅𝑡 of 0.71 mm and 1.77 mm respectively 
per Eqs. (58) and (59).  The values of 𝑑1 and 𝑑2 from Table 45 were used in these equations.  In 
all cases, Eqs. (58) and (59) were satisfied and 𝑆𝑀,𝑚𝑎𝑥 may be considered 𝑃𝐿 according to 
Section III and 𝑄 according to Section VIII.   
For this study the 𝑃𝑚 was considered to be the minimum stress intensity along the curved 
bottom channel wall when only mechanical forces, internal pressures, were applied to the PCHE 
model.  These results were determined using the linear elastic model, per the BPVC, and can be 
seen in Table 46 and Table 47.  The difference between these 𝑃𝑚 values and the maximum 
calculated stress intensities were considered to be either a non-self-limiting secondary membrane 
stress (𝑄𝑚𝑠) or 𝑃𝑏.  For Section III design loading analysis, values of 𝑆𝑀,𝑚𝑎𝑥 obtained through 
modeling only the mechanical stress intensities, are considered to be 𝑃𝐿 + 𝑃𝑏 from Eq. (62), 
which include the maximum stress intensities found at the channel tips.  Results from Eq. (61) 





Table 46 Design loading limit evaluation for all four cases against BPVC Sections III 
 Eq. (61) Eq. (62) 












Hot 117.0 37.7 0.1 96.5 37.7 144.8 
Cold 493.2 417.2 36.7 106.9 417.2 160.4 
Case 61 𝑺𝒎𝒂𝒙 𝑺𝑴,𝒎𝒂𝒙 𝑷𝒎 𝑺𝟎 𝑷𝑳 + 𝑷𝒃 𝟏. 𝟓𝑺𝟎 
Hot 93.0 37.8 0.1 96.5 37.8 144.8 
Cold 388.0 328.1 35.7 106.9 328.1 160.4 
Case 62 𝑺𝒎𝒂𝒙 𝑺𝑴,𝒎𝒂𝒙 𝑷𝒎 𝑺𝟎 𝑷𝑳 + 𝑷𝒃 𝟏. 𝟓𝑺𝟎 
Hot 197.5 54.6 0.1 96.5 54.6 144.8 
Cold 600.0 475.6 21.8 106.9 475.6 160.4 
Case 63 𝑺𝒎𝒂𝒙 𝑺𝑴,𝒎𝒂𝒙 𝑷𝒎 𝑺𝟎 𝑷𝑳 + 𝑷𝒃 𝟏. 𝟓𝑺𝟎 
Hot 151.2 41.6 0.1 96.5 41.6 144.8 
Cold 431.9 346.7 21.9 106.9 346.7 160.4 
 
 
Table 46 shows the Case 60 through 63 stress intensities and design loading limits described 
by Eq. (61) and Eq. (62).  It has been color coded green to show when the design loading stress 
intensity limit has been met and red when it has been exceeded.  From Table 46 it can be seen 
that the hot channel stress intensities meet all of the BPVC Section III requirements for design 
loading.  However, none of the cold channel cases meet the Section III limits.  This means none 
of the cases are suitable for use in nuclear applications, which was already known due to the 
exceeded temperature (𝑇) limits. 
For the Section VIII analysis, 𝑃𝐿 + 𝑃𝑏, for the cold channel was estimated to be the 
mechanical loading stress intensity value located 0.5√𝑅𝑡 from the location of 𝑆𝑀,𝑚𝑎𝑥, the 
channel tip, in the direction that provided the greatest stress intensity value.  For the hot channel, 
𝑃𝐿 + 𝑃𝑏, was taken to be the maximum stress intensity value not associated with the channel tips.  




loads, is considered (𝑃𝑚 + 𝑃𝑏 + 𝑄𝑚 + 𝑄𝑏) from Eq. (65) and can be seen in Table 47 along with 
𝑆 values from Table 27. 
 
 
Table 47 Design loading limit evaluation for all four cases against BPVC Sections VIII 















𝑷𝒎 + 𝑷𝒃 +
𝑸𝒎 + 𝑸𝒃 (MPa) 
𝟑𝑺 
(MPa) 
Hot 117.0 37.7 0.1 161.5 37.7 242.2 117.0 513.0 
Cold 493.2 417.2 36.7 171.1 61.2 256.6 493.2 463.5 
Case 
61 
𝑺𝒎𝒂𝒙 𝑺𝑴,𝒎𝒂𝒙 𝑷𝒎 𝑺 𝑷𝑳 + 𝑷𝒃 𝟏. 𝟓𝑺 𝑷𝒎 + 𝑷𝒃 + 𝑸𝒎
+ 𝑸𝒃 
𝟑𝑺 
Hot 93.0 37.8 0.1 161.5 37.8 242.2 93.0 513.0 
Cold 388.0 328.1 35.7 171.1 126.7 256.6 388.0 463.5 
Case 
62 
𝑺𝒎𝒂𝒙 𝑺𝑴,𝒎𝒂𝒙 𝑷𝒎 𝑺 𝑷𝑳 + 𝑷𝒃 𝟏. 𝟓𝑺 𝑷𝒎 + 𝑷𝒃 + 𝑸𝒎
+ 𝑸𝒃 
𝟑𝑺 
Hot 197.5 54.6 0.1 161.5 26.1 242.2 197.5 513.0 
Cold 600.0 475.6 21.8 171.1 114.8 256.6 600.0 463.5 
Case 
63 
𝑺𝒎𝒂𝒙 𝑺𝑴,𝒎𝒂𝒙 𝑷𝒎 𝑺 𝑷𝑳 + 𝑷𝒃 𝟏. 𝟓𝑺 𝑷𝒎 + 𝑷𝒃 + 𝑸𝒎
+ 𝑸𝒃 
𝟑𝑺 
Hot 151.2 41.6 0.1 161.5 26.5 242.2 151.2 513.0 
Cold 431.9 346.7 21.9 171.1 123.7 256.6 431.9 463.5 
 
 
Table 47 shows the Case 60 through 63 stress intensities and design loading limits described 
by Eq. (63), Eq. (64), and Eq. (65).  It has been color coded like Table 46.  From Table 47 it can 
be seen that the hot channel stress intensities meet all of the BPVC Section VIII requirements.  
However, only Cases 61 and 63 cold channel stress intensities meet all of the Section VIII limits.  
Therefore, only Cases 61 and 63 are permitted for general applications per the BPVC.   
In order to satisfy the BPVC Section III Level A Service Loading limits, Eq. (66) through 
Eq. (68) must be satisfied.  The 𝑆𝑀,𝑚𝑎𝑥 values may be attributed to either 𝑃𝐿 or 𝑃𝑏.  As it was not 




solely to one or the other, this has the additional benefit of examining the two extreme cases for 
Eq. (68).  Values for 𝑃𝐿, 𝑃𝑏, and their sums, as well as 𝑃𝑚, for use in Eq. (66) through (68) are 
shown in Table 48.  In the case where 𝑆𝑀,𝑚𝑎𝑥 is attributed to 𝑃𝑏, 𝑃𝑏 is assumed to be the 
difference between 𝑆𝑀,𝑚𝑎𝑥 and 𝑃𝑚.  Maximum allowable stress intensity values of 𝑆𝑚, 𝑆𝑡, and  
𝑆𝑚𝑡 for Level A Service Loading were obtained from Fig. 40.  These maximum stress intensity 
values for one-hour of service life along with 1.5𝑆𝑜, 3𝑆𝑜, two times the yield stress (𝑆𝑦), 






Table 48 Level A service loading limit evaluation for all four cases against BPVC Sections III 
Stress Intensities for Mechanical Only Simulations (MPa) 















𝑷𝒃 37.7 0.1 106.5 37.6 0.1 37.7 156.6 30.2 137.2 
𝑷𝑳 0 37.7 37.7 156.6 37.7 137.2 
Cold 
(MPa) 
𝑷𝒃 417.2 36.7 107.0 380.5 36.7 417.2 158.0 341.1 139.0 















𝑷𝒃 37.8 0.1 106.5 37.7 0.1 37.8 156.6 30.3 137.2 
𝑷𝑳 0 37.8 37.8 156.6 37.8 137.2 
Cold 
(MPa) 
𝑷𝒃 328.1 35.7 107.0 289.4 35.7 328.1 158.0 267.2 139.0 















𝑷𝒃 54.6 0.1 106.5 54.5 0.1 54.6 156.6 43.7 137.2 
𝑷𝑳 0 54.6 54.6 156.6 54.6 137.2 
Cold 
(MPa) 
𝑷𝒃 475.6 21.8 107.0 453.8 21.8 475.6 158.0 384.8 139.0 















𝑷𝒃 41.6 0.1 106.5 41.5 0.1 41.6 156.6 33.3 137.2 
𝑷𝑳 0 41.6 41.6 156.6 41.6 137.2 
Cold 
(MPa) 
𝑷𝒃 346.7 21.9 107.0 324.8 21.9 346.7 346.7 281.7 139.0 
𝑷𝑳 0 346.7 346.7 158.0 346.7 139.0 
 
 
Similar to Table 46, Table 48 is color coded to show when limiting equation is met.  The 
one-hour service life numbers were chosen because they provide the highest stress intensity 
limits.  Eq. (66) is satisfied for all cases.  Additionally, the limits imposed by Eq. (67) and Eq. 
(68) are met for the hot channel in all cases.  However, these equations were not satisfied by the 
cold channel for any of the cases evaluated.  This result is no surprise due to the temperature 




temperature were lowered to below the 700 𝐾 limit for nuclear applications and the cold channel 
pressure lowered to ensure stress intensities at the channel tips remain below the BPVC Section 
III limits.  Conversely, the PCHE may be able to meet BPVC Section III design limits if another 
material, such as Inconel alloy 617 (UNS: N06617), were used.   
The creep behavior of PCHE studied by Lee and Lee was already evaluated against the 
BPVC Section VIII standards through the application of Eq. (63) through Eq. (65).  Cases 61 and 
63 were found to perform satisfactorily according to these limits. 
6.1.2 Pseudo 2D PCHE Bilinear Isotropic Hardening Model Analysis 
Maximum stress intensity results from the bilinear isotropic hardening model of Cases 60 
and 61 values are compared to the results of Lee and Lee [43] as seen in Table 49.  Lee and Lee 
results were obtained from a plot in their paper using Webplot Digitizer [70].  Additionally, plots 
and contours of the stress intensities, similar to those of the linear elastic results, can be seen in 
Fig. 190 through Fig. 192. 
 
 
Table 49 Comparison of bilinear isotropic hardening model results 
Surface maximum Stress Intensities (MPa) Bilinear 
Isotropic Hardening Model  
  Hot Total Cold Total 
Lee & Lee [43] 88.0 105.0 
Case 60 116.3 131.6 
% Difference 32.1 25.4 
Case 61 91.4 127.0 
% Difference 3.9 20.0 
Case 61 with S31603 𝑺𝒚 90.8 106.4 
% Difference 3.2 1.3 
Case 62 135.6 150.2 
% Difference 54.1 43.0 
Case 63 141.7 144.1 





Fig. 190 Surface total stress intensity vs. distance along channel wall for bilinear isotropic 
hardening model Cases 60 and 61 current results vs. the results of Lee and Lee [43] 
 
 
Fig. 191 Bilinear isotropic hardening model stress intensity (MPa) for PCHE models (A) Case 60 
total stress intensity, (B) Case 61 total stress intensity, (C) Case 62 total stress intensity, (D) Case 




































































Similar to the linear isotropic elasticity model results, the hot channel maximum total stress 
intensity for Case 61 well matches the results of Lee and Lee.  However, the cold channel results 
are much higher.  Closer examination of the model upon which Lee and Lee based their bilinear 
isotropic hardening model, seen in Fig. 193, reveals that a lower value of yield stress (𝑆𝑦) may 
have been used in their research, approximately 90 MPa at 783 𝐾, than was used in this study, 
118 MPa.  Examination of Table 6 shows that 𝑆𝑦 for stainless steel 316L (UNS: S31603) at 783 
𝐾 is 93 MPa, which may have been used instead of that of stainless steel 316 (UNS: S31600).  
This explains the difference in results in the cold channel because a higher 𝑆𝑦 produces a higher 
stress intensity.  Since most of the hot channel deformation is in the elastic range, these results 
are close even with the use of a different plasticity model.  The model was rerun with the lower 
value for 𝑆𝑦 and maximum stress intensity values of 90.8 MPa, with an error of 3.2% from that 




channels respectively.  Caution should be exercised when combining different material 




Fig. 193 Lee and Lee constructed stress–strain behavior of S31600 at 510°C or 783 𝐾 including 
plastic models developed by Hayhurst et al. [43][67] 
 
 
Bilinear isotropic hardening model analysis was also conducted for Cases 62 and 63 using 
the original model based upon the properties of S31600.  The results of this can be seen in Table 
49, Fig. 191, Fig. 194, and Fig. 195.  Cases 62 and 63 result in higher values of 𝑆𝑚𝑎𝑥 than Cases 





Fig. 194 Total stress intensity vs. distance along channel wall for bilinear isotropic hardening 
model Cases 62 and 63 current results vs. the results of Lee and Lee [43] 
 
 




6.1.3 Pseudo 2D PCHE Multilinear Isotropic Hardening Model Analysis 
The 𝑆𝑚𝑎𝑥 for all four cases at various times can be seen in Table 50 and plots of stress 
intensity, at initial application time and 300,000 hours, versus distance along channel wall and 

























































196, Fig. 197, Fig. 198, and Fig. 199.  Contours of stress intensities for all four cases at initial 
time and 300,000 hours can be seen in Fig. 200. 
 
 
Table 50 Comparison of multilinear isotropic hardening model results for all 4 cases over various 
times 
Maximum Stress Intensities (MPa)  
Channel Hot Cold 
 𝑆𝑚𝑎𝑥 𝑆𝑢 𝑭𝑺 𝑆𝑚𝑎𝑥 𝑆𝑢 𝑭𝑺 
Case 60 
Initial/Design 112.3 449.8 4.01 158.0 459.4 2.91 
30,000 hours 79.1 170.1 2.15 151.5 184.6 1.22 
100,000 hours 71.2 158.7 2.23 145.9 178.6 1.22 
300,000 hours 62.7 141.9 2.26 140.6 172.5 1.23 
Case 61 
Initial/Design 90.1 449.8 4.99 153.1 459.4 3.00 
30,000 hours 70.9 170.1 2.40 146.2 184.6 1.26 
100,000 hours 64.6 158.7 2.46 138.5 178.6 1.29 
300,000 hours 64.5 141.9 2.20 133.1 172.5 1.30 
Case 62 
Initial/Design 144.7 449.8 3.11 185.4 459.4 2.48 
30,000 hours 115.4 170.1 1.47 177.8 184.6 1.04 
100,000 hours 106.8 158.7 1.49 172.0 178.6 1.04 
300,000 hours 96.8 141.9 1.47 165.5 172.5 1.04 
Case 63 
Initial/Design 141.9 449.8 3.17 174.7 459.4 2.63 
30,000 hours 104.0 170.1 1.64 166.2 184.6 1.11 
100,000 hours 96.0 158.7 1.65 159.4 178.6 1.12 






Fig. 196 Case 61 total stress intensity vs. distance along channel wall for multilinear isotropic 
hardening initial and 300,000-hour models 
 
 
Fig. 197 Case 63 total stress intensity vs. distance along channel wall for multilinear isotropic 
hardening initial and 300,000-hour models 
 
 
Fig. 198 Multilinear isotropic hardening model total stress intensity for Case 61 close up view of 





















































































































Fig. 199 Multilinear isotropic hardening model total stress intensity for Case 63 close up view of 






Fig. 200 Multilinear isotropic hardening model total stress intensity (MPa) for PCHE models (A) 
Case 60 initial/design, (B) Case 60 at 300,000 hours, (C) Case 61 initial/design, (D) Case 61 at 
300,000 hours, (E) Case 62 initial/design, (F) Case 62 at 300,000 hours, (G) Case 63 
initial/design, (H) Case 63 at 300,000 hours 
 
 
In all cases the initial values of 𝑆𝑚𝑎𝑥 remain well below the values of ultimate stress (𝑆𝑢), 









range from 2.48 to 4.99.  These values are high enough to provide a sufficient margin of safety 
for most applications.  Values for 𝑆𝑢 after long durations at elevated temperatures (𝑇) could not 
be obtained.  However, it is reasonable to assume these values are greater than or equal to the 
highest stress values available on the average isochronous stress-strain curve found in the Boiler 
and Pressure Vessel Code (BPVC) [66].  Examination of Fig. 13 shows that the value of 𝑆𝑢 at 
300,000 hours and 783 𝐾 is at least 172.5 MPa.  The maximum value for 𝑆𝑚𝑎𝑥 at 300,000 hours, 
the Case 62 value of 165.5 MPa, provides a minimum 𝐹𝑆 of 1.04.  This 𝐹𝑆 value is very low and 
probably not sufficient for most applications.  However, it is an underestimate due to the way in 
which the value of 𝑆𝑢 was obtained.  Additionally, the 783 𝐾 average isochronous stress-strain 
curve was used to estimate 𝑆𝑢 for the cold channel which was actually 781 𝐾 and the 811 𝐾 
average isochronous stress-strain curve was used for the hot channel which was actually 799 𝐾, 
leading to further underestimation of the value of 𝑆𝑢.   
The 𝐹𝑆 estimates for all four cases at various times, calculated using estimated 𝑆𝑢 values 
obtained from the average isochronous stress-strain curves, are presented in Table 50.  These 
values have a gray background to indicate that they are only estimates based upon limited data.  
The design/initial 𝐹𝑆 for all cases are high enough to allow for use in most applications.  
However, the 𝐹𝑆 values obtained for Cases 60 and 61 over an extended service life are the most 
suitable.  Although, the underestimation of the stress intensities, which occurs as a result of 
boundary conditions A and the data sampling location, must be accounted for when considering 
these results.  Table 50, Fig. 198, Fig. 199, and Fig. 200 clearly show the effects of creep as the 
stress intensities can be seen to relax with permanent deformation of the printed circuit heat 




6.2 Abbreviated 3D Ishizuka et al. HEATRIC PCHE Analysis 
Case 8 from the experimental study of a stainless steel 316L (UNS: S31603) HEATRIC 
printed circuit heat exchanger (PCHE) [1] by Ishizuka et al. [3] was modeled using the linear 
isotropic elasticity model and a multilinear isotropic hardening model.  Details of this model may 
be found in 2.1.5.2.2 Abbreviated Three-Dimensional Model of Ishizuka et al. PCHE.  The linear 
elastic results were evaluated against the Boiler and Pressure Vessel Code (BPVC) Section III 
and Section VIII maximum allowable stress limits [82][75] and the multilinear isotropic 
hardening results were evaluated with the use of factor of safety (𝐹𝑆). 
6.2.1 Abbreviated 3D PCHE Linear Elastic Analysis 
Contour plots of the linear elastic stress intensity results from this analysis may be seen in 
Fig. 201.  The maximum stress intensity (𝑆𝑚𝑎𝑥) values were found to occur in the channel tip at 
the inside curve of the channel bend and a close-up view of this may be seen in Fig. 202, with 
corresponding values listed in Table 51 Design loading limit evaluation for abbreviated Ishizuka 







Fig. 201 Linear elastic model stress intensities for channel bend regions of interest (Left) outside 
of curve and (Right) inside of curve  
 
 
Fig. 202 Linear elastic model cold channel tip inside curve stress intensity contour for 
abbreviated Ishizuka et al. [3] PCHE model 
 
 
The 𝑆𝑚𝑎𝑥 values were assumed to be good estimates of the maximum mechanical stress 




walls and difficulty isolating mechanical stress in a coupled ANSYS® CFX to ANSYS® 
Mechanical model.  These and other stress intensity values, obtained in the same manner as those 
previously, are listed Table 51 Design loading limit evaluation for abbreviated Ishizuka et al. [3] 
vs. BPVC Sections III and Table 52. 
 
 
Table 51 Design loading limit evaluation for abbreviated Ishizuka et al. [3] vs. BPVC Sections 
III 













Upper (Hot) 36.3  2.4 101.0 36.3 151.5 
Middle (Cold) 195.7  7.9 101.2 195.7 151.8 
Lower (Hot) 32.3  2.4 101.0 32.3 151.5 
 
Table 52 Design loading limit evaluation for abbreviated Ishizuka et al. [3] vs. BPVC Sections 
VIII 













𝑷𝒎 + 𝑷𝒃 +





36.3  2.4 161.6 16.7 242.4 36.3 484.8 
Middle  
(Cold) 
195.7  7.9 161.9 38.1 242.9 195.7 485.8 
Lower  
(Hot) 
32.3  2.4 161.6 15.4 242.4 32.3 484.8 
 
 
From Table 51 and Table 52 it can be seen that the abbreviated model from the study of 
Ishizuka et al. does not meet Boiler and Pressure Vessel Code (BPVC) Section III Design 
Loading requirements but does meet BPVC Section VIII requirements making it suitable for 




the maximum stress intensity data for stainless steel 316L (UNS: S31603), under these 
conditions, is not provided in the BPVC.  It is possible that the bend angle radius of curvature (𝑟) 
and channel tip radius of curvature (𝑟𝑐𝑡) of the actual PCHE differ from the estimates used in this 
study, which may result in lower or higher stress intensity values. 
6.2.2 Abbreviated 3D PCHE Multilinear Isotropic Hardening Model Analysis 
One-way coupled fluid-structure interaction (FSI) simulations were conducted as described 
in section 2.1.4.3 Multilinear Isotropic Hardening Model.  These results can be seen in Table 53 
along with the calculated factor of safety (𝐹𝑆) for each channel using the ultimate stress (𝑆𝑢) for 
the hottest temperature (𝑇) found on the channel wall within the inner bend channel tip.  A cold 
channel inside curve channel tip contour plot of the stress intensities obtained from the 
multilinear isotropic hardening model simulation can be seen in Fig. 203. 
 
 
Table 53 Multilinear isotropic hardening model results for abbreviated Ishizuka et al. [3] PCHE 
Channel 𝑺𝒎𝒂𝒙 (MPa) 𝑺𝒖 (MPa) Factor of Safety 
Upper (Hot) 36.3 495 13.63 
Middle (Cold) 166.9 495 2.96 






Fig. 203 Multilinear isotropic hardening model cold channel tip inside curve stress intensity 
contour for abbreviated Ishizuka et al. [3] PCHE model 
 
 
Examination of Table 53 shows that the cold channel stress intensities are significantly 
reduced by the effects of plastic deformation at the channel tips.  Additionally, the 𝐹𝑆 values for 
all three channels are sufficiently high to allow for safe use of this printed circuit heat exchanger 
(PCHE) in most applications.  It requires emphasizing that the 𝐹𝑆 analysis is not supported by 
the Boiler and Pressure Vessel Code (BPVC) and is merely another method of evaluating the 
stress intensity levels of the PCHEs.   
6.3 Notional 3D PCHE Analysis 
Two notional PCHEs made from Inconel alloy 617 (UNS: N06617) and stainless steel 316L 
(UNS: S31603) and possessing worst-case scenario geometric and operating parameters were 




Details of this model may be found in 2.1.5.2.3 Three-Dimensional Models of Notional PCHEs.  
The linear elastic results were evaluated against the Boiler and Pressure Vessel Code (BPVC) 
Section VIII maximum allowable stress limits [75] and the multilinear isotropic hardening results 
were evaluated with the use of factor of safety (𝐹𝑆). 
6.3.1 Notional 3D PCHE Linear Analysis 
The stress intensity contour plots of the inside and outside channel bend curves look very 
similar to those of Fig. 201, so they are not included here.  The main differences exist in the 
magnitude of the stress intensities in the channel tips.  Fig. 204 shows contours of stress intensity 




Fig. 204 Linear elastic model cold channel tip inside curve stress intensity contours for (A) Case 








Cases 64 through 67 were evaluated against the Boiler and Pressure Vessel Code (BPVC) 
Section VIII stress intensity limits.  These cases were not evaluated against Section III limits 
because they exceeded the temperature (𝑇) limits allowable for these materials.  All of these 
results, along with Section VIII stress intensity limits may be seen in Table 54.  As expected, the 
maximum mechanical stress intensity (𝑆𝑀,𝑚𝑎𝑥) values for the middle (cold) channels and lower 
(hot) channels in Cases 64 and 66 are lower than the values of total maximum stress intensity 
(𝑆𝑚𝑎𝑥).  However, the upper (hot) channels have a higher value for 𝑆𝑀,𝑚𝑎𝑥 than 𝑆𝑚𝑎𝑥.  This 
effect is most likely caused by the mechanical stress intensity being caused by a tensile loading 
while the thermal stress intensity is caused by compressive loading.  The result being that the 
total stress intensity in the upper channel tips is reduced by the inclusion of thermal stresses 
because they counteract some of the load and deformation caused by the mechanical stresses.  
This occurs at the upper channel tips, but not the lower channel tips, because the temperature 
difference (Δ𝑇) at the upper channel tips is significantly greater, 6.6 𝐾 for Case 64 and 8.3 𝐾 for 
Case 66.  This causes greater thermal stress as the expansion of the printed circuit heat exchanger 






Table 54 Design loading limit evaluation for Cases 64 through 67 BPVC Sections III and VIII 
 Eq. (63) Eq. (64) Eq. (65) 
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181.7 194.1 4.8 230.2 54.2 345.3 181.7 690.6 
Middle 
(Cold) 
580.4 519.4 24.9 230.5 105.4 345.7 580.4 691.4 
Lower 
(Hot) 
216.2 176.0 5.8 230.2 53.2 345.3 216.2 690.6 
Case 65 𝑺𝒎𝒂𝒙 𝑺𝑴,𝒎𝒂𝒙 𝑷𝒎 𝑺 𝑷𝑳 + 𝑷𝒃 𝟏. 𝟓𝑺 𝑷𝒎 + 𝑷𝒃




190.1  4.7 215.4 54.4 323.0 190.1 646.1 
Middle 
(Cold) 
522.3  27.7 216.1 104.8 324.1 522.3 648.2 
Lower 
(Hot) 
176.5  5.4 215.4 53.1 323.0 176.5 646.1 
Case 66 𝑺𝒎𝒂𝒙 𝑺𝑴,𝒎𝒂𝒙 𝑷𝒎 𝑺 𝑷𝑳 + 𝑷𝒃 𝟏. 𝟓𝑺 𝑷𝒎 + 𝑷𝒃




182.1 194.0 4.7 148.1 54.4 222.1 182.1 444.3 
Middle 
(Cold) 
626.6 518.3 24.9 149.7 105.4 224.5 626.6 449.1 
Lower 
(Hot) 
249.9 176.0 5.8 148.1 53.3 222.1 249.9 444.3 
Case 67 𝑺𝒎𝒂𝒙 𝑺𝑴,𝒎𝒂𝒙 𝑷𝒎 𝑺 𝑷𝑳 + 𝑷𝒃 𝟏. 𝟓𝑺 𝑷𝒎 + 𝑷𝒃




189.2  4.7 140.9 54.4 211.4 189.2 422.7 
Middle 
(Cold) 
524.0  28.9 141.0 104.5 211.5 524.0 423.0 
Lower 
(Hot) 
177.8  5.3 140.9 53.0 211.4 177.8 422.7 
 
 
By examining Table 54, it can be seen that Cases 64 and 65 meets all of the requirements of 
Section VIII.  Cases 66 and 67 also to meet the Section VIII Eqs. (63) and (64) limits but fail to 




lowered enough for the temperature dependent stress intensity limits to be high enough to allow 
these cases to be within limits.  In order to meet the Section VIII requirements, the Case 66 and 
67 cold channel inlet pressure (𝑝𝑐,𝑖𝑛) needs to be lowered.  If the relationship between pressure 
and stress intensity is linear, which is a reasonable assumption considering Eq. (19), Eq. (20), 
and Eq. (21), the 𝑝𝑐,𝑖𝑛 would need to be lowered to approximately 17 MPa for Case 67 to meet 
Section VIII restrictions.  This reduction in pressure would need to be greater if the temperature 
difference across the solid is great, as would be required for Case 66.  It is also possible that 
increasing some of the geometric parameters, such as plate thickness (𝑡𝑝) and wall thickness 
(𝑡𝑤), may reduce the stress intensities at the channel tips, but further study is required to 
determine if these factors have as significant effect. 
6.3.2 Notional 3D PCHE Multilinear Isotropic Hardening Model Analysis 
Similar to the abbreviated Ishizuka et al. printed circuit heat exchanger (PCHE) model, the 
notional PCHEs were simulated using the multilinear isotropic hardening model.  Cases 64 and 
65 used the Inconel alloy 617 (UNS: N06617) multilinear isotropic hardening model and Cases 
66 and 67 used the same stainless steel 316L (UNS: S31603) model as was used for the 
abbreviated model of Ishizuka et al.  These results can be seen in Table 55 along with the 
calculated factor of safety (𝐹𝑆) for each channel using the ultimate stress (𝑆𝑢) for the hottest 
temperature (𝑇) found on inner channel bend channel tip.  A cold channel inside curve channel 
tip contour plot of the stress intensities obtained from the multilinear isotropic hardening model 






Table 55 Multilinear isotropic hardening model results for notional PCHE cases 
Case 64 𝑺𝒎𝒂𝒙 (MPa) 𝑺𝒖 (MPa) Factor of Safety 
Upper (Hot) 181.9 601 3.30 
Middle (Cold) 260.5 604 2.32 
Lower (Hot) 216.0 601 2.78 
Case 65 𝑺𝒎𝒂𝒙 (MPa) 𝑺𝒖 (MPa) Factor of Safety 
Upper (Hot) 189.8 587 3.09 
Middle (Cold) 254.3 587 2.31 
Lower (Hot) 176.6 587 3.32 
Case 66 𝑺𝒎𝒂𝒙 (MPa) 𝑺𝒖 (MPa) Factor of Safety 
Upper (Hot) 140.2 495 3.53 
Middle (Cold) 188.2 495 2.63 
Lower (Hot) 149.5 495 3.31 
Case 67 𝑺𝒎𝒂𝒙 (MPa) 𝑺𝒖 (MPa) Factor of Safety 
Upper (Hot) 135.5 483 3.56 
Middle (Cold) 166.1 484 2.91 







Fig. 205 Multilinear isotropic hardening model cold channel tip inside curve stress intensity 
contours for (A) Case 64, (B) Case 65, (C) Case 66, (D) Case 67 
 
 
From Table 55, it can be seen that the cold channel stress intensities are significantly reduced 
by the effects of plastic deformation at the channel tips.  Additionally, the 𝐹𝑆 values for all three 
channels of each case are sufficiently high to allow for safe use of this PCHE in many 
applications.  However, the 𝐹𝑆 values for the cold channels of Cases 64 and 65 may not be 










CHAPTER 7 CONCLUSIONS AND FUTURE WORK   
This study was performed to obtain a better understanding of zigzag-channel supercritical 
carbon dioxide (sCO2) printed circuit heat exchanger (PCHE) performance from a macro level 
using computational fluid dynamics (CFD) and structural analyses.  Design of experiments 
(DOE) methods were used to determine which design and operating factors affect the required 
data sampling interval size for application of the staged integral method of data analysis.  Then, a 
new non-uniform staged integral method was proposed and evaluated.  Next a factor sensitivity 
analysis study was conducted to ascertain which of these factors had the greatest affect upon 
thermal-hydraulic performance parameters.  Data and results from this investigation were used to 
develop heat transfer and pressure drop (∆𝑝) correlations applicable to a broad range of 
geometries and operating conditions, only requiring flow inlet parameters.  Lastly, a three-
dimensional (3D) fluid-structure interaction (FSI) analysis of these PCHEs, examining worst 
case scenario design and operating parameters for safe operation, was conducted and evaluated 
against the American Society of Mechanical Engineers (ASME) Boiler and Pressure Vessel 
Code (BPVC). 
7.1 Conclusions 
7.1.1 Data Sampling Interval and Non-Uniform Staged Integral Method 
The required data sampling interval for zigzag-channel printed circuit heat exchangers 
(PCHEs) is primarily driven by the channel bend angle (𝜃).  Smaller values of 𝜃, more acute 
angles, require smaller sampling intervals.  Additionally, flows with inlet parameters near the 
critical point, particularly cold channel inlet temperature (𝑇𝑐,𝑖𝑛), may further reduce the required 
sampling interval.  The required data sampling interval for straight-channel PCHEs is primarily 




intervals.  𝑇𝑐,𝑖𝑛 values near the critical point also affect the sample interval, the higher the 
temperature (𝑇) gets away from the critical point, the larger the sampling interval that may be 
accepted. 
The non-uniform staged integral method has limited utility for zigzag-channel PCHEs 
primarily because the presence of zigzags along the entire length of flow dictates a smaller 
overall data sampling interval.  The data sampling interval may be enlarged in areas where the 
fluid flow is not near the critical point for channels with larger bend angles.  The non-uniform 
staged integral method has more utility for PCHEs with straight-channels.  It is particularly 
useful for PCHEs with low values for ?̇? and flow properties near the critical point.  A process 
for implementing this method was developed.      
7.1.2 Factor Sensitivity Study 
The hot channel Nusselt number (𝑁𝑢) and cold channel 𝑁𝑢 are sensitive to changes in mass 
flow rate (?̇?).  Increased ?̇? results in increases in heat transfer performance, 𝑁𝑢.  There appears 
to be a two-factor interaction between ?̇? and hot channel inlet temperature (𝑇ℎ,𝑖𝑛) which affects 
hot channel 𝑁𝑢.  The increase in hot channel 𝑁𝑢 from increased ?̇? diminishes as 𝑇ℎ,𝑖𝑛 increases.  
Additionally, there is a two-factor interaction between ?̇? and cold channel inlet pressure (𝑝𝑐,𝑖𝑛).  
The increase in cold channel 𝑁𝑢 associated with increased ?̇? diminishes as 𝑝𝑐,𝑖𝑛 is increased 
away from the critical point. 
Increases in hot channel Colburn factor (𝑗) appear to result from decreased values of ?̇?, cold 
channel width (𝑤𝑐), and increased values of hot channel width (𝑤ℎ).  At high ?̇?, the effect of 𝑤𝑐 
on hot channel 𝑗 becomes less significant.  Increases in cold channel 𝑗 seem to be most greatly 




channel inlet parameters are near the critical point.  This effect diminishes as cold channel inlet 
temperature (𝑇𝑐,𝑖𝑛) and cold channel inlet pressure (𝑝𝑐,𝑖𝑛) increase away from the critical point. 
Hot and cold channel Darcy friction factor (𝑓𝐷) are both highly sensitive to bend angle (𝜃) 
and bend angle radius of curvature (𝑟).  Values of 𝑓𝐷 are significantly increased by decreased 𝜃, 
decreased 𝑟, and increased 𝑤.  The effects of 𝑟 and 𝑤 are most significant when combined with 
small values of 𝜃 for both hot and cold channels. 
7.1.3 Thermal-Hydraulic Performance Correlations 
Overall, the new correlations better predicted the hot channel Nusselt number (𝑁𝑢) and 
Darcy friction factor (𝑓𝐷) results from the experimental study of Ishizuka et al. [3], using inlet 
parameters, than any of the other examined correlations.  The Gnielinski correlation [21] had the 
best results predicting the cold channel 𝑁𝑢 for the Ishizuka et al. [3] experimental results from 
inlet parameters and the Ishizuka et al. correlation had the best result for the cold channel 𝑓𝐷.  
There is significant error associated with approximating a linear temperature (𝑇) profile for 
calculating performance parameters from experimental results when only inlet and outlet data is 
known.  When possible, a midpoint data reading, or use of numerical modeling to estimate the 
temperature profile, would greatly improve results.   
The hot channel 𝑁𝑢 correlation has an average error of 24.96% for the numerical cases over 
the recommended application range and models the experimental test data of Ishizuka et al. 
within ±30%.  The cold channel 𝑁𝑢 correlation has an average error of 27.99% for the numerical 
cases over the recommended application range and models the experimental test data of Ishizuka 
et al. within ±30%.  Both 𝑁𝑢 correlations tend to over predict the value of 𝑁𝑢 for low values of 




The cold channel Nu correlation tends to over predict for small values of channel width (𝑤) and 
under predict for larger values of 𝑤.  
The hot channel 𝑓𝐷 correlation has an average error of 30.37% for the numerical cases over 
the recommended application range and models the experimental test data of Ishizuka et al. 
within approximately +30%.  The cold channel 𝑓𝐷 correlation has an average error of 32.07% for 
the numerical cases over the recommended application range and models the experimental test 
data of Ishizuka et al. within approximately -20%.  The hot channel 𝑓𝐷 correlation tends to over 
predict 𝑓𝐷 for cases with high ?̇?. The cold channel 𝑓𝐷 correlation tends to over predict for large 
values of segment length (𝑙) and high cold channel inlet temperature (𝑇𝑐,𝑖𝑛) and under predict for 
smaller values of 𝑙 and low values of 𝑇𝑐,𝑖𝑛.  
7.1.4 FSI Analysis 
The pseudo two-dimensional (2D) printed circuit heat exchanger (PCHE), simulated as 
stainless steel 316 (UNS: S31600), examined by Lee and Lee [43] is not recommended for use as 
a nuclear component due to failure to meet maximum allowable stress levels and violating 
maximum temperature (𝑇) requirements laid out by Boiler and Pressure Vessel Code (BPVC) 
Section III.  However, the pseudo 2D PCHE meets BPVC Section VIII requirements for use in 
nonnuclear applications for Cases 61 and 63 with S31600 as the material.  Suitable applications 
may include a solar thermal tower or trough system.  Use of stainless steel 316L (UNS: S31603) 
for this PCHE violates BPVC Section VIII temperature limits.  The factor of safety 𝐹𝑆 values 
obtained with the multilinear isotropic hardening model at design/initial loading are higher for 





The abbreviated model of the HEATRIC PCHE, experimentally examined by Ishizuka et al. 
[3] exceeded the maximum allowable stress intensity limits laid out in the BPVC Section III but 
meets those of Section VIII.  This was due to the difference in stress classifications from one 
section to another in the BPVC and the higher allowable stress intensity limits of Section VIII.  
The stress intensity results from the simulation of the abbreviated model of the HEATRIC 
PCHE, using the multilinear isotropic hardening model, yielded stress intensities sufficiently low 
to provide 𝐹𝑆 values of approximately 3 and greater for all channels.  This indicates that at 
design/initial loading, this PCHE is suitable for most applications under these operating 
conditions. 
The notional PCHE made from Inconel alloy 617 (UNS: N06617) examined in Cases 64 and 
65 met all BPVC Section VIII stress intensity limits.  The notional PCHE made from S31603 
examined in Cases 66 and 67 did not meet the BPVC Section VIII limits and would not be able 
to meet them at any temperature (𝑇) with the current pressure loading condition.  Cold channel 
pressure (𝑝𝑐) would need to be reduced or a different material used.  The multilinear isotropic 
hardening model analysis of the notional PCHEs indicated that the stress intensities resulting 
from design/initial conditions are sufficiently low that the 𝐹𝑆 values allow use of the PCHEs 
under these operating conditions for most applications.  However, Cases 64 and 65 would require 
a reduction in 𝑝𝑐 or temperature prior to use in critical areas such as nuclear power plants. 
7.2 Recommendations and Future Work 
7.2.1 Other Applications for the Non-Uniform Staged Integral Method 
The non-uniform staged integral method had limited utility for conducting the data analysis 
of zigzag-channel printed circuit heat exchangers (PCHEs).  However, it was quite useful in 




have utility when analyzing other PCHE geometries such as airfoil fin (AFF) designs.  Further 
testing is required to determine if the non-uniform staged integral method has utility in other 
areas.  
7.2.2 Examine Effect of Lf on Heat Transfer Performance 
The geometric parameters heat exchanger length (𝐿), bend angle (𝜃), segment length (𝑙), and 
functional length (𝐿𝑓) are all interrelated.  In this study, it was not possible to independently 
examine the effects of all of them upon the thermal-hydraulic performance parameters, so the 
combination that maximized the number that could be evaluated was chosen.  This left 𝐿𝑓 as a 
dependent variable.  Many studies have linked smaller values of 𝜃 to increase heat transfer 
performance [7].  Due to the interrelation between 𝜃 and 𝐿𝑓, this performance increase may be 
attributable to either parameter.  A targeted study, varying only these two parameters, needs to be 
conducted to determine the degree to which this heat transfer performance improvement is due to 
each parameter.   
7.2.3 Increase Fidelity of Sensitivity Analysis Study 
An error occurred in the planning of the sensitivity analysis study which resulted in the 
maximum evaluated value for channel width (𝑤) being 1.5 mm when it should have been 3 mm.  
Additional cases need to be added to the study containing channel width values of 3 mm in order 
to better understand the effects of this parameter over the range of relevant values currently 
found in the literature.   
The factors found to be most significant to the thermal-hydraulic performance parameters 
also need to be further analyzed.  Adding more cases to the study with an increased number of 
factor levels for these most significant factors, will greatly increase the understanding of the 




channel inlet temperature (𝑇𝑐,𝑖𝑛), cold channel inlet pressure (𝑝𝑐,𝑖𝑛), mass flow rate (?̇?), channel 
width (𝑤), and bend angle (𝜃) require further study.  Additionally, the two-factor interaction 
effect of 𝑤 and Reynolds number (𝑅𝑒) upon Darcy friction factor (𝑓𝐷) is unclear and could 
benefit from further study with factors at multiple levels.   
7.2.4 Refine Thermal-Hydraulic Performance Parameter Correlations 
The additional cases added to the sensitivity analysis study, described above, would provide 
valuable data to refine the developed thermal-hydraulic performance correlations.  Data resulting 
from simulations with more varied mass flow rate (?̇?) values would benefit both the hot and 
cold channel Nusselt number (𝑁𝑢) and hot channel Darcy friction factor (𝑓𝐷) correlations.  The 
cold channel 𝑁𝑢 correlation also requires data from simulations with more varied channel width 
(𝑤) values, especially those closer to 3 mm.  The cold channel 𝑓𝐷 correlation could be refined 
with data from cases with more varied segment length (𝑙), cold channel inlet temperature (𝑇𝑐,𝑖𝑛), 
and 𝑤. 
The cold channel 𝑓𝐷 correlation grossly underpredicts the experimental results of Ishizuka et 
al. [3], especially when using the polynomial temperature (𝑇) profile which should improve the 
results.  This may be due to the model being developed for much smaller values of 𝑤 or that the 
experimental cold channel inlet temperature (𝑇𝑐,𝑖𝑛 ) and cold channel inlet pressure (𝑝𝑐,𝑖𝑛 ) test 
points were all skewed to one side of the test space.  Or it may be due to some yet unrecognized 
cause.  Further study is required to determine the cause of this underprediction.     
7.2.5 Examine Effects of Geometric Parameters on Channel Tip Stress 
Intensities 
Special attention was paid to the effect of temperature (𝑇), pressure (𝑝), channel tip radius of 




(PCHEs) during the fluid-structure interaction (FSI) portion of this study.  However, geometric 
parameters such as plate thickness (𝑡𝑝) and wall thickness (𝑡𝑤) may also affect the magnitude of 
stress intensity experienced by the PCHE channel tips and thus influence the safety of the PCHE.  
A small parametric study could easily be conducted to determine what, if any, influence these 






A: Gauss-Newton Method Nonlinear Regression Program 
%% This program uses Gauss Newton Method to develop Cold Nu Correlation 
  
% x1-variable is Cold Re 
% x2-variable is Cold Pr 
% x3-variable is Cold mass flow rate 
% x4-variable is Cold inlet Temperature 
% x5-variable is Cold inlet Pressure 
% x6-variable is Cold bend angle 
% x7-variable is Cold length/Dh 
  
% z-variable is what is being solved for (Cold Nusselt Number) 
  
clear; % clear workspace, close all figures, & clears command window 
clc; 
  
error=10^-20; % acceptable error  
  
iter=1000; % maximum number of iterations 
  
report=100; % how often you want an update 
  
relax=0.8; % underrelaxation factor for adjusting increment 
  
spreadsheet='Nu Cold less than 100'; % file name to be read 
  
sheet=1; % sheet in spreadsheet with data 
  
data=xlsread(spreadsheet,sheet); % read all data from spreadhseet 
  
z=data(:,5); % adjust based upon how many factors chosen 
  
[m,p]=size(z); % find size of zinitial matrix m rows n columns (1) 
  
x1=data(:,2); % pull variable x1 data  
x2=data(:,3); % pull variable x2 data    
x3=data(:,4); % pull variable x3 data   
x4=data(:,7); % pull variable x4 data 
x5=data(:,9); % pull variable x5 data 
x6=data(:,15); % pull variable x3 data   
x7=data(:,14); % pull variable x4 data 
  
n=size(x1,1); % resize n for use in iterations below 
  
zbar=(sum(z))/n; % for use in R2 calculations 
  








































a=11; % enter number of coefficients here 
  
zmax=max(z); 




zbarnorm=(sum(znorm))/n; % for use in intermediate R2 calculations 
  
%%  Use nonlinear function 
             
















while(max(e)>=error & i<=iter) % iterate until error is less than 
     


















Z=[dfda1 dfda2 dfda3 dfda4 dfda5 dfda6 dfda7 dfda8 dfda9 dfda10 dfda11]; 





if rcond(ZZ)<eps % check for matrix singularity 
       InvZZ=pinv(ZZ); 
else 




     
Zpred=A(1)*(x1norm.^A(2)).*(x3norm.^A(3)).*(x6norm.^A(4)).*(x7norm.^A(5))+
... 

















     
    i 
    eavg=mean(e) 
     
    iSSTO=sum((znorm-zbarnorm).^2); % Calculate intermediate R2 
    iSSE=sum((znorm-Zpred).^2); 
  
    iR2=1-(iSSE/iSSTO) 



















% matrix A is coefficient 
% will need to unnormalize coefficients 
  








B: Nu Correlation Comparisons for Numerical Data 
Case 1 2 3 4 5 6 7 8 
Hot 𝑵𝒖                 
𝑅𝑒𝑖𝑛 857.22 3276.31 5071.61 545.6 841.85 9540.13 6570.53 1376.34 
𝑃𝑟𝑖𝑛 0.7922 0.7236 0.7922 0.7382 0.7382 0.7382 0.7236 0.8634 
Numerical 𝑵𝒖 5.68 28.78 25.57 9.11 6.44 38.82 29.3 8.37 
New Correlation 8.82 23.7 26.8 9.98 9.29 22.5 18.28 6.59 
% error 55.11 17.64 4.79 9.53 44.18 42.05 37.61 21.22 
Dittus-Boelter 4.65 13.12 19.29 3.15 4.46 31.09 22.89 7.03 
% error 18.15 54.42 24.57 65.42 30.81 19.92 21.89 15.94 
Gnielinski - 11.13 17.72 - - 29.42 21.39 2.73 
% error - 61.32 30.7 - - 24.21 26.99 67.38 
Yoon 12.68 30.13 43.24 8.86 11.95 63.83 48.7 18.61 
% error 123.09 4.7 69.08 2.76 85.53 64.4 66.2 122.4 
Adjusted Ngo 5.51 12.45 16.86 4.06 5.33 24.53 19.28 7.63 
% error 90 29.44 251.65 57.43 87.94 41.66 48.73 64.05 
adjusted Kim 100 3.56 10.6 15.12 2.46 3.51 25.29 18.67 5.23 
% error 37.4 63.18 40.87 72.97 45.57 34.87 36.29 37.48 
adjusted Ishizuka 1.76 6.97 18.16 2.84 3.96 23.46 6.52 4.97 
% error 69 75.78 28.98 68.79 38.54 39.58 77.76 40.56 
Cold 𝑵𝒖                 
𝑅𝑒𝑖𝑛 2058.88 12607 17353.1 1926.97 1104.74 9817.44 23743.7 4925.38 
𝑃𝑟𝑖𝑛 1.0069 1.8367 17.7276 0.8057 1.0069 1.8367 17.4799 0.7984 
Numerical 𝑵𝒖 20.36 56.52 123.13 13.03 5.78 27.52 58.76 12.76 
New Correlation 10.14 61.19 58.71 12 10.12 37.56 57.73 17.18 
% error 50.19 8.26 52.32 7.92 74.97 36.48 1.75 34.6 
Dittus-Boelter 10.32 52.65 134.22 9.15 6.27 43.11 171.76 19.34 
% error 49.32 6.84 9 29.78 8.38 56.63 192.29 51.48 
Gnielinski 6.88 56.73 185.73 5.76 0.86 45.73 245 17.31 
% error 66.2 0.37 50.84 55.81 85.09 66.16 316.93 35.63 
Yoon 27.2 141.19 785.97 22.43 17.7 118.82 966.79 42.6 
% error 33.6 149.82 538.3 72.08 205.98 331.73 1545.2 233.73 
Adjusted Ngo 10.32 39.03 97.9 9.22 6.98 33.35 118.71 16.59 
% error 49.31 30.94 20.49 29.24 20.58 21.17 102.02 30.01 
adjusted Kim 100 7.26 31.73 41.15 6.88 4.37 25.88 53.11 14.77 
% error 64.33 43.86 66.58 47.21 24.37 5.95 9.62 15.69 
adjusted Ishizuka 2.74 38.83 13.59 3.11 1.04 12.1 28.9 8.08 






Case 9 10 11 12 13 14 15 16 
Hot 𝑵𝒖                 
𝑅𝑒𝑖𝑛 711.32 3855.05 1869.74 13769.5 732.52 808.26 527.68 780.92 
𝑃𝑟𝑖𝑛 0.7283 0.7283 0.7283 0.7922 0.7236 0.7922 0.7236 0.7283 
Numerical 𝑵𝒖 7.32 24.28 13.16 19.98 1.31 4.17 8.8 4.14 
New Correlation 7.9 22.4 12.94 16.4 7.92 9.46 8.2 7.44 
% error 7.87 7.73 1.66 17.9 505.28 126.78 6.77 79.83 
Dittus-Boelter 3.88 14.98 8.4 42.89 3.96 4.44 3.04 4.18 
% error 47.08 38.31 36.22 114.7 202.57 6.43 65.4 0.89 
Gnielinski - 13.2 5.31 40.9 - - - - 
% error - 45.65 59.7 104.7 - - - - 
Yoon 10.55 33.86 20.55 86.14 10.72 12.18 8.55 11.25 
% error 44.03 39.44 56.1 331.16 719.55 191.97 2.85 171.81 
Adjusted Ngo 4.77 13.82 8.76 31.6 4.85 5.31 3.95 5.06 
% error 39.36 78.63 426.81 76.5 99.04 95.81 41.69 93.66 
adjusted Kim 100 3.06 12.1 6.71 34.09 3.13 3.39 2.4 3.3 
% error 58.25 50.18 49 70.62 139.43 18.66 72.75 20.3 
adjusted Ishizuka 0.87 7.95 2.6 19.14 0.91 3.5 0.94 0.77 
% error 88.18 67.24 80.25 4.18 30.8 16.05 89.29 81.35 
Cold 𝑵𝒖                 
𝑅𝑒𝑖𝑛 490.3 10892 870.24 9437.5 1448.98 1858.01 2486.52 1768.74 
𝑃𝑟𝑖𝑛 1.8366 0.8057 1.8366 17.7727 17.7781 17.7777 0.8057 1.0069 
Numerical 𝑵𝒖 8.59 51.1 20.56 130.13 26 27.22 11.92 119.52 
New Correlation 10.1 43.25 18.86 57.08 24.26 24.76 12.15 11 
% error 17.51 15.36 8.27 56.14 6.67 9.03 1.97 90.8 
Dittus-Boelter 3.92 36.58 6.2 82.52 18.43 22.49 11.22 9.14 
% error 54.38 28.42 69.83 36.59 29.1 17.38 5.84 92.36 
Gnielinski - 34.19 - 105.76 8.03 14.55 8.37 5.28 
% error - 33.1 - 18.73 69.11 46.54 29.73 95.58 
Yoon 15.02 74.1 22.32 517.15 141.97 168.53 26.74 24.49 
% error 74.83 45 8.56 297.4 446.09 519.18 124.37 79.51 
Adjusted Ngo 5.06 27.42 7.26 66.8 20.56 24.03 10.83 9.38 
% error 41.09 46.35 64.68 48.67 20.93 11.7 9.16 92.15 
adjusted Kim 100 2.26 28.17 3.6 25.07 5.46 6.68 8.47 6.42 
% error 73.72 44.88 82.48 80.74 79.02 75.46 28.96 94.63 
adjusted Ishizuka 0.42 43.91 3.27 38.13 2.01 4 5.12 3.83 






Case 17 18 19 20 21 22 23 24 
Hot 𝑵𝒖                 
𝑅𝑒𝑖𝑛 10429.6 9598.89 5424.7 3861.14 16837 2715.59 11711.4 1260.8 
𝑃𝑟𝑖𝑛 0.7922 0.7382 0.7236 0.7283 0.7922 0.7382 0.7236 0.7382 
Numerical 𝑵𝒖 18.57 29.43 13.98 21.15 33.85 6.5 8.58 16.73 
New Correlation 21.52 22.4 18.37 22.39 15.73 10.35 11.83 7.99 
% error 15.92 23.89 31.36 5.86 53.52 59.23 37.93 52.27 
Dittus-Boelter 34.35 31.24 19.64 15 50.38 11.38 36.34 6.16 
% error 84.99 6.16 40.42 29.07 48.84 75.01 323.65 63.19 
Gnielinski 32.74 29.57 18.11 13.22 47.93 9.07 34.34 1.89 
% error 76.33 0.47 29.52 37.5 41.61 39.48 300.32 88.7 
Yoon 71.11 64.1 42.67 33.89 98.96 26.82 72.57 15.8 
% error 283.03 117.79 205.16 60.28 192.35 312.53 745.92 5.6 
Adjusted Ngo 26.53 24.63 17.09 13.83 35.86 11.13 27.73 6.87 
% error 66.71 3.08 45.49 135.86 33 81.21 26.88 86.86 
adjusted Kim 100 27.19 25.41 15.97 12.11 40.15 9.1 29.88 4.87 
% error 46.45 13.65 14.23 42.72 18.61 39.9 248.32 70.89 
adjusted Ishizuka 17.57 23.6 5.41 5.09 23.35 4.39 9.52 2.21 
% error 5.35 19.82 61.28 75.93 31.03 32.53 10.98 86.82 
Cold 𝑵𝒖                 
𝑅𝑒𝑖𝑛 18200.2 10362.2 15988.6 7291.62 22798.9 867.58 16780.3 2163.78 
𝑃𝑟𝑖𝑛 1.0069 1.0069 1.0069 1.8367 0.8057 1.8366 0.8057 17.7762 
Numerical 𝑵𝒖 54.78 44.43 53.59 50.34 34.8 17.88 52.87 32.51 
New Correlation 46.07 42.24 50.78 37.36 46.87 15 43.3 23.87 
% error 15.9 4.92 5.24 25.77 34.67 16.12 18.1 26.57 
Dittus-Boelter 58.98 37.58 53.17 33.98 66.06 6.19 51.69 25.4 
% error 7.66 15.41 0.78 32.5 89.8 65.39 2.23 21.86 
Gnielinski 57.73 36.54 52.03 35.1 61.34 - 48.24 19.12 
% error 5.38 17.75 2.9 30.27 76.24 - 8.77 41.17 
Yoon 122.34 82.94 111.88 96.77 123.35 22.28 99.84 187.21 
% error 123.32 86.68 108.77 92.24 254.44 24.56 88.84 475.91 
Adjusted Ngo 40.64 28.51 37.46 27.66 43.63 7.25 35.98 26.45 
% error 25.82 35.82 30.1 45.06 25.36 59.46 31.95 18.63 
adjusted Kim 100 42.78 27.05 38.5 20.32 51.38 3.59 40.04 7.56 
% error 21.91 39.12 28.16 59.63 47.64 79.9 24.27 76.74 
adjusted Ishizuka 10.71 13.17 12.57 3.72 43.69 4.26 13.14 1.18 






Case 25 26 27 28 29 30 31 32 
Hot 𝑵𝒖                 
𝑅𝑒𝑖𝑛 5885.02 1823.22 1223.26 11035.4 8832.81 483.72 642.84 7158.68 
𝑃𝑟𝑖𝑛 0.7236 0.7922 0.7236 0.7283 0.7283 0.7283 0.7922 0.7382 
Numerical 𝑵𝒖 14.56 7.15 5.52 11.6 16.39 2.43 3.56 37.54 
New Correlation 20.05 7.48 6.81 12.81 13.96 8.51 9.58 23.15 
% error 37.7 4.65 23.35 10.51 14.85 249.92 169.31 38.33 
Dittus-Boelter 20.96 8.51 5.96 34.74 29.08 2.85 3.7 24.71 
% error 43.96 19.08 7.95 199.61 77.4 17 3.94 34.19 
Gnielinski 19.46 5.2 1.63 32.86 27.46 - - 23.22 
% error 33.65 27.21 70.45 183.36 67.51 - - 38.16 
Yoon 45.14 21.35 15.27 69.95 59.99 8.08 10.4 52.35 
% error 210.06 198.7 176.37 503.19 266 232.26 192.39 39.45 
Adjusted Ngo 17.99 8.86 6.7 26.77 23.27 3.74 4.6 20.48 
% error 52.28 90.48 71.31 154.8 56.7 98.5 97.28 46.58 
adjusted Kim 100 17.07 6.58 4.75 28.47 23.75 2.23 2.82 20.02 
% error 17.24 7.97 13.97 145.5 44.91 8.18 20.82 46.68 
adjusted Ishizuka 7.79 2.78 1.14 8.76 7.05 0.65 1.87 13.33 
% error 46.51 61.04 79.35 24.43 57.01 73.21 47.33 64.5 
Cold 𝑵𝒖                 
𝑅𝑒𝑖𝑛 14330.8 1756.96 1290.91 5423.28 19573.2 1412.85 1412.78 3407.13 
𝑃𝑟𝑖𝑛 17.7652 0.8057 1.0069 1.8366 17.6657 0.8057 1.0069 1.8366 
Numerical 𝑵𝒖 258.34 17.78 9.47 37.61 88.86 15.23 12.23 47.9 
New Correlation 88.82 11.91 10.15 37.48 64.34 12.44 10.61 37.38 
% error 65.62 33 7.24 0.35 27.6 18.33 13.24 21.96 
Dittus-Boelter 115.24 8.5 7.1 26.81 147.64 7.14 7.63 18.49 
% error 55.39 52.19 24.99 28.7 66.14 53.12 37.57 61.41 
Gnielinski 156.12 4.88 2.25 26.61 206.81 2.91 3.09 16.41 
% error 39.57 72.55 76.21 29.24 132.73 80.89 74.77 65.74 
Yoon 689.71 21.04 19.71 78.89 852.08 18.1 20.97 57.24 
% error 166.98 18.37 108.15 109.78 858.86 18.88 71.53 19.51 
Adjusted Ngo 86.86 8.7 7.69 22.96 105.49 7.59 8.14 17.14 
% error 66.38 51.05 18.75 38.95 18.7 50.18 33.41 64.22 
adjusted Kim 100 35.21 6.38 4.97 15.97 45.38 5.34 5.34 10.94 
% error 86.37 64.1 47.55 57.54 48.93 64.91 56.29 77.16 
adjusted Ishizuka 18.11 4.97 0.9 10.9 37.55 2.02 6.41 4.38 






Case 33 34 35 36 37 38 39 40 
Hot 𝑵𝒖                 
𝑅𝑒𝑖𝑛 6598.38 1845.14 8885.87 523.12 7243.88 5169.06 10854.8 7841.29 
𝑃𝑟𝑖𝑛 0.7382 0.7382 0.7382 0.7236 0.7922 0.7239 0.7922 0.7382 
Numerical 𝑵𝒖 22.79 9.2 16.95 5.58 39.06 35.06 19.12 30.58 
New Correlation 24.94 7.66 20.71 8.7 23.2 14.3 20.87 24.58 
% error 9.45 16.81 22.22 55.99 40.59 59.22 9.11 19.63 
Dittus-Boelter 23.15 8.35 29.37 3.02 25.66 18.89 35.46 26.58 
% error 1.58 9.25 73.33 45.83 34.3 46.11 85.42 13.08 
Gnielinski 21.67 5.2 27.77 - 24.23 17.35 33.81 25.05 
% error 4.92 43.46 63.87 - 37.97 50.52 76.8 18.07 
Yoon 49.49 20.54 60.77 8.5 55.3 41.28 73.1 55.75 
% error 117.18 123.22 258.63 52.26 41.59 17.74 282.24 82.32 
Adjusted Ngo 19.45 8.73 23.46 3.93 21.1 16.58 27.21 21.69 
% error 105.81 48.08 5.6 92.99 48.02 72 198.82 10.49 
adjusted Kim 100 18.73 6.64 23.87 2.38 20.21 15.36 28.09 21.56 
% error 17.79 27.84 40.84 57.33 48.25 56.2 46.88 29.5 
adjusted Ishizuka 16.38 3.08 16.46 1.47 16.37 4.28 18.28 30.32 
% error 28.14 66.52 2.89 73.74 58.08 87.8 4.44 0.85 
Cold 𝑵𝒖                 
𝑅𝑒𝑖𝑛 21444.8 1049.84 36879.5 3113.82 23307.9 8311.09 3440.01 12157.1 
𝑃𝑟𝑖𝑛 0.8057 1.8366 0.8055 1.0069 1.0069 1.0069 1.8366 17.7272 
Numerical 𝑵𝒖 77.55 8.43 50.7 6.94 33.95 36.2 36.08 27.36 
New Correlation 74.77 10.14 55.22 10.5 41.43 30.65 37.37 53.69 
% error 3.58 20.25 8.92 51.35 22.04 15.33 3.59 96.19 
Dittus-Boelter 62.9 7.21 97.05 14.36 71.88 31.5 18.63 100.97 
% error 18.89 14.54 91.42 107.09 111.76 12.98 48.36 268.99 
Gnielinski 58.47 0.49 89.23 11.9 70.31 30.37 16.59 134.04 
% error 24.6 94.24 76.01 71.59 107.13 16.1 54.02 389.85 
Yoon 118.25 25.41 171.88 36.18 145.1 71.23 57.62 614.84 
% error 52.49 201.22 239.03 421.64 327.45 96.75 59.72 2146.93 
Adjusted Ngo 41.98 8.17 59.04 13.39 47.48 24.82 17.24 78.27 
% error 45.86 3.1 16.45 92.98 39.87 31.44 52.21 186.02 
adjusted Kim 100 48.89 4.2 76 10.17 52.31 22.6 11.03 30.8 
% error 36.96 50.24 49.91 46.58 54.12 37.57 69.44 12.57 
adjusted Ishizuka 17.23 0.62 49.49 1.65 11.66 4.99 2.83 18 






Case 41 42 43 44 45 46 47 48 
Hot 𝑵𝒖                 
𝑅𝑒𝑖𝑛 512.73 475.11 993.68 1174.4 413.02 4975.26 630.14 5051.72 
𝑃𝑟𝑖𝑛  0.7236 0.7283 0.7922 0.7382 0.7236 0.7283 0.7922 0.7283 
Numerical 𝑵𝒖 7.97 6.35 11.79 4.06 6 26.11 15.05 13.25 
New Correlation 8.36 8.45 8.9 8.63 8.93 21.23 9.78 21.33 
% error 4.8 33 24.5 112.62 48.9 18.72 35.06 60.97 
Dittus-Boelter 2.97 2.81 5.24 5.82 2.5 18.37 3.64 18.6 
% error 62.69 55.83 55.59 43.29 58.3 29.65 75.84 40.32 
Gnielinski - - - 1.3 - 16.8 - 17.04 
% error - - - 67.87 - 35.65 - 28.57 
Yoon 8.38 7.98 14.04 15.04 7.22 40.37 10.26 40.8 
% error 5.1 25.69 19.1 270.39 20.29 54.6 31.88 207.86 
Adjusted Ngo 3.88 3.7 6.05 6.57 3.38 16.22 4.54 16.38 
% error 19.22 88.78 75.32 94.17 93.08 13.33 87.05 73.14 
adjusted Kim 100 2.34 2.2 4.01 4.6 1.96 14.89 2.77 15.07 
% error 70.62 65.34 65.96 13.22 67.26 42.99 81.6 13.74 
adjusted Ishizuka 0.92 0.64 2.64 2.5 1.25 10.15 2.89 10.3 
% error 88.42 89.87 77.58 38.35 79.24 61.14 80.81 22.3 
Cold 𝑵𝒖                 
𝑅𝑒𝑖𝑛 1188.07 3210.21 1592.7 1740.71 418.53 26185.3 648.03 13876.3 
𝑃𝑟𝑖𝑛  17.7779 17.7731 17.7775 0.8057 1.8366 0.8056 1.8366 1.0069 
Numerical 𝑵𝒖 17.68 30.61 11.61 11.67 1.35 42.32 5.59 34.09 
New Correlation 23.74 24.15 23.74 14.98 10.1 47.36 10.12 47.17 
% error 34.31 21.11 104.57 28.39 648.72 11.9 80.9 38.37 
Dittus-Boelter 15.72 34.82 19.88 8.44 3.45 73.79 4.9 47.47 
% error 11.04 13.76 71.28 27.71 156.01 74.36 12.37 39.25 
Gnielinski 3.52 33.59 10.39 4.79 - 68.34 - 46.41 
% error 80.11 9.71 10.52 58.93 - 61.46 - 36.14 
Yoon 123.79 245.74 151.54 20.91 13.47 135.72 18.21 101.46 
% error 600.35 702.74 1205.68 79.17 898.42 220.67 225.72 197.6 
Adjusted Ngo 18.14 33.9 21.81 8.65 4.58 47.6 6.03 34.26 
% error 2.64 10.73 87.96 25.87 239.7 12.47 7.91 0.51 
adjusted Kim 100 4.64 10.42 5.89 6.33 1.99 57.51 2.83 34.3 
% error 73.74 65.95 49.23 45.73 47.18 35.89 49.31 0.62 
adjusted Ishizuka 4.38 5.38 1.05 2.36 1.22 35.22 0.5 42.68 






Case 49 50 
Hot 𝑵𝒖     
𝑅𝑒𝑖𝑛 3980.3 3980.3 
𝑃𝑟𝑖𝑛 0.7327 0.7327 
Numerical 𝑵𝒖 17.64 17.46 
New Correlation 17.05 16.8 
% error 3.34 3.75 
Dittus-Boelter 15.4 15.4 
% error 12.67 11.76 
Gnielinski 13.65 13.65 
% error 22.61 21.81 
Yoon 34.75 34.75 
% error 97 99.04 
Adjusted Ngo 14.12 14.12 
% error 323.33 276.68 
adjusted Kim 100 12.42 12.42 
% error 29.61 28.88 
adjusted Ishizuka 7.86 7.86 
% error 55.41 54.95 
Cold 𝑵𝒖     
𝑅𝑒𝑖𝑛 10589 10565.3 
𝑃𝑟𝑖𝑛 1.2477 1.2477 
Numerical 𝑵𝒖 39.26 38.72 
New Correlation 34.4 34.36 
% error 12.38 11.27 
Dittus-Boelter 40.78 40.71 
% error 3.86 5.12 
Gnielinski 41.11 41.03 
% error 4.7 5.96 
Yoon 96.99 96.84 
% error 147.01 150.08 
Adjusted Ngo 30.94 30.89 
% error 21.21 20.21 
adjusted Kim 100 27.53 27.48 
% error 29.89 29.04 
adjusted Ishizuka 9.96 31.54 






C: Nu Correlation Comparisons for Experimental Data 
Case 1 2 3 4 5 6 7 8 
Hot 𝑵𝒖                 
𝑅𝑒𝑖𝑛 2597.5 3192.13 4829.21 4017.48 3392.01 2749.01 2032.78 4543.55 
𝑃𝑟𝑖𝑛  0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 
Numerical 𝑵𝒖 11.74 14.32 22.17 19.04 16.29 13.43 10.23 22.14 
New Correlation 14.42 15.58 17.99 16.91 15.93 14.74 13.11 17.63 
% error 22.85 8.78 18.86 11.18 2.2 9.77 28.21 20.35 
Dittus-Boelter 10.95 12.92 18 15.53 13.57 11.47 9.01 17.14 
% error 6.69 9.8 18.82 18.41 16.71 14.6 11.91 22.57 
Gnielinski 8.57 10.88 16.41 13.79 11.62 9.19 6.1 15.51 
% error 27 24.02 25.97 27.58 28.68 31.6 40.3 29.94 
Yoon 25.91 29.86 39.77 35.03 31.17 26.97 21.89 38.14 
% error 120.68 108.54 79.4 83.98 91.35 100.79 114.1 72.27 
Adjusted Ngo 10.8 12.3 15.96 14.22 12.78 11.2 9.26 15.36 
% error 52.73 40.05 15.35 27.13 481.24 14.63 67.17 24.52 
adjusted Kim 100 9.08 10.87 15.62 13.3 11.47 9.54 7.33 14.81 
% error 22.65 24.06 29.56 30.17 29.6 28.95 28.32 33.13 
adjusted Ishizuka 8.85 10.71 15.77 13.26 11.33 9.32 7.07 14.9 
% error 24.61 25.18 28.88 30.37 30.42 30.61 30.86 32.71 
Cold 𝑵𝒖                 
𝑅𝑒𝑖𝑛 7416.76 9124.98 13586.9 11290.2 9515.41 7714.08 5706.07 12491.3 
𝑃𝑟𝑖𝑛  0.8856 0.8838 0.9099 0.9113 0.9143 0.9137 0.9133 0.9463 
Numerical 𝑵𝒖 22.23 27.14 41.91 36.12 30.99 25.67 19.6 40.94 
New Correlation 32.83 36.67 35.78 32.36 29.29 26.37 22.7 31.94 
% error 47.7 35.11 14.62 10.42 5.51 2.73 15.82 21.96 
Dittus-Boelter 27.67 32.64 45.28 39.06 34.1 28.83 22.65 42.84 
% error 24.51 20.27 8.04 8.16 10.03 12.3 15.56 4.65 
Gnielinski 26.01 30.93 43.4 37.38 32.54 27.28 20.96 41.34 
% error 17.01 13.95 3.54 3.51 4.98 6.26 6.95 0.99 
Yoon 60.5 69.71 93.52 82.39 73.38 63.46 51.52 90.57 
% error 172.2 156.82 123.14 128.1 136.75 147.2 162.93 121.24 
Adjusted Ngo 22.18 25.26 32.74 29.16 26.21 22.97 19 31.45 
% error 0.19 6.95 21.87 19.27 15.43 10.54 3.06 23.18 
adjusted Kim 100 20.6 24.39 33.72 29 25.23 21.27 16.64 31.49 
% error 7.31 10.14 19.55 19.7 18.58 17.13 15.06 23.07 
adjusted Ishizuka 32.91 40.13 53.31 45.57 40.58 34.14 26.2 49.01 






Case 9 10 11 12 13 14 15 16 
Hot 𝑵𝒖                 
𝑅𝑒𝑖𝑛 4039.6 3372.53 2669.11 5045.63 4361 3675.45 2942.67 5264.95 
𝑃𝑟𝑖𝑛  0.73 0.73 0.73 0.74 0.74 0.74 0.74 0.74 
Numerical 𝑵𝒖 19.95 17.1 13.56 26.01 22.73 18.98 15.73 26.23 
New Correlation 16.95 15.9 14.58 18.27 17.41 16.42 15.14 18.53 
% error 15.05 7 7.56 29.76 23.39 13.49 3.76 29.36 
Dittus-Boelter 15.61 13.51 11.2 18.66 16.61 14.48 12.12 19.32 
% error 21.78 21 17.36 28.25 26.93 23.67 22.95 26.36 
Gnielinski 13.87 11.55 8.87 17.1 14.94 12.63 9.95 17.78 
% error 30.5 32.46 34.59 34.25 34.27 33.42 36.73 32.22 
Yoon 35.17 31.05 26.42 41.06 37.13 33 28.31 42.32 
% error 76.3 81.62 94.92 57.88 63.39 73.93 79.93 61.35 
Adjusted Ngo 14.27 12.74 10.99 16.42 14.98 13.46 11.7 16.87 
% error 5.22 82 45.42 44.83 35.94 0.28 211.28 42.53 
adjusted Kim 100 13.36 11.41 9.3 16.23 14.28 12.3 10.13 16.84 
% error 33.04 33.27 31.4 37.61 37.15 35.18 35.63 35.79 
adjusted Ishizuka 13.33 11.28 9.06 16.44 14.33 12.23 9.93 17.12 
% error 33.2 34.05 33.13 36.78 36.96 35.56 36.9 34.72 
Cold 𝑵𝒖                 
𝑅𝑒𝑖𝑛 11137 9289.51 7343.31 13470.3 11639.8 9798.4 7854.28 13808.9 
𝑃𝑟𝑖𝑛  0.9421 0.9429 0.944 0.9909 0.9913 0.9935 0.9918 1.0176 
Numerical 𝑵𝒖 36.8 31.6 25.07 47.8 41.86 34.87 28.99 47.65 
New Correlation 30.1 27.21 23.88 32.87 30.27 27.47 24.25 33.39 
% error 18.21 13.88 4.75 31.23 27.69 21.23 16.34 29.92 
Dittus-Boelter 39.03 33.76 27.99 46.14 41.05 35.79 29.97 47.44 
% error 6.07 6.86 11.62 3.48 1.94 2.65 3.4 0.44 
Gnielinski 37.57 32.36 26.54 44.95 39.92 34.67 28.75 46.47 
% error 2.1 2.41 5.85 5.96 4.65 0.58 0.83 2.47 
Yoon 83.43 73.65 62.67 98.35 88.95 79.1 67.83 101.82 
% error 126.73 133.1 149.96 105.75 112.47 126.83 133.98 113.69 
Adjusted Ngo 29.22 26.07 22.5 33.46 30.53 27.41 23.84 34.27 
% error 20.6 17.49 10.28 30 27.08 21.39 17.76 28.07 
adjusted Kim 100 28.68 24.75 20.44 33.48 29.73 25.84 21.59 34.17 
% error 22.05 21.68 18.49 29.95 28.98 25.88 25.53 28.29 
adjusted Ishizuka 44.98 39.47 33.51 52.91 46.86 41.71 34.63 54.12 






Case 17 18 19 
Hot 𝑵𝒖       
𝑅𝑒𝑖𝑛 4617.42 3860.52 3151.84 
𝑃𝑟𝑖𝑛  0.74 0.74 0.74 
Numerical 𝑵𝒖 24.44 20.17 17.44 
New Correlation 17.76 16.71 15.54 
% error 27.33 17.15 10.9 
Dittus-Boelter 17.39 15.07 12.82 
% error 28.82 25.27 26.53 
Gnielinski 15.77 13.28 10.75 
% error 35.46 34.16 38.35 
Yoon 38.67 34.17 29.71 
% error 58.23 69.43 70.34 
Adjusted Ngo 15.54 13.88 12.22 
% error 43.13 19.04 12.15 
adjusted Kim 100 15.02 12.84 10.75 
% error 38.56 36.34 38.35 
adjusted Ishizuka 15.11 12.81 10.59 
% error 38.17 36.48 39.31 
Cold 𝑵𝒖       
𝑅𝑒𝑖𝑛 12128.3 10136.2 8271.73 
𝑃𝑟𝑖𝑛  1.0143 1.0162 1.0166 
Numerical 𝑵𝒖 44.5 36.82 31.91 
New Correlation 31.02 28.02 24.98 
% error 30.29 23.89 21.71 
Dittus-Boelter 42.72 37.03 31.47 
% error 4 0.57 1.37 
Gnielinski 41.74 36.04 30.38 
% error 6.19 2.12 4.78 
Yoon 92.9 82.19 71.45 
% error 108.78 123.23 123.91 
Adjusted Ngo 31.55 28.2 24.82 
% error 29.09 23.4 22.21 
adjusted Kim 100 30.74 26.57 22.52 
% error 30.91 27.84 29.44 
adjusted Ishizuka 48.87 43.04 36.45 






D: Darcy Friction Factor fD Correlation Comparisons for Numerical 
Data 
Case 1 2 3 4 5 6 7 8 
Hot 𝒇                 
𝑅𝑒𝑖𝑛 857.22 3276.31 5071.61 545.6 841.85 9540.13 6570.53 1376.34 
Numerical 𝒇 0.159 0.6821 0.6472 0.4689 0.0984 0.0636 0.0468 0.1052 
New Correlation 0.1212 0.2636 0.2599 0.3212 0.0824 0.0929 0.0531 0.1149 
% error 23.78 61.35 59.84 31.51 16.29 46.03 13.45 9.24 
adjusted Filonenko 0.2925 0.1767 0.1536 0.3583 0.2947 0.1274 0.142 0.2412 
% error 83.97 74.1 76.27 23.58 199.44 100.32 203.22 129.37 
adjusted Blasius 0.2336 0.1671 0.1498 0.2615 0.2347 0.1279 0.1404 0.2075 
% error 46.95 75.51 76.86 44.23 138.4 101.06 199.86 97.36 
adjusted Swamee-Jain 0.294 0.1814 0.1609 0.3492 0.2903 0.1452 0.1617 0.2441 
% error 84.93 73.4 75.14 25.53 194.88 128.19 245.34 132.12 
Churchill 0.0747 0.061 0.1453 0.1173 0.076 0.1959 0.2093 0.0465 
% error 53.04 91.06 77.54 74.98 22.76 207.92 347.13 55.78 
Ngo 0.1166 0.0944 0.0881 0.1252 0.117 0.0797 0.0845 0.1082 
% error 26.64 86.17 86.39 73.29 18.82 25.29 80.55 2.91 
Kim 115 0.118 0.0988 0.0933 0.1252 0.1183 0.0858 0.0901 0.1108 
% error 25.79 85.51 85.59 73.29 20.14 34.87 92.5 5.39 
adjusted Ishizuka 0.1799 0.1606 0.1462 0.1824 0.1801 0.1105 0.1342 0.1758 
% error 13.19 76.46 77.4 61.09 82.94 73.68 186.71 67.18 
Cold 𝒇                 
𝑅𝑒𝑖𝑛 2058.88 12607 17353.1 1926.97 1104.74 9817.44 23743.7 4925.38 
Numerical 𝒇 0.2398 0.176 0.0928 0.0959 0.4989 0.0719 0.0389 0.0948 
New Correlation 0.3343 0.1659 0.1407 0.1551 0.4272 0.075 0.0103 0.094 
% error 39.37 5.7 51.65 61.68 14.37 4.35 73.58 0.85 
adjusted Filonenko 0.2075 0.118 0.1084 0.2125 0.2632 0.1264 0.1 0.155 
% error 13.49 32.96 16.81 121.53 47.25 75.87 157.49 63.5 
adjusted Blasius 0.1876 0.1193 0.1101 0.1908 0.2192 0.127 0.1018 0.1509 
% error 21.76 32.21 18.71 98.87 56.06 76.69 162.1 59.17 
adjusted Swamee-Jain 0.2199 0.131 0.1315 0.2215 0.2642 0.1545 0.1385 0.1758 
% error 8.31 25.57 41.73 130.88 47.04 115.03 256.47 85.45 
Churchill 0.0312 0.1768 0.1774 0.0332 0.0579 0.2085 0.1868 0.1376 
% error 86.99 0.44 91.21 65.37 88.39 190.1 380.8 45.13 
Ngo 0.1158 0.0876 0.0834 0.117 0.1274 0.091 0.0794 0.1012 
% error 51.73 50.23 10.12 21.92 74.46 26.65 104.5 6.79 
Kim 115 0.0534 0.037 0.0346 0.0541 0.0606 0.0389 0.0325 0.0447 
% error 77.74 79 62.67 43.58 87.85 45.9 16.35 52.81 
adjusted Ishizuka 0.3927 0.3083 0.2704 0.3938 0.4004 0.3307 0.2193 0.3698 






Case 9 10 11 12 13 14 15 16 
Hot 𝒇                 
𝑅𝑒𝑖𝑛 711.32 3855.05 1869.74 13769.5 732.52 808.26 527.68 780.92 
Numerical 𝒇 0.109 0.1695 0.0726 0.0273 0.1313 0.1277 0.2804 0.2589 
New Correlation 0.0993 0.1784 0.1015 0.0457 0.0892 0.0884 0.2361 0.2997 
% error 8.91 5.23 39.82 67.61 32.07 30.79 15.8 15.78 
adjusted Filonenko 0.3173 0.1675 0.2149 0.1152 0.3132 0.3 0.3641 0.3045 
% error 191.15 1.17 196.08 322.4 138.48 134.93 29.83 17.63 
adjusted Blasius 0.2448 0.1604 0.1922 0.1167 0.243 0.2371 0.2637 0.2391 
% error 124.61 5.36 164.88 327.89 85.03 85.67 5.95 7.63 
adjusted Swamee-Jain 0.3167 0.1732 0.2201 0.1472 0.313 0.2951 0.3572 0.3072 
% error 190.66 2.18 203.33 439.74 138.34 131.12 27.4 18.7 
Churchill 0.09 0.0844 0.0342 0.1986 0.0874 0.0792 0.1213 0.082 
% error 17.43 50.2 52.83 628.12 33.46 37.98 56.75 68.34 
Ngo 0.1201 0.092 0.1031 0.0752 0.1196 0.1177 0.1259 0.1183 
% error 10.22 45.75 42.07 175.78 8.95 7.81 55.1 54.28 
Kim 115 0.1209 0.0967 0.1064 0.0817 0.1205 0.1189 0.1258 0.1194 
% error 10.97 42.94 46.64 199.7 8.27 6.88 55.14 53.86 
adjusted Ishizuka 0.1811 0.156 0.1718 0.0766 0.1809 0.1803 0.1826 0.1806 
% error 66.2 7.99 136.79 181.06 37.8 41.24 34.89 30.25 
Cold 𝒇                 
𝑅𝑒𝑖𝑛 490.3 10892 870.24 9437.5 1448.98 1858.01 2486.52 1768.74 
Numerical 𝒇 0.169 0.7385 0.8846 0.4364 0.2283 0.1493 0.1092 0.218 
New Correlation 0.1739 0.3324 0.386 0.3369 0.1566 0.1993 0.1425 0.2001 
% error 2.91 54.98 56.36 22.79 31.39 33.52 30.43 8.21 
adjusted Filonenko 0.3772 0.1228 0.2906 0.1278 0.2364 0.2154 0.1941 0.2193 
% error 123.23 83.37 67.15 70.71 3.56 44.3 77.65 0.59 
adjusted Blasius 0.2686 0.1237 0.2327 0.1282 0.2049 0.1925 0.179 0.1949 
% error 58.99 83.24 73.69 70.61 10.27 28.99 63.86 10.6 
adjusted Swamee-Jain 0.3718 0.1348 0.2864 0.1389 0.2362 0.2206 0.2052 0.2241 
% error 120.06 81.74 67.62 68.17 3.45 47.79 87.84 2.82 
Churchill 0.1305 0.1819 0.0735 0.1874 0.0442 0.0344 0.0352 0.0362 
% error 22.74 75.36 91.69 57.04 80.65 76.92 67.79 83.4 
Ngo 0.1444 0.0896 0.1322 0.0916 0.1222 0.1176 0.1125 0.1185 
% error 14.53 87.87 85.06 79.01 46.47 21.19 2.95 45.64 
Kim 115 0.0715 0.0381 0.0636 0.0392 0.0573 0.0545 0.0514 0.0551 
% error 57.7 94.84 92.81 91.02 74.88 63.47 52.96 74.74 
adjusted Ishizuka 0.4053 0.3221 0.4022 0.3337 0.3976 0.3943 0.3893 0.3951 






Case 17 18 19 20 21 22 23 24 
Hot 𝒇                 
𝑅𝑒𝑖𝑛 10429.6 9598.89 5424.7 3861.14 16837 2715.59 11711.4 1260.8 
Numerical 𝒇 0.0664 0.074 0.0419 0.4322 0.0613 0.0587 0.0669 0.3459 
New Correlation 0.0428 0.0929 0.0853 0.3054 0.0416 0.0557 0.0424 0.2813 
% error 35.58 25.55 103.79 29.33 32.13 5.11 36.6 18.68 
adjusted Filonenko 0.1243 0.1272 0.1504 0.1674 0.1092 0.1882 0.1204 0.2496 
% error 87.14 71.97 259.45 61.26 78.11 220.49 79.8 27.84 
adjusted Blasius 0.1251 0.1277 0.1473 0.1603 0.111 0.1751 0.1215 0.2121 
% error 88.34 72.64 251.93 62.9 80.96 198.1 81.51 38.67 
adjusted Swamee-Jain 0.1485 0.145 0.1684 0.178 0.1436 0.2033 0.1505 0.2574 
% error 123.68 96 302.31 58.81 134.13 246.07 124.82 25.58 
Churchill 0.2004 0.1956 0.1654 0.0847 0.1937 0.0419 0.203 0.0508 
% error 201.8 164.48 295.3 80.41 215.83 28.69 203.3 85.32 
Ngo 0.0786 0.0796 0.0871 0.0919 0.0729 0.0972 0.0772 0.1097 
% error 18.33 7.63 108.2 78.73 18.81 65.47 15.26 68.28 
Kim 115 0.0848 0.0857 0.0924 0.0967 0.0796 0.1013 0.0835 0.1121 
% error 27.67 15.89 120.88 77.63 29.79 72.45 24.73 67.59 
adjusted Ishizuka 0.1034 0.11 0.1434 0.1559 0.0521 0.1651 0.0931 0.1767 
% error 55.64 48.72 242.66 63.93 15.03 181.04 39.09 48.91 
Cold 𝒇                 
𝑅𝑒𝑖𝑛 18200.2 10362.2 15988.6 7291.62 22798.9 867.58 16780.3 2163.78 
Numerical 𝒇 0.0637 0.1574 0.1195 0.0541 0.0572 0.221 0.233 0.372 
New Correlation 0.0873 0.2327 0.1415 0.0513 0.0751 0.1655 0.2031 0.3334 
% error 37.04 47.82 18.36 5.2 31.49 25.12 12.85 10.37 
adjusted Filonenko 0.107 0.1245 0.1107 0.1377 0.1011 0.291 0.1093 0.2038 
% error 67.99 20.89 7.37 154.39 76.83 31.68 53.09 45.21 
adjusted Blasius 0.1088 0.1253 0.1124 0.1368 0.1029 0.2329 0.1111 0.1853 
% error 70.81 20.4 5.94 152.76 79.99 5.4 52.34 50.17 
adjusted Swamee-Jain 0.1372 0.1362 0.1331 0.1626 0.1337 0.2868 0.1321 0.2167 
% error 115.34 13.47 11.33 200.37 133.96 29.78 43.3 41.74 
Churchill 0.1851 0.1838 0.1795 0.2173 0.1804 0.0738 0.1782 0.0302 
% error 190.49 16.78 50.21 301.55 215.58 66.61 23.5 91.88 
Ngo 0.0828 0.0903 0.0844 0.0953 0.0799 0.1323 0.0838 0.1149 
% error 29.91 42.65 29.35 76.08 39.89 40.14 64.03 69.11 
Kim 115 0.0343 0.0385 0.0352 0.0413 0.0328 0.0636 0.0349 0.0529 
% error 46.16 75.56 70.53 23.68 42.66 71.2 85.03 85.79 
adjusted Ishizuka 0.2636 0.3263 0.2813 0.3509 0.2268 0.4023 0.275 0.3919 






Case 25 26 27 28 29 30 31 32 
Hot 𝒇                 
𝑅𝑒𝑖𝑛 5885.02 1823.22 1223.26 11035.4 8832.81 483.72 642.84 7158.68 
Numerical 𝒇 0.076 0.1122 0.1051 0.0616 0.0174 0.435 0.7684 0.352 
New Correlation 0.0887 0.0688 0.0787 0.0528 0.047 0.3304 0.3538 0.258 
% error 16.59 38.69 25.17 14.18 170.98 24.04 53.96 26.71 
adjusted Filonenko 0.1467 0.2169 0.2526 0.1223 0.1302 0.3796 0.3321 0.1384 
% error 92.98 93.35 140.31 98.68 650.66 12.73 56.79 60.68 
adjusted Blasius 0.1443 0.1934 0.2137 0.1233 0.1304 0.2695 0.251 0.1374 
% error 89.79 72.46 103.32 100.27 651.49 38.04 67.33 60.96 
adjusted Swamee-Jain 0.1605 0.2282 0.2601 0.1518 0.1572 0.3741 0.3277 0.159 
% error 111.1 103.44 147.44 146.51 806.1 14.01 57.35 54.84 
Churchill 0.1876 0.0351 0.0523 0.2048 0.212 0.1323 0.0996 0.2123 
% error 146.7 68.7 50.23 232.58 1122.15 69.58 87.04 39.69 
Ngo 0.086 0.1035 0.1102 0.0779 0.0807 0.1277 0.122 0.0834 
% error 13.12 7.71 4.88 26.47 364.96 70.65 84.12 76.31 
Kim 115 0.0914 0.1068 0.1126 0.0842 0.0867 0.1272 0.1225 0.0891 
% error 20.27 4.8 7.07 36.66 399.54 70.75 84.05 74.68 
adjusted Ishizuka 0.1397 0.1722 0.177 0.0985 0.1161 0.1829 0.1817 0.1295 
% error 83.75 53.54 68.39 59.98 569.38 57.95 76.36 63.2 
Cold 𝒇                 
𝑅𝑒𝑖𝑛 14330.8 1756.96 1290.91 5423.28 19573.2 1412.85 - 3407.13 
Numerical 𝒇 0.1619 0.3588 0.2941 0.1366 0.1347 0.2504 - 0.2072 
New Correlation 0.1025 0.2613 0.3726 0.1746 0.0845 0.2778 - 0.13 
% error 36.67 27.17 26.69 27.84 37.32 10.93 - 37.24 
adjusted Filonenko 0.114 0.2199 0.2473 0.1504 0.105 0.2387 - 0.1744 
% error 29.59 38.73 15.92 10.13 22.04 4.66 - 15.8 
adjusted Blasius 0.1155 0.1952 0.2109 0.1473 0.1069 0.2062 - 0.1654 
% error 28.62 45.59 28.31 7.83 20.69 17.67 - 20.13 
adjusted Swamee-Jain 0.1279 0.2246 0.2528 0.1636 0.136 0.2383 - 0.1794 
% error 20.99 37.4 14.06 19.75 0.94 4.83 - 13.4 
Churchill 0.1726 0.0364 0.0496 0.1649 0.1835 0.0453 - 0.0659 
% error 6.61 89.85 83.14 20.75 36.16 81.91 - 68.17 
Ngo 0.0859 0.1186 0.1244 0.0997 0.0818 0.1227 - 0.1071 
% error 46.94 66.94 57.7 26.99 39.26 51.01 - 48.28 
Kim 115 0.036 0.0551 0.0587 0.0439 0.0338 0.0576 - 0.0482 
% error 77.75 84.63 80.04 67.89 74.92 76.98 - 76.73 
adjusted Ishizuka 0.2946 0.3951 0.3989 0.3658 0.2526 0.3979 - 0.3819 






Case 33 34 35 36 37 38 39 40 
Hot 𝒇                 
𝑅𝑒𝑖𝑛 6598.38 1845.14 8885.87 523.12 7243.88 5169.06 10854.8 7841.29 
Numerical 𝒇 0.392 0.0819 0.0483 0.1186 0.2274 0.218 0.0545 0.0488 
New Correlation 0.3018 0.0583 0.0829 0.1105 0.1704 0.2598 0.0427 0.0479 
% error 23.01 28.81 71.53 6.77 25.06 19.19 21.68 1.81 
adjusted Filonenko 0.1418 0.2159 0.13 0.3656 0.1379 0.1527 0.1229 0.1348 
% error 63.83 163.73 169.01 208.37 39.33 29.95 125.64 176.35 
adjusted Blasius 0.1402 0.1929 0.1302 0.2643 0.137 0.1491 0.1238 0.1343 
% error 64.22 135.57 169.37 122.94 39.74 31.6 127.34 175.42 
adjusted Swamee-Jain 0.1565 0.2273 0.1527 0.3559 0.1534 0.174 0.1476 0.1447 
% error 60.08 177.68 215.88 200.21 32.54 20.18 170.94 196.65 
Churchill 0.2047 0.0347 0.206 0.1223 0.2056 0.1512 0.1991 0.195 
% error 47.78 57.63 326.13 3.2 9.56 30.63 265.56 299.92 
Ngo 0.0845 0.1033 0.0806 0.1261 0.0832 0.0878 0.0781 0.0822 
% error 78.45 26.2 66.76 6.36 63.39 59.72 43.36 68.55 
Kim 115 0.0901 0.1066 0.0866 0.1259 0.089 0.093 0.0843 0.088 
% error 77.02 30.21 79.18 6.23 60.87 57.32 54.84 80.53 
adjusted Ishizuka 0.134 0.172 0.1157 0.1826 0.1288 0.1454 0.1 0.1241 
% error 65.81 110.14 139.42 54.04 43.33 33.27 83.52 154.4 
Cold 𝒇                 
𝑅𝑒𝑖𝑛 21444.8 1049.84 36879.5 3113.82 23307.9 8311.09 3440.01 12157.1 
Numerical 𝒇 0.0617 0.1106 0.0527 0.1198 0.0439 0.4156 0.7524 0.3535 
New Correlation 0.1265 0.0261 0.108 0.0111 0.3328 0.4073 0.3209 0.4262 
% error 105.03 76.42 104.72 90.77 658.16 2 57.35 20.54 
adjusted Filonenko 0.1026 0.2687 0.0899 0.1797 0.1005 0.1325 0.1739 0.1191 
% error 66.34 142.86 70.43 50.04 128.93 68.11 76.89 66.3 
adjusted Blasius 0.1045 0.2221 0.0912 0.1692 0.1023 0.1324 0.165 0.1204 
% error 69.29 100.72 72.98 41.27 133.03 68.15 78.06 65.95 
adjusted Swamee-Jain 0.1278 0.2746 0.1336 0.196 0.1387 0.1545 0.1836 0.145 
% error 107.1 148.26 153.43 63.66 216.02 62.82 75.6 58.99 
Churchill 0.1724 0.061 0.1802 0.0551 0.1871 0.2083 0.0672 0.1956 
% error 179.38 44.9 241.78 54.02 326.24 49.87 91.07 44.67 
Ngo 0.0807 0.1284 0.0742 0.1086 0.0797 0.0934 0.107 0.0881 
% error 30.8 16.09 40.79 9.31 81.49 77.53 85.78 75.09 
Kim 115 0.0332 0.0612 0.0297 0.0491 0.0326 0.0402 0.0481 0.0372 
% error 46.23 44.66 43.64 59.01 25.69 90.32 93.61 89.47 
adjusted Ishizuka 0.2376 0.4008 0.1142 0.3843 0.2227 0.3427 0.3817 0.3119 






Case 41 42 43 44 45 46 47 48 
Hot 𝒇                 
𝑅𝑒𝑖𝑛 512.73 475.11 993.68 1174.4 413.02 4975.26 630.14 5051.72 
Numerical 𝒇 0.3105 0.3026 0.1575 0.1225 0.3077 0.06 0.1978 0.0553 
New Correlation 0.2383 0.3319 0.1189 0.0782 0.2609 0.0463 0.2279 0.0502 
% error 23.26 9.7 24.46 36.16 15.22 22.89 15.21 9.18 
adjusted Filonenko 0.3691 0.383 0.2748 0.2568 0.4106 0.1545 0.3351 0.1538 
% error 18.86 26.57 74.55 109.68 33.44 157.5 69.4 177.97 
adjusted Blasius 0.2656 0.2707 0.2251 0.2159 0.2804 0.1505 0.2523 0.1499 
% error 14.46 10.52 42.99 76.33 8.89 150.84 27.53 171.02 
adjusted Swamee-Jain 0.3619 0.3771 0.275 0.2614 0.3975 0.1617 0.3277 0.161 
% error 16.54 24.64 74.64 113.44 29.18 169.43 65.65 191.07 
Churchill 0.1248 0.1347 0.0644 0.0545 0.155 0.1401 0.1016 0.1443 
% error 59.8 55.48 59.09 55.5 49.65 133.47 48.66 160.76 
Ngo 0.1265 0.128 0.1139 0.111 0.1309 0.0883 0.1224 0.0881 
% error 59.27 57.69 27.64 9.38 57.47 47.21 38.11 59.28 
Kim 115 0.1263 0.1275 0.1157 0.1132 0.1299 0.0935 0.1229 0.0933 
% error 59.34 57.85 26.52 7.58 57.78 55.84 37.89 68.68 
adjusted Ishizuka 0.1827 0.183 0.1789 0.1774 0.1835 0.147 0.1818 0.1464 
% error 41.16 39.52 13.59 44.88 40.37 145 8.12 164.62 
Cold 𝒇                 
𝑅𝑒𝑖𝑛 1188.07 3210.21 1592.7 1740.71 418.53 26185.3 648.03 13876.3 
Numerical 𝒇 0.4074 0.1543 0.1203 0.1377 0.2862 0.1882 0.1714 0.0749 
New Correlation 0.1036 0.1583 0.1537 0.2802 0.2606 0.1597 0.1036 0.1333 
% error 74.56 2.6 27.8 103.48 8.96 15.14 39.52 77.97 
adjusted Filonenko 0.2556 0.1779 0.2281 0.2206 0.4079 0.0976 0.3308 0.115 
% error 37.27 15.3 89.66 60.22 42.51 48.12 93.08 53.51 
adjusted Blasius 0.2153 0.1679 0.2001 0.1957 0.2795 0.0994 0.2505 0.1165 
% error 47.15 8.84 66.39 42.12 2.36 47.2 46.21 55.53 
adjusted Swamee-Jain 0.2573 0.1945 0.2354 0.2216 0.3976 0.1373 0.3292 0.1286 
% error 36.85 26.07 95.76 60.92 38.92 27.06 92.13 71.78 
Churchill 0.0539 0.0585 0.0402 0.0368 0.1529 0.1851 0.0988 0.1736 
% error 86.78 62.06 66.58 73.3 46.57 1.62 42.36 131.81 
Ngo 0.126 0.1081 0.1204 0.1188 0.148 0.0783 0.1383 0.0863 
% error 69.07 29.92 0.16 13.71 48.3 58.41 19.27 15.25 
Kim 115 0.0597 0.0488 0.0563 0.0553 0.0738 0.0319 0.0675 0.0362 
% error 85.34 68.37 53.22 59.87 74.22 83.07 60.59 51.6 
adjusted Ishizuka 0.3997 0.3835 0.3965 0.3953 0.4059 0.1997 0.404 0.2982 






Case 49 50 
Hot 𝒇     
𝑅𝑒𝑖𝑛 3980.3 3980.3 
Numerical 𝒇 0.1259 0.1258 
New Correlation 0.107 0.107 
% error 15.03 14.96 
adjusted Filonenko 0.1658 0.1658 
% error 31.69 31.79 
adjusted Blasius 0.1591 0.1591 
% error 26.4 26.5 
adjusted Swamee-Jain 0.1747 0.1747 
% error 38.79 38.9 
Churchill 0.09 0.09 
% error 28.53 28.47 
Ngo 0.0915 0.0915 
% error 27.32 27.27 
Kim 115 0.0963 0.0963 
% error 23.51 23.45 
adjusted Ishizuka 0.155 0.155 
% error 23.08 23.18 
Cold 𝒇     
𝑅𝑒𝑖𝑛 10589 10565.3 
Numerical 𝒇 0.1325 0.134 
New Correlation 0.1333 0.157 
% error 0.67 17.22 
adjusted Filonenko 0.1238 0.1238 
% error 6.56 7.57 
adjusted Blasius 0.1246 0.1247 
% error 5.92 6.94 
adjusted Swamee-Jain 0.1399 0.1399 
% error 5.59 4.44 
Churchill 0.1887 0.1888 
% error 42.49 40.94 
Ngo 0.09 0.09 
% error 32.07 32.82 
Kim 115 0.0383 0.0383 
% error 71.09 71.41 
adjusted Ishizuka 0.3245 0.3247 






E: Darcy Friction Factor fD Correlation Comparisons for 
Experimental Data 
Case 1 2 3 4 5 6 7 8 
Hot 𝒇                 
𝑅𝑒𝑖𝑛 2597.5 3192.13 4829.21 4017.48 3392.01 2749.01 2032.78 4543.55 
Numerical 𝒇 0.1466 0.153 0.1552 0.1559 0.1605 0.1606 0.1615 0.1619 
New Correlation 0.1617 0.1622 0.1614 0.161 0.1633 0.1626 0.1634 0.1653 
% error 10.34 6.05 3.94 3.29 1.74 1.24 1.14 2.1 
adjusted Filonenko 0.1912 0.1782 0.1559 0.1653 0.1747 0.1875 0.2084 0.159 
% error 30.43 16.51 0.45 6.02 8.8 16.71 29.02 1.8 
adjusted Blasius 0.1771 0.1682 0.1516 0.1588 0.1656 0.1746 0.1882 0.154 
% error 20.81 9.93 2.33 1.83 3.17 8.68 16.53 4.89 
adjusted Swamee-Jain 0.195 0.1833 0.1635 0.1717 0.1801 0.1917 0.2108 0.1661 
% error 33.06 19.83 5.31 10.16 12.19 19.32 30.48 2.63 
Churchill 0.0316 0.0383 0.0405 0.0429 0.0492 0.0564 0.0579 0.0646 
% error 80.46 73.84 75.64 73.27 71.2 69.67 62.17 60.82 
Ngo 0.1017 0.0979 0.0975 0.097 0.096 0.0949 0.0947 0.0939 
% error 37.02 33.21 41.33 39.6 43.8 48.97 38.07 43.03 
Kim 115 0.1052 0.1019 0.1015 0.1011 0.1002 0.0993 0.0992 0.0984 
% error 34.85 30.48 38.88 37.04 41.31 46.61 35.18 40.3 
adjusted Ishizuka 0.166 0.1613 0.1482 0.1547 0.1597 0.1648 0.1705 0.1505 
% error 13.28 5.42 4.56 0.8 0.55 2.61 5.57 7.05 
Cold 𝒇                 
𝑅𝑒𝑖𝑛 7416.76 9124.98 13586.9 11290.2 9515.41 7714.08 5706.07 12491.3 
Numerical 𝒇 0.3624 0.3634 0.313 0.3444 0.3445 0.3894 0.3879 0.3228 
New Correlation 0.3079 0.3019 0.2889 0.2952 0.3006 0.3068 0.3149 0.2918 
% error 15.04 16.94 7.71 14.3 12.76 21.22 18.81 9.62 
adjusted Filonenko 0.137 0.129 0.1156 0.1216 0.1275 0.1354 0.1481 0.1183 
% error 62.2 64.49 63.07 64.7 62.99 65.22 61.81 63.37 
adjusted Blasius 0.1362 0.1293 0.1171 0.1226 0.128 0.1349 0.1454 0.1196 
% error 62.42 64.41 62.6 64.4 62.85 65.36 62.51 62.97 
adjusted Swamee-Jain 0.1472 0.1406 0.1299 0.1346 0.1394 0.1459 0.1567 0.132 
% error 59.39 61.31 58.49 60.92 59.55 62.54 59.61 59.12 
Churchill 0.198 0.1897 0.1753 0.1816 0.1881 0.1966 0.1783 0.1781 
% error 45.36 47.79 43.99 47.26 45.41 49.52 54.05 44.83 
Ngo 0.095 0.0921 0.0866 0.0891 0.0915 0.0945 0.099 0.0877 
% error 73.78 74.67 72.34 74.14 73.45 75.74 74.49 72.83 
Kim 115 0.0412 0.0395 0.0364 0.0378 0.0391 0.0408 0.0434 0.037 
% error 88.64 89.14 88.37 89.03 88.64 89.51 88.81 88.53 
adjusted Ishizuka 0.3499 0.3362 0.3005 0.3189 0.3331 0.3475 0.3636 0.3093 






Case 9 10 11 12 13 14 15 16 
Hot 𝒇                 
𝑅𝑒𝑖𝑛 4039.6 3372.53 2669.11 5045.63 4361 3675.45 2942.67 5264.95 
Numerical 𝒇 0.1623 0.1649 0.1661 0.168 0.1698 0.17 0.1708 0.1712 
New Correlation 0.1621 0.1643 0.1638 0.1653 0.1686 0.166 0.1671 0.169 
% error 0.11 0.33 1.39 1.57 0.71 2.32 2.14 1.32 
adjusted Filonenko 0.165 0.175 0.1894 0.1538 0.161 0.1701 0.1832 0.1518 
% error 1.68 6.14 14 8.42 5.15 0.1 7.26 11.35 
adjusted Blasius 0.1585 0.1659 0.1759 0.15 0.1555 0.1623 0.1716 0.1484 
% error 2.3 0.6 5.87 10.72 8.38 4.48 0.5 13.35 
adjusted Swamee-Jain 0.1715 0.1804 0.1934 0.1616 0.168 0.176 0.1878 0.1599 
% error 5.68 9.42 16.42 3.77 1.06 3.58 9.96 6.63 
Churchill 0.0654 0.0767 0.0846 0.0917 0.0927 0.108 0.1172 0.121 
% error 59.29 54.86 53.83 41.2 42.89 36.39 27.61 31.46 
Ngo 0.0938 0.0927 0.0919 0.0914 0.0913 0.0902 0.0896 0.0894 
% error 41.55 45.48 49.85 41.4 43.75 46.87 44.64 49.37 
Kim 115 0.0984 0.0973 0.0967 0.0962 0.0961 0.0951 0.0946 0.0944 
% error 38.73 42.74 47.26 38.31 40.77 43.95 41.54 46.51 
adjusted Ishizuka 0.1545 0.1598 0.1654 0.1464 0.1519 0.1574 0.1633 0.1447 
% error 4.8 3.07 0.4 12.82 10.52 7.39 4.39 15.51 
Cold 𝒇                 
𝑅𝑒𝑖𝑛 11137 9289.51 7343.31 13470.3 11639.8 9798.4 7854.28 13808.9 
Numerical 𝒇 0.3382 0.3539 0.3568 0.3255 0.3367 0.3468 0.3599 0.3259 
New Correlation 0.2956 0.3013 0.3082 0.2892 0.2942 0.2997 0.3063 0.2883 
% error 12.59 14.85 13.64 11.16 12.65 13.6 14.91 11.54 
adjusted Filonenko 0.122 0.1284 0.1374 0.1159 0.1206 0.1265 0.1347 0.1151 
% error 63.91 63.72 61.5 64.41 64.2 63.54 62.57 64.69 
adjusted Blasius 0.123 0.1288 0.1365 0.1173 0.1217 0.127 0.1343 0.1166 
% error 63.62 63.61 61.74 63.96 63.86 63.37 62.7 64.23 
adjusted Swamee-Jain 0.135 0.1401 0.1475 0.1301 0.1338 0.1385 0.1453 0.1295 
% error 60.09 60.42 58.66 60.02 60.27 60.07 59.64 60.25 
Churchill 0.1821 0.189 0.1983 0.1756 0.1805 0.1869 0.1959 0.1748 
% error 46.15 46.58 44.42 46.05 46.38 46.11 45.59 46.37 
Ngo 0.0893 0.0918 0.0952 0.0867 0.0887 0.091 0.0942 0.0864 
% error 73.6 74.06 73.33 73.37 73.67 73.75 73.83 73.5 
Kim 115 0.0379 0.0393 0.0412 0.0365 0.0376 0.0389 0.0407 0.0363 
% error 88.79 88.89 88.44 88.8 88.85 88.79 88.7 88.87 
adjusted Ishizuka 0.3201 0.3349 0.3505 0.3014 0.3161 0.3308 0.3464 0.2987 






Case 17 18 19 
Hot 𝒇       
𝑅𝑒𝑖𝑛 4617.42 3860.52 3151.84 
Numerical 𝒇 0.1765 0.1833 0.186 
New Correlation 0.1662 0.1681 0.1735 
% error 5.86 8.31 6.75 
adjusted Filonenko 0.1581 0.1674 0.179 
% error 10.41 8.68 3.79 
adjusted Blasius 0.1533 0.1604 0.1687 
% error 13.14 12.54 9.32 
adjusted Swamee-Jain 0.1654 0.1736 0.184 
% error 6.29 5.29 1.1 
Churchill 0.1322 0.1439 0.1559 
% error 14.86 14.31 8.94 
Ngo 0.0887 0.0881 0.0875 
% error 42.84 47.53 48.88 
Kim 115 0.0939 0.0933 0.0928 
% error 39.53 44.44 45.81 
adjusted Ishizuka 0.1499 0.1559 0.1616 
% error 15.11 14.96 13.15 
Cold 𝒇       
𝑅𝑒𝑖𝑛 12128.3 10136.2 8271.73 
Numerical 𝒇 0.3387 0.3488 0.3708 
New Correlation 0.2928 0.2986 0.3048 
% error 13.55 14.4 17.81 
adjusted Filonenko 0.1192 0.1253 0.1327 
% error 64.8 64.09 64.21 
adjusted Blasius 0.1204 0.126 0.1325 
% error 64.43 63.89 64.26 
adjusted Swamee-Jain 0.1327 0.1375 0.1436 
% error 60.81 60.57 61.27 
Churchill 0.1791 0.1856 0.1938 
% error 47.11 46.79 47.75 
Ngo 0.0881 0.0906 0.0935 
% error 73.98 74.03 74.8 
Kim 115 0.0372 0.0386 0.0403 
% error 89 88.93 89.14 
adjusted Ishizuka 0.3122 0.3281 0.343 
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