Construction of Jakarta Land Use/Land Cover Dataset Using Classification Method by Isa, Sani Muhamad
Construction of Jakarta Land Use/Land Cover
Dataset Using Classification Method
Tjeng Wawan Cenggoro
School of Computer Science
Bina Nusantara University
Jakarta, Indonesia
e-mail: tjeng.cenggoro@binus.ac.id
Sani M. Isa
Master of Information Technology
Bina Nusantara University
Jakarta, Indonesia
e-mail: sani.m.isa@binus.ac.id
Gede Putra Kusuma
Master of Information Technology
Bina Nusantara University
Jakarta, Indonesia
e-mail: inegara@binus.edu
Abstract—The field of remote sensing has drawn a lot of
attention recently. However, collecting necessary ground truth
data for research in this field requires a lot of effort. There-
fore, this paper presents a method for constructing estimated
ground truth data using classification. This method reduces the
workload in collecting remote sensing ground truth data. The
contribution of this paper is to prepare and provide estimated
Land Cover/Land Use (LULC) ground truth data of Jakarta area
using the proposed method. The estimated ground truth data then
can be used along with remote sensing image of Jakarta area to
form dataset, which can be used for remote sensing research.
For the estimated ground truth data to be reliable, the
employed classification model have to achieve a reasonably good
result. This research compares several algorithms to find the
classification model with the best result for this case. The
experimental result shows that Neural Network with single
hidden layer of 30 neurons achieves best test accuracy of 75.41%.
The method of this paper has been successfully implemented to
construct LULC dataset of Jakarta area.
Index Terms—remote sensing, land use, land cover, dataset,
classification.
I. INTRODUCTION
Remote sensing has become a popular research topic. This
popularity came from its widespread applications in different
research fields such as computer science [1]–[3], environmen-
tal science [4]–[6], social science [7]–[10], and agriculture
[11]–[13]. Moreover, the easiness in accessing the remotely
sensed image also contribute to its popularity. While other
research field often has a difficulty in gathering necessary
data, remotely sensed image across the world can be acquired
easily and freely. One of the source where the images can
be acquired for free is from United States Geological Survey
(USGS) website [14].
Eventhough the images can be easily acquired, obtaining the
ground truth of the images is difficult. Traditionally, in order
to obtain ground truth data, a direct land survey is necessary.
However, this approach requires expensive cost, laborious
works, and great amount of time. Alternative approach is to
do land survey via high resolution image. While this method
requires less time than direct land survey, it still requires
expensive cost to obtain the high resolution images. There is
also another method utilizing clustering algorithm to generate
estimated ground truth. However, the generated estimated
ground truth is not reliable due to the nature of the algorithm.
The limitation of the existing methods leads to the scarcity
of available ground truth data. The lack of easily accessible
ground truth data hinders the advancement of remote sensing
researches, especially in LULC modeling.
Because of the importance in having enough LULC data
for promoting a good LULC research, this paper attempts
to expand the data that can be used by exploiting available
LULC ground truth. This is done by performing classification
using existing ground truth from certain period of time as
training data. The resulting classification model then applied
to classify unlabeled remote sensing images from other period.
By using this approach, it is possible to acquire more LULC
data cheaper and faster than performing direct land survey.
Despite of its effectiveness, it should be noticed that this
approach rely heavily on the result of the classification model.
In other words, to obtain a reliable dataset using this approach,
the selected classification model should produce a good result.
Therefore, this paper also aims to find classification algorithm
that is accurate enough for the purpose of this paper.
II. CLASSIFICATION ALGORITHMS
To find the best classification model, performance of several
algorithms are compared. These algorithms are sourced from
Rapidminer software (formerly known as Yale) [15]. There
are four algorithms to be compared: k Nearest Neighbor (k-
NN), Logistic regression, Support Vector Machine (SVM), and
Neural Network (NN). For each of the classification model,
there is no regularization technique applied.
The first algorithm, k-NN, is a classification algorithm that
works by considering classes of k number of closest neighbor.
The predicted class of a certain data point is decided by voting
among k number of closest data points. k-NN is based on
assumption that points with close differences in their attributes
value tend to fall in a same class [16]. The differences
can be calculated by using measurement such as proximity,
correlation, jaccard similarity, and cosine similarity [17]. For
example of k-NN using proximity, consider two data point
with n attributes X(x1, x2, ..., xn) and Y (y1, y2, ..., yn). To
calculate their proximity, euclidean distance measurement can
be employed. Eq. 1 shows the formula of euclidean distance,
where d denotes the proximity between point X and Y .
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d =
√
(x1 − y1)2 + (x2 − y2)2 + ...+ (xn − yn)2 (1)
The second algorithm, logistic regression, is a regression
method that applied to binary data. It has a similar process to
linear regression, except for its model and assumption [18].
Not only it receives binary input, logistic regression model
also produces output in binary form. To describe the logistic
regression process, consider a linear regression process over
a vector x ∈ Rn. The output y then calculated using eq. 2,
where βi from i = 0 to n are adjustable parameters for fitting
the equation to the data distribution. It can be seen that in eq. 2,
y also is a member of Rn, which is not in the form of binary.
Thus, logistic regression needs to use different equation to
produce binary output. Logistic regression use logistic function
as shown in eq. 3 to map the output to binary form, y ∈ {0, 1}.
Y = β0 + Σ
n
i=1βixi (2)
y =
eβ0+Σ
n
i=1βixi
1 + eβ0+Σ
n
i=1βixi
(3)
The third algorithm, SVM, was introduced by Cortes et al.
in 1995 [19]. SVM is a classification algorithm that separates
data to binary label, [−1, 1]. The basic idea of SVM is to find
an optimal separator (hyperplane) between the binary label.
The hyperplane can be a linear, polynomial, or radial basis
function. For instance, consider an SVM model with linear
hyperplane. The formula of the optimal hyperplane is written
as eq. 4. Here in eq. 4, b0 denotes the intercept term of the
equation. w0 calculated as linear combination of closest data
points (support v) to the hyperplane from both binary label.
These closest data points also known as support vector. The
calculation of w0 is described by eq. 5. The goal of SVM is to
find a hyperplane that maximize its margin to support vectors.
This margin is calculated as eq. 6. After finding the optimal
hyperplane, the SVM model can predict an input data label by
calculating the result of decision function, denoted in eq. 7.
b0 + w0z = 0 (4)
w0 = Σi∈{support vector}αizi (5)
ρ(w0, b0) =
2
|w0| (6)
I(z) = b0 + w0z (7)
The last algorithm, NN, is an algorithm which is modeled
after how biological neurons processing information. NN is a
non-linear model that map input vector z ∈ Rn to a certain
output vector [20]. NN is built from numbers of interconnected
computing units, named as neuron. Each neurons typically
calculates linear combination of its input vector as shown in
eq. 8. The net output ynet is then applied to a specific transfer
function fAN to produce the output of neuron as shown in 9.
For the activation function, NN typically use sigmoid function,
f(x) = 11+e−x . To create a model of NN, neurons are arranged
to specific architecture, which a neuron may take other neuron
output as its input.
ynet = v0 + Σ
n
i=1zivi (8)
y = fAN (ynet) (9)
III. METHODOLOGY
The methodology of this research is illustrated in fig. 1.
It can be divided into three phases: Data acquisition and pre-
processing, classification model training, and estimated ground
truth data construction. In the first phase, the necessary data are
collected and pre-processed so that they are ready to be used.
The second phase is performed to train different classification
models and compare their performances. In the last phase, the
best classification model is picked and applied to the unlabeled
remote sensing images.
Fig. 1: Workflow of Research.
IV. MATERIALS AND EXPERIMENTAL SETUP
A. Study Area
The study area in this research covers the area of Jakarta
City, excluding its small islands area called Kepulauan Seribu.
This Region of Interest (RoI) span from 6◦4’38” to 6◦22’21”
in latitude and 106◦40’11” to 106◦59’1” in longitude; It is
shown in fig. 2. Jakarta is the capital city of Indonesia, with
its LULC mostly are urban areas. There are also a considerable
area of agriculture and non-agriculture vegetation.
Fig. 2: Region of Interest used in this research.
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B. Remote Sensing Images and Pre-Processing
The remote sensing images used for classification are ac-
quired by Landsat 7 satellite with WRS-2 path 122 and row
64; which contains the whole area of Jakarta. The images were
downloaded from USGS website [14] at December 5, 2015.
For the training data, images from year 2000 is employed. It
is chosen based on the available ground truth data provided by
Badan Informasi Geospasial (BIG), the Indonesian Geospatial
Information Agency. As for the unlabeled images which
estimated ground truth will be constructed, are taken from
the images of recent four years (2012 - 2015).
Before the images can be used for classification process,
they must undergo several pre-processing steps. Firstly, the
atmospheric correction is performed on the image. The cor-
rection is carried out using semi classification plugin in QGIS
software [21]. On the other hand, the geometric correction is
not necessary because the features used fot classification are
only extracted from a single image. Afterward, the image is
cropped to the RoI defined in section IV-A. The last step is to
detect and remove areas that are covered by clouds and shadow
of clouds. The cloud detection is performed using algorithm
developed by Zhu et al. [22], which is an improvement of the
previous algorithm [23].
After pre-processing steps, the image is translated into
feature vectors to be used in classification process. The feature
vectors are formed by using 6 bands out of 8 bands from
Landsat 7 image. The utilized bands are Band 1 to 5 and
Band 7. Band 6 and Band 8 are left out due to their different
resolution from other bands.
C. Ground Truth Data
The ground truth data is obtained from Badan Informasi
Geospasial (BIG) website [24] at December 5, 2015. This
ground truth is mapped by BIG in year 2000 with the scale of
1:25,000. This ground truth is in the form of shapefile, which
is a vector format image. Thus, each of the class labels are
defined through areas. It makes them not directly tied to the
image pixels. The illustration of the acquired ground truth data
is shown in fig. 3
There are thirteen classes in the ground truth data, as
defined by BIG, for the corresponding RoI. These classes are
listed in table I. To scale the classes scope to this research,
these thirteen classes are grouped into several major classes
according to Indonesian National Standard of Land Cover
Classification [25]. These major classes are then associated
to classes in dichotomous phase of United Nation Food and
Agriculture Association Land Cover Classification System
(UNFAO-LCCS) as shown in table II. As for the class dis-
tribution the ground truth is shown in table III.
D. Training, Validation, and Test Samples Distribution
It is necessary to validate and test different configurations
of classification methods using separate datasets to find the
best performing method. In concern to this needs, a simple
split validation is not enough. Therefore, the whole dataset
used in this research is divided into three set. The first set
Fig. 3: Illustration of ground truth data.
TABLE III: Class Distribution of the Available Ground Truth
No. UNFAO-LCCS Code Number of Pixels
1 B16 117
2 B15 436,377
3 B27/B28/A24 20,984
4 A11/A23 130,154
5 A12 110,144
is training dataset, used to train the classification model. The
second set is validation set; it is used to tune the parameter of
the classification model. The third dataset, test dataset, is used
for assessing the classification model. In detail, the ratio for
train, validation, and test set of the whole dataset is 60:20:20.
The splitting process is done by using stratified sampling to
conserve the classes ratio in each set.
V. EXPERIMENTAL RESULT
Table IV, V, VI, and VII shows the result of all tested
configuration for each classification model applied to training
and validation dataset. These table shows that the training and
validation accuracy of all model are similar. Therefore, it is
apparent that all of the model do not suffer any overfitting.
In detail, K-NN model with Euclidean Distance Measurement
and K equals 67 achieve the best result on validation dataset
as tabulated in table IV. For Logistic Regression, it can be
seen from table V that the best model is using Radial kernel.
Meanwhile, table VI shows that the best SVM model with
polynomial degree of 2 achieve the best result among other
SVM model. Lastly, the best NN model employing 30 neurons
within a single hidden layer as shown in table VII.
Table VIII shows the comparison of the best configuration
for each classification model applied to test dataset. From that,
it can be seen that NN outperforms all other algorithm with
test accuracy of 75.41%.
In order to assess the result of the best classification
algorithm, it is important to look at its confusion matrix, as
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TABLE I: Minor Classes List
No. Indonesian Class Name English Class Name
1 Ladang Field
2 Beting Shelf
3 Danau Lake
4 Empang Dam
5 Alang-alang, sabana, dan padang Reeds, savannas, and grasslands
6 Lahan basah Wetlands
7 Lahan kering Dry forest
8 Perkebunan Plantation
9 Sawah Croplands
10 Sungai River
11 Tempat tinggal Residence
12 Rawa Swamp
13 Semak Belukar Shrubs
TABLE II: Major Classes List
No. UNFAO-LCCS Code Class Name Minor Classes
1 B16 Bare Areas Shelf
2 B15 Artificial Surfaces and Associated Areas Residence
3 B27/B28/A24 Artificial/Natural Waterbodies, Snow, and Ice; Natural and Semi-Natural Aquatic or
Regularly Flooded Vegetation
Lake
Dam
River
Swamp
4 A11/A23 Cultivated and Managed Terrestrial Areas; Cultivated Aquatic or Regularly Flooded Areas Field
Croplands
Plantation
5 A12 Natural and Semi-Natural Vegetation Reeds, savannas, and
grasslands
Wetland
Dry forest
Shrubs
TABLE IV: Result of Different K-NN Model on Training and
Validation Dataset
No. Distance Measurement K AccuracyTraining Validation
1 Euclidean Distance 45 76.39% 75.39%
2 65 76.12% 75.41%
3 67 76.08% 75.42%
4 69 76.05% 75.38%
5 75 75.98% 75.35%
6 Cosine Similarity 45 75.52% 74.51%
7 67 75.28% 74.62%
8 75 75.26% 74.57%
TABLE V: Result of Different Logistic Regression Model on
Validation Dataset
No. Kernel Type Degree AccuracyTraining Validation
1 Radial - 73.27% 73.26%
2 Polynomial 2 19.74% 19.71%
3 3 63.21% 63.23%
3 Dot (Linear) - 65.17% 65.18%
shown in table IX. From table IX, it can be seen that despite
of its good test accuracy, there are still a room for future
improvement. The best model found has achieved a great
classification result for class B15, with producer’s accuracy
of 92.39% and user’s accuracy of 82.67%. Meanwhile, the
other class results still can be improved further. This fact can
be seen from its kappa value [26], which is 0.4794. This result
may be caused by imbalance number of data in each class.
TABLE VI: Result of Different SVM Model on Validation
Dataset
No. Kernel Type Degree AccuracyTraining Validation
1 Radial BasisFunction (RBF) - 62.54% 62.54%
2 Polynomial 2 73.66% 73.65%
3 3 73.32% 73.23%
3 Sigmoid - 73.39% 73.41%
TABLE VII: Result of Different NN Model on Validation
Dataset
No. Numberof Layer
Number of Neuron
for each Layer
Accuracy
Training Validation
1 1 8 74.89% 74.96%
2 15 75.15% 75.07%
3 30 75.50% 75.46%
4 40 74.84% 74.88%
5 2 30 75.40% 75.30%
TABLE VIII: Result of Different Classification Algorithm on
Test Dataset
No. Classification Algorithm Test Accuracy
1 K-NN 75.38%
2 Logistic Regression 73.08%
3 SVM 73.49%
4 NN 75.41%
After finding the best classification model, it is then applied
to construct estimated ground truth of remote sensing images
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TABLE IX: Confusion Matrix of the Best Classification Model
Ground Truth User’s
AccuracyB16 B15 B27/B28/A24 A11/A23 A12
Classified
Data
B16 0 0 0 0 0 0.00%
B15 6 80631 440 5416 11036 82.67%
B27/B28/A24 0 155 2184 256 594 68.49%
A11/A23 4 1907 699 11899 3872 64.74%
A12 14 4583 874 4458 10529 74.96%
Producer’s Accuracy 0.00% 92.39% 52.04% 54.02% 40.45% 75.41%
from 2012 to 2015. These generated estimated ground truth
can be seen in fig 5. The pixels distribution among classes in
the ground truth data is shown in fig. 4. From fig. 5, it can
be seen that the classification model is often confused class
A11/A23 and A12 with class B27/B28/A24. This fact may
be caused by the similarity between cropland when flooded
and waters. Class A11/A23 and A12 are also often confused
with one another. The fact that they both represent vegetation
area may be the reason of this confusion. The numbers of
pixels that can be analyzed also depends on the weather
characteristics of the image. For example, in fig. 5a and 5b,
there are notable amount of pixels that cannot be analyzed
because of cloud coverage. Due to this fact, B15 class area
seems to grow significantly from 2013 to 2014. In fact, the
reason is just because of the significant amount of B15 area
covered by cloud in year 2013.
Fig. 4: Estimated ground truth class pixels distribution.
VI. CONCLUSION
This paper has demonstrated LULC dataset construction via
classification. The estimated ground truth of dataset for years
2012 to 2015 has been successfully generated in this research.
The estimated ground truth is generated using NN with single
hidden layer of 30 nodes. This algorithm is choosen because it
has the best performance among other tested algorithm, with
the test accuracy of 75.41%.
In the future, it would be necessary to find a solution to
overcome the problem of imbalanced class size proportion. It
can be done, for example, by reformulating the major class
so that the data contained in each classes are about the same
to each other. It would also be important to try exploiting
other classification method such as object-based classification
for the future works. Another interesting method that can be
exploited is the use of deep learning algorithm. Though it is
not frequent to be used in remote sensing, it is promising for
deep learning algorithm to show a better result than what this
research has already obtain. This is due to the fact that it has
shown an amazing result in image processing area, which is
similar to remote sensing area that also exploit visual data.
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