In this paper, through extrinsic information transfer (EXIT) band chart analysis, an adaptive iterative decoding approach (AIDA) is proposed to reduce the iterative decoding complexity and delay for finite-length differentially encoded Low-density parity-check (DE-LDPC) coded systems with multiple-symbol differential detection (MSDD). The proposed AIDA can adaptively adjust the observation window size (OWS) of the MSDD soft-input soft-output demodulator (SISOD) and the outer iteration number of the iterative decoder (consisting of the MSDD SISOD and the LDPC decoder) instead of setting fixed values for the two parameters of the considered systems. The performance of AIDA depends on its stopping criterion (SC) which is used to terminate the iterative decoding before reaching the maximum outer iteration number. Many SCs have been proposed; however, these approaches focus on turbo coded systems, and it has been proven that they do not well suit for LDPC coded systems. To solve this problem, a new SC called differential mutual information (DMI) criterion, which can track the convergence status of the iterative decoding, is proposed; it is based on tracking the difference of the output mutual information of the LDPC decoder between two consecutive outer iterations of the considered systems. AIDA using the DMI criterion can adaptively adjust the out iteration number and OWS according to the convergence situation of the iterative decoding. Simulation results show that compared with using the existing SCs, AIDA using the DMI criterion can further reduce the decoding complexity and delay, and its performance is not affected by a change in the LDPC code and transmission channel parameters. key words: adaptive iterative decoding, low-density parity-check (LDPC) codes, differential encoded LDPC coded systems, multiple-symbol differential detection, extrinsic information transfer (EXIT) band chart
Introduction
Low-density parity-check (LDPC) codes have been proved to be a class of capacity-approaching codes over additive white Gaussian noise (AWGN) channels with coherent detection. However, since the performance of coherent detection relies on an accurate phase tracking and the reliable estimation of channel state information, coherent detection becomes expensive or infeasible in some cases. Therefore, differential encoded LDPC (DE-LDPC) coded systems with differential detection, which circumvent the need for phase tracking and channel estimation, have attracted a lot of attention [1] - [4] .
It is well known that conventional differential detection has considerably worse performance than coherent de- tection. Multiple-symbol differential detection (MSDD) [5] has been proven to be an effective approach to compensate for this performance loss. For serially concatenated coded systems consisting of a channel encoder and a differential encoder, an iterative decoding scheme based on MSDD was proposed in [6] . In this scheme, the soft-input soft-output demodulator (SISOD) with MSDD (called MSDD SISOD in the following) is used as the inner decoder, and the iterative decoding is performed between the MSDD SISOD and the outer decoder. The process of this demodulator-decoder iteration is denoted by the outer iteration in this paper. It was shown that this iterative MSDD scheme can achieve a large performance improvement compared with conventional differential detection. Up to now, the iterative MSDD scheme has been widely studied, such as iterative MSDD for turbo coded systems [7] , for cooperative communication systems [8] and for spatial division multiple access systems [9] . For DE-LDPC coded systems, we investigated the performance of the iterative MSDD scheme in [10] .
In general, to achieve excellent performance, the iterative MSDD scheme requires relatively large values of the observation window size (OWS) of MSDD and the outer iteration number between the MSDD SISOD and the outer decoder. However, MSDD with a large OWS will produce a high complexity of MSDD SISOD and cause a long decoding delay when the outer iteration number is also set to a large value, since the complexity of MSDD is exponentially increased with the OWS. On the other hand, at low signal to noise ratios (SNRs), very little performance improvement is achieved by increasing the outer iteration number and using a large OWS. Moreover, at high SNRs, most of the successful decodings can be achieved in the first few iterations with the small OWS. This means that a large outer iteration number and a large OWS are unnecessary in the two SNR regions. In general, due to the fact that the SNR is unknown at the receiver, it is necessary to propose an adaptive iterative decoding approach (AIDA) to adjust the OWS and the outer iteration number adaptively in a changing SNR environment for the coded systems using iterative MSDD.
To adaptively adjust the OWS, an approach based on an analysis of the iterative decoding process using the EXIT chart technique [11] was proposed for "Turbo DPSK" systems [7] . In this approach, the OWS is gradually increased by using a look-up table, which is designed based on a designed iterative decoding trajectory obtained from Copyright c 2013 The Institute of Electronics, Information and Communication Engineers the EXIT chart. Using this approach, the complexity of iterative MSDD can be reduced. However, the design of the OWS table is based on assuming that the iterative decoding trajectory is well matched with the EXIT functions of the two component decoders of the iterative decoder, which is valid for using codes with infinite-length but not for using codes with finite-length [12] . Therefore, the approach of [7] is not suitable for using finite-length LDPC codes. Whereas in practical systems, LDPC codes are generally restricted to blocks of a few hundred to a few thousand code bits.
On the other hand, to adjust the outer iteration number adaptively, a stopping criterion (SC), which is used to judge whether the iterative decoding should be terminated or not, is needed in AIDA. Up to now, many SCs have been proposed to terminate the iteration early to prevent unnecessary iterations of the iterative decoding, such as the cross entropy (CE) criterion [13] , the sign-change-ratio (SCR) criterion [14] , the sign difference ratio (SDR) criterion [15] and the mean-estimate (ME) criterion [16] . All these criteria were proposed for turbo coded systems and have been proven to be able to reduce the iteration number significantly with little performance loss by comparing a predefined threshold at high SNRs, where successful decodings are usually achieved in the first a few iterations. In [17] , the above criteria were modified to stop the iteration at low and high SNRs for turbo coded systems by designing another stopping threshold for low SNRs based on the decoding threshold obtained by the EXIT chart.
Although so many SCs have been proposed for turbo coded systems, little attention has been paid to the iterative decoding of serially concatenated LDPC coded systems. In contrast to turbo codes, LDPC codes can detect successful decoding to stop the iteration by checking the parity check constraints of LDPC codes. Therefore, serially concatenated LDPC coded systems are more concerned with the performance of the SC for uncorrectable decodings. In order to satisfy this requirement, stopping rules and thresholds of these existing SCs should be redefined. However, the analysis results of Sects. 3.3 and 4 show that the redefined stopping rules and thresholds are only suitable for a certain SNR region, which causes significant performance loss at other SNRs. It is also shown that they need to be redefined when the LDPC code and transmission channel parameters change.
In this paper, we consider finite-length DE-LDPC coded systems with MSDD. By analyzing the convergence behavior of the considered systems by the EXIT band chart, which is a generalized EXIT chart for analyzing the finitelength coded systems [12] , an AIDA scheme which can adaptively adjust the OWS of the MSDD SISOD and the outer iteration number of the iterative decoder is proposed. In AIDA, the OWS and the outer iteration number are adaptively adjusted by using a SC to judge whether the iterative decoding converges or not. To circumvent the disadvantages of the existing SCs, a new SC which we call differential mutual information (DMI) criterion is proposed for tracking the convergence status of the iterative decoding by tracking the difference of the output mutual information of the LDPC decoder between two consecutive outer iterations of the considered systems. Simulation results show that AIDA with the proposed DMI criterion can significantly reduce the iterative decoding complexity and delay of the considered systems at all SNRs. Moreover, compared with the existing SCs, it is proved that the DMI criterion is more effective for the considered systems in terms of reducing the average number of outer iterations, performance loss and robustness.
We note that the most closely related work to the DMI criterion presented in this paper is [18] , which has proposed an early stopping approach based on the mutual information improvement for turbo-decoding-aided hybrid automatic repeat request (HARQ) schemes. The similarities and differences between [18] and our work will be highlighted in detail in Sects. 3.4 and 4.2.
The rest of this paper is organized as follows. In Sect. 2, the system model and its EXIT band chart analysis are introduced. In Sect. 3, we propose the AIDA scheme, and propose the new SC named DMI after discussing the existing SCs for the considered systems. Then, the system performance is analyzed using computer simulations in Sect. 4. Finally, Sect. 5 concludes the paper.
System Model and Its EXIT Band Chart Analysis

System Model
The system model is shown in Fig. 1 . A random message bit sequence b = {b 1 , b 2 , ..., b K } , b i ∈ {0, 1} is first encoded by a rate K/N LDPC encoder to a code sequence c = {c 1 , c 2 , ..., c N } , c i ∈ {0, 1}. The code sequence is then mapped to an M-ary PSK symbol sequence
where m is the number of bits of each M-ary PSK symbol. The sequence x is then differentially encoded to a sequence s = s 0 , s 1 , ..., s N/m , where s k is given by s k = x k s k−1 . s 0 is a reference symbol and is known by the demodulator. In this paper, s 0 is set to 1. Different from general serially concatenated codes, the considered systems omit the interleaver between the encoder and the modulator to reduce the complexity of the system, because LDPC codes have an inherent interleaving nature since their parity check matrixes are randomly constructed with a high degree of sparsity [19] .
The differential encoded sequence s is transmitted to Fig. 1 System model. the receiver through AWGN channels. With differential detection, the received discrete-time baseband signal, at time k, can be written as
where θ k , which is uniformly distributed over [0, 2π), is the unknown phase introduced by the channel, and n k is a sample of a zero mean complex Gaussian noise with variance σ 2 n . At the receiver, the received signals are iteratively decoded by mutually exchanging soft information between the MSDD SISOD and the LDPC decoder. At each outer iteration, the MSDD SISOD produces the a posteriori information L M,p based on the received signals and the a priori information L M,a provided by the LDPC decoder, and produces the extrinsic information L M,e by subtracting L M,a from L M,p . Then L M,e is passed to the LDPC decoder as the a priori information L D,a . Based on L D,a , the LDPC decoder performs a number of inner iterations, and makes a tentative hard decision. If the hard decision is determined to be a legitimate codeword by checking the parity check constraints, the iterative decoding will be terminated. Otherwise, the extrinsic information L D,e of the LDPC decoder, which is obtained in a similar way to L M,e , will be fed back to the MSDD SISOD as the a priori information L M,a for the next outer iteration. This process is repeated until the predefined maximum outer iteration number is reached or a legitimate codeword is found.
MSDD SISOD
Here we assume that the OWS of the MSDD SISOD is S , and θ k remains constant over the entire received sequence, i.e., θ k = θ. The received sequence is divided into subblocks of S symbols each in such a way that the subblocks overlap in one symbol. That is, the number of subblocks is (N/m)/(S − 1). For the kth subblock, we can rewrite (1) in the following vector form
where
T , and the superscript 'T ' denotes the transpose operation.
Let
T denote the code bits corresponding to the kth subblock of the received symbols. For the sake of clarity, we drop the index k in the following. Based on the maximum a posteriori principle, the MSDD SISOD generates the a posteriori probability (APP) of the code bit c i , written in terms of log-likelihood ratio (LLR)
where the sums in the numerator and denominator are taken over all sequences s corresponding to the sequences c whose bit in position i is the value 0 or 1, respectively. p(c j ) is the a priori probability provided by the LDPC decoder. p(r|s) is the conditional probability density function (PDF) of r given s. For AWGN channels, p(r|s) is given by [5] 
where I 0 (·) is the zero-order modified Bessel function of the first kind, and the superscript ' * ' denotes complex conjugation.
EXIT Band Chart Analysis of Finite-Length DE-LDPC Coded Systems with MSDD
The convergence behavior of the iterative decoding of serially concatenated systems can be visualized and predicted by EXIT chart analysis [11] . However, it is known that the analysis results of the EXIT chart are accurate for infinitelength codes, but not for finite-length codes. Whereas in practical systems, LDPC codes are generally limited to short or medium length with a few hundred or thousand bits. In [12] , an EXIT band chart, which is a convergence analysis approach using an EXIT curve band instead of a single EXIT curve as in EXIT chart, was proposed for finite-length turbo decoding. In this section, we extend this approach to finite-length DE-LDPC coded systems with MSDD. In EXIT band chart, the transfer characteristics of component decoders are characterized by their EXIT functions for each random channel realization. Let [s] denote the seed of the channel realization, and let I L
) be mutual informations between the transmitted coded bits and the LLRs at the output and the input of MSDD SISOD (LDPC decoder, respectively). For a given [s], the EXIT function of the MSDD SISOD over AWGN channels is defined as
is the SNR of the channel. Similarly, for a given [s], the EXIT function of the LDPC decoder is defined as
The mutual information between the transmitted coded bits C and the corresponding LLR values L is calculated as [11] 
where p L (l|c) is the conditional PDF of the LLR values L given c ∈ {0, 1}, and 0 I L 1. Note that we drop the subscript of L in (7) to generally represent the LLRs in (5) . Similar to the analysis of [12] , the EXIT band of the MSDD SISOD (LDPC decoder) can be represented using the average curves avg(I L
)), and the upper and lower bound avg(I L
), respectively), where avg(·) and std(·) represent the average and the standard deviation, respectively. The EXIT band chart can be obtained by plotting the EXIT bands of the MSDD SISOD and the LDPC decoder into a signal diagram by switching the x-axis and the y-axis. Figure 2 shows the EXIT band charts of the considered systems with rate-1/2 (3, 6) regular LDPC codes with different finite code lengths over AWGN channels with BPSK, where the number of inner iterations of the LDPC decoder is 10. For comparison, the EXIT band chart for a very long code length of 100800 (can be viewed as infinitelength) is also presented. We can observe that the shorter the code length is, the wider the EXIT bands become. When the code length is increased to 100800, the widths of the EXIT bands become zero. That is, the EXIT band chart of infinite-length codes is actually equivalent to the ordinary EXIT chart. For infinite-length LDPC codes, it is known that each frame has similar asymptotic performance when the SNR is larger than the asymptotic decoding threshold; thus the uncorrectable frames whose performance can only be improved marginally by increasing the iteration number appear only at low SNRs (those SNRs smaller than the asymptotic decoding threshold). Whereas for the same LDPC code ensemble with finite-length, due to the overlap of the EXIT curve bands, uncorrectable frames still exist at certain SNRs which are above the asymptotic decoding threshold. This means that uncorrectable frames appear at low SNRs and also at medium SNRs. This conclusion can be further supported by Fig. 3 , which shows three typical simulated snapshot iterative decoding trajectories for the considered systems with rate-1/2 (3, 6) regular LDPC codes of length 1008 and S = 4 at SNR = 3.8 dB. It is shown that these iterative decoding trajectories exhibit a greater variation from frame to frame when the code length is short. Some frames quickly or slowly converge to successful decoding, while some frames cannot converge to successful decoding.
Next, we analyze the impact of the OWS of the MSDD SISOD on system performance. Figure 4 shows the average EXIT curves of the LDPC decoder and the MSDD SISOD with different OWS at SNR = 3.5 dB. It is shown that the slopes of the EXIT curves of the MSDD SISOD increase with an increase in S , which implies that the performance of the systems can be improved by increasing S . How- 4 Average EXIT curves of the considered systems for MSDD SISOD with different S ; rate-1/2 (3, 6) regular LDPC codes with length 1008 over AWGN channels with BPSK at SNR = 3.5 dB; inner iteration number of the LDPC decoder is 10; averaged over 10000 frames. ever, at low SNRs, e.g. 1.0 dB, it can be expected that the EXIT band of the MSDD SISOD is almost entirely under the EXIT band of the LDPC decoder even with large values of S, which means that increasing S at low SNRs cannot improve the system performance much. On the other hand, at high SNRs, e.g. 5.0 dB, it can be expected that a large tunnel is opened between the EXIT bands of the MSDD SISOD and the LDPC decoder even for S = 2, which means that most of the frames can be decoded successfully using a small value of S. While at medium SNRs, as shown in Fig. 2 for N = 1008 at SNR = 3.5 dB, it can be expected that the fraction of the overlap between the two EXIT bands will decrease with an increase in S , and a tunnel will be opened when S 6. This means that the probability of successful decoding can be increased, and thus a significant improvement in average bit error rate (BER) performance can be achieved by increasing S at medium SNRs.
AIDA
Motivation of AIDA
The OWS of the MSDD SISOD and the outer iteration number are the two key parameters that determine the iterative decoding complexity and delay of the considered systems. It is known that the complexity of MSDD grows exponentially with the OWS. Therefore, the complexity of the MSDD SISOD will become prohibitively high as the OWS becomes large. Especially for iterative decoding systems with large outer iteration numbers, this high complexity will result in an unacceptable decoding delay, which makes it difficult to achieve a realistic system. In [7] , an approach which gradually increases the OWS in accordance with the iteration number of turbo coded systems with MSDD by looking up an OWS table, was proposed based on the analysis of the iterative decoding process using the EXIT chart. It is proved that this approach can reduce the complexity of the iterative MSDD decoding with negligible performance loss compared with the OWS with a fixed large value [7] - [9] . In this approach, the OWS table and the maximum outer iteration number are designed based on a designed iterative decoding trajectory obtained from the EXIT chart. Since the two parameters are designed for a target BER at the expected SNR, the decoding complexity and delay cannot be significantly reduced at all SNRs by using this approach. Moreover, the design of the two parameters is based on the assumption that the iterative decoding trajectory is well matched to the EXIT functions of the two component decoders of the iterative decoder, which is valid for codes with very long length, but not for codes with short length.
Based on the analysis results of Sect. 2.3, a small OWS and a small outer iteration number are sufficient for low SNRs and high SNRs. Furthermore, for medium SNRs, the performance improvement achieved by increasing the OWS and the outer iteration number varies from frame to frame when the code length is finite. Therefore, it is necessary to propose an adaptive iterative decoding approach (AIDA) to adjust the OWS and the outer iteration number adaptively to reduce the iterative decoding complexity and delay of the considered systems with finite-length LDPC codes in a changing SNR environment.
Principle of AIDA
In the proposed AIDA, in contrast to adjusting the OWS of the MSDD SISOD and the outer iteration number according to the predesigned OWS table and the maximum outer iteration number as in [7] , the two parameters are adjusted according to the convergence status of the iterative decoding. Figure 5 shows the structure of AIDA. Let S i and S max denote the OWS at the ith iteration and the predefined maximum OWS of the MSDD SISOD, respectively. In the first iteration, S 1 is set to 2. If the decoding by the LDPC decoder is successful, the iterative decoding will be stopped automatically; otherwise, the SC will be checked. If the evaluation of the SC indicates that the requirement of stopping iteration is satisfied, the iterative decoding will be stopped; otherwise, the iterative decoding will continue to be executed, and the OWS will be increased by a predefined fixed value ΔS in the next iteration if S i < S max . This process is repeated until the requirement of stopping iteration is satisfied, or until the predefined maximum iteration number is reached or decoding is successful. In the SC, the requirement of stopping iteration is an indicator which can reflect the convergence of the iterative decoding.
The SC is the key part in AIDA. In order for AIDA to be able to reduce the iterative decoding complexity and delay with very little performance loss, a well designed SC should be able to timely and accurately judge the convergence of the iterative decoding. Up to now, many SCs have been proposed to reduce the iteration number for turbo coded systems. In the following, some representative existing SCs are briefly introduced, and these criteria for the considered systems are studied in Sect. 3.3. Then, to circum- 
With an increase of the iteration number, the CE becomes smaller and smaller. When T (i) is smaller than a predefined threshold (10 −2 ∼ 10 −4 )T (1), the iterative decoding is terminated.
2) SCR criterion: SCR is based on measuring the sign changes C(i) of L e2 (c k ) from iteration (i-1) to iteration i. The principle of SCR is to compute C(i) at each iteration, and the iterative decoding is terminated when C(i) is smaller than the threshold (0.005 ∼ 0.03)N.
3) SDR criterion: Let D(i) denote the number of sign differences between L e1 (c k ) and L e2 (c k ) in the same iteration. The principle of SDR is to compute D(i) after each iteration and to terminate the iterative decoding when D(i) is smaller than the threshold (0.001 ∼ 0.01)N. 4) ME criterion: This approach is based on monitoring M |L| , the mean of absolute LLR values of the second decoder over a block after each iteration. Simulation shows that M |L| increases as the number of errors decrease. Therefore, the iterative decoding is terminated when M |L| is bigger than a predifined threshold.
Since the iterative decoder of the considered systems, which consists of a demodulator and a LDPC decoder, is different from the turbo decoder, the assumptions which are used to obtain the approximation of CE as expressed in (8) [14] , do not hold for the iterative decoder of the considered systems. Thus, the CE criterion is modified to be used only for the LDPC decoder, and the decision metric of the CE criterion for the considered systems is turned into
That is, the CE for the considered systems is used to measure the closeness of the a posteriori probability outputted from the LDPC decoder in two consecutive outer iterations. For SCR, SDR and ME criteria, these SCs can be used in the considered systems directly. These SCs have been proved to be the efficient approaches to detect the successful decoding before reaching the maximum iteration number by comparing a predefined threshold. However, compared with turbo codes, LDPC codes can detect successful decoding to stop the iteration by checking the parity check constraints of LDPC codes. Thus, the SC for the considered systems is more concerned with stopping the uncorrectable decodings which usually occur at low to medium SNRs for our considered systems. In this situation, the stopping rules and the thresholds of the SCs mentioned above should be redesigned to be applicable for this purpose.
To understand how to design the stopping rules and the thresholds of these SCs for the considered systems, the average evaluations of the decision metrics of these SCs variation with SNR and outer iteration number are shown in Fig. 6 . We can observe that the stopping rules of the CE, SCR and ME criteria for our target are that the evaluation of their decision metrics should be smaller than a threshold. On the contrary, the stopping rule of the SDR criterion is that the evaluation of its decision metric should be bigger than a threshold. However, we can observe that they do not work well at all SNRs based on the redesigned stopping rules. For CE and SCR criteria, the iteration may be stopped prematurely at medium and high SNRs, which results in performance losses at these SNRs, since the evaluations of their decision metrics vary non-monotonically with SNR as shown in Figs. 6(a) and (b) . On the other hand, for SDR and ME criteria, it is possible to design proper thresholds for them at low SNRs based on Figs. 6(c) and (d). The low SNR region can be determined with the aid of the asymptotic decoding threshold predicated by the EXIT chart for the considered systems. In this SNR region, the iterative decoding of each frame should be stopped after the first or second iteration also for finite-length LDPC codes. However, it is difficult to design proper thresholds of them also valid for medium SNRs, since the iterative decoding characteristics greatly vary from frame to frame for the considered systems at medium SNRs as discussed in Sect. 2.3. Moreover, the low SNR region where is no need for increasing iteration number is changed with a change in the LDPC code and transmission channel parameters, which makes the defined thresholds of these SCs need to be redesigned again.
Proposed SC
The basic reason of the disadvantages of these SCs is that these approaches are not good methods to track the convergence status of the iterative decoding. From the decoding trajectories of Fig. 3 , we can observe that the value of I L D,e increases significantly between two consecutive outer iterations if the iterative decoding can improve the system performance effectively, whereas the value of I L D,e remains almost unchanged as the number of iterations increases when the iterative decoding has converged. Thus, the change of I L D,e between two consecutive outer iterations can reflect the convergence status of the iterative decoding. These observations motivate us to propose a new SC named DMI criterion, which is based on tracking the difference of the output mutual information of the LDPC decoder between two consecutive outer iterations. Based on this idea, at the ith iteration, the decision metric of the DMI criterion can be written as
If ΔI L D,e is smaller than a threshold T h, which means that the iterative decoding has converged, the iterative decoding is stopped; otherwise, the next iteration is executed. The computation of I L D,e using (7), also called the histogram method, needs the information about the transmitted coded bits and the PDF of LLR values, which is impractical for realistic systems where the transmitted coded bits are unknown at the receiver. Actually, (7) can be computed by the average method shown below without these requirements [20] 
where N is the code sequence length, l n is the LLR value of the nth bit of the code sequence, and H b is the binary entropy function (12) Equation (11) is valid when the APP decoder is employed even if the distribution of the LLR outputs of the decoder is non-Gaussian or unknown distributions [20] . Figure 7 shows the comparison of the averaged simulated iterative decoding trajectories of the considered systems at different SNRs obtained by the histogram method and the average method, respectively. It is shown that the average method is a good approximation for the histogram method. Therefore, it is reasonable to use (11) to compute I L D,e after each outer iteration for the considered systems where the LDPC decoder uses the sum-product algorithm. We must point out that the idea of SC based on (10) has been proposed in [18] for turbo HARQ schemes, which is used to reduce the complexity while maintaining a high throughput and a low packet-loss-ratio. However, since the purpose of our work is different from that of [18] , the SC based only on (10) is not the most effective approach for our considered systems, which will be explained below and be supported in Sect. 4.2. Based on this fact, the principle of our proposed DMI criterion, which is also the difference between our proposed DMI criterion and the SC of [18] , is explained from the following two aspects.
On one hand, it is obvious that using the SC with only the decision metric (10), the system will execute at least two iterations before successful decoding. However, in fact, in most cases, iterative decoding only needs to be executed once at low SNRs. From Figs. 2 and 4 , we can also observe that the EXIT curves of the MSDD SISOD and the LDPC decoder intersect on the very left side of the EXIT band chart at low SNRs corresponding to very small value of I L D,e . Thus, to further reduce unnecessary iterations at low SNRs, before evaluating the decision metric of the DMI criterion,
is compared with another threshold T h L to decide whether to stop the iterative decoding immediately.
On the other hand, as shown in Fig. 3 , at medium SNRs, the iterative decoding of some frames corresponding to the typical iterative decoding behavior of slow convergence has the following features:
increases to a relatively large value and seems to be unchanged (that is, ΔI can increase to the value of the right side of the EXIT band chart after some iterations, which results in successful decoding at last. Owing to this fact, if the SC only considers (10), this type of decoding behavior will be prematurely stopped, resulting in a performance loss. Therefore, The proposed SC should consider how to avoid prematurely stopping this type of decoding behavior. We solve this problem as follows. We define a threshold T h M which is bigger than the threshold
which means that the current iterative decoding may be the type of the slow convergence, the iterative decoding is not stopped immediately and let an indicator S N = S N+1. Here S N is used to represent the number of times that ΔI
> T h M during the current iterations. If S N is bigger than a defined number of times T h N , which means that the current iterative decoding is an uncorrectable decoding with high probability, then decoding is stopped; otherwise, the current iterative decoding may be the type of the slow convergence decoding, thus go to the next iteration.
The proposed DMI criterion is summarized as follows: At the ith outer iterative decoding(S N = 0):
using equation (11) at the ith iteration.
Step
< T h L , stop the iterative decoding; otherwise, go to step 3.
< T h, stop the iterative decoding; otherwise, go to step 4.
Step Actually, we can find that the SC of [18] is equivalent to the proposed DMI criterion with T h L = 0.0 and T h M = 1.0. It should be emphasized that the performance of AIDA with the DMI criterion depends on the values of the thresholds T h, T h L , T h M and T h N . The EXIT band chart of the system can simplify the process of choosing of these thresholds. Although, generally speaking, the best choice of these thresholds should be optimized for particular system parameters, the performance of the DMI criterion with a set of determined thresholds is robust when the LDPC code and transmission channel environment parameters are changed, which will be supported by the simulation results presented in the next section.
Simulation Results and Analysis
The performances of the proposed AIDA with the existing SCs and the proposed SC for the considered systems are evaluated and analyzed using computer simulations. Unless otherwise indicated, the following simulation parameters are used for our simulations. We consider rate-1/2 (3, 6) regular LDPC codes with length 1008 over AWGN channels. The coded bits are modulated using BPSK for simplicity. The maximum number of outer iterations between the MSDD SISOD and the LDPC decoder is set to 6. The maximum number of inner iterations of the LDPC decoder is set to 10. In AIDA, S max and ΔS are set to 8 and 2, respectively.
Selection of the DMI Criterion Thresholds
Based on the EXIT band chart analysis of the considered systems with the above simulation parameters, which is similar to the analysis of Figs. 2, 3, 4 and 7, the approximate ranges of the thresholds T h, T h L , T h M and T h N can be first determined as follows: T h < 0.03, T h L < 0.12, 0.3 < T h M < 0.7 and T h N < 3. Then, we can select appropriate values for them in their corresponding ranges. More specifically, we first evaluate the variation of the average number of outer iterations and the BER performance of the considered systems using AIDA with the DMI criterion with different values of threshold T h as shown in Fig. 8 . T h L and T h M are set to 0.0, 1.0, respectively. In this situation, the performance of the DMI criterion is determined only by the threshold T h. It is shown that the smaller T h is, the smaller performance loss is, but the larger number of outer iterations is required. In order to make a good trade-off between the iterative decoding complexity and the performance loss, the value of T h that is selected is 0.02. After determining the value of T h, we can then determine the value of T h L , and then determine the values of T h M and T h N together at last using simulations similar to the process of the selection of T h. For the sake of conciseness, the specific processes used in the selection of T h L , T h M and T h N are not presented in detail here. Finally, the thresholds T h, T h L , T h M and T h N of the proposed DMI criterion are set to 0.02, 0.07, 0.5 and 1, respectively, for the following simulations. 4.2 Performance of AIDA with the DMI Criterion Figure 9 (a) shows the average number of outer iterations of the considered systems using AIDA without SC and with SC of the proposed DMI criterion. Here, AIDA without SC is that the early stopping approach is not used in AIDA. In case of AIDA without SC, the OWS of MSDD SISO corresponding to the outer iteration number from 1 to 6 is [2, 4, 6, 8, 8, 8] , and the outer iterations are stopped when the maximum outer iteration number is reached or a legitimate codeword is found. The simulation result of the considered systems with fixed S = 8 without AIDA is also presented for comparison. Since the LDPC decoder can detect successful decoding and stop the iteration by checking the parity check constraints of LDPC codes, it is shown that the average number of outer iterations required by AIDA without SC is gradually decreased with an increase in SNR. When the DMI criterion is used in AIDA, since the DMI criterion adjusts the number of outer iterations based on the convergence status of the outer iterations, we observe that the av- erage number of outer iterations can be reduced efficiently by AIDA with the DMI criterion at low and medium SNRs. More specifically, the outer iterations are stopped as early as possible at low SNRs, where the performance cannot be improved by increasing the OWS and the number of outer iterations. At medium SNRs, where the performance improvement can be gradually achieved by increasing the OWS and the number of outer iterations, the average iteration number is gradually increased. While at high SNRs, the average numbers of outer iterations required by AIDA with and without the DMI criterion are the same, since almost all of the frames can be successfully decoded in the first few iterations. Figure 9 also shows the performance comparison between AIDA with the DMI criterion and AIDA with the SC of [18] that is equivalent to setting T h = 0.02, T h L = 0.0 and T h M = 1.0 for the DMI criterion. We can observe that for the systems considered here, the proposed DMI criterion performs better than the SC of [18] in terms of the required average number of outer iterations at low SNRs and the performance loss at medium and high SNRs, which supports the discussion of the difference between the proposed DMI criterion and the SC of [18] in Sect. 3.4 .
Next, we analyze the reduction of the iterative decoding complexity by using AIDA. The evaluation of the iterative decoding complexity needs to consider the number of outer iterations and the complexity of the MSDD SISOD and the LDPC decoder. Since the LDPC decoder can detect successful decoding and automatically stop the iteration, we evaluate the iterative decoding complexity by mainly considering the average multiplication number (AMN) and the average addition number (AAN) of the iterative decoding of each frame for the considered systems with and without AIDA as shown in Fig. 10 . The method introduced in [21] is used to evaluate the decoding complexity of the LDPC decoder using the sum-product algorithm. It should be noted that since the number of divisions is far less than the number of multiplications in each iteration, it is not considered in the evaluation of the iterative decoding complexity. In addition, the calculation of the logarithmic term in (3) also is ignored.
Although from Fig. 9 it can be seen that the average numbers of outer iterations from 2.7 dB to 5.25 dB required by AIDA without SC are about 0.2 to 0.5 times more than that required without using AIDA for the considered systems, Fig. 10 shows that both the AMN and AAN are significantly reduced by AIDA without the SC at all SNRs. For example, for SNR = 4.5 dB, about 20% of the complexity of the iterative decoding without AIDA is required by using AIDA. This is because the fraction of successful decoding achieved by the MSDD SISOD with small S increases with an increase in SNR values as shown in Fig. 11 . From Fig. 10 , we also observe that AIDA using the DMI criterion can further reduce the decoding complexity at low and medium SNRs. For example, only about 3% of the complexity of the iterative decoding without AIDA is required by using AIDA with the DMI criterion. Combining the above observations and the results of the BER performance comparison of the considered systems with and without AIDA as shown in Fig. 9(b) , we can conclude that the proposed AIDA with the DMI criterion can significantly reduce the iterative decoding complexity and delay with negligible performance loss.
Performance of AIDA with different SCs
In the following, performances of AIDA with different SCs are compared and analyzed. The principle of the selection of the thresholds of the aforementioned existing SCs, which is the same as that of [17] , is that the outer iteration should be stopped immediately when the SNR is below the asymptotic decoding threshold of the considered systems. It should be noted that at least two outer iterations are performed before successful decoding when CE and SCR are used. Based on the discussion of Sect. 3.3, according to Fig. 6 and the asymptotic decoding threshold for the considered systems with S = 8 and the rate-1/2 (3, 6) regular LDPC code ensemble over AWGN channels with BPSK as shown by the dotted lines in Fig. 6 , the approximate ranges of their thresh- olds can be determined from the y-axes of Fig. 6 . Then, the preferred values of their thresholds can be selected to meet the above principle in their corresponding ranges using simulations similar to Fig. 8 , the detailed process of which is omitted for the sake of conciseness. For the systems considered here, the thresholds of CE, SCR, SDR and ME criteria are selected as 0.035, 0.24, 0.37 and 2.2, respectively.
The same simulations of Fig. 9 are tested for AIDA with different SCs, as shown in Fig. 12 . For AIDA with CE, SCR and SDR, it is shown that the average numbers of outer iterations are significantly reduced with very little performance loss at low SNRs. However, large BER performance losses are caused at medium and high SNRs, since some correctable decodings are prematurely stopped by the three criteria. This implies that the three existing SCs are not well suited for stopping the iteration of the uncorrectable decodings for our considered systems. On the other hand, for AIDA using the ME criterion, we observe that it has similar performance to AIDA using the proposed DMI criterion.
To further evaluate and compare the performance of the ME criterion and the DMI criterion for AIDA, the same simulations of Fig. 12 are also tested for different code structures and transmission channel environments respectively while keeping other simulation parameters constant. Figure 13 shows the simulation results for rate-3/4 (3, 12) regular LDPC codes with length 1008 over AWGN channels. Figure 14 shows the simulation results for rate-1/2 (3, 6) regular LDPC codes with length 1008 over non-frequency selective Rayleigh fading channels with normalized maximum Doppler frequency f D T s = 0.01. It is shown that the ME criterion with the previously defined threshold 2.2 for the two cases is not as effective as it is for rate-1/2 (3, 6) regular LDPC codes over AWGN channels in term of the performance of the reduction of the average number of outer iterations. These observations suggest that the performance of the existing ME criterion is easily affected by a change in the LDPC code and transmission channel parameters, and thus the threshold needs to be redesigned for the new conditions, which supports the discussion in Sect. 3.3. On the contrary, we can find that even if these conditions are changed, the proposed DMI criterion with previously defined thresholds can still effectively reduce the average number of outer iterations with very little performance degradation at all SNRs, which means that the proposed DMI criterion is more robust than the ME criterion. This is due to the fact that the proposed DMI criterion stops the iteration based on the convergence status of the iterative decoding rather than comparing a predefined threshold for a certain SNR region like the existing SCs.
In addition, although the threshold of the ME criterion can be redesigned to suit new conditions, the workload of this process is large, since its threshold needs to be carefully designed based on a large number of simulations as shown in Fig. 6 . In contrast, the threshold of the proposed DMI criterion can be designed easily, since the EXIT band chart is easily obtained.
Conclusion
This paper proposed an AIDA scheme for finite-length DE-LDPC coded systems with MSDD. The proposed AIDA can significantly reduce the iterative decoding complexity and delay by adaptively adjusting the OWS of the MSDD SISOD and the outer iteration number between the MSDD SISOD and the LDPC decoder. In order to make AIDA effective at all SNRs, a proper SC must be used in AIDA. The existing SCs for the considered systems were analyzed, and were proved that they do not well suit for the considered systems. To overcome the disadvantages of the existing SCs, a new SC named DMI criterion was proposed based on tracking the difference of the output mutual information of the LDPC decoder between two consecutive outer iterations. Simulation results show that since the DMI criterion can effectively reflect the convergence status of the iterative decoding, compared with using the existing SCs, AIDA using the DMI criterion has better performance in terms of reducing the average number of outer iterations, performance loss and robustness.
