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Abstract
High-definition mapping is one of the key technologies supporting self-driving vehicles.
Especially in urban scenarios, the field of view of sensors is often limited, and so HD
map data provides additional useful information about the road and its environment.
Maps used in this field are high resolution with centimetre-level accuracy and their
correctness is fundamental for decision making of autonomous-driving (AD) vehicles.
In this thesis we describe and compare different approaches for online map validation
(OMV) whose goal is to verify if reality and map data are inconsistent.
First of all, a probabilistic framework to perform the data sensor fusion is defined.
After that a spatial correlation concept is introduced to interpolate the information
and obtain a more reliable map validation. The result is a probabilistic representa-
tion of the map whose assumed values represent the probability with which the map
is valid in every single point. Since, in a normal situation, the invalidation of the
map will not allow an autonomous vehicle to continue driving, the problem of iden-
tifying which part of the map is valid (partially validate the map) becomes fundamental.
Keywords Autonomous driving, Sensor fusion, Bayesian network, Dempster-Shafer,
Map validation
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1. Introduction
Autonomous driving (AD) is an increasingly interesting area of research in both industry
and University during the last years. Recently, autonomous cars (also called driverless
cars, self-driving cars, or robotic cars) have become a concrete reality thanks to different
companies that are working hard to be competitive on the market [1]. Autonomous
driving vehicles (AVs) promise to provide numerous benefit to our society [2], ranging
from a higher standard of transportation to traffic reduction.
Fully autonomous driving cars will potentially avoid thousands of car accidents every
year since it could prevent many dangerous situations usually due to human mistakes.
Moreover, autonomous driving technology would also improve mobility independence
of those who cannot get a driver’s license, including elderly and disabled people. Still, a
critical point that has to be addressed is the trust in these vehicles. From a recent report
of Continental AG [3] it appears that leaving control to the car is the first preoccupation
of today’s driver. In this study, 62% of the interviewed people, answered that they
have concerns about automated driving; 57% do not believe in the reliability of AD
systems and, approximately a quarter believes, that AVs will reduce the joy of driving
a car. Otherwise, the same study also shows that the 53% of the people in Germany
thinks that Automated driving is a sensible advancement and 64% of them believes
that Automated driving could take over the task of driving in monotonous or stressful
situations. Moreover, Autonomous vehicle will be able to plan optimal routes to save
energy and so reduce polluting emission.
In industry, five distinct levels of automation have been defined [4], [5]. At each
level corresponds a precise interaction between car and driver beside the task that the
autonomous vehicle can provide. The autonomous driving levels go from 0 to 5: level
0, means “No Automation” and it is the simplest case where the driver controls the car
without any support from a driver assistance system [6]. Following are listed the six
levels of autonomous driving in details:
0. No automation: This is the fully human level. The driver has to accelerate, brake,
steer, and negotiate traffic without assistance from any technological device.
1. Driver Assistance: At this level are considered driver assistance systems that
support drivers on the road and help to ensure additional safety and comfort.
Some examples are: the Adaptive Cruise Control [7] with Stop & Go function,
1
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which independently adjusts the distance to the car in front of you and the
Collision and Pedestrian Warning with City Brake Activation, which prevents
collisions via automatic braking.
2. Partly Automated Driving: Semi-autonomous driving assistance systems char-
acterize level two of driving automation. An example is Steering and Lane
Control Assistant [8] including Traffic Jam Assistant: they can brake automatically,
accelerate and take over steering.
3. Highly Automated Driving At this level, the car will be able to drive au-
tonomously under certain traffic situations, such as on highways, but when
those conditions are not valid anymore, the driver must be able to take over
control within a few seconds.
4. Fully Automated Driving The vehicle can handle highly complex urban driving
situations, such as the sudden appearance of construction sites, without any
driver intervention although a human driver can still request control: indeed the
car still has a cockpit. The driver, however, must remain fit to drive and capable
of taking over control if needed.
5. Full Automation At the last level, drivers don’t need to be fit to drive and don’t
even need to have a driving license. The car is completely autonomous and no
cockpit is present.
As soon as the level of automated driving is increased, it becomes more important the
availability of a high-resolution map for the area of interest since map information is
fundamental for multiple autonomous-driving applications such as the computation of
trajectories and path planning [9]. In the case of incorrectness, the safety of road users
may be compromised. In order to enforce its safety requirements, the vehicle must be
equipped with a software system that is able to recognize discrepancies between map
data and the real-world, and in case of anomalies, to act according to the situation.
In the ideal scenario, the vehicle should be able to drive simply keeping information
from the surrounding environment using the available sensors and a simple global
map necessary for navigation purposes. In particular, this map might be rather old and
without a very high resolution. Unfortunately, in order to reach the necessary precision
in the information, the latter approach, leads to a very complex algorithms that today
are hard to execute in a real-time framework. Furthermore, today’s sensors are not
able to provide the sufficient accuracy of measurements needed for guaranteeing the
safety of the road users. For these reasons, nowadays, the most practical solution to
approach the autonomous driving world is the use of HD maps and OMV algorithms.
Depending on the complexity of an OMV, we can recognize three major use cases:
2
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1. Detect discrepancies between map and reality. In this case, the OMV does not
inform where the map is invalid. A simple boolean flag could be a reasonable
output of an OMV block.
2. Detect locally if the map is respectively valid or invalid. If the are discrepancies
in a certain area, invalidate the latter and provide information about how the map
matches reality in the other areas.
3. If it is possible, correct the map using the information coming from the sensors.
The role of OMV becomes increasingly important as soon the level of autonomous
driving increases. In some applications, the map can be directly obtained from sensors
using simultaneous localization and mapping (SLAM [10]) algorithm. With SLAM
is intended the process by which a mobile robot can build a map of an unknown
environment and at the same time use this map to compute its location. These methods
work quite well when the area of interest is limited, but as soon the scenario becomes
larger the computational cost increase and they become prohibitive.
In this thesis, we propose a framework for performing the validation (or invalidation)
of a map based on spatial and temporal correlations of sensor measurements. Prob-
abilities for Valid, Invalid, and Unknown states of a map are represented in a grid-like
structure and then interpolated exploiting the knowledge of correlated data.
The fusion of sensor measurements can be performed in different ways; one of them,
discussed in detail, is through the use of Bayesian Network [11]. The latter can repre-
sent a set of variables and their conditional dependencies via a directed acyclic graph
combining the information in a probabilistic framework. Using this approach, it is so
possible to model the relation between multiple sources of information, directly, in a
way, which is understandable for a human observer.
1.1. Thesis objectives
The work presented in this master’s thesis aims to describe steps necessary to implement
a model based approach to face the problem of map validation. More precisely, we
will try to extend the concept of grid for the characterization of the validity of a map.
In our case, the environment is discretized and the value of each cell represents the
probability that the cell is valid rather then the probability that the cell is occupied as
it happens in a normal occupancy grid. Commonly, for computational reasons, the
single cells in a grid are considered independent from the others. Indeed, with this
assumption, the probability distribution of the map is given by the product over the
cells probabilities greatly simplifying the calculations. This hypotheses results very
convenient in many situations but sometimes it is unrealistic and it can neglect some
3
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useful information related to the reciprocal influence among cells. For this reason in
the Validity map developed in this thesis (a map used for OMV purpose), it is also
considered a spatial correlation among cells. In other words: a map can be considered
as a surface where there is a sort of continuity on its validity. Besides being more
realistic, this approach can be exploited to estimate the validity of the map in areas
where limited data are available. The latter information can come from multiple source
that, under certain assumptions, can be considered as nodes of a probabilistic network.
This specific solution is described in details in this thesis.
1.2. State-of-the-art
To the best of our knowledge, algorithms for OMV typically focus on SLAM approaches:
a real-time map is created from sensor data and then compared with the map to check.
Landsiedel and Wollherr [12] propose the integration of a 3D metric environment
representation with the semantic knowledge from open data. The rectangle-based
model idea used is a computational interesting and graphical-probabilistic model
approach. It appears that the road model approach seems relevant for OMV.
Tanzmeister (et al.) [13], [14] focus on estimating the drivable area using vehicle
motion in unknown environments. With this approach, using path planning algorithms
it is possible to obtain an interesting road course estimation.
In [15], the authors provide a method for coarse map localization which uses noisy
lane hypotheses from sensor inputs, noisy maps with lane-level accuracy and noisy
global positioning to simultaneously improve the accuracy of all three. The problem is
solved by applying Loopy Belief Propagation to a tailored factor graph which models
the dependencies between observed and hidden variables. The approach is interesting
but inapplicable to the OMV due to the high computational costs.
Hasberg and Hensel [16] describe an interesting approach for fusing noisy sensor
data in a parametric representation of the lane using a probabilistic approach. This
framework could be valid for modelling the geometry of the lanes and has to be tested
in the urban scenario.
A promising alternative for OMV is the use of the machine learning approach to
classify and estimate the road.
In [17], Fernandez (et al.) generates a model of the complex urban scenario using
the information provided by a digital navigation map and a vision-based sensing
module. In this approach, a road pixels segmentation is performed with the use
of a Convolutional Neural Network (CNN) and fused with information map data.
Interestingly, the simple model for describing the geometry of the intersection that this
paper proposes is based on six parameters only. Mayer et al. [18] use a deep neural
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network (DNN) applied to RGB images to extract lane boundaries for the ego lane
including the semantic information about adjacent lanes. The evaluation results are
rather comprehensive and comparable to other state-of-the-art approaches.
1.3. Thesis outline
The rest of this thesis is organized as follow: in chapter 2 are introduced the common
characteristics of an HD map, the requirements that it has to satisfy and its standards.
Furthermore, in the same chapter, the concept of Occupancy grid is explained and
the sensors typically used in autonomous-driving vehicles, with their common fusion
algorithms are introduced.
In chapter 3 is provided a quick description of the Probabilistic graphical model with
the help of some example and in chapter 4 the concept of map validation with spatial
correlation is defined. This chapter compares different approaches to solve the problem
(Gaussian Approach, probabilistic approach and the use of Dempster-Shafer theory)
and for each of them the benefits and the disadvantages are discussed.
In chapter 5 a more practical example of map validation is explained. The characteristics
of some sensors usually used in the autonomous driving world are taken into account
in order to obtain a more meaningful example. In chapter 6 a possible way to validate a
map based on maneuvers of other traffic participants is mentioned and some examples
are provided. Closing, there is a summary of the thesis and an outlook to future
research topics.
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This chapter introduces some key concepts related with maps for AV and with map
validation. Sections 2.1 describes the characteristics of the HD maps, more in detail, 2.1.1
defines their standards and 2.1.2 explains the requirements needed for an autonomous
driving application. Section 2.2 introduces the concept of grid map. Sections 2.3 and
2.4 respectively describe the type of sensors and their fusion use in the autonomous
driving framework .
2.1. HD maps
For a self-driving vehicle, the availability of sensor data combined with the maps
used by standard commercial navigation systems, is not enough to guarantee the
achievement of good performance. An autonomous vehicle needs multiple information
sources in order to understand its surroundings and to reach the desired destination
in a safe and efficient way. In complex scenarios like cities, it becomes necessary an
advanced map that provides an extended field of vision for path and strategy planning.
In general, an HD Map is a precise, reliable information resource. This support is a
deeply detailed map that autonomous vehicles need in order to perform tasks normally
provided by human memory and experience. The map contains a large variety of
information about road geometry, such as the width, the height of the galleries, the
curvature of the roads etc. with precision in centimetres. A sample of the visualized
HD map is shown in Figure 2.1.
Using this source of data, a vehicle can see and take action in a more informed way
respect to the one that could be possible by using only the range of its own sensors.
In Figure 2.2 is reported the typical pipeline that autonomous driving systems use.
Sensors information, HD map data, and localization technologies such as GNSS [19]
(Global Navigational Satellite System) and GPS [20] (Global Positioning System) are
combined in order to plan the optimal trajectory and ensure the satisfaction of all the
security requirements. Maps used for autonomous driving need to be much more
accurate and reliable that the ones available in a GPS navigator. In fact, besides being
high resolution maps, they contain other elements such as landmarks, street signs,
traffic-light positions. Moreover, the map for autonomous driving usually contains
semantic information like driving direction and right of way. The information typically
6
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Figure 2.1.: HD Live Map Example. 1
available in this kind of map can be divided into two big groups:
• Geometric information[21]: List of characteristics regarding: the shape and size
of the road, the position of the lanes etc.
• Semantic information[22]: Set of information related to the behaviour that the
vehicle has to maintain on the road; for example: driving direction, right of way,
speed limits etc.
In order to evaluate the state of the map, it is necessary to consider both geometric
and semantic information. Indeed, the classification of the map as invalid does not
necessarily mean that it is unreliable and so useless for our goals. In practice, we need to
distinguish between inconsistencies that may lead to unsafe situations and discrepancies
which do not have safety-critical or functional implication. Each information element
must be weighted in a proper way in order to ensure a meaningful and usable result in
real application; so, for example, a missing street sign for touristic information, e.g.,
like the direction to reach a Hotel, will not invalidate the map if the road geometry and
the other information necessary for a safe driving experience are still correct, but it can
highlight the presence of an anomaly in the map that can become invalid in few meters
(the road to the Hotel is closed).
Even if it is not possible to define an exact order of importance for the different map
1Source: https://www.autofreaks.com/2017/139073/lg-partners-next-gen-telematics/ (visited on
11/20/2019)
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content, since it depends on the specific use case, it is appropriate to define a list of
map elements that are common to most applications:
Figure 2.2.: Typical AD pipeline. 2
• Ego lane geometry
• Course lane geometry
• Traffic lights on course lanes
• Driving direction on course lanes
• Oncoming lane geometry
• Oncoming lane driving direction
• Branches at intersections, not covered by course lanes
• Right of way at intersections
• Pedestrian crossings
• Parking lanes
• Traffic signs
2Source: http://www.imaging.org/Site/PDFS/Conferences/ElectronicImaging/EI2017/Keynotes/
EI2017_AVM_Keynote_Justyna_Zander.pdf (visited on 11/20/2019).
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2.1.1. NDS: A new data format for map
Since, in the future, the HD Map for AD vehicles should be globally applicable and
always updated, collaboration and data sharing among different automotive industry
have been recognized as critical. In order to make it possible, the standardized format
Navigation Data Standard (NDS) have been created. The main objectives of the NDS
standard are:
• the definition of a model that can be widely used in the automotive industry and
adopted by suppliers of navigation maps;
• the flexibility and the usability in many different platforms;
• the availability of always up-to-date maps;
• the global applicability.
Its structure is characterized by the division in building blocks. Distinct blocks are
defined for lane level data, localization data, obstacles data, and the routing building
block with the link network and road topology. The fusion of all these elements create
the ground truth for autonomous driving technology. One example is reported in
Figure 2.3 where the map is divided into Road Model, HD Lane Model, and HD
Localization Model. Each of them contains different geometrical and semantic clues
that can be used severely by the vehicle to solve different assignments or combined
together if the task requires it.
2.1.2. ASIL (Automotive Safety Integrity Level)
Two fundamental requirements that a safety-critical system such as an AV has to
guarantee are the ability to correctly avoid hazardous situations and the capacity
to detect and manage faults. These requirements are governed, for the automobile
industries, by the ISO 26262 functional safety standard, that defines the Automotive
Safety Integrity Levels (ASIL). The latter establishes safety requirements for automotive
component and can be distinguished in four different levels: A, B, C, D (Table 2.1).
Level A is the one with the lowest requirements in terms of integrity, this level is
required for example in the rear-light of the vehicle or in the vision ADAS (Advanced
Driver Assistance Systems) system. ASIL Level B could be used, in the rear-view
camera, headlights and break lights, but, as we move towards the more safety-critical
applications an ASIL C or D can be required. An application of ASIL C is the radar
cruise control and ASIL D, witch identify the highest standards, is used in Airbags,
Antilock breaking and Electric power steering.
9
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Figure 2.3.: Multiple layer HD Live Map. 3
In ASIL D, designers will need to add system redundancy, develop policies and
produce documentation strategies that meet the rigorous certification requirements
of ISO 26262 (Table 2.1). The difference among the different ASIL levels is quantified
using some minimum target metrics [23] as shown in Table 2.1.
The Single-Point Faults Metric (SPFM) indicates the percentage of faults that are not
Metric ASIL A ASIL B ASIL C ASIL D
SPFM N/A > 90% > 97% > 99%
LFM N/A > 60% > 80% > 90%
PMHF ≤ 10−6 ≤ 10−7 ≤ 10−7 ≤ 10−8
Table 2.1.: ASIL levels.
treated by a safety system and lead to a violation of the safety goal. Faults that which
are not directly violating the safety goal, are considered in the Latent Fault Metric
(LFM). This measure takes into account the possibility of a second fault which may be
elevated by the undetected first fault to violate the safety requirement. The Probabilistic
3Source: https://360.here.com/tag/hd-live-map
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Metric for Random Hardware Faults (PMHF) gives the frequency of failures per hour.
The association to a certain ASIL level to a component follows a clear procedure defined
in the ISO 26262 norm. For each possible failure of a certain component, the procedure
considers the effect of the failure to the overall system and assess.
• Severity (the type of injuries to the driver and passengers)
• Exposure (how often the vehicle is exposed to the hazard)
• Controllability (how much the driver can do to prevent the injury)
by combining these values, the specific ASIL level is defined. In particular: severity
has four classes ranging from “no injuries” (S0) to “life-threatening/fatal injuries”
(S3); exposure has five classes covering the “incredibly unlikely” (E0) to the “highly
probable” (E4) and controllability has four classes ranging from “controllable in general”
(C0) to “uncontrollable” (C3). It is important to highlight that ASIL definitions are
informative rather than prescriptive: for example, if a device is S3 for the severity
and C3 for the controllability, it could still classify as ASIL A (low risk) because of the
hazard probability is extremely low (E0).
2.2. Space distribution: grid
In robotics and similar related fields, the robot workspace is represented using the so
called occupancy grids introduced by A. Elfes [24]. With this term, usually researcher
refers to a family of probabilistic algorithms which address the problem of generating a
map of the environment from noisy sensor measurements. These data come from Laser
range finders [25], bump sensors [26], cameras [27], and other sensors that are used to
identify obstacles in the robot’s neighborhood and build the environment map. The
world is so discretized in a finite number of cells whose size depends on the desired
precision and the computational load that the system is able to manage. Indeed, by
decreasing the size of the cells, their total number increases as well as the number of
variables to be taken into account in the system.
An occupancy map can be of two types:
• Binary occupancy map: It uses an alphabet of two symbols for defining a cell of
a map as either occupied or free. No information about the uncertainty of this
information is provided. An example is reported in figure Figure 2.4a.
• Probability occupancy map: Each cell in the occupancy grid is a binary random
variable and its value represent the probability that the cell is occupied. A cell
value close to 1 represent a high certainty that the cell is occupied, conversely, a
11
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(a) Binary occupancy grid (b) Probabilistic occupancy grid
Figure 2.4.: Comparison between binary and probabilistic occupancy grid in case of in
the presence of an object (black). The color of the cells, from red to blue,
represents with what probability the cell is occupied.
cell value close to 0 means that most likely the cell is empty. A cell value equal
to 0.5 imply no knowledge about that specific cell. An example is reported in
Figure 2.4b.
2.3. Sensors typically found in autonomous-driving vehicles.
The presence of different sensors is fundamental for reaching an high level of automa-
tion in the automotive field. Working together, the sensors provide the car visuals of its
surroundings and help it detect the speed and distance of nearby objects (Figure 2.5).
On the market, many type of sensors are available and each of them has its own
strengths and weaknesses in terms of range, detection capabilities, and reliability.
Discant et al. in [28] classifies the main types of sensors in two big categories: passive
and active. With the first class of sensors, they consider all the sensors that capture
energy from the environment and the most common example in the field of autonomous
driving are the cameras. Considering instead the active sensors, they are the ones which
emit some sort of waveform and measure the reflections from the possible targets. The
main member of this category of sensors in the field of autonomous driving are: Lidar,
Radar, Sonar.
Following the characteristics of the sensors are explained more in details:
• Cameras: they are the most available type of sensors. Monocular cameras do not
4Source: https://blogs.nvidia.com/blog/2019/04/15/how-does-a-self-driving-car-see/ (visited on
12/10/2019).
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Figure 2.5.: System overview.4
provide depth information, since they see in two dimensions anyways, for this
reason the stereo cameras also exist that solved the problem. Furthermore, they
can sense visible light or the infrared one; in this case they are called normal or
infrared cameras respectively.
• Lidar: a LIDAR (abbreviation of Light detection and Ranging), is a sensor that
uses laser light, usually in the infrared band (900nm), to measure distances in
all directions. This technology reaches an excellent angular resolution and range
accuracy and it allows to generate a precise 3D map of the vehicles’s surroundings.
The main drawbacks are the following:
– They generate huge amounts of data that can become expensive to process;
– They have problems to detect object characterized by specular reflection.
– They suffer from light scattering in case of bad weather conditions like rain
and snow.
– Usually they can not measure the object radial speed.
• Radar: a RADAR (abbreviation of Radio Detection and Ranging), is a device that
uses radio waves to determine the velocity, range and angle of objects. Radars
for automotive applications have many advantages respect to the other types of
sensors: one of them is for sure the all weather capability. For this reason and
many other, in literature it can be found many algorithm for the detection of road
and obstacles [29].
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Sensor Camera Lidar Radar Ultrasonic Fusion
Field of View Good Excellent Good Poor Excellent
Range Good Excellent Excellent Bad Excellent
Velocity Resolution Poor Good Excellent Bad Excellent
Angular Resolution Excellent Good Poor Bad Excellent
Adverse weather Poor Poor Good Poor Excellent
Light Disturbance Good Excellent Excellent Excellent Excellent
Object classification Excellent Good Poor Bad Excellent
Coverage of all surfaces Good Good Good Good Excellent
Table 2.2.: Comparisons of sensors vehicles
Radars in the automotive field usually use a millimeter-wave band around 77GHz,
they have an high range resolution and using the Doppler effect [30] they can
measure the radial speed of moving object. Unfortunately, they often have a
poor angular resolution but the latter can be usually compensated by using the
combination of phased-array receivers and high resolution algorithms with witch
can be achieved performances, up to ±1◦ [31].
• Sonar(ultrasonic): Sonar sensors are based on the same working principle of
Radars but the using ultrasonic sound-wave instead. They are really cheap but
their performances are strongly related with the environmental conditions, and for
this reason, sonars are not commonly used for autonomous driving application.
As it can be observed in Table 2.2, every technology has its own strengths and weak-
nesses so, in order to reach the required level of performance and safety, the combination
of multiple sensors become compulsory [32].
2.4. Algorithms for sensor fusion in automotive
Over time, a variety of fusion algorithms have been proposed in literature. In the
following we provide a possible classification based on the work of McKendall and
Mintz (1988) in [33] say: “...the problem of sensor fusion is the problem of combining multiple
measurements from sensors into a single measurement of the sensed object or attribute, called
the parameter”. The sensors can be combined in different ways:
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• Competitive fusion: This configuration is used to resolve the incompleteness of
sensor data. In this situation the sensors complete each other in order to give a
better overview of the phenomena. An example of this configuration could be
the use of multiple cameras, each observing disjunctive part of the room. The
multiple stream of images can be combined in order to obtain an overall vision of
the environment.
• Complementary fusion: In this case each sensor provides independent measure-
ments of the same property. The data to fuse can come from different sensors
or can be provided by the same device but in different time instance as explain
Visser and Groen in [34]. In this scenario the Kalman filter [35] and the Particle
Filter [36] have to be mentioned. Both of them are algorithms that uses a series of
measurements observed over time, containing statistical noise and other inaccura-
cies, to produces estimates of unknown variables. In case of a linear system with
Gaussian noise, the Kalman filter is optimal. In a system that is nonlinear, the
Kalman filter can still be used, but the particle filter may give better results at the
price of additional computational cost.
• Cooperative fusion: In this configuration, the system uses the data provided by
two (or more) independent sensor to obtain an information that would not be
available from the single sensors.
2.5. Summary
In this chapter a background to easily follow the thesis is introduced. The HD map that
has to be validated is described in details. Multiple elements can be used to evaluate the
validity of an HD map since it is very detailed and full of information. The validation
can be done using the different sensors available. Their data can be fused in multiple
ways depending on the type of measurement and the specific information we want to
extract from them. Different type of fusion algorithm can led to very different result
in terms of final performance. In the next paragraph we discuss in detail the use of
probabilistic graphical models for sensors fusion purpose.
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In this chapter it is discussed the approach we are proposing for fusing sensor data
and to compare them against map data for the purpose of map validation. In order
to evaluate the quality of a map, the knowledge of the surrounding environment is
fundamental. Unfortunately, precise information can not be guaranteed for all the area
of interest because, very often, there are estimation errors due to sensor imprecision and
limited field of view. For this reason it is not possible to rely on one sensor only, and
it is necessary to fuse information from multiple of them [37], [38]. By combining the
input from various devices, individual systems complement each other and can achieve
enhanced performances (Table 2.2). One interesting way to perform sensor fusion is the
use of the so called Probabilistic graphical model (PGM) [39]. Formally, a PGM consists
of a graph structure. Each node of the graph is associated with a random variable,
and each edge that connect two nodes describes a conditioning relation between them.
Compared with logical reasoning, that is concerned with absolutely certain truths and
inferences the probabilistic reasoning used in PGM can arrive at rational descriptions of
the problem even when there is not enough deterministic information on the function-
ing of the system. The PGM can be divided in two main categories depending on their
structure. If the graph is direct the model become a Bayesian networks (BN) otherwise
if the graph is undirected we refer to Markov networks (MN). In this thesis we focus
only on Bayesian network; the idea of using them for map validaton purpose also led
to the writing of the patent Use of probabilistc graphical model for map filed at the German
Patent and Trademark Office on August 30, 2019 (Application number: 10 2019 123 353.4)
3.1. The Bayesian network in detail
Bayesian networks, are commonly used when an event occurs and it is necessary to
predict the likelihood that any one of possible known causes was a contributing factor.
An example of field of application is the medical one: BNs can be easily used to
represent the probabilistic relationships between diseases and symptoms. Once the
symptoms are visible, a BN can be used to compute the probabilities of the presence of
different diseases.
In general, a BN is a graph in which the following properties hold:
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• A set of random variables constitutes the nodes of the network;
• A set of oriented edges connects the pairs of nodes (an arrow from node A to
node B is that A has a direct influence on B);
• Each node has a conditional probabilities that quantifies the effects that the
"parents" have on the node, where "parents" means all those nodes that have
arrows pointing to the node;
• The graph has no direct cycles.
In a BN, the random variables identified by the single nodes of the net can be discrete,
continuous or both of them. If a node has relatives (i.e. one or more arrows pointing
towards it) then the node contains a table of conditional probabilities. In this way, a BN
allows a graphical representation of the probabilistic relation among random variables.
Consider the simple case of two random variables, one dependent from the other. The
relation between two events described by
P[A, B] = P[B|A] · P[A] (3.1)
becomes the following graph:
B
A
Figure 3.1.: Three events Bayesian network example.
In a BN, nodes whose values can be directly observed are called observable nodes (the
node B in this specific case), instead nodes whose values cannot be seen are called
hidden nodes (the node A in this framework).
At this stage, we do not need to specify anything further information about the
interested variables, such as whether they are discrete or continuous. Indeed, one of
the powerful aspects of graphical models is that a specific graph can make probabilistic
statements for a broad class of distributions. Consider now the joint distribution
P [A, B, C] over three variables A, B, C defined as
P [A, B, C] = P [C|A, B] · P [A, B] (3.2)
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A
B
C
Figure 3.2.: Three events Bayesian network example
and applying the chain rule on the last term of the right hand side, we obtain:
P [A, B, C] = P [C|A, B] · P [B|A] · P [A] (3.3)
The right hand side of Equation 3.3 is graphically represented in Figure 3.2. In the
latter we can see a node for each random variable considered and some directed links
(arrows) from the nodes corresponding to the variables on which their distribution
is conditioned. Thus, for the factor P [C|A, B], there are links from nodes A and B to
node C, whereas for the factor P [A] there are no incoming links. An interesting point
to note about Equation 3.3 is that the left hand side is symmetrical with respect to the
three variables A, B, C whereas the right end side it is not. Indeed, the decomposition
of Equation 3.3 has been done choosing a specific ordering. Changing the latter we
obtain a different decomposition and so a diverse graphical representation. Moreover,
notice that analogous considerations are also valid for Equation 3.1.
3.2. Proposed modeling approach
The sensors available in an autonomous vehicle are heterogeneous and produce different
types of measurements. We propose to connect observation in the vehicle such as the
geometry of the road, or the behavior of other vehicle with hidden nodes which models
the probability that the geometry of the road is valid, or that road rules are valid. In
this way it is possible to combine all measurement types into one consistent framework.
Figure 3.3 shows a possible example of this approach.
In the picture, the observable nodes are highlighted in blue and the hidden ones
have an empty background. There are also two external factors (Enforced traffic rules
and Valid sensor measurements) that affects the net and are represented without any
bounding box. As previously explained with some examples, an arrow from a certain
node A to a node B identify a dependence of the value of B from the value of A. The
"weight" of this dependence is described by the conditional probability P [B|A]. In
the case discussed in Figure 3.3 we can see that the node Map Valid affects all the
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Observed behaviours Observed sign Observed geometry
Valid traffic sign
Valid Map
Valid geometryValid traffic rules
Enforced traffic rules Valid sensor measurements
Figure 3.3.: Example of Bayesian network
nodes that represent a specific component of the map (semantic or geometric). The
latter level affects the observed variables placed on the bottom of the network. This
layer, also depends on other external factors such as the sensor characteristics and
the enforcement of the traffic rules. The main goal of using a Bayesian network like
the one reported in figure 3.3, is to exploit the value of the observed variables (that
can be captured from the environment), to ascend the net from the bottom using the
predefined dependence relations between nodes and to obtain as result a probabilistic
value os the note Valid Map. This approach is relatively very flexible, since it can
consider all possible observations vehicles make and can correlate them with relevant
properties of the map. The graph reported in figure 3.3 is a simple example and it can
easily modified (nodes considered and relation between them) in order to fit better
the characteristics of the system considered. Furthermore, exploiting the DBN time
evolution can also be included.
3.3. Example
This section discusses some results based on the probabilistic graphical network shown
in 3.3. By selecting the values of the observed nodes (which in this case can be only
Valid or Invalid), it is possible to infer the probability of the map being Valid or
Invalid(root of the graph). An example are reported in Figure 3.4.
In the picture the height of each bar represents the probability of Map Valid when the
observation written on the horizontal axis are Valid. With different color are underlined
the situations with: no Valid measurements available (red), one Valid measurement
(orange), two Valid measurements (light blue) and a three Valid measurements (blue).
The exact numerical values of Map Valid depend on the conditional probabilities used
in the network (which are reported in the app. D), but the trend is clear: increasing the
number of Valid observations, the probability of map Valid tends to rise. Conversely,
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Figure 3.4.: Map validity as a function of the observed variables
if the measurements suggest an invalid map, the probability of the node Map valid
assume a value close to zero.
3.4. Benefit of the proposed approach
The proposed approach is extremely flexible and it allows to neatly incorporate different
kind of observations from the vehicle along with map properties that we want to
validate. The problems provided by incorrect localization can also be included in
the model. Furthermore, different properties of the map can be included and, where
relevant, independently validated.
3.5. Drawback of the proposed approach
One of the main drawbacks of the proposed approach is the parameters that the model
needs to know. Every edge needs to represent a dependency between random variables
and the values of this dependency must be defined with a probability distribution. So
the number of parameters increases exponentially as soon the quantity of connections
among nodes rises. In case of complex models (which take into account many possible
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relations), the number of parameters to estimate might be so height that the proper
tuning of the net could become extremely difficult.
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correlation
The map validation problem can be divided into three main tasks:
1. detect the presence of discrepancies between available map and environment;
2. evaluate witch specific areas of the map are invalid.
3. update the map with the available information.
In order to allow the development of all these features, it is necessary to define a suitable
and flexible environment. The sensor measurements can not completely cover all the
relevant area, so an interpolation among sensor data is applied. Every infinitesimal
point pi is characterized by spatial/temporal coordinates and correlated with the rest
remaining map. The relation between two points pi and pj depends on their distance;
in particular:
• the condition ∥∥pi − pj∥∥ → ∞ could occur if the spatial distance is big, if the
temporal distance is big (pi and pj could correspond to the same point in two
different temporal instants) or if these two situations occur simultaneously. In
this case the correlation between pi and pj has to be high.
• the condition ∥∥pi − pj∥∥→ 0 occur when both the spatial and temporal distance
tends to 0. In this case the correlation between pi and pj has to be low.
Furthermore the following assumption are introduced:
• the discretization of the environment does not necessarily need to be uniform.
For example, we may consider a case where lane geometries are discretized along
their length, at relatively fine granularity, whereas areas around a road can have
relatively rough discretization blocks;
• we assume the presence of smart sensors, i.e. sensors that are able to provide
high level information on the map. The output of these advanced sensors takes
values from a finite set of discrete labels (e.g. Valid, Invalid, Unknown) and can be
directly used to determine the overall map validity.
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Three approaches have been considered:
• Gaussian approach: Every single cells is considered as a Gaussian random
variable and the update of the "probability" value of each cell is done using a
Kalman-like statistical filter.
• Probabilistic approach: The problem is studied in a completely probabilistic
framework and a ad-hoc correlation function among the single cells is used.
• Dempster Shafer approach: Using the framework described in the Dempster
Shafer theory, a spatial-temporal correlation among the single cells of the map is
defined.
In particular, the first approach is based on a published work [40] and is mainly
used as comparison for the second approach which has been completely developed
in this thesis. The third approach, instead, tries to replicate the second one using the
alternative Dempster-Shafer Theory.
Initially, in all the cases, the environment is divided into a two-dimensional lattice
where cells are treated as hidden variables to be estimated. Every cell can be only
Valid or Invalid and we want to estimate with which probability the single cell can be
considered Valid.
4.1. Continuous approach: Gaussian filtering
In this framework, every cell is associated to a continuous random variable, character-
ized by a specific mean and variance. By considering a spatial correlation between the
cells (Guassian for example) and by using a specific implementation of a Kalman Filter,
the validity of each single cell can be computed recursively.
The recursive approach has numerous computational benefit and lend itself easily to
a realtime implementation with stringent timing and memory constraints. This type
of approach has been used by Blaco, Monroy and Gonzales in [41]. They introduce a
probabilistic method to learn a gas distribution model of planar environments, given a
sequence of localized gas sensor readings. In this work, a simple sensor model, leads
to the derivation of an efficient implementation of a Kalman Filter. The estimated
model, also referred as the map of gas concentrations, keeps a density distribution
of the expected concentration at each cell, including its uncertainty. An alternative
approach is presented by Ke Sun et. al. in [40]. The focus of the latter is to provide a
model that captures the occupancy correlation of map elements, providing an efficient
approximation of Gaussian Process (GP) [42] classification with complexity that does
not scale with time. The latter approach, implemented by using a Kalman-filter-like
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structure, has been considered a starting point for this thesis and so, some simple
evaluation have been performed.
By defining a grid map m, abstracting each cell with its center position x ∈ χ and,
defining o(·) a function such that o(x) := −1, if x is unoccupied, o(x) := 1 if x is occupied
and, o(x) := 0 if the state of x is unknown, the problem treated by Ke Sun et. al. is
formalized as follow:
Given occupancy measurements Z0:t, construct an estimate oˆt ∈ {−1, 0, 1}|χ|
of the true environment occupancy {o(x)|x ∈ χ}
Namely, the task is to build a geometric map of a static environment having a sequence
of occupancy measurements Z0:t available.
In the work of Ke Sun et. al., assuming the measurements within the pre-defined
tessellation χ, their binary model is represented as
yi = h(xi) ∈ {−1, 1} (4.1)
Assuming then that the distribution of the map follows m ∼ N (mˆt,Σt) at a time t, the
mean and the covariance estimation for the map at t + 1 is
mˆt+1 = mˆt + yi · Σtvi
φ
(
yi · v
T
i mt√
vTi Σvi+1
; 0, 1
)
ηt+1
√
vTi Σvi + 1
(4.2)
Σt+1 = Σt − (mˆt+1 − mˆt)(mˆt+1 − mˆt)T − yi · ΣtvivTi ΣTt
φ
(
yi · v
T
i mt√
vTi Σvi+1
; 0, 1
) (
vTi mˆt
)
ηt+1(vTi Σvi + 1)
3/2
(4.3)
where vi is a vector containing all 0s except for a single 1 corresponding to the ith cell,
and ηt+1 is the normalization factor,
ηt+1 = Φ
yi · vTi mt√
vTi Σvi + 1
; 0, 1
 . (4.4)
In 4.2, 4.3, and 4.4 we have that Φ(x; 0, 1) =
∫ x
−∞ φ(u; 0, 1)du, where φ(u; 0, 1) is the stan-
dard normal pdf. The occupancy of each cell is then recovered through the following:
o(x) =

1, Φ(mi; 0, 1) > r0
0, Φ(mi; 0, 1) < r f , ∀xi ∈ χ
−1, otherwise
(4.5)
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where ro and r f are the thresholds for determining occupied and free cells respectively.
The work of Ke Sun et. al. can be easily adapted to the purpose of this thesis by
assigning a different meaning to the state of the single cells. In this way the labels 1,
−1 and 0 will be respectively associated Valid, Invalid and Unknown states.
4.1.1. Example
In this subsection is reported and described an example of application of the approach
shown previously.
Consider the following assumptions:
• The map is described by squared lattice with 50x50 cells.
• The value (Valid = 1 or Invalid = −1) of n isolated points is available. The
points considered in this example are respectively placed in position [4, 2], [10, 40],
[12, 12], [25, 25], [36, 13], [44, 16], [21, 3]. Three of them are Invalid measurements
and the others are considered Valid.
The result of the application of the algorithm can be seen in Figure 4.1 where is reported
the value assumed by (4.2) as the measures are added to the system. Indeed, the (4.2)
is a recursive equation and the measurements have to be taken into account once at a
time.
In Figure 4.1a there is the initial mean value of the map. In each cell of the grid the
mean is equal to 0 (Unknown state). In Figure 4.1b one measurement (−1 in [4, 2]) has
been added and the map validity surface has been manipulated. The highest value of
the map is placed where the valid measurement is available and the rest of the map is
updated in a continuous way, exploiting the spatial correlation among different cells.
In Figure 4.1c and Figure 4.1d is reported the mean value of the map after that 5 and
7 measurements are respectively added to the system. As in the previous step, the
desired interpolation and propagation effect of the information can be clearly seen.
In [40], the authors recover the occupancy of each cell using the (4.5); in our applica-
tion, a similar function can be used for determining Valid and Invalid cell respectively,
indeed, the range of values can be normalized in the interval [0, 1] and the obtained
values can be interpreted as probabilities.
Using this kind of approach it is possible to estimate a value of probability also in areas
where no information is available. This is fundamental for Map Validation algorithm
since it allows not only to determine if there is any part of the map invalid but also
where this zone is.
This method is based on the conversion of probability values (which are limited in the
interval [0, 1]) into variables characterized by a certain mean and variance; subsequently
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it is also necessary the inverse conversion to be able to bring back everything in the
desired range. All these transformations lead to obvious approximations that can
affect the final performances; for this reason in the next section we propose a purely
probabilistic approach that does not need the conversions defined above.
(a) No measurements considered (b) Result after the first measurement
(c) Result after the first five measurements (d) Result after the seven measurements
Figure 4.1.: Example Gaussian Filtering
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4.2. Probabilistic approach
In this section we discuss a possible way to consider the spatial relations between the
cells of a grid used for OMV purpose. In this step the Gaussian hypothesis of the
random variables has been abandoned to leave space to a pure probabilistic approach.
First of all, we try an Ad hoc probabilistic law based on a gaussian-like spread of
information. After that we reproduce the same framework exploiting the Dempster
Shafer Theory and we compare the result with the previous one (section 4.3).
4.2.1. Bayesian approach with sparse knowledge about the map state
For the sake of an uncluttered discussion, we consider at first the following assumptions:
• Sparse measurement available: Map m is known to be Valid (or Invalid) only
on a limited number of points.
• Spatial correlation between points: The knowledge of the condition of one point
pi can provide some information regarding the surrounding points.
• 2 + 1 dimensional point coordinates: Each point pi is characterized by:
– 2 spatial coordinates (x and y position)
– a temporal dimension t that describe the age of the measure.
We further assume that:
• Point sensors: Sensor s(pi) provides knowledge about a single point pi of the
map m
• Sensor values: A sensor s(pi) assumes two different states:
– Valid
– Invalid
and its value corresponds exactly to the actual state of the correspondent map
point m(pi).
• Binary map: Each point of the map m(pi) assumes values:
– Valid
– Invalid
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Probability Framework
In order to fuse the information coming from sensors and to create the surface described
at the beginning, a probabilistic approach can be used. In particular, assuming the
knowledge of some measurements of the map (Valid, Invalid) we want to compute the
probability:
P
[
m(pi)|s(pj1), ...s(pjn)
]
(4.6)
Since, at this stage, we assumed that the value of each sensor s(pi) corresponds to the
state of the map point m(pi), the (4.6) can be rewritten as
P
[
m(pi)|m(pj1), ...m(pjn)
]
, (4.7)
that represents the probability (of validity) of a single point pi given the knowledge on
the points pj1...pjn. The (4.7) has to be characterized Ad-hoc in order to satisfy all the
desired properties.
In subsection 4.2.2 it is considered the case of only one measurement available that is
then generalized in subsection 4.2.3 where n measurements are used.
4.2.2. One measurement case
Let’s consider the simple case with only one measurement available; in this case we
want to determine
P
[
m(pi)|m(pj)
]
(4.8)
that represent the probability which the point i of the map is Valid, given the point the
knowledge of the single point state j.
This conditional probability must have the following two properties:
• lim
‖pi−pj‖→0
P
[
m(pi)|m(pj)
]
= γ
(
m(pi), m(pj)
)
• lim
‖pi−pj‖→+∞
P
[
m(pi)|m(pj)
]
= P [m(pi)]
where
∥∥pi − pj∥∥ is distance between pi and pj, P [m(pi)] represent the prior knowledge
on the point pi and
γ(·, ·) : {Valid, Invalid}2 → {0, 1} (4.9)
is defined as
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m(pi) m(pj) γ
(
m(pi), m(mpj)
)
Valid Valid 1
Invalid Valid 0
Valid Invalid 0
Invalid Invalid 1
Table 4.1.: Conditional probability of the map.
The (4.8) directly depends on the considered points and their distance. The effect of
a measurement in pj on point pi will increase as soon the two points will be close to
each others. Conversely, if pi is further from pj, there will be no interaction between
them and (4.8) will collapse to the prior P [m(pi)]. The desired properties can not be
satisfied by any standard function and so an Ad-hoc one has to be defined.
A possible example is:
P
[
m(pi)|m(pj)
]
=
(
1− k(∥∥pi − pj∥∥)) · P [m(pi)] + k(∥∥pi − pj∥∥) · γ(·, ·) (4.10)
where k(·) is a monotonic function decreasing with the distance between pi and pj
limited between 0 and 1. The latter can have different shapes and intuitively the most
sensible idea is to choose a smooth function that varies continuously from 1 when its
argument is 0, and 0 when its argument is +∞ (in practice, after a certain value); an
example of this behaviour is reported in Fig. 4.2.
Further details about k(·) and its possible definition are available in app. B.
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Figure 4.2.: k(·) function behavior
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4.2.3. General case: n measurements available
Consider now the situation where n measurements are available. Since we suppose
that the sensors returns exactly the actual state of the map in the point of interest, the
probability to evaluate is (4.7).
Similarly to (4.8), the equation (4.7) has to take into account the different measurements
available, giving more weigh to those that are closer to the point of interest.
More probabilistic information has to be fused simultaneously with the guarantee of
respecting all the features of (4.8).
Multiple functions can be used to define (4.7): in case of prior probability of each point
equal to 0.5, the solution proposed in this thesis is
P
[
m(pi)|m(pj1), ...m(pjn)
]
= S
(
jn
∑
h=j1
L (P [m(pi)|m(ph)])
)
, (4.11)
where S(x) is the Sigmoid function
S(x) =
1
1 + e−x
=
ex
ex + 1
with
S : R→ (0, 1)
(4.12)
and L(x) is its inverse in the interval (0, 1): the Logit function
L(x) = S(x)−1 = ln
(
x
1− x
)
with
S : (0, 1)→ R.
(4.13)
where ln(·) is the logarithm with base e.
These two functions are often used in the field of Machine Learning (ML) and their
behavior is reported in Figure 4.3.
Using this combination of functions, it is possible to fuse the effect of different
measurements (incorporated in P [m(pi)|m(ph)]), in a continuous way. Indeed, in case of
only one measurement available, the (4.11) will simplify in the Equation 4.8 as desired.
Furthermore, 4.11 strongly depends on the position of the measurements available:
when i ∈ {j1...jn}, its value has to collapse in the function γ(m(pi)|m(pi)) i.e.
P
[
m(pi)|m(pj1), . . . , m(pi), . . . , m(pjn)
] (1)
= P [m(pi)|m(pi)] (2)= γ(m(pi)|m(pi)) (4.14)
where the first equality derives from the the conditional independence of the variables
and the second equality comes from the (4.10). This property is correctly managed by
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Figure 4.3.: Sigmoid function and its inverse: the Logit function
4.11 as it is formally proven in app. C.
Consider now the situation where the prior probability value is not fixed and equal
to 0.5. The approach saw so far can still be used after small improvements; indeed,
calling P[mi] the prior probability of the considered point, it is sufficient to shift the
Logit function along the y axis and the Sigmoid function along the x axis in such a way
they across the point (P[mi], 0) and (0, P[mi]) respectively. This process is shown in fig.
4.3 where the value P[mi] = 0.8 is considered.
The final combination formula, that can manage any prior probability value in the
interval (0, 1), is reported in Equation 4.15.
P
[
m(pi)|m(pj1), ...m(pjn)
]
= S
(
jn
∑
h=j1
[
L (P [m(pi)|m(ph)])− L (P [m(pi)])
]
+ L (P [m(pi)])
)
(4.15)
It can be easily verified that in case of P[mi] = 0.5, (4.15) coincides with (4.11) since
L (P [m(pi)]) = 0.
Furthermore, the property 4.14 it is also valid for 4.15 and it can be proven by some
small modifications of the proof available in app. C.
4.2.4. Time effect
A possible extension of the approach involves the introduction of the aging temporal
effect of the available information and a subsequent return to the prior. The aging of
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the measurements can be easily interpreted as an additional distance to be taken into
account in the approach. Further information can be found in the appendix E.
4.2.5. Summarize
The probability relation among points can be summarized by the following two rela-
tions:
P
[
m(pi)|m(pj1), ...m(pjn)
]
= S
(
jn
∑
h=j1
[
L (P [m(pi)|m(ph)])− L (P [m(pi)])
]
+ L (P [m(pi)])
)
(4.16)
with:
P [m(pi)|m(ph)] = (1− k(‖pi − ph‖)) · P [m(pi)] + k(‖pi − ph‖) · γ(·) (4.17)
and:
P
[
m(pi)|m(pj1), ...m(pjn)
]
= γ(·) if i ∈ {j1, . . . jn} . (4.18)
Using (4.16), (4.17) and (4.18) it is possible to fuse multiple validity measurements
in a fully probabilistic way. This approach avoids many of the conversions and
approximations that would be necessary with other algorithms (an example is the
Kalman-like structure presented in section 4.1) and it allows to obtain a result in a more
direct way. In subsection 4.2.6, some examples that better describe the behaviour of the
developed algorithm are reported.
4.2.6. Examples
First example
Consider the following example:
• The map is discretized and described by squared lattice composed of 50 times 50
cells.
• For each cell is available no more than one measurement.
• Each cell assumes a single value of probability.
• The value (Valid or Invalid) of n isolated points is available and it is necessary
to update the remaining points of the map. In particular, the points considered
in this example are 7 and respectively placed in position [4, 2], [10, 40], [12, 12],
[25, 25], [36, 13], [44, 16], [21, 3]. Three of them are Invalid measurements and the
others are considered Valid.
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(a) Flat representation (b) 3D representation
Figure 4.4.: 50x50 grid with flat prior equal to 0.5
• The prior probability is considered completely flat on the surface analyzed and
equal to 0.5 for each cell. This assumption corresponds to a complete ignorance
of the map state (Valid or Invalid).
In Figure 4.4 is reported the initial conditions of the map (flat prior equal to 0.5) and
the position of the known point. A label 0 means that in that point the map is Invalid,
conversely, the label equal to 1 means map Valid. In Figure 4.5 is reported the validity
map of the example after the update with the approach described previously.
Observing Figure 4.5, the interpolation exerted by the implemented approach is
evident. We can see that the effect of the measurements is localized in a neighborhood
(as we want) and decrease with the distance.
Since, at this stage, we suppose that the sensor measurements coincide exactly with
the map states in the respective cells, the values assumed by these points can just be
0 (Invalid) or 1 (Valid) according with the function γ(·, ·) 4.1. If no data are available
on a certain cell, the other measurements are taken into account and their influence
will be as strong as the distance from the considered cell will be small. Furthermore, if
the points are far from any measurement, their validity probability will remains at the
prior value as it happen in the upper right corner of the picture. The transition from
the value of one cell to the value of another cell is smooth since the function 4.16 is a
combination of continuous functions.
In this case the value of βcorr used in Equation B.2 has been chosen equal to 0.4.
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(a) Flat representation (b) 3D representation
Figure 4.5.: 50x50 grid with flat prior after the spatial updating
Second example
Consider now the case with tilted surface prior (fig. (4.6)). The prior probability is
not equal to 0.5 in any cell and it varies from 0 to 1 depending on the location. The
discretization of the area of interest and the measurements available are the same of
the previous example.
The update with the measurements can be seen in Figure 4.7. Like in the previous
example it is evident the interpolation effect of the algorithm. As can be seen, the final
result is modulated according with the prior probability value. This is an important
desired behavior since the prior probability represent a starting knowledge that can be
exploited in order to have a better estimation of the state of the map.
4.2.7. Considering sensor uncertainties
Consider now an extension of the theory reported in subsection 4.2.1.
In this case the uncertainty of the sensors will be considered. Like in the previous case
some assumptions are made:
• We assume a spatial correlation between the points of the map.
• We suppose that the measurements came from sensors characterized by a proper
34
4. Validation with temporal-spatial correlation
(a) Flat representation (b) 3D representation
Figure 4.6.: 50x50 grid with tilted prior probability
(a) Flat representation (b) 3D representation
Figure 4.7.: 50x50 grid with flat prior after the spatial updating
uncertainty. The sensors can assume three different values: Valid, Invalid, Un-
known with a certain probability that depends from the sensor characteristics.
• Even if the map cells are correlated, the sensor measurements are considered
independent from each other.
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• The forward model of each sensor is considered known: this model, usually indi-
cated with p(z|m), specifies a probability distribution over sensor measurements
z given a map m. In this thesis we consider this value available and independent
from the position of the measurement.
In this framework, for every point of the map, we want to compute Equation 4.19
P
[
m(pi)|s(pj1) . . . s(pjn)
]
(4.19)
where m(pi) is the state of the map in the point i and s(pj1) . . . s(pjn) represent the
measurements available. In order to evaluate Equation 4.19
P
[
m(pi), s(pj1), . . . s(pjn)
]
(4.20)
and
P
[
s(pj1), . . . s(pjn)
]
(4.21)
have to be evaluated. Consider Equation 4.20. Conditioning the sensor joint probability
on the map value of the respective points we obtain:
(4.22)
P
[
s(pj1) . . . s(pjn)
] (1)
= ∑
m ={V,I}jn
[
P
[
s(pj1) . . . s(pjn)|m(pj1), . . . m(pjn)
]
· P [m(pj1), . . . m(pjn)] ]
(2)
= ∑
m={V,I}jn
[
jn
∏
h=j1
P
[
s(ph) | m(ph)
] · P [m(pj1) . . . m(pjn)]
]
where m = {V, I}jn represent all the possible combination of map validity values that
the vector m(pj1), . . . m(pjn) can assume; the total number of possibilities is equal to 2jn
where jn is the number of points considered. Still considering the Equation 4.22, in (2)
has been used the independence property of the sensors:
P
[
s(pj1) . . . s(pjn)|m(pj1), . . . m(pjn)
]
=
jn
∏
h=j1
P
[
s(ph) | m(pj1), . . . m(pjn)
]
(4.23)
with the conditional independence hypothesis of the sensors given the map:
P
[
s(ph) | m(pj1), . . . m(pjn)
]
= P[s(ph) | m(ph)] (4.24)
The problem is now to compute all the elements of the last term of (4.22).
Regarding P
[
s(pj) | m(pj)
]
, it is defined by the actual sensor
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With reference to the joint probability P
[
m(pj1) . . . m(pjn)
]
, by applying the chain
rule we have:
P
[
m(pj1) . . . m(pjn)
]
= P
[
m(pj1) | m(pj2), . . . m(pjn)
] · P [m(pj2) . . . m(pjn)]
= P
[
m(pj1) | m(pj2) . . . m(pjn)
] · P [m(pj2) | m(pj3) . . . m(pjn)] ·
· P [m(pj3), . . . m(pjn)] . . .
(4.25)
Recalling the simplified case discussed in subsection 4.2.1 we have:
(4.26)
P
[
m(pi)|m(p1), . . . m(pi−1), m(pi+1), . . . m(pn)
]
=
= S
 n∑
j=1
i 6=j
[
L
(
P
[
m(pi)|m(pj)
]) − L (P [m(pi)]) ] + L (P [m(pi)])

With
P
[
m(pi)|m(pj)
]
= (1− k (·)) · P [m(pi)] + k (·) · γ (·) (4.27)
Where k (·) is a correlation function depending on the distance between points and
described in app. B. If k (·) = 0 then m(pi) and m(pj) are spatially independents and
P
[
m(pi)|m(pj)
]
= P [m(pi)].
Consider 4.20:
P
[
m(pi), s(pj1) . . . s(pjn)
] (1)
= ∑
m={V,I}jn
[
P
[
m(pi), s(pj1) . . . s(pjn) | m(pj1) . . . m(pjn)
]
·P [m(pj1) . . . m(pjn)] ]
(2)
= ∑
m={V,I}jn
[
P
[
m(pi) | s(pj1) . . . s(pjn), m(pj1) . . . m(pjn)
]
·P[s(pj1) . . . s(pjn) | m(pj1) . . . m(pjn)] · P [m(pj1) . . . m(pjn)] ]
(4.28)
Like for the denominator, the first equality comes from the conditioning of the joint
probability with the map states; the second equality comes from the use of the chain
rule. We can now notice that the last part of Equation 4.28 coincide with Equation 4.22
and so:
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(4.29)
P
[
m(pi), s(pj1) . . . s(pjn)
]
= ∑
m={V,I}jn
[
P
[
m(pi) | s(pj1) . . . s(pjn), m(pj1) . . . m(pjn)
]
·
jn
∏
h=j1
P
[
s(ph) | m(ph)
] · P[m(pj1) . . . m(pjn)]
]
Furthermore the term P
[
m(pi) | s(pj1) . . . s(pjn), m(pj1) . . . m(pjn)
]
can be further simpli-
fied; consider the case with two points; we have:
P
[
m(pi) | s(pj), m(pj)
]
= P
[
m(pi) | m(pj)
]
(4.30)
namely we assume that a punctual sensor does not add any new information once we
know the map on the same point. This fact can be generalized with n points and (4.20)
become:
(4.31)
P
[
m(pi), s(pj1) . . . s(pjn)
]
= ∑
m={V,I}jn
[
P
[
m(pi) | m(pj1) . . . m(pjn)
] ·
·
jn
∏
h=j1
P
[
s(ph) | m(ph)
] · P[m(pj1) . . . m(pjn)]
]
Finally, combining 4.28 and 4.22 the results become:
P
[
m(pi)|s(pj1) . . . s(pjn)
]
=
∑m={V,I}jn
[
P
[
m(pi) | m(pj1) . . . m(pjn)
] ·
∑m={V,I}N ∏
jn
i=1
[
P [s(pi) | m(pi)] ·
·∏hnh=j1 P [s(ph) | m(ph)] · P
[
m(pj1) . . . m(pjn)
] ]
·P [m(pj1) . . . m(pjn)] ] (4.32)
where:
P
[
m(pi)|m(pj1), ...m(pjn)
]
= S
(
jn
∑
h=j1
[
L (P [m(pi)|m(ph)])− L (P [m(pi)])
]
+ L (P [m(pi)])
)
(4.33)
In this subsection it has been extended the probabilistic map validation framework,
including the possible sensor uncertainties. The behaviour of the algorithm in presence
of these uncertainties, is strongly related with the characteristics of the sensors (forward
sensor model). In order to better understand the behaviour of the algorithm, some
examples are available in subsection 4.2.8.
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4.2.8. Examples
Here are reported some examples that better explain the approach just illustrated. In all
the three considered cases the framework is the same of the first example in section 4.2.6,
with the only difference that now the measurements can assume three possible values:
Valid, Invalid, Unknown. The prior knowledge considered is completely flat and equal
to 0.5, while βcorr = 0.3 (for more details about the parameter βcorr see app. B). For each
Figure 4.8.: 50x50 grid with flat prior and different measurements: green circle = Valid,
red square = Invalid, yellow diamonds = Unknown
example is reported the image of the updated result (Figure 4.9, Figure 4.10, Figure 4.11)
and a table that contain the values of P
[
s(pj) | m(pj)
]
used (forward sensor model:
Table 4.2, Table 4.3, Table 4.4).
As can be observed, the effect of the unknown measurements is strongly related with
the defined values of P
[
s(pj) = Unknown | m(pj)
]
, relative to the specific example.
Analyzing the result, we can see that, if P
[
s(pj) = Unknown | m(pj) = Valid
]
is higher
than P
[
s(pj) = Unknown | m(pj) = Invalid
]
, then, the effect of an Unknown measure-
ment is comparable to the one of a Valid one.
Instead, if P
[
s(pj) = Unknown | m(pj) = Valid
]
< P
[
s(pj) = Unknown | m(pj) = Invalid
]
,
the effect of Unknown measurements is similar to the case of the Invalid ones. In the
end, if P
[
s(pj) = Unknown | m(pj) = Valid
]
and P
[
s(pj) = Unknown | m(pj) = Invalid
]
are similar, the effect of Unknown data, is equivalent to the lack of information. This
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Figure 4.9.: First example
s(pi) m(pj) P
[
s(pj) | m(pj)
]
Valid Valid 0.8
Invalid Valid 0.05
Unknown Valid 0.15
Valid Invalid 0.1
Invalid Invalid 0.85
Unknown Invalid 0.05
Table 4.2.: Forward sensor model, first ex-
ample
Figure 4.10.: Second example
s(pi) m(pj) P
[
s(pj) | m(pj)
]
Valid Valid 0.85
Invalid Valid 0.1
Unknown Valid 0.05
Valid Invalid 0.05
Invalid Invalid 0.8
Unknown Invalid 0.15
Table 4.3.: Forward sensor model, second
example
behavior can be easily explained by the fact that an Unknown measure is substan-
tially different from the ignorance of the state of the map. In the first example, the
unknown measure behaves similarly to a valid one since the state of map valid is
more probable than map Invalid. Conversely, in the second example the state of
map invalid is more likely than map valid when an Unknown measure occurs: for
this reason Unknown and Invalid data behaves similarly. Finally, in the last exam-
ple P
[
s(pj) = Unknown | m(pj) = Valid
]
and P
[
s(pj) = Unknown | m(pj) = Invalid
]
are
comparable and so in that point the validity of the map tends to the prior. In general,
with the Bayesian approach it is difficult to represent the total ignorance of an event
since it is always necessary to define a proper value of probability to associate. In order
to exceed this problem, different theories have been developed during the years: one of
them is the so called Dempster Shafer Theory.
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Figure 4.11.: Third example
s(pi) m(pj) P
[
s(pj) | m(pj)
]
Valid Valid 0.85
Invalid Valid 0.1
Unknown Valid 0.05
Valid Invalid 0.1
Invalid Invalid 0.85
Unknown Invalid 0.05
Table 4.4.: Forward sensor model, third
example
4.3. Dempster-shafer approach
One of the main drawback of the Bayesian theory is its inability to represent the
ignorance of an event. In this section we will show how the DST (Dempester Shafer
Theory) is a generalization of the Bayesian probability, where the use of a Belief function
instead of the probability, lead to a greater flexibility in the representation of the
uncertainty. To exaplain better the problem, let’s introduce an example: consider a car
sensor designed to recognize the presence of objects and assume that the precision
of the sensor is 90%. In the Bayesian framework, if the sensor recognizes a car, this
implicitly means that with 90% of probability there is a car and with the 10% of
probability the area is free. With the DST instead, the 90% represents the Belief and
the remaining 10% can be assigned to any other state of the system: for example, to
another type of object (pedestrian, bycicle, dog, ecc), to a combination of them or to an
unknown state that represent the total ignorance.
4.3.1. Characteristics
In order to characterize the DST, first of all, it is necessary to introduce the so called
Frame of Discernment (DOF), Θ:
Θ = {X1, X2, . . . , XK} (4.34)
It is a finite set of all possible exlusive outcomes of a random variables.
In the case of a finite and discrete DOF, DST can be interpreted as a generalization of
the classical Probability Theory in which the probabilities are assigned to sets and not
to independent single events. In this way it assumes particular importance the power
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set of the system were this probability is assigned. When the evident data are sufficient
to assign the probabilities to the single events, then the DST collapses in the classical
probabilistic theory.
Let’s define now the functions that characterize the DST:
• Basic Probability Assignment (bpa)(m): This function describes a relation be-
tween power set and the interval [0, 1] in wich the bpa, usually indicated with m,
is defined. The value assigned to the empty set is 0 and the sum of the bpa in all
the different subsets must be equal to 1. The properties of the bpa are reported in
(4.35) and (4.36):
m : 2Θ → [0, 1] (4.35)
∑
A∈2Θ
m(A) = 1 m(∅) = 0 (4.36)
where 2Θ represent the power set of Θ, ∅ is the empty set and A is a generic set of
2Θ, i.e. A ∈ 2Θ. The values that the function m assumes are called basic probability
mass (this is the reason why the bpa is indicated with m).
The use of the DST leads to a greater flexibility compared with the classical Bayesian
theory thanks to the definition of a Lower bound and Upper bound on the probability.
These two bounds are respectively called Belief and Plausibility:
• Belief (Bel): it represents the intensity of all the measurements that support a
proper decision and the value that it assume is reported in Equation 4.37
Bel(X) = ∑
A⊆X
m(A). (4.37)
• Plausibility (Pl): it represent the intensity of all the tests that do not conflict with
the hypotheses, namely the intensity of the tests that are not in favor of other
hypotheses. The plausibility is usually indicated with Equation 4.38
Pl(X) = 1− ∑
A∩X=∅;A∈2Θ
m(A). (4.38)
The (4.37) and the (4.38) allow us to grasp the imprecision in attributing the probabilities
to the events of our system and approximately define the range in which the probability
values are defined (4.39):
Bel(X) ≤ P(X) ≤ Pl(X). (4.39)
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In case the range described by Bel(X) and Pl(X) collapses in a singleton, the DST
converges to the Bayesian theory. In Figure 4.12 is reported a graphical representation
of the relation between Belief, Plausibility and Probability.
Plausibility
Belief
m(X) Uncertainty m(¬X)
Figure 4.12.: Uncertainty interval
4.3.2. Combination rule
Another important aspect to define is the combination rule necessary to fuse information
coming from different sources. This fusion can be done using three possible approaches:
• Conjunctive Evidence: if both the source information are considered reliable,
they can be combined using an AND operation. The relation that provide this
computation is reported in Equation 4.40
(m1 ∩m2)(A) = ∑
B∩C=A
m1(B) ·m2(C) ∀A ⊆ Θ (4.40)
where Θ is the considered frame of discernment.
• Disjunctive Evidence: if at least one of the two source information is considered
reliable and we do not know exactly witch one is, it is reasonable to use an OR
operation. In this case the relation is reported in Equation 4.41
(m1 ∪m2)(A) = ∑
B∪C=A
m1(B) ·m2(C) ∀A ⊆ Θ (4.41)
• Trade off Evidence: it is an hybrid approach between the first two previously
described and it takes into account different combination of OR and AND among
the various input sources.
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Even if this last strategy is more flexibility compared to the Bayesian approach, these
additional degrees of freedom must be managed appropriately, since from their choice
depends the goodness of the solution found.
The criterion originally used by Dempster and Shafer is the the so called Dempster
Shafer Rule (DSR) and it is a generalization of the Bayes rule. This rule is based on
the Conjuction evidence approach and so it works properly only when the conflict
among sources is limited, otherwise it can bring to unexpected or, at least, difficult to
understand results. In (4.42) is reported the Dempster Shafer Rule.
(m12)(A) =
∑B∩C=A m1(B) ·m2(C)
K
∀A ⊆ Θ (4.42)
where K is
K = 1− ∑
B∩C=∅
m1(B) ·m2(C) = ∑
B∩C 6=∅
m1(B) ·m2(C) (4.43)
and it acts as normalization constant. It is important to notice that the numerator of the
DSR is normalized with respect to the mass of the consistent tests of the two sources
(B ∪ C 6= ∅) and the rule itself assigns all the existing conflict between the different
sources to the empty set, thus ignoring the contradiction present in the system. In
order to quantify the conflict of the system, the following specific measurement can be
defined:
Con(Bel1, Bel2) = log
(
1
K
)
(4.44)
= log
(
1
1−∑B∩C=∅ m1(B) ·m2 (C)
)
(4.45)
= − log
(
1− ∑
B∩C=∅
m1 (B) ·m2 (C)
)
. (4.46)
4.3.3. Decision
Once that the information fusion is performed, a decision rule must be defined (in our
case we want to determine if the cell state is (Valid or Invalid). A possible solution is
the use of the pignistic transformation [43]:
P (A) = ∑
X∈2Θ
m (X) · |A ∩ X||X| (4.47)
where |X| is the cardinal of the subset X. With the (4.47) it is also possible to compare
the DST with the classical Bayesian theory.
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4.3.4. Formalization of the map validation problem
As in the Bayesian case, we suppose that every map cell can assume only two opposed
state: Valid and Invalid. So, the frame of discernment is characterized by only two
symbols:
Θ = {V, I}, (4.48)
and the power set of the frame of discernment is:
2Θ = {∅, V, I, {V, I}}. (4.49)
Suppose that the sensors are reliable even if they can make mistakes. In this case the
simplest choice is to update the bpa with the Dempster rule.
Grid initialization
During the initialization, the total absence of knowledge is represented assigning a zero
mass distribution to both the Valid and Invalid states. This implicitly implies that the
mass of mi({V, I}) is equal to 1 for each cell:
mi(V) = mi(I) = 0 ∀i (4.50)
mi({V, I}) = 1. (4.51)
If, at the beginning, some prior information is available, the mass can be distributed in
a different way among the various states according with this prior knowledge.
Spatial propagate sensor information
We suppose that the available sensors, can provide information of a limited number of
isolated map points. In these cells the mass mh of the h− th point is directly updated
according with following:
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if sensor output = Valid
msh(V) = P [m(ph) = Valid|s(ph) = Valid]
msh(I) = 0
msh({V, I}) = 1−msh(V)−msh(I)
if sensor output = Invalid
msh(V) = 0
msh(I) = P [m(ph) = Invalid|s(ph) = Invalid]
msh({V, I}) = 1−msh(V)−msh(I)
if sensor output = Unknown
msh(V) = 0
msh(I) = 0
msh({V, I}) = 1−msh(V)−msh(I)
where P [m(ph) = Valid|s(ph) = Valid] represent the probaility that the map is Valid in
the point ph if the sensor in the same point measure Valid.
Instead, P [m(ph) = Invalid|s(ph) = Invalid] represent the probability that the map is
Invalid in the point ph if the sensor in the same point measure Invalid.
Since we want to spread this limited information on the whole considered area, a
spatial correlation among cells is introduced.
For each cell it is so created a dummy measurement obtained as a weighted sum of the
few data available. This step is performed with the following equation:
msi =
1
∑
jn
h=j1 k (‖pi − ph‖)
jn
∑
h=j1
k (‖pi − ph‖) ·msh (4.52)
where msi represent the dummy measurement of the i− th cell obtained as combination
of the few msh available, and k(·) is a continuous function that takes into account the
distance among points. A possible implementation of this function is described in app.
B.
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Update
Once a sensor measurement (dummy or not) is available for each point, the Dempster
Shafer Rule can be applied:
mt+1(V) =
mt(V)ms(V) + mt(V)ms({V, I}) + mt({V, I})ms(V)
1−mt(I)ms(V)−mt(V)ms(I) (4.53)
mt+1(I) =
mt(I)ms(I) + mt(I)ms({V, I}) + mt({V, I})ms(I)
1−mt(I)ms(V)−mt(V)ms(I) (4.54)
Note that mt+1({V, I}) can be obtained as:
mt+1({V, I}) = 1−mt+1(V)−mt+1(I) (4.55)
4.3.5. Example
In this section it is reported an example of use of the DST.
The considered measurements are the same of the example reported in 4.2.8.
In this example in particular:
• P [m(ph) = Valid|s(ph) = Valid] = 0.85
• P [m(ph) = Invalid|s(ph) = Invalid] = 0.85
The results are reported in Figure 4.13.
Figure 4.13a, Figure 4.13b and Figure 4.13c represent respectively the distribution of
Valid mass, Invalid mass and Unknown mass after the application of the propagation of
the sensor information and the Dempster-Shafer rule. The mass transition from one cell
and another is smooth and the sum of the three masses it is always equal to 1.
In Figure 4.13d the three masses are combined together using the Pignistic transform
(4.47) in order to obtain the desired Validity map.
The result obtained with the DST can be compared with the third example in subsec-
tion 4.2.8. Indeed in both these example has been used similar parameters (same values
of P [m(ph) = Valid|s(ph) = Valid] and P [m(ph) = Invalid|s(ph) = Invalid]).
In Figure 4.14 is shown the two flat representation of the validity map obtained with
the two approaches are placed side by side in order to be compared. From a qualitative
point of view the results are very similar. Indeed, as can be seen in fig. 4.15, that
represent the difference between the two previous maps, their discrepancy never exceed
the value of 0.1.
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(a) Distribution of the Valid Mass
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(b) Distribution of the Invalid Mass
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(c) Distribution of the Unknown mass
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(d) Result of Pignistic transform
Figure 4.13.: Example of DST application
4.4. Summary
In this section we propose three different approaches to validate a Map using the
spatial and temporal correlation of sparse information. The first approach, based on a
Kalman-filter-like structure proposed in [40], allows a recursive solution of the problem
that does not scale with time. Even if this approach seems promising, and in certain
circumstances could be enough, this is approximated. So we have chosen to develop
a second approach, based on a fully probabilistic relation among random variables.
This was possible thanks to the definition of an ad-hoc function to combine the various
measures. From a qualitative point of view, the obtained result is similar to the one
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(a) Probabilistic approach (b) Dempster shafer
Figure 4.14.: Comparisong between maps obtained with probabilistic approach and
dempster shafer
Figure 4.15.: Difference between the estimated map with probabilistic approach and
with the DST (scale range: from -0.10 to 0.10)
of the previous approach, but in this case the information are directly represented as
probability from the beginning and not with a certain mean ad variance that in this
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framework can be difficult to understand. In the and, with the aim of introducing the
concept of lack of information the theory of Dempster-Shafer is considered, defining,
also in this case, a proper correlation among among variables. This last approach has
been compared with the previous one and we can say that the resulting difference is
negligible and dependent on the choice of the parameters.
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In this section we consider a simple scenario were the effect of three sensors: Radar,
Lidar, and Camera is considered in the probabilistic framework described previously.
5.1. First example: planar space divided in multiple areas
As first example we consider the simple scenario defined by a car driving on a two-
lanes road and where it is present a traffic sign on the border of the road. The sensors
considered in this section are: Camera, Radar, and Lidar, characterized by different
performances and field of view (FOV).
5.1.1. Assumption
We consider the following assumption:
• The camera is placed inside the windscreen (Figure 5.1a) and it is able to provide
information about the position of road marking and traffic sign (red dot on the
picture) with a field of view of 120◦.
• The Lidar is placed in front of the vehicle (Figure 5.1b) and it is able to provide
information about the position of road marking and traffic sign with a field of
view of 120◦.
• The radar is placed in front of the vehicle (same position of the lidar, Figure 5.1c)
and it is able to provide information only about the position of the traffic sign
with a field of view of 100◦.
• the presence of detected lane marking or traffic sign is sure but their position can
contain some errors.
Other hypothesis regard the partition of the area of interest considered:
• The area of interest is divided in four zones, delimited by the intersection of the
different sensors FOVs (Figure 5.2a):
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(a) Camera Field of View (b) Lidar Field of View (c) Radar Field of view
Figure 5.1.: Field of view of the different sensors
– Area 1: it describes the common area where all the three sensors can provides
information.
– Area 2: it defines the zone where both Camera and Lidar can provide useful
data and correspond to the difference between the field of view of the Lidar
and the Radar.
– Area 3: it is the area where the information can come only from the camera.
It corresponds to the difference between the FOV of the camera and he FOV
of the Lidar.
– Area 4: it describes the zone were no measurements are available.
• The correlation among zones is evaluated with Equation B.2 where its argument
is the distance between the centroids of the respective zones.
• The prior knowledge of the map validity is equal to 0.5 that correspond to the
absence of prior information (Figure 5.2b)
5.1.2. Algorithm explanation
The main goal is to evaluate the reliability of the available map by comparing the latter
with the sensor data. The map is assumed to be valid and, in case of sensors discrepan-
cies, it is invalidated. The algorithm used in this section is the one proposed in 4.2.7.
For each line (or traffic sign) detected by the sensors, the distance to the nearest line
(or traffic sign) present in the map is calculated and used in the equation Equation B.2.
The value assumed by Equation B.2, is considered the P [sensor = Valid|map = Valid]
and the parameter β (in this situation is denoted with βdist) used in Equation B.2 acts as
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Figure 5.2.: Experimental setup
weigh parameter for the distance between area centroids. The sensor measurements are
always considered valid and their effect in the validating procedure is modulated by the
value that P [sensor = Valid|map] assumes. For the correct functioning of the algorithm
it is also necessary to define the probability of P [sensor = Valid|map = Invalid]. In this
case the value is fixed and denoted with invP.
5.1.3. Data
Figure 5.3 shows the lane detection in the four areas of interest from two different
sensors: the green lines represent the lane marking saved in the HD map, the blue and
red lines describe the lane markings respectively detected by the Camera and the Lidar.
From Figure 5.4 it can be seen the detection of a traffic sign represented by a triangle in
the image. The different colors mean respectively:
• Green triangle: Traffic sign present in the map
• Blue triangle: Traffic sign detected by the Camera
• Red triangle: Traffic sign detected by the Lidar
• Yellow triangle: Traffic sign detected by the Radar
In order to test the algorithm, the displacement between map data and detected
elements have been created adding a white Gaussian noise, zero mean and variance 0.5.
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(a) Area 1 (b) Area 2
(c) Area 3 (d) Area 4
Figure 5.3.: Lane detection on the different areas
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Figure 5.4.: Sign detection
5.1.4. Test
It is now possible to test the behavior of the approach by analyzing the different result
obtained by varying the parameters that characterize the system. In order to better
evaluate the effect of each parameter, they are made to vary one at a time.
First test βdist = 2.5, invP = 0.4
In first test we try to fix Bdist = 2.5 and invP = 0.4 while βcorr can assume three different
values: 0.01, 0.85 and 50 as reported in Figure 5.5. As we have already discussed in
section 4.2, βcorr has the function to regulate the correlation between the different areas.
An high value of βcorr corresponds to a complete independence of zones (Figure 5.5c):
the measurements in one area do not affect the other and the probability transition
among them can be very sharp. Conversely, if βcorr become smaller the relation between
points increases (Figure 5.5b) to the point that all the cell assume the same probability
value (Figure 5.5a). The validity value that each area assume is strongly dependent from
their position in the space. In Figure 5.6 is shown the behavior of Validity probability
when βcorr is varied in a continuous way from 0 to 2. The framework is the same of the
previous example with βdist = 2.5 and invP = 0.4.
Observing Figure 5.6 can be seen the convergence to the same point when βcorr tends
to 0 and the fact that over a certain value of βcorr (approximately 1.75) the interaction
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(a) βcorr = 0.01 (b) βcorr = 0.85 (c) βcorr = 50
Figure 5.5.: Comparison of the algorithm with different values of βcorr
between areas becomes negligible. An interesting behavior is present when βcorr varies
in the interval [0, 1]. In that interval, the plot relative to Area 3 and Area 4 presents
some oscillations before reaching the settling point. The main reason for the latter is the
variation of the contribution of different terms as βcorr change: indeed with different
values of spatial correlation the predominant area in the neighborhood (the area in the
neighborhood that has more effect on the one under consideration) can be different.
Second test βcorr = 50, βdist = 2.5
In the second test βcorr and βdist are fixed equal to 50 and 2.5 respectively, instead invP
assume three different values: 0.12, 0.4 and 0.7. The various result are reported in
Figure 5.7. As previously seen, βcorr = 50 correspond to a complete independence of the
single areas; this choice permits to understand more easily the effect of varying other
parameters. Observing the plots, it results that increasing the value of invP (Figure 5.7c),
the average validity probability decrease. Conversely, as soon invP become smaller, the
probability of the map increase. This behavior could be expected, since invP represent
P [sensor = Valid|map = Invalid] and so the higher is the value the most unlikely the
map is corrected.
Third test βcorr = 50, βdist = 2.5
The last parameter to analyze is βdist when βcorr and are fixed and respectively equal to
50 and 0.4. The algorithm result with three different values of βdist (1, 2.5, 5) is reported
in Figure 5.8.
βdist is the parameter that weight the effect of the discrepancies between map and
measurements and it is fundamental for the definition of P[sensor = Valid|map = Valid].
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Figure 5.6.: Validity probability of individual areas as βcorr varies
(a) invP = 0.12 (b) invP = 0.4 (c) invP = 0.7
Figure 5.7.: Comparison of the algorithm with different values of invP
In particular, a relative high βdist (Figure 5.8c) will weight more the anomalies with
respect to a small value of the parameter (Figure 5.8a) with the result that the map will
be easier considered invalid.
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(a) βdist = 1 (b) βdist = 2.5 (c) βdist = 5
Figure 5.8.: Comparison of the algorithm with different values of βdist
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6. Validation based on maneuvers of other
traffic participants
As already mentioned, knowing the position and geometry of the road is essential
for safety systems: spatial knowledge about the road is necessary for motion control
systems, that need to know exactly were the ego-vehicle can move. Usually, the road
detection is entrusted to the combination of different sensors such as Lidars, Cameras
and Radars with a commercially available navigational road map. The accuracy of the
information provided by the sensors depends on the environmental condition (light,
presence of snow, rain, fog etc.) and on the availability of a free field of measurement.
Usually, the main obstacles are other traffic participants which can hide not only the
areas of the road under them, but also blocking large part of the FOV. However, in case
of occlusion by other vehicles, if moving vehicles occlude parts of the road, they can
still provide potentially significant information. For example, in [44], Casapietra et. al.,
use the observation and interpretation of other vehicles behavior to infer the presence
and location of occluded road surface in a 2D grid-based map. Hence, predicting other
traffic participants trajectories and understanding their maneuver can be particularly
useful to highlight any anomalies in the available map, namely it can be used for
OMV. In literature are available many possible approaches to recognize the driving
maneuvers, for example: Andreas Lawitzky et. al. in [45] predicts the motion of
vehicles on highways considering the interaction of the traffic participants. In this
section we present a simple approach to obtain map validity information by exploiting
the road characteristics observing the behavior of other vehicles.
6.1. Our approach
The vehicles moving on the road are subject to compliance with certain behaviors in
order to guarantee a proper traffic flow and avoid accidents. One of the principal rules
that affects all the vehicle on a road is the direction of travel to be respected, and if
the common flow of cars does not respect the direction defined in the available map,
an anomaly in the latter can be present. Hence, it is interesting to define a certain
measure of direction error that can be converted in a probability measure and then fused
with the other sensor information. This can be done by adding a proper layer on the
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available map that describe the direction of travel as an oriented potential field. The
latter can find many possible application in robotics like Jan Vascak did in [46] where
the potential field framework is combined with neural networks for navigation purpose
in an environment full of obstacles. In our case, the potential field attached to the map
is defined according with the natural flow of cars allowed on the street. In Figure 6.1 is
reported an example of potential field on a straight road with three possible maneuvers:
to drive in accordance with the direction of travel of the lane, to overtake, to drive in
the opposite direction of travel of the lane.
These tree different behaviors should lead to three results of a specific error function
that characterize the behaviors themselves:
• in the first case the vehicle follows the rules of the road: this means that the error
function should return a value as close as possible to zero.
• in the second case the car is performing an overtaking maneuver. Here two
situations must be considered:
1. The overtaking is allowed: the error has to be close to zero;
2. The overtaking is prohibited: the error has to be high.
• in the third situation the user is driving in the wrong direction. This behavior
should be highly penalized by the error function.
One of the simplest approach to define a proper error function is to compare the direction
of the vehicle speed vector with the direction of the field in its position and accumulate
it over time; in this way, the more the vehicle drives in a direction different from the on
of the field, the higher the error will become. This simple error function is reported in
Equation 6.1:
e(t + 1) = e(t) + α · (θ f ield − θcar) (6.1)
where θ f ield and θcar represent respectively the angle of the vector field and the car
speed vector both refereed to the same global frame and α is a coefficient introduced
to weight the effect of the angle variation. This approach could actually works in the
situations where the overtaking maneuver is prohibited but can easily lead to a wrong
result (and so wrong behavior interpretation) when the latter is allowed since it will
create an error that will be propagated over time without ever being attenuated. Hence,
it is necessary to include in the Equation 6.1 a proper forgetting factor that takes into
account the needed flexibility of the rule and attenuate the effect of isolated wrong
behaviors. The error function becomes the one reported in Equation 6.2.
e(t + 1) = γ · e(t) + α · (θ f ield − θcar) (6.2)
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(a) Right behavior (b) Overtaking (c) Wrong behavior
Figure 6.1.: Comparison of different behaviors
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Figure 6.2.: Error function behaviour
where γ is the introduced forgetting factor. In Figure 6.2 is reported the output of
Equation 6.2 in the three different cases: right direction, overtaking and wrong direction.
In the first picture the error remains equal to zero for all the time, this is expected since
the speed vector direction of the car is always equal to the one of the field. In the second
case, the car direction is opposite to the field one during the overtaking maneuver. This
lead to an increasing error during the first part of the plot and a successive decreasing
when the car return back in its lane. In the latter, the shape of the curve is determined
by the forgetting factor. In the last plot the error continues to increasing for all the
time interval as expected (the car drives for all the time in the wrong direction). It
is interesting the asymptomatic behavior of the curve that seems to stabilize about a
specific value. This is due to the to the forgetting factor that compensates the increasing
error. In Figure 6.3 is reported the comparison among the errors in the three different
situations. In order to obtain a more understandable result, the error measurements
can be converted in a value limited between 0 (high presence of error) and 1 (limited
presence of error) using the normalized error function reported in Equation 6.1.
P = 1− |tanh(k · e(·))| (6.3)
where k is a multiplicative constant and e(·) is the error obtained from Equation 6.2.
In Figure 6.4 is reported the behavior of the errors relative to the situations described
previously after that Equation 6.1 is applied. The values obtained in this way can
be interpreted as probability measures that specify how much the behavior of the
vehicles is coherent with the traffic rules. Observing Figure 6.4, an unwanted result is
shown; even if the overtaking maneuver can be allowed, the normalized error function
return a value close to 0 in some instants; this is unavoidable since observing only the
position and the speed, it is not possible to distinguish an overtaking maneuver from
62
6. Validation based on maneuvers of other traffic participants
Figure 6.3.: Comparison of errors functions
Figure 6.4.: Potential field on a straight road
63
6. Validation based on maneuvers of other traffic participants
a lane change or other similar action until all the maneuver is concluded. Obviously,
the information so obtained is not enough to classify correctly the state of the map
(Valid or Invalid) in all the cases, but it can provide some clues that can improve the
performance of a map validation algorithm when they are fused with other information.
In particular, all the reasoning based on the drivers behaviors, can become a specific
node of the BN described in 3.2: the node Observed behaviour for example.
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In this master thesis the goal is to develop a proper way to perform an Online Map
Validation. This is needed for increasing driving comfort in AD system and mostly
guarantee the safety. In this section the overall result of this thesis is summarized and
briefly discussed.
Compared to other fields related with autonomous driving, the topic of map validation
currently still lacks focus in research. For this reason, an extensive outlook for future
work is given.
7.1. Summary
The two main ideas on which the work of this thesis is based are:
• a probabilistic representation of the information coming from the sensors to
determine the validity of the map;
• the spatial-temporal interpolation of the knowledge in order to evaluate the
probability of validity even in areas where no evidence is available.
The representation of experimental data in the form of probabilities allows us to com-
pletely detach ourselves from the physical characteristics of the sensors and combine the
information at a higher level of abstraction. In this way the information can come not
only from specific devices placed on the vehicle but also from semantic reasoning such
as the respect of the traffic signs by road users. The transformation of an experimental
measure into a probabilistic information is not always a direct process and therefore
this operation must be defined case by case; an example of this is reported in chapter 6
where a possible, but certainly not unique, way to obtain a Valid Map probability from
the behavior of the other vehicles is defined. In particular, in that specific example, the
behavior considered is the possibility of vehicles in wrong direction on a straight path,
but the used approach can be easily extended to other kind of roads. Indeed, the idea
on which the approach developed chapter 6 is based is to associate with the road a sort
of potential field that characterizes the admissible displacements of the vehicles. This
field can be easily adapted to different environment and road pattern. The probability
of a valid map will depend on the behavior of these vehicles and will be as close to
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zero as the behavior of road users will be inconsistent with the potential field defined
above. Furthermore, by introducing a forgetting factor, the duration of the incorrect
behavior also has a decisive effect.
Therefore this idea allows a probabilistic interpretation of the behavior of road users
based on a limited number of information; in our case we are supposed to know only
the velocity vector of the surrounding vehicles.
In any case, in order to have a sufficiently precise evaluation of the validity of the map,
it is necessary to consider different aspects of the surrounding environment. If multiple
probabilistic information are available, they must to be fused in order to obtain a better
result. In this thesis we have opted for the use of the Probabilistic Graphical Model
and in particular the Bayesian Networks. The latter are oriented graphs that allow us
to define dependency relationships between random variables that define our system.
These variables can may also not be directly observable. In this way, starting from the
observation of more general information (the validity of the road signs, the respect
of the right of way, etc.) it is possible to go up in the network using the Bayesian
inference and obtain a final probability measurement of validity. This value takes into
consideration all the available information. The single Bayesian network can be so
considered a sort of smart sensor that provides a final probability value based on the
total value of the map.
Besides understanding if the map is invalid in general, for the map validation al-
gorithms it is necessary to determine which precise part of the map is invalid and
which (if possible) part is still usable. Unfortunately, the measures that can be used to
determine the validity on the map are very often scattered and in very limited numbers.
To address this problem, in this thesis we have proposed and compared different ways
of interpolating this information using a correlation from the spatial and temporal
point of view of the measurements (in this case we specifically consider the measures
taken by the smart sensors defined above). More in detail, the first approach that was
evaluated uses an alternative implementation of a Kalman filter and therefore it is
based on the hypothesis of Gaussian random variables involved. Therefore, to use this
method, it is necessary to convert average values and variance values into probabilities.
This procedure can give rise to strong approximations. For these reasons, a purely
probabilistic approach has been created. All the equations and relations necessary to
face up to the problem, are developed step by step in this thesis and some Ad-Hoc
function has been defined in order to characterize the relationship between areas of the
map directly starting from probability values. The third approach developed, similar to
the previous one, instead of using the Bayes theory, it is based on the Dempster-Shafer
theory. Also in this case, some functions have been defined in order to spreed the
limited information on all the area of interest.
The end result of these three approaches is very similar: a probabilistic surface that
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specifies its probability of being valid at every point on the map. Even if from a
purely qualitative point of view the three approaches are comparable, the second
appears to have better characteristics than the others. First of all, the approach is purely
probabilistic, therefore it does not need approximations that are inevitable with the
Kalman-like structure. The probabilistic approach also turns out to be computationally
more efficient than that one based on the Dempester Shafer theory since this last one
requires the continuous updating of the masses of the Frame of Discernment.
Moreover the probabilistic approach allows to include in the algorithm a prior proba-
bility on the map validity that can be exploited to obtain better performances. For all
these reasons this approach has been preferred to the others for the examples proposed
in this thesis.
An interesting evolution of the algorithm has also been included in chapter chapter 5
where a more real example has been proposed. Three type of sensors have been taken
into account and an alternative way of segmentation of the area of interest has been
proposed. Indeed, the proposed approach is not fixed to the representation of the
environment as a regular grid and a more clever segmentation of the map can be used.
In the specific example proposed in the thesis, the area has been divided according to
the intersection with the visual fields of the various sensors, but in general the possible
segmentation are infinite. This allows in particular to reduce the computational com-
plexity that for large areas can be relevant.
Closing, in this thesis we have proposed the various steps necessary to deal with the
problem of map validation directly from a probabilistic point of view. This approach,
although it needs improvements and clarifications, can represent a valid solution to the
proposed problem as can be seen from the numerous examples proposed in this thesis.
7.2. Future Work
The idea developed in this thesis can undoubtedly be extended and improved. Possible
fields of future research could be the use of more detailed sensor models in order to
obtain more information from the surrounding environment and with better accuracy.
More precisely, this research can be approached to an in-depth study of the conversion
of measurable information directly from the sensors, in probability that can be used to
validate the high resolution map. Some examples and approaches have been described
in this thesis (in chapter 6 for example) but further developments must be made.
Another possible field of development can certainly concern the segmentation of the
environment in order to limit the computational complexity (segmentation less fine
than the surrounding area), while guaranteeing good performances. We have explained
that the probabilistic proposed approach con be used without any problems on a map
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segmented in an irregular way. By developing an algorithm capable of subdividing
the environment in an optimal manner (for example, by segment the road used by
the vehicle in a more refined way and the surrounding environment in a more coarse
manner ) could undoubtedly have improvements both in terms of performance and
computational complexity.
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Abbreviations
AD Autonomous-driving
ADAS Advanced Driver Assistance Systems
ASIL Automotive Safety Integrity Levels
BN Bayesian network
bpa basic probility assignement
CNN Convolutional neural network
DAG Directed acyclic graph
DOF Frame of Discernment
DS Dempster shafer
DSR Dempster shafer rule
DST Dempster shafer theory
FOV Field Of View
GPS Global Positioning System
ISO International Standard Organization
LFM Latent Fault Metric
LIDAR Light detection and Ranging
MDS Modified Dempster Shafer
ML Machine Learning
MN Markov Model
NDS Navigation Data Standard
OMV Online map validation
PGM Probabilistic Graphical Model
PMHF Probabilistic Metric for Random Hardware Faults
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RADAR Radio detection and Ranging
SLAM Simultaneous localization and mapping
SPFM Single-Point Faults
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A. Recall to Bayes Theory
Given two events A and B, if they are in some way correlated, it is reasonable to think
that the knowledge of one of them can give some information on the other one. A
formal way to deal with this conditional probability is the Bayes theorem [47].
First of all we recall the conditional probability.
Given a probability space (Ω, A, P(·)) where:
• Ω is a countable set and it contains all possible outcomes in classical sens.
• A event space that contains Ω
• P(·) probability function with domain A and codomain in [0, 1]
And, given two events A and B belonging to A we indicate with
P[A|B] (A.1)
the probability of A occurring knowing that B has already occurred, ie the probability
of A conditioned to B. Using the Bayes rule, Equation A.1 can be decomposed as:
P [A|B] = P [A, B]
P [B]
with P [B] 6= 0 (A.2)
Moreover, for the chain rule we have:
P [A, B] = P [B|A] · P [A] (A.3)
And combining Equation A.2 with Equation A.3 we obtain the Bayes Theorem:
P [A|B] = P [B|A] · P [A]
P [B]
with P [B] 6= 0 (A.4)
As it is shown, we can calculate P [A|B] as a function of the so called "inverse" proba-
bility P [B|A] and this property is the basis of the Bayesian inference.
The Bayes theorem can be easily generalized.
Given the probability space (Ω, A, P(·)) and be B1, B2,. . . Bn, elements of A with the
following property:
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• ∀P [Bi] > 0;
• Bi · Bj = 0 with i 6= j;
• Ω = ⋃
i
Bi so, for every A belonging to A
The Bayes theorem assumes the following form:
P [Bk|A] = P [A|Bk] · P [Bk]∑i P [A|Bi] · P[Bi]
(A.5)
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B.1. The problem and the solution
There are multiple ways to define the correlation among different point of the map
and finding a "good" function that is able to guarantee high performances with low
computational cost can be challenging. The requested function must be smooth and
decreasing with the distance; in particular if the distance between two points tends to
infinity, the correlation should tend to zero. One possibility to solve this task is to use a
Gaussian kernel. in Equation B.1:
k(
∥∥pi − pj∥∥) = e−βcorr‖pi−pj‖22pi (B.1)
Even if it satisfy the required behaviour with the increasing distance, it tends to have an
infinite range. This means that the value of the map at one point is (slightly) affected
by points which are a huge distance away leading to an high computational cost of
the algorithm. In order to minimize the latter it is important to define a correlation
function that has non-zero value only for a small portion of the space. One example, is
the following isotropic covariance function proposed by Storkey in [48]:
k(
∥∥pi − pj∥∥) =

(
2pi − ∆(∥∥pi − pj∥∥)) (1 + (cos∆(∥∥pi − pj∥∥)) /2
3pi
+
+
3
2 sin∆(
∥∥pi − pj∥∥)
3pi
, if ∆ < 2pi
0, otherwise
(B.2)
where ∆ = βcorr
∥∥pi − pj∥∥2, for βcorr > 0. This function closely resemble a Gaussian
kernel Equation B.1 but has zero value for distances larger than 2pi/βcorr.
In Figure B.1 the isotropic covariance function and the Gaussian Kernel are compared:
Varying the value of βcorr is possible to vary the range of action of the available
measurements. In Figure B.2 are reported some examples with different values of β.
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Figure B.1.: Isotropic covariance function with different values of β5
B.2. Benefit of truncated correlation
The main advantage in the use of a truncated correlation is the speeding up of the
calculation. Indeed this kind of correlation is equal to zero where other relation might
assume very small values (often negligible) and a lot of computations become trivial.
The final result is much faster implementation although not affecting significantly the
final results.
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Figure B.2.: Isotropic covariance function with different values of βcorr
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C. Convergence of probabilistic approach
Consider the probability P
[
m(p)|m(pj1), ..., m(pjn)
]
and the function γ
(
m(pi), m(pj)
)
as
defined in subsection 4.2.3; then if i ∈ {j1...jn}:
lim
p→pi
P
[
m(p)|m(pj1), ..., m(pjn)
]
= lim
p→pi
S
(
jn
∑
h=j1
L (P [m(pi)|m(ph)])
)
= γ
(
m(pi), m(pj)
)
.
Proof. Since the Sigmoid function S is continuous in R, the operator limp→pi can be
moved in the argument of S:
lim
p→pi
S
(
jn
∑
h=j1
L (P [m(pi)|m(ph)])
)
= lim
p→pi
S
L (P [m(pi)|m(pi)]) + jn∑
h=j1
h 6=i
L (P [m(pi)|m(ph)])
 =
= S
 limp→pi
L (P [m(pi)|m(pi)]) + jn∑
h=j1
h 6=i
L (P [m(pi)|m(ph)])


Considering P
[
m(pi)|m(pj)
]
:
P
[
m(pi)|m(pj)
]
=
{
γ
(
m(pi), m(pj)
) ∈ {0, 1} if i = j
ξ(i, j) otherwise
where ξ represent a generic value in the interval (0, 1), and recalling the behavior of the
Logic function L
L
(
P
[
m(pi)|m(pj)
])
=
{
±∞ if i = j
f inite value otherwise
it results
lim
p→pi

L
(
γ
(
m(pi), m(pj)
))︸ ︷︷ ︸
+∞ or −∞
+
jn
∑
h=j1
h 6=i
L (ξ(h, j))
︸ ︷︷ ︸
f inite sum

= L
(
γ
(
m(pi), m(pj)
))
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and then
lim
p→pi
S
(
jn
∑
h=j1
L (P [m(pi)|m(ph)])
)
= S
(
L
(
γ
(
m(pi), m(pj)
)))
= γ
(
m(pi), m(pj)
)

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D. Conditional probability for Bayesian
network
In this section are reported the conditional probabilities used for the example reported
in section section 3.3. For simplicity, these values were not extracted from experimental
data but were chosen simply based on common sense.
Valid Map
Value States
0.7 Valid
0.3 Invalid
Table D.1.: Probability of Valid Map
Enforced traffic Rules
Value States
0.8 Valid
0.2 Invalid
Table D.2.: Probability of Enforced traffic Rules
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Valid Sensor Measurements
Value States
0.95 Valid
0.05 Invalid
Table D.3.: Probability of Valid Sensor Measurements
Value States
Valid Traffic Rules Valid Traffic Rules Valid Map
0.9 Valid Valid
0.1 Valid Invalid
0.1 Invalid Valid
0.9 Invalid Invalid
Table D.4.: Conditional probability of Valid Traffic Rule
Value States
Valid Traffic Sign Valid Traffic Sign Valid Map
0.9 Valid Valid
0.1 Valid Invalid
0.1 Invalid Valid
0.9 Invalid Invalid
Table D.5.: Conditional probability of Valid Traffic Sign
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Value States
Valid Geometry Valid Geometry Valid Map
0.9 Valid Valid
0.1 Valid Invalid
0.1 Invalid Valid
0.9 Invalid Invalid
Table D.6.: Conditional probability of Valid Geometry
Value States
Good Behavior Good Behavior Valid Rules Enforced Rules Valid Traffic Sign
0.9 Valid Valid Valid Valid
0.1 Valid Valid Valid Invalid
0.8 Valid Valid Invalid Valid
0.2 Valid Valid Invalid Invalid
0.7 Valid Invalid Valid Valid
0.3 Valid Invalid Valid Invalid
0.7 Valid Invalid Invalid Valid
0.3 Valid Invalid Invalid Invalid
0.1 Inalid Valid Valid Valid
0.9 Inalid Valid Valid Invalid
0.2 Inalid Valid Invalid Valid
0.8 Inalid Valid Invalid Invalid
0.3 Inalid Invalid Valid Valid
0.7 Inalid Invalid Valid Invalid
0.3 Inalid Invalid Invalid Valid
0.7 Inalid Invalid Invalid Invalid
Table D.7.: Conditional probability of the Good People Behavior
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Value States
Observed Traffic Sign Observed Traffic Sign Valid Traffic Sign Valid Sensor Measurements
Valid Valid Valid 0.9
Valid Valid Invalid 0.919
Valid Invalid Valid 0.843
Valid Invalid Invalid 0.285
Invalid Valid Valid 0.895
Invalid Valid Invalid 0.468
Invalid Invalid Valid 0.381
Invalid Invalid Invalid 0.056
Table D.8.: Conditional probability of the map
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E. Time effect in the probabilistic approach
In this appendix we extend the concept of spatial correlation described in section
chapter 4 by adding an idea of time correlation. Intuitively, as the measurements
become old the information received from the sensors becomes unreliable. So, in this
case, if no new update arrives it is reasonable that the map will return to the prior. This
idea can be simply taken into account in this framework by adding one dimension to
the characteristic of the map points. Each cell will be identified by three variables: x
position, y position and time instance t and a new spatial/temporal distance between
points can be defined. The latter can be a simple 2− norm or, if there is the necessity to
weight the spatial and the temporal information in a different way, the following norm
can be used:
∥∥pi − pj∥∥Q = (pi − pj)T ·Q · (pi − pj) = eTQe = eT ·
a 0 00 b 0
0 0 c
 · e (E.1)
where the values on the diagonal of Q determinate the effect of each single component
of p on the distance function. Using this approach, even if we have a measurement of
exactly the point we are trying to update, if the sensor information is old, it will be seen
as very far from the cell to update. The further the point will result, the less its effect
will affect the map updating. In Figure E.1 and Figure E.2 are reported the time effect
on the example Figure 4.5 and Figure 4.7 respectively.
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(a) t = 0 (b) t = 1 (c) t = 2
(d) t = 3 (e) t = 4 (f) t = 5
Figure E.1.: Time effect on the first example
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(a) t = 0 (b) t = 1 (c) t = 2
(d) t = 3 (e) t = 4 (f) t = 5
Figure E.2.: Time effect on the second example
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