Measuring natural selection through the use of multiple regression has transformed our understanding of 2 selection, although the methods used remain sensitive to the effects of multicollinearity due to highly 3 correlated traits. While measuring selection on principal component scores is an apparent solution to this 4 challenge, this approach has been heavily criticized due to difficulties in interpretation and relating PC 5 axes back to the original traits. We describe and illustrate how to transform selection gradients for PC 6 scores back into selection gradients for the original traits, addressing issues of multicollinearity and 7 biological interpretation. In addition to reducing multicollinearity, we suggest that this method may have 8 promise for measuring selection on high-dimensional data such as volatiles or gene expression traits. We 9 demonstrate this approach with empirical data and examples from the literature, highlighting how "Unfortunately, the biological meaning of principal components or discriminant functions is not
We synchronized germination by stratifying seeds in 0.15 mg / 100 mL agar solution for six days 1 0 2 at 4°C (Stock et al. 2015) . We planted each seed in a standard conetainer with saturated Sunshine Mix 1 0 3 #1 soil (Sun Gro Horticulture, Agawam, Massachusetts, USA). We arranged plants into conetainer racks 1 0 4 in a randomized, blocked design, where the two shelves of a growth chamber represented experimental 1 0 5 blocks, with plants of each line evenly divided between shelves. We maintained a light-temperature 1 0 6 regime of 16 hour days (22°C) followed by nights of 20° C (Suter and Widmer 2013; Stock et al. 2015) .
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We bottom-watered every two days by placing conetainers in trays of water for approximately three hours.
0 8
After three months, we gradually reduced watering to simulate a terminal end of season drought, and all 1 0 9 plants senesced after four months.
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We scored bolting date, first and last flowering date throughout the experiment; at harvest, we 1 1 1 measured branch number, rosette diameter, and counted the number of rosette leaves. We collected and 1 1 2 counted fruits as a proxy for fitness (Stinchcombe et al. 2004) . We measured flowering time as the 1 1 3 number of days between planting and the first flowering date, and flowering duration as the number of 1 1 4 1 3 8 P<0.001) and rosette leaf number (r g =0.70, P <0.0001); flowering duration had essentially the opposite 1 3 9 correlation pattern (r g = 0.72 and r g = -0.73, respectively, for branch number and rosette leaf number; 1 4 0 Table 1 ). PCA showed that flowering time and flowering duration always had opposite signs in their 1 4 1 loadings on PC1-PC4; rosette diameter, branch number, and rosette leaf number loaded heavily on PC2, 1 4 2 PC3, and PC4. damselfly Enallagma boreale. Several features of this study stand out. First, it was repeated across two 1 7 5 years, and second, it included selection separately for males and females. Third, sample sizes were 1 7 6 already large, and Anholt reported that he used PCs because of multicollinearity, as diagnosed by 1 7 7 variance inflation factors. Anholt (1991) summarized the date of emergence, wing length, abdomen 1 7 8 length, and mass at emergence with PCA, performing four separate PCAs, corresponding to each year-1 7 9 sex combination. He estimated selection differentials for PC1 and PC2 (which accounted for ~85% of the 1 8 0 variance, depending on sex-year combination), using both relative survival and relative mate acquisition 1 8 1 as fitness estimates. We focus here on the survival data, as sample sizes were much larger (565 to 993 - Tadpole morphology: Kraft et al. (2006) raised 560 tadpoles of the striped marsh frog (Limnodynastes 2 2 7 peroneii) in either the presence or absence of dragonfly predators (Anax sp.), and measured the plastic 2 2 8 response of morphological traits and their subsequent effects on survival. They measured nine 2 2 9 morphological traits (total length, tail height, tail muscle height, body length, body height, tail area, tail 2 3 0 muscle area, body width, and tail muscle width), and performed PCA on log transformed data. They found 2 3 1 that PCs 4 and 5 (explaining 1.3% and 0.9% of the phenotypic variance, respectively) differed 2 3 2 significantly between predator-induced and control tadpoles. They measured selection on all nine PCs in 2 3 3 a multiple regression, finding significant negative selection on PC2, and positive selection on PC4 and 2 3 4 PC5 for both the control and predator-induced individuals. Because sign is arbitrary within a PC axis, 2 3 5 negative selection on PC2 is difficult to interpret: PC2 in their study had negative loadings of tail muscle 2 3 6 width and positive loadings of body height. Individuals to the extreme of PC2 thus had either narrow tail 2 3 7 muscles and large body heights, or, equivalently, wide tail muscles and small body heights. Which of 2 3 8 these character combinations had lower fitness would make dramatic differences in the interpretation of 2 3 9 selection.
4 0
When we projected selection coefficients for PC1-5 (representing 98.4% of the phenotypic 2 4 1 variance), we found that selection was acting most strongly on body width in the control individuals (β = -2 4 2 0.0395), while most strongly on tail muscle height in the induced individuals (β = 0.0426). (Standard 2 4 3 errors for the regression coefficients for PCs were not presented, precluding estimation of standard errors 2 4 4 of the reconstituted selection gradients). The case of tail muscle width and body height is also clarified: in 2 4 5 both treatments, selection favors wider tail muscles and short body heights. selection analysis: first they reduced the number of floral volatiles analyzed from >40 to the 11 most 2 5 0 abundant compounds in addition to inflorescence size. They summarized these variables with four 2 5 1 principal components which were subjected to a varimax rotation, explaining 84% of the variation. The 2 5 2 varimax rotation is meant to facilitate interpretation by creating a set of factors where each factor has 2 5 3 predominant loadings from a reduced set of the original traits.
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Projecting their selection coefficients for the factors back into the original trait space revealed 2 5 5 appreciable selection on five measured traits: inflorescence size (β = 0.3208 ± 0.065), 2 5 6 phenylacetaldehyde (β = 0.1580 ± 0.066), eugenol (β = 0.1290 ± 0.061), (z)-isoeugenol (β = -0.1733 ± 2 5 7 0.066), and phenylethyl (β = 0.1669 ± 0.061). Natural selection within the sub-space described by the first 2 5 8
four PCs was approximately twice as strong on inflorescence size as on the volatile traits. Shiestl et al. individuals, and faced power challenges in estimating selection gradients for volatiles and other traits.
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Their solution was to only include traits in a multiple regression if they showed significant or marginally 2 6 7 significant selection differentials. They noted several inherent challenges in measuring selection on floral 2 6 8 volatiles: there are many compounds within a floral bouquet; simply measuring selection differentials 2 6 9 cannot distinguish direct and indirect selection; if more than one trait loads on a PC, it is difficult to 2 7 0 determine which trait is under selection if that factor is significant; and measuring selection on principal axes. Below we evaluate general trends that come from our reanalyses, compare the approach to related 2 8 8 approaches in selection analysis, and close with a discussion of the limitations and judgements inherent 2 8 9 to the approach we advocate. We see three general lessons that have emerged from our approach. First, in numerous 2 9 3 examples, it is much simpler to understand the reconstituted selection gradients on the original traits than 2 9 4 on the PC axes, solving the interpretational challenges raised by Endler (1986), Mitchell-Olds and Shaw show strong phenotypic covariances with those unimportant for fitness. Our literature review revealed the 3 1 5 converse problem: several cases in which seemingly straightforward selection on the PC axes was in fact 3 1 6 a complex pattern of selection on the underlying traits. The reason for this is that traits load on all PC 3 1 7 axes, rather than just one, and associations between these other PC axes and fitness contribute to the 3 1 8 net pattern of selection on the traits.
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Third, and perhaps most important, multicollinearity or high-dimensional data (e.g., floral volatiles, 3 2 0 gene expression) do not need to be a stopping point for selection gradient analysis. For these types of 3 2 1 studies, multicollinearity or high dimensionality will force investigators into doing something: either 3 2 2 forgoing analysis, changing biological hypotheses, dropping traits, modifying their approach to selection 3 2 3 gradient analysis, or facing complex interpretation challenges. The studies we reviewed were explicit 3 2 4 about their approaches to these challenges. However, it is unclear how many studies in the literature 3 2 5 encountered multicollinearity or high-dimensional data and dropped traits or changed their analysis 3 2 6 approach, especially since the challenges and criticisms associated with measuring selection on PC axes 3 2 7 may have convinced many authors to forgo PC regression. Measuring selection on PC axes and then 3 2 8 projecting into the original phenotypic space, while not perfect, offers a route forward. We expect that PC 1990; Phillips and Arnold 1989; Blows 2007) because both involve PCA, although there are key 3 3 7 differences. In that approach, the γ matrix of stabilizing, disruptive, and correlational selection gradients is 3 3 8 subject to eigenanalysis, to identify the axes of trait variation under the strongest non-linear selection. In 3 3 9 contrast, our approach is to apply PCA to the raw data, estimate linear selection on the synthetic axes, 3 4 0 and then project back into the original trait space. Janzen and Stern (1998) presented a similar approach 3 4 1 to ours, showing how to convert logistic regression coefficients into selection gradients that can be used 3 4 2 to predict evolutionary change. Finally, our approach is somewhat similar to projection pursuit regression 3 4 3 (Schluter and Nychka 1994) . Projection pursuit regression can be applied to identify a single axis (a linear 3 4 4 combination of traits), or multiple axes (multiple or combinations of traits) that explain the most variation in 3 4 5 fitness (see also Morrissey and Sakrejda (2013) and Morrissey (2014)). It is important to note that 3 4 6 projection pursuit regression rotates traits in a way that explains the most variation in relative fitness, 3 4 7 while traditional PC axes are ordered by the variation in the traits themselves, but not fitness. Morrissey 3 4 8 (2014) considered numerous types of regression methods for selection gradient estimation using both 3 4 9 empirical data and simulations; he strongly supported projection pursuit regression. We see our approach 3 5 0 as complementary, with one benefit being that it involves the typical machinery of least-squares 3 5 1 regression and PCA familiar to many biologists, and can be applied retrospectively to summary data 3 5 2 reported in papers (as we have here).
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Our approach can also be interpreted in light of work on signal-to-noise ratios (Marroig et al. 
