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TINJAUAN TERHADAP METODE
PENGOPTIMUMAN PENDEKATAN NEWTON
B. P. Silalahi 1, Siswandi 2, A. Aman 3
Abstrak
Saat ini teknik-teknik pengoptimuman semakin berkembang. Hal ini
sejalan dengan berkembangnya teknologi komputer dan juga semakin kom-
pleksnya masalah pengoptimuman. Untuk pengembangan metode-metode
baru diperlukan pengetahuan yang mumpuni tentang dasar-dasar pengop-
timuman. Pada paper ini kami menyajikan teknik pengoptimuman dengan
menggunakan metode Davidon-Fletcher-Powell beserta analisis yang detail
tentang teorema-teorema yang mendasarinya. Kemudian dengan meng-
gunakan bantuan suatu perangkat lunak metode ini diaplikasikan untuk
menyelesaikan suatu kasus pengoptimuman nonlinear.
Kata Kunci : pengoptimuman, metode DFP, metode quasi-Newton,
metode pendekatan Newton
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1 Pendahuluan
Pengoptimuman adalah suatu ilmu dalam matematika yang mencari nilai mak-
simum atau minimum dari suatu fungsi. Ilmu pengoptimuman ini sering di-
gunakan dalam kehidupan. Penelitian-penelitian tentang pengoptimuman baik
pengembangan aplikasi maupun teori terus dilakukan. Beberapa contoh peneli-
tian yang lebih ke arah aplikasi tentang pengoptimuman antara lain dapat dilihat
pada [23], [1], [19], [18], [16], [26], [15]. Selanjutnya penelitian yang berorientasi
pada pengembangan teori antara lain [6], [21], [22], [25], [10], [24], [13], [14].
Pada paper ini kami akan mengkaji suatu metode pengoptimuman yang dise-
but dengan nama metode pendekatan Newton (quasi-Newton) dalam menyele-
saikan masalah pengoptimuman nonlinear. Metode ini berkembang untuk meng-
atasi ketidak praktisan dalam masalah pengoptimuman nonlinear dengan meng-
gunakan metode Newton. Pada metode Newton di setiap iterasinya dilakukan
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penghitungan nilai balikan matriks Hessian. Idenya adalah menggunakan pen-
dekatan terhadap nilai balikan matriks Hessian pada setiap iterasi.
Terdapat berbagai cara pendekatan nilai balikan matriks Hessian, dari yang
paling sederhana yaitu dengan menggunakan nilai pendekatan yang tetap di setiap
iterasinya sampai yang lebih rumit yaitu dengan menggunakan informasi yang ada
pada iterasi-iterasi sebelumnya. Beberapa metode yang menggunakan pendekatan
ini antara lain metode Broyden [2], metode SR1 ( [3], [5]), metode DFP ( [5], [8]),
metode BFGS ( [4], [7], [9], [20]), dan metode-metode perbaikan pendekatan-
Newton lainnya ( [17], [11], [12]).
Pada kajian ini kami akan membahas sifat-sifat metode pendekatan New-
ton dengan pembuktiannya. Pembuktian sifat-sifat ini kami titik beratkan pada
metode Davidon, Fletcher dan Powell (DFP), dengan harapan dapat menjadi lan-
dasan teori yang kuat untuk mengembangkan metode-metode baru. Pembuktian-
pembuktian teorema bersifat rinci agar dapat mudah dimengerti. Kemudian kami
menerapkan metode DFP dalam suatu perangkat lunak matematika dan menye-
lesaikan suatu kasus permasalahan pengoptimuman nonlinear kuadratik.
Struktur panyajian adalah sebagai berikut. Pertama kami akan menyajikan
metode pendekatan Newton : ukuran langkah λ-nya dan kekonvergensiannya.
Kemudian pada bagian selanjutnya bagaimana langkah untuk memperoleh pen-
dekatan balikan matriks. Kemudian dibahas algoritme DFP beserta sifat positif
definit dan jaminan kekonvergenannya. Selanjutnya disajikan hasil percobaan un-
tuk fungsi nonlinear kuadratik sempurna. Ditutup dengan kesimpulan, saran dan
daftar pustaka.
2 Metode Pendekatan Newton
Pandang permasalahan pengoptimuman berikut :
min f(x)
Suatu proses iterasi untuk menyelesaikan masalah pengoptimuman tersebut ber-
bentuk :
xk+1 = xk − λkDk∇f(xk)T , (1)
dimana Dk adalah matriks simetri berukuran n× n dan λk ukuran langkah yang
meminimumkan f(xk+1). Kemudian∇f(x) adalah vektor baris berdimensi n. Jika
Dk adalah balikan dari matriks Hessian fungsi f , maka kita memperoleh langkah
iterasi metode Newton yaitu :
xk+1 = xk − λkH−1k ∇f(xk)T .
Selanjutnya jika Dk adalah matriks identitas kita memperoleh langkah iterasi
metode steepest descent, yaitu
xk+1 = xk − λk∇f(xk)T .
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Untuk menjamin iterasi metode pengoptimuman pada 1 berlangsung secara
menurun untuk suatu nilai λk, maka diperlukan DK positif definit. Untuk itu
selanjutnya kita mengasumsikan Dk positif definit.
Berikutnya kecepatan konvergen disajikan untuk masalah fungsi kuadratik
f(x) dengan :
f(x) =
1
2
xTKx− bTx,
dimana matriks K simetri dan positif definit. Algoritme dapat ditulis
xk+1 = xk − λkDkgk,
dimana gk adalah ringkasan penulisan untuk g(xk), sedangkan
g(xk) = ∇f(xk)T = Kxk − b.
Untuk kasus fungsi kuadratik diperoleh Teorema berikut.
Teorema 2.1 Misalkan f(x) fungsi kuadratik dengan
f(x) =
1
2
xTKx− bTx,
dimana matriks K simetri dan positif definit. Algoritme pendekatan Newton untuk
xk+1 adalah
xk+1 = xk − λkDkgk, (2)
dengan
gk = Kxk − b, (3)
dan
λk =
gTkDkgk
gTkDkKDkgk
. (4)
Bukti : Proses iterasi untuk menyelesaikan masalah pengoptimuman berbentuk
:
xk+1 = xk − λkDk∇f(xk)T .
Untuk f(x) =
1
2
xTKx − bTx, dapat diperoleh ∇f(xk) = xTkK − bT . Dengan
demikian gk = ∇f(xk)T = Kxk − b. Kemudian akan dicari nilai λk sehingga
f(xk − λkDkgk) minimum. Untuk kasus ini kita memiliki:
f(xk − λkDkgk) = 1
2
(xk − λkDkgk)TK(xk − λkDkgk)− (xk − λkDkgk)T b.
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Turunan f(xk − λkDkgk) terhadap λk adalah :
df
dλk
= 1
2
[
2λk(Dkgk)
TKDkgk − xTkKDkgk − (Dkgk)TKxk
]
+ (Dkgk)
T b
= 1
2
[
2λkg
T
kDkKDkgk − xTkKDkgk − gTkDkKxk
]
+ gTkDkb
= 1
2
[
2λkg
T
kDkKDkgk − gTkDkKxk − gTkDkKxk
]
+ gTkDkb
= λkg
T
kDkKDkgk − gTkDkKxk + gTkDkb
= λkg
T
kDkKDkgk − gTkDk(Kxk − b)
= λkg
T
kDkKDkgk − gTkDkgk.
Kemudian untuk meminimumkan f dalam λk kita menset
df
dλk
= 0. Ini berarti
kita memperoleh :
λkg
T
kDkKDkgk − gTkDkgk = 0.
Dengan memindahkan ruas kita peroleh
λkg
T
kDkKDkgk = g
T
kDkgk.
Oleh karenanya
λk =
gTkDkgk
gTkDkKDkgk
.

Berikut ini disajikan kecepatan konvergen dari metode pendekatan-Newton.
Teorema 2.2 Misal x∗ adalah titik minimum dan F (x) =
1
2
(x− x∗)TK(x− x∗).
Untuk Teorema (2.1) pada setiap iterasi ke k berlaku
F (xk+1) ≤
(
Ek − ek
Ek + ek
)2
F (xk),
dimana Ek dan ek adalah nilai eigen terbesar dan terkecil dari matriks DkK.
Bukti : Pertama akan kita perlihatkan bahwa
F (xk)− F (xk+1)
F (xk)
=
(gTkDkgk)
2
(gTkDkKDkgk)(g
T
kK
−1gk)
.
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Perhatikan
F (xk) =
1
2
(xk − x∗)TK(xk − x∗)
=
1
2
(xTkKxk − xTkKx∗ − x∗TKxk − x∗TKx∗)
=
1
2
xTkKxk − xTkKx∗ −
1
2
x∗TKx∗.
F (xk+1) =
1
2
(xk+1 − x∗)TK(xk+1 − x∗)
=
1
2
(xTk+1Kxk+1 − xTk+1Kx∗ − x∗TKxk+1 − x∗TKx∗)
=
1
2
xTk+1Kxk+1 − xTk+1Kx∗ −
1
2
x∗TKx∗.
Dengan demikian kita peroleh
F (xk)− F (xk+1) = 1
2
xTkKxk − xTkKx∗ −
1
2
xTk+1Kxk+1 + x
T
k+1Kx
∗
=
1
2
xTkKxk − xTkKx∗ −
1
2
xTk+1Kxk+1 + x
T
k+1Kx
∗.
Selanjutnya dengan menggunakan(2) ruas kanan persamaan di atas sama dengan
1
2
xTkKxk − xTkKx∗ −
1
2
(xk − λkDkgk)TK(xk − λkDkgk) + (xk − λkDkgk)TKx∗ =
1
2
xTkKxk − xTkKx∗ −
1
2
xTkKxk + λkx
T
kKDkgk −
1
2
λ2kx
T
k g
T
kDkKDkgk + x
T
kKx
∗−
λkg
T
kDkKx
∗ = λkxTkKDkgk −
1
2
λ2kx
T
k g
T
kDkKDkgk − λkgTkDkKx∗.
Oleh karena itu
F (xk)− F (xk+1) = λkxTkKDkgk −
1
2
λ2kx
T
k g
T
kDkKDkgk − λkgTkDkKx∗
= λkg
T
kDkKxk −
1
2
λ2kx
T
k g
T
kDkKDkgk − λkgTkDkKx∗
= λkg
T
kDk(Kxk −Kx∗)−
1
2
λ2kx
T
k g
T
kDkKDkgk.
Putaran gradien F (x) adalah g(x) = Kx−Kx∗. Dengan demikian
F (xk)− F (xk+1) = λkgTkDkgk −
1
2
λ2kx
T
k g
T
kDkKDkgk.
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Kemudian dengan menggunakan ukuran langkah λ pada (4) diperoleh
F (xk)− F (xk+1) = (g
T
kDkgk)
2
gTkDkKDkgk
− (g
T
kDkgk)
2
2gTkDkKDkgk
=
(gTkDkgk)
2
2gTkDkKDkgk
.
F (xk) dapat pula dinyatakan sebagai berikut
F (xk) =
1
2
(xk − x∗)TK(xk − x∗)
=
1
2
(xk − x∗)Tgk
=
1
2
(K−1gk)Tgk
=
1
2
gTkK
−1gk.
Dengan demikian diperoleh
F (xk)− F (xk+1)
F (xk)
=
(gTkDkgk)
2
(gTkDkKDkgk)(g
T
kK
−1gk)
.
Ambil Tk = D
1/2
k KD
1/2
k dan pk = D
1/2
k gk, diperoleh
F (xk)− F (xk+1)
F (xk)
=
(pTk pk)
2
(pTk Tkpk)(p
T
k T
−1
k pk)
.
Dengan menggunakan pertidaksamaan Kantorovich diperoleh
F (xk+1) ≤
(
Ek − ek
Ek + ek
)2
F (xk),
dimana Ek dan ek adalah nilai eigen terbesar dan terkecil dari Tk. Karena
D
1/2
k TkD
−1/2
k = DkK, DkK dan Tk memiliki nilai eigen yang sama. 
Teorema (2.2) bermakna bahwa untuk fungsi kuadratik untuk memperoleh
kekonvergenan yang cepat nilai eigen terbesar dan terkecil haruslah dibuat sedekat
mungkin. Hal ini akan tercapai bilamana Dk dekat dengan K
−1, karena berarti
DkK akan mendekati matriks identitas. Bila DkK mendekati matriks identitas
maka nilai eigen DkK akan dekat ke satu. Untuk permasalahan optimasi dengan
fungsi tujuan berupa fungsi nonkuadratik K didekati dengan matriks Hessian
H(x). Oleh karena itu untuk memperoleh kekonvergenan yang relatif cepat kita
harus memilih Dk yang dekat dengan H(xk)
−1.
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3 Pendekatan Balikan Matriks Hessian
Ide dasar dari metode pendekatan Newton adalah mengganti penghitungan nilai
balikan matriks Hessian pada setiap iterasi algoritme optimasi metode Newton.
Ada beberapa cara yang dapat dilakukan, dari yang paling sederhana dengan
mengambil nilai tetap untuk balikan matriks Hessian, sampai dengan yang lebih
rumit yaitu dengan menggunakan informasi yang diperoleh pada iterasi sebelum-
nya. Pada bagian ini akan dibahas bagaimana balikan matriks Hessian dapat
diperoleh dengan menggunakan informasi gradien.
Teorema 3.1 Misalkan f suatu fungsi pada Rn yang memiliki turunan parsial
kedua kontinu. Misalkan terdapat dua titik xk+1 dan xk. Didefinisikan gk+1 =
∇f(xk+1)T , gk = ∇f(xk)T serta pk = xk+1 − xk. Maka
qk ≡ gk+1 − gk ≈ H(xk)pk. (5)
Jika Hessian H konstan, maka
qk ≡ gk+1 − gk = Hpk. (6)
Bukti : Berdasarkan Teorema Taylor di sekitar x = xk berlaku
f(x) ≈ f(xk) + (x− xk)T∇f(xk) + 1
2
(x− xk)TH(xk)(x− xk).
Kemudian gradien formula tersebut adalah sebagai berikut
∇f(x) ≈ ∇f(xk) + xTH(xk)− xTkH(xk).
Sehingga
∇f(xk+1)−∇f(xk) ≈ xTk+1H(xk)− xTkH(xk)
= (xk+1 − xk)TH(xk)
= pTkH(xk).
Kita memperoleh (5) yaitu
gk+1 − gk ≈ H(xk)pk.
Dengan cara yang sama (6) juga dapat dibuktikan. 
Jika p0, p1, . . . , pn−1 bebas linear dan qk diketahui, maka H dapat ditentukan.
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Misalkan P dan Q adalah matriks berukuran n × n dengan kolomnya masing-
masing berunsur pk dan qk, kita memperoleh
H = QP−1.
Untuk mendapatkan pendekatan H−1 berdasarkan data yang diperoleh dari iterasi
sebelumnya, apabila H konstan, kita memiliki
H−1k+1qi = pi, 0 ≤ i ≤ k.
Setelah n langkah bebas linear kita akan memiliki nilai eksak dari H−1n .
4 Metode Davidon-Fletcher-Powell
Davidon,Fletcher dan Powell adalah ilmuwan yang mempelopori cara pendekatan
terhadap balikan matriks Hessian. Ide awalnya berasal dari Davidon yang kemu-
dian dikembangkan oleh Fletcher dan Powell.
Algoritme metode ini dimulai dari matriks simetri positif definit H , titik awal
x0 dak k = 0. Berikut ini adalah algoritme Metode Davidon-Fletcher-Powell
(DFP).
Langkah 1. Tentukan dk menurut dk = −Hkgk.
Langkah 2. Minimumkan f(xk + λdk) terhadap λ ≥ 0, sehingga diperoleh xk+1,
pk = λkdk, dan gk+1.
Langkah 3. Tentukan qk = gk+1 − gk dan
Hk+1 = Hk +
pkp
T
k
pTk qk
− Hkqkq
T
kHk
qTkHkqk
. (7)
Ubah nilai k menjadi k = k + 1. Kembali ke langkah 1 selama kriteria pember-
hentian belum tercapai.
4.1 Sifat Positif Definit
Berikut ini aka diperlihatkan bahwa bilaHk positif definit, makaHk+1 juga positif
definit. Hal ini untuk menjamin langkah menurun menuju solusi minimum pada
metode DFP.
Bila kita mengalikan persamaan (7) dengan xT dan x diperoleh
xTHk+1x = x
THkx+
(xTpk)
2
pTk qk
− (x
THkqk)
2
qTkHkqk
. (8)
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Definisikan r = H
1/2
k x dan s = H
1/2
k qk, kita dapat menuliskan kembali (8) sebagai
berikut
xTHk+1x = r
T r +
(xTpk)
2
pTk qk
− (r
T s)2
sT s
=
(rT r)(sT s)− (rT s)2
sT s
+
(xTpk)
2
pTk qk
.
Selanjutnya karena qk = gk+1 − gk kita memiliki
pTk qk = p
T
k (gk+1 − gk) = pTk gk+1 − pTk gk.
Titik minimum dari f(xk + λdk) relatif terhadap λ diperoleh diperoleh dengan
cara menurunkan fungsi tersebut terhadap λ dan df
dλ
= 0. Kita memperoleh
df
dλ
= ∇f(xk + λdk)dTk
= ∇f(xk+1)dk
= dTk∇Tf(xk+1)
= dTk g(xk+1) = 0.
Mengalikan dengan λk diperoleh
λkd
T
k g(xk+1) = 0⇔ pTk g(xk+1) = 0
Oleh karena itu
pTk gk+1 = 0. (9)
Kemudian dengan menggunakan definisi pk didapat
pTk qk = λg
T
kHkgk. (10)
Oleh karenanya
xTHk+1x =
(rT r)(sT s)− (rT s)2
sT s
+
(xTpk)
2
λgTkHkgk
.
Formula pada ruas kanan keduanya tidak negatif. Menggunakan pertidaksamaan
Cauchy–Schwarz jelas formula pertama tidak negatif. Formula kedua juga tidak
negatif, karena pembilangnya berbentuk kuadrat dan penyebutnya menggunakan
asumsi bahwa Hk positif definit. Kemudian formula pada ruas kanan tidak
mungkin bernilai 0, seperti ditunjukkan berikut. Formula pertama bernilai 0
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hanya jika r dan s proporsional. Sesuai dengan rumus r dan s, jika r dan s pro-
porsional maka x dan qk proporsional. Misalkan x = γqk. Sehingga kita memiliki,
dengan menggunakan (10)
pTk x = γp
T
k qk = γλkg
T
kHkgk 6= 0.
Pertidaksamaan terakhir diperoleh karena Hk positif definit. Oleh karenanya
xTHk+1x > 0 untuk semua x, yang berarti Hk+1 positif definit.
4.2 Kekonvergenan
Pada bagian ini ditunjukkan bahwa metode DFP menghasilkan vektor-vektor pk
yang H-ortogonal dan jika metode ini dilakukan dalam n langkah diperoleh Hn =
H−1, seperti dinyatakan dalam teorema berikut.
Teorema 4.1 Jika f adalah persamaan kuadratik dengan matriks Hessian H
positif definit, maka metode Davidon-Fletcher-Powell memenuhi sifat-sifat berikut
pTi Hpj = 0, 0 ≤ i < j ≤ k (11)
Hk+1Hpi = pj, 0 ≤ i ≤ k. (12)
Bukti : Berikut ini adalah pendakatan matriks balikan Hessian yang dilakukan
pada metode DFP seperti pada (7)
Hk+1 = Hk +
pkp
T
k
pTk qk
− Hkqkq
T
kHk
qTkHkqk
.
Persamaan di atas dikalikan dengan Hpk sehingga diperoleh
Hk+1Hpk = HkHpk +
pkp
T
kHpk
pTk qk
− Hkqkq
T
kHkHpk
qTkHkqk
.
Pada (6) kita memiliki
qk = gk+1 − gk = Hpk. (13)
Bila kita substitusikan ke formula sebelumnya diperoleh
Hk+1Hpk = Hkqk +
pkp
T
k qk
pTk qk
− Hkqkq
T
kHkqk
qTkHkqk
.
Formula pertama dan ketiga pada ruas kanan saling menghilangkan sedangkan
formula kedua sama dengan pk, akibatnya
Hk+1Hpk = pk. (14)
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Fakta-fakta di atas akan kita gunakan dalam membuktikan (11) dan (12). Bukti
akan menggunakan induksi matematika.
Basis Induksi
Untuk (11), kita menggunakan k = 1, sehingga i = 0 dan j = 1. Dengan meng-
gunakan definisi pk dan dk diperoleh
pT0Hp1 = λ1p
T
0Hd1 = −λ1pT0HH1g1.
Menggunakan (13) dengan k = 0, yaitu H1Hp0 = p0 didapat
pT0Hp1 = −λ1pT0 g1.
Selanjutnya karena pT0 g1 = 0 (lihat (9)) berarti
pT0Hp1 = 0.
Untuk (12), kita menggunakan k = 0, yang berarti i = 0. Menggunakan (14)
untuk k = 0, basis induksi benar.
Langkah Induksi
Hipotesakan bahwa (11) dan (12) benar untuk k − 1, akan ditunjukkan bahwa
(11) dan (12) juga benar untuk k. Berdasarkan (13) kita punya
gk = gi+1 +H(pi+1 + . . .+ pk−1).
Oleh karenanya dengan menggunakan hipotesa induksi dan (9) didapat
pTi gk = p
T
i gi+1 = 0, untuk 0 ≤ i < k.
Kemudian dengan menggunakan putaran hipotesa induksi (berkenaan dengan
(12)) kita memperoleh
pTi gk = p
T
i gi+1 = p
T
i HHkgk = 0, untuk 0 ≤ i < k.
Selanjutnya karena pk = −λkHkgk dan λk 6= 0,
pTi Hpk = 0, untuk 0 ≤ i < k, (15)
sehingga (11) terbukti.
Dari perkalian (7) dengan Hpi didapat
Hk+1Hpi = HkHpi +
pkp
T
kHpi
pTk qk
− Hkqkq
T
kHkHpi
qTkHkqk
. (16)
Kemudian dengan mengalikan qTk dengan hipotesa induksi (berkenaan dengan
(12)) diperoleh
qTkHkHpi = q
T
k pi untuk 0 ≤ i < k.
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Mengaplikasikan (13) dan (15) berakibat
qTk pi = p
T
kHpi = 0, untuk 0 ≤ i < k.
dengan mensubstitusikan ke (16) dan menggunakan HkHpi = pi kita memperoleh
Hk+1Hpi = pi, untuk 0 ≤ i < k.
Formula tersebut bersama dengan (14) membuktikan (12). 
Karena pk bersifatH-ortogonal dan f diminimumkan menurut arah pk, metode
ini merupakan suatu metode dengan arah konjugat gradien. JikaH0 sama dengan
matriks identitas metode ini menjadi metode konjugat gradien. Kemudian (12)
memperlihatkan bahwa p0, p1, . . . , pk vektor-vektor eigen yang berhubungan de-
nagn nilai eigen satu untuk matriks Hk+1H. Vektor-vektor tersebut saling bebas
linear dan oleh karenanya Hn = H
−1.
5 Hasil Numerik
Untuk percobaan algoritme DFP digunakan fungsi nonlinear kuadratik sempurna
yaitu
f(x) = (x− x∗)TK(x− x∗),
dimana K matriks simetri berukuran n × n dan Ki,j = 0 untuk i 6= j. Per-
cobaan menggunakan H0 = H
−1. Hasil percobaan menunjukkan algoritme akan
menemukan solusi minimum dalam satu iterasi untuk semua nilai n yang dicoba.
Gambar 1 menyajian contoh untuk n = 2 dan f(x) = x21 + x
2
2 yang dimulai dari
beberapa titik awal yang berbeda. Dalam satu kali iterasi menuju titik minimum
(0, 0).
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(a) Titik awal=(3, 3) (b) Titik awal=(3,−3)
(c) Titik awal=(−3, 3) (d) Titik awal=(−3,−3)
Gambar 1: Iterasi Metode DFP dengan f(x) = x21 + x
2
2 dan H0 = H
−1.
6 Kesimpulan dan Saran
Metode Davidon-Fletcher-Powell mendapatkan solusi minimum dari fungsi kuadratik
sempurna dalam 1 iterasi.
Penelitian-penelitian selanjutnya yang dapat dilakukan antara lain :
• Membandingkan kecepatan pengoptimuman Metode Davidon-Fletcher-Powell
dengan metode pengoptimuman lainnya.
• Mengembangkan metode pendekatan balikan matriks Hessian.
• Mengembangkan metode iterasi pengoptimuman.
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