In this paper, we investigate the bifurcation of a third order rational difference equation. Firstly, we show that the equation undergoes a Neimark-Sacker bifurcation when the parameter reaches a critical value. Then, we consider the direction of the Neimark-Sacker bifurcation. Finally, we give some numerical simulations of our results.
Introduction
Bifurcation is an important dynamic behavior of some dynamical systems. Some difference equations exhibits different kinds of bifurcation including period-doubling bifurcation, saddle-node bifurcation and Neimark-Sacker bifurcation. In this paper, we show that a third order rational difference equation exhibits Neimark-Sacker bifurcation. This type of bifurcation exits when the Jacobian matrix of a system of difference equations has complex eigenvalues of modulus one. In [1] , the author studied the dynamics of the third order difference equation x n+1 = β x n + δ x n−2 A + Bx n +Cx n−1 (1.1)
Using appropriate change of variables, equation (1.1) becomes x n+1 = β x n + x n−2 A + Bx n + x n−1 where A ≥ 0, β , B > 0. The author gives dynamic properties of solutions of this equation. In [2] , the authors considered the difference equation
They show that this equation undergoes a Neimark-Sacker bifurcation and give the direction of the bifurcation. In this paper, we consider the third order rational difference equation
x n+1 = β x n + x n−2 A + x n−1 (1.2) where A ∈ (0, 1), β > 0 and nonnegative initial conditions x −2 , x −1 and x 0 . Firstly, we show that the unique positive equilibrium X * = β − A + 1 is locally asymptotically stable if β > (1 − A)/(1 + A). Then, we show that equation (1.2) undergoes a Neimark-Sacker bifurcation by converting this equation to a first order system and showing that the Jacobian matrix of the linearized system has a pair of complex Email addresses and ORCID numbers: asma aqel@yahoo.com, https://orcid.org/0000-0001-8109-5811 (A. Shareef), https://orcid.org/0000-0002-9030-1717 (M. Aloqeili),maloqeili@birzeit.edu conjugated eigenvalues of modulus one and a real eigenvalue in the interval (0, 1). Equation (1.2) is a special case of the following one which was considered in [3] x n+1 = α + β x n + γx n−1 + x n−2 A + x n−1 (1.3)
setting α = γ = 0, we get equation (1.2) . The authors in [3] proved that every solution of equation (1.3) is bounded. The rest of the article is organized as follows: in section 2, we give condition for local asymptotic stability. Then, we show in section 3 that equation (1.2) undergoes a Neimark-Sacker bifurcation. In section 4, the direction of bifurcation is considered. Finally, some numerical simulations are given.
Local stability
In this section, we study local stability of the unique positive equilibrium of equation (1.2). We apply Jury's test to the characteristic polynomial of the linearized equation. Jury's conditions provide an algebraic test that determines whether the roots of a polynomial lie within the unit circle. Jury's conditions consist of a test for necessary conditions and a test for sufficient conditions. For a polynomial of the form: f (z) = a n z n + a n−1 z n−1 + · · · + a 1 z + a 0
The necessary conditions for stability are: f (1) > 0 and (−1) n f (−1) > 0, while the sufficient conditions for stability are given by:
b k We need the following theorem Theorem 2.1. (Viète Theorem [4] ) Consider the following polynomial of degree n f (z) = a n z n + a n−1 z
Then, the n roots of f (counting multiplicities) z 1 , z 2 , · · · , z n satisfy the following relations
Firstly, we convert the third order equation (1.2) to the first order system
The system has two fixed points, the first one is the zero fixed point (0, 0, 0) and a positive fixed point
Viète's theorem will be used to show that the Jacobian matrix of the above system has a pair of complex eigenvalues of modulus one.
The following theorem gives a condition for local stability of X * . Let
The positive fixed point is stable if β > β * and unstable if β < β * Proof. The Jacobian matrix of the system is
At the positive fixed point
The characteristic equation of the Jacobian matrix J is
To study the stability of X * we use Jury's conditions
The sufficient conditions are, |a 0 | < a 3 and |b 0 | > |b 2 | where
The condition |a 0 | < a 3 is trivially satisfied. Now,
and
We consider two cases. The first case is
. The condition |b 0 | > |b 2 | is satisfied if and only if
which is equivalent to
the last inequality is satisfied since β − A + 1 > 0. The second case is when
which is satisfied if and only if
The proof is complete.
Existence of Neimark-Sacker bifurcation
In this section, we show that equation (1.2) undergoes a Neimark-Sacker bifurcation by proving the existence of a pair of complex conjugate eigenvalues of modulus one.
, polynomial (2.1) has two complex conjugate roots of modulus one and another real root that lies inside the unit circle. Moreover for A ∈ (0, 1) the Neimark Sacker bifurcation conditions are satisfied.
The theorem will be proved through the following lemmas Lemma 3.1. The characteristic polynomial (2.1) has two complex roots, λ 1 , λ 2 =λ 1 and a real root λ 3 in the interval (0, 1).
Proof. The derivative of p(λ ) is given by
If the discriminant of p (λ ) is negative then p(λ ) has complex roots,
Using the condition β (A + 1) + A − 1 = 0, we find that
So p (λ ) has complex roots. Hence, p(λ ) has complex roots as well. Since
< 0 and p(1) > 0, then there exists λ 3 ∈ (0, 1) such that p(λ 3 ) = 0, this is the unique real root inside the unit circle. .
Proof. Suppose that λ 1 , λ 2 , λ 3 are the roots of p(λ ) where λ 2 =λ 1 and λ 3 = r 0 . We apply Viète theorem to the polynomial p(λ ). If |λ 1 | = |λ 2 | = 1 and λ 3 = r 0 then
It follows that
Plugging this value of λ 3 into (3.2) and using the fact that λ 1 λ 2 = 1, we find
Then substitute for λ 3 in (3.1) to get
Therefore,
which implies that
It follows, from the above argument, that there exist a conjugate pair of complex roots on the unit circle.
The roots of the characteristic polynomial depend on the parameters A and β . Hence, at β * = (1 − A)/(1 + A), these roots are functions of A, and will be denoted by λ
Lemma 3.3. The complex roots of polynomial (2.1) are λ * 1,2 (A) = exp ±iθ * where
Proof. Let e iθ , e −iθ be the roots of p(λ )
Simplifying we get
Then, evaluating at β = β * = 1−A 1+A
Hence for A ∈ (0, 1),
3 ) such that
Consequently, e ikθ * = 1 for k ∈ {1, 2, 3, 4}.
Proof. Note that
After some calculations, the right hand side of the last equation can be written as
where
Consequently, we have
Now, at θ = θ * , β = β * , the last expression becomes
where X * = β * − A + 1. It follows that
| β =β * = 0 for A ∈ (0, 1) which is the required result.
This completes also the proof of theorem (3.1).
Direction of Neimark-Sacker bifurcation
We have shown that system (2.1) undergoes a Neimark-Sacker bifurcation. In this section, we determine the direction of stability of the invariant closed curve bifurcating from the positive fixed point. We follow the the normal form theory of Neimark-Sacker bifurcation as in Kuznetsove, [5] , see also [2] . Now, we shift the fixed point to the origin by taking u n = x n − x * , v n = y n − y * , w n = z n − z * . System (2.1) takes the form
Which can be written as
, and Y n = (u n , v n , w n ) T ∈ R 
Let q * ∈ C 3 be an eigenvector of J corresponding to the eigenvalue e iθ * and p * ∈ C 3 be an eigenvector of J T corresponding to the eigenvalue e −iθ * ; that is,
) T . Now, we want to normalize p * and q * so that q * , p * = 1, where ., . is the standard scalar product in C 3 . Note that
) −1 and p = p * . The real eigenspace T c corresponding to λ 1,2 is two-dimensional and is spanned by {Re(q), Im(q)}. The real eigenspace T s corresponding to the real eigenvalue of J is one-dimensional. Any vector x ∈ R 3 may be decomposed as x = zq +zq + y where z ∈ C 1 , andzq ∈ T c , y ∈ T su . The complex variable z is a coordinate on T c . We have
In these coordinates, the map (4.1) takes the form
Using Taylor expansions, the previous system can be written in the form:
and the scalar product in C 3 is used. From the center manifold theorem, there exists a center manifold W c which can be approximated as
where < p, w i j >= 0. The vectors w i j ∈ C 3 can be found from the linear equations
So z can be expressed as
Substituting equations (4.2)-(4.5) into (4.6) and taking into account the identities We can express z using the map
Finally, the restricted map can be written as
where the real number A(β * ) = Re(d(β * )) determines the direction of bifurcation of the closed invariant curve and can be computed using the formula
The coefficients g 20 , g 11 , g 02 and g 21 can be readily calculated using simple, but tedious, calculations. Firstly, we have Finally, to find g 21 we use the formula
1 − e iθ * p, B(q, q) p, B(q,q) 
Depending on the above calculation, we find that A(β * ) = −0.91 < 0 when A = 0.5, β = β * = 1/3, so the closed invariant curve is supercritical (stable) according to the following theorem.
Theorem 4.1. If A(β * ) < 0 (respectively, > 0), then the Neimark-Sacker bifurcation at β = β * is supercritical (respectively, subcritical) and there exists a unique invariant closed curve bifurcates from the fixed point which is asymptotically stable (respectively, unstable).
Computer simulation
In this section, we present some numerical simulations of equation (1.2) that supports our analytical results. The first figure is a bifurcation diagram for equation (1.2) when A = 0.5, x −2 = x −1 = x 0 = 0.2. In this case, the positive equilibrium point is stable if β > 1 3 and unstable if β < 1 3 . In figures 2 and 3, we plot phase portraits in the (x(n), x(n − 2)) plane. In Figure 2 , A = 0.5, β = β * , and x −2 = x −1 = x 0 = 0.2. Notice the existence of a closed invariant curve at the bifurcation value. In figure 3 , A = 0.5, β = 0.4, and x −2 = x −1 = x 0 = 0.5. 
Conclusion
In this paper, we have used normal form theory to show that a third order difference equation undergoes a Neimar-Sacker bifurcation. All conditions for the existence of A Neimark-Sacker bifurcation have been checked. In the last section, we gave some numerical simulations that support our analytical results. Notice the stability of the invariant curve and the fixed point in figure 2 and figure 3 , respectively, as predicted by Theorem 4.1.
