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Figure4.Schematicviewofthescoutingalgo-
rithm. From a population of experiments, the
specification (x) of the experiment that gave
rise to the most surprising observation (x,r)
in view of the current experience is selected
for reproduction.
in the factor space, is subjected to evolution. For each in-
dividual in the population first an expected response r0 is
computed from the contents of the experience database us-
ing a fixed hypothesis to extrapolate the known experiences.
Then the phenomenon is probed for the condition x result-
ing in a response r. The observation (x;r) is compared to
the expectation (x;r0). A large difference d(r;r0) between
expected and actual response, i.e., a surprising observation,
is associated with a high fitness value for the individual
that requested the observation. The observation (x;r) is
also entered into the database of experiences and can con-
tribute to the evaluation of the next individual. Every exper-
iment performed on the phenomenon contributes to the ex-
perience stored in the database and consequently leads to a
refinement of the expectation. For all results presented here
the population size was ten, all individuals being offspring
ofthesinglebestindividualselectedforreproduction. Thus,
the individuals live for one generation only. Their fitness
would in any case be low after one generation; after they
have been evaluated once there is experience available in
the database for the factor combination which they repre-
sent and subsequent experiments would not yield surprising
observations (assuming no measurement errors).
Individuals are derived through random variation of the
location in the factor space that the parent individual repre-
sents. The magnitude of the variation is a function of the
fitness of the parent. (Each factor is varied by a uniformly
distributed pseudorandom amount less than §0.03 for a par-
ent whose surprise value d(r;r0) was above 0.7, less than
§0.04 if d(r;r0) was above 0.2, less than §0.2 if d(r;r0)
was above 0.05, and anywhere within the factor range oth-
erwise.)
It is important to note that the algorithm does not opti-
mize factor levels with regard to some desired response. In-
stead it rewards those individuals in the population that di-
rect the search towards unexpected response behavior. The
expectation is of course not constant and changes as infor-
mation is acquired.
The expected response for all points in the factor space
forms a model of the phenomenon and becomes more
refined with each experiment. The factor levels as well as
the response level are normalized (0 · x · 1, 0 · y · 1,
0 · r · 1). The expected response (r0) for a location x in
the factor space is computed from the observations closest
to x. If the database is empty, the expected response for any
location in the factor space is set to 0.5 (the middle value
of the normalized scale), if only one observation is in the
database, the expected response for any x is the same as the
one observed response. In general a fixed maximum num-
ber of observations r (set to 10 for the runs reported here)
is considered in the calculation of an expected response r0.
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Figure 5. Deriving expectations from experi-
ence. The observations (a–e) are each repre-
sented in two lists (Lx and Ly) sorted accord-
ing to the x and y factor levels. The expected
response at s is computed from the known
responses of a set of observations nearest to
s. See text for details.
The observations in the experience database are accessi-
ble through lists sorted by the factor levels of the observa-
tions. One such list is maintained for each dimension of the