The first absolute central moment is a statistical filter which measures the variability of the gray levels of the image with respect to the local mean. The analysis of the responses of the central and absolute central moments at noiseless isolated step discontinuities shows how the first absolute central moment can be usefully used to enhance these discontinuities. Moreover, experimental results show how a non-standard form of the absolute central moment should be used to enhance other image key points. At noiseless step discontinuities, the first absolute central moment provides a ridge map similar to the one provided by the GoG magnitude. However, unlike the GoG magnitude, a non-standard form of the first absolute central moment provides ridges at both edges and lines (pulse functions one pixel wide) and gives rise to local extrema of the ridges at line endings, corners, and intersections among different discontinuities. The analysis of the filter output in the presence of additive noise also shows that a generalized form of the first absolute central moment should be used to cope with noise properly. Both theoretical and experimental results show that, if right configurations of the generalized first absolute central moment are used, the filter retains most of its properties when real images are considered. Moreover, since the generalization of the original filter gives rise to a class of nonlinear filters, then the recovered edge information can be also usefully combined and two examples are illustrated in this paper. The first one shows how the zero-crossing map of an equivalent DoG filter can be obtained, whereas the second one shows how to obtain a local thresholding procedure.
INTRODUCTION
Standard isotropic edge operators, such as the Laplacian of Gaussian (LoG) and the magnitude of the gradient of Gaussian (GoG), are widely used in contour detection processes to enhance image luminance variations [1] . One of the advantages of using a LoG operator is economy of computation with respect to computing either directional derivatives or the GoG magnitude. Moreover, it is easier to locate the zero-crossing of the images which have been filtered by means of the LoG than to locate the peaks of the maps of the GoG magnitude. The LoG can be approximated by a difference of Gaussians (DoG) and of all the linear filters, the DoG is considered the most plausible early vision filter, since it best approximates the impulse response of the ganglion cells of the retina of both humans and other mammals [2] . The GoG magnitude, despite its extra computational cost, is adopted by a wide number of authors since it is more robust against noise than LoG [3] [4] [5] . However, neither the LoG nor the GoG magnitude are efficient in dealing with key points such as corners and junctions [5, 6] . Let a corner be the vertex where two straight discontinuities meet and a junction be the common vertex where more than two straight discontinuities meet. The zero-crossing map of a LoG output rounds contours at corners and gives rise to spurious edges at junctions. The GoG magnitude provides a poor output at corners and shows ring-like structures at junctions involving more than three different regions. Therefore, since in the presence of noise the ridge provided at corners and junctions is weak, gaps may appear at these points [6] . If the GoG magnitude is used at the first stage of a contour localization procedure, points of the contour, which are in proximity to corners and junctions, may be not correctly localized. In a previous paper which dealt with ventriculographic images [7] , the above localization problem arose at the apex of the ventricle and at the intersections between the ventricular silhouette and the silhouettes of the ribs, catether, and diaphragm. The GoG was held to be the main cause of such localization failures, and the substitution of the GoG operator with a similar filter, which had the additional property of providing ridge local maxima at corners and junctions, proved to be the simplest way to overcome the problem.
Corners, junctions, and other image key points are of the utmost importance in image understanding, and in recent years many authors addressed the problem of identifying and localizing these key points. However, the development of a feature detector to identify and mark the position of the image key points is not our goal. Our aim is to develop a filter which has the property of providing ridges at edges and ridge local maxima at image key points such as corners and junctions [8] [9] [10] . A filter, with the required properties, was obtained from the generalization of the first absolute central moment and was introduced in [11] as the first stage of a contour tracking procedure. Statistical measures such as mean, variance, skewness and kurtosis are used in literature to describe the spatial features of a region of the image [12] [13] . Mean can be also used to reduce noise even though the use of the mean filter should be limited to the cases where the noise distribution well approximates a normal distribution. The mean filter is, in fact, a very efficient estimator of the signal only if the corrupting noise has a light-tailed distribution similar to the normal distribution. The averaging operation is not robust in the presence of noise with heavy-tailed distribution [14] . Moreover, the mean filter tends to blur edges present in the images. A filter which reduces noise yet does not feature these two drawbacks is the median filter. The median and the mean deviation (first absolute central moment) are largely used in robust statistics [15] when those cases for which the normal model would be a bad approximation are considered. In these cases, the median and the mean deviation are used to estimate the central value and the width, respectively, of the distribution since both these measures are robust against outliers [16] . However, unlike the median filter which is largely used in image processing applications [14] , the mean deviation is not used in this context. Nevertheless, both variance and mean deviation can provide ridges at edges similar to the ridges provided by the GoG magnitude. In [17] an example of a ridge map obtained on a test image with variance is shown and in [12] examples of ridge maps obtained with both variance and mean deviation can be observed. In [18] the properties of the second, third and fourth central moments at edges are addressed and compared with the outputs of standard filters.
In this paper we continue the analysis of the first absolute central moment. In Section 2 the class of central and absolute central moments are introduced and their responses at noiseless isolated step discontinuities are analyzed. This section shows why the first absolute central moment should be chosen among the large class of central moments to provide ridges at edges and why a non-standard form of this moment must be used to enhance other image key points with ridge local maxima. The response of the first absolute central moment is then compared with the magnitude of the gradient of Gaussian (GoG) operator on noiseless test images which have corners, lines and junctions formed by step discontinuities. In Section 3 the discrete version of the first absolute central moment is analyzed in the presence of additive noise. It is from this analysis that the project of a generalized first absolute central moment with three distinct Gaussian filters originates. The filter configuration which should be used to cope with different noise conditions properly is determined. In Section 4 the output of the generalized first absolute central moment is analyzed. Both theoretical and experimental results show that the filter configuration, which allows the filter to cope with noise properly, retains the property of providing ridges at straight discontinuities independently of the contrast when real images of the cardiovascular district are considered. In Section 5 new experimental results obtained with the generalized first absolute central moment at pulse functions, at corners, and at junctions are analyzed and illustrated on synthetic images and on medical images. Moreover, since three distinct low-pass filters can be used simultaneously, the generalization of the first absolute central moment gives rise to a class of nonlinear filters and, consequently, the recovered edge information may be combined. In Section 6 such a possibility is considered and two useful examples are illustrated.
THE FIRST ORDER ABSOLUTE MOMENT
In this section the properties of the first absolute central moment are described and illustrated on noiseless synthetic images. This section shows why the first absolute central moment should be chosen to provide ridges at isolated step discontinuities and why a non-standard form of the absolute central moment must be used to enhance corners and junctions with ridge local maxima.
The central and absolute central moments
Let f(x,y) be the gray level map of an image, and let ω( τ x ,τ y ,d) be a weight function with a unitary integral over a circular domain Ω of radius d greater than zero:
The class of central and absolute central moments can be written as follows:
where ⊗ is the convolution operator. It is worth noting that the notation e (i) (x,y,d) and m (i) (x,y,d) should be used since, in general, the value of the two functions depend on the value of the aperture d. However, for the sake of simplicity, we will use the notation of eq.(2) and eq.(3). Fig.1 and Fig.2 show the outputs provided by the central moments and by the absolute central moments, respectively, at a noiseless isolated step discontinuity. It is clear from the definition that the response of the first central moment is identically equal to zero and, therefore, the output of this operator is not shown. Fig. 1 shows that the central moments m (i) with odd i provide a zero-crossing point centered on the discontinuity. This result also is obvious and derives directly from the definition. At an isolated step discontinuity the subtraction in the integral (3) gives rise to two opposite values if it is computed at pixels which are on the right or on the left of the discontinuity. Therefore, eq.(3) provides a null value at the discontinuity if i is odd, independently of the contrast. On the contrary, Fig.1 and Fig.2 show that the absolute central moments e (i) and the central moments m (i) with i even give rise to a positive value at the discontinuity. They give rise to either a single ridge for small values of i or to a double ridge for higher values of i. Only the second central moment and the first absolute central moments show a well defined single ridge at the discontinuity. Appendix A shows that higher moments cannot provide a local maximum at isolated step discontinuities. However, we experimentally observed that both the second central moment and the first absolute central moments do not enhance corners and junctions with ridge local maxima. This property can be obtained only if the aperture d of the two weight functions of eq. (2) and eq.(3) are different. That is, if the standard central moments and absolute central moments are computed as follows: (4) and (5) at noiseless isolated step discontinuities. Eq.(5) still provides a null value at the discontinuity if i is odd independently of the contrast and on the ratio d 3 /d 1 . Therefore, since the central moments with odd i cannot provide ridges at discontinuities and since central moments with even i are equal to the respective absolute central moments we can limit our analysis to the absolute central moments. We analyzed the absolute central moments at isolated step discontinuities and we found that every e (i) (x,y) gives rise to a local maximum of the ridge profile at these discontinuities if d 1 is sufficiently wide with respect to d 3 . In Appendix A the following rule is derived: e (i) (x,y) provides a local maximum at isolated step discontinuities, independently of the contrast, if
. Since a local maximum of the ridge profile centered on the discontinuity is a necessary condition in order to have a single ridge at the discontinuity, then the greater the order of the moment, the wider d 1 must be with respect to d 3 to obtain single ridges. According to the analysis of Appendix A only the first absolute central moment provides single ridges at isolated step discontinuities regardless of the ratio d 3 /d 1 . Therefore, of all the central moments, this operator should be chosen to provide single ridges at these discontinuities since it allows us to use the smallest apertures and, consequently, to save computational time. Moreover, Fig.3 shows the profile of the ridge which is obtained with the absolute central moment at a straight discontinuity when the ratio d 3 /d 1 changes. The figure shows how the sharpness of the ridge also increases when the ratio d 3 /d 1 increases. Therefore, since both the sharpness and the reduced width of the ridge improve the resolution of the image details [19] [20] [21] [22] , the first absolute central moment with the configuration d 1 <d 3 should be used. Above all, however, the first absolute central moment should be chosen in the presence of noise because it is the moment that involves the lowest power of the input data. Higher moments involving higher power of the input data are almost always less robust to corrupting noise.
Digital image processing
In digital image processing images are no longer described by the continuous function and both the integral and the convolution operators of eq.(4) can be performed with summations. Moreover, when processing real images a further attribute of the filter must be considered. The output of the filter should not change abruptly when it is computed at two contiguous pixels, regardless of the input image data. The output of the filter should depend continuously on the input data. Therefore, the weight functions ω(k,l,d i ) must be replaced with normalized smooth functions. Gaussian functions g(k,l,σ i ) are used for this purpose since the Gaussian has the required regularizing properties, but overall because it has also a lot of qualities which make this function a unique operator in early image processing [20] [21] [23] [24] . Due to the above considerations the following relationships will be used to compute the first absolute central moment in the next sections of the paper:
The discrete function f 1 (n,m) is obtained as follows:
and the domains Θi are defined as
where Z represents the integer numbers. Gaussians are approximated with functions normalized over circular neighborhoods Θi with radius 3σ i . It is clear from eq.(8) that although we claim the neighborhoods Θi to be circular, they can be considered circular only for large values of σ i . For instance, if σ i =0.5 pixels then Θi is a square domain of 3X3 pixels. In order to normalize the operator, each element of the discrete function g(k,l,σ i ) is computed as follows:
We experimentally observed that the rule derived in Appendix A still holds if eq. (6) is used. Again, even though the notation e (1) (n,m,σ 1 ,σ 3 ) should be used, for the sake of simplicity we will use the notation of eq.(6). In Fig.4 and in Fig.5 two test images which have corners, lines (pulse functions which are one pixel wide), blobs, and junctions formed by discontinuities with step profile are considered and the ridge maps provided by the magnitude of a classical GoG and by a non-standard form of the first absolute central moment can be compared. The relationships among the parameters of the filter, which allow the filter itself to retain the properties illustrated in these figures will be determined in the next sections.
COPING WITH NOISE
In this section the output of eq. (6) is analyzed both on homogeneous regions and at isolated step discontinuities in the presence of additive noise. The absolute central moment is computed by computing its positive and negative components e pos (n,m) and e neg (n,m) separately.
( )
where the domains Θ 3 pos and Θ 3 neg are defined as follows:
Therefore, e(n,m) is obtained by subtracting e neg (n,m) from e pos (n,m): A test function f(n,m) given by the sum of an image map s(n,m) and of a sample u(n,m) of a stochastic process u(n,m) is considered. Let us suppose the image s(n,m) be represented by a straight discontinuity that separates two homogeneous regions with different gray levels. Let us also assume the stochastic process u(n,m) be ergodic with respect to the mean value and to the distribution function [25, paragraph 9.8] . Therefore, the stochastic process f(n,m), which is obtained by summing the process u(n,m) to the image map s(n,m), is a piecewise ergodic process [18] with respect to the mean value and to the distribution function. Consequently, if the following processes x(n,m) and y(n,m) are considered
f y then we can write the following for a point of coordinates n,m sufficiently distant from the discontinuity according to the fundamental theorem of linear systems [25, paragraph 9.5 and 10.3]:
where ε and η are two values that tend to zero when the aperture σ 3 tends to infinite. Let the random variable u have (i) a zero mean value since this value does not influence the result of the analysis, and (ii) a probability density function which is symmetric with respect to the mean value. Let h u (u) be the probability density function of the random variable u, then the following notation is used:
where P{a<u<b} is the probability that a<u(n,m)<b, δ is any scalar value and E{(u-δ)a<u<b} is the generalized first moment of the process u(n,m) computed between the values a and b.
Moreover, it is worth noting that the final results of this section have been obtained under the following assumptions: (i) isolated step edge, (ii) additive noise, (ii) probability density function which is symmetric with respect to the mean value, and (iv) ergodicity with respect to the mean value and to the distribution function. Furthermore, the absolute moment is a nonlinear operator and in this case the additive property does not hold. Hence, the final results of this section depend both on the assumptions we have made on the noise model and on the signal shape and cannot be considered valid in a more general context on the basis of this study only. However, we have introduced this study in the paper since a filter behavior, comparable to the behavior deduced in this section, emerges from the analysis of the filter on medical images.
Homogeneous regions
If the domain Θ 3 includes only points of a homogeneous region then s(n,m) assumes a constant value and the following relationships are obtained from eqs. (11):
Then according to eqs. (12) and to eqs. (14) (15) (16) , when the aperture σ 3 tends to infinite, eqs. (17) can be approximated with the following relationships:
It is worth noting that E{u|u>0}−E{u|u<0}= E {u} and that P{u>0}=P{u<0} since the probability density function of the random variable u has been assumed to be symmetric with respect to the mean value. Taking these two considerations into account, the following approximate relationship is obtained by subtracting e neg (n,m) from e pos (n,m): (19) which can be written (20) where µ |u| is the expected value of the process u(n,m). The integral in eq. (20) gives rise to an increasing monotonic function of the absolute value of u 1 (n,m) regardless of the density probability function h u (u). When σ 1 tends to infinite and consequently u 1 (n,m) tends to zero, then e(n,m) tends to µ |u| . When u 1 (n,m) tends to infinite eq. (20) tends asymptotically to the function e(n,m)=u 1 (n,m) . On the basis of this result two considerations must be made. First, the Gaussian g(n,m,σ 1 ) cannot reduce the noise component µ |u| . The expected value µ |u| increases with the variance of the random variable u regardless of the noise model and it is generated from the second terms of the summations (11), exclusively. Therefore, µ |u| can be reduced only by convolving the second term of the summation (6) with an additional Gaussian g(n,m,σ 2 ).
is not used but the output of e(n,m) is filtered with a Gaussian g(n,m,σ 4 )
then, when both σ 4 and σ 3 tend to infinite, e(n,m) tends to a mean value which is greater than µ |u| . This feature will be exploited in Section 6 to develop a local thresholding procedure.
As an example of the above, Fig.6 shows the plot of eq. (20) when u has a Gaussian distribution and when u has a uniform distribution. The figure shows that e(n,m) is a nonlinear monotonic increasing function of the absolute value of u 1 (n,m) and that e(n,m)≈µ |u| when u 1 (n,m)=0.
Discontinuities
Let us compute the first absolute central moment when the integration domain Θ 3 is centered at a point of the straight discontinuity that separates the image s(n,m) into two homogeneous regions A and B with different gray levels lev A and lev B . If eqs. (11) are used then the following relationships are obtained: 
The normalization factor of 0.5 is needed in eqs. (24) since the summation of g(n,m,σ 3 ) either over the region A or B is equal to 0.5 when the aperture σ 3 tends to infinite.
Again, since we have assumed the probability density function of the random variable u to be symmetric with respect to the mean value, the following relationship is obtained by subtracting e neg (n,m) from e pos (n,m):
Therefore eq. (13) can be replaced with the following relationship:
An expression equal to (20) is obtained where the half height lev H of the ridge substitutes the noise level u 1 (n,m) . Let us demonstrate that eq. (26) cannot assume values which are smaller than lev H regardless of the density probability function h u (u) . If the following inequality is considered: (27) we can also write
Eq.(29) is equal to zero if the term lev H which is inside the second integral is replaced with the term u. Hence, since the value provided by the second integral of (29) (30) is an increasing monotonic function of lev H ranging from -1 (when lev H tends to -∞) to +1 (when lev H tends to +∞) and it is equal to zero when lev H =0. Moreover, the less concentrated the probability density function around its mean value is, the more the function e(n,m) is flattened on the value µ |u| for small values of lev H . As an example of the above, Fig.6 shows the plot of eq.(26) both when u has Gaussian distribution and uniform distribution.
Therefore, on the basis of these results two considerations must be made. First, in the presence of noise eq.(6) still produces a ridge whose height is equal to or greater than half the height of the discontinuity. This is an important result that cannot be obtained with the simple linear filtering process of e(n,m) implemented with eq. (22) . If the Gaussian g(n.m,σ 1 ) is not used but the output of e(n,m) is filtered with the Gaussian g(n.m,σ 4 ), then the height of the ridge decreases. Second, if small discontinuities have to be detected, the Gaussian filter g(n,m,σ 2 ) may be required to reduce µ |u| in order to increase the ratio between the mean value of the noise and the height of the ridge.
The filter configuration
From the results obtained in Sections 3.1 and 3.2 we derive that the Gaussian g(n,m,σ 2 ) may be required to reduce µ |u| if small discontinuities have to be detected, that the Gaussian g(n,m,σ 1 ) must be used to reduce the second term of eq. (20) and that σ 2 should be smaller than σ 1 to cope with noise properly. Indeed, let us suppose two Gaussians g(n,m,σ 1 ) and g(n,m,σ 2 ) with σ 2 =σ 1 are used. In so doing, both terms in summation (6) are filtered by means of the same low-pass filter. Since such a filtering process corresponds to a low-pass prefiltering process of the input image, it reduces the input noise u(n,m) with variance v 2 to a noise u'(n,m) with a smaller variance. Let us suppose the second term of summation (6) has been filtered properly to detect the small discontinuities we are interested in. The first term of the summation (6) must be low-pass filtered again in order to reduce both the variance and the mean value of the second term of eq. (20) which has now become a function of the random variable u'(n,m). Therefore, the aperture σ 2 should be smaller than the aperture σ 1 .
Moreover, due to the nonlinear behavior of eq. (20), which is illustrated in Section 3.2, the variance of e(n,m) decreases quickly when the aperture σ 1 increases. As an example of the above, the tables of Fig.7 and Fig.8 show how the variance of e(n,m) changes when varying σ 1 and σ 3 in the presence of additive white Gaussian noise with variance v 2 =400 i.u. 2 . The table of Fig.7 has been obtained by computing the variance of e(n,m) on a homogeneous region of 40X40 pixels. The table of Fig.8 has been obtained by computing the variance of e(n,m) at a step discontinuity of 100 i.u. on a region of 40X2 pixels. The variance is computed as the mean value of the variances computed over twenty samples of Gaussian noise. The tables show how the variance of e(n,m) decreases quickly when σ 1 increases and how the variance of e(n,m) decreases smoothly when σ 3 increases. Therefore, the configuration σ 1 <σ 3 should be used to cope with noise.
For the sake of simplicity we will call eq.(6) central deviation in the following sections. We will call eqs.(11) positive and negative central deviations or more simply positive and negative deviations. The term central deviation comes from the term mean deviation often used in literature to indicate the first absolute central moment. We preferred the term central deviation to the term mean deviation to distinguish the generalized form of the mean deviation from the mean deviation itself. By using the term central deviation we want to recall an index of the deviation of the gray levels of a circular neighborhood Ω with respect to the mean gray level as computed in a smaller central area of Ω.
HOW TO OBTAIN SINGLE RIDGES AT DISCONTINUITIES
Both the two positive and negative central deviations produce two distinct ridges at discontinuities. In (31) which is equivalent to the solution of the following equation The symbol ≈ in needed in eq.(32) since the functions g(n,m,σ i ) are not exact Gaussians. As an example of the above, the plot of Fig.10 shows which values of σ 1 and σ 2 allow the filter to provide a single ridge at a noiseless isolated step discontinuity if σ 3 =2 pixels. The filter tends to provide a single ridge if σ 1 , σ 2 and σ 3 tend to satisfy eq.(32), while it tends to provide a double ridge if the overlapping area between the two positive and negative ridges decreases. Fig.10 shows that the filter configuration σ 2 <σ 1 <σ 3 , which allows the filter to cope with noise properly, provides a single ridge at straight step discontinuities. It is worth noting that, this result does not depend on the height of the discontinuity, that is on the contrast. Let e(n,m) be the ridge map obtained on a test image f(n,m) and C be a positive contrast factor, then from eq. (21) it is clear that a ridge map equal to Ce(n,m) is obtained on the test image Cf(n,m). Therefore, if eq. (21) gives rise to a single ridge on f(n,m) then it gives rise to a single ridge also on Cf(n,m). Moreover, these results can be extended from step discontinuities to discontinuities with a smooth profile. Let f(n,m) be a test image with a straight step discontinuity and f a (n,m) be a test image which is obtained by convolving f(n,m) with a Gaussian function g a (n,m) with aperture σ a , then f a (n,m) represents a straight discontinuity with a smooth profile of width w approximately equal to 6σ a . If the absolute central moment of the test image f a (n,m) is computed then the two terms within the absolute value brackets of eq.(21) become f a1 (n,m) and f a2 (n-k,m-l) and they are obtained by convolving f(n,m) with Gaussians of apertures σ a1 2 =σ a 2 +σ 1 2 and σ a2 2 =σ a 2 +σ 2 2 , respectively. Consequently, the relationship σ 2 <σ 1 <σ 3 derived above, which provides a single ridge at straight step discontinuities, becomes σ a2 <σ a1 <σ 3 . While the constraint σ a2 <σ a1 is again satisfied if σ 2 <σ 1 , the constraint σ a1 <σ 3 is satisfied if σ a 2 +σ 1 2 <σ 3 2 . The profiles of the gray level discontinuities of the cardiovascular images are similar to blurred step profiles and, consequently, the width of the profile must be considered to configure the filter properly. Let w be the width of the profile, then a filter configuration with σ 2 <σ 1 and with σ 3 2 >(w/6) 2 +σ 1 2 must be used to provide single ridges at these discontinuities.
THE OUTPUT OF THE FILTER AT CORNERS, JUNCTIONS AND PULSE FUNCTIONS
In this Section the experimental results obtained with the generalized first absolute central moment on synthetic test images at corners, junctions and pulse functions are illustrated. We will show how a filter configuration σ 2 <σ 1 <σ 3 can provide single ridges at pulse functions and ridge local maxima at corners and how such a filter configuration cannot give rise to local maxima at all the junctions. In this case also the configuration of the first absolute moment does not depend on the contrast for the same reason illustrated in the previous section. Moreover, the filter configuration σ 2 <σ 1 <σ 3 is analyzed on test images which have corners, junctions and pulse functions formed by step discontinuities, but, according to Section 4, the obtained results can be extended to test images obtained by convolving the previous ones with a Gaussian.
Corners
As regards corners, we must note that because of the different domains, the pair of positive and negative central deviations provides two different ridges at the two sides of any curved border. Since one of these ridges is higher than the other, eq.(6) enhances curved borders. However, if eq. (32) is satisfied, the ridge map given by the positive deviation is equal to the ridge map given by the negative deviation. Therefore, we expect these configurations of the filter not to enhance corners with respect to the straight discontinuities. Let e mc be the maximum value the central deviation assumes at a corner and let e ms be the value the central deviation assumes at the straight discontinuities belonging to the corner, the enhancement ratio ER can then be defined as ER=(e mc -e ms )/e ms . At ideal corners, formed by straight discontinuities with a step profile, in the absence of additional low-pass filters ER depends only on the angle; ER assumes a null value if the angle is π radiants and increases as the angle becomes smaller. However, if additional Gaussian filters are introduced, then ER also depends on the apertures of the Gaussians. Given a corner of 90 degrees formed by straight discontinuities with a step profile the plot of Fig.11 shows how the enhancement ratio changes when varying σ 1 , σ 2 if σ 3 =2 pixels. Fig.11 shows that ER assumes a negative value if σ 1 , σ 2 and σ 3 tend to satisfy eq.(32), while it assumes a positive value if the configuration of the filter tends to separate the two positive and negative ridges. ER assumes negative values at the points of the plot lying between the two thick isocontours, where the two isocontours can be seen as the borders of a valley whose bottom line is the solution of eq.(32). Images with corners formed by straight discontinuities with a step profile ranging from 30 degrees to 150 degrees and σ 3 ranging from 0.3 pixels to 8 pixels were used to test the filter configuration. We observed that the filter configuration σ 2 <σ 1 <1/2σ 3 retains the property of providing single ridges and local maxima at these corner points.
Junctions
As regards junction enhancement, the worst condition is when the two areas which have the minimum and the maximum levels are contiguous and when the maximum positive central deviation e p max and the maximum negative central deviation e n max are equal. If these two values are equal, they are hardly greater than the deviation computed at the border of the two areas which have the maximum and minimum level [11, Appendix A] . Let e mj be the maximum value the central deviation assumes at a junction and let e ms be the maximum value the central deviation assumes at the straight discontinuties belonging to that junction, then the enhancement ratio ER can be defined as ER=(e mj -e ms )/e ms . When given an ideal junction formed by straight discontinuities with a step profile Fig.12 shows how the enhancement ratio, computed at a junction where e p max =e n max , changes when varying σ 1 , σ 2 if σ 3 =2 pixels. In this case, the filter configuration σ 2 <σ 1 <σ 3 does not retain the property of providing local maxima at the junction. If Gaussian g(n,m,σ 1 ) is used, particular junctions where e p max ≅e n max are not enhanced with a local maximum even if the discontinuities have an ideal step profile and a reasonably high ratio σ 3 /σ 1 is adopted. The plots of Fig.12 and Fig.10 show that local maxima at these junctions are ensured only if the filter tends to produce double ridges. Therefore, both single ridge and local maxima at all the junctions can be ensured only if the two positive and negative ridges are kept separated.
Pulse functions
In Section 2.2 it is shown that the central deviation provides a single ridge along pulse functions which are one pixel wide. However, wider pulse functions also can be enhanced with a single ridge if both σ 1 and σ 3 increase along with the width of the pulse function. Synthetic images of ideal pulse functions, with widths ranging from one to seven pixels, were used to test the output of the filter when changing the configuration. Let w be the width of the pulse function, then the following filter configuration: retains the property of providing single ridges at pulse functions. As an example of the above Fig.13 shows which configurations of the filter produce single ridges at pulse functions 7 pixels wide when σ 3 is equal to 7 pixels.
Unlike edges, the height of the ridges at pulse functions depends on the values of the apertures σ 1 , σ 2 and σ 3 . The height of the ridges at pulse functions increases if either σ 1 decreases or σ 3 increases. The plot of Fig.13 shows how the height of the ridge changes at a pulse function 7 pixels wide when varying the values of the apertures σ 1 and σ 2 .
The filter configuration with minimum σ 2 and σ 1 (σ 2 =0 , 6 σ 1 =w) provides the single ridge with maximum height. In Fig.14, panel (a) shows a test image with three pulse functions of different widths, while panels (b), (c) and (d) show the ridge maps provided by the central deviation, the negative central deviation and the positive central deviation, respectively. The three maps were obtained with the filter configuration 6σ 1 =w max ; σ 2 =0 ; σ 3 =w max where w max is the width of the widest pulse function. Therefore, from eqs.(33), the central deviation enhances all the pulse functions with a single ridge. It is worth noting that the positive deviation and the negative deviation can enhance pulse functions with single ridges even if they are kept separated. The positive deviation enhances bright pulse functions on dark backgrounds while the negative deviation enhances dark pulse functions on bright backgrounds. In Fig.15, panel (a) shows a microvascular network of a hamster cheek pouch visualized by fluorescence microscopy, while panels (b), (c) and (d) show the ridge maps provided by the central deviation, the negative deviation and the positive deviation, respectively. The three ridge maps were again obtained with the filter configuration 6σ 1 =w max ; σ 2 =0 ; σ 3 =w max where w max is the diameter of the greatest vessel. Both the positive deviation and the central deviation enhance all vessels with a single ridge.
COMBINING THE RECOVERED EDGE INFORMATION
As shown in Section 3, the first absolute central moment can be divided into a positive and a negative component and three low-pass filters can be introduced simultaneously into the filter.
Therefore, the generalization of the first absolute central moment gives rise to a class of nonlinear filters and the recovered edge information may be usefully combined.
The zero-crossing map of an equivalent DoG filter
Let us show how regardless of the adopted low-pass filters the function e D (n,m), obtained by adding the two positive and negative deviations, is equivalent to the convolution of the image map f(n,m) with a DoG filter. Since adding the two positive and negative deviations is equivalent to eliminating the absolute value brackets in (6), from eq.(34) the following expression is obtained: D (n,m) is equivalent to the output of a DoG filter. However, where the two positive and negative DoG components cross the zero (that is, at the zero-crossing points), the two ridges provided by the positive and negative central deviations overlap partially. The profile of the overlapping area is that of a thin ridge and the peak of the ridge locates the discontinuity; the greater the discontinuity, the higher the peak. Consequently, a simple algebraic method can provide both the zero-crossing map and an estimate of the image luminance variation (the zero-crossing strength). The function Min(positive deviation,negative deviation) provides both a map M pn , similar to the zero-crossing map, and the strength of each zero-crossing point. In Fig.16 and in Fig.17 the edge maps obtained on the test images of Fig.18 with the Marr-Hildreth method and with the M pn method, respectively, can be compared. Although the M pn maps show thicker edges, they are similar to the zerocrossing maps. The same set of low-pass filters was used to obtain both the central deviation maps and the DoG filter outputs thus allowing a direct comparison of the results provided by the two methods. The apertures σ 2 =1.6σ 1 and σ 3 =0 were used since these are the standard apertures of a classical DoG filter [2] . A Gaussian g(n,m,σ 4 ) with an aperture σ 4 =0.7 pixels was also used to ensure the overlapping of the two deviations. If this configuration is adopted the two deviations are exactly equal to the two positive and negative components of a DoG output when separately low-pass filtered with a Gaussian whose aperture is equal to 0.7 pixels. The M pn map with the configuration σ 2 =1.6 σ 1 , σ 4 ≠0 and σ 3 =0 was analyzed on models of discontinuities which have a step, pulse and staircase shape. The observed behavior of the ridge map was similar to the behavior observed for the zero-crossing maps in [26] . M pn provides a thin ridge at discontinuities with a step shape, and if the discontinuity is rectilinear the peak of the ridge locates the edge points. In the case of objects with a curved contour, the position of the peak does not correspond to the position of the edge points. At a discontinuity with a pulse shape, M pn provides a double ridge. Fig.19 shows how false edges may be generated by the partial overlapping of the tails of the two positive and negative ridge profiles at discontinuities with a staircase shape.
A local thresholding procedure
Let us now show how a thresholding procedure of the ridge maps can be obtained from an algebraic combination of the recovered edge information. In Section 3 the difference in noise compensation given by the two following filtering processes is analyzed:
As shown in Section 3.1, if the apertures σ 1 and σ 4 are sufficiently large then eq.(37) provides a lower noise level than eq.(36). The opposite result is obtained at the discontinuities. While in eq.(36) the height of the ridges at the discontinuities obviously decreases by filtering the central deviation e(n,m) with the Gaussian g(n,m,σ 4 ), in eq.(37) the height of the ridges at the discontinuities does not decrease if the aperture σ 1 increases. Therefore, since eq.(37) produces both higher ridges and a lower noise level than eq.(36), the map obtained by the filtering process (36) can be used as a threshold map of the ridge map obtained by the filtering process (37). Obviously, since this method requires two entire filtering processes, the computational burden increases accordingly. The filter configuration σ 1 =a ; σ 3 =b ; σ 4 =0 with a<b must be used to obtain the ridge maps and to satisfy the requirements of Section 3 and Section 4, while the filter configuration σ 1 =0 ; σ 3 =b ; σ 4 =c with c>a must be used to obtain the threshold maps. However, it is worth noting that the same filter configurations cannot provide an analogous result at pulse functions. While eq.(37) provides a ridge at edges whose height does not decrease when the value of σ 1 increases, eq.(37) provides a ridge at pulse functions whose height depends on the value of σ 1 (see Section 5.3). The higher the value of σ 1 , the smaller the ridge. Therefore, configurations with c>>a must be chosen to obtain the ridge map and the threshold map if pulse functions have to be detected. The pairs of ridge maps and threshold maps, obtained by using the test images of Fig.18 , are shown in Fig.20 and Fig.21 , respectively. The ridge maps obtained with the thresholding process are shown in Fig.22. In particular, panel (a) shows the robustness of the thresholding process to additive Gaussian noise. Two filter configurations with c>>a have been used to obtain ridges both at edges and pulse functions. Panels (b) and (c) show the ridge maps obtained on cardiovascular images. According to Section 3.2 and 3.3 these images have been prefiltered with a Gaussian g(n,m,σ 2 ) of aperture σ 2 =2 to increase the signal to noise ratio. The filter configuration σ 1 =3.2 ; σ 2 =2 ; σ 3 =4 ; σ 4 =0 was used to obtain the ridge maps while the filter configuration σ 1 =2 ; σ 2 =2 ; σ 3 =4 ; σ 4 =4 was used to obtain the threshold maps of the cardiovascular images.
CONCLUSION
Of all the central moments, the first absolute central moment should be chosen to detect edges because it provides single ridges at gray level discontinuities regardless of the ratio σ 3 /σ 1 . This allows one to obtain ridges at discontinuities by using the smallest apertures and consequently to save computational time while the narrow and sharp ridges give rise to a better resolution of the image details. Above all, however, the first absolute central moment should be chosen because it is the moment that involves the lowest power of the input data. Higher moments involving higher power of the input data are almost always less robust to corrupting noise. When rotationally invariant weight functions and circular domains are chosen the first absolute central moment is an isotropic nonlinear filter which provides a ridge map, similar to the one provided by the magnitude of the GoG operator. However, such a filter overcomes the GoG drawbacks at image key points such as corners and junctions and at pulse functions. In the presence of noise, in fact, due to the weak ridge produced at corners, at junctions or in the proximity of borders with high curvature, the GoG magnitude may ensure a ridge at straight discontinuities and may not ensure a ridge at the above mentioned points, thus making their localization unreliable. Moreover, the GoG magnitude provides double ridges at pulse functions and, consequently, two different procedures are needed to localize either edges or pulse functions. The first absolute central moment overcomes these GoG drawbacks since it provides single ridges both at edges and at pulse functions and gives rise to local extrema of the ridges at corners and junctions. The parameters of the filter depend on the size of the image data, on the imaging technique and on the requirements of the application. However, experimental results show that the filter configuration does not depend on the single image. For example, the same set of Gaussians were used to obtain the zero-crossing maps of every image of 256x256 pixels recorded by left ventriculography. The same happened when aorta images of 256x256 pixels recorded by transesophageal echocardiography (TEE) were considered. Therefore, since few images are needed to tune the operator to every application, this preliminary phase is not onerous.
However, as regards junctions, we observed that even though the central deviation at junctions (unlike GoG) always ensures a ridge which is comparable to the ones generated at the straight discontinuities belonging to the junction, it does not provide local maxima at all the junctions. The introduction of the low pass filter g(n,m,σ 1 ) prevents the filter from enhancing all the junctions with local maxima even if the discontinuities have an ideal step profile. Local maxima at junctions are ensured only if the two positive and negative ridges are kept separated. In this regard, we also observed that other authors have observed that the edge detection process can be improved by keeping the two positive and negative components of the edge operator separated [27, 28] .
Another interesting feature of the first absolute central moment is that the generalization of this simple operator gives rise to a class of non-linear filters, the outputs of which can be in turn usefully combined as illustrated in this paper. However, we wish to point out that all the possible combinations of the edge information, recovered by the class of filters generated by the generalization of the first absolute central moment, have not been analyzed. The introduction of three different low-pass filters into two nonlinear filters (positive and negative central deviations) gives rise to a large class of filters and many possible combinations of the recovered edge information still remain to be investigated.
To conclude, it is worth noting that, although in this paper the problem of localizing and tracking edges is not considered, an approach to edge localization, similar to the Canny approach, can also be developed by using the first absolute central moment. It has not been examined in this paper since the comparison of the two approaches requires an accurate analysis of the directional properties of the first absolute central moment; this will be the subject of another paper. Nevertheless, preliminary results on localization errors, on the computational load and on directional properties of the first absolute central moment can be found in [29, 30, 31] where the filter is used as the first stage of a contour tracking procedure. In these papers, the first absolute central moment is used to track the contours of cardiovascular structures in sequences of images of left ventricles and descending thoracic aortas recorded by left ventriculography and transesophageal echocardiography (TEE). In [29] the computational costs of two contour tracking procedures based on the first absolute central moment and on the GoG filter are compared. In [30] the procedure is experimented in the presence of Gaussian noise and a plot illustrates how the mean localization error of a straight discontinuity changes when varying the apertures σ 1 and σ 3 . In [31] the contour tracking procedure is implemented on an integrated software/hardware environment based on the interaction of a PC and a DSP processor (TMS320C80).
APPENDIX A
Let us compute the absolute central moment e Since e (i) (p) has a local maximum at a point with ε=0 if its second derivative with respect to ε is less than zero then eq.(A.1) provides a local maximum at the discontinuity independently of the contrast lev A -lev B  if the following relationship is satisfied: 3 
