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ABSTRACT
The physiological mechanisms underlying motion sickness are poorly understood. The
role of the autonomic nervous system is controversial. This thesis describes a series of
experiments on human subjects in which a new technique was applied to assess autonomic
activity during motion sickness. The technique (Saul et al., Am J Physiol 256:H153-161,
1989) requires estimation of the transfer function between instantaneous lung volume (ILV)
and instantaneous heart rate (IHR). Components of the transfer function provide
information concerning relative levels of autonomic activity. In order to broaden the
respiratory signal, so as to allow accurate transfer function estimation, subjects breathe in
synchrony with a series of randomly spaced auditory tones. This process is termed
random interval breathing.
Eighteen subjects (ages 18-30 yrs, 11 male, 7 female) participated. Control recordings of
instantaneous lung volume (ILV, measured by inductance plethysmography) and
electrocardiogram (ECG) were made during two fifteen minute random interval breathing
segments. During the first segment, subjects were seated motionless and during the second
they were seated rotating about an earth vertical axis. Each subject was then fitted with a
pair of prism goggles which reverse the left-right visual field and was asked to perform a
pre-specified series of manual tasks until moderate levels of motion sickness were attained.
A relatively constant level of sickness was then maintained with periodic eye closure during
rotation with the goggles. Lung volume and ECG were recorded during this motion sick
condition as the subject completed a third random interval breathing sequence.
Comparisons of ILV to IHR transfer functions from the two non-sick conditions with each
other and with known standards, indicate no change in autonomic control of heart rate due
to rotation. Similar comparisons between the two rotating conditions indicate no change in
transfer function due to motion sickness. These findings do not support the widely held
notion that motion sickness can be classified as a generalized autonomic ("stress")
response. A new functional model depicting a more discrete, organ specific role of the
autonomic nervous system in the development of motion sickness is presented.
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I Introduction
1.1 Motivation
In modem society, most individuals have experienced motion sickness at one time or
another. Whether on airplanes, automobiles, ships, amusement park rides or other modes
of transportation, many have felt the discomforts associated with sickness. In fact, it is
reasonable to believe that ever since humans began using vehicles for passive transport,
motion sickness has been a concern. The first known written accounts of motion sickness
were made by the ancient Greeks and, interestingly, the word "nausea" derives from the
Greek word "naus", meaning ship (Reason and Brand, 1987). As modes of transportation
have become more advanced and higher performance vehicles have evolved, the incidence
of motion sickness has become more widespread. One of the newest forms of motion
sickness, termed Space Motion Sickness (SMS), afflicts some astronauts during space
flight. (Crampton, 1990) In most cases, motion sickness is merely an inconvenient and
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unpleasant experience, but in space and military operations, it becomes a more costly and
possibly life threatening occurrence.
The nature of motion sickness, its relationship with space motion sickness, and its impact
on military operations have aroused significant research interest. (reviewed collectively by
Tyler and Bard, 1949; Money, 1970; Reason and Brand, 1975; Crampton, 1990). As part
of their research, many groups have induced sickness in laboratory subjects and have
recorded their physiological responses. Numerous cardiovascular (Graybiel and Lackner,
1980), respiratory (Cowings et al., 1986), gastrointestinal (Stern et al, 1987; Rague, 1987;
Eagon, 1988), biochemical (Eversmann et al., 1978; Habermann et al., 1978) and other
physiological measures (Isu et al., 1987a, Isu et al., 1987b; Gaudreault, 1987; Drylie,
1987) have been monitored. Attempts have been made to correlate signs to symptoms, and
theories have been proposed regarding systemic roles in the development of sickness.
The autonomic nervous system (ANS) is the division of the human nervous system which
is generally responsible for subconscious control of bodily functions, maintenance of
homeostasis, and mediation of an individual's physiological responses to stresses. As
such, it has naturally been suspected to contribute to motion sickness. However, since no
acceptable physiological definition of motion sickness is available, it is not clear how the
ANS should be expected to respond during the syndrome, and some controversy exists.
Some researchers speculate that motion sickness should be viewed as a generalized stress
response and that the ANS, therefore, should be expected to respond in its classic "fight or
flight" manner. The "fight or flight" response typically involves inhibition of the
parasympathetic division of the ANS but more importantly, widespread activation of the
sympathetic division. Evidence from pharmacological studies and the known effectiveness
of certain drug therapies, however, provide clues which do not generally support this
stress response view of motion sickness.
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Furthermore, if one considers a hypothetical functional purpose of motion sickness, a
generalized stress response seems inappropriate, perhaps. It has been proposed from an
evolutionary standpoint that motion sickness could be a manifestation of an animal's early
warning response to ingested toxins (Treisman, 1977). That is, the disorientation and
sensory rearrangement typically associated with motion sickness are similar to those
associated with ingestion of a toxin; therefore, the body responds by expelling the contents
of the stomach and presumably the toxin. Under this hypothesis, it is expected that the
parasympathetic' system is inhibited to retard gastric motility and thus confine the toxin to
the stomach for expulsion (Davis, 1986). However, under this hypothesis, the
parasympathetic inhibition need not be accompanied by a widespread sympathetic activation
as would occur in a generalized stress response.
In attempts to investigate the underlying physiology of motion sickness, many studies have
focussed on observing trends in physiological parameters such as mean heart rate, skin
potential, sweating, or skin pallor. Researchers have interpreted these parameters as
autonomic manifestations and have extrapolated to draw conclusions concerning the ANS.
Interpretations, however, are confounded by a number of issues. First, the autonomic
nervous system consists of multiple control pathways which may interact in a complex
way. In fact, at most organ sites, qualitatively similar effects can be induced by either
division of the ANS. For example, increases in heart rate may be caused either by an
increase in sympathetic or a decrease in parasympathetic activity at the sinoatrial node.
Second, while observation of local effects may provide insight into local ANS activity, the
broader integrated function of the ANS is not necessarily represented. Finally, trends in
these physiological parameters during motion sickness have not been found to be consistent
either within or between studies. These inconsistencies may be due in part to differences
between subjects. However, they may also be due in part to a lack of controls implemented
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in many studies. Activities such as changes in posture or exercise, which are known to
have autonomic effects independent of motion sickness, have often been uncontrolled.
In order to better assess autonomic activity during motion sickness, it is desirable to use a
well understood measure and a well established technique. Dr. R.J. Cohen of MIT and
colleagues have developed such a technique using noninvasive measures of heart rate
variability (Berger et al., 1989a; Berger et al., 1989b; Berger et al., 1986; Chen et al.,
1987; Appel et al., 1989a). Through a number of studies, they have demonstrated that the
transfer function from instantaneous lung volume (ILV) to instantaneous heart rate (IHR)
may be used as sensitive probe of relative levels of autonomic control of heart rate.
Further, they have developed an effective technique, termed Random Interval Breathing
(RIB), to broaden the spectral content of the respiratory signal (input stimulus) and thus
allow accurate estimation of the desired transfer function.
1.2 Purpose
The primary objective of this study was to apply the techniques developed by Cohen's
group to determine whether or not autonomic changes, as detectable by these techniques,
occur during motion sickness. As a prelude to this research, it was necessary to develop an
experimental protocol which would allow controlled application of the technique. A
protocol which limited confounding autonomic effects and permitted subjects to complete
segments of random breathing was required.
10
I Background
2.1 Motion Sickness
2.1.1 General Characteristics
Motion sickness, as the name implies, is an illness which can be induced by certain motion
environments. It is characterized by a collection of signs and symptoms, the most common
of which are pallor, cold sweating, fatigue, nausea, and vomiting. However, many other
signs and symptoms have been reported (Money, 1970), and the combination and relative
severity of signs and symptoms varies between individuals. Generally, the first symptoms
are mild ones such as fatigue, headache, or stomach awareness. These progress toward
pallor, cold sweating, and nausea and eventually culminate in retching and vomiting if no
preventive measures are taken. The dynamics of the time course of symptoms show four
consistent characteristics (Bock and Oman, 1982; Gillingham, 1986). First, there is a
11
latency to the appearance of first symptoms. Second, there is a tendency for symptoms to
avalanche as one nears the vomiting end-point. Third, symptom levels tend to overshoot
upon the removal of provocative motion stimulation; and fourth, once symptoms are
established, there is a period of hypersensitivity to stimulation. These dynamics have led
some researchers to envision two pathways for the development of symptoms; a fast
pathway to help explain the avalanching phenomena and a slow path to help explain latency
and hypersensitivity (Oman, 1982; Oman 1990). As yet, however, the physiological
mechanisms associated with this hypothesis have not been identified.
Many motion sickness signs and symptoms are qualitatively similar to those of other
nausea and vomiting syndromes, such as radiation sickness or morning sickness
(Grahamme-Smith, 1986). The characteristic which differentiates the various syndromes is
their underlying cause. Unfortunately, the physiology of motion sickness, nausea, and
vomiting remains poorly understood; therefore, theories concerning causation of sickness
must rely heavily on knowledge of what types of stimuli are provocative and who is
susceptible.
2.1.2 Incidence of Sickness
Not all types of motion cause motion sickness. People are generally able to participate in
high motion activities such as running, dancing, or ball games without developing
sickness. However, many situations in which individuals are subjected to passive motion
induce motion sickness. The most common examples have the common names "sea
sickness", "car sickness" and "air sickness". In each of these cases, an obvious motion is
present. There are, however, other situations in which motion sickness occurs, and yet no
real body motion is involved. One common example is "cinema sickness", in which a
stationary individual develops symptoms while observing a moving visual scene. Other
12
conditions contrived for experimental studies have demonstrated that true subject motion is
not required for the development of motion sickness (Reason and Brand, 1975).
Nearly everyone is susceptible to motion sickness. Most individuals, given a long enough
exposure to the proper stimulation, will develop symptoms. It is difficult, however, to
assess the incidence of motion sickness across the general population. The incidence is
highly dependent on the type of motion environment. A number of studies provide rough
estimates among sub-populations. The most recent of these studies suggest that 36 percent
of 20,000 surveyed ferry passengers (Lawther and Griffin, 1988) and 67 percent of shuttle
astronauts during their first flights (Davis J.R. et al., 1988) were afflicted. In general,
susceptibility to motion sickness tends to peak as a function of age between ages 12 and
21, and women tend to report that they are more susceptible than men (Reason and Brand,
1975). However, susceptibility varies a great deal from person to person, dependent on
the type of stimulation.
While very few individuals are believed to be completely immune, most are able to develop
at least partial immunity through adaptation. During a long enough exposure to a particular
environment, symptoms will eventually subside and individuals will become resistant to
motion sickness during continued stimulation. However, upon return to the normal motion
environment after extended time in an unusual one, individuals may experience symptoms
as they re-adapt to the normal situation. For example, after extended periods aboard ship,
many have reported symptoms upon return to land. This syndrome is termed "mal de
debarquement". The rate at which adaptation can be attained is dependent on the individual
and on the degree of stimulation provided by a particular environment. Typically, several
days aboard ship or spacecraft are required to fully adapt and regain health. There is
evidence that upon repeated exposure to the environment some aspects of adaptation may
be preserved (Parker, 1972; Reason and Brand, 1975).
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There is one group of individuals which does seem to be immune to motion sickness. A
number of studies have demonstrated that those lacking vestibular function can endure
motion situations which are normally highly provocative. In studies conducted in the
Pensacola Slow Rotating Room and at sea, Graybiel and coworkers found that vestibular
defectives not only reported no adverse symptoms, but typically enjoyed the experience
(Graybiel, 1963).
2.1.3 Causation: The Conflict Theory
Before it was discovered that labyrinthine defectives seem immune to sickness, the most
prevalent theories attributed motion sickness either to reduced blood flow to the brain or to
mechanical stimulation of abdominal afferents caused by motion of the viscera (Reason and
Brand, 1975). The discovery of the importance of the vestibular system led to the
"vestibular overstimulation" theory which asserts that continual intense stimulation of the
vestibular organs produces sickness. It purported to explain why travel in ships, planes,
and automobiles is provocative, while activities like running and dancing are not. The
theory, however, has lost support partially due to the realization that sickness can occur in
the absence of true subject motion (Guedry, 1968; Oman, 1982).
The most popular current theory is the Conflict Theory. Claremont (1931) is generally
cited as the first to note that motion sickness develops when two sensory modalities receive
conflicting motion cues. Through a number of revisions and refinements, this idea has
become known as the Conflict Theory. The first major revision to the theory was proposed
by Reason (1978), who noted that the essential conflict is more likely between expected
sensory input and the input actually received by the brain. This formulation was better able
to explain adaptation and made more physiological sense since the brain would now
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compare signals from the same sensory modality. Reason proposed the concept of a
"Neural Store" or neural memory in which the brain maintains a sort of dictionary of paired
sensory-motor memory traces.
A second significant revision, proposed by Oman (1982; 1990), eliminated the need for the
"Neural Store" and provided additional insight into a number of different mechanisms by
which adaptation could occur. Oman (1982; 1990), using an Observer Theory approach,
developed a heuristic mathematical model of body motor control (refer to Figure 2.1, from
Oman, 1990). In this development, the brain employs an internal model of the body and its
sensors to calculate expected sensory signals. This internal model thus replaces the
"Neural Store". Furthermore, in this development, a "conflict" signal has functional value
Exogenous Biological
Forces Noise
Actual I SensoryOrientation Orientation Afference
Body Snsry
+Dynamics Segnsr
Mechanisms for %.
Re-identification of CNS
Internal Models
Knowledge of Motor Outflow
Estimated Internal CNS +
Control Orientation Dynamic Model of
Motor Outflow Strategy + - the Body Sensory -
T_ _ Conflict
Volitional Internal CNSOrientation - Dynamic Models oCommand $ensory Organs Efference
Copy
Figure 2.1: A portion of a mathematical model for sensory conflict and movement control based
on Observer Theory (from Oman 1990, 1982). Note that the sensory conflict signal serves in
feedback control.
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other than to make one sick; it serves as an error signal generated from the feedback return
of the control system.
In its present form, the Conflict Theory may be stated as follows (Oman, 1990): Motion
sickness results when a conflict signal in the brain, normally used in posture and/or motor
control, becomes large. This occurs when actual and anticipated sensory information are
not in agreement. Further, since it is known that labyrinthine defective individuals are
immune to motion sickness, the vestibular system must be implicated in the conflict.
2.1.4 Treatment and Prevention
Despite significant research and a better understanding of conditions leading to motion
sickness, the best prevention still remains avoidance of provocative situations (Gillingham,
1986). The best treatments remain either removal of or adaptation to the provocative
stimulation. Attempts to pre-adapt to prevent sickness in novel situations have generally
failed due to the condition specificity of adaptation (Reason and Brand, 1975).
Pharmacological attempts at prevention and treatment have met with only moderate success.
Many drugs and drug combinations have been tested as combatants to motion sickness
(Wood and Graybiel, 1970, 1972; Kohl, 1985, 1987; Attias, 1989; Parrot, 1989). While
no drug therapy has been found to confer immunity, some are effective in increasing
resistance to sickness (refer to Figure 2.2 from Graybiel and Lackner, 1980). Presently,
the most effective single drug seems to be Scopolamine (Wood and Graybiel, 1972;
Gillingham, 1986). However, it has undesirable side effects such as dry mouth,
drowsiness, pupillary dilation, and impaired visual accommodation. In efforts to alleviate
16
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Figure 2.2: Effectiveness of selected anti-motion sickness drugs (from Graybiel and Lackner 1970).
these side effects two approaches have been taken. First, scopolamine is often
administered in combination with dextro-amphetamine. The amphetamine alone is also
somewhat effective in combating sickness. In combination, it serves to abate some of the
side effects of scopolamine and in fact, the combination is more powerful than scopolamine
alone (Wood and Graybiel, 1972). The second approach is to more accurately control the
serum levels of scopolamine and avoid the peaking associated with oral administration. A
transdermal application patch worn behind the ear has been shown to maintain effectiveness
in combating sickness. However, while some have reported fewer side effects (Attias,
1989) using this application, others have found that the side effects remain a problem
17
(Parrot, 1989). Drug therapies have not yet been demonstrated to be effective in astronauts
during space flight, as double blind, placebo controlled studies have not been attempted.
An alternative prevention or treatment proposed by some researchers is biofeedback and
autogenic training. Individuals are trained to recognize their symptoms and through
biofeedback and relaxation training are taught to control their autonomic responses to the
motion stress. Accounts of the effectiveness of this treatment vary. (Cowings et al., 1990;
Toscano and Cowings, 1982; Graybiel, 1980; Levy, 1981; Dobie, 1987) In Section 2.2.2,
biofeedback and autogenic training will be discussed in greater detail.
2.2 The Autonomic Nervous System
2.2.1 Basic Anatomy and Physiology
The Autonomic Nervous System (ANS) is the motor division of the human nervous system
which innervates smooth muscle, cardiac muscle and glands. (refer to Figure 2.3 modified
from Tortora and Evans, 1986) It is generally responsible for integrating information from
afferents* and exerting subconscious control of bodily functions. Its activities include
regulation of digestion, heart rate and contractility, circulation, body temperature,
breathing, and gland secretions (Tortora and Evans, 1987; Hockman, 1987; Guyton,
1986). Until early in this century, the ANS was considered to be functionally and
anatomically distinct from the Central Nervous System (CNS) (Hockman, 1987).
However, it is now recognized that autonomic control is achieved through reflexes at the
level of the spinal cord or through central nervous mechanisms where control is ultimately
* By historical definition, stemming primarily from the writings of Gaskell and Langley
(Guyton, 1986), the ANS includes only motor fibers; the forward loop of the control
systems. Afferent fibers, which are by strict definition not part of the autonomic nervous
system, provide regulatory feedback to close the control loops.
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mediated by the hypothalamus (Tortora and Evans, 1987; Hockman, 1987; Van Toller,
1979; Guyton, 1986).
The system is composed of two divisions, the sympathetic and the parasympathetic, each
of which encompasses multiple regulatory pathways.. Most visceral organ systems
controlled by the ANS are innervated by both systems; a phenomenon termed dual
innervation. Further, each division exerts tonic control on most organ systems. These
Organization of the Human Nervous System
CENTRAL PERIPHERAL
NERVOUS NERVOUS
SYSTEM SYSTEM
(CNS) (PNS)
................ ,...........
Brai ___________Afferent System
Conveys Information from
I receptors to the central
I nervous system
te Efferent System
- Conveys information fromCord Ihecentral nervous system
to muscles and glands
I Somatic Nervous Autonomic Nervous
System (SNS) System (ANS)
Conveys information Conveys information to
... to skeletal muscle smooth muscle, cardiac
I.___ _____ muscle and glands
I Parasympathetic Sympathetic
Nervous System Nervous System
Figure 2.3: Functional representation of the human nervous system illustrating the role of the
Autonomic Nervous System (ANS). (modified from Tortora and Evans, 1986)
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basal rates of activity, termed parasympathetic and sympathetic "tone", allow each division
to exert bi-directional control over the effector by either decreasing or increasing nervous
activity. The two divisions most often act functionally in opposition to one another. That
is, excitation of one division will generally have the opposite effect on most organ systems
than excitation of the other division. This agonist/antagonist character of the two systems
and the existence of tonic activity allows for precise control of effector organ systems.
The sympathetic division is also called the thorocolumbar division since its fibers extend
from ganglia projecting from the thoracic and lumbar segments of the spinal cord. (refer to
Figure 2.4 from Guyton, 1986) At ganglia and some effector organs, sympathetic fibers
release acetylcholine. However, at most effector sites, the neurotransmitter is
norepinephrine. The effects of sympathetic activation on particular organs are indicated in
Table 2.1. Sympathetic effects are most prominently evident during mass activation of the
system when it responds almost as a complete unit. This mass activation often occurs as
the body responds to fear, pain or other emotional or physical stress, and therefore it has
been termed the "stress response" or "fight or flight" response. Widespread sympathetic
activation prepares the body to deal with the stresses by, for example, increasing heart rate
and arterial pressure and diverting blood flow from visceral organs to those skeletal
muscles which are needed for response.
In the past, the sympathetic system was thought to always respond via mass discharge,
exerting similar influence on all controlled organs. This assumption has come into
question. In human and animal studies, prominent rhythms at the respiratory and heart
rates have been found in renal, cardiac splanchnic, and muscle sympathetic nerves (Cohen
and Gootman, 1970; Eckberg et al., 1988; Ninomiya et al., 1976; Saul et al., 1990)
indicating associations between the different outflows. However, there is also evidence
20
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from direct sympathetic nerve recordings which demonstrates dissociation of sympathetic
activity in different organs during mild stresses (Mark et al., 1986; Wallin, 1986; Karim et
al., 1972; Simon and Riedel, 1975; Victor et al., 1986). Furthermore, there are a number
of instances when the sympathetic system would be expected to exert very narrow isolated
effects. For example, in control of body temperature, the system controls sweating and
blood flow to the skin without affecting other organs. In fact, as body temperature rises,
the sympathetic system must increase its influence over the sweat glands to induce sweating
but decrease its activity in skin vessels to increase peripheral blood flow (Guyton, 1986).
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Figure 2.5: The Parasympathetic Division
of the Autonomic Nervous System (from
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Table 2.1 Autonomic Effects on Bodily Organs
(compiled from similar tables in Hockman (1987) and Guyton (1986))
SYMPATHETIC PARASYMPATHETIC
ORGAN STIMULATION STIMULATION
Heart Increased Rate Decreased Rate
Increased Contractility Decreased Contractility
Coronary Arteries Constriction (Alpha) Dilation
Systemic Arterioles
Muscle
Abdominal
Skin
Piloerector Muscles
Small Intestine,
Colon VRectum
Adrenal Medulla
Glands:
Lacrimal, Nasal,
Parotid, Gastric,
Submandibular
Sweat Glands
Dilation (Beta)
Constriction (alpha)
Dilation (Cholinergics
& Beta)
Constriction
Constriction
Contraction
Decreased Secretions
Decreased Peristalsis
Increased Secretion
Slightly increased
Secretion
Largely increased
secretion (Cholinergics)
No effect
No effect
No effect
No effect
Increased Secretion
Increased Peristalsis
No effect
Largely increased
Secretion
No effect
Thus, it now seems evident that while the sympathetic system often exerts widespread
control activity, it is also capable of more localized control. This issue will be addressed
further in conjunction with transfer function estimation in Section 2.3.3.
The parasympathetic division is also known as the craniosacral division since its fibers
extend from ganglia in the brainstem and sacral segments of the spinal cord (refer to Figure
2.5 modified from Guyton, 1986). At ganglia and effector sites, the fibers release the
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neurotransmitter acetylcholine. The effects of parasympathetic activation on particular
organs are indicated in Table 2.1. In general, parasympathetic stimulation tends to bring
the body toward a more relaxed state by, for example, decreasing heart rate and increasing
digestive activity. In contrast to the sympathetic system, the parasympathetic system
usually exerts very narrow organ-specific control. The system often affects cardiovascular
activity without altering activity of other organ systems. (Guyton, 1986) On many
occasions, however, there may be close association between parasympathetic activity in
different effectors. For example, although on occasion salivation and gastric secretion may
occur independently, these digestive secretions are often synchronized.
2.2.2 The Role of the ANS in Motion Sickness
The role the autonomic nervous system plays in the development of motion sickness
remains undefined and a subject of much speculation. Generally, four categories of
evidence are cited in support of autonomic contributions to sickness: (1) some success has
been reported in applying biofeedback and autogenic training to alleviate sickness, (2)
many signs and symptoms of sickness may be autonomic manifestations, (3) some
"autonomically mediated" physiological parameters have been reported to change with
sickness, and (4) the most effective drug therapies may be ANS effectors. While the
evidence does seem to indicate that the ANS plays a significant role, it does not seem to
support a consistent model for ANS contributions.
The first category of evidence, success in applying biofeedback and autogenic training in
combating sickness, seems to support the notion that some role is played by the ANS in the
development of sickness but does not imply a specific model. Biofeedback training is a
process in which subjects are presented with augmented information about a particular
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"autonomic" variable (ie. heart rate) and are taught to consciously affect the variable
(typically through relaxation techniques). Autogenic training is also a self-regulatory
technique. However, it generally does not involve augmented physiological feedback, but
rather, is designed to teach subjects exercises by which they can induce specific bodily
sensations.
Levy et al. (1981) and Jones et al. (1985) have applied biofeedback and relaxation training
in Air Force fliers grounded for chronic severe motion sickness. The fliers were taught a
number of relaxation and biofeedback techniques and were provided feedback as they were
trained to control their symptoms during Coriolis stimulation. Levy et al. and Jones et al.
have reported between 79 and 84 percent of affected fliers have been successful in
overcoming sickness and returning to flight status.
Other researchers have reported similar successes in experiments at NASA Ames Research
Center (Cowings et al., 1990; Toscano and Cowings, 1982; Cowings and Toscano,
unpublished). However, they supplemented the biofeedback training with autogenic
therapy. Toscano and Cowings (1982) have reported that trained individuals have
significantly greater resistance to sickness than untrained individuals or individuals taught
an alternative ("sham") cognitive task. Further, they found that resistance to sickness
attained through biofeedback and autogenic training under one motion condition transfers
to other conditions (Cowings and Toscano, unpublished). The successes of these
researchers, however, have not been matched by others. Dobie et al. found that it was
confidence building and desensitization training that provided a significant increase in
resistance to sickness and that feedback training provided no significant additional benefit
(Dobie et al., 1987).
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The second and third categories of evidence are most often cited in support of a model
involving increased sympathetic activity during motion sickness. In fact, some researchers
have asserted that motion sickness can be viewed as a generalized stress response in which
there is a marked, widespread increase in sympathetic activity (Cowings et al., 1986;
Johnson and Jongkees, 1974). As evidence, they claim that symptoms such as pallor, cold
sweating, and increased salivation, and trends in so called "autonomic manifestations" such
as heart rate, blood pressure, respiration, gastrointestinal motility, or skin resistance, can
be explained by the postulated sympathetic activation (Reason and Brand, 1975; Money,
1970; Dobie et al., 1987; Cowings et al., 1986; Johnson and Jongkees, 1974). However,
this evidence is suspect since symptom patterns are known to vary between individuals
and, as Money points out in his 1970 review (Money, 1970), reports of trends in most
physiological recordings during sickness differ significantly (to the point of contradiction)
from study to study.
As a more recent example of inconsistencies consider reports of heart rate and blood
pressure recordings. In 1980, Graybiel and Lackner (1980) subjected 12 individuals to a
repeated sudden stop paradigm in a rotating chair and monitored heart rate, blood pressure,
and skin temperature as motion sickness developed. They found no significant correlation
between any of these measurements and motion sickness symptoms. Cowings et al.
(1986) on the other hand, utilized Coriolis stimulation in a rotating chair to induce sickness
in 127 subjects. They monitored heart rate, blood pressure, basal skin resistance, and
respiration and reported significant trends in all of these "autonomic responses." Similar
controversies exist concerning other physiological measures (Stern et al., 1987; Eagon,
1988; Rague, 1987; Drylie, 1987; Gaudreault, 1987; Gordon, 1988, 1989). Thus,
symtomatology and physiological data do not provide firm evidence upon which to base a
model.
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The fourth category of evidence, drug therapies, may be taken to indicate an opposite role
for the ANS than that indicated by categories two and three. The most effective drug
therapies (in terms of allaying peripheral motion sickness signs and symptoms) are either
sympathomimetics, parasympatholytics (anticholinergics) or combinations of the two
(Wood and Graybiel, 1970, 1972; Kohl, 1985). In addition, many sympatholytics have
been shown to actually increase susceptibility to motion sickness. These findings could be
taken to imply that increases in parasympathetic and decreases in sympathetic activities
accompany sickness and the drugs are effective in combating these shifts. However, this
model is confounded by evidence indicating that some sympatholytics are mildly effective
in allaying sickness. Furthermore, it is not clear that the drugs are affecting peripheral
nervous system autonomic centers. Although they are best known for their autonomic
effects, it is quite possible that their success against motion sickness is due to other,
possibly central nervous, mechanisms (Janowsky, 1985; Janowsky et al., 1984; Risch and
Janowsky, 1985; Kohl and Homick, 1983). That is, while motion sickness signs may be
mediated by autonomic outflow, the drugs may interfere with the development of sickness,
not by affecting these peripheral autonomic pathways, but rather, by affecting the central
mechanisms which are promoting the autonomic activation.
Cowings et al. have proposed an interesting model to explain the postulated trends of
sympathetic activation in their subjects while at the same time accounting for the therapeutic
effectiveness of sympathomimetics and parasympatholytics (Cowings, 1986). As indicated
earlier in this section, the model is based on highly speculative assumptions, nevertheless it
has interesting parallels to other syndromes. They have postulated that motion sickness is
accompanied by a widespread sympathetic activation. This activation leads to the
sympathetic manifestations. However, based on trends in recovering subjects and in order
to explain drug effectiveness, they postulate that this prolonged sympathetic activation may
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lead to a "parasympathetic rebound" associated with nausea and vomiting stages of
sickness. As Cowings et al. point out, this model is quite similar to models of migraine
headache (Sakai and Meyer, 1978) and vaso-vagal syncope (Graham et al., 1961) in' which
parasympathetic rebounds seem to follow intense sympathetic activations.
Ishii et al. (1987) and Igarashi et al. (1987) have studied heart rate variability in motion sick
squirrel monkeys and based on their findings, they have supported a model in which an
increase in parasympathetic activity leads to the vomiting of motion sickness. As will be
discussed in Section 2.3.2, the variability in instantaneous heart rate is due in large part to
the control actions of the autonomic nervous system. Ishii et al. (1987) monitored changes
in the coefficient of variation (CV) of intervals between heart beats (RR intervals) defined
as
CV = Standard Deviation of RR Interval x100%.
Mean RR Interval
-j
I-
z
0
000 77isPOO ?.'gig
10 I
Vami i iNGr
list
5-V
VIIING
VyICVVC
I 2 I 2 0 I
Figure 2.6 Time course of coefficient of variance of R-R interval
motion sickness (from Ishii et al., 1987)
of two squirrel monkeys during
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An increase in the CV indicates an increase in heart rate variability which Ishii et
al.interpreted as indicative of increased parasympathetic activity in monkeys. They
reported consistent trends in the coefficient (Figure 2.6) throughout the course of the
experiment. As vomiting became imminent, marked increases in the coefficient were noted
and immediately following vomiting the coefficient decreased. Therefore, the data of Ishii
et al, appear to support a model of motion sickness in which "reactions involved with
vomiting" are parasympathetically mediated. However, Ishii et al. failed to control or
monitor respiratory rates during their experiments. The CV is expected to be very sensitive
to changes in respiration. If the monkeys were increasing their respiratory rates (ie.
panting) as they became sick, the coefficient of variation might show increases which could
be misinterpreted as parasympathetic increases. This issue will be discussed further in
Chapter 4.
In proposing models for ANS activity, researchers have met a number of obstacles and it is
evident that despite significant research, the role of the autonomic nervous system in
motion sickness remains a speculative issue.
2.3 Transfer Function Estimation: A Probe to Autonomic Function
Cohen and colleagues have developed techniques to noninvasively assess autonomic
activity (reviewed in Appel et al., 1989a). By applying linear system theory to analyze
variability in cardiovascular parameters, they have shown that the characteristics of this
variability provide information about relative levels of sympathetic and parasympathetic
activity. Further, they have demonstrated that by perturbing parts of the cardiovascular
control system in a known fashion, one can extend the amount of information attained in a
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single experiment trial. The techniques are based on the theory of non-parametric transfer
function estimation.
2.3.1 Transfer Function Estimation
Transfer function estimation is a linear system identification technique based on a Wiener
filtering approach. Given a record of the input and output of a linear system, the Wiener
filter is one which operates on the input and produces a minimum mean square error
(MMSE) approximation to the output (Papoulis, 1984), under certain conditions on the
random processes involved.
In discrete time (or for samples from a band-limited continuous time system), the
convolution relation for a linear system is
y[n] = h[n] 9 x[n] = h[n]x[n-m] (2.1)
where x[n] and y[n] are the input and output respectively, h[n] is the unit sample response
of the system and 0 is the convolution operator defined by equation 2.1. In the time
domain, the system identification problem is that of estimating h[n] given x[n] and y[n]. If
the estimate of h[n] is h [ n I, the output, y [n ], from the estimated system is
i[n] = h[n] 0 x[n] = h[n]x[n-mI (2.2)M=-on
The Wiener filter is that h [ n ] which minimizes the mean square error in the output given by
MSE=E((y[n] -y[n])2) (2.3)
where E{ ) is the expectation operator (Papoulis, 1984; Bendat and Piersol, 1980, 1986).
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The Orthogonality Principle and Projection Theorem (Papoulis, 1984) guarantee that MSE
will be minimum if the error is orthogonal to the data. That is, for real signals,
E(y[n] -^y[n]) x[n-m]) = 0; all m (2.4)
or by expanding the sum
E((y[n] x[n-m] - y[n] x[n-mI) = 0; all m (2.5)
and substituting for y[ n]
E((y[n] x[n-m] - h[p]E(x[n-m]x[n-p])= 0; allm (2.6)
If x[n] and y[n] are stationary, (2.6) can be written
Rxy[m] = h[p] Rxm-p] ; all m (2.7)
where Rx ym]=E((y[n] x[n-m] ) (2.7a)
and Rxxm]=E((x[n] x[n-m] ). (2.7b)
Rxxfm] is the autocorrelation function of the input and Rxfm] is the cross-correlation
between the input and output, at lag m.
Equation (2.7) defines the time domain constraints on the optimum unit sample response
estimate. By transforming (2.7) to the frequency domain, however, a more useful
formulation is attained. The power spectrum, SxxLf] , of the input and the cross-spectrum,
Sx~yf], between the input and output, from the Weiner-Khinchin Theorem (Papoulis,
1984) are
Sxx[f]= Ts DTFT(R x {m]) (2.8a)
Sx yf] Ts DTFT R xy[m]) (2.8b)
where DTFT{) is the Discrete Time Fourier Transform operator and Ts is the sampling
period of the discrete time signals.
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Convolution in the time domain is equivalent to multiplication in the frequency domain, so
(2.7) becomes
S x f] = f] Srx f] (2.9)
and rearranging gives
Hf] = S (2.10)
Sxx~f]
where H[f] is the transfer function of the optimum system estimate.
The transfer function defined in (2.10) provides information about both magnitude and
phase of the unknown system. Furthermore, a function termed coherence permits an
assessment of the quality of the provided information. The coherence function, y2, is
derived as follows. The power spectrum of the output from a system with transfer function
Hf] given input x[n] is
S = _iYjf s] , -x] =Sf] Sxf] (2.11)
Y H ~ i x
The fraction of the power in S y If], the power spectrum of the true system output, that is
accounted for by SYj-f] as a function of frequency is the coherence,
2 sY [f] 
- Sx sf] (2.12)
When the coherence is near unity, nearly all power in y[n] is reproduced in y'[n]; as the
coherence nears zero, very little power is retained in the output from the estimated system.
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Equations (2.10) and (2.12) define the optimal transfer function estimate and its coherence
function (Papoulis, 1984; Bendat and Piersol, 1980, 1986; Kay, 1988). In practice,
infinite duration input-output records for a system are unavailable and estimates of H~f] and
Y must be made from finite duration records. Further, if the input signal does not contain
significant power in a particular frequency band, the signal to noise ratio is low and the
coherence of the estimated transfer function will typically fall (Papoulis, 1984; Bendat and
Piersol, 1986). Therefore, for accurate transfer function estimation, the spectrum of the
input signal, Sxif], must be significantly non-zero over the frequency band of interest.
2.3.2 Cardiovascular Control
The cardiovascular system consists of two general component parts, the heart and the blood
vessels. The system is responsible for the delivery of blood to all parts of the body. Since
blood delivers nutrients to and removes wastes from bodily tissues, it is critical to provide
sufficient perfusion to meet the tissues' metabolic needs. It is, however, inefficient to
over-perfuse tissues during times of low metabolic need. Long range regulation of tissue
perfusion inherently depends on other systems, such as the renal system, which regulate
fluid balance and blood volume (Berne and Levy, 1982). Shorter term regulation and
precision control, however, depend on variations in the performance of the two
cardiovascular system components. Heart rate and contractility and vascular resistance and
volume are continuously controlled to individually accommodate the varying metabolic
needs of tissues.
There are a number of factors which contribute to the function of the heart and blood
vessels (Berne and Levy, 1982; Tortora and Evans, 1986). For example, excess
metabolites accumulated locally in tissues may affect vasodilation and blood bourne
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Figure 2.7: Block diagram of short term cardiovascular control. (from Berger, 1987)
hormones, ions or toxins can affect both vascular tone and cardiac function (Berne and
Levy, 1982). Short term control on the order of seconds or minutes, however, is mediated
primarily through neural mechanisms (Guyton, 1974; Bemne and Levy, 1982). These
mechanisms are precisely controlled through feedback loops involving the autonomic
nervous system.
Figure 2.7 depicts a block diagram model of the autonomic components of short term
cardiovascular control (from Berger, 1987). As metabolic needs in tissues such as skeletal
muscle or digestive tract linings change, the system acts to tightly control blood pressure in
critical bodily tissues while accommodating the new perfusion requirements.
Baroreceptors located in the carotid sinus and the aortic arch constantly sense arterial blood
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pressure and feed this information back to the ANS. In addition to the baroreceptor
feedback, the ANS receives feedback regarding atrial and chest wall stretch and arterial
partial pressures of oxygen and carbon dioxide. (Berger, 1987; Berne and Levy, 1982)
The system is also affected by higher brain centers such as the respiratory center. Both
branches of the ANS exert control over heart rate through innervation of the sinoatrial
node. The sympathetic system also controls heart contractility (type 0i fibers) and vascular
parameters. Sympathetic type 1 and a2 fibers effect contraction of the smooth muscles in
vein walls and thereby control venous return. The fibers also innervate sphincter muscles
in arterioles and thus effect peripheral resistance.
As the system works to continuously meet bodily needs, its parameters continually vary.
The variability in instantaneous heart rate or blood pressure is generally ignored by
physicians who are most interested in the averages of these parameters over short time
periods. One exception is the variability due to respiration. It has long been known that
respiration modulates heart rate. (Hirsch and Bishop, 1981) Heart rate typically increases
during inspiration and decreases during expiration. Kollai and Kazumi (1979), through
direct neural recordings in dogs, have demonstrated that this modulation, termed
Respiratory Sinus Arrhythmia (RSA), is mediated by the autonomic nervous system. In
the model of Figure 2.7, it is the input from the respiratory center and feedback through
arterial and chest wall receptors and the baroreceptors which most likely stimulate the
autonomic modulation.
2.3.3 Transfer Function Estimation of Cardiovascular Control
Figure 2.8 (from Berger et al., 1988) presents a simplified and semi-quantitative model of
cardiovascular control which relates three noninvasively measurable parameters:
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Figure 2.8: Block diagram of cardiovascular control illustrating the relationships between
respiration, arterial blood pressure and heart rate. (modified from Berger et al., 1988)
respiration, heart rate and blood pressure. The blocks in this model mask some of the
details of the model in Figure 2.7. Each block is representative of a lumped parameter
system which relates its input and output signals. In large part, these systems are
autonomically mediated. A number of recent studies have been conducted in attempts to
characterize the signals or systems depicted in this model.
In 1981, Akselrod et al. (1981) monitored heart rate in trained, conscious, unanesthetized
dogs. Using power spectral estimation of instantaneous heart rate prior to and during
pharmacological blockade they identified frequency specific contributions of the
parasympathetic and sympathetic divisions of the ANS. They found that during
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parasympathetic blockade, high frequency components of variability, above approximately
0.1 Hz, were abolished. Upon coincident sympathetic blockade, nearly all variability in
heart rate was abolished. Based on their data, they concluded that both divisions contribute
to spontaneous heart rate variability at low frequencies but at higher frequencies only the
parasympathetic system contributes.
In 1985, Pomeranz et al. (1985) and
humans. Their results were similar.
spontaneous heart rate between 0.02
divisions, but that at higher frequencies
Akselrod et al. (1985) repeated similar studies in
They reported that low frequency fluctuations in
and 0.1 Hz were mediated jointly by both ANS
(in the range 0.1-0.5 Hz) only the parasympathetic
SUPNE
160
TIME (seconx
STANWING
100.
TIME (second&)
2.
h=J
AA
200 250
B SUPINE
MI-FR
L.O-FR
EE .2 .3 .4
FREQUENCY (H z)
0
LO0
STANDING
NI-IFR
i
I- I I
0 J .2 .3 .4
FREQUENCY (Hz)
Figure 2.9: Instantaneous heart rate time series and power spectra in for supine and standing
subject. Note shift from high frequency to low frequency oscillations in standing subject. (from
Pomeranz et al., 1985)
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division contributes. The Pomeranz study also demonstrated the sensitivity of the power
spectral estimates to posture changes. Individuals while standing tend to have higher
sympathetic levels and lower parasympathetic levels than while supine (Eckberg et al.,
1976; Burke et al., 1977). This change occurs in large part to counteract the force of
gravity which acts to impede venous return in erect individuals (and perhaps also in part to
accommodate a generally less relaxed state). Pomeranz et al. demonstrated the expected
decrease in magnitude of the high frequency peak and corresponding increase in magnitude
of the low frequency peak upon transition from supine to standing (Figure 2.9).
Each of the aforementioned studies was designed to characterize the spontaneous heart rate
signal. Akselrod et al. (1985) also characterized the spontaneous blood pressure signal.
The spontaneous respiratory signal is generally a very narrow-band signal with power
tightly contained near the mean respiratory rate. In addition to characterizing the
spontaneous activity of the signals in the above model, researchers have attempted to
characterize the relationships between the signals represented by the system blocks (Berger
et al. 1986; Berger et al. 1988; Appel et al., 1989a; Appel et al., 1989b). The respiration to
heart rate transfer block is of particular interest.
Using transfer function analysis, as outlined in Section 2.3.1, Chen et al. (1987), Saul at
al. (1989), Berger et al. (1989b), and Berger (1987) have studied the relationship between
respiration and heart rate. Their studies have built on the results of Pomeranz et al. (1985)
by characterizing the instantaneous lung volume (ILV) to instantaneous heart rate (IHR)
transfer function in supine and standing subjects. As discussed in Section, 2.3.1, in order
to extend the amount of useful information attained through transfer function estimation the
system should be excited by an input with broad spectral content. Since the respiratory
input is generally quite narrow band with power tightly contained around the mean
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Figure 2.10: (a) Modified Poisson distribution used for generating random cue sequence.
(b) Schematic diagram of fixed interval breathing and random interval breathing sequences
respiratory rate, a technique to broaden its spectral content was applied. The technique is
termed Random Interval Breathing (RIB) and is described by Berger et al. (1989b). Under
this paradigm, subjects are first asked to breathe in synchrony with a two minute segment
of auditory tones equally spaced at the mean respiratory rate. During this time they are able
to settle on a comfortable depth of inspiration for the given mean rate. After this constant
interval segment, a segment of randomly spaced auditory tones is provided and subjects
continue to breathe with each tone. The tones are generated by computer and occur at
random according to a modified Poisson distribution with the same mean rate as the first
segment (Berger et al., 1989b). (refer to Figure 2.10) This modified Poisson distribution
disallows inter-breath intervals outside the range of one to fifteen seconds. This
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Figure 2.11 Group average transfer function magnitude phase and coherence for supine and upright
postures (means ± standard errors). Below 0.05 Hz, average transfer function values are plotted
with dotted lines because they are unreliable in that range. (from Saul et al.,1989)
distribution provides for a comfortable breathing pattern while effectively broadening the
respiratory signal over the frequency band between 0.0 and 0.5 Hz. Each of the three
studies found that group average transfer functions for standing subjects had significantly
lower transfer magnitude at frequencies above approximately 0.1 Hz (Figure 2.11 from
Saul et al., 1989). Thus, these studies demonstrated the sensitivity of the transfer function
magnitude to shifts in autonomic balance as subtle as those associated with posture change
(Chen et al., 1987).
Further studies have confirmed the sensitivity and accuracy of transfer function estimates
obtained by this technique. Selective pharmacological blockades in conjunction with
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Figure 2.12: Respiration to heart rate transfer function analysis in humans using pharmacological
blockades. Transfer function magnitudes and phases for 'vagal' and 'sympathetic' states. (modified
from Appel et al., 1989a)
changes in posture have been used to obtain transfer function estimates from subjects in
"pure" parasympathetic or "pure" sympathetic states. (Saul et al., 1988; Appel et al,
1989a) Parasympathetic states were achieved in supine human subjects with propanolol
blockade of sympathetic activity. Sympathetic states were achieved in standing subjects
with atropine blockade of parasympathetic activity. Figure 2.12 (from Appel et al., 1989a)
illustrates the differences in transfer functions from these two states. In a "pure"
sympathetic state, the system is characterized by a dramatic decrease in magnitude above
0.1 Hz and by a decreasing phase (time delay). The "pure" parasympathetic state is
characterized by higher transfer gain and a near zero phase at all frequencies in the band
between 0.0 and 0.5 Hz.
In anesthetized dogs, Berger et al. have investigated the transfer characteristics of the
sinoatrial node (Berger 1987; Berger et al, 1989b) by applying broad band stimulation
directly to either parasympathetic or sympathetic efferents and monitoring the resulting
heart rate fluctuations. They report low pass filter characteristics for both parasympathetic
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Figure 2.13: Respiration to heart rate transfer function model (from Saul et al., 1989) The low pass
filter (LPF) characteristics of the sympathetic and parasympathetic pathways in the SA node are
dependent on the mean neural firing rates of each division.
and sympathetic stimulation but found the sympathetic transfer function to have a much
lower cutoff frequency and a pure time delay. The transfer characteristics, however, were
found to depend significantly on mean sympathetic and parasympathetic firing rates. At
low mean firing rates, the transfer functions typically had larger low frequency magnitudes
and showed more rapid roll off than at high mean rates.
Saul et al. (1989) have incorporated these findings and those outlined above into a model
relating respiration to heart rate. In their model (Figure 2.13 from Saul et al., 1989), a
central respiratory drive is fed to a Central Autonomic Integrator to produce the sympathetic
and parasympathetic (vagal) outflow to the sinoatrial node. This Central Integrator
incorporates the many bodily reflexes and pathways through which respiration may effect
autonomic outflow to the heart. The constants Ap and As represent the transfer relation
between the respiratory drive and the modulation depth of the parasympathetic and
sympathetic outflow respectively. At the sinoatrial (SA) node, the vagal outflow is inverted
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(since increased vagal activity decreases heart rate) and passed through a characteristic low
pass filter, the shape of which is dependent on mean parasympathetic firing rate. The
sympathetic outflow is delayed by Ts seconds* and passed through its characteristic low
pass filter whose shape is dependent on mean sympathetic firing rate. These two filtered
signals sum to give instantaneous heart rate.
Four key model parameters, Ap, As, mean vagal firing rate and mean sympathetic firing
rate, may be varied to independently manifest changes in the transfer function due to shifts
in autonomic balance. (Ts and TR are taken as constants.) In simulations, Saul et al. used
simple one-pole low pass filters for each of the low pass filter (LPF) blocks at the sinoatrial
node. In simulation of the supine condition, Saul et al. chose a mean vagal rate of 4 Hz
and a mean sympathetic rate of 0.5 Hz. Using these mean rates and the experimental data
of Berger et al. (1989b) they chose cutoff and gain factors of the two low pass filters. The
weighting factors Ap and As were set to 2.5 and 0.4 Hz/liter, respectively. In simulation
of the standing condition, mean vagal and sympathetic rates were each chosen as 1 Hz and
again based on experimental data from Berger et al., two new low pass filter gains and
cutoffs were selected. Ap and As were set to 1.6 and 2.0 Hz/liter respectively. Saul et al.
note that while the model parameter choices are somewhat arbitrary, they are consistent
with a shift from a generally vagal state when supine to a more sympathetic state when
upright. Simulated transfer functions for supine and standing conditions are illustrated in
Figure 2.14. Except at frequencies below 0.05 Hz, the simulation matches well the
experimental data (compare to Figure 2.11). However, at these low frequencies the
coherence of the experimental transfer function estimate is quite low and therefore
confidence in its accuracy is low. Saul et al. explain this drop in coherence by postulating
* The lag between stimulation of sympathetic nerves at the sinoatrial node and the resulting
change in heart rate is well recognized (Warner and Cox, 1962; Scher et al., 1972). It has
been attributed to the slow diffusion rates of norepinephrine (Warner and Cox, 1962).
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Figure 2.14: Simulations of transfer function magnitudes (a) and phases (b) for supine and upright
postures.
that at these low frequencies either significant nonlinearities in the transfer relation or
dominant effects on heart rate from other system inputs exist.
It is clear that estimates of the transfer function from respiration to heart rate demonstrate
characteristic changes as autonomic control balance is altered and a successful model to
qualitatively describe the alterations of the local control system has been developed.
Furthermore, the model suggests that knowledge of the respiratory drive to the system is
important when interpreting the resulting heart rate variability. Unknown changes in the
respiratory drive to the system could easily be misinterpreted as changes in the parameters
of the system representing autonomic balance. Therefore, to assess autonomic influences
on heart rate variability, transfer function estimation is a desirable technique.
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There is, however, some controversy over the issue of whether local autonomic control of
heart rate may be interpreted as representative of more generalized autonomic activity. As
indicated in Section 2.2.1, the function of the autonomic nervous system is to control
subconscious functions in response to changing bodily needs. By the nature of their
affects on particular organ systems, it is clear that in many instances (such as during bodily
stress), generalized increases in the activity of one division with respect to the other are
warranted. However, in other instances (especially thermoregulation) it is clear that a more
localized control is desirable. The issue of when local activity can be expected to mirror
that of other autonomic activity remains a speculative one.
Many animal studies have been conducted in which various sympathetic neural signals are
simultaneously monitored (Cohen et al, 1970; Ninomiya et al., 1976, Simon and Riedel,
1975; Karim et al., 1972;, Victor et al., 1989). Due in part to the diversity of experimental
conditions, the results of these studies do not provide a consistent representation of the
extent of differentiation in sympathetic control. Many researchers report significant
correlations between different sympathetic nerves, while others report more localized
activity.
Recent studies in humans have tended to focus on recording sympathetic activity from
either muscles or skin. (Visceral organs and parasympathetic nerves are less accessible.)
Wallin summarizes the results well (Wallin, 1986). In general, skin and muscle
sympathetic nerve activity have not been found to correlate well under normal conditions.
For example, during a Valsalva maneuver, muscle sympathetic activity increases while no
change is found in skin. Body cooling, sudden deep inspirations, and loud noises typically
cause increases in skin sympathetic activity but no change in muscle. Interestingly, in
resting subjects, muscle sympathetic activity shows activity synchronized to the cardiac
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cycle while skin activity does not. However, when baroreceptor afferent activity is blocked
(ie. by local anaesthesia of vagus and glossopharyngeal nerves), the cardiac rhythm in
muscle sympathetic activity disappears and it more closely resembles that in skin. The
diversity in response seen between skin and muscle is not generally seen between two
different muscles. In most cases, activity recorded from different muscles is quite similar.
These findings are best explained by considering the primary functions of the different
sympathetic outflows. Wallin (1986) points out that skin sympathetic activity is primarily
involved in thermoregulation, while muscle sympathetic activity exerts control primarily
over blood pressure.
Based on these admittedly limited findings, Wallin (1986) proposes a simple functional
model for sympathetic outflow which incorporates a number of central control pathways
influencing distinct groups of effector organs. Some of these pathways may be influenced
by particular feedback loops, such as baroreceptor feedback, while others may not. He
proposes that the concept of "autonomic tone" is applicable only to these individual groups
and not to the overall system during typical bodily activities. (Wallin does not discuss large
scale "stress" response characteristics, but his model does not exclude the idea of global
changes in sympathetic activity being associated with such instances.) It follows from the
data and from Wallin's model that it may be reasonable to assume associated sympathetic
activity in different autonomic effectors, if they contribute to similar control functions. For
example, muscle sympathetic activity may be expected to correlate with cardiac sympathetic
activity.
A recent study investigates the relationship between heart rate variability and sympathetic
muscle activity. Saul et al. (1990) monitored muscle sympathetic nerve activity (peroneal
nerve) and electrocardiogram during pharmacologically induced stepwise increases or
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decreases in diastolic blood pressure. Muscle sympathetic activity decreased with each
increase in pressure and increased with each decrease in pressure. Power spectra of
instantaneous heart rate were calculated at each pressure change. During decreased blood
pressures, the fraction of power in low frequency fluctuations (0.01-0.15 Hz) was loosely
correlated with muscle sympathetic activity. However, at increased pressures no measures
of low frequency variability correlated with muscle activity. These findings are in accord
with models of heart rate control in which both sympathetic and parasympathetic divisions
influence low frequency heart rate variations. When blood pressure is decreased,
parasympathetic influence on cardiac rate is probably reduced and thus low frequency
variations in rate are due mostly to sympathetic activity. Under these conditions
correlations to muscle sympathetic activity would be more likely.
The transfer function from WLV to IHR has been demonstrated to be sensitive to shifts in
the relative levels of autonomic activity involved in the control of cardiac rate.
Extrapolating from this information concerning local activity to make assertions about more
global autonomic activity involves some speculation regarding degrees of dissociation of
ANS activity.
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III Experiment Design
3.1 Experiment Design Issues
In designing a motion sickness experiment in which respiration to heart rate transfer
function estimation is to be applied to assess autonomic activity, a number of special design
issues arise.
A general paradigm for such an investigation must involve subjects random interval
breathing during periods of typical health and during periods of motion sickness. It has
previously been demonstrated that cooperative subjects are able to random interval breath
while healthy. However, motion sick subjects had never been asked to do so. Therefore,
the first design issue was that of determining how well subjects were able to follow the
random breathing cues while motion sick.
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A second design requirement was control of possibly confounding autonomic effects.
Activities which could effect autonomic outflow independently of motion sickness had to
be limited when possible. Since exercise and posture changes are known to alter
autonomic activity, it was desirable that subjects in this experiment limit their endogenous
movements and remain in one posture throughout the experiment. A technique for
inducing motion sickness under these limiting conditions had to be developed.
A third design concern was the requirement of maintaining a relatively constant level of
sickness throughout a random interval breathing segment. In order to obtain accurate
transfer function estimates, the system being observed must remain the same over the
estimation period (or more precisely the process must be stationary). Since random interval
breathing segments are typically 15 minutes in duration, a relatively constant level of
motion sickness had to be maintained for this duration.
A series of pilot experiments were conducted to test the feasibility of a proposed
experimental protocol designed to meet these requirements.
3.2 Experiment Apparatus
Two key pieces of equipment, a rotating chair and a set of reversing prism goggles, were
employed in pilot experiments and subsequently in the primary motion sickness
experiments.
3.2.1 Rotating Chair Assembly
A Barany type rotating chair was used. The complete assembly is depicted in Figure 3.1.
The chair is computer controlled and is capable of sinusoidal, trapezoidal or constant
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Figure 3.1: Rotating chair assembly illustrating illustrating retractable work surface, remote
symptom reporting dial and instrumentation shelf.
velocity rotation about an earth vertical axis (Tole et al, 1981). A work surface folds down
from an adjacent wall to provide a self supported, approximately two foot by four foot
work area which is used by the subject during provocative tasking. An instrumentation
shelf, mounted behind the subject's seat, houses necessary instrumentation and thus allows
for amplification of signals prior to their passing through the chair's slip rings. (This is
advantageous in increasing signal to noise ratios.) A remote symptom reporting dial was
mounted on either the left or right armrest, as preferred by a particular subject. It consisted
simply of a linearly stepped potentiometer which provided a voltage output proportional to
dial position. The signal was passed through slip rings to a meter observable by the
experimenter. The system provided for nonverbal symptom reporting. Details of symptom
reporting are discussed in Section 4.1.3.
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3.2.2 Reversing Prism Goggles
A pair of reversing prism goggles provided the "sensory rearrangement" necessary for
inducing motion sickness. Employing two pairs of dove prisms (Figure 3.2a.), one pair in
front of each eye, the goggles act to reverse the subject's left-right visual field. That is,
objects to the right of a subject appear to the left and vice versa. Furthermore, when the
subject's head moves rightward, the visual field is perceived to also move rightward. This
is in direct opposition to the normal situation in which rightward head movements result in
the visual scene passing leftward across the field. The goggles used in these experiments
were the same as those used by Eagon (1988). A schematic of the goggles is provided in
Figure 3.2b.
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Figure 3.2: (a) Demonstration of the optical properties of the dove prism used in the reversing prism
goggles (top view of one-half of the optic set used for each eye) and (b) Schematic diagram of the prism
goggle headset (single prism indicated with arrow)
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3.3 Pilot Experiments
Four subjects participated in various phases of pilot experimentation. They will be referred
to by the letter codes A through D. Subjects A, B, and C were males aged 23, 30, and 45
years, respectively. Each had previous experience as a subject in motion sickness studies
and in recognizing and reporting motion sickness symptoms. Subject D was female, aged
22, and had no previous experience as a subject in motion sickness experiments.
In a first pilot experiment, Subject C participated in an approximately 1 hour session
designed to assess his ability to follow random breathing cues while motion sick. While
wearing reversing prism goggles, the subject undertook coordinated tasks such as writing,
drawing, and stacking cans until moderate motion sickness was attained. Upon
maintaining these moderate symptom levels for ten minutes, the subject then undertook a
fifteen minute segment of random interval breathing conducted in the same manner as
described by Berger et al. (1989) (Section 2.3.3). During the breathing segment, the
subject periodically continued tasking in order to maintain a relatively constant symptom
level. The subject demonstrated an ability to follow the random breathing sequence while
motion sick, however, completion of the manual tasks interfered with his ability to do so.
It was therefore decided that manual tasking was not a feasible means for maintaining
symptoms during the random interval breathing segments. As an alternative, it was
proposed that subjects undertake sinusoidal rotation (about an earth vertical axis) in the
Barany chair while wearing the reversing prism goggles. When their symptoms reached a
moderate level, by closing their eyes they could effectively "turn off' the provocative
stimulation (by removing the sensory conflict) and their symptoms were expected to drop.
By repeating the process of opening and closing their eyes, they could control their
symptoms about a moderate level.
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Subjects A, B, and C each participated in the second pilot experiment which was designed
to test whether sinusoidal rotation while wearing the prism goggles was a provocative and
controllable stimulus. Each subject was asked to wear the reversing prism goggles while
rotating sinusoidally in the chair. Rotation velocity and frequency were varied during the
experiments in order to assess differences in the provocative nature of the different
conditions. Peak velocity ranged between 30 and 120 degrees per second and frequency
was either 0.1 or 0.2 Hz. Subjects were asked to report symptoms and comment on the
effectiveness of each condition in producing sickness. All subjects found the paradigm
provocative and in general, subjects reported that larger peak angular velocities were more
provocative than smaller peak velocities within the range tested. No consistent differences
were noted between the two tested frequencies. However, the paradigm tended to produce
symptoms with a variable latency but consistently rapid onset which made even these
experienced subjects anxious about their ability to control their symptoms.
Pilot experiment number three was designed to solve the procedural problems discovered in
pilot experiments 1 and 2. A manual tasking paradigm and brief rotation period were used
to induce motion sickness symptoms in a more controllable fashion. Rotation with the
goggles was employed as a means to maintain the desired symptom levels during random
interval breathing. Subjects B, an experienced subject, and Subject D, a naive subject,
participated in approximately 1.5 hr sessions. While seated, relaxed, and stationary, each
subject undertook a twelve minute segment of random interval breathing. Subjects were
then fitted with the prism goggles and undertook provocative tasking including writing,
drawing, and stacking cans and a brief period of rotation. Upon reaching moderate levels
of motion sickness and maintaining them for ten minutes, subjects were rotated in the chair
at a frequency of 0.1 Hz and a peak velocity of 120 degrees/second. They were instructed
to close and open their eyes as necessary to control and maintain symptom levels. When
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they were comfortable in maintaining their symptoms in this fashion, subjects undertook a
twelve minute sequence of random interval breathing. Subjects were monitored as to their
ability to maintain symptoms and to follow the breathing sequence. On completion,
subjects were asked to comment on the same. Neither subject reported or demonstrated
difficulty in following the random breathing cues while not motion sick. Both subjects
attained moderate symptom levels within 1 hour of tasking. Subject B demonstrated and
reported no difficulty in completing a 12 minute segment of random breathing while
rotating and maintaining symptoms. Subject D's symptoms increased slightly during
rotation but she reported and demonstrated close attention to following the breathing
pattern.
Based on pilot experiments 2 and 3, it was concluded that sinusoidal rotation while wearing
the prism goggles was a sufficient stimulus for inducing and maintaining motion sickness
during random interval breathing. However, it did not allow for as close control over the
onset of symptoms as simple coordinated tasking with goggles did. Therefore, it was
desirable to use rotation with goggles for maintaining symptoms once they were first
developed but not for original development of symptoms.
The final experiment protocol described in Section 4.1.4 was designed to take advantage of
these findings.
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IV Methods
This chapter is divided into two major sections. The first section describes the motion
sickness experiments, and the second outlines the analysis techniques applied to the data.
4.1 Primary Motion Sickness Experiment
4.1.1 Subjects
Potential subjects participated in a screening interview designed to identify any obvious
vestibular, cardiovascular, or gastrointestinal disorders. The interviewers guideline is
included in Appendix A. Three potential subjects were rejected on the basis of their
responses to the interview. Accepted subjects were briefed on the details of the experiment
and were given an information package including a Motion Sickness Questionnaire,
Magnitude Estimation Instructions, Symptom Definitions List, and Subject Instruction
Sheet. The motion sickness questionnaire was designed to provide greater detail in regard
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to the subjects motion sickness history. The Magnitude Estimation Instructions outlined
for the subject the technique to be used in symptom reporting. (Details of the technique are
provided in Section 4.1.3.) The list of symptom definitions provided standard terminology
for the subject to use in reporting symptoms. The Subject Instruction Sheet listed a number
of requests for limiting subject activity on the day of the experiment. These instructions
served to protect the subjects and to control a number of variables which could confound
our measurements and analyses. They are similar to those used in previous studies
(Eagon, 1988). Subjects were asked: (1) to eat their normal meal between 12:00 and 12:30
PM on the day of the experiment and to eat nothing thereafter, (2) to consume no
medications or alcohol for 24 hours prior to the experiment, (3) to drink no coffee, tea or
cola and to not smoke for twelve hours prior to the experiment, (4) to avoid heavy exercise
six hours prior to the experiment, and (5) to get a normal night's sleep on the night before
the experiment. Copies of all forms are provided in Appendix A.
On the day of the experiment, s'ubjects were asked to arrive at 3:30 PM. They were again
briefed on the nature of the experiment and were asked to sign an approved Informed
Consent Document (Appendix A). A questionnaire was given to verify the subjects
adherence to the instructions and the subject's general health. (Appendix A)
4.1.2 Physiological Recordings
Three physiological signals, electrocardiogram (ECG), instantaneous lung volume (ILV)
and electrogastrogram (EGG), were recorded during the experiment. EGG, a measure of
abdominal biopotentials, was recorded as part of a companion study (Blanford, 1990;
Blanford and Oman, 1990). It required the placement of three electrodes on the subject's
abdomen and did not interfere with the recordings of ECG and ILV important to this study.
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Electrocardiogram was recorded from bipolar surface electrodes arranged to record
approximately standard primary leads. A Hewlett-Packard Model 78203A ECG monitor,
mounted on the instrumentation shelf, was used to filter and amplify the ECG signal. Of
Leads I, II, and III, the lead with the qualitatively most distinguishable QRS complex was
recorded (most often, Lead II). The output from the ECG monitor was routed through
chair slip rings to one channel of an FM tape recorder (Hewlett-Packard Model 3964A).
Instantaneous lung volume was recorded via inductance plethysmography. A Respitrace
(Ambulatory Monitoring Systems, Inc. model 10.9020 with transducer model 10.7000)
was mounted on the instrumentation shelf and a single recording belt was positioned about
the subjects chest. The ILV signal from the Respitrace was routed through slip rings to a
second channel on the FM tape recorder. The respitrace signal was calibrated periodically
using an 800 cc Spirobag (Ambulatory Monitoring Systems, Inc., model 10-4026). While
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Figure 4.1: Schematic diagram of physiological recording apparatus. Lung volume and ECG were
monitored on an oscilloscope and recorded to FM tape for off-line processing. EGG was directly.
filtered and digitized for a companion study.
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ILV was recorded, subjects inhaled moderately, exhaled into the bag and held for five to
ten seconds and then inhaled from the bag and held again. In this way, two constant levels
of lung volume separated in magnitude by 800 cc were recorded. The process was
typically repeated twice at each calibration.
Tape speed of the FM recorder was 1 7/8 inches per second which provided for recording
bandwidth of 625 Hz for both signals. Both ECG and ILV were monitored in real-time on
an oscilloscope (Tektronics Model 2225). A schematic of the recording apparatus is
provided in Figure 4.1.
4.1.3 Symptom Monitoring
Throughout the experiments motion sickness signs were monitored by two experienced
observers. Symptoms were monitored by subjects. They were reported verbally by use of
standard definitions when possible and were continuously quantified by use of Magnitude
Estimation. Magnitude Estimation is a numerical technique for reporting bodily sensations.
It relies on subjects to report relative levels of sensations using a numerical ratio scale.
Stevens (1959) demonstrated that humans can reliably estimate magnitudes of the
sensations produced by stimuli such as sound, electric shock or vibrations using ratio
scales. When subjects were provided with a standard stimulus intensity, they were able to
give consistent estimates of subsequent sensation intensities relative to the standard.
Variations of the technique have been applied to motion sickness symptom reporting in
studies by Bock and Oman (1982), Eagon (1988), and Rague (1987), among others.
When applied to nausea, the technique calls for subjects to choose a level of nausea which
they consider "halfway to vomiting" and assign it a numerical value. All reports of nausea
are then to be made proportional to this standard. Thus, a doubling of the numerical report
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is taken to indicate a doubling of nausea intensity. Although motion sickness involves a
more complex stimulation and presumably more complex sensory modalities, than
situations studied by Stevens, subjects are generally'comfortable applying the technique
and after some experience they give seemingly consistent estimates of their discomfort.
(Bock and Oman, 1982; Eagon, 1988; Rague, 1987)
The technique applied in this thesis the same as that used by Eagon (1988) with the
exception that subjects were instructed to rate only their 'nausea' levels and not their
'overall discomfort'. Thus, in the current experiments, milder motion sickness symptoms
Figure 4.2: Schematic diagram of remote symptom reporting mechanism. Subjects control a dial
mounted on the chair to indicate their present symptom level. Symptom reports are monitored
remotely by the experimenter on a desk top meter.
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such as headache or fatigue are not included in the magnitude estimates. Therefore, a
numerical rating in this experiment presumably involves at least as much and probably
more nausea than an equal rating in Eagon's experiment. The technique differs from that of
Bock and Oman (1982), or Rague (1987) in that subjects were not exposed to motion
induced nausea immediately prior to the experiment. Subjects' standard definitions of
nausea level "halfway to vomiting" were derived from their memories of past experiences
with nausea. This level was assigned the numerical value "five" and all subsequent reports
were made relative to this standard.
During much of the experiment, subjects gave verbal reports of their magnitude estimates.
However, during random interval breathing segments, the subjects were required not to
speak. They reported their symptoms by turning a dial mounted on the arm of the chair.
The level of 5 was indicated on the dial face plate. Each click of the dial changed their
current magnitude estimate by one-half. Dial position was fed electrically to a meter on the
experimenters table. The experimenter repeated the current estimates aloud periodically to
insure the proper level was recorded. The system is illustrated schematically in Figure 4.2.
4.1.4 Experiment Protocol
The experiment protocol which follows was approved by the MIT Committee on the Use of
Humans as Experimental Subjects (MIT-COUHES 1293). The rotating chair and reversing
prism goggles described in Section 3.2.2 were used. A time line of the protocol is
illustrated in Figure 4.3. Complete experimental sessions lasted between 3 and 4 hours.
Once subjects gave written informed consent, they were instrumented for physiological
recordings and were seated in the Barany chair (Section 3.2.1). They remained in the chair
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Figure 4.3: Time line of the experimental protocol indicating the three Random Interval Breathing
(RIB) segments. Typical experiment duration was 3.5 hr.
throughout the experiment. The experiment protocol and symptom reporting were
reviewed, and cued breathing was briefly practiced.
During the first one-half hour of each experiment, baseline EGG was recorded for the
companion study (Blanford, 1990; Blanford and Oman, 1990) as subjects sat relaxed.
EGG recording continued throughout the experiment. Instantaneous lung volume (ILV)
and electrocardiogram (ECG) were recorded during three separate Random Interval
Breathing (RIB) segments. The ILV signal was calibrated either prior to or immediately
after each RIB segment.
RIB segments were completed in the same manner as that developed by Berger (1989b). A
fifteen minute sequence of randomly spaced tones was prerecorded on cassette tape for
playback during each experiment. The same sequence of tones was used during each RIB
segment. The tones were generated by computer and were separated by intervals derived
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from a modified Poisson distribution with a mean rate of 12 breaths/minute (refer to
Section 2.3.3, Figure 2.10). The distribution was proposed by Berger et al. since the
energy in a sequence of Poison intervals is constant over all frequencies. The modified
distribution disallows intervals outside the range of 1 to 15 seconds but, as Berger et al.
show; despite this modification the process remains quite broad band. During each RIB
segment, subjects were instructed to initiate an inspiratory-expiratory cycle each time they
were cued by a tone. The first RIB segment was preceded by a two minute sequence of
tones spaced equally at the same mean rate of 12 breathes/minute. During this time subjects
were able to settle on a comfortable depth of respiration. The second and third RIB
segments were preceded by 20 to 30 seconds of constant interval breathing.
During the first RIB segment, subjects were seated and the chair was stationary. During
the second segment, subjects remained seated but the chair was rotated sinusoidally about
an earth vertical axis. The chair peak velocity was 120 degrees/second at a frequency of
0.1 Hz. At this rate, a full 360 degrees of rotation was completed in each half cycle.
After these two control recordings, subjects were fitted with the prism goggles (Section
3.2.2) and the retractable work surface was lowered in front of them. Subjects began a
series of coordinated tasks designed to induce motion sickness in most subjects within
approximately one-half hour. The tasks are similar to those described by Eagon (1988)
with the exception of his head movement protocol.
The first task was to complete a one page questionnaire (Appendix A, identical to that used
by Eagon, 1988). The questionnaire was printed mirror reversed so that it appeared normal
to the subject. It required that the subject exercise eye-hand coordination in writing simple
words, copying simple pictures, and solving simple math problems. This task was
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performed for a maximum of fifteen minutes. Subjects were not required to complete the
entire questionnaire in this time.
The second task was can structure building. A schematic drawing representing 15 soda
cans arranged in a particular stacked structure was placed in front of the subject. (Photo-
reduced copies of the schematics are provided in Appendix A.) Fifteen empty soda cans
were placed on the right side of the work surface. Subjects were instructed to use one hand
to move one can at a time from the right side of the work surface to the left side, building
the structure represented in the drawing as they did so. When the first structure was
complete or 5 minutes elapsed, any remaining cans were moved to the left side of the work
station and a second schematic drawing was presented. The subject was asked to repeat the
process except this time building the new structure by moving one can at a time from left to
right. Again, the subject was allowed five minutes to complete the structure. A complete
can structure protocol required repetition of this process until a total of ten structures were
attempted.
The third tasking protocol involved copying drawings and solving simple mathematical
problems on a white-board. A 2 by 3 foot white board marked with two drawings and four
mathematical problems was positioned in front of the subject. The subject was provided
with a marker and was asked to replicate the drawings and solve the problems.
Upon completion of the white board task, the subject completed a sequence of two more
can structures and then repeated the white board task with new drawings and problems.
The process of white board work followed by two can structures was repeated, as
necessary, for the remainder of the tasking period.
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Subjects who reached a level of nausea which they estimated to have a magnitude of
between 3 and 4 (where 5 is "halfway to vomiting"), were asked to moderate their activity
in order to maintain but not exceed these symptoms. They were instructed, in the
therapeutic value of closing their eyes and holding their heads still, and were asked to try to
apply these techniques to control their symptom level. While their symptom levels
remained between 3 and 4 they were instructed to continue tasking, but when their
symptoms began to increase above this level they were to stop tasking, relax and close their
eyes until symptoms began to subside.
The tasking period was ended under one of four conditions: (1) the subject reported and
maintained for fifteen minutes, a sickness level between 3 and 4 on the magnitude estimate
scale, (2) one and one-half hours of tasking was completed, (3) the experimenter opted to
terminate the session in the best interest of the subject, and (4) the subject chose to
withdraw from the experiment.
Subjects who were able to continue the experiment, participated in the final RIB segment.
The table top was retracted and the same chair rotation profile used in RIB segment two
was repeated. In this case however, subjects were motion sick and continued wearing the
prism goggles. Subjects were instructed to hold their heads motionless against the headrest
and to try to maintain symptom levels of 3 to 4 by opening and closing their eyes. During
the first few cycles of rotation, subjects were allowed to again become comfortable with
controlling their symptoms. Symptoms were reported non-verbally using the chair
mounted system described in Section 4.1.3. The third and final RIB segment was
completed as subjects rotated while maintaining the desired symptom level.
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4.2 Analysis
The objective of the data analysis was to estimate and compare the transfer functions of ILV
to IHR under the three different experimental conditions represented by the three RIB
sessions. The first step in the analysis was to sample the data to computer and extract
sequences of ILV and IHR representative of each condition (Section 4.2.1 and 4.2.2). The
second step was to estimate the transfer and coherence functions (Section 4.2.3). The third
and final step was to quantitatively compare the transfer functions (Section 4.2.4 and
4.2.5).
4.2.1 Digitization
Electrocardiogram and instantaneous lung volume signals were replayed from FM tape and
were digitized through a 12 bit analog to digital (A/D) converter for computer analyses
(Masscomp MC-500). Hardware constraints and timing considerations necessitated that
both signals be sampled at the same rate. Neither signal contains significant power above
100 Hz, so in order to satisfy Nyquist's criterion and thus preserve signal integrity, a
sampling rate of 200 Hz would suffice. However, in order to allow for accurate
determination of temporal locations of heart beats without the requirement of interpolation,
a sampling rate of 360 Hz was used (refer to Berger, 1987, for further discussion). Each
signal was passed through a six pole Butterworth (anti-aliasing) filter with cutoff frequency
of 180 Hz prior to sampling.
Instantaneous lung volume signals were digitally filtered and decimated down to an
effective sampling rate of 3 Hz. (Decimation is completed using an efficient four stage
algorithm described by Berger (1987)) Instantaneous heart rate signals were derived from
the ECG.
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4.2.2 Estimating Instantaneous Heart Rates
Many different algorithms have been proposed for estimating instantaneous heart rates. All
of the algorithms require the detection and timing of individual heart beats. Since the QRS
complex or, more specifically, the R peak is the most easily distinguishable component of
the ECG of a single heart beat, most algorithms begin with detection of R peaks. The time
between two consecutive R peaks is defined as an R-R interval (Figure 4.4). Perhaps the
simplest algorithm for estimating instantaneous heart rate is to take the inverse of a series of
R-R intervals. However, such a technique provides estimates of heart rate on a per beat
basis and therefore provides a series of estimates unevenly spaced in time. It is desirable to
work with a true time series in the sense that samples of heart rate are at constant time
intervals (and, therefore, spectra and transfer functions have units per Hz).
Instantaneous heart rates were calculated as described by Berger et al. (1986) Their
technique provides IHR estimates evenly spaced in time, at any chosen frequency, and
avoids problems of bias and time delay accompanying other techniques (refer to Berger,
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Figure 4.4: Sketch of an electrocardiogram of two heart beats indicating the P,Q,R,S, and T wave
segments and the R-R interval.
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Figure 4.5: Calculation of Instantaneous Heart Rate (IHR) (a) a segment of ECG signal (b) the
instantaneous heart rate samples corresponding to the ECG signal. The number of RR intervals
within the local window centered at tl is given by: RR[t 1] = a/12 and at t2: RR[t 2] = b/13 + c/14.(modified from Berger et al., 1986)
1986, for further discussion). In this study the sampling frequency, Fs (equivalently the
inverse of sampling period, 1/Ts) was chosen as 3 Hz for synchrony with the ILV signal.
The estimate of IHR, IIR[n] , at the nth sample point is given by:
IHR[n] = RR[n] _ Fs x RR[n] (4.1)
2 Ts 2
where RR[n] is the number of RR intervals, including fractional intervals, which are
contained in the time interval between the (n-1)th and (n+1)th sample points. Thus,
IHR[n] is calculated as the number of RR intervals within a local window, divided by the
duration of the local window. (for further discussion refer to Berger, 1986) Sample
calculations are demonstrated in Figure 4.5 (from Berger, 1986).
Two 1024 point (5.69 min. at 3 Hz) paired sections of the ILV and IHR signals were
extracted from each 15 minute random interval breathing segment for each subject. Each
ILV[n] data sequence was calibrated using the calibration data most closely associated with
each RIB segment. Figure 4.6 depicts a flow chart of the data processing involved in
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Figure 4.6: Flow graph indicating the steps applied to derive six paired
ILV and IHR data segments for each subject
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obtaining these paired sections. The six paired data sections will be referred to as
ILVc1[n], IHRc1[n] :
ILVc2[n], IHRc2[n] :
ILVr1[n], IHRr[n] :
ILVr2[n], IHRr2[n] :
ILVs1[n], IHRs1[n] :
ILVs2[n], IHRs2[n] :
First segments from stationary control segment
Second segments from stationary control segment
First segments from rotating control segment
Second segments from rotating control segment
First segments from rotating post stimulus segment
Second segments from rotating post stimulus segment
Each of these pairs was used to estimate one ILV to IHR transfer function. Thus, a total of
six transfer functions (two from each of three experimental conditions) were estimated for
each subject.
4.2.3 Calculating Individual Transfer Functions
Each transfer function was estimated as follows (Figure 4.7). Autocorrelation functions,
Rulk] and RHH[k], of the paired finite data segments ILV[n] and IHR[n], respectively,
were estimated by
N -k -1
RHHIk = 1 I IHR[n ] HR[ n + k]
N-Ik| ~
* k -
N-IkI -1
*N-IkI n=O
1-N < k < N-1
1-N < k < N-1
where data points in each segment are indexed from one n=O to n = N-1=1023.
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and
(4.2a)
(4.2b)
Similarly, the crosscorrelation, RHH[k] between ILV[n] and IHR[n] was estimated by
I =NI ILV[n] IHR n+k] 0 <k< N-1
N -k n= 0
RLE[k] =- (4.3)I 1N- Y ILV[n] IHR[n+Ik ] ; l-N<k<O
N -k| n= -k
where, again, data points in each segment are indexed from n=O to n=N-1=1023. In this
case separate definitions for the cases k > 0 and k < 0 are required since the indices of
ILV[n] and IHR[m] are not interchangeable. Note that the auto- and crosscorrelation
functions are estimated at 2047 different lags and therefore these time series are 2047
(instead of 1024) points long.
Since the auto- and crosscorrelation function estimates are based on finite data records,
there is significant variance in the estimates. Furthermore, as Iki approaches N, the
correlations are based on fewer data points and therefore the variance of the estimates
increase as IkI increases. Application of a window to the correlation functions prior to
calculating power spectra or cross spectra serves to reduce the variance of the spectral
estimates at the expense of spectral resolution and bias. A Gaussian window of the form
w[k] = e(k T,) / 2" ; -N < k < N-1 (4.4a)
was applied to each autocorrelation and crosscorrelation function. A value of Ot = NTs/47t
= 27.16 was used. This value provides roughly a 14% decrease in the variance of the
spectral estimates from that of their unwindowed levels (Berger, 1987). Jenkins and Watts
(1968) have shown that the effective frequency resolution of the windowed spectra is
decreased by a factor of 1/Q where
N-1
Q - 1 N W2[k ]Ts (4.4b)
NTs k=1-N
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Figure 4.7: Flow graph indicating the steps applied to estimate each transfer function from one
paired ILV and IHR data segment.
For the Gaussian window defined above, Q = 141 and therefore, effective spectral
resolution is reduced by approximately seven times. As a result, independent frequency
samples are separated by approximately 0.01 Hz. Windowing also introduces an
estimation bias in the form of a tendency toward underestimation of spectral peaks and
overestimation of spectral valleys.
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[ t
Samples of the power spectra of IHR[n] and ILV[n] and the cross-spectrum between the
two were calculated as
SLL f j = Ts DFT(RLL[ k ] w[ k]) (4.5a)
SH[f Ts DET(HH[ k] w[ k]) (4.5b)
and
SLIf Ts DF(R'LH[ k] w[ k]) (4.5c)
respectively, where DFT() is a 2048 point Discrete Fourier Transform operator.
In practice, efficient Fast Fourier Transform (FFT) algorithms are used in calculating both
the correlation function estimates and the power spectrum estimates (refer to Berger, 1987).
Finally, the transfer function and coherence function are estimated as
H[ f SL I f I (4.6a)
SHHf]
and
Y2[f] = (4.6b)
SHH fI SLLfI
Following the method outlined above, six transfer function estimates per subject were
calculated from the six ILV-IHR pairs. Henceforth they will be referred to as follows:
Hc 1[f ] : First estimate from stationary control segment
Hc2[f ] : Second estimate from stationary control segment
Hrl [f ] : First estimate from rotating control segment
Hr2[f ] : Second estimate from rotating control segment
Hsl[f ] : First estimate from rotating post stimulus segment
Hs2[f ] : Second estimate from rotating post stimulus segment
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Although 3 Hz sampling rate allows estimation of the transfer functions from 0 to 1.5 Hz,
generally only the first one third (or 1024/3 ~ 342 sample points) of the transfer function
(0.0 to 0.5 Hz) was considered accurate and physiologically meaningful (Berger, 1987).
4.2.4 Calculating Group Average Transfer Functions and Confidence Intervals
In the interest of identifying consistent changes in the transfer functions between the three
conditions, group average transfer functions with confidence intervals were calculated.
The nonsick, stationary condition was represented by an average of all Hcl and Hc2
transfer functions. The nonsick and rotating condition was represented by an average of all
Hrl and Hr2 transfer functions from the subject population. Finally, the motion sick and
rotating condition was represented by an average of all Hc 1 and Hc2 transfer functions.
The algorithm for computing these pooled estimates was developed by Berger and
colleagues (personal communication) and is similar to that described by Berger (1987).
The development that follows closely parallels that given by Berger (1987) with the
exception that magnitude and phase components (as opposed to real and imaginary parts) of
the transfer functions are treated independently.
The maximum likelihood formulation for computing the group means weights each estimate
by the reciprocal of its variance. The average magnitude, <IH[f]I>, and average phase,
<i>, (assumed independent) are given by
I [fi
(Ii[f I) = 1 HIf] (4.7 a)M
S=I lH iif I
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and
IM i f]( H) ] ~ ' (4.7 b)*
=1 1
i = I Ga [f ]
where the index, i, iterates across the M individual estimates to be included in the average.
The variance in each individual estimate of the magnitude and phase (as a function of
frequency) are denoted CHiilfI and o 4f], respectively. These variances are unknown and
must themselves be estimated.
Berger distinguishes two components of these variances, the estimator variances, it[f ]
and 7t1H:II 1, and the population variances, P[If] and PHi[f 1. The estimator variances
characterize the error inherent in the estimation procedure itself as a function of frequency
for a particular transfer function. Berger (1987, personal communication), using results
from Jenkins and Watts (1968), has demonstrated that the estimator variances can be
approximated,through use of the coherence function, as
2 H i[f ] =Ii if 12 2 f2, (0.68) (4.8 a)PIp 2 Yg ]
and
2 "'22
pilf] =  i1 [f] sin-1  2 f2, -(O.68) (4.8b)
where f2,g-2(0. 6 8 ) is a number such that
Prol{F2,W-2 < f2, -2 (0.68)] = 0.68 (4.9)
where F2,p-2 is the F distribution with 2 degrees of freedom in the numerator and g-2
degrees of freedom in the denominator. The value of the constant, 9, is the number of
* In practice, due to the periodic nature of phase, direct solution to equation 4.7b involves
calculation of the roots of an Mth order equation and selecting the proper root as solution.
A computationally less burdensome approach is typically used. The average phase is taken
to be the phase of a weighted vector sum of unit vectors. Each unit vector has the same
phase as one of the original vectors in the average. Each is weighted by the inverse of its
total variance. This algorithm gives similar results to that of direct solution of 4.7b
(Berger, personal communication).
73
degrees of freedom in the chi-squared distributions characterizing the spectral estimates. It
is a function of the window used in the spectral estimation process and is equal to 14 in this
analysis (Berger, 1987; Jenkins and Watts, 1968).
The population variances, Po[f ] and PiHilf], characterize the variability in the ansfer
function estimates due to individual differences across the population. They can be
approximated by
M
PH[f M 1 HI[f - (I f])] (4.1Oa)
and
P M- 1 df- (4.1Gb)
However, equations 4.10a and 4.10b employ the group average magnitude and phase
which are unknown and their estimation depends on knowledge of the population
variances. An iterative approach to simultaneously solving equations 4.7 and 4.10 is
possible, however, Berger (1987, personal communication) has successfully demonstrated
a less computationally burdensome approach. For the purposes of estimating these
population variances, the group averages were temporarily estimated using equations 4.7a
and 4.7b with equal weights. That is, all variances were temporarily taken to be equal, to
allow approximation of (H [f 1 ) and 3 [f 1). Using these approximations, P2[f] and
P H were calculated.
The total variance was then taken as the sum of the estimator variance and the population
variance. That is,
HI = HUif ] + p2 Hf4.la)
and
[ = tIf]+ p2ff] (4.11b)
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Group average transfer magnitude and phase were then recalculated using these variances
as the new weights in equations 4.7a and 4.7b.
The standard error of the group means were then given by
oif] = 1 (4.12a)
1 /HIiIf]
= 1
and
oaNf] = 1 (4.12b)
4.2.5 Comparing Transfer Functions for Individuals
The method developed by Berger (1987, personal communication) and described in the
previous section, allows quantitative comparisons between group average responses to the
three experimental conditions. In order to make such comparisons for individual
responses, a different approach was taken. Recall that for an individual, two transfer
functions representing each of the three experimental conditions were calculated. Two
distinct comparisons between these transfer functions were made. First, to assess changes
due to rotation, the stationary control segments (Hcl [f] and Hc2[f]) were compared with
the rotating control segments (Hr1[t] and Hr2[f]). Second, in order to assess changes due
to motion sickness, the rotating control segments (Hr I[f] and Hr2[t]) were compared to the
rotating, motion sick segments (Hsi(f] and Hs2[f]). Both of these comparisons were
made in the same manner.
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The first step was to obtain independent samples of each transfer function. As mentioned
in Section 4.2.3, adjacent frequency samples are correlated due to the windowing
procedure incorporated in the spectral estimation. Transfer function samples separated by
0.01 Hz (or, equivalently, by seven discrete samples) are mostly uncorrelated. Arithmetic
(complex) averages across blocks of seven samples were calculated for each transfer
function as follows:
j =+3
H[Fi] = I H[fi+ j]; i = 4,11,18,25....,333,340 (4.13)
j = -3
where the 1024 samples of the transfer function between 0 and 1.5 Hz are denoted
sequentially by H[fi], H[f2], H[f 3], ..., H[fo24].The H[Fi] are taken as independent
estimates of the transfer function at frequencies, Fi. Only the first one-third of the transfer
function is used. Thus, forty-nine independent samples of the transfer function between 0
and 0.5 Hz were obtained.
To test the null hypothesis that rotation has no effect on an individual's transfer function
estimates, the following statistic was calculated at each independent frequency, Fi:
(Hri[Fi] - Hei[Fi] 2 Hr2[FiI - Hc2[Fi] 2
CrIIFi] = ' ' 2_j ' (4.14)(HrI[Fi] - Hr2[Fii 2 + Hci[Fi] - Hc2[Fl] 2
Under the null hypothesis, the four transfer function estimates Hci[Fi], Hc2[Fi], Hrl[Fi]
and Hr2[Fi] are realizations of the same random process. This process has unknown
variance a 2 . Under this hypothesis, each of the four squared differences in the ratio is
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distributed as a chi2 with one degree of freedom (chi 12). * The sum of two chi 12 statistics
is distributed as chi2 2 , and the ratio of two chi2 2 is distributed as F with 2 degrees of
freedom in both the numerator and denominator (F2,2). Thus, under the null hypothesis,
the statistic, Cr[Fi], is distributed as a F2,2. (Note that in practice, the value of a2 is not
needed to calculate Cr[Fi] since the factors 2a 2 cancel.)
A similar statistic was calculated to test
Cs[Fi], was calculated as
(Hsi[FI] - Hrl[FI 2
CJFJ = '(Hsi[FI] - Hs2[Fi] 2
for effects of motion sickness. The statistic,
2
+ (Hs2[Pi - Hr2[ ij
' 2
+ Hri[Fi] - Hr2[FII 2
Under the null hypothesis that motion sickness has no effect on the transfer function,
Cs[Fi] is also distributed as F2,2.
* The distribution of each squared difference may be derived as follows. Each H[Fi] under
the null hypothesis is one realization of a random process. For simplicity the two
realizations in each squared difference will be denoted generally as Xi and X2.
- 2 ((X 2 X)+ - X2)F ; where X is the sample mean
((X 1- 2)+ (X X2) _ (XI - X0 + XI - XXR - X2)+ (X - X22
2(y2 2(Y2
(XI -Xf + 2(X1
Finally,
and (X 1 -X) =( - X2) so
-XXX - X2) +( - X2F _ 4Xj -X)2 2(X 1 - XY
202 202 02
X - XF 
-
2
G2 2 ('X
which is distributed as chil 2 . [Rice, 1988, pp. 172-3]
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(4.15)
For each subject, Cr[Fi] and Cs[Fi), were plotted as functions of frequency, Fi, and the
distributions of their magnitudes were plotted as histograms. Comparison to the F2,2
distribution were made to assess significance of effects.
In order to assess the sensitivity of the analysis to the assumption that independent
frequency samples of the transfer function are separated by 0.01 Hz, the process was
repeated assuming a separation approximately half as large (0.0044 Hz or equivalently 3
discrete samples). The calculations were identical to those above except that the H[Fi] were
calculated as:
j =+1
H[Fi] = Y Hfi + j] ; i = 2,5,8,11 ...., 338,341 (4.16)
J = -1
In this case 114 independent samples of the transfer functions between 0 and 0.5 Hz were
obtained. Equations 4.14 and 4.15 were used to calculate the new Cr[Fi] and Cs[Fi].
Again, Cr[Fi] and Cs[Fi] were plotted as functions of frequency and the distributions of
their magnitudes were plotted as histograms.
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V Results
5.1 Subject Information and Motion Sickness Levels
Eighteen subjects each participated in one experiment session. Seven subjects were female
and eleven were male. The average subject age was 22.3 years (min 18 yr; max 30 yr,
average female 22.29 years; average male 22.36 years). All subjects were non-smokers
and reported no medical problems. All reported not using any medication or consuming
any alcohol within 24 hours of the experiment session. All reported consuming no coffee,
tea or cola within twelve hours of the experiment session and undertaking no exercise
within 6 hours of the session. Each had a normal night's sleep on the evening prior to the
experiment and had their usual meal between three and four hours prior to the session. All
experiments began between 3:30 and 4:30 PM.
Subject genders, ages, experience, self ratings of susceptibility and experiment endpoints
are provided in Table 5.1. Subjects were categorized as either experienced or not
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experienced based on whether they had previously participated in motion sickness
experiments. Self ratings of susceptibility were taken from Section C of the Motion
Sickness Questionnaire completed by each subject prior to the experiment. Experiment
endpoints were denoted as either 'Normal', 'Time', 'Abort' or 'Emesis'. 'Normal'
experiment endpoint was reached if the subject attained symptoms which were estimated as
magnitude 3 or greater and maintained symptoms near this level for 15 minutes prior to and
during the final random interval breathing segment. 'Time' endpoint was reached if a
subject competed 1.5 hours of tasking without developing significant symptoms. 'Abort'
endpoint indicates that the experiment was aborted prior to completion of the tasking
period. 'Emesis' endpoint was reached if a subject vomited prior to completion of the
tasking period despite all efforts to prevent such occurrence. Two subjects (13 and 14)
reached the Time' endpoint, two (subject 15 and 16) reached the 'Abort' endpoint and two
SUBJECT GENDER
NUMBER
I F
2 F
3 M
4 M
5 F
6 M
7 M
8 F
9 M
10 F
11 M
12 F
13 M
14 M
15 M
16 F
17 M
18 M
Table 5.1 Subject Information
AGE EXPERIENCE SELF RATEDSUSCEPTIBILITY
19 No Immune
23 No Immune/Less
19 No Less
25 Yes Less
24 No Average
25 No Less
20 No More
24 No Average
20 No Less
19 No Immune
18 No Less
22 Yes Average
28 Yes Less
30 Yes More
19 No Average
25 No Average/Less
19 No Less
23 Yes Average
EXPT
ENDPOINT
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Time
Time
Abort
Abort
Emesis
Emesis
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(subject 17 and 18) reached the 'Emesis' experiment endpoint. The remaining twelve
subjects (1 through 12) reached the 'Normal' endpoint. No consistent relationships are
evident between the parameters in Table 5.1. In particular, neither age, gender, experience
or self rated susceptibilities were predictive of experiment endpoint.
Analyses were conducted on the sub-population of twelve subjects who achieved a
'Normal' experiment endpoint (six male, six female; age 18-25 yr, avg. 21.5 yr).
Magnitude estimates of nausea for these subjects are plotted in Figure 5.1. Statistics of the
magnitude estimates are given in Table 5.2. Most subjects controlled their symptoms
closely about a mean level between 3 and 4 on their magnitude estimate scale. Subjects 3
and 10 reported slightly higher levels and Subjects 2 and 7 reported slightly lower levels.
Table 5.2 Magnitude Estimation Statistics for 'Normal' Subjects
during the final RIB Segment
MAGNITUDE ESTIMATE OF NAUSEA
SUBJECT STANDARD
NUMBER MEAN DEVIATION MINIMUM MAXIMUM
1 3.8 0.5 3 4
2 2.5 0.3 1 3
3 4.3 0.6 4 5
4 3.0 0.9 2 4
5 3.0 0.0 3 3
6 3.3 0.4 1 4
7 2.0 0.7 1 3
8* 3.9 0.8 3 5
9 3.1 0.7 2 4
10 4.1 0.4 4 5
11 3.7 0.6 3 5
12 3.4 0.5 3 4
* Subject 8 completed only 8 minutes of the final RIB segment
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Figure 5.1: Time course of Magnitude Estimates of Nausea for 'Normal' Subjects
(t =0 corresponds to the start of provocative tasking)
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Subject 8 completed only 8 minutes of the final RIB segment. The group mean magnitude
estimate level during the final RIB segment was 3.4 (standard error 0.65).
Each of the twelve subjects showed significant signs of sickness (evident to two
experienced observers) such as pallor and sweating. During the tasking period, when
verbal reports of symptoms were possible, or retrospectively, after the final RIB segment,
each subject reported other symptoms of sickness accompanying their nausea. Seven of
twelve subjects reported sweating, seven reported subjective feelings of warmth or cold,
four reported increased salivation, four reported fatigue and all reported feelings of
"fullness in the throat".
5.2 Sample Heart Rate and Lung Volume signals
For each of the twelve subjects except Subject 8, six paired ILV and IHR data segments
(ILVc1-IHRc1, ILVc2-IHRc2, ILVri-IHRri, ILVr2-IHRr2, I1LVs 1-IHRs 1 and ILVs2 -IHRs2)
were extracted (Figure 4.6). Due to the limited duration of Subject 8's final RIB segment,
ILVs2 and IHRs2 could not be calculated. Sample plots of ILV and IHR time series and
their power spectra are given in Figure 5.2 (data from Subject 1). The random breathing
pattern is evident in the plots of the ILV time series. The effective broadening of the
frequency content of ILV is evident in the power spectra.
5.3 Individual Transfer Function Estimates
In Figures 5.3 through 5.14, plots of the magnitude, phase and coherence of the six
transfer functions, Hcl, Hc2, Hrl, Hr2, Hsl and Hs2, are given for the twelve 'Normal'
subjects. Note that Hs2 was not calculated for subject 8 due to the limited duration of the
final RIB segment.
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Figure 5.2: Six paired IHR-ILV data segments and their associated power spectra (Subject 1).
Note random breathing pattern and effective broadening of ILV spectra. IHR time series are in
units bpm vs minutes and spectra are bpm 2 vs Hz. ELV time series are in units liters vs minutes
and spectra are liters 2 vs Hz.
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5.4 Group Average Transfer Functions
Group average transfer function plots with error bars calculated from the data from the
'Normal' group are given in Figure 5.15. Figure 5.15a is the group average for the non-
sick, stationary RIB segment. Figure 5.15b is the group average for the non-sick, rotating
RIB segment. Figure 5.15c is the group average for the motion sick, rotating RIB
segment. The transfer function magnitudes are not significantly different from one another
over any band of frequencies between 0.0 and 0.5 Hz. The transfer function phases appear
to differ only over the frequency band of 0.0 to 0.03 Hz. Specifically, the transfer function
from the motion sick condition tends to drop off from 0.0 radians toward -2.0 radians
while the non-sick cases tend to increase from -1.5 radians toward -1.0 radians and then
drop back toward -2.0 radians. Note that these trends are simply approaches from different
directions toward essentially zero phase. Furthermore, at these very low frequencies, the
transfer function estimates are generally not reliable as they are associated with low
coherence. Thus, the group average transfer function estimates are not significantly
changed due to rotation or motion sickness.
5.5 Comparison of Transfer Functions for Individual Subjects
In Figures 5.16-5.26, Cr (A) and Cs (B) (Equations 4.14 and 4.15) are plotted as a
function of frequency and their distributions are plotted as histograms for 11 of the 12
subjects in the 'Normal' group. (Cs and Cr were not calculated for Subject 8 due to the
incomplete data set.) Plots are shown for two different assumptions: (1) that independent
frequencies are separated by 7 discrete samples (0.01 Hz) and (2) that independent
frequencies are separated by 3 discrete samples (0.044 Hz). No significant differences in
the appearance of Cr or Cs are evident between the two cases. Thus, within reasonable
limits the analysis is not sensitive to this choice.
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Figure 5.3: ILV to IHR Transfer function and coherence estimates for Subject I from (A) nonsick
stationary RIB segment (B) nonsick rotating RIB segment and (C) motion sick rotating segment
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Figure 5.4: ILV to IHR Transfer function and coherence estimates for Subject 2 from (A) nonsick
stationary RIB segment (B) nonsick rotating RIB segment and (C) motion sick rotating segment
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Figure 5.5: ILV to IHR Transfer function and coherence estimates for Subject 3 from (A) nonsick
stationary RIB segment (B) nonsick rotating RIB segment and (C) motion sick rotating segment
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Figure 5.6: ILV to IHR Transfer function and coherence estimates for Subject 4 from (A) nonsick
stationary RIB segment (B) nonsick rotating RIB segment and (C) motion sick rotating segment
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Figure 5.7: ILV to IHR Transfer function and coherence estimates for Subject 5 from (A) nonsick
stationary RIB segment (B) nonsick rotating RIB segment and (C) motion sick rotating segment
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Figure 5.8: ILV to IHR Transfer function and coherence estimates for Subject 6 from (A) nonsick
stationary RIB segment (B) nonsick rotating RIB segment and (C) motion sick rotating segment
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Figure 5.9: ILV to IHR Transfer function and coherence estimates for Subject 7 from (A) nonsick
stationary RIB segment (B) nonsick rotating RIB segment and (C) motion sick rotating segment
ISO ,TRANSFER PHASE
90-
0-
-90-
-180i
1.0 COHERENCE
0.0 0.1 0.2 03 0.4 0.5
HERTZ
0.0 0.1 0.2 63 0.4 055
-90-
-180
A. Hcl[f]
50- TRANSFER MAGNmJDE
40-
30-
20
10-
0.0 0 1 3 0 4 0.5
180- TRANSFER PHASE
~90-
G -90
-180
1.0 COHERENCE
0.0 0.1 0.2 0.3 0.4 0.5HERTZ
Hc2[f]
50- TRANSFER MAGNIUDE
30-
20
10
0.0 0.1 0.2 6 3 0 4 5
O -90j10-
TRANSFER PHASE
COHERENCE
0.0 0.1 0 0.3 0.4 0 .5
HERTZ
HrI[f]
50- TRANSFER MAGNTMDE
40-
30-
20-
10
0.0 .1 0-.2 OL3 OL14 0.5
11 0- TRANSFER PHASE
02
1.0- COHERENCE
0.0 01 0.2 0.3 0.4 0.5
HERTZ
Hr2lf ]
50 TRANSFER MAGN'UDE
40
30
20
10
0 
.40.0 01 0. 03 . 0.5
18 01 TRANSFER PHASE
.90
-180.
COHERENCE
1000.0 0. 0.2 0.3
HET
04 0.5
C. Hs1[f]
50 TRANSFER MAGNITDE
A'40-30-
20-
10-
0.0 01 0.2 0.3 0.,4 0.5
1I
,
01 TRANSFER PHASE
0-I
Hs2[f]
Not Calculated due to the
limited duration of the final
Random Breathing Segment
1.0 COHERENCE
0.0
0.0 0.1 0.2 0.3 0.4 0.5
HERTZ
Figure 5.10: ILV to IHR Transfer function and coherence estimates for Subject 8 from (A) nonsick
stationary RIB segment (B) nonsick rotating RIB segment and (C) motion sick rotating segment
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Figure 5.11: ILV to IHR Transfer function and coherence estimates for Subject 9 from (A) nonsick
stationary RIB segment (B) nonsick rotating RIB segment and (C) motion sick rotating segment
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Figure 5.12: ILV to IHR Transfer function and coherence estimates for Subject 10 from (A) nonsick
stationary RIB segment (B) nonsick rotating RIB segment and (C) motion sick rotating segment
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Figure 5.13: ILV to IHR Transfer function and coherence estimates for Subject 11 from (A) nonsick
stationary RIB segment (B) nonsick rotating RIB segment and (C) motion sick rotating segment
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Figure 5.14: ILV to IHR Transfer function and coherence estimates for Subject 12 from (A) nonsick
stationary RIB segment (B) nonsick rotating RIB segment and (C) motion sick rotating segment
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Group Average Transfer Function:
Motion Sick, Rotating Subjects (N=23)
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Figure 5.15: Group average transfer functions with error bars for
'Normal' subjects during (A.) non sick stationary RIB segment (average
of all Hllf and Hc2[f) (B.) non sick rotating RIB segment (average of
all Hrl[fl and Hr2[fI) and (C.) motion sick rotating RIB segment
(average of all Hsl[fI and Hs2[fJ). (current and previous page)
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Figure 5.16: Subject 1 Statistics Cr (A) and Cs (B). plotted as functions of frequency and as
histograms of magnitudes for two choices of independent frequency separations, i. Histograms
have units of count per bin vs bin mean. Histograms can be normalized by dividing by the total
number of values included. (49 for i=7, 114 for i=3).
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Figure 5.17: Subject 2 Statistics Cr (A) and Cs (B). plotted as functions of frequency and as
histograms of magnitudes for two choices of independent frequency separations, i. Histograms
have units of count per bin vs bin mean. Histograms can be normalized by dividing by the total
number of values included. (49 for i=7, 114 for i=3).
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Figure 5.18: Subject 3 Statistics Cr (A) and Cs (B). plotted as functions of frequency and as
histograms of magnitudes for two choices of independent frequency separations, i. Histograms
have units of count per bin vs bin mean. Histograms can be normalized by dividing by the total
number of values included. (49 for i=7, 114 for i=3).
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Figure 5.19: Subject 4 Statistics Cr (A) and Cs (B). plotted as functions of frequency and as
histograms of magnitudes for two choices of independent frequency separations, i. Histograms
have units of count per bin vs bin mean. Histograms can be normalized by dividing by the total
number of values included. (49 for i=7, 114 for i=3).
103
A
30 -
20-
10-
V
30
20
10
0
0
B
30
20[
10-
0 h
0
1
0
I m, , ,
r, -A"M
50
Cr vs frequency (i=7)
0.2 0.4
Histogram (i=7)
11
0.6
30
20
10
0
100
Cr vs frequency (i=3)
) 0.2 0.4 0.
Histogram (i=3)
50 It
10 20 30 0 10 20 30
DHr
Cs vs frequency (i=7)
- -i
0.2 0.4
Histogram (i=7)
30
20
10
0
0.6
50
10 20 30
(
0.
0
Cs vs frequency (i=7)
) 0.2 0.4 0.
Histogram (i=3)
6
10 20 30
DHs
Figure 5.20: Subject 5 Statistics Cr (A) and Cs (B). plotted as functions of frequency and as
histograms of magnitudes for two choices of independent frequency separations, i. Histograms
have units of count per bin vs bin mean. Histograms can be normalized by dividing by the total
number of values included. (49 for i=7, 114 for i=3).
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Figure 5.21: Subject 6 Statistics Cr (A) and Cs (B). plotted as functions of frequency and as
histograms of magnitudes for two choices of independent frequency separations, i. Histograms
have units of count per bin vs bin mean. Histograms can be normalized by dividing by the total
number of values included. (49 for i=7, 114 for i=3).
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Figure 5.22: Subject 7 Statistics Cr (A) and Cs (B). plotted as functions of frequency and as
histograms of magnitudes for two choices of independent frequency separations, i. Histograms
have units of count per bin vs bin mean. Histograms can be normalized by dividing by the total
number of values included. (49 for i=7, 114 for i=3).
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Figure 5.23: Subject 9 Statistics Cr (A) and Cs (B). plotted as functions of frequency and as
histograms of magnitudes for two choices of independent frequency separations, i. Histograms
have units of count per bin vs bin mean. Histograms can be normalized by dividing by the total
number of values included. (49 for i=7, 114 for i=3).
107
A
5020
10
0
B
30
201
10
0
30
20
10
A
0
Iw -
t' k
Cr vs frequency (i=7)
0.2 0.4
30
20
10
01
30.
20.
10.
- -I
I
30
20
10
0
0.6
10 20 30
100,
50
Cr vs frequency (i=3)
-A
0 0.2 0.4 0.
Histogram (i=3)
6
0 1 u - I -,-I0 10 20 30
MAr
Cs vs frequency (i=7)
-,L IM
0.2 0.4
30
20
10,
0
0.6
Histogram (i=7)
- -
10 20 30
Cs vs frequency (i=7)
ALIiA
0
100,
50
0
0.2 0.4
Histogram (i=3)
10 20
0.6
30
MAs
Figure 5.24: Subject 10 Statistics Cr (A) and Cs (B). plotted as functions of frequency and as
histograms of magnitudes for two choices of independent frequency separations, i. Histograms
have units of count per bin vs bin mean. Histograms can be normalized by dividing by the total
number of values included. (49 for i=7, 114 for i=3).
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Figure 5.25: Subject 11 Statistics Cr (A) and Cs (B). plotted as functions of frequency and as
histograms of magnitudes for two choices of independent frequency separations, i. Histograms
have units of count per bin vs bin mean. Histograms can be normalized by dividing by the total
number of values included. (49 for i=7, 114 for i=3).
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Figure 5.26: Subject 12 Statistics Cr (A) and Cs (B). plotted as functions of frequency and as
histograms of magnitudes for two choices of independent frequency separations, i. Histograms
have units of count per bin vs bin mean. Histograms can be normalized by dividing by the total
number of values included. (49 for i=7, 114 for i=3).
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Under the null hypothesis that there is no change in the transfer function due to rotation, Cr
is distributed as F2,2. Similarly under the null hypothesis that there is no change in the
transfer function due to motion sickness, Cs is distributed as F2,2. The 95% significance
level for the F2,2 distribution is 19.0 the 90% significance level is 9.0 and the 75%
significance level is 3.0. A plot of the F2,2 distribution is given in Figure 5.27.
A wide band of frequencies with Cr or CS values above 19.0 would indicate a significant
difference (with 95 % confidence) in transfer functions due to rotation or motion sickness,
respectively. In the plots versus frequency, a number of subjects exhibit large values
(outliers) of Cs and Cr at a few discrete frequencies or over a few small frequency bands.
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However, these outliers occur in limited number and there are no peaks in the Cr or Cs
plots that reappear at the same frequency in different subjects*. Therefore, in general, the
outliers are consistent with the null hypothesis. Further, the plots of Cr and Cs as
histograms appear similar to the F2,2 distribution (Figure 5.27) as they are expected to
under the null hypothesis. Thus, the analyses of individual transfer functions indicate no
significant changes due to rotation or motion sickness in any individual subject.
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* If peaks in Cr or Cs were associated with the same frequencies in different subjects, they
could not be interpreted as resulting from randomly occurring outliers and therefore would
not be consistent with the null hypothesis. A frequency dependent effect would be
indicated.
VI Discussion
6.1 The Development of Motion Sickness
The experiment protocol was successful in eliciting motion sickness symptoms in sixteen
of eighteen subjects. Further, twelve of these sixteen subjects were able to control their
symptoms around a moderate level during random interval breathing. The success of the
paradigm was due, in part, to the moderate levels of symptoms induced in subjects.
Although magnitude estimates presumably represent slightly different subjective feelings in
different subjects, it has been our experience that when magnitude estimates above 5 are
attained, avalanching of symptoms toward the vomiting endpoint becomes more likely.
Rarely do symptoms avalanche from levels of 3 or 4 to culminate uncontrollably in
vomiting. However, above levels of 5, a single nauseogenic stimulus (such as a single
head movement) may lead rapidly to vomiting despite all subsequent efforts of the subject
or experimenter. Ethical considerations and the desire to avoid inducing severe nausea,
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retching or vomiting, therefore required that subjects attempt to maintain only moderate
symptoms near 3 or 4 on their magnitude estimate scales.
The concern therefore arises over the severity of sickness experienced by the twelve
'Normal' subjects during the final RIB segment. The average level of sickness reported
during the segment varied to some degree between subjects (Table 2.1). Furthermore, a
magnitude estimate of 3 or 4 for one subject is probably not the same as that for other
subjects. However, the level of symptoms maintained by each subject presumably did
involve significant nausea. The presence of significant motion sickness is further
supported by subjective reports and/or objective observations of signs and symptoms such
as pallor, sweating and feelings of 'fullness in the throat' (Section 5.1). None of the
twelve 'Normal' subjects experienced the retching or vomiting which is associated with
severe motion sickness.
Thus, data from the final RIB segment is representative of subjects in moderate but perhaps
not severe motion sick conditions. It is reasonable therefore to interpret the ILV to IHR
transfer functions from the final RIB segment as representative of ANS cardiac control
balance in moderately motion sick subjects. Comparisons between transfer functions from
the three segments should allow identification of autonomic effects associated with rotation
and with moderate motion sickness.
6.2 Analysis of Transfer Functions
Two techniques were used to compare transfer functions and each was designed to meet
specific criteria.
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The first technique, pooling transfer functions to generate group averages, was designed to
identify changes in the transfer function magnitude and phase which were consistent over
the population. It treats magnitude and phase components independently and accounts for
differences in the coherence function both in calculation of the averages and in estimation of
confidence intervals. It does not, however, take advantage of the paired nature of the data
sets. That is, in averaging the transfer functions across different subjects information
concerning trends characteristic of individual subjects is lost.
The second technique, calculation of Cr and Cs (Equations 4.14 and 4.15), was developed
to identify differences in the complex transfer functions between two conditions for a single
subject. It is a more powerful statistical test for two reasons. First, it takes advantage of
the paired nature of the data sets and second, it does not assume independence of
magnitude and phase. However, this technique treats all transfer function estimates (at all
frequencies between 0.0 and 0.5 Hz and for all conditions) with equal confidence. That is,
it does not explicitly account for differences in the coherence functions (the measure of
confidence in the transfer function estimates). Therefore, the test results should be
interpreted carefully with particular regard for not over-interpreting large values found in
frequency bands associated with low coherence in one or more of the transfer functions.
For example, in ILV to IHR transfer functions the frequency band between 0.0 and 0.05
Hz is typically associated with low coherence, and therefore values of Cr or Cs found in
this frequency band may be unreliable. Although this second test is a more powerful
statistical test, physiological interpretation of significant results may be more complicated.
The pertinent physiological models are based on analyses of magnitude and phase
differences in the transfer functions (Section 2.3.3). Therefore, if a significant difference
is identified between the complex transfer functions, using Cr or Cs, the transfer functions
must then be decomposed into their magnitude and phase components in order to relate the
changes to their underlying physiological cause.
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6.3 Physiological Interpretation
The experiment results indicate that neither rotation nor motion sickness was associated
with changes in the group mean or in any individual's ILV to IHR transfer function.
Physiological interpretation of these findings relies on the model of Saul et al. (1989)
discussed in Section 2.3.3 and presented in Figure 2.13. The model is reproduced in
Figure 6.1.
As indicated in Section 2.3.3, four model parameters, Ap, As, mean vagal rate and mean
sympathetic rate may be varied to independently affect the transfer function. In order to
generate their simulations of supine and standing transfer functions, Saul et al. chose the
model parameters to be consistent with the current knowledge of autonomic responses
associated with posture change. That is, mean vagal rate and depth of modulation, Ap.
were set higher for the supine condition than for the standing condition. Mean sympathetic
Measured
Lung Volume
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Autonomic SA Node
Integration
TR Vagus LPF
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o r - Heart
Central
Respiratory A y eFR
Drive S 0 Os
Figure 6.1: Respiration to heart rate transfer function model (from Saul et al., 1989) The low pass
filter (LPF) characteristics of the sympathetic and parasympathetic pathways in the SA node are
dependent on the mean neural firing rates of each division.
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firing rate and depth of modulation, As, were set lower for the supine condition than for the
standing condition. Within these restrictions, the parameters were then chosen to provide
transfer functions which matched the experimental data.
In the exploratory analysis of autonomic responses to motion sickness, no a priori
restrictions are placed on the model parameters. However, no changes were identified in
the experimental transfer functions. Therefore, to simulate the three experimental
conditions, either (1) no changes should be made in the model parameters between
conditions or (2) changes in the model parameters between conditions must not alter the
overall transfer relations. The question, then, is whether model parameters can be altered
and yet effect no change in the overall transfer characteristics.
In Figure 6.2, the transfer characteristics of the parasympathetic and sympathetic pathways
through the sinoatrial node are plotted for a number of mean firing rates (from Berger et al.,
1989b). At all mean firing rates, the sympathetic pathway has non-zero transfer magnitude
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Figure 6.2: Transfer magnitudes for parasympathetic and sympathetic stimulation at the sinoatrial
node. (Note differences in scale) (from Berger et al., 1989b)
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only below 0.1 Hz. while the parasympathetic pathway has non-zero transfer magnitude
throughout the range below 0.5 Hz. Therefore, it is clear that the depths of modulation Ap
or As could not be modified in such a way as to exhibit no change in the overall ILV to
IHR transfer function. If, for example, the depth of modulation of parasympathetic
stimulation, Ap, were increased, no change in the other model parameters could
compensate for increased gains which would be seen at frequencies above 0.1 Hz.
However, it is also clear that changes in the shape of the transfer function due to changes in
mean firing rates may be subtle. If such changes occurred they could effect little change in
the overall ILV to IHR transfer characteristics. However, in most situations, increases in
mean firing rates are expected to be associated with increases in depths of modulation (or
variability) of the firing rates. Therefore the gain parameters Ap and As are taken as
indicative of the relative levels of parasympathetic and sympathetic control of heart rate
fluctuations (Berger, 1987; Chen et al., 1986; Saul et al., 1989; Appel., 1989a). Under
this assumption, the parameters of the model could not be altered in such a way as to leave
the overall 1LV to IHR transfer function unchanged.
Therefore, no change in the ILV to IHR transfer functions between the three experimental
conditions may be taken to indicate no change in the model parameters. Thus, it may be
concluded, neither rotation nor motion sickness is associated with changes in the relative
roles of the parasympathetic and sympathetic divisions in control of heart rate.
It is not particularly surprising that autonomic modulation of heart rate in seated subjects is
unaffected by sinusoidal rotation about an earth vertical axis. Rotation rates were most
likely not rapid enough to generate accelerations which would significantly affect the
distribution of blood volume or blood flow in the seated subjects. The cardiovascular
strain induced by the motion was presumably insignificant and autonomic counteractions
were not warranted.
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It may surprise many, however, that no significant shift in autonomic modulation of heart
rate was detected in association with motion sickness. This result is in direct opposition to
the findings of Ishii et al (1987). As described in Section 2.2.2, Ishii et al. reported trends
in the coefficient of variation (CV) of RR interval as motion sickness was induced in
squirrel monkeys. Three major distinctions must be drawn between the paradigm used in
their experiment and the one used in this experiment. First, Ishii et al. explored the entire
range of motion sickness symptoms up to and including the point of vomiting and they
report that the most consistent and significant changes in CV occurred just prior to
vomiting. Subjects 1 through 12 did not experience these severe symptoms and therefore
this experiment provides no evidence concerning the role of the ANS in the severe phases
of sickness. Activation patterns associated with severe sickness may differ. Second, Ishii
et al. did not control or record respiration. If the monkeys tended to begin panting as
vomiting became eminent, the change in CV of RR intervals could be due to the changing
respiratory effect on heart rate. In other words it may be that what Ishii et al. identified
were not changes in the parameters of the control system but rather changes in the input to
the system. That is, the changes in CV may be due solely to changing respiratory patterns
and not to changing levels of autonomic activation. The transfer function estimation
technique applied in our study specifically eliminates this problem. Thirdly, the possibility
of species dependent differences in cardiovascular responses must be considered.
The results are also not in accord with the models discussed in section 2.2.2. The three
broad models discussed were (1) generalized sympathetic activation during sickness, (2)
parasympathetic activation during sickness, and (3) sympathetic over stimulation leading to
parasympathetic rebound as vomiting became eminent. If a generalized sympathetic
activation accompanied the development of moderate motion sickness, the transfer function
from the motion sick condition would be expected to exhibit greater magnitude at low
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frequencies (< 0.1 Hz) and perhaps decreased magnitudes at higher frequencies. No such
trends were evident either in individuals or in the population mean. If a generalized
parasympathetic activation accompanied the development of motion sickness, a relative
increase in the magnitude throughout the associated transfer function would be expected.
Again no such increases were identified. It is more difficult to draw comparisons to the
third model. In these experiments, subjects were generally in what would be considered
the early to middle stages of sickness. Therefore, the model would seem to predict that
subjects were experiencing effects of sympathetic over stimulation. The transfer function
estimates do not support this assertion. All three of these models involves a generalized
activation of the ANS. To the extent that no changes were identified in ANS control of
heart rate, any model involving generalized ANS activity is not supported by the transfer
function data.
The models described in Section 2.2.2 all assume that the ANS exerts diffuse, body wide
effects as in a stress type response. This is a classic model for autonomic activity which is
based on the idea that the sympathetic nervous system exerts body wide control. That is,
the system is presumed to be described by a single parameter termed 'sympathetic tone'
which is a measure of the global activity level of the system. A functional model
representing this pattern of activation is given in Figure 6.3 (modified from Wallin, 1986).
Autonomic outflow is generally viewed as arising from a central control (in large part, the
hypothalamus) to produce similar shifts in autonomic outflow throughout the body.
Supraspinal and spinal reflex responses are also assumed to be expressed in all effector
organ systems. In Figure 6.3, these characteristics are functionally represented by a single
control pathway which is affected by reflexive feedback and influences all organ systems
with identical activation patterns.
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Figure 6.3: Classic functional model of sympathetic nervous outflow. Note that all organ
systems receive the same central control outflow which is modulated by reflex feedback. (modified
from Wallin, 1986)
If the control model in Figure 6.3 is accurate, then a lack of change in sympathetic outflow
to one organ system would necessitate that all organ systems exhibit no change. This does
not seem to be the case during motion sickness. No change was detected in the autonomic
modulation of heart rate during these experiments. However, the presence of motion
sickness symptoms such as pallor and sweating suggests that sympathetic outflow to the
blood vessels and sweat glands in the skin may have increased.
As indicated in Section 2.3.3, microneurographic studies demonstrate that the sympathetic
nervous system, in particular, can exert very narrow, isolated control (Wallin et al., 1986).
For example, sympathetic nerves in the skin and in muscle demonstrate dissociated activity.
The more recent knowledge of autonomic outflow characteristics and the current
experimental results suggest a different model for the role of the ANS in the development
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Figure 6.4: New functional model of sympathetic outflow. Note that different subgroups of organ
systems may receive different central control outflow and respond independently to supraspinal
reflexes. Spinal reflex modulations, however, may be closely associated in different subgroups. It
is suggested that during motion sickness skin sympathetic activity may increase while muscle and
cardiac sympathetic activity remain unchanged. (modified from Wallin, 1986)
of motion sickness. A new functional model of sympathetic outflow proposed by Wallin
(1986) is illustrated in Figure 6.4 (modified from Wallin, 1986). In this model, different
subgroups of organ systems receive independent control from central mechanisms.
Subgroups of organ systems are comprised of organs involved with similar control
functions. Organs within a subgroup receive similar sympathetic outflow. Different
subgroups may receive different central control outflow and may be effected independently
of one another by supraspinal reflex control loops such as the baroreceptor reflex. Finally,
spinal reflex loops tend to effect a more global control which is apparent only in the
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absence of more central control activity. These characteristics are functionally represented
in Figure 6.4 by a number of control pathways, some of which involve specific supraspinal
reflex feedback.
The current experiment results may be explained on the basis of the model in Figure 6.4.
During motion sickness, increased sympathetic outflow to the skin may occur through one
pathway independently of sympathetic activity in muscle and cardiac nerves. The increase
in skin sympathetic activity would elicit the sweating and pallor seen in many subjects
during sickness. Since skin sympathetic activity is known to be sensitive to arousal
stresses, it may be that the skin response is evoked by an emotional arousal stress
associated with motion sickness. Cardiac sympathetic activity, on the other hand, may not
be affected during motion sickness. In the model of Figure 6.4, this is explained if cardiac
sympathetic outflow is dissociated from skin sympathetic outflow. Since the two organ
systems are involved in different primary control tasks and since cardiac outflow is
influenced by baroreceptor feedback while skin sympathetic activity is not (Wallin, 1986),
it may be reasonable to assume such a dissociation.
The model presented in Figure 6.4 is speculative but it is consistent with the current
experiment results. The results suggest that motion sickness is not accompanied by
changes in autonomic modulation of heart rate but that it is accompanied by other seemingly
autonomic manifestations. Thus, it seems that the ANS does not exert global changes
during the development of motion sickness but rather it effects more localized, organ
specific manifestations.
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Vil Summary and
Conclusions
A series of experiments were conducted on human volunteers to investigate the role of the
autonomic nervous system in the development of motion sickness. A new technique
exploiting the relationship between respiration and heart rate was applied to assess
autonomic activity.
It is widely accepted that respiration influences heart rate and that its influence is mediated
through autonomic mechanisms. In a series of studies, involving pharmacological
blockades of the autonomic subsystems, Dr. Cohen and colleagues, at MIT, demonstrated
that the transfer function from instantaneous lung volume (ILV) to instantaneous heart rate
(IHR) provides information concerning relative levels of parasympathetic and sympathetic
activity. Further, they developed an experimental technique which allows accurate
estimation of the transfer function over the range of 0.0 to 0.5 Hz. The technique termed,
Random Interval Breathing (RIB) requires that subjects breathe in sequence with a fifteen
minute series of randomly occurring auditory cues.
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Motion sickness was induced in the laboratory using a pair of reversing prism goggles and
a rotating chair. Each of eighteen subjects (ages 18-30 yrs, 11 male, 7 female) participated
in one four hour experimental session. Control recordings of instantaneous lung volume
(ILV) and electrocardiogram (ECG) were made during two random interval breathing
segments. During the first segment, subjects were seated motionless and during the second
they were seated rotating about an earth vertical axis. Each subject was then fitted with a
pair of prism goggles which reverse the left-right visual field and performed a series of
coordinated tasks until pre-specified moderate levels of motion sickness were attained.
When moderate symptoms were reached, subjects were asked to close their eyes as they
were again rotated about an earth vertical axis. They were instructed to open their eyes if
symptom levels dropped and re-close their eyes when the desired level was regained.
Through repetition of this process, a relatively constant, moderate level of sickness was
maintained. Lung volume and ECG were recorded during this motion sick condition as the
subject completed a third random interval breathing sequence.
ILV to IHR transfer functions were calculated from segments of data collected during each
of the three RIB segments. Comparisons of individual and group mean transfer functions
from the two non-sick conditions with each other and with known standards, indicate no
detectable shift in autonomic cardiac control due to rotation. Similar comparisons between
the two rotating conditions indicate no consistent and significant shift in autonomic tone
due to motion sickness. It was therefore concluded that moderate motion sickness is not
accompanied by changes in the autonomic outflow controlling heart rate.
The lack of an identifiable shift in autonomic cardiac control is not in accord with models of
motion sickness involving generalized autonomic activations. In particular, the results are
at variance with the widely held notion that motion sickness can be viewed as a generalized
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stress response. However, the presence of possibly autonomic manifestations such as
pallor and sweating in bodily organ systems other than the heart indicates that the ANS may
act independently at different organ systems during motion sickness. A new functional
model of autonomic outflow during motion sickness was presented. Based on the work
reviewed by Wallin et al. (1987), it was postulated that a number of sympathetic pathways
act independently during the expression of moderate motion sickness. It was suggested
that many of the outwardly visible symptoms of motion sickness, particularly pallor and
cold sweating, may be due to increased sympathetic outflow to skin effector systems.
Conversely, sympathetic outflow in pathways associated with muscle and cardiac organ
systems was postulated not to change significantly during motion sickness.
The development of moderate motion sickness does not involve a significant change in
autonomic control of heart rate. Therefore, motion sickness does not involve a
widespread, generalized activation of the autonomic nervous system. Rather, it is
postulated that the ANS plays a more discrete organ specific role in the development of
sickness in which, for example, skin effector systems exhibit significant changes in ANS
activity but cardiac systems do not.
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Vill Recommendations
In this study, the ILV to IHR transfer function was applied to assess autonomic activity.
Numerous studies have demonstrated the sensitivity of the transfer function to changes in
autonomic activity (Section 2.3.3). However, the transfer function remains an
investigational measure and has not yet been widely used. Therefore, a null result, such as
that described in this thesis, is rendered somewhat questionable. One way to support the
results of this study is to demonstrate a change in the transfer function, due to a well
understood stress (ie. change from supine to standing posture), in the same subjects in
which no change is found due to motion sickness. It is therefore recommended that future
studies applying transfer function techniques to explore ANS activity during motion
sickness or other "stresses" should include a supine vs standing comparison.
A second recommendation also concerns future application of the transfer function
estimation technique to assessing autonomic responses to stresses. The possibility of
shortening random interval breathing segments should be investigated. If accurate and
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meaningful transfer function estimates can be attained from shorter duration random
breathing segments the technique may have broader application. Particularly in situations
which are uncomfortable or dangerous to subjects (ie. motion sickness, increased
gravitational stresses), the fifteen minute duration segments may be excessive.
The results of this work suggest a new direction for experiments in motion sickness
physiology. In order to assess autonomic activity during motion sickness, direct
recordings from muscle and skin sympathetic nerves could be made. A dissociation
between muscle sympathetic and skin sympathetic activity during motion sickness would
support the hypothesis that motion sickness involves dissociated, organ specific autonomic
contributions. Furthermore, direct neural recordings would provide a running time course
of sympathetic activity rather that the effectively discrete sampling provided by transfer
function estimation.
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SESSSION NO. 1
SCREENING INTERVIEW QUESTIONS
TRANSFER FUNCTION ANALYSIS OF AUTONOMIC REGULATION
DURING MOTION SICKNESS
SUBJECT: TODAY'S DATE:
The following questions are to be asked of potential subjects in a telephone or in person interview. The
answers to these questions will be used only for screening of subjects. Subjects are to be excluded from the
study if the answers to these questions reveal a possible biasing of experimental results or an unusually
high risk to the subject resulting from his or her participation. The interviewer should record the subjects
responses by circling the appropriate response and noting any comments and explanations.
INSTRUCT SUBJECT: I will need to ask a number of questions regarding your medical and motion
sickness history. Your answers will be treated in the strictest confidence.
1. Subjects Age: GENDER: LEFT OR RIGHT HANDED
2. Have you ever been diagnosed with a heart or lung disorder? NO YES
If yes, EXCLUDE.
3. Do you experience frequent heart palpitations or abnormal beats? NO YES
If yes, how often?
If greater than daily, EXCLUDE.
4. Have you ever been diagnosed with Diabetes, Epilepsy or Aids? NO YES
If yes, EXCLUDE.
5. Are you a smoker or ex-smoker? NO YES If yes, what and how frequently?
If yes, Marginal Exclusion.
6. Have you ever been diagnosed with a gastrointestinal disorder such as an ulcer, hiatus hernia,
carcinoma or recently diagnosed with gastritis? NO YES If yes, EXCLUDE.
7. Do you frequently have abdominal pain or discomfort which is relieved by antacids or food?
NO YES If yes, EXCLUDE.
8. Have ever had an unexplained episode of nausea and/or vomiting? NO YES
If yes, when? If recently, EXCLUDE.
9. Have you recently suffered a loss of appetite or unusual weight loss? NO YES
If yes, marginal exclusion.
10. Do you have a hearing defect? NO YES
If yes suspect vestibular defect.
11. Have you ever experienced a persistent noises in your ears continuing for more than a few
moments? NO YES If yes, suspect vestibular defect.
12. Have you ever experienced repeated episodes of disorientation or vertigo while not in a moving
vehicle? NO YES If yes, suspect vestibular defect.
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SESSSION NO. 2
If suspect vestibular defect (from 10-12), pursue with:
Do you have trouble walking outside at night? NO YES
Do you ever have spells of dizziness? NO YES
Have you ever had surgery for otosclerosis? NO YES
Have you ever been diagnosed with a vestibular defect?
If yes, or if high suspicion of vestibular defect, EXCLUDE.
13. Have you ever experienced motion sickness before?
14. If you have experienced motion sickness, how long does it usually take for you to recover
completely when the motion stimulus is removed?
If long, suspect high susceptibility and pursue by asking for examples of when subject
experienced sickness. EXCLUDE those who describe very high susceptibility (ie. such that
symptoms may be hard to control.)
15. Is your vision better than 20/50 after correction with contact lenses (if necessary) ? (Glasses may
not be worn during the experiment.) YES NO If No, EXCLUDE.
16. Are you presently taking any medications? If yes, what type?
Exclude for drugs with central nervous effects(ie. antihistamines or anti-seizure medications).
17. Have you recently been under the care of a psychiatrist? If yes, be concerned about
paranoids or schizophrenics who may be problem subjects.
WHEN QUESTIONING IS COMPLETED:
If subject does not warrant exclusion, schedule a session.
Remind him/her of the following instructions and inform him that an instruction packet will be mailed. If
a face to face interview, the subject can immediately be provided a packet
A. Please read the Motion Sickness Symptom Definitions.
B. Please read the Magnitude Estimation Instructions.
C. Please fill out the Motion Sickness Questionnaire.
D. Prior to the experimental session please try to do the following:
1. On the day of the experiment, please eat your normal meal between and ,
and eat nothing thereafter prior to the experiment.
2. Please take no medications for 24 hours prior to the experiment.
3. Please consume no alcohol for 24 hours prior to the experiment.
4. Please drink no coffee, tea or cola, and do not smoke for 12 hours prior to the
experiment.
5. Try to avoid heavy exercise for 6 hours prior to the experiment.
6. Try to get a normal night's sleep the night before the experiment.
TJM 4/18/89
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SUBJECT NO.
MOTION SICKNESS QUESTIONNAIRE
This questionnaire is designed to help us assess your susceptibility to motion sickness and the types of
motion which have been most effective in causing your motion sickness. The form is divided into three
parts. Section A is concerned with your childhood experiences of motion sickness (prior to the age of 12),
Section B deals with your experience since the age of 12 and Section C asks you to estimate your present
overall susceptibility to motion sickness.
Please try to accurately complete all sections.
confidence.
SUBJECTS NAME:
Your replies to all questions will be treated in the strictest
DATE:
adapted from (Eagon, 1987 and Reason and Brand, 1975)
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SUBJECT NO. 2
SECTION A
All questions refer ONLY to your childhood experiences with motion sickness (if any) and travel, where
childhood is defined as the period prior to 12 years of age. It is quite possible that you will have difficulty
recalling childhood motion sickness. Nevertheless, please try to answer the questions to the best of your
ability.
Put your answers to column 1 in column 1 of the table below; your answers to question 2 in column 2 and
so on.
1. Indicate approximately how often you travelled as a passenger on each of the following vehicles (before
age 12) by using the following numbers: 0 No experience 2 Between 5 and 10 trips
1 Less than 5 trips 3 More than 10 trips
Considering ONLY those types of transportation that you marked 1, 2 or 3 (i.e. those
travelled on as a passenger), go on to questions 2 and 3 below. Use the following letters
appropriate category of responses: N Never F Frequently
R Rarely A Always
S Sometimes
2. How often did you feel sick (e.g. queasy or nauseated) while travelling?
3. How often did you actually vomit while travelling?
that you have
to indicate the
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1 2 3
CARS
BUSES OR COACHES
TRAINS
AIRLINERS
AEROBATIC AIRCRAFT
LIGHT AIRCRAFT
SMALLOPENBOATS
BOATS WITH CABINS
SHIPS
GYM SWINGS
MERRY GO ROUND
ROLLER COASTER
OTHER SITUATIONS WHICH
MADE YOU MOTION SICK?
PLEASE SPECIFY TYPE.(USE REVERSE IF NECESSARY)
SUBJECT NO.
SECTION B
This section is concerned with your experiences of motion sickness and travel SINCE the age of 12. Please
try to answer the questions to the best of your ability. Put your answers to column I in column I of the
table below; your answers to question 2 in column 2 and so on.
1. Indicate approximately how often you travelled as a passenger on each of the following vehicles (before
age 12) by using the following numbers: 0 No experience 2 Between 5 and 10 trips
1 Less than 5 trips 3 More than 10 trips
Considering ONLY those types of transportation that you marked 1, 2 or 3 (i.e. those that you have
travelled on as a passenger), go on to questions 2 and 3 below. Use the following letters to indicate the
appropriate category of responses: N Never F Frequently
R Rarely A Always
S Sometimes
2. How often did you feel sick (e.g. queasy or nauseated) while travelling?
3. How often did you actually vomit while travelling?
SECTION C
In general, how would you grade your present susceptibility to motion sickness compared to others?
(Circle One.)
TOTALLY IMMUNE LESS SUSCEPTIBLE THAN MOST
MORE SUSCEPTIBLE THAN MOST
AVERAGE
EXTREMELY SUSCEPTIBLE
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1 2 3
CARS
BUSES OR COACHES
TRAINS
AIRLINERS
AEROBATIC AIRCRAFT
LIGHT AIRCRAFT
SMALL OPEN BOATS
BOATS WITH CABINS
SHIPS
GYM SWINGS
MERRY GO ROUND
ROLLER COASTER
PLEASE SPECIFY TYPE.(USE REVERSE IF NECESSARY)
MAGNITUDE ESTIMATION INSTRUCTIONS
We are interested in monitoring a number of physiological parameters during motion sickness. We will
attach electrodes to monitor electrocardiogram and abdominal biopotentials and a belt to measure
instantaneous lung volume as motion sickness symptoms develop. However, the most important
symptoms of motion sickness are uniquely subjective and cannot be measured with an instrument. We
therefore must rely on estimates which you make of the sensation intensity. We ask you to apply a
technique which is called "magnitude estimation". We will ask you to judge the intensity of the sensation
by comparing it to a "standard" intensity which you have previously experienced. You must then estimate
the ratio between the current sensation and your memory of the "standard." Subjects usually find
magnitude estimation to be an easy, natural method of reporting the intensity of sensation. Some subjects
are at first skeptical of whether meaningful reports can be obtained with such a simple method until they try
it and see how consistent their reports can be.
To give you the basic idea of magnitude estimation, try the following experiment which involves the
length of lines:
Suppose we say the "standard" line is one inch long, and we call this line "10". You must now recall the
image of a ruler or some such object which everyone in our culture has experienced.
Now suppose we present you with a line of unknown length:
If the standard is "10", how long is this line?
How accurate do you think your estimate is?
Now how long is this line?
Finally, how long is this one?
On this last one, if you find the line length ratio so small that it is difficult to judge, it is better to say that
the sensation (ie. the line) is present but is too small to judge.
We will ask you to use this same technique to report the intensity of your sensation in our motion sickness
tests. The only real difference is in the type of sensation being judged -- nausea. You will have to rely on
your memory of previous times that you have been nauseated in order to define your standard sensation
level. We expect that it may take a little time before you feel your memory of the standard has stabilized
and you believe your reports are consistent.
Once you begin to perform tasks while wearing the reversing prism goggles, after some time (depending on
your susceptibility), you will begin to experience symptoms, which may include stomach awareness or
discomfort, nausea, sweating, salivation, headache or dizziness. Most people are familiar with nausea
which can be defined as an unpleasant sensation, usually referred to the stomach, chest or throat which at
very high levels may eventually be associated with vomiting.
In this experiment, we want you to use the magnitude estimation technique to tell us about the intensity of
your nausea. We want to work with only slight to moderate sensation levels, in order to minimize any
chance that you will reach the point of vomiting, so do your best to tell the experimenter exactly how you
feel at all times. early in the experiment, we will show you that if you stop moving your head and close
your eyes, after a few moments, symptoms will rapidly subside. Once you have gained experience with
this, you will gain confidence that symptoms can be limited to acceptable levels throughout the experiment
with little difficulty. If at any time during the experiment, despite all precautions, you feel your symptoms
are getting intolerably high, stop head movements and close your eyes immediately. Do not wait for the
experimenter to so instruct you.
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At the outset of the experiment, the experimenter will ask you to choose a sensation magnitude of nausea
in the middle range of your experience or "halfway to vomiting." You should call this standard intensity a
"5" and try to remember how it feels. Your task will be to estimate the magnitude of your subsequent
sensation of nausea with respect to this standard. In other words, if you feel you sensation is half the
standard you should report 2.5, if it is double the standard, report a 10, and so forth. If you are not
experiencing the sensation say "absent."
We will review and practice the technique prior to the experimental session.
TJM 4/18/89 (adapted from Eagon, 1987, and Bock and Oman, 1982)
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SUBJECT INSTRUCTIONS AND SESSION SCHEDULE
SUBJECT: TODAY'S DATE:
Your Session has been scheduled for: SESSION DATE:
SESSION TIME: AT MIT, RM 37-146
The session should last between 3 and 4 hours. If a conflict arises which makes it impossible for you to
attend this session, please call to reschedule. -Tom Mullen in 37-219 @ 253-7805
in 37-155 @ 253-7509
IN PREPARATION FOR YOUR SESSION:
Please skim over the motion sickness symptom definitions which are attached. Most people are familiar
with the sensations experienced in motion sickness but terminology is rarely the same from person to
person.
Also, please read the Magnitude Estimation Instructions which are attached. We will employ the technique
as our primary measure of the time course of your symptoms. If you have questions, we can discuss the
technique when you arrive for the experimental session.
Please complete the enclosed motion sickness questionnaire and bring it to the experimental session.
Again, if you have questions, you can complete the questionnaire when you arrive for the session.
Motion sickness susceptibility may be affected by a variety of extraneous factors for which we want to
control as much as possible. Because this control is important we ask that on the following:
1. On the day of the experiment, please eat your normal meal between and ,
and eat nothing thereafter prior to the experiment.
2. Please take no medications for 24 hours prior to the experiment.
3. Please consume no alcohol for 24 hours prior to the experiment.
4. Please drink no coffee, tea or cola, and do not smoke for 12 hours prior to the
experiment.
5. Try to avoid heavy exercise for 6 hours prior to the experiment.
6. Try to get a normal night's sleep the night before the experiment.
7. Please bring or wear a loose T shirt to the experimental session.
Thank you for your participation.
enclosures:
Motion Sickness Symptom Definitions
Magnitude Estimation Instructions
Motion Sickness Questionnaire
TJM 4/18/89
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A BRIEF OUTLINE OF SYMPTOM DEFINITIONS
The following outline is meant to provide all subjects with the same definitions for common motion
sickness symptoms. We expect that most subjects are familiar with most of the terms but we provide the
outline to help insure that experimenter and subject are speaking the "same language" when symptom
reports are given. You may find some of these terms handy in reporting your own symptoms. As was
emphasized earlier, WE WISH YOU TO EXPERIENCE ONLY MODERATE SYMPTOMS. Early in the
experiment, we will demonstrate for you how to control your symptoms and you should avoid reaching the
point of severe nausea, retching or vomiting.
EPIGASTRIC AWARENESS - Sensation which draws attention to the epigastric area (stomach, throat
etc.) but is not uncomfortable
EPIGASTRIC DISCOMFORT - Sensation in epigastric region which is just becoming uncomfortable.
This is an intermediate report between epigastric awareness and nausea.
SLIGHT NAUSEA - Unpleasant sensation which can unequivocally be associated with vomiting but
vomiting is not imminent.
MODERATE NAUSEA - Same sensation as above except more intense (an intermediate report)
SEVERE NAUSEA - Vomiting is imminent if stimulation continues "beginning to reach for the bag"
RETCHING OR VOMITING - unproductive "dry heaves" or actual emesis
FLUSHING - an increased reddening of the skin color
SUBJECTIVE FEELING OF WARMTH - a sudden sensation of warmth of the body surface
PALLOR - blanching or paling of the skin color
SWEATING MILD - small specks of perspiration skin feels cool
MODERATE - an intermediate report beads of sweat are apparent
PROFUSE - rivulets or sheets of sweat are apparent
OTHER SYMPTOMS WHICH ARE SELF EXPLANATORY:
INCREASED SALIVATION
HEADACHE
DIZZINESS
DROWSINESS
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INFORMED CONSENT STATEMENT
TRANSFER FUNCTION ANALYSIS OF AUTONOMIC REGULATION
DURING MOTION SICKNESS
I have been asked to participate as a subject in a quantitative study of the pattern of autonomic regulation
during motion sickness. The stimuli to used are active head movements and passive rotation while wearing
left/right vision reversing goggles. I will be asked not to drink alcohol or take medication for 24 hours
prior to the experimental session, and not to drink coffee or other stimulants for 12 hours prior to the
experiment. I understand that during the testing, I will probably experience mild to moderate motion
sickness symptoms such as stomach discomfort, nausea, pallor, sweating or drowsiness and that these
symptoms may-persist for some time after the session. I will attempt to report my symptoms to the
experimenter who will be simultaneously noting my objective symptoms. Conventional disposable surface
electrodes may be applied to my chest and abdomen to record electrocardiogram and gastric potentials. The
sites of the abdominal electrodes may be lightly scratched with a sterile hypodermic needle prior to the
application of the electrode.
Although participation in a complete session is requested, I understand that I am free to withdraw from
further participation at any time and for any reason. I realize that there is a slight chance that I may become
nauseated to the point of vomiting, although every effort will be made to prevent this by limiting head
movements and closing my eyes. I have no medical history such as heart or lung disease or chronic
stomach trouble which would make an accidental vomiting episode medically undesirable. I am not diabetic
or epileptic.
I understand that I should not operate a motor vehicle for three hours after the end of the experiment, and
that I should report any persisting motion sickness symptoms to the experimenter.
I understand that my anonymity will be preserved when my questionnaires and experimental results are
reported.
In the unlikely event of physical injury resulting from participation in this research, I understand that
medical treatment will be available from the MIT Medical department, including first aid, emergency
treatment and follow-up care as needed, and that my insurance carrier may be billed for the cost of such
treatment. However, no compensation can be provided for medical care apart from the foregoing. I further
understand that making such medical treatment available, or providing it, does not imply that such injury is
the Investigator's fault. I also understand that by my participation in this study, I am not waiving any of
my legal rights.*
* Further information may be obtained by telephoning the Institute's Insurance and Legal Affairs Office at
253-2882.
I understand that I may also contact the Chairman of the Committee on the Use of Humans as Experimental
Subjects, Dr. Walter Jones (MIT E23-389, 253-1772), if I feel I have been treated unfairly as a subject.
I agree to participate in this experiment.
Signed: Date:
Experimenter: Date:
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SESSION NO.
PRE-SESSION OUESTIONNAIRE
TRANSFER FUNCTION ANALYSIS OF AUTONOMIC REGULATION
DURING MOTION SICKNESS
NAME:
DATE:
LEGAL ADDRESS:
SOCIAL SECURITY NUMBER:
Responses evaluated during this study may be directly or indirectly influenced by factors
addressed in the following questions. Please answer each to the best of your ability. Your
responses will be treated in the strictest confidence.
1. Are you in your usual state of physical fitness today?
If No, Please explain.
2. Have you taken any medication (e.g. aspirin, cold preparations, prescriptions or "recreational" drugs)
during the past 24 hours?
If yes, what type and how much?
3. How much alcohol have you consumed during the past 24 hours?
If any, what type and when?
4. How much coffee/tea/cola have you drunk during the past 24 hours?
If any, what type and when?
5. How much tobacco have you used during the past 24 hours (# cigarettes, cigars or pipe-fulls)?
6. Hour many hours sleep did you get last night?
How many hours would you estimate you get in a usual night?
7. How long has it been since your last meal?
What did you eat/drink?
Subjectively, how hungry do you feel now?
Very Hungry Slightly Hungry Normal Slightly Overfed Very Overfed
8. Have you felt any stomach awareness, stomach discomfort or nausea during the past 24 hours?
If yes, when and why?
9. Have you engaged in heavy exercise during the past 6 hours?
10. Please estimate: Your weight _ lbs
TJM 4/17/89
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Your Height
rite your name so it appears forwards to you.
Write your name so it appears reversed to you.
Copy these shapes.
Draw a clock so it appears:
normal reversed
Write the following items twice, once appearing forward and once reversed.
forward reversed
Your favorite fruit
Your favorite color
Your phone number
Your address
Do the following arithmetic writing the answer in the same direction.
247
+634
83 La
x36 Tcx
Schematic Diagrams of Can Structures
Photo-reduced from 8.5 by 11 inches each
Given in order of presentation to subjects
I I
I I I
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