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QUOTIENT PROBLEM FOR ENTIRE FUNCTIONS WITH
MOVING TARGETS
JI GUO
Abstract. As an analogue of the Hadamard quotient problem in number
theory, the quotient problem (in the sense of complex entire functions) for two
sequences of entire functions has been solved in [6]. In this paper, we consider
the generalization of this problem in which we allow the coefficients to be entire
functions of small growth by modifying the second main theorem with moving
targets to a truncated version. We also compare our result to a special case in
exponential polynomials first studied by Ritt [17].
1. Introduction
A sequence of numbers {G(n)}n∈N ⊂ C is called a linear recurrence ifG(n+k) =
c0G(n)+· · ·+ck−1G(n+k−1) for all n ∈ N and for some constants c0, . . . , ck−1 ∈ C.
Equivalently, {G(n)}n∈N has the following expression:
G(n) =
m∑
i=1
gi(n)α
n
i , for all n ∈ N,
where gi ∈ C[X ] are nonzero polynomials and αi ∈ C
∗ are distinct. The recurrence
is called “simple” when all the gi are constant.
Analogous to the results in number theory in which the quotient of two linear
recurrences was considered (refer to [2, 3, 24] for an overview), we have established
the result on the divisibility of two “simple linear recurrences of complex functions”,
generalizing the result in [7]. (For similar problems in the non-Archimedean case
or the case in several complex variables, one can also refer to [11] or [10] for more
discussions.)
Theorem 1.1 ( [6]). Let l,m ≥ 1 be two positive integers. Let f1, . . . , fl and
g1, . . . , gm be nonconstant entire functions such that maxi=1,...,l Tfi(r) ≍ maxj=1,...,m Tgj (r).
Let
F (n) = a0 + a1f
n
1 + · · ·+ alf
n
l and G(n) = b0 + b1g
n
1 + · · ·+ bmg
n
m,
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where a0 ∈ C and a1, . . . , al, b0, . . . , bm ∈ C
∗.
(i) If the ratio F (n)/G(n) is an entire function for infinitely many n ∈ Z+, or
(ii) f1, . . . , fl and g1, . . . , gm are all units, i.e. entire functions without zero, and
if the ratio F (1)/G(1) is an entire function,
then f i11 · · · f
il
l g
j1
1 . . . g
jm
m ∈ Kg for some (i1, . . . , il, j1, . . . , jm) 6= (0, . . . , 0) ∈ Z
l+m.
Here, Tf (r) denotes the Nevanlinna characteristic function (refer to Section 2.)
The notation Tf(r) ≍ Tg(r) means that there exist positive numbers a, b such that
aTf(r) < Tg(r) < bTf(r) for r sufficiently large.
Our main purpose in this paper is to generalize Theorem 1.1 by substituting
small growth functions for the constant coefficients. This not only gives us a gen-
eralization of the quotient problem for recurrence sequences [3], it also gives new
approaches to the study of exponential polynomials started by Ritt [17].
Before stating our main result, we introduce the following notations. For entire
functions g1, . . . , gm, let g = [1 : g1 : . . . : gm] be a holomorphic map from C
to Pm−1. We say a meromorphic function a is of slow growth with respect to
g if Ta(r) = o(Tg(r)). Let Kg := {a|a is a meromorphic function and Ta(r) =
o(Tg(r))}. By the basic properties of characteristic functions, Kg forms a field. Let
Rg ⊂ Kg be the subring consisting of all entire functions in Kg.
Theorem 1.2. Let l,m be two positive integers. Let f1, . . . , fl and g1, . . . , gm be
nonconstant entire functions such that max1≤i≤l Tfi(r) ≍ max1≤j≤m Tgj (r), and
let a0 ∈ Rg and a1, . . . , al, b0, . . . , bm ∈ Rg \ {0}. Denote
F (n) = a0 + a1f
n
1 + · · ·+ alf
n
l and G(n) = b0 + b1g
n
1 + · · ·+ bmg
n
m.
(i) If the ratio F (n)/G(n) is an entire function for infinitely many n ∈ Z+, or
(ii) f1, . . . , fl and g1, . . . , gm are all units, i.e. entire functions without zero, and
if the ratio F (1)/G(1) is an entire function,
then f i11 · · · f
il
l g
j1
1 . . . g
jm
m ∈ Kg for some (i1, . . . , il, j1, . . . , jm) 6= (0, . . . , 0) ∈ Z
l+m.
In particular, applying this theorem to exponential polynomials ( [16, 17]), we
obtain the following corollary.
Corollary 1.3. Let F and G be two exponential polynomials written as
F (z) = a0 + a1e
λ1z + · · ·+ ale
λlz and G(z) = b0 + b1e
τ1z + · · ·+ bme
τmz,
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where ai, bj are non-zero polynomials in C[z] and λi, τj are in C. If F (z)/G(z) is
an entire function, then λ1, . . . , λl, τ1, . . . , τm are linearly dependent over Q.
Remark. Ritt [16] showed that if G(z) divides F (z) (with a0 = b0 = 1) in the
ring of exponential polynomials with constant coefficients, then τ1, . . . , τm is a Q-
linear combination of λ1, . . . , λl. Then Everest and van der Poorten [4] generalized
this to polynomial coefficients. Although the corollary is weaker than Ritt’s result,
we propose a new approach to solve this problem. Moreover, Ritt [17], Lax [9],
Rahman [12], and Shields [19] successively continued to study the quotient of two
exponential polynomials and finally found that if it is an entire function, then the
quotient would also be an exponential polynomial divided by a polynomial, similar
to the conclusion obtained by Corvaja and Zannier [3].
We give an brief proof of Corollary 1.3 under the assumption that Theorem 1.2
holds.
Proof of Corollary 1.3. Assume that F (z)/G(z) is an entire function. Then our
theorem implies that
Q(z) := exp((i1λ1 + · · ·+ ilλl + j1τ1 + · · ·+ jmτm)z) ∈ Kg
for some non-trivial integers i1, . . . , il, j1, . . . , jm. Notice that
TQ(z)(r) = |i1λ1 + · · ·+ ilλl + j1τ1 + · · ·+ jmτm| · r +O(1)
which is not in Kg unless i1λ1 + · · ·+ ilλl + j1τ1 + · · ·+ jmτm = 0. 
The work of Corvaja and Zannier on linear recurrence sequences in [3] and Vojta’s
dictionary between diophantine geometry and Nevanlinna theory ( [14,22]) inspired
us to derive Theorem 1.1 [6]. To consider the case in which the constants ai, bj are
replaced with small growth functions with respect to g, we first need to add a
ramification term to the second main theorem for moving targets [13] and derive a
moving target version of Borel’s lemma and Green’s theorem. We can then adapt
the proof in [6] to Theorem 1.2 and also use the ramification term to produce a
truncated version and to reach a contradiction.
2. Preliminary
Now let us recall some notations, definitions and some basic results in Nevanlinna
theory. Refer to [8] or [14] for details.
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Let f be a meromorphic function and z ∈ C be a complex number. Denote
vz(f) := ordz(f),
v+z (f) := max{0, vz(f)}, and v
−
z (f) := −min{0, vz(f)}.
Let nf (∞, r) denote the number of poles of f in {z : |z| ≤ r}, counting multiplicity.
The counting function of f at ∞ is defined by
Nf (∞, r) :=
∫ r
0
nf (∞, t)− nf(∞, 0)
t
dt+ nf (∞, 0) log r
=
∑
0<|z|≤r
v−z (f) log |
r
z
|+ v−0 (f) log r.
Then the counting function Nf (a, r) for a ∈ C is defined as
Nf(a, r) := N1/(f−a)(∞, r).
The proximity function mf(∞, r) is defined by
mf (∞, r) :=
∫ 2π
0
log+ |f(reiθ)|
dθ
2π
,
where log+ x = max{0, logx} for x ≥ 0. For any a ∈ C, the proximity function
mf (a, r) is defined by
mf(a, r) := m1/(f−a)(∞, r).
The characteristic function is defined by
Tf(r) := mf (∞, r) +Nf (∞, r).
It satisfies the inequalities Tfg(r) ≤ Tf(r) + Tg(r) + O(1) and Tf+g(r) ≤ Tf (r) +
Tg(r) + O(1) for any entire functions f and g. It also satisfies the First Main
Theorem as follows.
Theorem 2.1. Let f be a non-constant meromorphic function on C. Then for
every a ∈ C and for any positive real number r,
mf (a, r) +Nf (a, r) = Tf (r) +O(1),
where O(1) is independent of r.
The above theorem can be deduced from the following version of Jensen’s for-
mula.
Theorem 2.2. Let f be a meromorphic function on {z : |z| ≤ r} which is not the
zero function. Then∫ 2π
0
log |f(reiθ)|
dθ
2π
= Nf (r, 0)−Nf (r,∞) + log |cf |,
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where cf is the leading coefficient of f expanded as the Laurent series in z, i.e.,
f = cfz
m + · · · with cf 6= 0.
For a holomorphic map f : C → Pn(C), we take a reduced form of f = [f0 :
. . . : fn], i.e. f0, . . . , fn are entire functions on C without common zero. The
Nevanlinna-Cartan characteristic function Tf (r) is defined by
Tf (r) =
∫ 2π
0
log ‖f(reiθ)‖
dθ
2π
+O(1),
where ‖f(z)‖ = max{|f0(z)|, . . . , |fn(z)|}. This definition is independent, up to an
additive constant, of the choice of the reduced representation of f . Generally, if
f = [f0 : . . . : fn] is not a reduced form, we define the height of f as
Tf (r) =
∫ 2π
0
log ‖f(reiθ)‖
dθ
2π
−max
i
∑
|z|≤r
ordz fi log
∣∣∣ r
z
∣∣∣+O(1)
From the definition of the characteristic function, we derive the following proposi-
tion.
Proposition 2.3 ( [14, Theorem A3.1.2]). Let f = [f0 : . . . : fn] : C → P
n(C)
be holomorphic curve, where f0, . . . , fn are entire functions without common zero.
Then
(1) Tfj/fi(r) +O(1) ≤ Tf (r) ≤
n∑
j=0
Tfj/f0(r) +O(1).
Let H be a hyperplane in Pn(C)(n > 0) and let a0X0 + · · · + anXn be a linear
form defining it. Let P = [x0 : . . . : xn] ∈ P
n(C) \H be a point. The Weil function
λH : P
n(C) \H → R is defined as
λH(P ) = − log
|a0x0 + · · ·+ anxn|
max{|x0|, . . . , |xn|}
.(2)
This definition depends on a0, . . . , an, but only up to an additive constant and
it is independent of the choice of homogeneous coordinates for P . The proximity
function of f with respect to H is defined by
mf (H, r) =
∫ 2π
0
λH(f(re
iθ))
dθ
2π
.
Let nf (H, r) (respectively, n
(Q)
f (H, r)) be the number of zeros of a0f0 + · · ·+ anfn
in the disk |z| ≤ r, counting multiplicity (respectively, ignoring multiplicity bigger
than Q ∈ N). The integrated counting function with respect to H is defined by
Nf (H, r) =
∫ r
0
nf (H, t)− nf (H, 0)
t
dt+ nf (H, 0) log r,
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and the Q-truncated counting function with respect to H is defined by
N
(Q)
f (H, r) =
∫ r
0
n
(Q)
f (H, t)− n
(Q)
f (H, 0)
t
dt+ n
(Q)
f (H, 0) log r.
The First Main Theorem also holds for hyperplanes.
Theorem 2.4. Let f : C→ Pn(C) be a holomorphic map and let H be a hyperplane
in Pn(C). If f(C) 6⊂ H, then for r > 0,
Tf (r) = mf (H, r) +Nf (H, r) +O(1),
where O(1) is bounded independently of r.
The following general second main theorem with ramification term is due to
Vojta.
Theorem 2.5 ( [21, Theorem 1]). Let f : C→ Pn(C) be a holomorphic curve whose
image is not contained in any proper subspaces and let [f0 : . . . : fn] be a reduced
form of f . Let H1, . . . , Hq be arbitrary hyperplanes in P
n(C). Denote by W (f) the
Wronskian of f0, . . . , fn. Then for any ε > 0, we have∫ 2π
0
max
K
∑
k∈K
λHk(f(re
√−1θ))
dθ
2π
+NW (f)(0, r) ≤exc (n+ 1+ ε)Tf (r),
where the maximum is taken over all subsets K of {1, . . . , q} such that Hk (k ∈ K)
are in general position and ≤exc means the estimate holds except for r in a set of
finite Lebesgue measure.
We also need the following inequality with truncated counting functions.
Lemma 2.6. ( [14, Lemma A3.2.1]) Let f = [f0 : . . . : fn] : C → P
n(C) be a holo-
morphic curve whose image is not contained in any proper subspaces and f0, . . . , fn
are entire functions with no common zero. Let H1, . . . , Hq be the hyperplanes in
Pn in general position. Then
(3)
q∑
j=1
Nf (Hj , r)−NW (f)(0, r) ≤
q∑
j=1
N
(n)
f (Hj , r).
Finally, we recall the following generalized Borel’s lemma in [15].
Theorem 2.7 ( [15, Theorem 2.1]). Let f = [f0 : . . . : fn] : C → P
n(C) be a
holomorphic map with f0, . . . , fn entire and no common zero. Assume that fn+1
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is a holomorphic function satisfying the equation f0 + · · · + fn + fn+1 = 0. If∑
i∈I fi 6= 0 for any proper subset I ⊂ {0, . . . , n+ 1}, then
Tf (r) ≤exc
n+1∑
i=1
N
(n)
fj
(0, r) +O(log+ Tf (r)).
3. Nevanlinna theory with moving targets
3.1. A Second Main Theorem with Moving Targets. We will reformulate
the second main theorem with moving targets ( [13]) to suit our purpose. Let
f := [f0 : . . . : fn] be a holomorphic map from C to P
n where f0, f1, . . . , fn are
holomorphic functions without common zero. For the entire functions γ0, . . . , γn,
we let
L = γ0X0 + · · ·+ γnXn.(4)
Then it defines a (moving) hyperplane H in Pn(K), where the field K contains γj
for all 0 ≤ j ≤ n. We note that for each z ∈ C, H(z) is the hyperplane determined
by the linear form L(z) = γ0(z)X0 + · · ·+ γn(z)Xn. In our convention, a (moving)
hyperplane H in Pn(K) is assumed to be associated with a linear form as in (4).
For 1 ≤ j ≤ q, let γj0, · · · , γjn be entire functions of small growth with respect
to f and let Kγ be the field generated by all γji. Let
Lj := γj0X0 + · · ·+ γjnXn.(5)
Then each Lj defines a hyperplane Hj in P
n(Kγ). Moving hyperplanes H1, · · · , Hq
are said to be in general position if any choice of n+ 1 linear forms Li1 , · · · , Lin+1
among {L1, · · · , Lq} are linearly independent over Kγ , or equivalently if for any
choice of n+ 1 linear forms Li1 , · · · , Lin+1 among {L1, · · · , Lq}, there exists z ∈ C
such that Li1(z), · · · , Lin+1(z) are linearly independent over C. For a moving hyper-
planeH determined by the linear form L = γ0X0+· · ·+γnXn with γ0, . . . , γn ∈ Kγ ,
the Weil function λH is defined as
λH(z)(P ) = − log
|γ0(z)x0 + · · ·+ γn(z)xn|
max{|x0|, . . . , |xn|}max{|γ0(z)|, . . . , |γn(z)|}
,(6)
where P = (x0, · · · , xn) ∈ P
n(C) and z ∈ C. We note that this function is well-
defined except in a set of zero Lebesgue measure and is independent of the choice
of homogeneous coordinates for P . The proximity function of f with respect to H
is defined by
mf (H, r) =
∫ 2π
0
λH(re
√−1θ)(f(re
√−1θ))
dθ
2π
.
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The integral is also well-defined except in a set of zero Lebesgue measure . Let
nf (H, r) be the number of zeros of γ0f0 + · · ·+ γnfn in the disk |z| ≤ r, counting
multiplicity. The integrated counting function with respect to H is defined by
Nf (H, r) =
∫ r
0
nf (H, t)− nf (H, 0)
t
dt+ nf (H, 0) log r.
Then the first main theorem for a moving hyperplane H [13] can be stated as
(7) Tf (r) = Nf (H, r) +mf (H, r) + o(Tf (r)).
Let t be a positive integer and V (t) be the vector space generated over C by

q∏
j=1
n∏
k=0
γ
njk
jk
∣∣∣∣∣∣njk ≥ 0,
q∑
j=1
n∑
k=0
njk ≤ t

 .(8)
Choose entire functions h1 = 1, h2, · · · , hw to be a basis of V (t + 1) such that
h1, h2, · · · , hu (u ≤ w) form a basis of V (t). Moreover, we have ( [20] or [23])
lim inf
t→∞
dimV (t+ 1)/ dimV (t) = 1.(9)
Now we state a general version of the main theorem with moving targets.
Theorem 3.1. Let f = [f0 : . . . : fn] : C → P
n(C) be a holomorphic curve
and f0, . . . , fn be entire functions with no common zero. Let Hj (1 ≤ j ≤ q) be
arbitrary (moving) hyperplanes in Pn(Kγ) defined by linear forms Lj as in (5).
The notations u,w, h1, . . . , hw are given as above. Denote by W the Wronskian of
{hmfk | 1 ≤ m ≤ w, 0 ≤ k ≤ n}. Assume that f0, . . . , fn are linearly independent
over Kγ.
(1) For any ε > 0, we have the following inequality∫ 2π
0
max
J
∑
j∈J
λHj(re
√−1θ)(f(re
√−1θ))
dθ
2π
+
1
u
NW (0, r) ≤exc (n+ 1 + ε)Tf (r),
where the maximum is taken over all subsets J of {1, . . . , q} such that
Hj(re
√−1θ) (j ∈ J) are in general position.
(2) If the moving hyperplanes Hj1 , . . . , Hjℓ are in general position for almost
all z ∈ C, where {j1, . . . , jℓ} is a subset of {1, . . . , q}, then there exists a
positive integer Q such that
ℓ∑
t=1
Nf (Hjt , r)−
1
u
NW (0, r) ≤
ℓ∑
t=1
N
(Q)
f (Hjt , r) + o(Tf (r)).
Proof. By (7), the first main theorem, we may assume that q ≥ n + 1 and that
at least n + 1 hyperplanes in {H1, . . . , Hq} are in general position. Define the
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holomorphic map as
(10) F := [h1f0 : h2f0 : . . . : hwf0 : h1f1 : . . . : hwfn] : C→ P
w(n+1)−1(C).
We note that this is a reduced form, i.e. hmfk, 1 ≤ m ≤ w, 0 ≤ k ≤ n, are entire
functions without common zero, since h1 = 1 and fk, 0 ≤ k ≤ n, have no common
zero. Moreover, F is linearly non-degenerate over C as f is linearly non-degenerate
over Kγ and as its characteristic function is in the same scale as f by the following
estimate.
(11)
TF(r) =
∫ 2π
0
log max
1≤i≤w
0≤j≤n
|hi(re
√−1θ)fj(re
√−1θ)|
dθ
2π
=
∫ 2π
0
(
log ‖f(re
√−1θ)‖+ log max
1≤i≤w
|hi(re
√−1θ)|
)
dθ
2π
≤ Tf (r) +
∫ 2π
0
w∑
i=1
log+ |hi(re
√−1θ)|
dθ
2π
= Tf (r) +
w∑
i=1
mhi(∞, r) ≤ Tf (r) +
w∑
i=1
Thi(r) (by Theorem 2.1)
≤ Tf (r) + o(Tf (r)).
Next, we will construct a set of (fixed) hyperplanes in order to apply Theorem
2.5. We first observe that each hiLj =
∑n
k=0 hiγjkXk, 1 ≤ i ≤ u, 1 ≤ j ≤ q, is a
linear form with coefficients in V (t + 1). Therefore, for each 1 ≤ i ≤ u, 1 ≤ j ≤ q,
there exist cijkν ∈ C such that
hiLj =
n∑
k=0
w∑
ν=1
cijkνhνXk.
For i = 1, . . . , u and j = 1, . . . , q, let Hˆij be the hyperplanes in P
w(n+1)−1(C)
defined by the following linear forms over C:
Lˆij =
n∑
k=0
w∑
ν=1
cijkνXkν .(12)
It follows from the construction that
hiLj(x0, . . . , xn) = Lˆij(h1x0, . . . , h1xn, . . . , hwx0, . . . , hwxn).(13)
Now applying Theorem 2.5 for F with the hyperplanes Hˆij , 1 ≤ i ≤ u, 1 ≤ j ≤ q,
it yields
(14)
∫ 2π
0
max
I,J
∑
i∈I
j∈J
λHˆij (F(re
√−1θ))
dθ
2π
+NW (F)(0, r) ≤exc (w(n+ 1) +
ε
2
)TF(r),
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where the maximum ranges over all subsets I ⊂ {1, . . . , u} and J ⊂ {1, . . . , q} such
that Lˆij are linearly dependent over C.
We first observe the following relation of Weil functions of Hˆij and Hj(z) for
1 ≤ i ≤ u, 1 ≤ j ≤ q, and z ∈ C.
(15)
λHˆij (F(z)) =exc − log|Lˆij(F(z))|+ log max1≤m≤w,0≤k≤n
|hm(z)fk(z)|
=exc − log |hi(z)Lj(f)(z)|+ log max
1≤m≤w
|hm(z)|‖f(z))‖ ( by (13))
≥exc − log |Lj(f)(z)|+ log ‖f(z))‖
=exc λHj(z)(f(z))− log max
0≤k≤n
|γjk(z)|.
Next, let J be a subset of {1, . . . , q} such that {Hj(z)}j∈J are in general position
for some z. Then {Lj}j∈J must be linearly independent over Kγ . We claim the
following:
Claim. If J is a subset of {1, . . . , q} such that {Lj}j∈J are linearly independent
over Kγ , then the hyperplanes Hˆij , 1 ≤ i ≤ u, j ∈ J are in general position.
If the assertion fails, then there exist αij ∈ C, not all zero, such that
∑
j∈J
u∑
i=1
αijLˆij = 0.
Evaluating Lˆij at (h1X0, . . . , h1Xn, . . . , hwX0, . . . , hwXn), where X0, . . . , Xn are
variables, it follows from (13) that
∑
j∈J
u∑
i=1
αijhiLj(X0, . . . , Xn) = 0.(16)
Since {Lj}j∈J are linearly independent overKγ ,
∑u
i=1 αijhi = 0 for each 1 ≤ i ≤ u.
Also as h1, . . . , hu are linearly independent over C, we have αij = 0 for any 1 ≤ i ≤ u
and j ∈ J .
By the claim, together with (15), we have
(17)
u
∫ 2π
0
max
J
∑
j∈J
λHj(re
√
−1θ)(f(re
√−1θ))
dθ
2π
≤exc
∫ 2π
0
u∑
i=1
max
J
∑
j∈J
λHˆij (F(re
√−1θ))
dθ
2π
+ o(Tf (r))
≤exc
∫ 2π
0
max
I,J
∑
i∈I
j∈J
λHˆij (F(re
√−1θ))
dθ
2π
+ o(Tf (r))
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By (9), we may choose e large enough such that w/u ≤ 1+ ε2(n+1) . We can then
complete the proof of the first part by using this inequality together with (17), (14),
and (11).
For Part (2), since f0, . . . , fn are linearly independent overKγ , it is clear that the
holomorphic map F in (10) is linearly non-degenerate over C. We have also proved
the claim in the previous theorem that if Lj1 , . . . , Ljℓ are linearly independent over
Kγ , then the hyperplanes Hˆijt (determined by linear forms in (12)), 1 ≤ i ≤ u,
1 ≤ t ≤ ℓ are in general position over C. Then we can apply Lemma 2.6 to the map
F with the hyperplanes Hˆijt , 1 ≤ i ≤ u, 1 ≤ t ≤ ℓ, to get
(18)
u∑
i=1
ℓ∑
t=1
NF(Hˆijt , r)−NW (0, r) ≤
u∑
i=1
ℓ∑
t=1
N
(Q)
F (Hˆijt , r),
where Q := w(n+ 1)− 1. It follows from (13) that
NF(Hˆij , r) = NhiLj(f)(0, r) ≥ NLj(f)(0, r),
since the hi are entire functions, and
N
(Q)
F (Hˆij , r) = N
(Q)
hiLj(f)
(0, r) ≤ N
(Q)
Lj(f)
(0, r) +N
(Q)
hi
(0, r).
Since NLj(f)(0, r) = Nf (Hj , r) and N
(Q)
hi
(0, r) ≤ Thi(r) ≤ o(Tf (r)), the above
inequalities give
(19) u
ℓ∑
t=1
Nf (Hjt , r)−NW (0, r) ≤ u
ℓ∑
t=1
N
(Q)
f (Hjt , r) + o(Tf (r)).

3.2. Borel’s lemma and Green’s theorem with moving targets. Before
starting the proof of our main theorem, it is essential to give a generalization of
Borel’s lemma ( [1]) and Green’s theorem ( [5]). We recall that Kf is the collection
of meromorphic functions such that Tu(r) = o(Tf (r)) and Rf is the subring of Kf
consisting of all entire functions in Kf .
Lemma 3.2. Let f0, . . . , fn be non-zero units, i.e. entire functions without zero,
and let f = [f0 : . . . : fn] be a holomorphic map from C to P
n. If there exist
0 6= γi ∈ Rf (0 ≤ i ≤ n) such that
(20) γ0f0 + · · ·+ γnfn = 0,
then for each fi, there exists j 6= i such that fi/fj ∈ Kf .
The proof can be adapted easily from the one of Lemma 3.3, so we omit it here.
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Lemma 3.3. Let f0, . . . , fn be non-zero entire functions without common zero and
let f = [f0 : . . . : fn] be a holomorphic map from C to P
n. Assume that for an
integer k ≥ n2 the following holds:
(21) γ0f
k
0 + · · ·+ γnf
k
n = 0,
where 0 6= γi ∈ Rf , 0 ≤ i ≤ n. Then for each fi, there exists j 6= i such that
(fi/fj)
k ∈ Kf .
Proof. For a given fi, there exists a vanishing subsum of (22) consisting of the term
γif
k
i and without any vanishing proper subsum. By reindexing, we may assume
that this vanishing subsum is
(22) γ0f
k
0 + · · ·+ γmf
k
m = 0,
and hence 0 ≤ i ≤ m. If m = 1, then fk1 = αf
k
0 for some α ∈ Kf . Therefore we
assume that m ≥ 2. Let β be an entire function such that f˜0 = f0/β, . . . , f˜m−1 =
fm−1/β have no common zero, and let
f˜k := [f
k
0 : f
k
1 : . . . : f
k
m−1] = [f˜
k
0 : f˜
k
1 : . . . : f˜
k
m−1].
Let h be an entire function such that γ0f˜
k
0 /h, γ1f˜
k
1 /h, · · · , γm−1f˜
k
m−1/h are entire
functions with no common zero, and let
Fk := [
γ0f˜
k
0
h
:
γ1f˜
k
1
h
: · · · ,
γm−1f˜km−1
h
]
be a holomorphic map from C to Pm−1(C). Observe that
max
0≤i≤m−1
{log |γif˜
k
i /h|} ≤ max
0≤i≤m−1
{log |γi|}+ max
0≤i≤m−1
{log |f˜ki |} − log |h|.
Then by the definition of characteristic functions, we conclude that
(23) TFk ≤ Tf˜k + o(Tf (r)),
and similarly, by writing f˜k = [
h
γ0
γ0f˜
k
0
h : · · · :
h
γm−1
γm−1f˜
k
m−1
h ], we have
(24) Tf˜k ≤ TFk + o(Tf (r)),
Theorem 2.4 and the positivity of the proximity function imply
(25) Nf˜k
i
(0, r) ≤ Tf˜k
for i = 0, . . . ,m by taking the hyperplanes Hi := {x0 := 0} (for i = 0, . . . ,m− 1)
and Hm := {x0 + · · · + xm−1 = 0}. Applying Theorem 2.7 to the map Fk with
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equation (22), we have
(26)
TFk(r) ≤exc
m∑
i=0
N
(m−1)
γif˜ki /h
(0, r) +O(log+ TFk(r))
≤
m∑
i=0
Nγi(0, r) + (
m− 1
k
)
m∑
i=0
Nf˜k
i
(0, r) + o(Tf (r))
≤
m∑
i=0
Tγi(r) +
(m+ 1)(m− 1)
k
Tf˜k(r) + o(Tf (r)) by (25)
≤
(m+ 1)(m− 1)
k
Tf˜k(r) + o(Tf (r)).
Together with (24) and Proposition 2.3, this yields
(27)(
1−
(m+ 1)(m− 1)
k
)
Tfi/fj (r) ≤
(
1−
(m+ 1)(m− 1)
k
)
TFk(r) ≤ o(Tf (r)).
If k ≥ n2 > (m+ 1)(m− 1), then
Tfi/fj (r) ≤ o(Tf (r))
for any 1 ≤ i < j ≤ m. Hence fi/fj ∈ Kf for any 1 ≤ i < j ≤ m. 
Now we have finalized our preparation and we can begin the proof of our main
theorem.
4. Proof of Theorem 1.2
Proof of Theorem 1.2 (i). Assume that f1, . . . , fl, g1, . . . , gm are entire functions
such that f i11 · · · f
il
l g
j1
1 · · · g
jm
m /∈ Kg for any index set (i1, . . . , il, j1, . . . , jm) ∈
Zl+m \ {(0, 0, . . . , 0)}. Suppose that
q(n) :=
F (n)
G(n)
=
a0 + a1f
n
1 + · · ·+ alf
n
l
b0 + b1gn1 + · · ·+ bmg
n
m
is an entire function for a positive integer n. Since
max
1≤i≤l
Tfi(r) ≍ max
1≤j≤m
Tgj (r),
there exist two positive constants a, b such that
a max
1≤j≤m
Tgj (r) ≥ max
1≤i≤l
Tfi(r) ≥ b max
1≤j≤m
Tgj (r).
Observe that there exists a subset S of R+ of infinite Lebesgue measure such that
max1≤j≤m Tgj (r) = Tgk(r) for r ∈ S and for some k ∈ {1, . . . ,m}. By rearranging
the indices, we may assume that k = 1. Thus
Tfi(r) ≤ max
1≤i≤l
Tfi(r) ≤ a max
1≤j≤m
Tgj (r) = aTg1(r)
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for 1 ≤ i ≤ l and r ∈ S. Without loss of generality, we may assume that a > 1.
Then for r ∈ S,
Tfi(r) ≤ aTg1(r), 1 ≤ i ≤ l, and Tgj (r) ≤ aTg1(r), 1 ≤ j ≤ m.(28)
Fix two positive integers s, t to be determined later. Let
G1(n) = G(n) − b1g
n
1 .
Then
(29) G1(n)
sq(n) = F (n)
(
s−1∑
k=0
(
s
k
)
G(n)s−1−k(−b1gn1 )
k
)
+ (−b1g
n
1 )
sq(n).
Wewill use the following notation throughout the proof. Denote c := (0, c2, . . . , cm) ∈
(Z≥0)m and d := (d1, . . . , dm) ∈ (Z≥0)m. Let |c| := c2 + · · · + cm and |d| =
d1 + · · · + dm. We use the graded lexicographic order to arrange the index sets
c ∈ (Z≥0)m−1 and d ∈ (Z≥0)m, i.e. ci ≻ cj if and only if |ci| > |cj | or |ci| = |cj |
and the left-most nonzero entry of ci − cj is positive. Denote by
gnc := gnc22 · · · g
ncm
m and g
nd = gnd11 · · · g
ndm
m .(30)
For each ci with |ci| ≤ t, we define
(31) ϕci :=
[
G1(n)
sq(n)− F (n)
(
s−1∑
k=0
G(n)s−1−k(−b1gn1 )
k
)]
gnci .
Note that the number of such ϕci is
M =
(
m− 1 + t
m− 1
)
.
Moreover, every ϕci is a linear combination of g
ncq(n) where |c| ≤ t+ s and of the
forms gndfni with |d| ≤ s + t and e0 ≤ i ≤ l where e0 = 1 if a0 = 0 and e0 = 0 if
a0 6= 0 (letting f0 = 1 in this case). Then the number of such forms g
ncq(n) is
N1 :=
(
m− 1 + t+ s
m− 1
)
,
and the number of d appearing in the above expression is denoted by N2. Denote
N := N1 + (l + 1)N2. Let
xi(n) := g
nciq(n), 1 ≤ i ≤ N1, and
xN1+iN2+j(n) := f
n
i g
ndj , e0 ≤ i ≤ l, 1 ≤ j ≤ N2.(32)
Then it follows immediately from (29) and (31) that
(33) ϕci = (−b1g
n
1 )
sq(n)gnci = (−b1)
sxi(n)g
sn
1 for 1 ≤ i ≤M.
Let x be the holomorphic map defined by
(34) x = [x1(n) : x2(n) : . . . , xN (n)] : C→ P
N−1(C).
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We observe that aib
s−1
0 f
n
i , e0 ≤ i ≤ l appear in the expansion of (31) with c =
(0, . . . , 0). Since b0 6= 0, we have f
n
i , e0 ≤ i ≤ l, for our choice of xj(n). Since
they have no common zero, x = (x1(n), x2(n), . . . , xN (n)) is a reduced form. To
simplify notation, we assume that a0 6= 0 from now on. The arguments are the
same if a0 = 0.
For any u ∈ Kg, notice that Tu(r) ≤ o(Tg(r)) ≤ o(Tx(r)). We claim that
this map is linearly independent over Kg if n is sufficiently large. If the claim
does not hold for a large enough n, there exist entire functions γ1, . . . , γN1 , µ0,1,
µ0,2, . . . , µl,N2 with no common zero in Kg which are not all zero such that
(35)
N1∑
i=1
γig
nciq(n) +
l∑
j=0
N2∑
k=1
µj,kg
ndkfnj = 0,
and hence
(36)
N1∑
i=1
γig
nci(a0 + a1f
n
1 + · · ·+ alf
n
l )
+
l∑
j=0
N2∑
k=1
µj,kg
ndkfnj (b0 + b1g
n
1 + · · ·+ bmg
n
m) = 0.
If all of the µj,k are zeros, then
(37) 0 =
N1∑
i=1
γig
nci(a0 + a1f
n
1 + · · ·+ alf
n
l ) =
N1∑
i=1
l∑
j=0
ajγig
ncifnj .
Since not all of the γi are zeros, by Lemma 3.3, when n > (l + 1)
2N21 , there exist
two distinct terms fnj g
nci and fnj′g
nci′ such that the quotient
fnj g
nci
fnj′g
nci′
= fnj f
−n
j′ g
n(ci−ci′ ) ∈ Kg,
which contradicts the hypothesis that f j11 · · · f
jl
l g
k1
1 · · · g
km
m /∈ Kg for any non-trivial
index set (j1, . . . , jl, k1, . . . , km) ∈ Z
l+m. Therefore, we may assume that not all
of the µj,k are zeros and let dk0 be the maximal element (with respect to the
graded lexicographic order) among the set {dk|µj,k 6= 0 for some 0 ≤ j ≤ l}.
Naturally, µj0,k0 6= 0 for some 0 ≤ j0 ≤ l. Expanding (36) and using Lemma 3.3 for
n > (l+1)2(N1+N2(m+1))
2, we can find fnj′g
ndk′ gnj′′ with (j
′, k′, j′′) 6= (j0, k0, 1),
or fnk′g
nci among the zero terms of the expansion of (36) such that
(38)
fnj0g
ndk0 gn1
fnj′g
ndk′ gnj′′
∈ Kg or
fnj0g
ndk0 gn1
fnk′g
nci
∈ Kg.
By the definition of gnci in (30), it is clear that the second relation leads to a
contradiction to the assumption that f j11 · · · f
jl
l g
k1
1 · · · g
km
m /∈ Kg for any non-trivial
index set (j1, . . . , jl, k1, . . . , km) ∈ Z
l+m. Since (j′, k′, j′′) 6= (j0, k0, 1) and the
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graded lexicographic order associated with the index set of gndkgn1 is bigger than
the one with gndk′gnj′′ unless (j
′, k′) = (j0, k0), we can conclude similarly that the
first quotient is not in Kg, a contradiction.
Next, we will construct a set of hyperplanes in PN−1(Kg) in order to apply
Theorem 3.1. Since G1(n) = b0+ b2g
n
2 + b3g
n
3 + · · ·+ bmg
n
m with b0 6= 0, the graded
lexicographic order imposed on the c and the choice of the xi(n) give the following
expression of φci for 1 ≤ i ≤M ,
(39) ϕci = Ai,ixi(n) +Ai,i+1xi+1(n) + · · ·+Ai,NxN (n),
where Ai,j ∈ Kg, 1 ≤ i ≤M , i ≤ j ≤ N and Ai,i = b
s
0 for each i = 1, . . . ,M . Let
(40) Hi := {Xi−1 = 0}, 1 ≤ i ≤ N,
be the coordinate hyperplanes of PN−1(Kg), and
(41)
HN+i := {LN+i := Ai,iXi−1 +Ai,i+1Xi + · · ·+Ai,NXN−1 = 0}, 1 ≤ i ≤M,
be hyperplanes according to the expression (39) of ϕci . It is clear from (41) that the
hyperplanes HM+1, . . . , HN+M in P
N−1(Kg) are in general position, and moreover
HM+1(z), . . . , HN+M (z) are in general position for all z ∈ C which are not a zero
of b0. Moreover, it’s clear from (39) and (41) that (33) gives
LN+i(x) = (−b1)
sxi(n)g
sn
1 .(42)
Let e be any arbitrary large integer and V (e) be the C vector space spanned by the
set 

M∏
j=1
N∏
k=1
A
njk
jk
∣∣∣∣∣∣njk ≥ 0,
M∑
j=1
N∑
k=1
njk ≤ e


and let u = dimV (e) and w = dimV (e + 1). Let 1 = h1, . . . , hu be a ba-
sis of V (e) and h1, . . . , hw be a basis of V (e + 1). Let W be the Wronskian of
{hjxk(n)|1 ≤ j ≤ w, 1 ≤ k ≤ N − 1}. Now we apply Theorem 3.1 to the map
x = (x1(n), x2(n), . . . , xN (n)) and the hyperplanesH1, . . . , HN+M . Then we obtain
(43)
∫ 2π
0
max
J
∑
j∈J
λHj(re
√−1θ)(x(re
√−1θ))
dθ
2π
+
1
u
NW (0, r) ≤exc (N + ε)Tx(r),
where J runs over the subsets of {1, . . . , N+M} such that the hyperplanesHj(re
√−1θ)
(j ∈ J ) are in general position.
We now proceed to derive a lower bound for the left hand side of (43). For any
meromorphic function ξ, denote |ξ|r,θ := |ξ(re
√−1θ)| and ‖x‖r,θ := max1≤k≤N |xk(n)(re
√−1θ)|.
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We claim that the following inequality holds for all r outside of a set E ⊂ (0,+∞)
with finite Lebesgue measure.
(44)
max
J
∑
j∈J
λHj(re
√−1θ)(x(re
√−1θ)) ≥N log ‖x‖r,θ −
N∑
i=1
log |xi(n)|r,θ +Msn log
+ |g−11 |r,θ
+Ms(log− |b0|r,θ − log+ |b1|r,θ).
Since the zero set of an entire function is discrete, we may only consider r with
b0(re
√−1θ) 6= 0 for any θ. For θ ∈ S−r := {θ : |g
n
1 |r,θ < 1}, we choose J to be the set
consisting of hyperplanes HM+1(re
√−1θ), . . . , HN+M (re
√−1θ) (since b0(re
√−1θ) 6=
0) which are in general position and make the following computation.
(45)
N+M∑
j=M+1
λHj(re
√−1θ)(x(re
√−1θ))
=
N∑
i=M+1
log
‖x‖r,θ
|xi(n)|r,θ
+
M∑
i=1
log
‖x‖r,θmaxi≤j≤N |Ai,j |r,θ
|bs1xi(n)g
sn
1 |r,θ
(by (42))
= N log ‖x‖r,θ −
N∑
i=1
log |xi(n)|r,θ −Msn log |g1|r,θ +
M∑
i=1
(log max
i≤j≤N
|Ai,j |r,θ − log |b
s
1|r,θ)
≥ N log ‖x‖r,θ −
N∑
i=1
log |xi(n)|r,θ −Msn log
− |g1|r,θ +M(log |bs0|r,θ − log |b
s
1|r,θ),
where the last inequality follows from the identity Ai,i = b
s
0. For θ ∈ S
+
r := {θ :
|gn1 |r,θ ≥ 1}, we choose J to be the set consisting of hyperplanes H1, . . . , HN which
are the coordinate hyperplanes of PN−1. Then
(46)
N∑
i=1
λHi(re
√−1θ)(x(re
√−1θ)) =
N∑
i=1
log
‖x‖r,θ
|xj(n)|r,θ
= N log ‖x‖r,θ −
N∑
i=1
log |xi(n)|r,θ −Msn log
− |g1|r,θ,
since log− |gsn1 |
−1
r,θ = 0 on S
+
r . The assertion (44) is now verified by (45) and (46).
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Integrating (44) over dθ from 0 to 2π, we derive from Theorem 2.1, Theorem 2.2
and the definition of the proximity and characteristic functions that
(47)∫ 2π
0
max
J
∑
j∈J
λHj (x(re
√−1θ))
dθ
2π
≥ NTx(r) −
N∑
j=1
Nxj(n)(0, r) +Msn ·mg1(0, r)−Ms ·mb0(0, r)−Ms ·mb1(∞, r)
≥ NTx(r) −
N∑
j=1
Nxj(n)(0, r) +MsnTg1(r) −MsnNg1(0, r)−Ms(Tb0(r) + Tb1(r)) − O(1)
= NTx(r) +MsnTg1(r) −
N+M∑
j=M+1
Nx(Hj , r)−Ms(Tb0(r) +mb1(r)) −O(1),
where the last one is due to the following identifications.
(48)
Nx(Hj , r) = Nxj(n)(0, r), M + 1 ≤ j ≤ N, and
Nx(HN+j , r) = Nbs
1
(0, r) +Nxj(n)(0, r) + snNg1(0, r), 1 ≤ j ≤M,
by (42) and that b1, g1 and the xj(n) are entire functions.
Since HM+1, . . . , HN+M are in general position, Theorem 3.1, (32) and (42)
imply there exists an integer Q (may take Q = wN − 1) such that
(49)
N+M∑
j=M+1
Nx(Hj , r)−NW (0, r) ≤
N+M∑
j=M+1
N (Q)x (Hj , r) + o(Tx(r))
≤ NQ

 l∑
i=1
Nfi(0, r) +
m∑
j=1
Ngj (0, r)

 +N1Nq(n)(0, r) +MsNb1(0, r) + o(Tx(r))
≤ NQ

 l∑
i=1
Tfi(r) +
m∑
j=1
Tgj (r)

 +N1NF (n)(0, r) +MsTb1(r) + o(Tx(r))
≤ NQa(l+m)Tg1(r) +N1TF (n)(r) + o(Tx(r)).
We also note that
(50) TF (n)(r) ≤
l∑
i=1
Tfn
i
(r) +
l∑
j=0
Taj(r) ≤ alnTg1(r) + o(Tx(r)).
Combining (43), (47), (49) and (50) for r ∈ S \ E large enough, we have
(51) (Msn−NQa(l +m)−N1aln)Tg1(r) ≤exc 2εTx(r).
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By the property of characteristic function, we obtain
(52)
Txi(n)(r) ≤ a(s+ t)Tgn1 (r) + Tq(n)(r) for 1 ≤ i ≤ N1;
Txi(n)(r) ≤ a(s+ t+ 1)Tgn1 (r) for N + 1 ≤ i ≤ N ;
Tq(n) ≤ TF (n)(r) + TG(n)(r) ≤ a(l +m)Tgn1 (r).
So by Proposition 2.3, for r ∈ S we have
(53)
Tx(r) ≤
N∑
j=1
Txj(n)(r)
≤ N(s+ t+ 1)aTgn
1
(r) +N1Tq(n)(r) +O(1)
≤ N(s+ t+ 1)aTgn
1
(r) +N1a(l +m)Tgn
1
(r) +O(1)
= an(N(s+ t+ 1) +N1(l +m))Tg1(r) +O(1).
Thus from (51), we conclude
(54)
(Msn−N1aln−NQa(l +m))Tg1(r) ≤exc 3εan(N(s+ t+ 1) +N1(l +m))Tg1(r) +O(1).
Finally, the parameters s, t and ε will be selected now to derive a contradiction
from the above inequality. To begin with, we fix s > al. Since
Ms = s
(
m− 1 + t
m− 1
)
=
s
(m− 1)!
tm−1 + o(tm−1)
and
N1al = al
(
m− 1 + t+ s
m− 1
)
=
al
(m− 1)!
tm−1 + o(tm−1)
can be regarded as polynomials of t with degrees both m − 1 and the leading
coefficient of Ms is larger than the one for aN1l, when t is a sufficiently large
integer, Ms > N1al. Then we can choose ε satisfying
0 < ε <
Ms− aN1l
3a(N(s+ t+ 1) +N1(l +m))
.
Consequently, since g1 is nonconstant, Tg1(r)(> 0) is unbounded and we may deduce
from (54) that
n < n0 :=
NQa(l+m)
Ms−N1al− 3εa(N(s+ t+ 1) +N1(l +m))
.
In conclusion, if
f i11 · · · f
il
l g
j1
1 · · · g
jm
m /∈ Kg
for any non-trivial index set (i1, . . . , il, j1, . . . , jm) ∈ Z
l+m, then the ratio F (n)/G(n)
is not an entire function for n > max{n0, n1}, where n1 = (l+1)
2(N1+N2(m+1))
2
is such that x is linearly non-degenerate for n > n1. 
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For the second part of Theorem 1.2, firstly, we just need to replace Lemma
3.3 with Lemma 3.2 to conclude that the expression x(1) is not contained in any
proper linear subspace. Secondly, the facts that Nξ(0, r) = 0 for any unit ξ and that
NW (0, r) ≥ 0 imply that the left side of (49) is not greater than zero. Consequently,
(51) becomes
(55) MsTg1(r) ≤exc 2εan(N(s+ t+ 1) +N1(l +m))Tg1(r) +O(1).
Since Tg1 > 0 is unbounded, we can choose
0 < ε <
Ms
2an(N(s+ t+ 1) +N1(l +m))
and obtain
(56) MsTg1(r) > 2εan(N(s+ t+ 1) +N1(l +m))Tg1(r) +O(1)
when r is sufficiently large, which contradicts (55).
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