We frequently use Tukey's boxplot to identify outliers in the batch of observations of the continuous variable. In doing so, we implicitly assume that the underlying distribution belongs to the family of normal distributions. Such a practice of data handling is often superficial and improper, since in reality too many variables manifest the skewness. In this short paper, we build a modified boxplot and set the outlier identification procedure by assuming that the observations are generated from the skew normal distribution (Azzalini, 1985) , which is an extension of the normal distribution. Statistical performance of the proposed procedure is examined with simulated datasets.
Background and Aim
For the case of continuous observations x 1 , . . . , x n , Tukey's boxplots are frequently used for describing the location and the spread along with outliers. In the plot, the observations outside the 'fence' are declared as outliers, where the fence is set at q 1 (x 1 , . . . , x n ) − 1.5 · IQR, q 3 (x 1 , . . . , x n ) + 1.5 · IQR, (1.1)
where q 1 (x 1 , . . . , x n ) and q 3 (x 1 , . . . , x n ) are the first and the third quartile of the observations and IQR = q 3 (x 1 , . . . , x n ) − q 1 (x 1 , . . . , x n ). When the observations are generated from N(µ, σ), the proportion of data points outside the fence is about 0.7%. When it is not the case, the proportion of outliers may vary from situation to situation. When the underlying distribution is skewed, Tukey's boxplot may show too many 'outliers' in one side. If we transform the variable in some way to correct the skewness, the 'outliers' may disappear. It means that such data points are not genuine outliers. Hence, for the benefit of exploratory data analysts, we need to modify Tukey's boxplot that accepts moderately skewed distributions. Hubert and Vandervieren (2008) proposed an adjusted boxplot and the associated outlier identification procedure. They considered moderately skewed cases arising from the gamma, chi-square, F, Pareto, and G g -distributions and proposed a modification of (1.1) by fitting the 0.35 tail percentiles using a robust measure of the skewness. Their methodological base is rather empirical than theoretical.
In this study, we consider the skew normal distribution proposed by Azzalini (1985) as underlying distributions for the observations. The skew normal distribution S N(µ, σ, α) has the density Skewed distributions of some kinds have received increased interest by the Korean statistical community. Seo et al. (2009) studied the circular distribution derived from the skew normal distribution, and Kim (2010) applied a skew normal distribution to the calibration problem.
This study aims to build a boxplot and to set the outlier identification procedure by assuming that the observations are distributed to the skew normal distribution (Azzalini, 1985) , In Section 2, we propose a modified boxplot with marked outliers, called the skew normal boxplot; subsequently, Tukey's boxplot will be called the normal boxplot. In Section 3, statistical performance of the proposed procedure is examined with simulated datasets.
Proposed Procedure
To identify outliers, the underlying distribution S N(µ, σ, α) should be fitted robustly. For that purpose, we propose the following estimation procedure.
First, compute the sample skewness which we define as
where q 2 (x 1 , . . . , x n ) is the median. Then, α is found by matching to the corresponding quantity of S N(0, 1, α). Such estimateα of α is safe from 25% contamination. Second, compute the quartilesq 1 andq 3 of S N(0, 1,α) and estimate σ bŷ
Third, compute the medianμ of S N(0,σ,α) and estimate µ bŷ µ = q 2 (x 1 , . . . , x n ) −μ. We define the outliers as the observations below the minimum of S N(μ,σ,α)'s 0.35 percentile and the lower value of (1.1) or above the maximum of S N(μ,σ,α)'s 99.65 percentile and the upper value of (1.1). Therefore, for the case in which observations are generated from the skew normal distribution, less than 0.7%, or roughly 1% at maximum, of the observations are expected to be declared as outliers.
As a numerical illustration, we apply the procedures to the weight variable of Australian Institute of Sports dataset (n = 202), as given in the R package sn (Azzalini, 2011) . The fence values of Tukey's boxplot are 40.1(kg) and 110.5(kg), and, accordingly, one small observation with the data value 37.8 and three large observations with data values 111.3, 113.7, 123.2 are declared as outliers. See Figure 3 [Left].
Three parameters of the skew normal distribution are estimated asμ = 60.74,σ = 20.32,α = 3.00. Figure 2 shows the histogram with the fitted skew normal density superimposed.
With reference to S N(μ,σ,α), 0.35 percentile and 99.65 percentiles are 49.0 and 120.1. Therefore, the fence values distinguishing inner and outer points are min(40.1, 49.0) and max(110.5, 120.1). Thus, only two observations, the smallest 37.8 and the largest 123.2, are declared as outliers. Figure 3 [Right] shows the skew normal boxplot. Whisker lengths are different in the skew normal boxplot, contrasting the 'almost' same lengths in the normal boxplot.
Simulation Study
What are the primary differences between the outlier identification procedure based on the normal boxplot and the one based on the skew normal boxplot? To answer the question, we designed a MonteCarlo study in which 1,000 observations are generated from S N(0, 1, α) for α = 0, 1, 2, 3, 4, 5, 10, 100 and two types of outlier identification procedures are applied. The number of repetitions are 1,000 (= R). Table 1 summarizes the outcomes by the average numbers of nominated outliers and their standard errors (in parenthesis).
For the case α = 0, in which the observations are generated from the normal distribution, normal boxplot procedure's '#below' and '#above' are around 3.7. Skew normal boxplot's '#below' and '#above' are slightly smaller, around 3.1. As α increases to 2, normal boxplot procedure's '#below' falls less than 1.0, while '#above' exceeds 10. Furthermore, for the case α = 5, normal boxplot procedure's '#below' becomes 0, while '#above' exceeds 16. Even in these cases and the cases of α = 10 or 100, skew normal boxplot procedure's '#above' does not exceed 7. As such, the normal boxplot often shows too many outliers in the skewed case, while the skew normal boxplot's list of outliers is more compact.
Concluding Remarks
From the viewpoint of exploratory data analysis(EDA), it is always better for data analysts to assume less on the underlying distribution for observations. The principle can be applied to the boxplot and the associated procedure for outlier identification. The normal boxplot assumes the normal distribution, which is quite often inappropriate. In comparison, the skew normal boxplot proposed here assumes the skew normal distribution that allows moderate skewness and extends the normal distribution in a natural way. It is more flexible and reliable.
However, the skew normal boxplot is not a panacea for all kinds of the skewness. Its performance may be poor for heavily skewed cases like the log-normal distribution, since the skewness of S N(µ, σ, α) does not exceed 1.34, as measure by the ratio of the lengths of the quartiles from the median. Hence, it is wise to think of a variable transformation to correct for the skewness for such cases.
