Abstract. We present a case study to demonstrate the possibility of discovering complex and interesting latent structures using hierarchical latent class (HLC) models. A similar effort was made earlier [6] , but that study involved only small applications with 4 or 5 observed variables. Due to recent progress in algorithm research, it is now possible to learn HLC models with dozens of observed variables. We have successfully analyzed a version the CoIL Challenge 2000 data set that consists of 42 observed variable. The model obtained consists of 22 latent variables, and its structure is intuitively appealing.
Introduction
Hierarchical latent class (HLC) models [7] are tree-structured Bayesian networks where variables at leaf nodes are observed and are hence called manifest variables, while variables at internal nodes are hidden and hence are called latent variables. All variables are assumed discrete. HLC models generalize latent class (LC) models [3] and were first identified as a potentially useful class of Bayesian networks (BN) by Pearl [4] .
HLC models can used for latent structure discovery. Often, observed variables are correlated because they are influenced by some common hidden causes. HLC models can be seen as hypotheses about how latent causes influence observed variables and how they are correlated among themselves. Finding an HLC model that fits data amounts to finding a latent structure that can explain data well.
The CoIL Challenge 2000 data set [5] contains information on customers of a Dutch insurance company. The data consists of 86 variables, around half of which are about ownership of various insurance products. Different product ownership variables are correlated. One who pays a high premium on one type of insurance is more likely, than those who do not, to also purchase other types of insurance. Intuitively, such correlations are due to people's (latent) attitudes toward risks. The more risk-aversion one is toward one category of risks, the more likely one is to purchase insurance products in that category. Therefore, the CoIL Challenge 2000 data set is a good testbed for latent structure discovery methods. We have analyzed the CoIL Challenge 2000 data set using HLC models. The structure of the model obtained is given in Section 4. There are 42 manifest variables and 22 latent variables, and the structure is intuitively very appealing. Latent structure discovery is very difficult. It is hence exciting to know that we are able to discover such a complex and meaningful structure.
HLC models can also be used simply for probabilistic modeling. They possess two nice properties for this purpose. First, they have low inferential complexity due to their tree structures. Second, they can model complex dependencies among the observed. In Section 5, the reader will see the implications of the second property on prediction and classification accuracy in the context of the CoIL Challenge 2000 data.
We begin with a review of HLC models in Section 2 and a description of the CoIL Challenge 2000 data set in Section 3. Let X1 be the root of an HLC model m. Suppose X2 is a child of X1 and it is a latent node. Define another HLC model m by reversing the arrow X1→X2. In m , X2 is the root. The operation is hence called root walking; the root has walked from X1 to X2. Root walking leads to equivalent models [7] . This implies that it is impossible to determine edge orientation from data. We can learn only unrooted HLC models, which are HLC models with all directions on the edges dropped. Figure 1 also shows an example unrooted HLC model. An unrooted HLC model represents a class of HLC models. Members of the class are obtained by rooting the model at various nodes. From now on when we speak of HLC models we always mean unrooted HLC models unless it is explicitly stated otherwise.
Hirarchical Latent Class Models
Assume that there is a collection D of i.i.d samples on a given set of manifest variables that were generated by an unknown regular HLC model. The learning task is to reconstruct the unrooted HLC models that corresponds to the generative model.
The first principled algorithm for learning HLC models was developed by Zhang [7] . The algorithm consists of two search routines, one optimizes model structure while the other optimizes cardinalities of latent variables in a given model structure. It is hence called double hill-climbing (DHC). It can deal with data sets with about one dozen manifest variables. Zhang and Kočka [8] recently proposed another algorithm called heuristic single hill-climbing (HSHC). HSHC combines the two search routines of DHC into one and incorporates the idea of structural EM [2] to reduce the time spent in parameter optimization. HSHC can deal with data sets with dozens of manifest variables.
Results presented in this paper were obtained using the HSHC algorithm. The algorithm hill-climbs in the space of all unrooted regular HLC models for the given manifest variables. We assume that the BIC score is used to guide the search. The BIC score of a model m is:
where θ * is the ML estimate of model parameters, d(m) is the standard dimension of m, i.e. the number of independent parameters, and N is the sample size.
The Coil Challenge 2000 Data Set
The training set of the COIL Challenge 2000 data consists of 5,822 customer records. Each records consists of 86 attributes, containing sociodemographic information (Attributes 1-43) and insurance product ownerships (Attributes 44-86). The sociodemographic data is derived from zip codes. In previous analyses, these variables were found more or less useless. In our analysis, we include only three of them, namely Attributes 43 (purchasing power class), 5 (customer main type), and 4 (average age). All the product ownership attributes are included in the analysis.
The data was preprocessed as follows: First, similar attribute values were merged so that there are at least 30 cases for each value. Thereafter, the attributes have 2 to 9 values. In the resultant data set, there are fewer than 10 cases where Attributes 50, 60, 71 and 81 take "nonzero" values. Those attributes were therefore excluded from further analysis. This leaves us with 42 attributes.
We analyzed the data using a Java implementation HSHC algorithm. In each step of search, HSHC runs EM on only one model to optimize all its parameters. However, it may run local EM on several candidate models to optimize the parameters that are affected by search operators. The number of such candidate models is denoted by K, and K is a parameter for the algorithm. We tried four values for K, namely 1, 5, 10, and 20. The experiments were run on a Pentium 4 PC with a clock rate of 2.26 GHz. The running times and the BIC scores of the resulting models are shown in the following table. The best model was found in the case of K=10. We denote the model by M * . The structure of the model is shown in Figure 3 . 
Latent Structure Discovery
Did HSHC discover interesting latent structures? The answer is positive. We will explain this by examining different aspects of Model M * . First of all, the data contains two variables for each type of insurance. For bicycle insurance, for instance, there are "contribution to bicycle insurance policies (v 62 )" and "number of bicycle insurance policies (v 83 )". HSHC introduced a latent variable for each such pair. The latent variable introduced for v 62 and v 83 is h 11 , which can be interpreted as "aversion to bicycle risks". Similarly, h 10 can be interpreted as "aversion to motorcycle risks", h 9 as "aversion to moped risks", and so on.
Consider the manifest variables below h 12 . Besides "social security", all the other variables are related to heavy private vehicles. HSHC concluded that they are influenced by one common latent variable. This is clearly reasonable and h 12 can be interpreted as "aversion to heavy private vehicle risks". Besides "social security", all the manifest variables below h 8 are related to private vehicles. HSHC concluded that they are influence by one common latent variable. This is reasonable and h 8 can be interpreted as "aversion to private vehicle risks".
All the manifest variables below h 15 , except "disability", are agriculturerelated; while the manifest variables below h 1 are firm-related. It is therefore reasonable for HSHC to conclude that those two groups of variables are respectively influenced by two latent variables h 1 and h 15 , which can be interpreted as "aversion to firm risks" and "aversion to agriculture risks" respectively.
It is interesting to note that, although delivery vans and tractors are vehicles, HSHC did not conclude that they are influenced by h 8 . HSHC reached the correct conclusion that the decisions to buy insurance for tractors, for delivery vans, or for other private vehicles are influenced by different latent factors.
The manifest variables below h 3 intuitively belong to the same category; those below h 6 are also closely related to each other. It is therefore reasonable for HSHC to conclude that those two groups of variables are respectively influenced by latent variables h 3 and h 6 .
The three sociodemographic variables (v 04 , v 05 , and v 43 ) are connected to latent variable h 21 . Hence h 21 can be viewed as a venue for summarizing information contained in those three variables. Latent variable h 0 can interpreted as "general attitude toward risks". Under this interpretation, the links between h 0 and its neighbors are all intuitively reasonable: One's general attitude toward risks should be related to one's sociodemographic status (h 21 ), and should influence one's attitudes toward specific risks (h 8 , h 1 , h 15 , . . . , etc) .
There are also aspects of Model M * that do not match our intuition well. For example, since there is a latent variable (h 12 ) for heavy private vehicles under h 8 , we would naturally expect a latent variable for light private vehicles. But there is no such variable. Below h 3 , we would expect a latent variable specifically for life insurance. Again, there is no such variable. The placement of the variables about social insurance and disability is also questionable. With an eye on improvements, we have considered a number of alterations to M * . However, none resulted in models better than M * in terms of BIC score. Those mismatches are partially due to the limitations of HLC models. Disability is a concern in both agriculture and firms. We naturally would expect h 17 (aversion to disability risks) be connected to both h 1 (aversion to firm risks) and h 15 (aversion to agriculture risks). But that would create a loop, which is not allowed in HLC models. Hence, there is a need to study generalizations of HLC models in the future. As mentioned in Section 2, it would also be interesting to study the impact of standard model dimensions versus effective model dimensions.
Probabilistic Modeling
We have so far mentioned two probabilistic models for the CoIL Challenge 2000 data, namely the HLC model M * and the latent class model produced during latent class analysis. In this section, we will denote M * as M HLC and the latent class model as M LC . For the sake of comparison, we have also used the greedy equivalence search algorithm [1] to obtain a Bayesian network model that do not contain latent variables. This model will be denoted as M GES . This structure of M GES is shown in Figure 2 . In general, we refer to Bayesian networks that do not contain latent variables observed BN models.
The structure of M HLC is clearly more meaningful than that of M LC and M GES . The structure of M LC is too simplistic to be informative. The relationships encoded in M GES are not as interpretable as those encoded in M HLC .
How do the models fit the data? Before answering this question, we note that HLC models and observed BN models both have their pros and cons when it classification task is to identify a subset of 800 that contains as many mobile home policy owners as possible. As can be seen from the following The classification performance of M HLC ranks at Number 5 among the 43 entries to the CoIL Challenge 2000 contest [5] , and it is not far from the performance of the best entry. This is impressive considering that no attempt was made to minimize classification error when learning M HLC . In terms of model interpretability, M HLC would rank Number 1 because all the 43 entries focus on classification accuracy rather than data modeling.
Conclusions
Through the analysis of the CoIL Challenge 2000 data set, we have demonstrated that it is possible to infer complex and meaningful latent structures from data using HLC models.
