Theory of long-range interactions between an atom in its ground S state and a linear molecule in a degenerate state with a non-zero projection of the electronic orbital angular momentum is presented. It is shown how the long-range coefficients can be related to the first and second-order molecular properties. The expressions for the long-range coefficients are written in terms of all components of the static and dynamic multipole polarizability tensor, including the nonadiagonal terms connecting states with the opposite projection of the electronic orbital angular momentum.
I. INTRODUCTION
Recent developments in laser cooling and trapping techniques have opened the possibility of studying collisional dynamics at ultralow temperatures. Atomic Bose-Einstein condensates [1] are of crucial importance in this respect since investigations of the collisions between ultracold atoms in the presence of a weak laser field leads to precision measurements of the atomic properties and interactions. Such collisions may also lead to the formation of ultracold molecules that can be used in high-resolution spectroscopic experiments to study inelastic and reactive processes at very low temperatures, interatomic interactions at very large distances including the relativistic and QED effects, or the thermodynamic properties of the quantum condensates of weakly interacting atoms [2] .
Recently, experimental techniques based on the buffer gas cooling [3] or Stark deceleration [4] produced cold molecules with a temperature well below 1 K. Optical techniques, based on the laser cooling of atoms to ultralow temperatures and photoassociation to create molecules [5] , reached temperatures of the order of a few µK or lower. Spectacular achievements were reported only very recently with the Bose-Einstein condensation of homonuclear alkali molecules starting from fermionic atoms [6] [7] [8] .
A major objective for the present day experiments on cold molecules is to achieve quantum degeneracy for polar molecules. Two approaches to this problems are used: indirect methods, in which molecules are formed from pre-cooled atomic gases [9] , and direct methods, in which molecules are cooled from room temperature. The Stark deceleration and trapping methods pioneered by Meijer and collaborators [10] are the best developed of the direct methods and provide exciting possibilities for progress towards quantum degeneracy.
Beam deceleration can achieve temperatures around 10 mK. However, condensation requires sub-microkelvin temperatures. Finding a second-stage cooling method to bridge this gap is the biggest challenge facing the field. The most promising possibility is the so-called sympathetic cooling, in which cold molecules are introduced into an ultracold atomic gas and equilibrate with it. Sympathetic cooling has already been successfully used to achieve Fermi degeneracy in 6 Li [11] and Bose-Einstein condensation in 41 K [12] . However, it has not yet been attempted for molecular systems and there are many challenges to overcome. In
Berlin, Meijer's group has now developed the capability to trap ultracold 87 Rb atoms for use in sympathetic cooling [13] . In London, Tarbutt's group has begun to set up experiments using an ultracold gas of like CO( 3 Π), OH( 2 Π), NH( 1 ∆), and CH( 2 Π) could be decelerated, and are good candidates for sympathetic cooling. Other simple systems like LiH [15] , ND 3 [16, 17] , and ions, Yb + and Ba + [18] [19] [20] [21] , were also investigated, both exprimentally and theoretically.
Very little is known about collisions between polar molecules and alkali metal atoms, and results of theoretical studies on them are essential to guide the experiments and later to interpret the results. There are two essential ingredients: good potential energy surfaces to describe the interactions, and good methods for carrying out low-energy collision calculations. Hutson and collaborators has pioneered the study of potential energy surfaces for interactions between polar molecules and alkali metal atoms [16, 17, 22] . However, the theoretical methods available for calculating the surfaces have some significant inadequacies, which need to be addressed before quantitative predictions will be possible.
When dealing with collisions at ultra-low temperatures the accuracy of the potential in the long range is crucial. Therefore, the methods used in the calculations of the potential energy surfaces should be size-consistent [23] in order to ensure a proper dissociation of the electronic states, and a proper long-range asymptotics of the potential should be imposed. The latter task is highly nontrivial when a molecule is in an open-shell degenerate state. To our knowledge this problem has only been addressed by Spelsberg [24] for the CO+OH system, and by Nielson et al. [25] and Bussery-Honvault et al. [26, 27] for an atom interacting with open-shell molecule. The latter considerations were limited, however, to the C 6 coefficients at most. Standard approaches based on the symmetry-adapted perturbation theory within the wave function [28, 29] or density functional formalisms [30] fail in this case.
In this paper we report a theoretical study of the long-range interactions between an atom in its ground S state and a linear molecule in a degenerate state with the projection of the electronic orbital angular momentum Λ. an open-shell species are needed to express the asymptotic interaction energy and how the expression for the interaction energy depends on the adopted basis (spherical or Cartesian).
In this section we also show that for molecules in an excited state that is connected to the ground state by multipolar transition moments, a new term in the long-range expansion appears. In sec. III we present the computational approach adopted in the this paper, discuss our results, and compare them with the data from the supermolecule calculations.
Finally, sec. IV concludes our paper.
II. THEORY
We consider the interaction of an atom A in the ground S state ψ A (S) and a linear molecule B in a state ψ B (Λ), where Λ is the projection of the electronic orbital angular momentum of the molecule on the molecular axis. All the quantities relating to the atom and the molecule will be designated by subscripts A and B, respectively. Since we are interested in the long-range interactions, the resulting spin multiplicity of the complex do not play any role in our further developments, and will be omited. The electronic state of the molecule does not need to be its ground state. The Hamiltonian H of the complex AB can be written as:
where H 0 is the sum of the Hamiltonians describing isolated monomers A and B, H 0 = H A + H B , and V is the intermolecular interaction operator collecting all Coulombic interactions between electrons and nuclei of the monomer A with the electrons and nuclei of the monomer B. Assuming that the electron clouds of the monomers do not overlap, V can be represented by the following multipole expansion [34] [35] [36] :
where the constant C l A ,l B is given by
Y m l ( R) is the normalized spherical harmonic depending on the spherical angles R of the vector connecting the centers of mass of the monomers A and B in a space-fixed coordinate system, Q m l denotes the multipole moment operator in the space-fixed frame. We made also use of the coupled product of two spherical tensors:
where l A , m A ; l B , m B |L, M is the Clebsch-Gordan coefficient.
A state ψ B (Λ) of a linear molecule with Λ = 0 is doubly degenerate, and so is the state of the complex AB at R = ∞, which is just a product ψ A (S)ψ B (Λ). For the interaction of a ground state S atom with a molecule, the first-order electrostatic energy vanishes identically in the multipole approximation, so the degeneracy is lifted in the second-order, leading to the splitting of the two states ψ A (S)ψ B (±|Λ|), into the A ′ and A ′′ states of the complex AB at finite R. Thus, to obtain the long-range behavior of the A ′ and A ′′ states we have to diagonalize the second-order interaction matrix:
The elements V
Λ,Λ ′ of V (2) are given by the standard expressions of the polarization theory [37] and can be decomposed into the induction and dispersion parts:
where ω S,k = E {k} − E S is the excitation energy of the atom from the ground state ψ A (S) to the excited state ψ A ({k}) characterized by the set of quantum numbers {k}, and ω Λ,n = E {n} − E Λ is the excitation energy from the state ψ B (Λ) to the excited state ψ B ({n}) of the molecule with the set of quantum numbers denoted by {n}. In the above equation the sign prime on the summation symbol means that the ground state of the atom or the states ψ B (±|Λ|) of the molecule are excluded from the summations.
It can easily be shown [25] that in the case of interaction with an atom in S state the matrix elements V
Λ,Λ and V
−Λ,−Λ are equal, and the same holds for off-diagonal elements V AB characterizes its behaviour under the reflection in the plane σ xz . It is determined by the symmetry properties of the wave functions of the two constituent monomers, i.e. ψ A (S) and ψ B (Λ), with respect to the reflection in the plane σ xz of their body-fixed frames, which happens to be the same. The symmetry relations for the monomer electronic wave functions are (Λ = 0) [33, 38] :
where p A defines the spatial parity of the atomic wavefunction in the S state. Therefore, the properly adapted wave functions read:
and the corresponding second-order energies (i.e. eigenvalues of the matrix V (2) ) are The multipole expansion of V Λ,Λ ′ is readily obtained by inserting the multipole expansion (2) of the interaction operator V into Eq. (6) and collecting terms, as it was done in Refs.
[ [34] [35] [36] . Specifically, the derivation is based on the well known transformation properties of the multipole operators from the space-fixed (with the index m X ) to the body-fixed (with the index k X ) frame of each monomer (X=A or B):
where
is the Wigner D matrix, and on the addition theorems for the D functions and spherical harmonics:
The sets of the Euler angles R A and R B describe rotations of the space-fixed frame to the appropriate body-fixed frames. For our convinience we choose the Z axis along the intermolecular axis connecting the two centers of mass. Then, the angular factor
For an atom in an S state the quantum numbers L A , M A and
For an open-shell linear molecule we have M B = 0, and the set of the three Euler angles
where P set would be R B = (3π/2, θ, π/2) which leads to the coincidence of the axis x as it was adopted in Ref. [25] .
It is useful to express the final equations for the elements of the matrix V (2) in terms of the static and dynamic multipole polarizabilities of the atom and molecule. For an S atom we use the standard definition:
while for an open-shell linear molecule we introduce extra superscripts Λ and Λ ′ to distinguish between diagonal and off-diagonal components:
The corresponding irreducible polarizabilities are obtained by Clebsch-Gordan coupling:
The only nonvanishing components of the irreducible polarizability for an atom in the S state are α We are now ready to give final expressions for the long-range coefficients expressed in terms of the irreducible components of the polarizabilities:
where the constant ξ
given by:
and the expressions in the round and curly brackets are the 3j and 6j coefficients, respectively. Combining all terms with the same power n = 2l A +l B +l ′ B +2 in the above expansion, we will get standard long-range coefficients C
by means of which the asymptotic expansion of Eq. (9) simply reads:
The dipersion part
(disp) is proportional to the Casimir-Polder integral over the atomic and molecular polarizabilities calculated at imaginary frequencies:
while the induction term
(ind) is the product of the static polarizability of the atom and permanent multipole moments of the open-shell molecule:
A few comments are needed here. The expression for the diagonal term V
Λ,Λ is the same as for the interaction between atom and linear molecule in a spatially nondegenerate state (Σ). The additional term emerging when Λ = 0 is the off-diagonal V . Sometimes it is more convenient to use the Cartesian basis both for the states |Λ and multipole moments. The transformation formulas between the two bases can be found in Ref. [50] . We focus again on the Π states. In the Cartesian basis the two degenerate states | ± 1 are usually referred to as |Π x and |Π y . The four independent dipole polarizability tensor components would be x,x α xx , x,x α yy , x,x α zz , and x,y α xy , where we adopted the index (x,y)
in place of (-1,1) to distinguish between particular diagonal and off-diagonal components.
It is possible to define the fifth Cartesian component, namely
x,y α yx , however, due to the relation:
x,x α xx − x,x α yy = x,y α xy + x,y α yx , it will not be independent [24] . To see better why the Cartesian basis may be useful let us mention how the irreducible spherical components are related to the Cartesian ones for the Π states:
An inspection of the above relations shows that in order to express the interaction energy of a Π molecule with an atom, only diagonal Cartesian components are needed, as the off-diagonal x,y α xy contributes only to 1,1 α
(1,1)1 0
, i.e. the term not present in expression for
is equal to the difference between two perpendicular α's calculated for one of the Cartesian states. This observation is more general and it turns out that if we decide for a Cartesian representation of the |Λ states, then all off-
can be related to some diagonal Cartesian terms.
Still, we will have to calculate some additional Cartesian components, however, diagonal only, which are not present in the expression for the diagonal Λ,Λ α Note that Eq. (22) is strictly valid only when the molecule is in its ground electronic state.
If the molecule is in an excited state that is connected to the ground state (or to any other state lower in energy) by multipolar transition moments then the Casimir-Polder integral is no longer valid and an extra term has to be added to the energy. The reason behind this is the property of the Casimir-Polder integral that if the two elements in denominator, ǫ A and ǫ B , have opposite signs then we obtain (assuming that ǫ B < 0):
instead of the value of 1/(ǫ A − |ǫ B |), which we want to decompose into the product of two terms depending on monomer properties only. Formally, we may write the following identity (again ǫ B < 0):
For any molecular state with ǫ B < 0 we have the summation (6) over all atomic states with positive excitation energy ǫ A , this means that the two last factors in the above equation will add up to yield dynamic polarizability of atom at frequency ω = |ǫ B |. Therefore, if we want to express the whole interaction energy in the second order E
(±) in terms of the monomers properties only, then we are forced to add an extra term to the dispersion part, Eq. 
The summation in the above equation runs only over states of the molecule ψ B ({n − }) with energy lower than the reference one, i.e. if ω n − ,Λ = E Λ − E {n − } is positive, and hence ω n − ,Λ corresponds to the possible deexcitations of the molecule. This term does not have a simple physical interpretation, but as shown in Ref. [31] it leads to a different QED retardation of the long-range potential than given by the classical Casimir-Polder formula [41] . Note also that without this extra term, the second-order interaction energy in the long-range could not be written correctly in terms of molecular properties of the isolated subsystems in the case when deexcitation may occur. Obviously, a similar term will be needed if an atom is in an exited state and molecule in its ground state. Then C
(corr, deexc) would depend on the the dynamic polarizabilities of the molecule at frequency ω corresponding to possible atomic deexcitation. However, this holds only for atomic excited S states, as if the atomic state was P, D etc. then the whole formalism presented here would not be longer valid due to nonvanishing first-order energy in the multipole approximation.
III. NUMERICAL RESULTS AND DISCUSSION
We have applied the theory exposed above to the interactions of the ground state rubidium atom Rb( 2 S) with CO( but due to the convergence problems, we could get in this way only a few (up to ten) excited states. The Li and Rb atoms polarizabilities at imaginary frequency was taken from highly accurate relativistic calculations from the group of Derevianko [44] .
In order to judge the quality of the computed long-range coefficients we have computed cuts through the potential energy surfaces of Rb-CH( 2 Π) at a fixed distance R=30 bohr from the atom to the center of mass of the molecule. The zero of the angle θ corresponds to the rubidium atom on the H side of CH. In these calculations we have employed the supermolecule method. The potential was computed as the difference,
where E SM AB denotes the energy of the dimer computed using the supermolecule method SM, and E SM X , X=A or B, is the energy of the atom X. For the high-spin states (triplet for Rb( 2 S)- CO-Rb. In order to mimic the scalar relativistic effects some electrons were described by pseudopotentials. For rubidium we took the ECP28MDF pseudopotential from the Stuttgart library [46] , and the spdf g quality basis set suggested in Ref. [46] . For the light atoms (hydrogen, carbon, nitrogen, and oxygen) we used the aug-cc-pVQZ bases [47] . The full basis of the dimer was used in the supermolecule calculations and the Boys and Bernardi scheme was used to correct for the basis-set superposition error [48] .
Before going on with the discussion of the long-range interactions in the dimers, let us compare the diagonal static polarizabilities of CO( 3 Π), OH( 2 Π), NH( 1 ∆), and CH( 2 Π) with the literature data. In fact, the data are very scarce. For OH the most recent calculations of Spelsberg [24] date back to 1999 (see also some older references [52] [53] [54] ). For CH the only calculation we found in the literature is the 2007 paper by Manohar and Pal [56] . To our knowledge no data for the excited states of CO and NH were reported thus far. An ispection of Table I shows a relatively good agreement with the results of Spelsberg [24] for OH. The differences are of the order of a few percent, 5.5% for the parallel component, and 6.3% and 3.3% for the perpendicular xx and yy components, respectively. For CH Manohar and Pal [57] for a more detailed discussion of this point. However, the data reported in the present paper can be used in the fits of the potentials, or in the case of lack of ab initio points at large distances, to fix the long-range asymptotics with some switching function [58] .
To illustrate the importance of the long-range coefficients with n > 6 in Fig. 3 we report cuts through the potential energy surfaces of the least (Rb-CH) and most (Rb-OH)
anisotropic systems for a fixed distance R = 30 bohr. An inspection of this figure shows that the contribution of the coefficients beyond n = 6 is very important. For Rb-CH the R −6 terms qualitatively reproduce the anisotropy of the potential. This is not the case for Rb-OH. The inclusion of all terms up to n = 8 gives the correct picture of the anisotropy, and the R −9 and R −10 contributions are of minor importance at this distance. It follows from the comparison of the RCCSD(T) results with the data computed from the asymptotic expansion, cf. Fig. 2 , that the short-range exchange-repulsion effects are negligible at this distance. Thus, our illustration of Fig. 3 trully demonstrates the importance of the R −8 and higher terms in the multipole expansion of the interaction energy. Obviously, the importance of the contributions beyond the C 6 depends on the distance R, but our plot clearly shows that in the region of negligible exchange and overlap the contributions beyond
No literature data are available for comparison, except for the long-range coefficients for Rb-OH obtained by Lara et al. [22] by fitting the CCSD(T) potential energy surfaces in the A ′ and A ′′ symmetries at large distances to the functional form of Eq. (18) . The values of the long-range coefficients taken from Ref. [22] are included in Table III . The agreement between the two sets of the results is very reasonable. The isotropic C 00 6 coefficients agree within 7%. The discrepancies of the anisotropic coefficients are of the order of 10 to 15%.
Such an agreement is satisfactory given the fact that the fitted values effectively account for the higher coefficients that could not be obtained from the fit. The only significant difference is in C 22 6 . Here the difference is as large as 37%, but this coefficient is small, and most probably could not be correctly reproduced from the fitting procedure. By contrast, the values of C with n ≥ 8 are very important, and cannot be neglected. For Rb-OH we could compare our results with the fit of ab initio RCCSD(T) points [22] . In general, relatively good agreement was found, except for the small C 
The number in parentheses denotes the power of 10. 
