This paper presents a general convergence analysis of numerical methods for solving ordinary differential equations and non-linear Voltcrra integral and integrodifferential equations. The concept of analytic and discrete fundamental forms is introduced. Prolongation and restriction operators reduce the problem of comparing the analytic and numerical solutions to that of considering the effect of perturbations in the fundamental forms. Integral inequalities and their discrete analogues are then employed to derive error estimates. The theory is illustrated by a convergence proof of a collocation method for solving Volterra integral equations of the second kind.
Introduction
WE SHALL BE CONCERNED with the numerical solution of a non-linear operator equation <D(y) = 0, (1.1)
where d>: X -* Y is a non-linear operator from some normed linear space X into a linear space Y. It will be assumed throughout that the true solution y e X of the original problem (1.1) exists uniquely.
To approximate (1.1) we introduce the discretization **(/) = 0, (1.2)
where for each h belonging to some non-empty set / c R + with inf/ = 0, <1>*: X k -> Y k is a non-linear operator from a normed linear space X h into a linear space y*.
The basic idea of a discretization method is to replace the original problem by one depending on a parameter h and to consider an infinite sequence of such replacements corresponding to a sequence of values of h with limit zero. The replacement is to be such that the further one proceeds in the sequence the more accurate the approximations (in a sense to be defined) given by the solution of the discretization are to the solution of the original problem.
In general the solution y e X of the original problem and the solution y* e X\ he I, of its discretization belong to different spaces and cannot immediately be related There are essentially two ways to effect a comparison:
(i) Define with the discretization method a sequence of prolongation operatorŝ
•.X H^X and consider the closeness of p*y* and y in X. The sequence {p*y*}*«/ will b* sa id to p-converge to y e X if ||p*y*-yllx-^0 as /i-»0. (ii) Define a sequence of restriction operators j*\X-*X h and compare i^y and y* in X h for each he/. The sequence {y*}*,/ will be said to r-converge to y e X if 11^-/11x^-^0 as h-0.
Prolongation and restriction operators have been widely used in the error analysis of collocation schemes for solving Fredholm integral equations, for example, see Noble (1973) , Thomas (1973) and Wright (1982) . Further, they have been applied extensively by the French school in connection with elliptic systems. We refer, for instance, to Aubin (1972) and Cea (1964) .
The aim of this paper is to use prolongation and restriction operators to simplify and unify convergence analysis by setting up a general framework which will allow the simultaneous consideration of both approaches for numerical methods for initial-value ordinary differential equations, first-and second-kind Volterra integral equations and Volterra integro-differential equations.
The Analytic Problem
For simplicity and to illustrate our approach we will initially consider the case X = C[0, T], the Banach space of continuous functions x defined on the interval [0, T] with the supremum norm, HxH^, = sup {\x{t)\: t e [0, T]}. In Sections 5 and 6 the analysis will be extended to more general Banach spaces.
We begin by introducing the concept of a fundamental form. Definition 2.1. The original problem (1.1) will be said to have an analytic fundamental form (Le. to be of Volterra type) if it can be expressed in the form
where g e C[0, T] and H: (CI) fc(t, s) is non-negative on the triangle 0 < s < t ^ T, (CII) for each t e [0, T], fc(t, s) is integrable over (0, i) as a function of s, (CIII) there exists /IEN such that the /ith iterated kernel fc°">(t, s) of k(t, s) is continuous in t, s.
The following theorem is an existence result for the analytic fundamental form. The analytic fundamental form is convenient for considering the effect of perturbations and the stability of the solution y of the original problem (1.1) since the following linear generalization of Gronwall's inequality given by Dixon and McKee (1984) To illustrate the reduction of the original problem to analytic fundamental form consider the ordinary differential equation
Integrating over (0, t) yields
10) Jo which is clearly the analytic fundamental form for (2.9) with the kernel k(t, s) = L, 0 < s < t < T, where L is the Lipschitz constant off[t, y) with respect to y.
The Discrete Problem
As the parameter h tends to zero we may anticipate that the discrete operator will in some sense tend to that of the original equation and, therefore, it seems natural to expect that any analysis for the continuous problem will have a parallel in the approximating problem.
Following this view we introduce a discrete version of the space C[0, T], replacing continuous functions by sequences of finite real numbers. It is assumed that the true solution is to be approximated on some finite interval [0, T] . Definition 3.1. Let T and h 0 be given with h 0 such that T/h 0 = N o , a positive integer, and let / be the set defined by We will also require a discrete Volterra kernel and discrete iterated kernels. Definition 3.2. Let h, N be defined as in Definition 3.1. The discrete function k (J defined on the integers i,j, 0 <;, i ^ N, is said to be a discrete Volterra kernel if k (J = 0 for j > i. The discrete iterated kernels k\"' {n = 1, 2,...) of the discrete Volterra kernel k i} are defined to be
It will be assumed that 0 < hk it < 1 for each i e Q* and all h e I sufficiently small For simplicity of notation we will then find it convenient to introduce the discrete Volterra kernel Jc tJ defined as follows:
.0, J = i which has discrete iterated kernels JEj J* (n = 1, 2,...) given by
We now introduce the discrete fundamental form. Definition 3.3. The approximating problem (1.2) will be said to have a discrete fundamental form if it can be expressed in the form
where tf e C(Q*) and Here £ y is given by (3.1).
In analogy with Theorem 21 we have the following existence result for the discrete fundamental form.
THEOREM 3.1 The discrete fundamental form defined by Definition 3.3 has a unique solution / e C(ft*) for all h e I sufficiently small.
The proof follows that of Theorem 21 using the discrete space in place of C[0, T].
We let/* = C/D satisfy the discrete Volterra equation
where fc y is defined in definition 3.3. It can be shown that (3.4) has a unique solution /* 6 C(fl*) and that /, ^ 1, 0 < i < N (see Dixon & McKee, 1984) .
By defining a norm || • 1^ on C(Q*) to be ||y*j|* = max j-|y,|:iei where/* is the solution of (3.4), and then proceeding as in the proof of Theorem 2.1 we deduce that there exists a unique y* e C(C^) satisfying
The following theorem, which may be deduced from a result given by Dixon & McKee (1984) , is the discrete analogue of Theorem 2.2 THEOREM 3.2 Let h e I be sufficiently small.
For any <j> h e C(Q*) i/x* e C(Q*) satisfies 
Prolongation and Restriction Operators
The problem of error estimates is that of comparing y* e X k with y e X objects in different spaces. We overcome this difficulty by introducing prolongation and restriction operators, which are simply linear operators from X k into X, and X into X k respectively, which will be required to satisfy certain conditions. This enables us to reduce the problem of comparing y* and y to that of considering the effect of perturbations in the fundamental forms (21) For general Banach spaces X, X k with he I, inf/ = 0, we will require the prolongation operator p* and the restriction operator r* to have the following properties:
(a) r*: X-*X k is a bounded linear operator with ll^ll < 1 for all h e I.
(b) p*: X k -* X is a bounded linear operator, and there exists p, independent of h, such that
\\A\ < P.
(c) r*p* = /*, the identity operator on X s .
(d) For all x e X sufficiently smooth
It is important to consider x fixed as h-*0 since
Hl-pV|| +0 as h-+0 in general.
(e) For all x* € X k with ||x*|| X k uniformly bounded for all h e I (0 For all x* e X k with ||x*|| x * uniformly bounded for all he I, -+0 as h->0.
In the case H(y) = Hy and H\y k ) = H*/» that is, H and H* are linear operators, the conditions (e) and (f) will be replaced by (e The framework we have set up is general, but the restriction and prolongation operators must be tailored to the particular discretization method under consideration. It should be arranged that p*. r* are chosen so that ||(l-pV)/f(p*x*)|| x and are small and of the same order in h. It is also desirable that ||p*|| [which is > 1 by assumptions (a) and (c)] be as near one as possible, since it will occur as a multiplying factor in our error bounds.
We require estimates of \\p h y h -y\\ x and ||r*y-y*|| X M. It will be assumed in the remainder of this section that X = C[0, T] and X h = C(Q*), the required error estimates then being obtained by applying the generalized continuous and discrete Gronwall inequalities (Theorems 2.2 and 3.2) respectively. Letting /i->0 we deduce using (d\ (e), (0 that We note that the bound on \\9\\a, is computable since it does not depend on the unknown function y. This implies that the bound for | | p*y*-yWa, is computable if the constant C p can be found explicitly.
I-DDCON AND S. McKEE
We also remark that if g* # r*g then the additional condition llff* -r*g|| M ->0 as h -*• 0 is required. We deduce, using (d) and (f), that since ||X|| is bounded, ||r*;y->'*lloo-> 0 as h-+0. We observe that the estimate (4.3) for ||r*.y-/!!", suffers from the disadvantage of not being directly computable since it depends on the unknown function y. However, if y has a prescribed degree of smoothness, (4.3) may be used to determine the rate of convergence.
We note that if r*p* = /*, then
Vy-AL =
and Theorem 4.1 is applicable provided (aHO are satisfied. We conclude that a bound on H^y-y*!!,,, which is at least as good as that on Hy-p*/)!,,, is then possible.
A Gronwall Inequality for Abstract Operators
We wish to extend our results from X = C[0, T] (and X h = C(&)) to more general Banach spaces. To do this we must first generalize our Gronwall inequalities.
The following lemma is a general fixed point result LEMMA 5.1 Let X be a Banach space and let S e L(X) (the space of bounded linear operators from X into itself) be such that for some neNS*isa contractioru For each z e X the operator T z defined by T x x = z + Sx has a unique fixed point x e X given by x = t^z. (5.1)
Proof. Since S" is a contraction for some n, it can be shown that £ S' converges in UX) and, moreover r "°T hus x = z + Sx has a unique solution given by
(See also Hille, 1969 Hille, , 1972 Following the argument used to obtain the Gronwall inequality given by Theorem 2.2 in the space X = C[0, T] (see Dixon & McKee, 1984) we introduce, for any Banach space X, a linear operator T:X-*X defined by
where S e L(X) and S" is a contraction for some n.
LEMMA 5.2 Let X be a partially ordered Banach space whose positive cone X + := {xe X:x^0} is closed. IfS e L(X) is a positive operator (that is,SX+z X + ) such that for some n e I NI S" is a contraction, then Tx e X* implies x e X + .
Proof. If Tx = z 6 X + , then x-Sx = z.
By Lemma 5.1
Since z e X + and S is a positive operator, Sz e X + and by induction S'z e X + for all r >0.
Consequently, £ S'z e AT + for all m > 0.
r«0
But X + is closed and hence x e X + . The following Gronwall inequality is an immediate consequence of Lemma 5.2 (see also Beesack, 1975 ).
THEOREM 5.1 Let X be a partially ordered Banach space whose positive cone X + is closed, and let S e L(X) be a positive operator such that for some n e N S" is a contraction. and hence \\y\\ ^ t HS-II ||z||.
Now S" is a contraction and therefore Yf-o ll^ll converges and we deduce that there exists some C, independent of z, such that IMI < C\\z\\.
Prolongation and Restriction Operators in Banach Spaces
Consider again the non-linear operator equation
and the corresponding discrete operator equation
In the subsequent discussion it will be assumed that X, X k are both Banach lattices, and | • | will denote the absolute value in X and X k . We also assume that (6.1) and (6.2) have unique solutions y e X and y* e X k respectively.
Definition 6.1. Equation (6.1) will be said to have an analytic fundamental form if it can be expressed in the form y = g + H(y), (6.3) where g e X and H:X-*X satisfies -z\, forally.zeX, (6.4) where K e L{X) is a positive operator such that K" is a contraction for some n.
\H(y)-H(z)\^K\y
Analogically we have the following definition of a discrete fundamental form.
Definition 6.2. Let h 0 > 0 and let / be a non-empty subset of (0, /i 0 ] with inf / = 0. Equation (6.2) will be said to have a discrete fundamental form if for each he I it can be expressed in the form where j*eX' and H*:
where K k e L^X*) is a positive operator bounded independently of h, such that (X*y is a contraction for some n e'N with HCK*)"!! < C < 1, where C is independent of A.
We now present generalizations of Theorems 4.1 and 4.2. As in Section 4, p\ r* will denote respectively a prolongation and restriction operator with the properties (a)-(f), where X, X k are now Banach lattices.
THEOREM 6.1 Let X, X h be Banach lattices with A" 1 " closed. Let y satisfy (6.3) and y* satisfy the discrete operator equation
Then if p\ r* have properties (a)-(f) and q* = i*g, there exists a constant C p , independent of h, such that |lx +11 and p*y* p-converges to y. To show C r is independent of h we must demonstrate that X^-olK^'Tll is bounded independently of h. Any r e I M may be expressed uniquely in the form r = nm + q, for some m ^ 0, 0<q<n-1, ana By hypothesis there exists M, independent of h, such that ||X*|| < M and consequently ||(X*)«II < M",0^q ^n -l.
Also there exists C, independent of h, such that ||(X*)"II < C < 1 and therefore
We deduce that where C r is independent of k It remains to consider (7.6) K h J Hence using (7.4) the collocation (7.2) may be rewritten in the form
