Abstract
Introduction
Fieldbus based distributed embedded systems (DES) have become quite used in many applications in the automotive industries, avionics, industrial automation and domains where real-time performance is required. One of the drawbacks of many implementations of these systems is the lack of flexibility they usually show in order to keep timeliness guarantees during operation. If a system parameter must be modified, e.g., the period of a variable, the operation must be stopped and the configuration will only be changed after an off-line analysis has determined that there isn't any risk of jeopardizing the real-time performance.
Some recent studies [ l ] show that DES flexibility and, also, reactivity, can be improved by the use of a planning scheduler technique without loosing the timeliness guarantees required for realtime operation. This applies even when DES's nodes are based on low-processing power microcontrollers as it is the case of systems based in Paulo Neves Escola Superior de Tecnologia Instituto PolitCcnico de Castelo Branco 6000 Castelo Branco, Portugal pneves@est.ipcb.pt fieldbuses such as CAN [ 2 ] . In fact, the planning technique and an associated protocol named FTT-CAN (flexible time-triggered protocol), proposed in [4] , can be easily implemented in a typical node of such DESs, keeping a runtime overhead compatible with the CPUs of most applications.
Besides creating flexibility, a further step towards systems reactivity implies decreasing the response time to required changes. This can be achieved with several solutions, including the use of specific scheduling coprocessors. In this paper, this last solution is analysed and some results concerning the use of a scheduling coprocessor in a CAN-based distributed system are presented. Also, some on-going work with further improvement of performance is briefly discussed.
Centralized dispatching in DES solutions
A typical fieldbus architecture is presented in figure 1 . Several nodes are connected through the fieldbus and the MAC -Medium access control must have adequate characteristics to be able to guarantee all the timing message transmission constraints of the overall system. In many DES solutions the MAC is centralized. This means that one of the nodes will decide when a particular message transmission occurs. This is the case, for example, of FIP [3] and of the already mentioned FTT-CAN protocol. This specific node, usually called arbiter, uses a dispatching table in which the traffic pattern of the DES is stored. In FIP the dispatching table in the arbiter contains the description of the periodic traffic for a specific time interval called the macro-cycle. This interval corresponds to the least common multiple of the periods of all the periodic messages used in the DES (or an integer multiple of this number). In the case of FTT-CAN, the dispatching table contains the description of the traffic (in principle periodic) during a fixed time interval called the plan. A scheduler must then be used to generate the successive dispatching tables as explained in the next section of the paper. This scheduler will be, in principle, a task which is executed in the arbiter node to avoid the problem of loading the dispatching table from anywhere outside it. In what concerns hardware, the typical node of a fieldbus system (figure 2) is based in a microprocessor or micro-controller. The option for low power pC/pP is common as it turns out to be costeffective. The arbiter node can show a similar architecture if, as in FTT-CAN, it executes the scheduler and dispatching functions in software. However, as it is shown in [ 5 ] , the scheduler poses a significant overhead to the node CPU. This problem can be solved increasing the interval associated to the dispatching table, giving more time for the scheduler to execute. The consequence is a reduction in the system responsiveness. A possible solution to obtain flexibility and responsiveness is the use of a dedicated coprocessor for some of the arbiter functions, in special for the scheduler hnction. This frees the node CPU from the most processing intensive task. Then, a typical off-the-shelf low-power CPU can still be used without jeopardizing performance. Also, as the number of arbiter or potential arbiter nodes is small, its increased complexity has not a strong impact on the overall system cost.
-
The idea of using a specialized coprocessor seems to be new for the problem of message scheduling in fieldbuses. However, several other papers have addressed the improvement of execution time and predictability of operating system functions. The real time unit reported in [6] is a rate monotonic based multitasking kernel implemented in an ASIC. The Spring Scheduling VLSI co-processor (SSCoP) [7] , works with the Spring Kernel [8], using different scheduling algorithms. In [9] a universal scheduling coprocessor for single processor systems is described.
Returning to fieldbus based systems, and in what concerns the arbiter node architecture, two solutions are envisaged for the dedicated coprocessor: a second pC/pP or an ASIC. The decision between them is not immediate as both present advantages and drawbacks. The pC/pP approach is easy to implement with available tools and it may have a low cost (considering simple devices). However, it also incurs in some problems as the low level of predictability in what concerns worst case execution time of the scheduler operations and the lower dependability when compared with an ASIC. This last problem is enlarged due to the number of sub-systems used with the pC/pP (memory, decoding, interrupt, . . .).
On the other side, the ASIC-based solution also starts to present some initial drawbacks such as the difficulty of getting easy and low cost development tools, the skills needed to work it and the final price of the coprocessor unit. However, some features seem promising: the possibility to obtain very low execution times, enabling operation even with pessimistic worst-case timing calculations and the easy synchronization in the read and write accesses performed by the arbiter node CPU.
Also, some drawbacks, like the price are not so important due to the low number of arbiter nodes required in each system and to the progressive price lowering that ASIC-based solutions have been facing along the last years.
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In the present work, the ASIC approach is used for the scheduling function, mainly because of the expected gain? in the timing response and in the predictability expected for the coprocessor performance. This approach leads to the arbiter node architecture depicted in figure 3 .
From the commercial solutions available to implement the ASIC, the choice went to a Xylinx FPGA-based coprocessor due to several reasons such as the possibility of fast programming and reprogramming of the device (without the need for removing it from the system), the availability of software programming tools [ 101 and the reasonably low cost of the devices.
The planning scheduler
The coprocessor described in this paper is based on the planning scheduler [5] whose underlying concept is the reservation of resources into the future. So, when a new message is accepted, the additional bus bandwidth required is reserved. To do this, the scheduler builds static schedules for consecutive fixed duration periods of time called plans. The static schedules are called plan tables. The creation of a plan table is overlapped with the dispatching of the previous one. In figure 4 the operation of the planning scheduler is illustrated. The dispatcher is working with plan i, while the scheduler is building plan i+l .
Periodic messages desc. In common implementations of the planning scheduler, the available bus time is divided in fixed duration time slots called Elementary Cycles (ECs). Each plan includes a fixed number of ECs.
Messages' periods (also transmission deadlines) are then restricted to an integer multiple of the EC duration. Transmission time of the longest message is supposed to be less than the EC duration. Several messages fit, then , within an EC.
The simple mechanism of this scheduler reduces run-time overhead in the node CPU mainly because it is invoked fewer times. So, comparing with a dynamic scheduler, each time it is invoked, instead of determining only the next message to be transmitted, it determines all the bus activity, for all the messages, for a certain period of time corresponding to the plan duration. Reducing the plan duration increases the run-time overhead. If the plan duration is increased then the response time of changes in the message set is also increased and responsiveness is then reduced.
So, if the scheduler execution time is lowered, it is possible to achieve an adequate responsiveness for automatic changes in the message set [5] , keeping all the flexibility and simple implementation achieved by the use of the planning scheduler. This can be done recurring to the coprocessor described below.
The Planning Scheduler Coprocessor
(PSCoP)
Architectural Overview
The hardware coprocessor developed to implement the planning scheduler, called PSCoP, needs to be initialized with the parameters of each message to be scheduled. These include the message's period (P), its initial phasing (Ph) and associated transmission time (C). The parameters of each message are written by the node CPU in a three register slot within PSCoP's interface. There are as many register slots as the maxi-mum number of messages supported by the coprocessor, 8 in the current version.
Presently, there is no support in PSCoP for explicit deadline or priority parameters. The deadline of all messages is assumed to be equal to their period. Relative priorities are dictated by the allocation of register slots. These are numbered 0 to 7 and have assigned decreasing priorities. The priority of a given message depends on the register slot where its parameters are stored at initialization time. Priorities are then always static.
After instructed to begin, PSCoP starts generating schedules. The results are passed to the node CPU, and consist of one byte per EC, in which each bit identifies a transaction that must be carried out during that interval.
The scheduler algorithm includes two separate activities. One of them, performed in the context of each message, consists in keeping track of the ECs when the variable must be produced. The other concerns the placing of transactions in the respective ECs in the plan table.
This partitioning of activities is reflected in the architecture depicted in figure 5 . Here, the Message's Production Timer (MPT) units are responsible for the first activity while the Schedule Plan Builder (SPB) takes care of the second activity. Each message to be scheduled is allocated to one MPT unit which holds the variable's period (P) and initial phase (Ph) parameters. Global timing information received from the SPB allows all MPTs to be synchronized while keeping track of the EC schedule currently being generated. The MPT uses a timer to determine the ECs when the respective message is ready to be transmitted. When the MPT detects the ready condition, it signals the SPB requesting the allocation of the associated transaction. Based on the transactions' duration (C) and on the remaining EC time left, the SPB unit decides to allocate or reject the transaction. If the transaction is accepted, further requests for allocation in the same EC (from other MPTs) are -received, otherwise the current EC schedule is finished and a new one is started.
Because more than one MPT can request allocation in the same EC, a mechanism must exist to help SPB to select which request to serve first. A daisy chain structure, similar to the one commonly found in microprocessor-based systems to solve interrupt or bus arbitration, is used with this purpose. The chain signal ripples through MPTO down to MPT7. When a MPT unit raises a request for allocation, its chain signal output is deactivated. After this, the unit is allowed to communicate with SPB only if its chain signal input is true, which means that, in a contention situation, the leftmost MPT with a pending request is always the only one with the chain signal input set to true, and therefore the one which can engage communication with SPB.
The PSCoP architecture includes two other functional blocks, the Configuration Control Unit (CCU) and the Schedule Plan Memory (SPM). The former includes control and status registers and provides access to the parameter registers in the MPTs and SPB.
The SPM unit is where SPB builds the plans with the EC schedules it generates. In the SPM memories an EC schedule is represented by a byte where each bit set represents a specific transaction in that EC. The diagram in figure 6 illustrates the relationship between the transactions placed in EC time slots, and EC schedules in the SPM.
An initial feasibility study and preliminary presentation of PSCoP architecture can be found in 
Some Implementation Details
PSCoP prototype was implemented on a XC401OXL series FPGA. It has 8 MPTs and a parameter resolution of 8-bits. The memory banks in SPM support 16-EC plans (they are thus 16-bytes FIFO memories). The overall system, depicted in figure 7 , uses a XS40 development kit from XESS Corporation [13] . Besides the FPGA, it includes a 8051 microcontroller which is used in many industrial embedded systems. The prototype becomes a CAN arbiter node by adding a SJAlOOO [ 141 controller and an additional transceiver.
The XC4010 FPGA in the prototype was in practice fully used to create the scheduler with room for 8 messages. In order to bound the signal delays within the FPGA and thus achieve an adequate execution time for the scheduler, it was necessary to impose some constraints to the location of the coprocessor blocks referred in the previous section. This was the case of every MPT to which absolute placement constraints were applied. Also, some blocks of the SPB and SPM (like the control units) were constrained in relative positions, in order to occupy a pre-defined CLB structure.
Measures of the coprocessor performance
The most important performance assessment of the coprocessor comes from the time taken to build a plan schedule. Therefore, measures were taken of the elapsed time between the run command issued by the microcontroller to the coprocessor and the activation by this unit of the signal that indicates the end of the plan construction.
The coprocessor execution time should depend on the particular message set. In consequence, it was decided to take measurements with 9 different message sets, containing from 0 to 8 messages. This approach allows to observe the variation of the PSCoP execution time with the number of messages. All sets were defined in a way that all the messages are allocated in all the ECs of the plan, which is, in principle, a worst case situation for the coprocessor operation.
To do this, the requirements table of the message set has the specified number of messages, with the respective parameters identical for every one:
0
The initial phase is always 0.
The period is always 1EC. As a result, the deadline is also always 1 EC.
The transmission time and the EC duration are set so that it is possible to have simultaneous release of all messages in every EC. This was done to bound the delay in the daisy chain signal which travels from the SPB through all the MPTs and returns back to the SPB. The overall path delay can reach 44ns, which is more than half a clock period when operating at 12MHz, and may therefore introduce a delay of an additional clock period. Table 1 shows the values of the coprocessor execution time for the referred experiments. As it can be seen, the maximum execution time is 63psec for a set with eight messages. Considering that the worst case transmission time of a CAN 2.OA message at a lMbit/sec transmission rate (as in ISO-11898 [15] ) is between 53 and 130 psec [ 161, for a length of the data field of 0 and 8 bytes respectively, and that the EC must, in principle, have room for several messages, it is obvious that this execution time is an order of magnitude below the values needed when the planning approach is used.
Also, on a preliminary analysis that needs further validation, it seems that the execution time grows linearly with the number of messages in the set. If this result is confirmed, it means that a set with, e.g., 20 messages would be scheduled in a time interval of the order of 200 psec. This means that with this coprocessor the scheduling could possibly be done on an EC basis instead of a plan basis. The system operation will then become practically fully dynamic.
Conclusions and Future Work
A coprocessor for traffic scheduling in fieldbusbased DESs was described in this paper and the first performance results were presented and briefly discussed. The coprocessor can operate with an offthe-shelf microcontroller in the arbiter node of DESs using, e.g., FIP or CAN fieldbuses.
The results demonstrate that the device is more than adequate to be used in flexible DESs built around a planning scheduler. The low values of the scheduling operation execution time will enable to develop systems with very good responsiveness as soon as a future version of the coprocessor with the possibility of changing parameters during operation is available.
Besides this last improvement in the coprocessor operation and the expansion of the maximum number of messages, work in progress includes a new version in which different scheduling policies like rate monotonic, deadline monotonic or priority based can be used and switched dynamically. In this version a response time-based schedulability analysis function based on the timeline method [ 11 will also be available.
