The dynamics of quasi-horizontal motions in a stably stratified fluid have been simulated for Froude numbers of order 1, so that the flows are strongly affected by the stable density stratification, and for a range of Reynolds numbers. It is found that the horizontal scales of the motion grow continuously in time. The vertical scales decrease and the vertical shearing increases with time, maintaining the Richardson number of order 1, as suggested by Lilly ͓J. Atmos. Sci. 40, 749 ͑1983͔͒ and Babin et al. ͓Theor. Comput. Fluid Dyn. 9, 223 ͑1997͔͒. Small-scale instabilities and turbulent-like motions are observed to occur in the high shearing regions, while the larger-scale motions appear to evolve somewhat independently of the Reynolds number. The results suggest that the larger-scale, quasi-horizontal motions would be a continuous source of smaller-scale turbulence until the local Reynolds number drops below a critical value, which is estimated. Finally, a Froude number based upon a vertical differential scale and used in previous scaling arguments and theories is estimated in terms of other parameters.
I. INTRODUCTION
When turbulence occurs in the presence of stable density stratification, it often decays due to the lack of a continuous source of energy. Examples of this include turbulence due to the breakdown of a propagating internal wave ͑e.g., Andreassen et al., 1 Lelong and Dunkerton, 2, 3 Lombard and Riley, 4, 5 Bouret-Aubertot et al., 6 and Orlanski and Bryan 7 ͒, and turbulence resulting from a local shear instability ͑e.g., Turner, 8 
Smyth
9 ͒. As the turbulence decays its time scale L/uЈ tends to increase compared to the local buoyancy period 2/N. ͓Here L is a length scale typical of the energy-containing range of the turbulence, uЈ a rms turbulence velocity, N 2 ϭϪ(g/ )(d /dz) the square of the buoyancy frequency, g the acceleration due to gravity, and (z) the ambient density field, with z the vertical coordinate.͔ The Froude number F L ϭ2uЈ/NL, a ratio of these two time scales, is a measure of the importance of the stratification in the turbulence dynamics. Often in a turbulent event the Froude number starts out as very large ͑indicating stratification effects are not important͒ but, at some point in time, as the turbulence time scale continues to increase, the Froude number becomes of order 1, and the effects of stratification become an important aspect of the turbulence dynamics. ͑See Riley and Lelong 10 for a review of flows strongly affected by stable density stratification.͒ This stratification effect is observed, for example, in the turbulent wakes of objects moving horizontally through a stably stratified fluid. For example, Spedding et al. 11, 12 have observed a dramatic change in the decay characteristics of the turbulence when F L becomes of order 1 ͑at a time t measured from the passage of the object such that Ntϳ1). At somewhat later times (Ntϳ10), the visual structure of the flow changes as quasi-horizontal vortices, sometimes referred to as ''pancake eddies,'' develop in the flow ͑e.g., Lin and Pao; 13 Spedding et al. 12 ͒. Exacting studies of these eddies have been carried out and, in fact, their detailed structure is now well-known ͑Chomaz et al.; 14 Bonnier et al.; 15 Spedding et al.; 12 Bonnier and Eiff 16 ͒. Similar dynamics are observed to occur in other laboratory flows, for example, when a jet is introduced into a stably stratified fluid ͑Flór and van Heijst; 17 Voropayev et al. 18 -20 ͒. Recently Trieling and van Heijst 21 and Beckers et al. 22, 23 have addressed the dynamics of monopoles and dipoles in strongly stratified fluids, which can be considered as simplified models for the vortices found at late times in wake experiments. Employing laboratory experiments and numerical simulation, in addition to the formation of dipoles from monopoles and their subsequent interactions, they found significant distortion of the dipoles at higher Reynolds numbers. They also determined that the vortices remained in approximate cyclostrophic adjustment, and that their strength was continuously eroded by momentum transport by molecular diffusion, mainly in the vertical direction. The latter fact is consistent with the importance of vertical shearing of the horizontal motions found in the laboratory experiments of Fincham et al. 24 A number of theoretical studies have been carried out to address the regime in which stratification effects become important in turbulent flows. For example, Riley et al. 25 have suggested a scaling analysis, intended to hold when the Froude number becomes small, which splits the flow into internal waves and vortical modes, the latter having properties similar to the quasi-horizontal vortices observed in the laboratory. This work was generalized by McWilliams 26 to a͒ Author to whom all correspondence should be addressed; electronic mail: rileyj@u.washington.edu include rotating, stratified flows, and a number of implications drawn. Lelong and Riley 27 have examined a resonant interaction in which a vortex mode acts as a catalyst for the exchange of energy between two internal waves ͑see also Bartello, 28 Majda and Embid, 29 This strongly stratified regime has been directly addressed in a number of numerical experiments, e.g., Riley et al., 25 Herring and Métais, 37 and Bartello. 28 In these cases, significant changes in the dynamics, compared to nonstratified cases, were observed to occur, such as the upscale transfer of energy in the horizontal scales, but the maintenance of smaller vertical scales. The strongly stratified regime was also observed in the later time decay in numerical simulations of decaying, stably stratified turbulence, e.g., Métais and Herring, 38 Gerz and Yamazaki, 39 Ramsden and Holloway, 40 Gerz et al., 41 Holt et al., 42 Jacobitz et al., 43 and Kimura and Herring. 44 Recently Gourlay et al. 45 have studied wake decay in stratified and nonstratified fluids using high resolution direct numerical simulations. They found, in particular, that the late-time vortices could be formed from an initial mean wake profile with superimposed random noise, without the necessity for any coherent vortices being shed from an obstacle.
Lilly 46 suggested that, due to weak vertical coupling of the horizontal motions, the dynamics in this strongly stratified regime should admit the continued generation of smaller vertical scales; this implies that, at high enough Reynolds numbers, Kelvin-Helmholtz-type instabilities would continually develop, with the local ͑gradient͒ Richardson number remaining of order 1. He speculated that the resulting smaller-scale turbulence might act as an ''eddy viscosity'' to the much larger-scale motions. Based upon their mathematical analysis, Babin et al. 33 refer to the limit of high Reynolds number, no rotation, and strong stratification as the ''catastrophe limit,'' since they predict that in this limit vertical variability leads to unbounded vertical shearing, again implying the generation of smaller-scale turbulence. Billant and Chomaz 47 have shown that, in model problems with strong stable stratification, the quasi-horizontal flows can be subject to a ''zig-zag'' instability, again which could lead to smallerscale turbulence. Billant and Chomaz 48 also developed scaling laws for strongly stratified flows which indicate that, if no vertical scale is imposed by initial or boundary conditions, the vertical length scale should behave as L V ϳuЈ/N. Taking L V to be the vertical differential length scale of the horizontal velocity, this supports the suggestion of Lilly.
There are a number of issues raised by these laboratory experiments, numerical simulations, and theoretical analyses.
In particular it is suggested that, as the turbulence becomes strongly influenced by stratification, the flow will change character and new types of dynamics and pathways to instabilities will appear. These instabilities require the local Reynolds number to be sufficiently large. In the laboratory experiments and numerical simulations, however, the local Reynolds numbers tend to be somewhat low, especially by the time, for example, that the quasi-horizontal vortices develop. Therefore it is not clear how such results might scale up to the high Reynolds numbers often characteristic of atmospheric and oceanic turbulence.
The objective of this study is to address the dynamics of flows in the regime where stable stratification has become important, or even dominant. In particular, we test the predictions of Lilly and Babin et al. of the development of new pathways to instabilities in this regime, and furthermore test the sensitivity of these instabilities and subsequent motions to the local Reynolds number. The results allow estimates of the critical Reynolds number for the flow to remain turbulent, and give insight into the scalability to high Reynolds number of the laboratory experiments and numerical simulations. We study these flows using high resolution direct numerical simulations applied to flows initialized with quasihorizontal motions in the strongly stratified regime. The simulations are initialized with ''Taylor-Green'' vortices 49 which, when properly oriented, possess some of the properties of the late-time, quasi-horizontal vortices observed in the laboratory. Simulations are performed at several Froude numbers and for a range of Reynolds numbers in order to determine the effects of these parameters on the resulting flow fields.
In Sec. II we describe the flow fields addressed, the initial conditions for the simulations, and the numerical methods. In Sec. III we present our numerical results. In Sec. IV we summarize and discuss our conclusions, as well as speculate on their implications.
II. METHODOLOGY
In the flows considered, the ambient stratification was taken to be constant, and hence N was constant, and there was no ambient current shear. The initial conditions for each simulation consisted of Taylor-Green vortices plus low-level noise. The Taylor-Green vortices were oriented with the velocity field horizontal, and were of the following mathematical form:
vϭU cos͑z ͓͒cos͑ x͒sin͑y ͒,Ϫsin͑ x͒cos͑y ͒,0͔.
Here U determines the velocity scale, and ᐉϭ1/ the length scale of this initial flow field. In the simulation results presented, velocities are nondimensionalized by U, lengths with ᐉϭ1/, and time with ᐉ/U. The Froude number and Reynolds number characterizing the simulations are defined as
respectively. The noise was broad-banded, with a level of approximately 10% of the initial Taylor-Green vortex energy.
The density perturbation field was usually initialized to zero, so that density fluctuations only appeared due to the action of the flow field on the ambient density gradient. Some cases were run, however, with the initial density perturbation field in cyclostrophic adjustment with the velocity field. For the Froude numbers considered, however, this adjustment did not appreciably affect the overall results. Therefore only cases with the initial density perturbation field of zero are presented here.
The flow fields are assumed to satisfy the Navier-Stokes equations subject to the Boussinesq approximation ͑see, e.g., Phillips 50 ͒, so that, with the nondimensionalization introduced above, the governing equations are ‫ץ‬v ‫ץ‬t
Here vϭ(u,v,w) is the velocity vector, and and p the density and pressure deviations from their ambient values. Also Prϭ/D is the Prandtl number ͑or Schmidt number, depending on the case͒, with the kinematic viscosity and D the mass diffusivity, and e z is a unit vector in the vertical ͑z͒ direction. In the following simulations, Pr is taken to be 1.0, close to its value for temperature in air, but far from its appropriate values for temperature or salinity in the ocean. The pressure has been scaled by the dynamic pressure, U 2 , and the density using the ambient density gradient, i.e., it is scaled by ᐉ͉d /dz͉.
Riley et al. 25 and Lilly 46 introduced a unique decomposition of the flow field that, in the limit as F ᐉ →0, separates the flow into vortical mode and internal wave components. ͓When an ambient ͑horizontal͒ current U(z) is present, it must also be included in the decomposition ͑Staquet and Riley 51 ͒.͔ In analogy with Helmholtz's decomposition, Lilly pointed out that the velocity field could be written uniquely in terms of a three-dimensional stream function and a velocity potential ϭ‫ץ/␣ץ‬z as
Here the subscript H denotes the horizontal component of the vector operator. The second term on the right-hand side represents the vortical mode component, while the third and fourth terms represent the internal wave component. For the Taylor-Green initialization, only the vortical mode component is present. These simulations will thus emphasize this component of the flow field. Taylor-Green vortices have been used previously in direct numerical simulations. Brachet et al. 52 demonstrated that, without density stratification, the flow would develop into a close approximation to isotropic turbulence, but with Taylor-Green geometric symmetries. Riley et al. 53 found that, with very strong stratification (F ᐉ Ӷ1) and no noise applied, the flow would viscously decay as predicted analytically. With noise applied, however, the flow was found to be unstable, with length scales growing in the horizontal, but decreasing in the vertical. In these simulations, the density stratification was strong enough that the local Richardson numbers were never low enough that secondary instabilities of the type presented in the following developed. The results of these simulations with very strong stratification were completely consistent with the scaling analysis of Riley et al. 25 In the present simulations, low-level, broad-banded noise is added to the Taylor-Green vortices as initial conditions in order to both break the Taylor-Green symmetries and also to excite the instabilities observed by Riley et al. 53 The initial Taylor-Green fields have some properties in common with the quasi-horizontal vortices observed in the laboratory. The initial flow is horizontal, with a horizontal vortex structure, but with variation in the vertical. Furthermore, the vortices are packed close enough to interact, as is especially the case in early vortex evolution in the laboratory experiments. Note that the vertical length scale ᐉ is imposed by the initial conditions. As the flows develop in time, however, the differential vertical scale is selected by the flow dynamics.
Cases were simulated for the initial Reynolds numbers over the following range:
Re ᐉ ϭ800, 1600, 3200, 6400.
The initial Froude number was chosen to be small enough that stratification effects were important, but not too small that they were dominate. The values chosen were
The flow field was taken to be square periodic in the horizontal directions, with ͑dimensional͒ periods L H of either
and also to be periodic in the vertical ͑z͒ direction, with ͑dimensional͒ periods L V of either 2ᐉ or 4ᐉ. It was found that, since the vertical scales did not grow but decreased in the simulations, as long as the vertical domain size was taken to be at least 2ᐉ, the problem was insensitive to this boundary condition. The boundary conditions in the horizontal direction were influential, however, since the horizontal scales of the flow continuously grow with time.
Pseudo-spectral numerical methods were used to treat spatial derivatives, with third-order Adams-Bashforth time stepping. A spherical wave-number truncation of approximately 15/16 max , with max the maximum wave number in the discrete Fourier transforms, was used to eliminate the most damaging aliasing errors ͑Orszag and Patterson 54 ͒. The momentum equation was time-stepped with the nonlinear term expressed in vorticity form, while an alternating timestep scheme was employed for the density equation in order to eliminate most of the aliasing errors ͑Kerr 55 ͒. Table I contains a list of the simulations discussed in the following, along with the corresponding values for the Reynolds and Froude numbers, the domain size, and the number of grid points in the x, y, and z directions (N x ,N y ,N z ) , re-spectively. Note that several cases with F ᐉ ϭ2 have been computed; their results are entirely consistent with the results presented in the following for the cases with F ᐉ ϭ4 and will not be emphasized. Furthermore, several additional cases were run, changing the domain size and/or the numerical resolution, in order to test the accuracy and robustness of the results presented. The results of these additional runs were consistent with those presented in the following, and so will not be discussed.
III. SIMULATION RESULTS

A. General features
A general idea of the flow dynamics can be seen by examining the stream function defined in Eq. ͑1͒, and representing the vortical mode portion of the flow field. As will be established in the following, the vortical mode field is dominant for this flow, so that gives a good approximation to the flow field, especially for the purpose of qualitative description of the flow.
In Fig. 1 is given three-dimensional gray scale contour plots of for the initial conditions and for a later point in time (tϭ20) for the case with F ᐉ ϭ4, Re ᐉ ϭ3200. Other simulations display qualitatively similar results. Note that, with the nondimensionalization discussed in Sec. II, the buoyancy period is (2/N)/(ᐉ/U)ϭF ᐉ ϭ4 in this case. In the upper plot in the figure ͑for tϭ0) the spatial periodicity of the initial Taylor-Green field is evident, with the same wavelength in both the horizontal and vertical directions. As this flow develops in time, it is seen in the lower plot ͑at t ϭ20) that the length scales in the horizontal direction are growing, while those in the vertical direction are decreasing.
Another view of these features can be seen in Fig. 2 , in which are presented contours of at tϭ20 at two different horizontal cross sections for the same case as in Fig. 1 . The two cross sections were chosen just above and just below a plane of symmetry (zϭ2) in the Taylor-Green field. Without any noise added to the flow field, would be identical in these two planes.
The growth of length scales in the horizontal is clearly evident from the figures. As suggested by the heuristic arguments of Lilly, 46 these two layers evolve in a noticeably different manner, so that their appearance at tϭ20 is somewhat different. As a result of the growing dissimilarity in the flow fields for any two nearby but vertically separate points at the same horizontal location, an increase in the vertical shearing of the horizontal motions would be expected.
In Fig. 3 is given a plot of the horizontally averaged square of the shear versus z, i.e., that the peak in the mean square shear ultimately occurs in regions of maximum mean square velocity ͑see Fig. 5 below͒, not in the regions where the shear was initially maximum. This is consistent with the heuristic arguments of Lilly 46 since, as the horizontal layers tend to decouple, the maximum shearing would be expected to occur in the regions of highest velocity. Finally, note that the mean square shear ultimately decays, since the overall flow field is continually decaying, as there is no source of energy.
The growth of the mean square shear is strongly dependent on the Reynolds number, as demonstrated in Fig. 4 . In this figure the mean square shear is plotted versus z at t ϭ20, which is approximately the time of maximum shear, for four cases at different Reynolds numbers, each with F ᐉ ϭ4. Note that each case was initiated with the same initial conditions; only the initial Reynolds number was changed. A monotonic increase in the mean square shear with increasing Reynolds number is observed. Furthermore, the maximum value for the case with Re ᐉ ϭ6400 is observed to be more than four times larger than the case with Re ᐉ ϭ800, and almost twice as large as the case with Re ᐉ ϭ3200.
It is interesting to note that, although the mean square shear is growing rapidly during the first part of these simulations, the mean square horizontal velocity is continuously decaying. In Fig. 5 is plotted the horizontally averaged square of the horizontal velocity versus z for the same case as in Fig. 3 . It is seen that the regions with larger mean square velocity remain localized vertically, and that the mean square velocity decays with time, as no source of energy is present.
The temporal behavior of the mean square horizontal velocity and its mean square vertical shear suggests that characteristic vertical length scales are decreasing with time. There are several vertical length scales of importance in this flow, ranging from the imposed scale ᐉ down to the Kolmogorov scale ͑assuming the flow to be turbulent͒. Of particular relevance is the volume-averaged vertical Taylor scale ᐉ z , defined here as 
Here ͗•͘ denotes the volume average of a quantity. One focus of this research is on whether the flow does become or remain turbulent, and some insight into this issue is gained by employing the gradient Richardson number, as discussed in the following. The vertical Taylor scale can enter into the definition of the gradient Richardson number. Furthermore, for turbulent flows the Taylor scale is closely related to the kinetic energy dissipation rate ͑see, e.g., Batchelor͒, 56 and therefore it is important in understanding flow energetics, and also estimates are readily available for it when making scaling arguments. For these reasons the vertical Taylor scale is the focus of the discussion on vertical length scales. In Fig.  6͑a͒ the Taylor scale ᐉ z is plotted versus time for the same cases as in Fig. 4 . The strong decrease in this differential scale can be observed, as well as its dependence on the Reynolds number.
The dependence of ᐉ z on the Reynolds number can be estimated, using the facts that, once the flows have developed turbulent-like behavior ͑beyond about tϭ15), both the horizontal components of the kinetic energy and the dissipation rate become approximately independent of the Reynolds number. ͑This can be seen in Figs. 13 and 16 below.͒ These facts suggest that the quantity
which is a part of the full dissipation-rate term, would be approximately independent of the Reynolds number as well. Therefore, the Reynolds number dependence of ᐉ z would be
This relationship is tested by plotting ᐉ z Re ᐉ 1/2 versus time in Fig. 6͑b͒ ; it is seen that, for times larger than about 15, the data from the simulations at different Reynolds numbers collapse fairly well. This gives strong support for the suggested dependence of ᐉ z on Re ᐉ , and also for the assumption that the term on the left-hand side of Eq. ͑2͒ becomes insensitive to the Reynolds number.
B. Flow instabilities
The strong growth of the mean square shear suggests that the Richardson number should be decreasing for these flow fields, and hence the potential for local instabilities and turbulence. Note that, for the Taylor-Green initial conditions ͑excluding the random noise͒, the minimum initial value of the Richardson number in the computational domain is
Therefore, for example, for the case with F ᐉ ϭ4, then Ri min (0)Ϸ2.47, implying that the entire flow field is initially In Fig. 7 is plotted Ri V vs t for the cases with F ᐉ ϭ4 and Re ᐉ ϭ800, 1600, 3200, and 6400. It is seen that, in each case, this Richardson number drops rapidly to a value near 1 as the shear builds up. Furthermore, the values of Ri V decrease as Re ᐉ is increased. It would be expected then that some local values of the Richardson number would be near or below 0 and local instabilities might develop.
It is often useful to consider a Froude number instead of the Richardson number. For example, in scaling arguments developed for the strongly stratified regime ͑e.g., Riley et al., 25 ; the relevant Froude number is then
where the definitions of ᐉ z and Ri V above have been used. The Froude number F ᐉ z is also plotted in Fig. 7 . It starts from a value of about 1.4, and increases for each case as u H Ј /ᐉ z increases. Significant variation with the Reynolds number is observed, consistent with the results for ᐉ z and Ri V .
To address the issue of local instabilities suggested in Fig. 7 , it is useful to examine the local Richardson number. Figure 8 contains gray-scale contour perspective plots of the local Richardson number at the time tϭ20 for two cases with F ᐉ ϭ4, i.e., Re ᐉ ϭ1600 and 6400. This Richardson number is defined here as
where T (x,t)ϭ (z)ϩ(x,t) is the sum of the ambient and fluctuating density fields, and 0 is a reference density. clearly that the occurrence of low Richardson numbers is localized in z, as expected from the plots of the mean square shear with z, Figs. 3 and 4 . It is found from further analyses of simulation results that, as the Reynolds number is increased, the regions of low and negative Richardson number become larger, occupying a larger volume of the computational domain. Furthermore, flow visualization reveals that the regions of low and negative Richardson number often have the appearance of Kelvin-Helmholtz instabilities or of turbulence. Unstable regions often start off in appearance as Kelvin-Helmholtz type ''rollers'' riding along high shear zones. For example, the top panel in Fig. 9 contains a gray-scale plot of a horizontal slice through a typical instability; in this case the vertical velocity w is plotted. In the bottom panel of Fig. 9 a vertical slice through this region has been taken; the vertical plane is oriented approximately perpendicular to the lines of constant w. Gray-scale contours of constant density are plotted in this plane, and Kelvin-Helmholtz-type ''rollers'' can be clearly seen. These rollers subsequently break down into threedimensional, turbulent-like motion.
C. Flow energetics
Some idea of the nonlinear character of these flow fields can be obtained by examining the time development of E H ( H ), the horizontal spectrum of the horizontal velocities, averaged over the vertical coordinate. A plot of this quantity is given in Fig. 10 for the case with F ᐉ ϭ4, Re ᐉ ϭ6400. These spectra were obtained by summing the energy in circular shells in wave number space of width ⌬ H ϭ1 for each horizontal plane, and then averaging the results in the vertical direction. The initial spike in the spectrum at H ϭ1 ͑the Taylor-Green scale͒ as well as the effect of the superimposed noise is evident at tϭ0. As the flow develops in time, energy is seen to flow upscale ͑to lower wave numbers͒, corresponding to the growth in the horizontal length scales noted in Figs. 1 and 2 . Strong transfer of kinetic energy to smaller scales is also observed, as the energy spectra at high wave numbers rises in time; the energy at high wave numbers then ultimately decreases in time as the flow decays.
This same quantity is plotted in Fig. 11 at tϭ20 for the cases with F ᐉ ϭ4 and Re ᐉ ϭ800, 1600, 3200, and 6400. The large-scale behavior is seen to be almost identical for each case, indicating some insensitivity of the energy-containing range to the Reynolds number. Clearly, however, the smallscale behavior is affected by the Reynolds number, with the smaller-scale energy increasing monotonically with the Reynolds number. Vertical spectra of the horizontal velocity were computed, and this same smaller-scale sensitivity to the Reynolds number observed, consistent also with the sensitivity of the mean square shear to the Reynolds number ͑Fig. 4͒. This insensitivity of the large scale motions to the Reynolds number can also be seen in the behavior of the horizontal average of the square of the horizontal velocity with z. In Fig. 12 is such a plot, at tϭ30, for the same cases as for Fig. 11 . We find here that, although there is a significant difference in the behavior of the mean square shear with z for different Reynolds numbers ͑see Fig. 4͒ , very little difference can be detected in the mean square velocity.
The overall behavior of the horizontal components of the kinetic energy can be seen in Fig. 13 , in which the volume average of this quantity is plotted versus t for the cases F ᐉ ϭ4, and Re ᐉ ϭ800, 1600, 3200, and 6400. The overall decay is not affected much by changes in the Reynolds number, as the decay is being controlled by the large-scale dynamics. The oscillations in the kinetic energy appearing especially at the earlier-times are due to both the cyclostrophic adjustment of the density and pressure fields to the Taylor-Green initial conditions as well as to the generation of internal waves. Again note that the nondimensional buoyancy period for these flows is (2/N)/(ᐉ/U)ϭ4.
In Fig. 14 is plotted the time development of the volume-averaged, vertical component of the kinetic energy for the same cases as in Fig. 13 ͑note the difference in the scaling in the plots͒. Clearly this component of the kinetic energy is much smaller than the horizontal components ͑for example, its value at tϭ20 is about 15% of the value of either of the horizontal components͒, as the flow remains dominated by the vortical mode component. Some oscillations in this component of the kinetic energy are observed, probably due both to internal waves excited by the developing flow field, and to motions along constant density ͑isopy-cnal͒ surfaces tilted out of the horizontal by cyclostrophic adjustment. Finally, there is a discernible increase in (1/2)͗w 2 ͘ as the Reynolds number is increased. This appears to be due to the increased generation of instabilities and turbulent-like motions as the Reynolds number is increased.
In Fig. 15 are plots of the volume-averaged potential energy versus time for the same cases as in the previous two figures. The ͑nondimensional͒ potential energy is defined here as ͑see, e.g., Gill 57 for a detailed discussion of potential energy͒
Note that the value of the potential energy is significantly larger that of (1/2)͗w 2 ͘ due to the cyclostrophic adjustment of the density field. There are also wave-like oscillations corresponding to those observed in the kinetic energy. As with (1/2)͗w 2 ͘, there is a discernible increase in the potential energy as the Reynolds number is increased, presumably due to the increase in small-scale instabilities and turbulentlike motions.
In completing the picture of the energetics of these flows, it is useful to examine the energy dissipation rates. In Fig. 16 is plotted the volume-averaged kinetic energy dissipation rate, ͗⑀͘, versus time for the cases with F ᐉ ϭ4, and Re ᐉ ϭ800, 1600, 3200, and 6400. Since the initial conditions are identical for each of these simulations, and only the Reynolds number is changed, then the initial dissipation rate should be inversely proportional to the Reynolds number, as observed in Fig. 16 . As the shearing rapidly increases and small-scale instabilities occur, however, the trend is reversed and the kinetic energy dissipation rates are seen to increase with Reynolds number. Finally, as the dissipation rates begin to decay, with the dynamics being controlled by the approximately inviscid larger-scale motions, the dissipation rates become somewhat insensitive to the Reynolds number.
In Fig. 17 is given the volume-averaged potential energy dissipation rate ͗͘ versus time for the same cases as in Fig.  16 . Here the ͑nondimensional͒ potential energy dissipation rate is defined as
Since there are initially no density fluctuations, the potential energy dissipation rate is initially zero. For early times, ͗͘ is approximately inversely proportional to the Reynolds number ͑recall that the Prandtl number is the same for all cases͒, for the same reasons as for ͗⑀͘. As the flows evolve, the values of ͗͘ remain significantly lower than those of ͗⑀͘, for example ͗͘/͗⑀͘Ϸ0.43 at tϭ20 for the case with Re ᐉ ϭ6400. As with ͗⑀͘, ͗͘ tends to be somewhat insensitive to the Reynolds number as the flows decay. The quantity ⌫ϭ͗͘/͗⑀͘ represents the ratio of the rate of irreversible loss of potential energy to the background density field to the rate of irreversible loss of kinetic energy to internal energy. This ratio ͑or sometimes the ratio of the time-integrated values of each͒ is often called the mixing efficiency, the efficiency with which the flow mixes the density field at the molecular level. Figure 18 to the total kinetic energy dissipation rate ͗⑀͘. The results of Fincham et al. 24 indicate that, in the late wake of a grid, this component accounts for about 80% of the kinetic energy dissipation rate, i.e., S/͗⑀͘Ϸ0.8. Further analysis of the present simulation results indicates that this ratio is a strong function of the Reynolds number. For the highest Reynolds number case (Re ᐉ ϭ6400), the ratio is approximately 0.412, not far from the value for isotropic turbulence of 0.323 ͑see, e.g., Hinze 60 ͒. As the Reynolds number is decreased and hence the tendency for instability and turbulent-like motions decreases, this ratio increases, and is approximately 0.725 for the case with Re ᐉ ϭ800.
IV. CONCLUSIONS
Simulations were carried out for flows initialized with quasi-horizontal motions at Froude numbers of order 1, so that the effect of the ambient density stratification was initially strong and vertical motions were somewhat inhibited. These conditions are intended to be a simplified model for the quasi-horizontal motions observed when the Froude number is of order 1 in various laboratory flows and numerical simulations. Specifically, the initial velocity field consisted of Taylor-Green vortices with noise superimposed, and simulations were performed for a range of initial Reynolds numbers in order to determine the overall flow dynamics, including the effects of the Reynolds number.
It is found that, with the vertical motions moderately inhibited, there is a strong tendency for horizontal length scales to grow, reminiscent of two-dimensional turbulence. At the same time, however, there is a strong tendency for vertical scales to decrease and the vertical shearing of the horizontal motions to increase. This increase of the vertical shear is possibly due to the mechanism suggested by Lilly, 46 whereby the motions in adjacent horizontal layers become to some extent uncoupled. The flows are initiated at a Richardson number somewhat above 1; the growth of the shear continues until the local Richardson numbers become of order 1, at which point local instabilities and turbulent-like motions appear.
The overall flow dynamics appear to be only mildly sensitive to the Reynolds number, as the larger-scale, quasihorizontal motions evolve almost inviscidly while transferring energy to the smaller-scale motions. Analogous to Kolmogorov's ideas for high Reynolds number, fully threedimensional turbulence, the smaller-scale motions respond to the energy transfer with an increase in the local strain rates until the same dissipation rates are ultimately achieved for the different Reynolds number cases. These results then suggest the possibility of an inertial range at higher wave numbers. There is a k Ϫ5/3 behavior over almost one decade in the plot of the horizontal spectra of the horizontal velocity given in Fig. 10 at tϭ20, hinting at an inertial range, but much higher Reynolds number simulations would be required to verify the presence of such a range.
These simulations do not address the fundamental question of whether the quasi-horizontal motions observed in the laboratory experiments would also occur at the high Reynolds numbers typical of turbulence in the atmosphere and the oceans. They do suggest, however, that if the vortices are formed at small enough atmospheric or oceanic scales that rotational effects are unimportant, then the dynamics on the laboratory scale would be similar to those at atmospheric and oceanic scales ͑not considering other effects such as ambient current shear and variability in density stratification͒. Furthermore, they imply that, if the vortices develop, they could be a continuing source of smaller-scale turbulence. Finally, the results suggest that large-eddy simulation could be effective in treating these motions, assuming that the subgridscale modeling could mimic the appropriate energy transfer rates to the subgrid scales from the larger-scale, quasihorizontal motions, a transfer process which may be significantly different from that of more classical turbulent flows.
Regarding the generation of the vortices from initially three-dimensional turbulence at high Reynolds numbers, the results suggest that, as a high Reynolds number flow decays so that the Froude number becomes of order 1, the generation of vertical shearing would continually occur, along with the local instabilities and smaller-scale turbulence. The Froude number based upon an appropriate vertical length scale ͑for example, the Taylor scale ᐉ z ), say F v , would become and remain of order 1 until the Reynolds number of the flow had also decreased to order 1. At this point the generation of shear would be inhibited by viscosity, and F v would decrease below 1, as in the laboratory experiments ͑e.g., Spedding 61 ͒ and numerical simulations ͑e.g., Métais and Herring 38 ͒. What is not clear is whether, at high Reynolds numbers, the larger horizontal-scale motions would grow in scale and maintain sufficient vertical coherence to be identified as coherent vortices similar to those observed in the laboratory.
Using these results and the heuristic argument of Lilly, 46 it is possible to estimate the Reynolds number below which the flow would not become or remain turbulent. To do this it is convenient to work with dimensional variables; in this 
