Abstract. In this paper we present a new modelling approach for dependability evaluation and sensitivity analysis of Scheduled Maintenance Systems, based on a Deterministic and Stochastic Petri Net approach. The DSPN approach offers significant advantages in terms of easiness and clearness of modelling with respect to the existing Markov chain based tools, drastically limiting the amount of user-assistance needed to define the model. At the same time, these improved modelling capabilities do not result in additional computational costs. Indeed, the evaluation of the DSPN model of SMS is supported by an efficient and fully automatable analytical solution technique for the time-dependent marking occupation probabilities. Moreover, the existence of such explicit analytical solution allows to obtain the sensitivity functions of the dependability measures with respect to the variation of the parameter values. These sensitivity functions can be conveniently employed to analytically evaluate the effects that parameter variations have on the measures of interest.
Systems with Multiple Phases and Multiple Missions
With the increasing complexity and automation encountered in systems of the nuclear, aerospace, transportation, electronic, and many other industrial fields, the deployment of processing systems in charge of performing a multiplicity of different control and computational activities is becoming common practice. Very often, the system and its external environment can be altered during the operation, in a way that the behaviour during a time interval can be completely different from that within other periods.
The operational scenario devised for the Scheduled Maintenance System (SMS) problem is a typical one in the context of the on-board aeroplane control systems. SMS are to be used during their life-time for multiple missions. The system is run for a finite number of missions, and then it has to pass a maintenance check. Such maintenance can be more or less extensive and accurate. Typically, it is the case that after a prefixed number of missions the system is completely checked, so that all its components are as good as new ones after that. Moreover, other kinds of maintenance actions are usually performed between two major checks. For instance, some highly critical components could be checked and possibly repaired after each mission, and some others could be replaced after some missions even if they are still working. Anyway, these partial checks are not able to guarantee the absence of faulty components in the system, and thus the dependability figures of the SMS inside a mission are affected by the past history of the SMS inside the previous missions. Within each mission, an SMS behaves as a phased mission system (PMS), that is it is has to carry out various operational phases, each of them possibly having specific dependability requirements and particular failure criteria. Specifically, the typical phases of an aeroplane mission include a take off, ascent, cruise, descent, approach and landing phases. Once again, since the same architectural components are to be used by the system, the behaviour of the SMS during a particular phase is affected by its past evolution while inside other phases of the same mission.
It is quite intuitive that an SMS can be reduced to a PMS, by simply disregarding the multiple missions, and considering all the phases to be executed as being part of a long mission. In this way, all the methods that have been proposed for the dependability analysis of PMS, also apply to SMS. Because of their deployment in critical applications, the dependability modelling and analysis of PMS has been considered a task of primary relevance, and many different approaches have appeared in the literature [4, 8, 13, 15, [17] [18] [19] . However, the modelling of complex systems always poses formidable problems, and PMS do not represent an exception to the rule. Moreover, the phased behaviour adds a further degree of complexity to the analysis of these systems. Modelling a PMS can be a complex task even inside one single phase; when a multiplicity of phases and the dependencies among them are to be taken into account, additional difficulties are encountered. The sole methodology specifically designed for the dependability modelling and evaluation of the SMS has been proposed by Somani et al. , who implemented it within the EHARP tool [18] (an extension of the HARP tool). Some further extensions of EHARP for the SMS problem were introduced by Twigg et al. in [20] . The EHARP tool is based on a separate Markov chain modelling of the SMS inside the various phases, an approach that is able to effectively master the complexity and the computational cost of the analysis. However, as carefully explained in [15] , this separate Markov based modelling approach requires a relevant amount of user-assistance to correctly model the dependencies among successive phases.
In this work, we show how the general methodology based on the Deterministic and Stochastic Petri Nets (DSPN) proposed in [15] for the modelling and evaluation of PMS can be applied to the specific case of the SMS problem. Thanks to the expressiveness of the DSPN, the modelling of systems showing a phased behaviour becomes quite intuitive and simple. The specific features of SMS are easily accommodated within our general modelling scheme, and the resulting model is defined in a very compact way, with a dramatic reduction in the number of the interactions with the user and the consequent reduction in possible errors. Indeed, the treatment of the dependencies among phases is moved from the low level of the Markov chains to the more abstract and easier to handle level of the DSPN. The evaluation procedure of the DSPN model of an SMS is supported by the existence of an efficient analytical solution method for the transient probabilities of the underlying marking process.
Moreover, we offer in this paper another relevant contribution to the study of systems with multiple phases, either PMS or SMS. The existence of analytical expressions for the time-dependent marking occupation probabilities of the DSPN models of this class of systems allows us to explicitly derive the sensitivity functions of the dependability measures of interest, that is the analytical form of the derivatives of the measures with respect to the variations of a set of parameters. The steady-state sensitivity analysis of DSPN has been presented in [6] , whereas the time-dependent sensitivity analysis of DSPN models is a task that has not been attacked yet, to the best of our knowledge. Such a transient sensitivity analysis can fruitfully complement the means available for the study of PMS and SMS, providing guidelines for the system optimisation, and in some cases avoiding or limiting the need of performing long batches of evaluations for a number of different values of the parameters [9] .
The rest of this paper is organised as follows. Section 2 describes the most peculiar characteristics of SMS, and presents a simple case study that we will consider as a convenient application example throughout the paper. In Section 3 we introduce our DSPN approach and detail it by completely carrying out the modelling of the SMS taken as example. Then, the analytical solution of the DSPN models of SMS is briefly addressed in Section 4. In that same section, we also discuss on the opportunity and advantages offered by the sensitivity analyses to gain deeper insights into models and systems, and present the general guidelines for the derivation of the sensitivity functions for the measures of interest. Section 5 presents the results of a numerical evaluation conducted on the example of SMS, aiming at demonstrating the advantages of performing sensitivity analyses. Finally, Section 6 presents some concluding remarks.
The SMS Problem
Consider a SMS that executes m missions, each mission being characterised by a specific number of phases of given durations. We denote with n i the number of phases mission i is divided in, i = 1, 2,K , m . Moreover, denote with P i, j the j -th phase to be performed during mission i , j = 1, 2,K , n i , i = 1, 2,K , m . As long as we are interested in an exact analytical solution, phase duration is restrained to be deterministic. In fact, only approximate solution techniques have been proposed in the literature for the case of random phase durations. This assumption can be more or less restrictive, depending on the very nature of the events that lead to phase changes. Anyway, we assume that phase P i, j has a constant duration
After completing the m missions, the SMS is subject to a complete maintenance check. Obviously, the study of system dependability can be limited to the period between two complete checks of the system, because after the check, the system is reset to its initial condition. Moreover, between these major checks, the system may be subject to less exhaustive and less expensive maintenance actions, which however affect the dependability figures of the system. Therefore, a proper modelling of the maintenance actions plays a relevant role for an accurate dependability evaluation. All the maintenance actions are considered instantaneous, because they are performed when the system is non operative. Therefore, they are also referred to as discrete repairs. The picture in Figure 1 shows an example of a possible maintenance schedule during the SMS life-time.
The proper scheduling of maintenance actions is a non trivial problem. From a dependability viewpoint, the best possible option is to completely check the SMS at end of each mission. However, the cost of such simplistic solution is unacceptable because of the consequent under utilisation of the system. On the other hand, increasing the number of missions between two complete checks worsens the dependability figures of the SMS, with the risk of incurring in a catastrophic failure. The proper balance between system utilisation and dependability of operation can be formulated as an optimisation problem, for which dependability modelling provides a useful solution tool. To better explain our DSPN approach through an application case, we consider a simple example of SMS, inspired by the one that has been studied in [20] . Consider a system equipped with two components. Component A is a primary unit providing some functionality to the system, and component B acts as a backup unit for component A. The system is equipped with a switching logic, so that when A fails, the control of operation is immediately passed to B.
The system executes cyclically two different types of mission. Mission 1 encompasses a single phase P 1,1 of fixed duration τ 1,1 , whereas mission 2 is a two phased mission, whose phases P 2,1 and P 2,2 have duration τ 2,1 and τ 2,2 , respectively. The time to failure of component A is exponentially distributed, with parameter λ 1, A during the missions of type 1, and parameters λ ¡ 2, A during the type 2, respectively, whereas the time to failure of component B is constantly λ ¢ B . The switching part is assumed to be fault-free. The system is assumed to be functional as long as either A or B are working.
The following scheduled maintenance actions are undertaken during system lifetime: -The system is subject to a complete and exhaustive maintenance check each one hundred missions. -Primary unit A is replaced at the end of each mission, if failed. After the replacement, A takes again the role of primary unit. -Backup unit B is subject to a partial check at the end of each α pairs of missions.
So, after one hundred missions all the components are checked, and the system is restored to the initial condition. The Reliability of the system must be studied over the time interval between the beginning of the first mission and the end of the hundredth one. System failure is defined as the failure of A and B, and can be a catastrophic event that leads to a relevant economic loss. The occurrence probability of a system failure during the one hundred missions is denoted by F , and can be computed as 1 − R, where R is the Reliability of the system at the end of the one hundred missions.
Moreover, from a point of view of the system optimisation, we intend to determine whether it is economically convenient to increase the number α of checks, or to increase the coverage c of the intermediate checks. Increasing the number of checks on the backup unit B has the effect of reducing the occurrence probability F . However, the check is a long operation, which requires the system to be not operative for a long period. For a global optimisation of the maintenance actions, the cost of such under utilisation of the system must be weighted with the potential cost paid in case of system failure. Suppose a cost Φ is paid in case F occurs during the one hundred missions, and a cost ϕ is paid (say in terms of time) to perform the partial check of B each α pairs of missions. The cost ϕ of the check and the overage c that it provides obviously depend from each other: the higher the target coverage, the more expensive the check required. We use the mathematical notation ϕ = ϕ (c) to denote such dependency. Then, to optimise the SMS with respect of the schedule of the maintenance, one should minimise the following overall expected cost function:
We now briefly present the EHARP approach to the modelling and evaluation of SMS, by discussing its application to the example sketched above. EHARP is a tool especially designed for the Reliability analysis of SMS. The failure-repair model of the SMS is built as a continuous-time Markov chain, which may be different for each phase and each mission of the SMS. In the case of our example, there are two different Markov models, because the failure characteristics of the two SMS components differ during the missions of type 1 and 2.
The various Markov models are of course dependent from each other, in that the same components are to be used within various phases and missions. For instance, in our example if the primary A fails during the first phase of a type 2 mission, this will affect the operation in the successive second phase, and thus the memory of the past evolution is to be kept from one phase to the other. Similarly, if the backup component B fails and it is not repaired by a maintenance check at the end of the mission, then such a latent failure will affect the dependability of the subsequent missions. To model these dependencies, a set of phase-to-phase mapping functions must be specified. Starting from the final state occupation probability vector of a phase, these functions assign the initial state occupation probabilities over the states of the Markov chain of the next phase. Similarly, a set of mission-to-mission mapping functions need to be specified, to map the state occupation probabilities at the end of a mission to the start of the next one. In the EHARP environment, these functions are restricted to be linear functions, so that they can be represented as matrices.
It is worthwhile observing that the specification of the mapping matrices requires a considerable amount of user interaction. Though not conceptually complicated, the manual specification of these matrices may become a long and tedious job, and more importantly it certainly becomes an error-prone task for large Markov models.
A non trivial point the author of [20] also consider, is the specification of the maintenance actions. The definition language of the EHARP tool allows the introduction of maintenance directives such as the following one:
Repair X at interval n if B = True
whose meaning is to declare that component X is to be repaired at the end of the n-th mission, provided that predicate B holds of the state of the system at that time. All the repair directives have to be manually translated into mapping matrices, and are included in the same mapping matrices used to represent the dependence among successive phases and successive missions. Indeed, the instantaneous repair caused by maintenance actions is easily incorporated into the structural changes the SMS usually experiences as a result of the phase-dependent characteristics.
However, this treatment of the maintenance actions further increases the amount of user-assistance needed to define the models. As the authors of [20] themselves affirm:
[...] manual specification of the state to state mapping is tedious except for very small systems. Much energy has been devoted to compact specification methods for state dependent failure mechanisms, but the authors do not know a compact specification method for discrete repairs.
As we shall see in the following, the DSPN approach to the modelling of SMS overcomes this limitations of the methods in the literature, completely avoiding the need of any user-assistance in the treatment of the phase dependencies and in the specification of the maintenance actions.
The SMS Problem Viewed as a PMS
The methodology we apply in this section to the modelling of our example of SMS is directly derived from the one we devised for PMS in [15] . The additional specific features of SMS are immediately included in our general modelling scheme, and exploited to achieve a compact representation of the multiple missions performed during the life-cycle. We show the potentialities of the DSPN approach and highlight the advantages it offers with respect to the classical modelling with Markov chains.
The modelling of the SMS is based on a single DSPN modelling approach, though the model is logically split in the following three parts: -the Mission Net submodel (MN), which represents the consecutive execution of the various missions between two complete checks of the SMS. -the Phase Net submodel (PhN), which models the alternation of phases during the execution of the various missions; -the System Net submodel (SN), which represents the failure-repair model of the system components inside the various phases; It is worth noting that the different submodels logically reflect the inherent hierarchy of the problem, that is the one existing among life-cycle, missions, and phases of a SMS. Each of the submodels may be dependent from the other ones. So, the evolution of the SN submodel is made dependent from the marking of the PhN and MN to model the mission and phase particularities of the failure/repair characteristics of the system. Similarly, the PhN evolution may be governed by the status of the MN submodel, and vice versa.
These dependencies are conveniently modelled through the use of marking-dependent guards on transitions, timed transition priorities, halting conditions, reward rates, etc. These expressive modelling features are already available under the Stochastic Reward Nets and Stochastic Activity Networks modelling paradigms and their associated automated tools SPNP [7] and UltraSAN [16] , and are being more and more included in other automated tools for the evaluation of system dependability, such as DSPNexpress [11, 12] , PANDA [1] , and SURF-2 [2] .
We now apply our modelling methodology to the example of PMS defined in the last section. The topmost level submodel MN shown in Figure 2 Since a mission starts only after the preceding one has completed, the definition of the MN model is to be completed by a set of enabling conditions, also called guards, that control the firing of the immediate transition end i and start i , i = 1, 2. These enabling conditions are defined in terms of the marking of the PhN submodel shown in Figure 3 , and are listed in Table 1 . Notice that these marking dependent guards are not intended to substitute the classic enabling rules of Petri net model transitions, rather they represent additional constraints that must be fulfilled for a transition to be eligible for firing. This dynamic selection of the path to be followed is modelled by the enabling conditions shown in Table 2 , which rule the firing of the PhN transitions depending on the marking of the MN submodel. As soon as it reaches place Stop , the token is moved back to place P 1 by the instantaneous transition next , which models the beginning of the next mission. It is worthwhile observing that this compact modelling of the set of possible missions becomes particularly convenient when several missions are repeated between the complete maintenance checks. 
Following the same approach as in the case of the PhN, we define a single SN submodel that actually specialises into different models, depending on the marking of the SMS. The SN submodel for our example of SMS is shown in Figure 4 . 
Fig. 4. System Net submodel
A token in place A ok or A fail models the fact that component A is correctly working or failed, respectively, and similarly for component B. The failure process of components A and B is modelled by the exponential transition f A and f B = λ B , respectively. Since the failure intensity is different depending on the type of mission, the firing time of f A is dependent on the marking of the MN submodel, as specified in Table 3 . Table 3 . Marking dependent firing rates of the SN submodel Transition Firing rate
The discrete repairs that take place as a consequence of the maintenance actions are modelled by introducing the immediate transitions rep A , rep B , and norep B . These immediate transitions are enabled at the end of those missions for which a maintenance action has been scheduled. To ensure a proper sequence of firing of the immediate transitions in the model, the discrete repair transition are assigned a priority higher than that of transition next in the PhN submodel. The two conflicting transitions rep B and norep B fire with probability c and 1 − c , modelling the coverage of the intermediate maintenance check on component B. To properly model the execution of the scheduled maintenance action, the enabling conditions shown in Table 4 
Transition Enabling condition
Similarly, we can model maintenance directives requiring the repair of components between two phases of a mission, or whatever change of configuration that takes place at the end of a phase. Moreover, as we have detailed in [15] , this same mechanism of conditioning the evolution of a part of the model through a set of marking dependent parameters can be used to model more general scenarios of multi phased missions. In particular, by conditioning the MN and PhN submodels to the marking of the SN one it is possible to represent more dynamic and flexible SMS, where the next phase or mission to be performed can be chosen depending on the state of the system. It is important to spend a few words in pointing out the advantages of the DSPN modelling of SMS. First of all, the high-level approach turns out in a overall SMS model that is concise, easy to understand and to modify. Moreover, the whole modelling procedure limits the possibility of introducing errors inside the models. Various structural properties of the separate Petri net submodels can be checked to increase the confidence that can be put in the modelling itself. Further, the links among the various submodels are expressed through predicates of the marking, in a clear and unambiguous way. The tedious process of manual description of the mapping and the translation of maintenance directives into matrices, which is necessary with the EHARP approach, is completely eliminated. Indeed, the mapping between successive phases and missions and the maintenance actions are completely specified at the level of the DSPN modelling. The mapping at the level of the underlying Markov chains is automatically obtained from the analysis of the reachability graph of the DSPN model, thus dramatically reducing the amount of user-assistance needed to define the SMS models. Finally, as we shall see in the following, these modelling capabilities are also sustained by a very efficient analytical solution technique.
Analytical Solution and Sensitivity Analysis
As it has been proved in [5] , a DSPN model can be analytically solved in terms of the time-dependent marking occupation probabilities by applying the results of the MRGP theory, provided that at most one deterministic transition is enabled in each of the possible markings of the net. This condition is obviously satisfied for the DSPN model of a SMS, because the only deterministic transitions of the model are those in the PhN, and they get enabled sequentially, one at the time. Moreover, due to the special structure of the system, the computationally efficient method proposed in [15] applies for the solution of the models. In the following, we briefly recall that method, for deriving first the exact analytical expression for the transient marking occupation probabilities, and second the sensitivity of the dependability measures with respect to the parameter variations.
Reliability at Mission Completion Time
To avoid a cumbersome notation, during this solution step we flatten the multiple mission structure of the SMS, reducing it to a PMS structure. Thus, we renumber the phases along the various missions, so that we consider a single long mission, during which all the N = n i i =1 m ∑ phases of the SMS are sequentially executed. Let τ i denote the time the SMS spends in phase i of the mission, and Q i denote the transition rate matrix that describes the evolution of the SN submodel while the SMS executes phase i , i = 1, 2,K , N . During the execution of a phase i , the evolution of the marking process underlying the DSPN model follows that of a simple continuous-time Markov chain, and is thus described by the exponential of the matrix Q i .
According to the results presented in [15] , the vector π(t) of the time-dependent marking occupation probabilities of the DSPN model can be explicitly computed for any time t ≥ 0. From vector π(t) all the dependability measures of interest can be obtained. For instance, we can obtain the Reliability R of the SMS at the end of the last phase N , which is given by the following expression:
where π 0 is the vector of initial probability assignment, ∆ h is the branching-probability matrices which account for the branching probabilities as the deterministic transition i fires i = 1, 2,K , N , and β is a vector that selects the successful states at the end of the hundredth mission. It is worthwhile observing that evaluating the preceding formula to obtain the transient state probability matrix only requires us to derive matrices e Q h τ h , and ∆ h , h = 1, 2,K , N . All the required matrices can be derived from the analysis of the DSPN reachability graph. The solution of the single DSPN model is reduced to the cheaper problem of deriving the transient probability matrices of a set of homogeneous, time-continuous Markov chains whose state spaces are proper subsets of the whole state space of the marking process.
Sensitivity Analysis
The existence of an analytic expression for the marking dependent occupation probabilities allows to evaluate the derivatives of the dependability measures of interest with respect to the variations of some parameters, the so-called sensitivity functions [9] . These functions can be conveniently employed to perform an analytical study of the effects that the parameter variations have on the dependability. Indeed, the absolute value of the derivative indicates the magnitude of the variations of the measure for a small perturbations of the parameter, and its sign reveals whether an increase of the parameter value causes a corresponding increase or instead a decrease of the measure. Obviously, whenever the dependence of the measure of interest from the parameters only involves simple functions that can be computed at a limited computational cost, the sensitivity analysis can be conveniently conducted through multiple evaluations, to plot the dependability measures for the whole range of parameter values. However, when more parameters can be varied simultaneously, this approach tends to become expensive in terms of the number of evaluations. In this scenario, the study of the sensitivity functions represents a suitable strategy to point out which parameters of the system most significantly impact on the measures of interest. Indeed, by comparing the partial derivatives with respect to the varying parameters it is possible to identify those to which the measures are sensitive the most.
Conversely, when the dependability measure object of the evaluation is a complex function, performing multiple evaluations can easily become an expensive task. For instance, consider the formula for the SMS Reliability given by Equation (2), and suppose we want to estimate the effect that varying the failure rate λ £ A has on the measure. Then, since the parameter λ ¤ A appears inside the transition rate matrices Q i , for each value of λ ¥ A we need to evaluate a set of matrix exponentials. In this case, the sensitivity function of the Reliability with respect to parameter λ ¦ A can fruitfully complement the means available for the study of a SMS, in some cases avoiding or limiting the need of performing long batches of evaluations for a number of different values of the parameters.
We now obtain the sensitivity function of the Reliability R given by Equation (2), with respect to an independent parameter θ , that is we consider R = R(θ ). The analytical derivation of this derivative is just an example of the sensitivity studies that can be performed once the analytical expression for the dependability measures are available. The initial probability vector, the duration of phases, the firing rates of exponential transitions, as well as the probability mass functions ruling the firing of immediate transitions may be dependent on parameter θ . Let us denote with ρ(θ ) the sensitivity function, defined as the derivative of R(θ ) with respect to θ :
The derivative of the product that appears in the last term of Equation (3) is obtained as follows:
Last, the derivative of e Q k τ k ∆ k can be obtained as follows:
By combining the intermediate results given by Equation (3), (4), and (5), we obtain the most general formula for the sensitivity function s(θ ) , for it takes into account the dependence from θ of any other parameter of the DSPN model. It is worthwhile observing that, with respect to the evaluation of the Reliability R, the estimation of the sensitivity function only requires an additional small computation effort. Indeed, mostly the same matrices are required, according to Equations (2) and (3), (4) , and (5). The only non trivial computation is that of the derivative of the matrix exponential, for which efficient algorithms have been defined [3, 10, 14] . Thus, once the value of the Reliability R(θ ) has been derived, its derivative ρ(θ ) can be evaluated too with a limited additional effort for a given value of θ . The pointwise derivatives of the measure can be employed to increase the accuracy of the approximations of the measure over continuous intervals, through an interpolation approximation. Thus, the number of points at which the measure is plotted can be drastically reduced still achieving a good level of accuracy.
Numerical Evaluation
In this section we present the results of a numerical evaluation of the dependability figures for the example of SMS we modelled above. In a first evaluation session we estimate R, the Reliability of the SMS at the mission completion time, with varying the values of some parameters, and complement the analysis by exploiting the information provided by the sensitivity functions. Then, mainly dealing with the sensitivity functions, we study in detail the cost function defined by Equation (1), to provide some hints for possible system optimisation.
The general analytical expression for Reliability R, given by Equation (2), can be rewritten according to the particular structure of our example of SMS. Since the firing rates of transitions f A and f B have different values depending on the type of mission, there are two distinct transition rate matrices, which we denote with Q 1 and Q 2 . Similarly, there are two types of maintenance checks, that is the one performed at the end of each mission, which solely involves component A, and that performed each α pairs of missions, which affects both A and B. These two types of check are translated into two distinct branching probability matrices, denoted by ∆ 1 and ∆ 2 , respectively. As an instance, the following equation shows the formula of R for α = 2 :
where
For this same value of α = 2 , we also show the sensitivity function of R with respect to the failure rate of the backup unit λ § B , denoted by ρ(λ B ) . According to the equations derived in the previous section, the sensitivity function ρ(λ B ) takes the following form:
The derivative of matrix XYXZ is obtained according to Equation (5) . It is worthwhile observing that the matrix powers computed during the evaluation of the Reliability for a given value of λ B according to Equation (6) can be conveniently reused when evaluating the sensitivity function ρ(λ B ) in Equation (7), thus reducing the required computational cost.
We assume that at the beginning of operation both component A and B are perfectly working, and therefore the initial probability vector π 0 is the one that assigns probability 1 to the marking in which both A and B are correctly working. Vector β selects those marking that represents a proper system state, that is all the markings except the one in which both A and B have failed. The fixed value parameters, that is the phase duration and the failure process of the primary unit A are given in Table 5 . Hour (h) is the unit in which all time-related measures are expressed. 
Duration of the phases
Failure rates of components
The parameters related to the backup unit B, that is its failure intensity during the various missions, the coverage and the frequency of the check, are variable within the ranges specified by Table 6 . We first evaluate the Reliability R of the SMS with varying the failure rate of the backup unit λ From the results shown in Figure 5 , it is possible to identify a range of values of the failure rate λ B , specifically the values on the left side of the plots, for which changing the period α does not impact significantly on the final measure, whereas relevant changes in the SMS Reliability results can be observed for higher values of λ B . As it would be expected, if reliable components are employed, the frequency of the check does not necessarily need to be particularly high to achieve satisfactory results.
We now approximate the results obtained for the Reliability of the SMS by using the interpolation technique and compare the quality of the approximate results with respect to the amount of information that is needed to compute them. Letting α = 2 , we interpolate the Reliability by considering an increasing number of interpolation points (the so-called interpolation nodes) to obtain more and more accurate approximation of the original Reliability figures. We consider four different approximate Reliability curves, obtained by interpolating the function and its derivative in two, three, four, and five nodes. The relative error introduced by the various interpolations over the whole interval of values considered for λ B is shown in Figure 6 . As it can be observed from the comparison in Figure 6 , with five interpolation nodes we obtain a very tight approximation of the original curve, which was evaluated at one hundred points to produce the corresponding curve shown in Figure 5 . We now conduct a different set of numerical evaluations to study the cost function defined by Equation (1) Φ . Notice that these specific values are only chosen as an example to have the possibility of graphically interpreting the trends of the cost function, and do not have any pretension to reflect actual maintenance costs. We plot in Figure 7 the cost function for the different values of α , and find the corresponding values of c that minimise the SMS expected costs. Moreover, from this graphical comparison, it is possible to identify, for any given value of c, the optimal schedule of the maintenance with respect to the cost function, that is the period α that results in the minimum expected cost. For instance, for a coverage value of c = 0. 95 , the optimal period is α = 2 , α = 5 provides a slightly worse cost, whereas α = 1 is significantly more expensive.
Conclusions
In this paper we have introduced a new modelling approach for dependability evaluation and sensitivity analysis of Scheduled Maintenance Systems. The proposed methodology exploits the high level representative features of Deterministic and Stochastic Petri net models, to provide an intuitive and simple modelling strategy. Compared to the other approaches existing in the literature, which are mainly based on Markov chain modelling tools, the DSPN approach offers significant advantages, drastically limiting the amount of user-assistance needed to define the model of a SMS. Moreover, the DSPN model of a SMS can be analytically solved in terms of the time-dependent marking occupation probabilities for the purposes of dependability evaluation. The solution technique is very efficient in terms of computational cost, requires only standard numerical algorithms, and can be easily automated. Furthermore, owing to the existence of the explicit analytical solution for the transient marking occupation probabilities, we have obtained the sensitivity functions of the dependability measures with respect to the variation of the parameter values. These sensitivity functions can be conveniently employed to analytically evaluate the effects that parameter variations have on the measures of interest.
To better show the advantages of our approach, we have applied our modelling methodology to an example of SMS that has been inspired by a case study encountered in the literature. We have completely carried out the modelling, derived the sensitivity function of the Reliability, and performed a set of numerical evaluations with the aim of finding the most appropriate schedule of maintenance for the example of SMS. By exploiting the additional information provided by the sensitivity functions, we have obtained very accurate approximations of the dependability measures through an interpolation approach, achieving a significant reduction of the evaluation computational costs.
