Targeted maximum likelihood methods have been proposed to estimate treatment effects for longitudinal data in the presence of time-dependent confounders. This class of methods has been mathematically proven to be doubly robust and to optimize the asymptotic estimating efficiency among the class of regular, semi-parametric estimators when all estimated density components are correctly specified. We show that methods previously proposed to build a one-step estimator with a logistic loss function generalize to a generalized linear loss function, and so may be applied naturally to an outcome that can be described by any exponential family member. We evaluate several methods for estimating unstructured marginal treatment effects for data with two time intervals in a simulation study, showing that these estimators have competitively low bias and variance in an array of misspecified situations, and can be made to perform well under near-positivity violations. We apply the methods to the PROmotion of Breastfeeding Intervention Trial data, demonstrating that longer term breastfeeding can protect infants from gastrointestinal infection.
INTRODUCTION
In medical and public health settings, the marginal effect of a treatment, intervention, or exposure can often be of interest. In the presence of time-dependent confounders that are affected by previous treatment, it becomes necessary to adjust for this confounding to produce an unbiased estimate of the desired causal parameter. The traditional approaches of either including the time-dependent confounders in a conditional model or ignoring them altogether lead to biased estimation (Robins, 1986) . Unbiased estimates of marginal treatment effects can be produced, for example, using inverse probability-weighted estimators (Hernán and others, 2000; Robins and others, 2000) , a type of estimating equation, and G-computation (Robins, 1987) , a maximum-likelihood approach. Both of these methods consistently estimate marginal effects under correct specification of certain components of the underlying density. 
M. E. SCHNITZER AND OTHERS
Under near-positivity violations (or sparse data), inverse probability weighting is notorious for producing very large weights, leading to highly variable effect estimators. Methods exist to control the size of these weights (Bembom and van der Laan, 2008; Xiao and others, 2010) , the most popular of which are simple, but ad hoc (Cole and Hernán, 2008; Westreich and Cole, 2010) and arbitrarily trade a small increase in bias for what are typically large gains in efficiency.
G-computation is a type of substitution (or plug-in) estimator. Substitution estimators use an estimate of the underlying data-generating density to make inference about a parameter (Bickel and Doksum, 2001) .
Targeted maximum likelihood estimation (TMLE) yields a new class of substitution estimators that offer several attractive properties. The procedure modifies the underlying density estimate in an ideal way designed to produce asymptotic efficiency of estimation in a class of semi-parametric estimators of the parameter of interest and to potentially reduce the bias arising from partially misspecified density models. We use TMLE to refer to either targeted maximum likelihood estimation or estimator where it is possible to do so without ambiguity.
In this paper, we demonstrate the construction of the longitudinal TMLE for two time intervals for an outcome that can be ascribed a loss function associated with a generalized exponential family. In Section 2, we summarize the framework and properties of TMLE. In Section 3, we extend the methodology of Rosenblum and van der Laan (2010c) for two time points so as to incorporate this type of loss function for the final time point. To evaluate the proposed benefits of this TMLE method for the estimation of a marginal expected outcome under given exposure, we conduct a simulation study in Section 4, comparing commonly used methods under various types of misspecification of the models for the underlying datagenerating mechanism. Finally, in Section 5, we apply the methods to study the effect of breastfeeding on the number of gastrointestinal tract infections in infants.
BACKGROUND: TARGETED ESTIMATION
An "influence function" governs the asymptotic behavior of an asymptotically linear estimator. The efficient influence function is the influence function that has minimal variance in the class of regular semiparametric estimators of a given parameter. Therefore, inference conducted with an estimator associated with the efficient influence function will be optimally efficient in this class (Tsiatis, 2006) . Certain types of efficient estimators in causal inference will also inherit the double-robustness property, only requiring that one of the exposure and outcome models is correctly specified to guarantee consistent estimation (Kang and Schafer, 2007) .
TMLE is characterized by modifications of the density estimates used in the plug-in estimation. This is carried out so that the resulting estimate is the root of the efficient influence function. This procedure results in doubly robust, locally efficient estimators and can be applied to all path-wise differentiable parameters. The estimators respect the constraints of the parameter of interest (as they are substitution estimators) and, unlike efficient estimating equations, are guaranteed to produce only one solution (van der Laan, 2010) .
We reiterate the steps of the general TMLE procedure. Suppose that we observe identically and independently distributed data from n subjects. The TMLE is constructed by first obtaining an initial data density fit, p 0 n . This estimate is then updated by creating a fluctuation p 0 n ( ) of the original density fit, ensuring that (1) p 0 n ( ) is equal to p 0 n when = 0, and (2) given a loss function, the score of the fluctuation function (with parameter ) linearly spans the efficient influence function of the target parameter. Then, given a fixed initial density estimate p 0 n and a loss function L, the submodel loss is minimized with respect to so thatˆ = argmin (1/n)
n ( )} (this is equivalent to likelihood maximization where the negative log-likelihood is used as the loss function). The estimateˆ is then plugged into the fluctuation function to define the updated density p 1 n . These updates are iterated until convergence (although the examples given in Rosenblum and van der Laan (2010a) specifically demonstrate useful applications of TMLE when only one update is needed for convergence). Finally, the resulting density estimate is used TMLE for time-dependent treatment effects 3 to calculate an estimate of the targeted parameter. As shown in van der Laan and Rubin (2006) , if this procedure converges, it results in an estimator with the appealing properties described above.
For longitudinal data with binary intermediate variables, the TMLE was demonstrated with logistic working models with a binary outcome by Rosenblum and van der Laan (2010c) , and for a survival outcome by Stitelman and others (2011) . Practical benefits of TMLE procedures for a point-source treatment (competitive mean-squared errors and robustness to misspecification and positivity violations) have been observed in simulation (e.g. Gruber and van der Laan, 2010; Porter and others, 2011; Stitelman and others, 2011) . However, the performance of the longitudinal TMLE has yet to be compared with prevailing longitudinal methods (in particular, the efficient and doubly robust estimator proposed by Bang and Robins, 2005) . In addition, its construction has not yet been demonstrated with the incorporation of a generalized linear loss function.
CONSTRUCTION

Data and efficient influence function
We consider data with a longitudinal structure. Each subject i contributes an observation of the form
where A t is a binary covariate at time t indicating whether or not a subject was treated/exposed, and L 1 represents a binary intermediate covariate. Y is the final outcome of interest measured at time t = 2.
For this application, we are interested in evaluating the marginal effects of exposure on the final outcome. For now, the parameter of interest is considered to be ψ a 0 ,a 1 = E(Y a 0 ,a 1 ), the marginal mean of the final outcome under the fixed regime (a 0 , a 1 ). The exposure pattern (a 0 , a 1 ) = (1, 1) would indicate exposure at both time intervals.
The form of the efficient influence function for a fixed regime of A 0 = a 0 and A 1 = a 1 (as constructed in van der Laan, 2010 for any outcome) is the sum of the three components
Specifying the initial density estimate
The underlying data-generating density must first be estimated. The joint density
Each of the conditional components is fit using a model of choice. As a simple example, a logistic regression may be used to fit the density components with binary outcomes, and a generalized linear model may be used to estimate the conditional density of Y . Finally, p(L 0 ) is fit with an empirical distribution.
Determining loss functions and clever covariates
The so-called clever covariate method of constructing TMLEs was demonstrated by van der Laan and Rubin (2006) . The resulting estimators for the effect of an intervention at a single time point are equivalent to those first created by Scharfstein and others (1999) . Rosenblum and van der Laan (2010b) demonstrated the implementation of generalized linear loss functions in the context of single time point randomized trials, and Gruber and van der Laan (2010) implemented a logistic loss function for a continuous outcome.
In the longitudinal context developed in van der Laan (2010), the update to the estimate of The first clever covariate is defined to update the conditional expected outcome
where a(η) is the family-specific dispersion factor that depends on the nuisance parameter η. Note that this is simply the log-likelihood of an exponential family member (minus a term that is independent of θ ). In the corresponding density, the mean of
Using a Gaussian family member, for example, this loss function simplifies to a squared-error loss. Allow the fluctuation of the conditional mean of the outcome to take the form
This fluctuation produces no update when 1 = 0, as required. We wish to determine the form of the clever covariate C 1 in order for the score (derivative of the loss function) to be proportional to the last component of the efficient influence function, D 2 . First, we insert the fluctuated mean in Equation (3.1) into the loss function (note that we plug in θ = gE
Then, the loss-based score at zero is
we have that the score at zero is indeed proportional to the last component of the efficient influence function.
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The dispersion factor of a general exponential family may only be dependent on the nuisance parameter, η. Therefore, it need not be estimated as its value will be absorbed into the estimate of the coefficient 1 .
Because minimizing the loss function is equivalent to maximizing a likelihood, the coefficient 1 can be estimated using a generalized linear model with single covariate C 1 (L 0 , A 0 , L 1 , A 1 ) and no intercept, taking the estimate of g(E 0 Y ) as the offset. Once the estimateˆ 1 is obtained, define
e. plug in the estimates of C 1 and 1 into Equation (3.1)).
For the update to the intermediate variable fit, the fluctuation function for the conditional density is similarly described by a fluctuation of the probability p
The intermediate variable is binary, and so we can use a logistic loss function to determine the update, which is a special case of the generalized linear loss function with
The choice for clever covariate C 2 becomes apparent when the score is calculated at 2 = 0. This score takes the local form (dL
Note that the conditional expectations of Y are calculated under the updated density (using the clever covariate andˆ 1 found in the previous update), and calculated conditional on
( 2 ) is updated as before by minimizing the loss function with respect to 2 . This can be done by fitting a no-intercept logistic regression using p 0 L 1 as an offset and the estimate of C 2 (L 0 , A 0 ) as the lone covariate. The estimate of the coefficient of C 2 isˆ 2 , which is then used to update the density. Therefore, let
For D 0 (O), the development in Rosenblum and van der Laan (2010a, Section 3) shows that specifying a particular fluctuation function for the baseline density ( p(L 0 ) in our case) results in no update.
Using the updated density to estimate the final parameter
After estimating the two clever covariates (C 1 , C 2 ) and using maximum likelihood to solve forˆ = (ˆ 1 ,ˆ 2 ), the updated density p 1 n (ˆ ) is obtained. If these updating steps are used, convergence occurs in the first iteration. 
M. E. SCHNITZER AND OTHERS
The targeted parameter ψ a 0 ,a 1 can then be calculated using G-computation (Gill and Robins, 2001 ) with the updated density. For this simple example, the targeted maximum likelihood G-computation is
It is important to note here that whileˆ coefficients are constant, the clever covariates are functions of the observed variables. When conditioning on A 0 = a 0 , for instance, these values must therefore also be altered in the clever covariates.
Modification for continuous outcome under positivity violations
In a situation where data sparsity leading to near-positivity violations exists, the denominators of the clever covariates may become very small for certain individuals, leading to inflated clever covariate values that may in turn produce unstable mean estimates. This has been shown to be particularly true when using squared loss functions with linear models. Gruber and van der Laan (2010) have shown that the use of scaling and a logistic-loss function for the update step can result in improved estimation under these conditions.
SIMULATION
Methods
For this simulation study, four estimators of the parameter ψ 1,1 were compared: (i) the TMLE, (ii) an untargeted G-computation, (iii) an inverse probability of treatment weighted (IPTW) estimator with stabilized weights, and (iv) Bang and Robins's (2005) doubly robust estimator. We considered parametric models that were correctly specified in accordance with the true data-generating distributions, as well as model specification or data generation that was varied to represent three different types of misspecification that arise in practice: (1) unmeasured confounding, (2) nonlinear dependence on covariates, and (3) data sparsity. In the data sparsity scenario, modified versions of both the TMLE and Bang and Robins' estimator were also used in the estimation.
For each scenario, we tested the performance of the models for sample sizes of n = 200, 1000, and 10 000. Details of the data generation are given in Section 1 of the Supplementary material (available at Biostatistics online). We present measures of the bias, standard error, root mean-squared error, and percent confidence interval coverage. The standard error was calculated using a non-parametric bootstrap. The root mean-squared error was calculated using the squared errors of the difference between the model estimate and the true parameter value for each of the 1000 generated datasets. The percent coverage refers to the proportion of runs where the 2.5th and 97.5th percentiles of the bootstrap estimates contained the true parameter value.
We also simulated data with a Poisson outcome and model misspecification due to unmeasured confounding. We refer the interested reader to the Supplementary material (available at Biostatistics online) for the Poisson outcome results, as well as those for the Normal outcome with incorrectly-specified nonlinear effects.
Simulation results: unmeasured confounding
For the first situation, data were generated from a density that had a confounding variable acting at both time points. In order to see how misspecification affects the different models, we demonstrated the effect All values except for coverage given as ×10 2 the original value. * SE: The non-parametric bootstrap standard error computed using 200 resamples for each drawn dataset of size n; the mean of the SE is then taken over the 1000 generated datasets. † Cover: The coverage is by bootstrap 2.5th and 97.5th percentiles.
rMSE, root mean-squared error; TMLE, targeted maximum likelihood estimation; G-COMP, G-computation; IPTW, inverse probability of treatment weighting; BR , Bang and Robins' estimator. of omitting the confounder from different parts of the models (the exposure, the outcome or both, as applicable). Each of the three models assumed linear dependence on the covariates. Table 1 presents the results for each of the four estimators under correct specification, or with the misspecification of the exposure, the outcome (and intermediate), or both. A given model was misspecified by omitting the confounder from the model. Since G-computation relies only on outcome specification, misspecifying the outcome was the same as total misspecification. Similarly, inverse probability weighting depends only on the exposure model. Under correct specification, the TMLE had a magnitude of bias and coverage similar to inverse probability weighting, G-computation, and Bang and Robins' estimator. For n = 200, 1000, and 10 000, both TMLE and Bang and Robins' estimator consistently had higher standard errors. When the exposure model was misspecified, only the IPTW estimator exhibited a large degree of bias for all values of n. For the misspecified outcome model, G-computation suffered the most with large asymptotic bias. Bang and Robins' estimator seemed to converge slower than the TMLE and the IPTW estimator. When both models were misspecified, all four models were similarly biased.
Simulation results: data sparsity
We considered two different levels of data sparsity leading to near-positivity violations resulting from heavy dependence on the covariates in the treatment decision. The TMLE method with a Gaussian loss function (i.e. minimizing mean-squared error) was expected to perform very poorly in this case (biased estimation in addition to inflated variance) so we also tested the abilities of the TMLE using a logistic loss function for a continuous outcome. To do so, we correctly specified the outcome density using a linear regression model. We then shifted and scaled the prediction from this model E(
} and used a logistic loss function for the update step, following the approach of Gruber and van der Laan (2010) for unbounded data generation. Bang and Robins' estimator was also given added robustness to the data sparsity by scaling the outcome to [0, 1] and predicting the outcome using logistic regression rather than linear regression (and thereby misspecifying the estimation of the conditional outcome density).
The results of the model fits on the data with near-positivity violations are recorded in Table 2 . As anticipated, the TMLE procedure with a squared error link did very poorly for small samples in particular, as did the Bang and Robins' estimator with linear outcome model. In the severe case, they both performed very poorly for all values of n. G-computation also performed as expected, producing the best inference by far over all sample sizes, with negligible bias and ideal coverage. The logistic TMLE at smaller samples was less sensitive to data sparsity than the logistic Bang and Robins' estimator, resulting in lower bias and mean-squared error. The stabilized IPTW performed worse than logistic TMLE in terms of bias, but had lower standard errors, resulting in lower mean-squared error. At n = 200, extreme data sparsity in a small percentage of generated datasets produced inflated standard error estimates for the linear TMLE and Bang and Robins' estimator, creating an inflated and unreliable mean standard error. For instance, with mild data sparsity at n = 200, Bang and Robins' estimator's mean bootstrap-estimated standard error was 21.19, but the median was 7.14 (and similarly for the TMLE).
Other results
Data with a normal outcome and nonlinear dependence on covariates were generated and then modeled incorrectly using only linear terms. The targeted maximum likelihood estimator maintained low bias for misspecification of either data density component, and generally performed similar to Bang and Robins' estimator. When data were generated with a Poisson outcome and a similar unmeasured confounding scenario was evaluated, the results closely reflected those from the unmeasured confounding scenario in Section 4.2. Additional details regarding the full simulation study are available in Section 1 of the Supplementary material (available at Biostatistics online).
EXAMPLE
The PROmotion of Breastfeeding Intervention Trial (PROBIT) was a cluster-randomized trial that introduced the WHO/UNICEF Baby Friendly Initiative, a breastfeeding promotion program, to selected hospitals in the republic of Belarus (Kramer and others, 2001) . The purpose of the trial was to evaluate the effect of the intervention on health outcomes including gastrointestinal tract infection. Healthy, full-term, singleton breastfed infants of mothers who intended to breastfeed (n = 17 044) weighing 2500 g were enrolled soon after birth and followed up at 1, 2, 3, 6, 9, and 12 months of age for various measures of parental behaviors, size, and health, including number of gastrointestinal infections over each time interval.
We perform a simplified analysis using the data of the form
The variable L 0 is a vector-valued covariate containing all suspected baseline confounders of the duration of breastfeeding and infection. The exposures A 0 and A 1 indicate whether the mother is still breastfeeding at 3 months and at 6 months, respectively. The intermediate variable L 1 is whether the infant had an infection between 3 and 6 months. The outcome variable Y is the number of infections counted between 6 and 12 months.
We wish to examine whether the duration of breastfeeding has an effect on the number of gastrointestinal tract infections reported between 6 and 12 months. A potentially important binary intermediate variable is whether or not the infant had any infections between 3 and 6 months of age. Observed baseline confounders are: mother's education, mother's smoking status, mother's age, family history of allergy, 3 0.0 6 infections 1 0.0 * For numeric variables, the inter-quartile range is given. †The Apgar score is an assessment of newborn health (range 1-10) where 8+ is vigorous, 5-7 is mildly depressed and 4 is severely depressed (Finster and Wood, 2005) . We observed a range of (5-10) due to entry restrictions on weight.
number of previous children, whether the birth was by cesarean section, gender of child, gestational age, Apgar score for health of the newborn, presence of infection before 3 months, geographic region, and the weight, height, and head circumference at birth.
Only three regimes (a 0 , a 1 ) exist because breastfeeding is generally a monotone process. We are interested in three different effects: (1) the effect of breastfeeding up to 3 months (but not until 6 months) versus not attaining 3 months, (2) the effect of breastfeeding up to 6 months versus stopping between 3 and 6 months, and (3) the effect of breastfeeding up to 6 months versus not attaining 3 months. These effects correspond to the estimates δ 1 = (1, 0) − (0, 0), δ 2 = (1, 1) − (1, 0), and δ 3 = (1, 1) − (0, 0), where ψ a 0 ,a 1 = E(Y a 0 ,a 1 ) is the marginal mean outcome under specified treatment.
We used generalized linear models to fit all density components for each method. The TMLE was implemented with a Poisson loss function, corresponding with the count outcome, and both the G-computation and Bang and Robins' estimator were fit using Poisson distributions to model the mean outcome.
Results
Out of the 17 044 enrollments, 15 642 (92%) had complete data for the two time intervals. For simplicity, we performed a complete case analysis, discarding 8% of observations with missing data. Characteristics of the cohort including missing data summaries are provided in Table 3 . Most notably, the infection counts are very low, with only 828 (4.9% of the full cohort) with one infection, 56 (0.3%) with two infections, 3 (0%) with three infections, and 1 (0%) with six infections between 6 and 12 months.
Three of the four methods use some variety of inverse probability weights (G-computation being the exception). Using histograms and univariate summaries, each set of calculated weights was examined to assess whether the positivity assumption was violated. No excessively large weights were noted.
The non-parametric bootstrap was used to estimate the standard error and confidence intervals for each estimator. This was accomplished by taking 200 resamples with replacement of sample size 15 642. The endpoints of the bootstrap 95% confidence intervals were the 2.5th and 97.5th quantiles of the bootstrap resampled estimates. All values given as ×10 3 the original value. * SE: The bootstrap standard error computed using 200 resamples from the dataset of size n = 15 642. † The estimated confidence interval is the intervals between the 2.5th and 97.5th bootstrap percentiles.
TMLE, targeted maximum likelihood estimator; G-COMP, G-computation; IPTW, inverse probability of treatment weighting; BR , Bang and Robins' estimator. Table 4 shows the estimates, standard errors, and confidence intervals for each method applied to each of the three parameters of interest. The estimates for the effects of breastfeeding exposure are all negative, indicating that the breastfeeding has a preventative impact on gastrointestinal infection. The effect of breastfeeding up to 3 months (compared with not reaching 3 months) was not found to be significantly different from zero at the 95% confidence level by all methods. The effect of breastfeeding for 6 months compared with feeding for at least 3 months but less than 6 was estimated at −0.019 by TMLE (the largest estimate by magnitude). This means that the expected number infection counts is decreased by 0.019 if an infant's breastfeeding is extended up to 6 months. Here, all methods agreed on the direction and significance of the difference. The third parameter is the effect of breastfeeding for over 6 months, compared with <3 months. This effect is the strongest (it is the sum of the previous two parameters), and is found to be significant by all methods. The TMLE results suggest that breastfeeding for 6 months when compared with breastfeeding for fewer than 3 months decreases the expected number of gastrointestinal infections experienced between 9 and 12 months of age by 0.026. This effect estimate corresponds with a number needed to treat (NNT) of 38.
The TMLE estimated an expected infections count of 0.072 for infants breastfed < 3 months. A reduction in the expected number of infections of 0.007 for infants breastfed for 3-6 months compared with those breastfed for < 3 months therefore corresponded with a 10% reduction. The mean count for 3-6 months of breastfeeding was estimated at 0.066, so the risk difference corresponded with an estimated 30% expected reduction. In addition, the expected reduction when comparing <3 to 6+ months of breastfeeding was estimated at 36%.
DISCUSSION
In this paper, we have carefully demonstrated the construction of the two time interval TMLE using a generalized linear loss function. While we implemented the method using parametric models, all conditional densities may alternatively be fit through any means desired (including regression and data-adaptive methods) while the update step is performed with respect to the chosen generalized linear loss function. We have thus shown how a longitudinal TMLE with a chosen loss function can be fit without resorting to parametric modeling assumptions. We have performed a systematic comparison of the performance of the longitudinal TMLE to competing methods under several challenging data scenarios. In addition, we applied the TMLE methodology to estimate the impact of breastfeeding on gastrointestinal infections. To the best of our knowledge, this is the first application of TMLE to a longitudinal estimation problem with a count outcome.
In our simulation study, TMLE did not produce a reduction in finite-sample bias or variance for correctly specified densities compared with the G-computation substitution estimator. The two doubly robust methods performed comparably in general, but the logistic TMLE proved more stable under near-positivity violations than Bang and Robins' estimator with the logistic outcome. However, we were able to stabilize the TMLE without misspecifying the underlying densities (which was not true for Bang and Robins' estimator) . Porter and others (2011) contributed to the debate initiated by Kang and Schafer (2007) by demonstrating that certain versions of the TMLE procedure for continuous outcomes can control bias better than traditional doubly robust methods in such cases as near-positivity violations and model misspecification. We show correspondingly that this TMLE performs very well in the two time intervals case and does no worse than two non-doubly robust methods under dual misspecification. With a small variation in implementation, TMLE can also be made to be stable under near-positivity violations.
We also acknowledge the very recent development of a new TMLE for longitudinal data by van der Laan and Gruber (2011), which is an extension of the Bang and Robins (2005) estimator. This method is computationally efficient, requires fewer data structure constraints than the longitudinal TMLE that we have evaluated, and can also be implemented to respect the global bounds of the parameter of interest. Future work will involve extensive comparisons of this alternative TMLE.
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