A finite element approximation of the minimal surface problem for a strictly convex bounded plane domain il is considered. The approximating functions are continuous and piecewise linear on a triangulation of ii. Error estimates of the form 0(ti) 1 2
1. Introduction. Let Í2 be a strictly convex bounded domain in the plane R2 with smooth (two times continuously differentiable, say) boundary T, and let ^bea given function defined on T. Consider the following minimal surface problem: Find a function u which minimizes the integral Jn \A + IVul2 dx, Vu = grad v, over all Lipschitz functions v in £2 such that v = tp on T. It is known (see, e.g., [2, Theorem 4.2.1]) that if xp is the restriction to T of a function in the Sobolev space W3(£2) for some q > 2, and if xp satisfies the bounded slope condition (see [2] ), then there is a unique minimizing function u G W^QH).
For the purpose of the approximate solution of this problem, for each h with 0 < h < 1, let Th = {Tj) be a finite collection of closed triangles T¡ such that £2 C U;-Tj, and such that any 7 with 7-n Í2 + 0 is either contained in Í2 or has two vertices on T. It is also assumed that the triangles have disjoint interiors, that no vertex of any triangle is on the interior of an edge of another triangle, and that there is a constant c, with 0 < c < 1 independent of h, such that the edges of the triangles have length between eh and h, and all angles of the triangles are bounded below by c. Denoting the union of the triangles contained in Í2 by Q,n, we let Sn be the set of continuous functions defined on Q.n which are linear on each 7-and assume the same values as <p on the vertices of the triangulation on T. Consider now the following finite element method for the approximate solution of the given problem: Find a function un which minimizes the integral /n \Jl + |Vu" I2 dx over all functions vn&Sh. To see that there exists a unique minimizing function un, we notice that the function Here and below, we use the summation convention; repetition of an index / indicates summation over í = 1,2. Since /is strictly convex, the mapping F: vn -> fn f£jvh)dx, vh £Sh, is also strictly convex. Furthermore, it is clear that F\vh) tends to infinity with maxn \vh \. Since F is continuous and Sn is finite dimensional, it then follows easily that there exists a unique minimizing function un.
In this note, we shall prove some convergence estimates for the finite element method described above. In order to express our results, we introduce for k an integer, 1 < p < °°, the following (semi) norms:
Mk.P u^^*)1* "*"=(£K*r with the usual modification if p = °°. We shall also need corresponding norms with £2
replaced by £2ft, and we shall then use the notation | • \k n and || • ||fc n. We introduce the Sobolev space ^(£2), the closure of C°°(£2) in the norm || • \\k ", and the Sobolev space W*(T), the closure of C°°(r) in the norm 14,,,r = H
where d/ds denotes differentiation with respect to arc length. If k = 0, we omit this index. For example, ||* || n will thus denote the L -norm over £2". We can now state our convergence results. Theorem 1. Let u G Wf (£2) n W¿(£2). Then, there is a constant C such that forO<h<l, l"-"ftll,2^<CA-Theorem 2. Let u G W2(£2) for some q > 2 and xp G W2(T). Then, for any p with 1 < p < 2, there is a constant C such that, for 0 < h < 1, H"-"*llp,*<C/i2.
The proofs of these estimates are given in Sections 2 and 3, respectively. For linear equations, such results are well known (cf.,e.g., [3] ); the latter then holds for p = q = 2. For the second term, we find by Cauchy's inequality, \D2\ <¡A\u -wh\l 2 n.
For the first term, we obtain with y = maxjj |V«l/vl + IVm|2, Now let wn agree with u at the nodes. By a well-known estimate (cf.,e.g., [3] ), we then have I" ~wh\\,2,n < Ch\u\2<2, which completes the proof of the lemma. V7/Vi + mh\2 } u \jTi )
Since S7uh is constant on 7-, and the area of 7-is bounded from below by a constant times ft2, it follows that IV",'2 7 < C on Tj, vi + iv«"i2
and thus max^ Nun \ < C, which proves the lemma. Together with Lemma 1, this also completes the proof of Theorem 1.
3. Proof of Theorem 2. We shall now prove Theorem 2 using an adaptation of a duality argument employed previously for linear problems by, e.g^Nitsche [3] .
For technical reasons, we shall need to extend un to a piecewise linear function defined on the polygonal domain £2,, D £2 consisting of the union of the triangles which intersect £2. To this end, we first extend u G ^(£2) to a domain £2 with £2 3 £2,, for 0 < h < 1 in such a way that the extended u belongs to W2(£2) (cf. [1] ). We then extend uh to £2" by setting uh equal to the linear function which interpolates the extended u at the vertices of 7-for each 7-C £2/í\£2/¡. It is clear that, with un extended in this fashion, the estimate of Theorem 1 holds, with £2ft replaced by £2, i.e., \u -un \. 2 < Ch.
We shall prove that, for any p with 1 <p < 2, there is a constant Csuch that ||u -uh\\p < Ch2, which implies Theorem 2 since £2 D £2". By increasing p or decreasing q, we may assume without loss of generality that l/p + l/q = I. It will, therefore, be sufficient to prove that there is a constant C such that Multiplying (3.4) by u -uh and integrating by parts, we now find that ig, u -uh) can be rewritten in the following way:
ig,u-uh) = aiv, u-uh) + jr vniu -uh)ds = ahiv, u-uh) + (a -ah)iv, u -un) + Jr vn(u -uh)ds.
Here vn = -n¡OfiV¡, where (wp n2) is the outward normal to T. We shall prove that each of the three last terms is bounded by C/i2 |bj||, which will obviously prove the desired inequality (3.1). Further, by Sobolev's inequality and Lemma 3, (3.6) l«li.-<C|ü|2,,<C||íl|q.
Thus by Theorem 1, I (a ~ah)iv, u -uh)\ <C|u|I>00 max \\aif -cr^\\2\u -uH\u2 i.i <Ch2\\g\\q.
Finally, for the boundary term, we have by (3.6) I Jr »n(# -uh)ds\ < C\v\i,J\<P -Mi,r < cWsWq \W -Mi,rIt is therefore sufficient to prove that (3.7) ||^-UJ|ljr<C/z2.
