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Abstract
The criteria for an entirely bounded solution in a given set of a dierential system with a quasi-linear part are developed
sequentially via an asymptotic boundary value problem. This enables us to prove several bounded solutions separated by
given functions. So, the multiplicity results can be also obtained in this way. For possible applications in epidemics and
population dynamics, see e.g., the references in Gaines and Santanilla (Rocky Mountain J. Math. 12 (1982) 669{678).
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1. Introduction
Consider the system of ODEs
_x = f(t; x); (1)
where x=(x1; : : : ; xn) and f=(f1; : : : ; fn) is a continuous vector function which is dened in Rn+1.
Let ’ be a (classical) solution of (1) in R. ’ is said to be entirely bounded if
sup
t2R
k ’(t) k<1:
Although many papers deal with the existence problem for bounded solutions of dierential systems
(see e.g., [1,3] and the references therein), only few results can be used for proving the existence of
two or more bounded solutions (see e.g., [2,11]). On the other hand, there are several papers devoted
to mostly periodic solutions in given sets, where the multiplicity criteria can be easily deduced just
∗ Corresponding author.
0377-0427/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(99)00245-9
74 J. Andres, B. Krajc / Journal of Computational and Applied Mathematics 113 (2000) 73{82
by separating the domains of such solutions (see e.g., [7,9,10,12] and the references therein). The
applied techniques consist mainly in invariantness of prescribed sets or transversality arguments on
their boundaries.
Hence, our aim here is to present one theorem of that type, when combining both these principles.
2. Notations and preliminaries
As usual, R+ denotes the interval (0;1) and by C(I;Rn) we mean the set of all continuous vector
functions, dened on a nondegenerate interval I R, with values in Rn: If this set is endowed with
a topology of the uniform convergence on compact subintervals of I; C(I;Rn) becomes the Frechet
space, which will be assumed in the sequel. A subset QC(I;Rn) is called globally bounded if
there exists l 2 R+ such that, for every q 2 Q;
sup
t2I
k q(t) k<l:
Assuming that the closed interval [− k; k]; where k 2 R+; is a subset of I , we use the symbol Q[k]
for the set
fq 2 C([− k; k];Rn): q= uj[−k;k] for any u 2 Qg:
Let q = (q1; : : : ; qn); u = (u1; : : : ; un) be functions in C(I;Rn). Then, for i 2 f1; : : : ; ng; we dene
q[ui] 2 C(I;Rn) as
q[ui] = (q1; : : : ; qi−1; ui; qi+1; : : : ; qn):
It will be also convenient to recall some properties of linear dierential systems. A real constant
matrix A of the type m m is called hyperbolic if each of its eigenvalues has a nonzero real part.
For the proof of the following lemma, see e.g., [6, pp. 358{360].
Lemma 1. Let B = fq 2 C(R;Rm): supt2R k q(t) k <1g and assume that A is a hyperbolic
matrix of the type m  m. Then; for every f 2 B; there is exactly one entirely bounded solution
xf of the linear system
_x = Ax + f(t):
Furthermore; there exists a constant (A) depending only on the matrix A such that; for every
f 2 B;
sup
t2R
k xf(t) k6(A)  sup
t2R
k f(t) k : (2)
We write B(A) for the set of all constants (A) in the above lemma.
Remark 1. In the rst part of our paper [4], the explicit estimates of (A) are given for stable
matrices, those with positive real parts of all eigenvalues, symmetrical matrices and those of the
type 2 2.
The following two lemmas give a priori estimates to solutions of scalar equations.
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Lemma 2. Let xf be a solution of the dierential equation
_x = f(t; x); t 2 [− k; k]; (3)
where k 2 R+ and f 2 C([ − k; k]  R;R). Assume that there exist continuously dierentiable
functions ~u; ~v; satisfying
(l1) ~u(t)< ~v(t); for every t 2 [− k; k];
(l2) ~u(−k)<xf(−k)< ~v(−k);
(l3) f(t; ~u(t))> _~u(t); for every t 2 [− k; k];
(l4) f(t; ~v(t))< _~v(t); for every t 2 [− k; k].
Then ~u(t)<xf(t)< ~v(t); for every t 2 [− k; k].
Proof. We show that xf(t)> ~u(t); for all t 2 [− k; k]. The verication of the second inequality can
be obtained quite analogously.
Assume, contradictionally, the existence of a t 2 (−k; k] such that xf(t)6 ~u(t). Denoting t =
infft 2 (−k; k]: xf(t)6 ~u(t)g; we have obviously xf(t) = ~u(t): Setting p = xf − ~u; the inequality
_p(t) = f(t; ~u(t)) − _~u(t)> 0 implies the existence of a  2 R+ such that _p()> 0; for every
 2 (t − ; t]. Taking any t 2 (t − ; t) and applying the Lagrange mean value theorem, we get
xf(t)− ~u(t) = p(t)− p(t) = _p()(t − t)< 0 for some  2 (t; t):
Hence, xf(t)< ~u(t); for t 2 (t − ; t); which disagrees with the denition of t.
By the same manner, we can derive
Lemma 3. Replacing (l2){(l4) by
(~l2) ~u(k)<xf(k)< ~v(k);
(~l3) f(t; ~u(t))< _~u(t); for every t 2 [− k; k];
(~l4) f(t; ~v(t))> _~v(t); for every t 2 [− k; k];
the same assertion as in the previous lemma is true.
The following lemma represents a slightly improved version in [11].
Lemma 4. Let f 2 C(RRn;Rn) and QC(R;Rn) be a closed and globally bounded set. Assume
that problems
_x = f(t; x); t 2 [− k; k];
x 2 Q[k] (4k)
admit solutions xk ; for every k 2 N. Then there exists an entirely bounded solution ’ 2 Q of
system (1).
Proof. Consider the sequence f(4k)g1k=1 of problems and the related sequence fxkg1k=1 of their solu-
tions. Due to the well-known Arzela{Ascoli theorem and the diagonalization arguments, we are able
to choose a subsequence fxklg1l=1 which converges to a bounded solution ’ of (1) (for more details,
see e.g. [11, pp. 178{180]). Since Q is closed and xkl 2 Q[kl]; for all l 2 N; we conclude ’ 2 Q:
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To ensure the solvability of problems (4k); we apply a very special form of the continuation
principle developed in [8].
Proposition 1. Let Q[k]C([− k; k];Rn) be a nonempty; convex and closed set; T: Q[k] [0; 1]!
C([− k; k];Rn): Assume that
(p1) T is a continuous operator with a relatively compact image T(Q[k]  [0; 1]);
(p2) there exists q0 2 Q[k] such that T(q; 0) = q0; for every q 2 Q[k];
(p3) the map T(; ) has not xed points on the boundary of Q[k] with respect to T(Q[k] [0; 1]);
i.e. if (q; ) 2 Q[k]  [0; 1] and T(q; ) = q; then
q 62T(Q[k]  [0; 1]) n Q[k] \ Q[k]:
Then the equation x =T(x; 1) admits at least one solution.
The last statement of this section developed in [5] will help us to verify the continuity and the
compactness of the operator T.
Proposition 2. Let I R be an interval; S C(I;Rl) be a closed set and ~Q be a bounded subset
of C(I;Rn): Consider the linear problem
_x = f(t; q(t); );
x 2 S; (5)
where f 2 C(I  Rn  [0; 1];Rl); and suppose that
( ~p1) for every q 2 ~Q and every  2 [0; 1]; problem (5) admits exactly one solution xq; =M(q; );
( ~p2) the image M( ~Q  [0; 1]) of the operator M is a bounded subset of C(I;Rl).
Then M is a continuous map with a relatively compact image.
3. Main result
Consider the system of ODE-s in the form
_y = Ay + g(t; y; z);
_z = h(t; y; z); (6)
where y= (y1; : : : ; ym); z = (z1; : : : ; zs); A is a hyperbolic (mm)-matrix, g 2 C(RRm+s;Rm) and
h 2 C(R Rm+s;Rs).
Let  2 R+; (A) 2 B(A); = (1; : : : ; s) 2 Rs; ~s 2 f0; 1; : : : ; sg and um+1; : : : ; um+s; vm+1; : : : ; vm+s
be continuously dierentiable functions.
Assume that, for all t 2 R; i 2 f1; : : : ; sg;
(c1) −1<m+i:= inf
l2R
um+i(l)6um+i(t)<i <vm+i(t)6 sup
l2R
vm+i(l)=: m+i <1
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and set
Y = fq 2 C(R;Rm+s): k (q1(t); : : : ; qm(t)) k< for all t 2 Rg;
Z = fq 2 C(R;Rm+s): um+i(t)<qm+i(t)<vm+i(t); for i = 1; : : : ; s and all t 2 Rg;
Q = Y \ Z:
Theorem. Suppose that
(c2) sup
t2R
q2Q
k g(t; q(t)) k6 (A) ;
(c3) for every q 2 Q and t 2 R;
(c31) hi(t; q[um+i](t))> _um+i(t);
(c32) hi(t; q[vm+i](t))< _vm+i(t);
provided i 2 f1; : : : ; ~sg;
and
(c33) hi(t; q[um+i](t))< _um+i(t);
(c34) hi(t; q[vm+i](t))> _vm+i(t);
provided i 2 f ~s+ 1; : : : ; sg:
Then (6) admits at least one entirely bounded solution ’ 2 Y \ Z .
Proof. Evidently, Q is a nonempty, convex, closed and globally bounded set and the same is true
for every Q[k]: According to Lemma 4, to prove the existence of an entirely bounded solution ’ 2 Q
of system (6), it is sucient to show the solvability of problems (6), (y; z) 2 Q[k], where k 2 N.
Fix k 2 N and denote
Z = fq 2 C(R;Rm+s): m+i − 1<qm+i(t)<m+i + 1 for i = 1; : : : ; s and all t 2 Rg;
Q = Y \ Z:
Dene (i = 1; : : : ; s)
m+i(t; x) =
8<
:
um+i(t) for x 2 (−1; um+i(t));
x for x 2 [um+i(t); vm+i(t)];
vm+i(t) for x 2 (vm+i(t);1);
g(t; y; z1; : : : ; zs) = g(t; y; m+1(t; z1); : : : ; m+s(t; zs));
h = (h1 ; : : : ; h

s );
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hi (t; y; z1; : : : ; zs) =
8>>>>>>>>>>>><
>>>>>>>>>>>>:
hi(t; y; m+1(t; z1); : : : ; m+s(t; zs))− 1
um+i(t)− m+i + 1 (zi − m+i + 1) + 1
for zi 2 (−1; um+i(t));
hi(t; y; m+1(t; z1); : : : ; m+s(t; zs)) for zi 2 [um+i(t); vm+i(t)];
hi(t; y; m+1(t; z1); : : : ; m+s(t; zs)) + 1
vm+i(t)− m+i − 1 (zi − m+i − 1)− 1
for zi 2 (vm+i(t);1);
provided i 2 f1; : : : ; ~sg;
hi (t; y; z1; : : : ; zs) =
8>>>>>>>>>>>><
>>>>>>>>>>>>:
hi(t; y; m+1(t; z1); : : : ; m+s(t; zs)) + 1
um+i(t)− m+i + 1 (zi − m+i + 1)− 1
for zi 2 (−1; um+i(t));
hi(t; y; m+1(t; z1); : : : ; m+s(t; zs)) for zi 2 [um+i(t); vm+i(t)];
hi(t; y; m+1(t; z1); : : : ; m+s(t; zs))− 1
vm+i(t)− m+i − 1 (zi − m+i − 1) + 1
for zi 2 (vm+i(t);1);
provided i 2 f ~s+ 1; : : : ; sg:
Clearly,
g 2 C(R1+m+s;Rm); h 2 C(R1+m+s;Rs):
Furthermore, if q 2 Q; then
g(t; q(t)) = g(t; q(t));
h(t; q(t)) = h(t; q(t));
hold for every t 2 R:
Moreover,
(c2) sup
t2R
q2Q∗
k g(t; q(t)) k6 (A) ;
(c31) h

i (t; q
[m+i−1](t)) = 1 (> 0);
(c32) h

i (t; q
[m+i+1](t)) =−1 (< 0);
provided i 2 f1; : : : ; ~sg; q 2 Q; t 2 R;
(c33) h

i (t; q
[m+i−1](t)) =−1 (< 0);
(c34) h

i (t; q
[m+i+1](t)) = 1 (> 0);
provided i 2 f ~s+ 1; : : : ; sg; q 2 Q; t 2 R:
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At rst, we prove that the system
_y = Ay + g(t; y; z);
_z = h(t; y; z)
(6*)
admits a solution ’ 2 Q[k]:
Let R :Q[k]  [0; 1]! Q  [0; 1] be an operator dened by
R(q; )(t) =
8<
:
(q(−k); ) for t 2 (−1;−k);
(q(t); ) for t 2 [− k; k];
(q(k); ) for t 2 (k;1):
Evidently, R is continuous and letting ~Q  [0; 1] = R(Q[k]  [0; 1]), we can observe that ~Q is a
nonempty and bounded subset of the space C(R;Rm+s): Denote by S the map S : ~Q  [0; 1] !
C(R;Rm) which assigns, to any pair (q; ) 2 ~Q  [0; 1]; the (unique) bounded solution yq; of the
linearized system
_y = Ay + g(t; q(t)):
From inequality (2) and condition (c2); it follows that
sup
t2R
k yq;(t) k6: (7)
Thus (see Proposition 2 where M =S); S is the continuous operator with a relatively compact
image S( ~Q  [0; 1])C(R;Rm).
Introducing P: C(R;Rm) ! C([ − k; k];Rm); P(q) = qj[−k;k]; we are ready to dene the operator
G :Q[k]  [0; 1]! C([− k; k];Rm) as a composition G=P S R.
Now, we will deal with the second part of our system (6). Clearly, for every pair (q; ) 2
Q[k]  [0; 1]; there exists exactly one solution zq; =H(q; ) of the two-point problem
_z =  h(t; q(t)); t 2 [− k; k];
zi(−k) = i for i = 1; : : : ; ~s;
zj(k) = j for j = ~s+ 1; : : : ; s:
Applying Proposition 2 (where M=H and ~Q = Q[k]), we have also the continuity of the operator
H: Q[k]  [0; 1]! C([− k; k];Rs) and H(Q[k]  [0; 1]) is a relatively compact set:
Finally, we dene the mapT: Q[k] [0; 1]!C([− k; k];Rm+s) asT=(G;H) and use Proposition 1.
Observe that, by a construction of T; the condition (p1) is satised. Furthermore, letting q0 =
(0; : : : ; 0; 1; : : : ; s) 2 Rm+s; we obtain that q0 2 intQ[k]; and subsequently (p2) and the part of
condition (p3) (the one related to = 0) hold.
Let us verify that (p3) holds also for  2 (0; 1]. Assume the existence of (q; ) 2 Q[k] (0; 1] such
that
T(q; ) = q; (8)
q 2T(Q[k]  [0; 1]) n Q[k] \ Q[k]: (9)
80 J. Andres, B. Krajc / Journal of Computational and Applied Mathematics 113 (2000) 73{82
From (9) and (7), it follows that there exist i 2 f1; : : : ; sg and t 2 [− k; k] satisfying
qm+i(t) = m+i − 1; (10)
or
qm+i(t) = m+i + 1: (11)
But (8) implies at the same time that qm+i is a solution of (3), provided the right-hand side of the
equation in (3) takes the form
f(t; x) = hi (t; q1(t); : : : ; qm+i−1(t); x; qm+i+1(t); : : : ; qm+s(t)):
Hence, (denoting ~um+i(t) = m+i − 1; ~vm+i(t) = m+i + 1 and using (c31){(c34)); for i 2 f1; : : : ; ~sg or
i 2 f ~s+ 1; : : : ; sg; we can apply Lemma 2 or Lemma 3, respectively, to obtain the inequality
m+i − 1<qm+i(t)<m+i + 1 for every t 2 [− k; k]
which contradicts (10) and (11).
In view of Proposition 1, we have proved that the equation T(x; 1) = x has a solution ’ 2 Q[k]:
It follows from (7) that
max
t2[−k;k]
k (’1(t); : : : ; ’m(t)) k6:
From the denition of H and condition (c3); we obtain
um+i(t)<’m+i(t)<vm+i(t) for i = 1; : : : ; s and all t 2 [− k; k]
(see Lemmas 2, 3, where ~um+i = um+i ; ~vm+i = vm+i). We conclude that ’ 2 Q[k]; and so Lemma 4
implies the existence of an entirely bounded solution ’ 2 Q = Y \ Z of system (6).
Now, it is easy to check that, by means of Lemmas 2,3 (applying again (c31){(c34)) ’ 2 Z; which
completes the proof.
Remark 2. It follows immediately from the proof of our theorem that similar results can be obtained
for s = 0 (see [4]) or m = 0. For m = 0; let ui; vi be constant functions, i = 1; : : : ; s; and assume
~s = 0 or ~s = s. Then the same conclusion as above can be deduced from Theorem 8:1 in [11,
pp. 180{181].
Remark 3. The localization of our solution in Z becomes signicant, when adding another pair of
separating functions ( ~um+i ; ~vm+i); satisfying conditions of the type (c1); (c31){(c32) and (c33){(c34):
So we can namely get the existence of another bounded solution of (6).
For constant separating functions (um+i ; vm+i); the Theorem takes the following particular form.
Corollary. System (6) admits at least k entirely bounded solutions; provided the same as in
Theorem is true; but if; instead of a pair of separating functions (um+i ; vm+i) satisfying (c1){(c3);
we assume the existence of a family of separating constants f(um+i; j ; vm+i; j)gkj=1 with the following
properties:
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(i) um+i; j < vm+i; j for i = 1; : : : ; s and j = 1; : : : ; k;
(ii) int(Qp \ Qr) = ; for p 6= r; p= 1; : : : ; k and r = 1; : : : ; k; where
Qj = Y \ Z ( j); Y = fq 2 Rm+s: jj(q1; : : : ; qm)jj6g;
Z (j) = fq 2 Rm+s: um+i; j < qm+i; j < vm+i; j for i = 1; : : : ; sg; j = 1; : : : ; k;
(iii) hi(t; q[um+i; j])> 0; hi(t; q[vm+i; j])< 0;
or
hi(t; q[um+i; j])< 0; hi(t; q[um+i; j])> 0
for t 2 R; q 2 Qj; i = 1; : : : ; s and j = 1; : : : ; k;
(iv) sup
t2R
q2Qj
k g(t; q(t)) k6 (A) for j = 1; : : : ; k:
Example. One can easily check that system (6), where m=2; s=2; admits innitely many entirely
bounded solutions if e.g.,
A=

1; 2
2; 1

and (n 2 N)
g1(t; y; z) = sin y2 + sin z1 + sin z2 + arctan t;
g2(t; y; z) = sin y1 + sin z1 + sin z2 + arctan t;
h1(t; y; z) =−(jy1j+ jy2j+ jz1j+ jz2j)n sin z1 + arctan t;
h2(t; y; z) = (jy1j+ jy2j+ jz1j+ jz2j)n sin z2 + arctan t:
As a family of separating constants, we can take e.g.,
(u2+i; j ; v2+i; j) = ((j − 12 ); (j + 12)) for i = 1; 2; where j 2 Z:
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