Abstract. Let M be a closed connected manifold. We denote by M(M ) the Morse number of M , that is, the minimal possible number of critical points of a Morse function f on M . M.Gromov posed the following question: Let N k , k ∈ N be a sequence of manifolds, such that each N k is an a k -fold cover of M where a k → ∞ as k → ∞. What are the asymptotic properties of the sequence M(N k ) as k → ∞?
Introduction and the statement of the result
Let M be a closed connected smooth manifold. Denote by M(M) the Morse number of M, that is, the minimal possible number of critical points of a Morse function on M. In the case π 1 (M) = 0, dim M 6, this number is easily computable in terms of homology of M (see [14] ). In the case of arbitrary fundamental group (even for dim M 6), the number M(M) is very difficult to compute: it depends on the simple homotopy type of M, the relevant algebraic constructions are rather complicated, and it is not easy to extract the needed numerical invariant (see [15] , or [16] , Ch. 7).
M.Gromov posed the following question:
Let N k , k ∈ N be a sequence of manifolds, such that each N k is an a k -fold cover of the manifold M where a k → ∞ as k → ∞. What are the asymptotic properties of the sequence M(N k ) as k → ∞?
In the present article we study the problem for π 1 (M) free abelian and dim M 6. To formulate our results, we need some terminology from algebra. Denote Z[Z m ] by Λ. Let
be a free finitely generated Λ-complex. Denote by B i (C * ) the rank of the module H i (C * )⊗ Λ {Λ} over the field of fractions {Λ}. Denote by B(C * ) the sum of all B i (C * ). Consider now the homomorphism ∂ i+1 : C i+1 → C i , and let d = rk C i . Recall that the Fitting invariant F t of the homomorphism ∂ i+1 (see e.g. [4] , p.278) is the ideal of Λ generated by the (d − t) × (d − t) subdeterminants of the matrix of ∂ i+1 (for t d one sets F t = Λ by definition). We shall denote the sequence F 0 ⊂ F 1 ⊂ .. ⊂ F d of the Fitting invariants by F (i). Define the reduced Fitting sequence for ∂ i+1 to be the sequence
where F s , respectively F r , is the first, respectively the last, term of the Fitting sequence F (i), not equal to 0, respectively to Λ. The sequence F (i) is not a homotopy invariant of C * , but the sequence F R(i) is (see e.g. [16] , Ch.4, §2). We say that an ideal J of Λ is numerically prime if there is no number l ∈ Z, l = ±1, such that every R ∈ J is divisible by l, and we denote by Q i (C * ) the number of ideals in the sequence F R(i) which are not numerically prime. Denote by Q(C * ) the sum of all Q i (C * ).
A subgroup G ⊂ Z m will be called an integral hyperplane if it is a direct summand of Z m of rank m − 1. Now let M be a closed connected manifold, π 1 (M) ≈ Z m , m 1. It is convenient to set m = n + 1, n 0. For every non-zero ξ ∈ H 1 (M) there is a unique connected infinite cyclic covering P ξ : M(ξ) → M such that P * ξ (ξ) = 0. Denote by M(ξ, k) → M the k-fold cyclic covering of M obtained from P ξ . Let C * ( M ) be the cellular chain complex of the universal cover M . We shall abbreviate B(C * ( M)) to B(M) and Q(C * ( M )) to Q(M).
Main Theorem. Let dim M 6, π 1 (M) ≈ Z n+1 , n 0. Then:
is a finite union of integral hyperplanes in
, and for every non-zero ξ / ∈ M there is a real number a such that for every k ∈ N we have
Remarks: 1) A similar result holds for the stable Morse numbers of M, see §5.
2) The limit lim k→∞ M(M(ξ, k))/k will be denoted by µ(M, ξ). The second point of the Main Theorem implies that for a "generic" cohomology class ξ we have µ(M, ξ) = B(M) + 2Q(M).
3) Denote by M i (M) the minimal number of critical points of index i of a Morse function on M. The methods of the present paper allow also to prove that (under the assumptions of the Main Theorem) the limit lim k→∞ M i (M(ξ, k))/k exists, and that for all ξ, except those belonging to a finite union of integral hyperplanes, there is a real number a such that for every natural k we have
4) The numbers B s (M), Q s (M) are closely related to the Novikov homology of M. Namely, B s (M) is equal to the Novikov Betti number b s (M, ξ) [7] for every non-zero class
is the Novikov torsion number [7] ( that follows from Remark 2.6 and Proposition 3.3 of the present paper).
The proof is outlined as follows. Assume that ξ ∈ H 1 (M) is indivisible. Let f : M → S 1 be a Morse map, representing ξ, and let V = f −1 (λ) be a regular level surface of f . We can assume that V is connected and that π 1 (V ) → π 1 (M) is an isomorphism onto Ker ξ. Cut M along V , and obtain a cobordism W , such that the boundary ∂W has two connected components ∂ 0 W and ∂ 1 W , each diffeomorphic to V . The cyclic cover M(ξ) is the union of a countable family of copies of W glued successively to each other. The union W k of k successive copies is a cobordism. Its boundary ∂W k has two connected components ∂ 0 W k and ∂ 1 W k , each diffeomorphic to V (see §4 for details). We show that M(M(ξ, k)) and
for definitions. It turns out that the asymptotic behaviour of this Morse number (as k → ∞) depends only on the chain homotopy type of C * ( M(ξ)) (moreover it depends only on the Novikov completion of this complex). The definition and the properties of the corresponding invariant of chain complexes are the subject of § §1 -3 of the paper. These sections are purely algebraic. It follows from the author's earlier result [9] , that for ξ outside a finite union of integral hyperplanes in H 1 (M), the Novikov-completed chain homotopy type of
(This is the subject of the second half of §2 and of §3.) This leads to the effective computation of the asymptotics presented in the main theorem.
I am grateful to M.Gromov for a stimulating discussion on the subject. He suggested in particular, that asymptotically the numbers M(N) above should be related to Novikov numbers. He indicated also that the Morse number M(M(ξ, k)) should have the same asymptotics as the Morse number of the pair (W k , ∂ 0 W k ) (see Prop. 4.1 of the present paper).
Morse numbers of chain complexes
In this section we define the notion of the Morse number for arbitrary chain complexes over Z[Z n ] and we develop some basic properties of these numbers. We assume that the reader is familiar with §3 of [15] and with §1 of [11] . We denote Z[Z n ] by R.
Terminological remark.
Let A * , B * be chain complexes. We shall denote the chain maps from A * to B * as follows:
An R-complex is a chain complex {0 ← C 0 ← C 1 ... ← C k ← 0} of finitely generated R-modules. The length l(C * ) of an R-complex C * is the maximal number l such that C l = 0. An R-complex C * is called a free R-complex (or simply f -complex ) if every C i is a free finitely generated module over R. Definition 1.2 [15] .
Let C * be an f -complex over R. The minimal possible number of free generators of an f -complex D * , having the same homotopy type as C * , is called the Morse number of C * and denoted by M(C * ) (or by M R (C * ), if we want to stress the base ring).
One of the consequences of the Quillen-Suslin theorem ( [13] , [17] ) is that R is an s-ring, that is, every projective R-module is free (see [4] , Ch.5, §4). R is also an IBN-ring, that is, the number of free generators of a free module is uniquely determined. Therefore, in the homotopy type of every f -complex over R there exists a minimal chain complex, that is, a complex D * such that the number of free generators of D * in each dimension is minimal over all the free complexes in this homotopy type (see [15] , Th.3.7).
Definition 1.3.
Let A * be an R-complex. We call a free model of A * a free Rcomplex A ′ * together with a chain map α * : A ′ * → A * which is epimorphic and induces an isomorphism in homology. Proof. To prove the existence of a free model, we proceed by induction in the length of A * . If l(A * ) = 0, then it follows from the fact that every finitely generated module over R has a free finite resolution of finite length. To make the induction step, it suffices to construct a free model for a complex of the type C * = {0 ← A 0
where C i are free finitely generated modules and A 0 is a finitely generated module. Let
..} be a finite free resolution of A 0 . There is a chain map φ * : C * → B * , such that φ 0 = id. Define now an R-complex
Define further a map γ * : F * → C * to be the projection (x, y) → x when * 1 and set γ 0 = ǫ. It is easy to check that F * is indeed an f -complex, and that γ * is a free model. The points (1) and (2) of our lemma are proved by a standard homological algebra argument; (3) follows from (2).
The Morse number M(C * ) of a complex C * is the Morse number of any of its free models.
Proof. 1) The following lemma reduces the assertion to the case of free R-complexes.
where α * , β * , γ * are free models.
Proof of the lemma. Let g ′ * : C ′ * → B ′ * be a covering of C * → B * with respect to some free models B ′ * , C ′ * . We can assume that g ′ * is a monomorphism onto a direct summand (the proof repeats almost verbally the proof of Lemma 1.8 from [11] and will be omitted). Now, setting A ′ * = B ′ * /Im C ′ * , we obtain the first line of the commutative diagram above.
For the case of free complexes the assertion follows from the next one.
The proof of this lemma is an exercise in the theory of minimal complexes ( [16] , §4), and will be left to the reader.
To prove 2) observe that there is an exact sequence Z = {0 ← ΣC * ← D * ← B * ← 0} where D * is the mapping cone of j * , and ΣC * is the suspension of C * . Now apply the point 1) to the sequence Z.
In some cases the first inequality of the preceding proposition turns to equality. We shall say that a complex C * is concentrated in dimensions [k, r] if C i = 0 for i < k and for i > r. We denote by
The proof of this lemma is easily obtained from V.V.Sharko's criterion of minimality of chain complexes (see [15] , Lemma 3.6).
A numerical invariant of free chain R((t))-complexes
We denote Z[Z n ] by R (as in the previous section). Let us start with a free
and denote its Morse number by
* ← 0 and apply Proposition 1.6.) Therefore the sequence {µ k /k} k∈N has a limit (see [12] , ex. 98) which will be denoted by σ(A * ). It is clear that σ(A * ) is a chain homotopy invariant of A * . Now we shall consider free complexes over the ring R((t)
where σ is the multiplicative set {t l | l ∈ N}. Let C * be such a complex. We say that a chain subcomplex
It is clear that each free complex C * over R((t)) has basic subcomplexes.
Proposition 2.1.
Let C * be a free R((t))-complex. Then the number σ(D * ) is the same for every basic subcomplex D * ⊂ C * .
Proof.
Let D * , F * be basic subcomplexes. The Noetherian property of R[[t]] and the condition (2) in the definition of a basic subcomplex imply immediately that there is
we can assume that t s F * ⊂ D * ⊂ F * . Now for every l ∈ N we obtain two exact sequences of finitely generated chain complexes over R.
Applying Prop. 1.6 we deduce from (1) and (2) that µ l+s (F * ) C + µ l (D * ) where C does not depend on l. This implies easily that σ(F * ) σ(D * ); by symmetry we obtain σ(F * ) = σ(D * ).
Now we can define an invariant of R((t))-complexes. Namely, if C * is a free R((t))-complex, we set s(C * ) = σ(D * ) where D * is any basic subcomplex of C * . The number s(C * ) depends only on the homotopy type of the R((t))-complex C * . Indeed, a version of the Cockroft-Swan theorem ( [11] , Prop. 1.7) shows that it is sufficient to check that σ(C * ) does not change when we add to C * a complex of the form {0 ← R((t)) id ← R((t)) ← 0}. But this is obvious.
For some free R((t))-complexes the asymptotic properties of the Morse numbers are still better. We shall say that a sequence a k of real numbers is asymptotically linear if ∃C, α, ∀k : αk − C a k αk + C. We shall say that a free R((t))-complex C * is of asymptotically linear growth (abbreviation: aslg) if for some basic subcomplex D * ⊂ C * the sequence µ k (D * ) is asymptotically linear. Similarly to the proof of Proposition 2.1, one can show that in an aslg-complex every basic subcomplex D ′ * has an asymptotically linear sequence µ k (D ′ * ). Note also that the property of being aslg is homotopy invariant. We do not know if every R((t))-complex is aslg, but we shall prove that every complex of a certain class appearing in our geometrical setting is aslg, and we shall calculate its s-invariant. We need some definitions. A monomial of R is an element of the form ag where a ∈ Z, and g ∈ Z n . Let
where l, k ∈ Z, k l, and z k , z l = 0. We shall say that Z is:
( Our terminology differs here from the standard one.)
• numerically prime if it is not divisible by an integer not equal to ±1.
• special if each z i is a monomial in R.
We denote R((t)) by L. Definition 2.2. Let C * be a complex over L. We shall say that C * is of principal type if for every i an isomorphism
is fixed, and for every i, s: 1) a
s is special, non-zero and not monic 2) a
For a complex C * of principal type we denote by κ i the number of those polynomials a 
← 0} which will be denoted by τ ′ (ρ, i) * . For a given i denote by π (resp. by ν) the set of all s such that a (i) s is numerically prime (resp. not numerically prime). Set
(Morally, F (i) * corresponds to the free part of the homology H i (C * ), and T (i) * to the torsion part.)
The complexes T (i) * , T P(i) * , T N (i) * have basic subcomplexes T ′ (i) * , T P ′ (i) * , T N ′ (i) * which are obtained as direct sums of the corresponding complexes τ ′ (ρ, i) * . Lemma 5.1 of [8] implies that C * is homotopy equivalent to the direct sum (over all i) of the complexes F (i) * ⊕ T (i) * . We call this direct sum principal model for C * . Applying successively Lemma 1.9, it is easy to deduce our theorem from the next lemma. 
Lemma 2.4. For every i, k we have: (1)
which equals 2kκ i . A similar argument proves the point 2). To prove 3) it suffices to show that if ρ = a 0 +a 1 t+...+a r t r ∈ R[t] is special, numerically prime, and has a 0 = 0, then µ k (τ ′ (ρ, i) * ) is bounded. Write a j = A j g j with g j ∈ Z n and A j , a 0 ∈ Z, and note that a 0 , A 1 , ..., A r are relatively prime. Abbreviate τ ′ (ρ, i) * to S * . If
Denote by B k the matrix formed by the first k columns of the matrix A k , and denote by I k the ideal of R generated by all k × k subdeterminants of B k . The point 2) of the next lemma implies our assertion.
Lemma 2.5.
k+r , which is a free module of rank k.
Proof.
The point 2) follows from the point 1) by a standard argument based on the Quillen-Suslin theorem (we leave the details to the reader). Proceeding to the proof of the point 1), note that a k 0 ∈ I k . Therefore we can assume that a 0 = ±1. It suffices to show that for every prime number p from the prime decomposition of a 0 there is an element C ∈ R such that 1 + pC ∈ I k . To show this, recall that the numbers A j are relatively prime. So there is i such that p | A j for j < i, and p ∤ A i . Consider the k × k subdeterminant of the matrix B k formed by all the columns and by the lines from i + 1 to i + k. The terms of the principal diagonal are all equal to A i , and the terms above the diagonal are divisible by p. Therefore this subdeterminant equals Q + pC where Q is a monomial of the form Q = qg with (q, p) = 1, and Lemma 2.5 follows. This finishes the proof of Theorem 2.3.
Therefore for every L-complex C * we can form anL-complex C * = C * ⊗ LL . Assume that C * is of principal type. Using the homotopy equivalence C * ∼ ⊕ i (F (i) * ⊕ T (i) * ) from the proof of Theorem 2.3, it is easy to see that C * is also of principal type and
s are special and not monic, b i and q i are equal respectively to the rank and to the torsion number of H i (C * ) over the principal ringL. It is easy to see that the above decomposition satisfies Definition 2.2, therefore C * is aslg. Further, a s is, and this implies s(C * ) = s(C * ).
A numerical invariant S(C * , ξ)
In this section Λ = Z[Z n+1 ], C * is a free Λ-complex, and ξ : Z n+1 → Z is a non-zero homomorphism. We define a numerical invariant S(C * , ξ). For the cohomology classes ξ outside a finite union of integer hyperplanes we calculate S(C * , ξ) in terms of the reduced Fitting sequences of the boundary operators of C * (the mentioned finite union of integer hyperplanes depends on C * ). An element z ∈ Λ is called ξ-monic if z = ±g + z 0 where g ∈ Z n+1 and supp z 0 ⊂ {h ∈ Z n+1 | ξ(h) < ξ(g)}. An element z is called ξ-special if any two different elements a, b ∈ supp z satisfy ξ(a) = ξ(b). We denote by S ξ the multiplicative subset of all ξ-monic polynomials, and we denote by Λ (ξ) the localization S −1 ξ Λ. Definition 3.1. A subset X ⊂ Z k will be called small if it is a finite union of integer hyperplanes. ∈ N and every p we have:
where a (p) j ∈ Λ are non-zero and not ξ-monic elements of Λ (depending on ξ), and a
Sketch of the proof of Theorem 3.2. We shall recall here the basic idea of the proof of 3.2 following [8] and [9] , see [9] for the full proof. Let ξ : Z n+1 → R be a non-zero homomorphism. Similarly to the above, we define the notion of ξ-monic polynomial, and we introduce the ring Λ (ξ) = S n g g where n g ∈ Z and the sum may be infinite. Let Λ − ξ be the subset ofΛ consisting of λ ∈Λ such that for every c ∈ R the set supp λ ∩ ξ −1 ([c, ∞[) is finite. This subset is called Novikov ring (it is not difficult to see that Λ − ξ has a natural ring structure).
Proceeding to Theorem 3.2, recall that Theorem 1.4 of [8] asserts that if ξ is injective then Λ (ξ) is euclidean. (The proof is based on a theorem by J.Cl.Sikorav, which asserts that if ξ is injective then Λ − ξ is euclidean, see [8] , Th. 1.1.) Therefore we obtain the decomposition (6) for any monomorphism ξ. This implies that (6) is true for every homomorphism η belonging to an open conical set containing ξ (see [8] , the beginning of §7). Since the monomorphisms are dense in Hom(Z n+1 , R), we obtain the decomposition (6) for every ξ belonging to some open and dense conical subset U in Hom(Z n+1 , R). Analyzing further the algebraic structure of the rings Λ − ξ , Λ (ξ) (it is done in [9] ), one can prove that U can be chosen in such a way that the complement Hom(
is an integer hyperplane. That proves Theorem 3.2. (See [9] for more information about the numbers b p (C * , ξ), q p (C  *  , ξ) .)
The following proposition relates the above numbers and the elements a (p) j to the Fitting invariants of the boundary operators of C * . We need some definitions. Let A : F 1 → F 2 be a homomorphism of free finitely generated Λ-modules. Let J 0 ⊂ ... ⊂ J r be the reduced Fitting sequence of A, let ρ i ∈ Λ be the g.c.d. of the elements of J i , and denote ρ i /ρ i+1 by ζ i (A). Let ξ : Z n+1 → Z be a non-zero homomorphism. Denote by k(A, ξ) the number of those ρ i which are not ξ-monic.
Assume that for ξ ∈ Hom(Z n+1 , Z) and every p the decomposition (6) holds. Then: Let ξ = lξ where ξ : Z n+1 → Z is an epimorphism. Choose an isomorphism Ker ξ ≈ Z n , and an element t ∈ Z n+1 such that ξ(t) = −1. We obtain a decomposition Z n+1 = Ker ξ ⊕ Z and an isomorphism I(ξ) :
where C * is an R[t, t −1 ]-module via the isomorphism I(ξ) −1 . Set S(C * , ξ) = s( C * (ξ)) ( it is easy to check that S(C * , ξ) depends indeed only on ξ and C * ). s in the decomposition (3) can be chosen between the elements of the finite set {ζ j (∂ i+1 )}. Therefore, adding to N some integer hyperplanes if necessary, we can assume that all a (i) s are special. Now our theorem follows from 2.3.
Proof of the main theorem
Let M be a closed connected manifold and ξ ∈ H 1 (M, Z) be an indivisible cohomology class. Denote by P ξ : M(ξ) → M the infinite cyclic covering such that P * ξ (ξ) = 0. Choose a generator t ∈ Z ≈ π 1 (M)/Ker ξ of the structure group of P ξ such that ξ(t) = −1. Let f : M → S 1 be a Morse map representing ξ, and let V be its regular level surface, say, V = f −1 (λ). Then f lifts to a Morse function F : M(ξ) → R and V lifts to
and denote by α(k, V ) its Morse number, that is, the minimal number of critical points of a Morse function on the cobordism W k . Note that α(k + n, V ) α(k, V ) + α(n, V ). Therefore the sequence α(k, V )/k has a limit as k → ∞. Denote this limit by α(V ). It is easy to see that α(V ) depends only on M and ξ, so we denote it by α(M, ξ). An elementary construction, using the gluing of the upper part V of ∂W k to the lower part t k V , allows to obtain the inequality M(M(ξ, k)) α(k, V ) + 2M(V ). In particular, if ξ is represented by a fibration over S 1 , the sequence M(M(ξ, k)) is bounded.
In general, it is all what we can say about the numbers α(k, V ) and their relation to the asymptotics of the Morse numbers of cyclic covers. However, if the fundamental group of M is free abelian and dim M 6, one can say much more. 
An argument similar to the one used in ( [3] , p.325) shows that one can choose V above such that the embedding V ֒→ M induces an isomorphism π 1 (V ) → Ker ξ (such V will be called admissible ξ-splittings, see [8] , p. 371). In this case all the embeddings V ⊂ W k ⊂ M(ξ) ⊃ t k V induce isomorphisms of π 0 and of π 1 . Choose an element T ∈ Z n+1 , such that ξ(
Choose a triangulation of M such that V is a subcomplex of M; then we obtain a t-invariant triangulation of M(ξ) and the corresponding triangulations of all the covers. There are two exact sequences of corresponding
Proposition 1.6 implies that there is C = C(V ) such that for every k > 0 we have:
) (see the proof of Corollary 6.3 in [15] ), our Proposition is proved.
Proof of the Main theorem. The point 1) follows immediately from 4.1 (with α(M, ξ) = lim k→∞ M(M(ξ, k))/k). To prove 2) note that Theorem 3.4 implies that for all ξ ∈ H 1 (M) outside a small subset M ⊂ H 1 (M) the complex (C * ( M )) (ξ) is aslg, and S(C * ( M ), ξ) = B(M) + 2Q(M). Note further that for every admissible ξ-splitting V the complex
. Now just apply Proposition 4.1.
Remark 4.2.
A similar argument, together with Remark 2.6, shows that for ξ outside a small subset of Let λ : π 1 (M) → Z, resp. ξ : π 1 (M) → Z, be epimorphisms with Ker λ = π 1 (N), resp. Ker ξ = π 1 (S 1 ). Then λ is represented by the fibration N × S 1 → S 1 . Therefore there is an open cone C ⊂ H 1 (M, R) containing λ, such that every integral non-divisible λ ′ ∈ C can be represented by a fibration, and so µ(M, λ ′ ) = B(M) + 2Q(M) = 0. Now we shall show that µ(M, ξ) = 0. Note that M(ξ, k) = N k × S 1 where N k is the k-fold cyclic cover of N, and therefore M(M(ξ, k)) M Z (C * (N k × S 1 )). We shall obtain a lower estimate for M Z (C * (N k × S 1 )). Let ξ 0 : π 1 N → Z be the restriction ξ | π 1 N. Let N → N be the infinite cyclic covering and V ⊂ N be an admissible ξ 0 -splitting. Let W k be the corresponding cobordism in N . Using exact sequences similar to the exact sequences (7, 8) from §4, it is easy to prove that M Z (C * (N 
. Since H * (X k ×S 1 ) = H * (X k )⊕H * −1 (X k ) we have q p (X k ×S 1 ) q p (X k ), and M Z (C * (Y k )) M Z (C * (X k )). Recall from Proposition 4.1 that the sequence M(N k )− M Z (C * (X k )) is bounded. Therefore M Z (C * (N k × S 1 )) M(N k ) + C kB(N) + C ′ (where C and C ′ do not depend on k), and, finally, µ(M, ξ) B(N).
5.3.
Non cyclic finite coverings. The Main Theorem of the present paper allows also to deal with some non cyclic finite coverings. 
