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THE COMMUTATOR OF THE CAUCHY–SZEGŐ PROJECTION
FOR DOMAINS IN Cn WITH MINIMAL SMOOTHNESS
XUAN THINH DUONG, LOREDANA LANZANI, JI LI, BRETT D. WICK
Abstract. Let D ⊂ Cn be a bounded, strongly pseudoconvex domain whose boundary
bD satisfies the minimal regularity condition of class C2. We characterize boundedness
and compactness in Lp(bD, ω), for 1 < p < ∞, of the commutator [b, Sω] where Sω is
the Cauchy–Szegő (orthogonal) projection of L2(bD, ω) onto the holomorphic Hardy space
H2(bD, ω) and the measure ω belongs to a family (the “Leray Levi-like” measures) that
includes induced Lebesgue measure σ. We next consider a much larger family of measures
{Ω} modeled after the Muckenhoupt weights for σ: we define the holomorphic Hardy spaces
Hp(bD,Ω) for any Ap-like measure Ω and we characterize boundedness and compactness
of [b, SΩ] in L
2(bD,Ω) for any A2-like measure Ω. Earlier closely related results rely upon
an asymptotic expansion, and subsequent pointwise estimates, of the Cauchy–Szegő kernel
that are not available in the settings of minimal regularity of bD and/or Ap-like measures.
Among the new main tools are
• operator identities for [b, Sω] and for [b, SΩ] inspired by the classical Kerzman–Stein
equation for Sσ in L
2(bD, σ) [22] and its 2017 variant in Lp(bD, ω) [32], where p 6= 2;
• sharp weighted estimates in Lp(bD,Ω) for a family of Cauchy type integral operators
{Cǫ}ǫ (related to SΩ via the Kerzman–Stein equations) and for their commutators
{[b, Cǫ]}ǫ;
• cancellation estimates in Lp(bD,Ω) for the symmetrized truncation of the aforemen-
tioned {Cǫ}ǫ with quantitative norm bounds displaying explicit dependence on ǫ.
1. Introduction and Statement of Main Results
It is well-known that the commutator of the Hilbert transform H for the unit circle T
enjoys the fundamental equivalence [7, 39]:
‖[b,H]‖L2(T)→L2(T) ≈ ‖b‖BMO(T),
with [b,H](f) := bH(f) − H(bf). Those estimates extend to higher dimensions [7] where
one has
N∑
j=1
‖[b,Rj ]‖L2(RN )→L2(RN ) ≈ ‖b‖BMO(RN )
with Rj the jth Riesz transform on Euclidean space R
N , j = 1, . . . , N . Commutators with
symbols in different settings have since been studied extensively in a variety of contexts,
see for example [1, 3, 8, 9, 11, 12, 10, 14, 17, 19, 20, 21, 36, 37, 38, 41, 47, 48, 49] and the
references therein.
The original real-variable results for the Hilbert and Riesz transforms have important
counterparts in one and several complex variables e.g., a famous theorem of Nehari [39] for
H2(T) (the holomorphic Hardy space of the unit disc D ⊂ C) can be recovered by revisiting
the first displayed formula in the context of Hankel operators. Analogs of the second displayed
formula exist where RN is replaced by the boundary of certain pseudoconvex domains in Cn
2010 Mathematics Subject Classification. 30E20, 32A50, 32A55, 32A25, 32T15, 42B20, 42B35.
Key words and phrases. Cauchy–Szegő projection, Szegő projection, orthogonal projection, Cauchy trans-
form, domains in Cn with minimal smoothness, commutator, boundedness and compactness, space of homo-
geneous type, strongly pseudoconvex.
1
2 XUAN THINH DUONG, LOREDANA LANZANI, JI LI, BRETT D. WICK
with N := 2n−1: it is this context that is of interest here. More precisely, we let D ⊂ Cn be
a bounded domain whose boundary bD is of class C2, and we let Lp(bD) denote the Lebesgue
space taken with respect to induced Lebesgue measure σ. As is well known, the holomorphic
Hardy space Hp(bD), defined as in e.g. [25, 34, 46], is a closed proper subspace of Lp(bD)
for any 1 ≤ p ≤ ∞. In the special case p = 2, Hilbert space theory grants the existence
of a unique orthogonal projection Sσ : L
2(bD) → H2(bD) known in the literature as the
Cauchy–Szegő projection, which is bounded with minimal norm ‖Sσ‖ = 1. The Cauchy–
Szegő projection is realized as a singular integral operator whose integration kernel Sσ(z, w),
while highly sensitive to the geometric and analytic features of the ambient domain D, is in
general not known explicitly. Moreover, Sσ(z, w) may, or may not be a Calderón–Zygmund
kernel, hence the regularity of Sσ in L
p(bD) for p 6= 2 may not follow from its regularity in
L2(bD). Such obstructions percolate to the analysis of the commutator [b, Sσ ], making the
latter an especially difficult operator to unravel. We recall two landmark results from the
literature, Theorems A and B below.
Theorem A (Coifman–Rochberg–Weiss [7]). For the unit ball B ⊂ Cn and any symbol
b ∈ L1(bB) we have that
(i) b ∈ BMO(bB) if and only if [b, Sσ ] is bounded on L
p(bB), 1 < p <∞;
(ii) b ∈ VMO(bB) if and only if [b, Sσ ] is compact on L
p(bB), 1 < p <∞.
This result was later extended to all bounded, strongly pseudoconvex domains D ⊂ Cn
with smooth boundary. To be more precise,
Theorem B (Krantz–Li [27]). Let D be a bounded strongly pseudoconvex domain in Cn with
boundary of class C∞ and let b ∈ L1(bD). Then
(i) b ∈ BMO(bD) if and only if [b, Sσ ] is bounded on L
p(bD), 1 < p <∞;
(ii) b ∈ VMO(bD) if and only if [b, Sσ ] is compact on L
p(bD), 1 < p <∞.
In the proof of Theorem B, the regularity of the Cauchy–Szegő kernel Sσ(z, w) plays
a key role: it follows from the results in [2, 13, 40] that Sσ(z, w) ∈ C
∞(bD × bD\{z =
w}) is a Calderón–Zygmund kernel, hence the boundedness (resp. compactness) of [b, Sσ ]
follows from the approach of [7] with suitable modifications. In the converse direction, the
authors used the fact, see [28, Lemma 5.2], that for z, w near (any) z0 ∈ bD, the function
Sσ(z, w)
−1 (the reciprocal of the Cauchy–Szegő kernel) is locally a finite linear combination
of holomorphic functions (with smooth, non-constant coefficients). This makes it possible
to link the BMO (resp. VMO) norm of the symbol b to the commutator [b, Sσ ], by writing
1 = Sσ(z, w) × Sσ(z, w)
−1.
We now turn to the setting that is of interest to us, and assume henceforth that D ⊂ Cn is
a bounded, strongly pseudoconvex domain whose boundary satisfies the minimum regularity
condition of class C2. We take the Leray Levi measure λ as our reference measure for bD
and first consider the family of Leray Levi-like measures {ω} whose members have densities
(1.1) dω = ϕdλ ,
where ϕ are continuous functions on bD such that
(1.2) ϕ(w) ≥ c(D,ϕ) > 0 for any w ∈ bD.
We recall that the Leray Levi measure is related to induced Lebesgue measure σ via the
identity
(1.3) dλ(w) = Λ(w)dσ(w), w ∈ bD,
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where Λ ∈ C(D) satisfies the strict bounds 0 < c(D) ≤ Λ(w) ≤ C(D) < ∞ for any w ∈ bD
on account of the strong pseudoconvexity and C2-regularity and boundedness of D. Thus
the family of Leray Levi-like measures {ω} includes induced Lebesgue measure; see Section
2 for the precise definition of the Leray Levi measure and [44, Lemma VII.3.9] for a proof of
(1.3) and a discussion of the geometric significance of such measure.
For any Leray Levi-like measure ω, we define the holomorphic Hardy space H2(bD, ω)
exactly as in the classical setting of H2(bD, σ), simply by replacing σ with ω, see e.g., [34,
(1.1) and (1.2)]. In particular H2(bD, ω) is a closed subspace of L2(bD, ω) and we let Sω
denote the (unique) orthogonal projection of L2(bD, ω) onto H2(bD, ω). We may now state
our first main result.
Theorem 1.1. Let D ⊂ Cn, n ≥ 2, be a bounded, strongly pseudoconvex domain of class C2
and let λ be the Leray Levi measure for bD.
The following hold for any b ∈ L2(bD, λ) and any 1 < p <∞:
(1) if b ∈ BMO(bD, λ) then the commutator [b, Sω] is bounded on L
p(bD, ω) for any Leray
Levi-like measure ω. Conversely, if [b, Sω ] is bounded on L
p(bD, ω) for some Leray Levi-like
measure ω, then b ∈ BMO(bD, λ);
(2) if b ∈ VMO(bD, λ) then the commutator [b, Sω] is compact on L
p(bD, ω) for any Leray
Levi-like measure ω. Conversely, if [b, Sω] is compact on L
p(bD, ω) for some Leray Levi-like
measure ω, then b ∈ VMO(bD, λ).
The implied constants in (1) and (2) depend solely on ω and D.
We next consider the Ap-like measures {Ω} whose members have densities
(1.4) dΩ = ψ dλ
where the weights ψ are Muckenhoupt Ap-weights for the Leray Levi measure. The precise
definition is given in Section 2; here we just note that the class {Ω} strictly contains the
Leray Levi-like measures {ω} in the sense that each Leray Levi-like measure is an Ap-measure
for every 1 < p <∞.
For any 1 < p < ∞ there is a natural notion of Lebesgue space associated with Ap-like
measures (although in this context the notion of Hilbert space, and hence the Cauchy-Szegő
projection, is meaningful only in relation to A2-like measures). On the other hand, the
notion of holomorphic Hardy space for Ap-like measures does not immediately arise from the
classical theory, not even when p = 2; here we adopt the approach of [34, (1.1)] and give the
following
Definition 1.2. Let Ω be an Ap-like measure. We define Hp(bD,Ω) to be the space of
functions F that are holomorphic in D with N (F ) ∈ Lp(bD,Ω), and set
(1.5) ‖F‖Hp(bD,Ω) := ‖N (F )‖Lp(bD,Ω).
Here N (F ) denotes the non-tangential maximal function of F , that is
N (F )(ξ) := sup
z∈Γα(ξ)
|F (z)|, ξ ∈ bD,
where
Γα(ξ) = {z ∈ D : |(z − ξ) · ν¯ξ| < (1 + α)δξ(z), |z − ξ|
2 < αδξ(z)},
and δξ(z) = the minimum between the (Euclidean) distance of z to bD and the distance of z
to the tangent space at ξ.
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Proposition 1.3. Let D ⊂ Cn, n ≥ 2, be a bounded, strongly pseudoconvex domain of
class C2. Then, for any 1 < p < ∞ and any Ap-like measure Ω we have that H
p(bD,Ω)
is a closed subspace of Lp(bD,Ω). More precisely, suppose that {Fn}n is a sequence of
holomorphic functions in D such that ‖N (Fn)− f‖Lp(bD,Ω) → 0 as n → ∞. Then, there
is an F holomorphic in D and such that
N (F )(w) = f(w) Ω− a.e. w ∈ D.
The proof relies on the following observation, which is of independent interest: for any
1 < p <∞ and any Ap-like measure Ω with density ψ, there is p0 = p0(Ω) ∈ (1, p) such that
(1.6) Hp(bD,Ω) ⊂ Hp0(bD, λ),
with
‖F‖Hp0 (bD,λ) ≤ CΩ,D‖F‖Hp(bD,Ω)
where
CΩ,D =
 ∫
bD
ψ(w)
−
p0
p−p0 dλ(w)

p−p0
pp0
.
On account of Proposition 1.3, for any A2-like measure Ω there exists a unique, orthogonal
projection:
SΩ : L
2(bD,Ω)→ H2(bD,Ω).
We may now state our second main result.
Theorem 1.4. Let D ⊂ Cn, n ≥ 2, be a bounded, strongly pseudoconvex domain of class C2
and let λ be the Leray Levi measure for bD. The following hold for any b ∈ L2(bD,Ω):
(1) if b ∈ BMO(bD, λ) then the commutator [b, SΩ] is bounded on L
2(bD,Ω) for any A2-
like measure Ω. Conversely, if [b, SΩ] is bounded on L
2(bD,Ω) for some A2-like measure Ω,
then b ∈ BMO(bD, λ);
(2) if b ∈ VMO(bD, λ) then the commutator [b, SΩ] is compact on L
2(bD,Ω) for any A2-
like measure Ω. Conversely, if [b, SΩ] is compact on L
2(bD,Ω) for some A2-like measure Ω,
then b ∈ VMO(bD, λ).
The implied constants in (1) and (2) depend solely on Ω and D.
We should point out that in the statement of Theorem 1.4 (and hence of Theorem 1.1)
we assume that the symbol b is in L2(bD,Ω) because the latter is the natural function
space where the Cauchy–Szegő projection SΩ is defined. However such an assumption is
not restrictive because D is bounded and of class C2, and Ap-like measures are absolutely
continuous with respect to the Leray Levi measure, hence Ω(bD) <∞ for any such measure
and thus BMO(bD, λ) ⊂ L2(bD,Ω), see (4.1) in Section 4.
In context of Theorems 1.1 and 1.4 none among the key features of the Cauchy–Szegő
kernel Sσ(z, w) that were just recalled is available, and the study of the commutators of the
Cauchy-Szegő projection must proceed by a different analysis whose starting point is the
2017 proof of the regularity of Sω in L
p(bD, ω), namely
Theorem C (Lanzani–Stein [32]). Suppose D ⊂ Cn, n ≥ 2, is a bounded, strongly pseudo-
convex domain with boundary of class C2. Then the Cauchy–Szegő projection Sω is bounded:
Lp(bD, ω)→ Lp(bD, ω) for any 1 < p <∞ and for any Leray Levi-like measure ω.
We briefly highlight the steps in the proof of Theorem C that have a bearing on the
proofs of Theorems 1.1 and 1.4. The first step requires constructing a family of rather
COMMUTATORS OF THE CAUCHY–SZEGŐ PROJECTION 5
explicit Cauchy-type integrals {Cǫ}ǫ, 0 < ǫ < c(D), which are then proved to be bounded in
Lp(bD, ω) for any 1 < p < ∞ and any Leray Levi-like measure ω. Such operators are also
projections of L2(bD, ω) onto H2(bD, ω), albeit not orthogonal projections: this warrants a
comparison of Cǫ with Sω that leads to the following version of the classical Kerzman–Stein
equation for smooth domains [22]:
(1.7) Sω = Cǫ ◦ T
−1
ǫ in L
2(bD, ω) and for any ǫ as above,
where
(1.8) Tǫ := I − (C
†
ǫ − Cǫ
)
with I the identity on L2(bD, ω), and C†ǫ the adjoint of Cǫ in L
2(bD, ω). Now the invertibility
of Tǫ in L
2(bD, ω) with bounded inverse, is a mere consequence of the L2(bD, ω)-regularity
of Cǫ along with elementary considerations stemming from the fact that the difference C
†
ǫ−Cǫ
is skew-adjoint.
The next step is to show that some analog of (1.7) holds in Lp(bD, ω) for p > 2, as
this would automatically ensure the regularity of Sω in L
p(bD, ω) and hence, by duality,
also in Lq(bD, ω) for q < 2. The classical proof for smooth D [22] gives that (1.7) in fact
holds in Lp(bD, ω) for all p > 2 (for a fixed ǫ); in an attempt to replicate that argument
in our context, one would exploit the inclusion Lp(bD, ω) ⊂ L2(bD, ω) and basic facts from
functional analysis (Fredholm’s theorem) to infer that Tǫ has trivial null-space and dense
range in Lp(bD, ω). However, proving that the range actually equals Lp(bD, ω) would require
further cancellations (ensuring e.g., the compactness of C†ǫ−Cǫ in L
p(bD, ω)) but in our setting
of minimal regularity there are no such cancellations. To circumvent this obstacle one first
focuses on certain “truncations” of the Cauchy-like integrals Cǫ, denoted C
s
ǫ with s = s(ǫ),
which do enjoy cancellations that are explicitly quantifiable in terms of p and ǫ, namely
(1.9) ‖(Csǫ)
† − Csǫ‖Lp(bD, ω)→Lp(bD, ω) . ǫ
1/2Mp, 1 < p <∞.
The price to pay in effecting such truncations is that the remainders Rsǫ which give: Cǫ =
Csǫ + R
s
ǫ may not have small norm in L
p(bD, ω). However this shortcoming is remedied by
the fact that both Rsǫ and its adjoint (R
s
ǫ)
† map L1(bD, ω) to L∞(bD, ω). This grants that
the composition
Sω ◦
(
(Rsǫ)
† − Rsǫ
)
: Lp(bD, ω)→ Lp(bD, ω) is bounded whenever 1 < p < 2.
One then obtains that the following analogue of (1.7):
(1.10) Sω =
(
Cǫ + Sω ◦
(
(Rsǫ)
† − Rsǫ
))
◦ (T sǫ )
−1
is valid in Lp(bD, ω) for any (fixed) 1 < p < 2 whenever ǫ = ǫ(p) is chosen so that
(1.11) ǫ1/2Mp < 1
and with
(1.12) T sǫ := I −
(
(Csǫ)
† − Csǫ
)
.
This proves the result for 1 < p < 2; the corresponding statement for p > 2 follows by
duality.
We turn to the problem at hand: in the context of minimal regularity for bD, to char-
acterize regularity and compactness of [b, Sω ] in L
p(bD, ω) for any 1 < p < ∞ and any
Leray Levi-like measure ω (Theorem 1.1), along with the corresponding result for [b, SΩ] in
L2(bD,Ω) for the larger class of A2-like measures Ω (Theorem 1.4).
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The arguments that lead to the proofs rely upon new analogs for each of the Kerzman–
Stein equations (1.7) and (1.10). These are as follows:
(1.13) [b, SΩ] =
(
[b,Cǫ] + Sλ ◦ [b, Tǫ]
)
◦ T−1ǫ in L
2(bD,Ω)
for any A2-like measure Ω, and for any ǫ and any Tǫ as above; and
(1.14) [b, Sω ] =
(
[b,Cǫ] + Sω ◦ [b, Tǫ]− [b, Sω] ◦
(
(Rsǫ)
† − Rsǫ
))
◦ (T sǫ )
−1 in Lp(bD, ω)
for any Leray Levi-like measure ω and for any (fixed) 1 < p < 2. Here ǫ = ǫ(p); Tǫ; T
s
ǫ ; R
s
ǫ
and (Rsǫ)
† are as above. These identities are proved in Section 3, see (3.6), and Section 4,
see (4.9).
It is clear from (1.13) and (1.14) that in order to achieve the desired regularity/compactness
properties for [b, Sω] or [b, SΩ], one also needs to prove a number of quantitative and qualita-
tive results for the Cauchy-type integrals {Cǫ}ǫ that generalize the validity of the earlier works
[32] and [10] from the Leray Levi (or Leray Levi-like) measure(s) to the Ap-like measures:
these are stated in Theorems 1.5 and 1.6 below.
Theorem 1.5. Let D ⊂ Cn, n ≥ 2, be a bounded, strongly pseudoconvex domain of class
C2, and let λ be the Leray Levi measure for bD. Then the Cauchy-type integral Cǫ is bounded
on Lp(bD,Ω) for any 0 < ǫ < c(D), any 1 < p <∞ and any Ap-like measure Ω, with
‖Cǫ‖Lp(bD,Ω)→Lp(bD,Ω) ≤ C [ψ]
max{1, 1
p−1
}
Ap
,
where the positive constant C depends solely on D.
The quantity [ψ]Ap is defined in Section 2. It follows that the L
2(bD,Ω)-adjoint C♠ǫ is
also bounded on Lp(bD,Ω) with same bound.
Theorem 1.6. Let D ⊂ Cn, n ≥ 2, be a bounded, strongly pseudoconvex domain of class C2
and let λ be the Leray Levi measure for bD. The following hold for any b ∈ L1(bD, λ), any
1 < p <∞ and any 0 < ǫ < c(D):
(i) If b ∈ BMO(bD, λ) then the commutator [b,Cǫ] is bounded on L
p(bD,Ω) for any Ap-like
measure Ω, and
‖[b,Cǫ]‖Lp(bD,Ω)→Lp(bD,Ω) . ‖b‖BMO(bD,λ)[ψ]
2·max{1, 1
p−1
}
Ap
.
Conversely, if [b,Cǫ] is bounded on L
p(bD,Ω) for some Ap-like measure Ω, then b is in
BMO(bD, λ) with
‖b‖BMO(bD,λ). ‖[b,Cǫ]‖Lp(bD,Ω)→Lp(bD,Ω).
The implied constants depend solely on D.
(ii) If b ∈ VMO(bD, λ) then the commutator [b,Cǫ] is compact on L
p(bD,Ω) for any Ap-
like measure Ω . Conversely, if [b,Cǫ] is compact on L
p(bD,Ω) for some Ap-like measure Ω,
then b ∈ VMO(bD, λ).
Furthermore, (i) and (ii) above also hold with [b,C♠ǫ ] in place of [b,Cǫ].
There are some challenges in extending our second main result, Theorem 1.4, to p 6=
2: what is missing is an analogue of the cancellation condition (1.9) for Ap-like measures
which would grant the invertibility in Lp(bD,Ω) of the crucial operator T sǫ appearing in the
Kerzman-Stein equation (1.14). In the original setting [32], the proof was first established in
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the special case of the Leray Levi measure, i.e. for ω := λ (that is ϕ := 1); one then relied
upon the set-theoretical identity
(1.15) L2(bD, λ) = L2(bD, ω), valid for any Leray Levi-like measure ω
to derive a direct correlation between the adjoint of Csǫ in L
2(bD, ω) and the one in L2(bD, λ)
which we denote respectively by (Csǫ)
† and (Csǫ)
∗; namely
(Csǫ)
† = ϕ−1(Csǫ)
∗ϕ where dω = ϕdλ.(1.16)
This ultimately led to the cancellation condition (1.9) for general ω. It is not hard to see
that, unfortunately, L2(bD, λ) 6= L2(bD,Ω) whenever Ω is an A2-like measure, hence in the
setting of such measures we are unable to obtain the correlation (1.16) that would lead to the
ensuing cancellation condition for (Csǫ)
♠ − Csǫ. And there is an added difficulty here, having
to do with the fact that the Ap-like measures change with p, and so studying the regularity
of SΩ and of [b, SΩ] in L
p(bD,Ω) when p 6= 2 would require dealing with different weights: ψ2
(the density of the A2-like measure occurring in the definition of SΩ) and ψp (the density of
the Ap-like measure occurring in the definition of the input and output L
p-spaces). A further
approach based on extrapolation faces the challenge that the operator of interest depends
upon the weight!
Open Questions. Let D ⊂ Cn, n ≥ 2, be a bounded, strongly pseudoconvex domain of
class C2 and let λ be the Leray Levi measure for bD. Let Ω2 be a given (fixed) A2-like measure
and let SΩ2 be the Cauchy–Szegő projection of L
2(bD,Ω2) onto the holomorphic Hardy space
H2(bD,Ω2). Does regularity (resp. compactness) of [b, SΩ2 ] hold in L
p(bD,Ωp) for any p 6= 2
and any Ap-like measure Ωp whenever the symbol b is in BMO(bD, λ) (resp. VMO(bD, λ))?
Conversely, if [b, SΩ2 ] is bounded (resp. compact) in L
p(bD,Ωp) for some p 6= 2 and for some
A2-like measure Ω2, does it follow that b is in BMO(bD, λ) (resp. VMO(bD, λ))?
In Section 4 we answer the above questions in the positive for the case when Ω2 is Leray
Levi-like, (that is Ω2 = ω, any Leray Levi-like measure): see Theorem 4.1 for the precise
statement, whose proof is achieved with the approach described above along with the fol-
lowing, new analog of (1.9):
(1.17) ‖(Csǫ)
† − Csǫ‖Lp(bD,Ωp)→Lp(bD,Ωp) ≤ ǫ
1/2[ψ]
max{1, 1
p−1
}
Ap
Mp
which is proved in Proposition 4.2. (As before, here the upper-script † denotes the adjoint
in L2(bD, ω).)
A final remark is in order. Recall that the space BMOA(bD,Ω) (resp. VMOA(bD,Ω)) is
the proper subspace of BMO(bD,Ω) (resp. VMO(bD,Ω)) obtained by changing the a-priori
condition that b ∈ L1(bD,Ω) with the stricter requirement that b is in the holomorphic Hardy
space H1(bD,Ω), see [42]. Changing the condition that b ∈ L1(bD, ω) (or b ∈ L2(bD, ω)) to
b ∈ H1(bD,Ω) (or b ∈ H2(bD,Ω)) in Theorems A, B, 1.1 and 1.4 produces new statements
that are true for b ∈ BMOA(bD,Ω) (resp. b ∈ VMOA(bD,Ω)), with the same proof.
This paper is organized as follows. In the next section we recall the necessary background.
Theorem 1.1 is proved in Section 3. In Section 4 we prove Proposition 1.3, Theorem 1.4 and
Theorem 4.1 – for the latter two results we assume the truth of Theorem 1.5 and Theorem
1.6 and of the cancellation condition (1.17) (Proposition 4.2), whose proofs are collected in
Section 5.
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2. Preliminaries
In this section we introduce notations and recall certain results from [10, 32] that will
be used throughout this paper. We will henceforth assume that D ⊂ Cn is a bounded,
strongly pseudoconvex domain of class C2; that is, there is ρ ∈ C2(Cn,R) which is strictly
plurisubharmonic and such that D = {z ∈ Cn : ρ(z) < 0} and bD = {w ∈ Cn : ρ(w) = 0}
with ∇ρ(w) 6= 0 for all w ∈ bD. (We refer to such ρ as a defining function for D; see e.g.,
[44] for the basic properties of defining functions. Here we assume that one such ρ has been
fixed once and for all.) We will throughout make use of the following abbreviated notations:
‖T‖p ≡ ‖T‖Lp(bD,dµ)→Lp(bD,dµ), and ‖T‖p,q ≡ ‖T‖Lp(bD,dµ)→Lq(bD,dµ)
where the operator T and the measure µ will be clear from context.
• The Levi polynomial and its variants. Define
L0(w, z) := 〈∂ρ(w), w − z〉 −
1
2
∑
j,k
∂2ρ(w)
∂wj∂wk
(wj − zj)(wk − zk),
where ∂ρ(w) = ( ∂ρ∂w1 (w), . . . ,
∂ρ
∂wn
(w)) and we have used the notation 〈η, ζ〉 =
∑n
j=1 ηjζj for
η = (η1, . . . , ηn), ζ = (ζ1, . . . , ζn) ∈ C
n. The strict plurisubharmonicity of ρ implies that
2ReL0(w, z) ≥ −ρ(z) + c|w − z|
2,
for some c > 0, whenever w ∈ bD and z ∈ D¯ is sufficiently close to w. We next define
g0(w, z) := χL0 + (1− χ)|w − z|
2(2.1)
where χ = χ(w, z) is a C∞-smooth cutoff function with χ = 1 when |w−z| ≤ µ/2 and χ = 0
if |w − z| ≥ µ. Then for µ chosen sufficiently small (and then kept fixed throughout), we
have that
(2.2) Re g0(w, z) ≥ c(−ρ(z) + |w − z|
2)
for z in D¯ and w in bD, with c a positive constant; we will refer to g0(w, z) as the modified
Levi polynomial. Note that g0(w, z) is polynomial in the variable z, whereas in the variable
w it has no smoothness beyond mere continuity. To amend for this lack of regularity, for
each ǫ > 0 one considers a variant gǫ defined as follows. Let {τ
ǫ
jk(w)} be an n× n-matrix of
C1 functions such that
sup
w∈bD
∣∣∣ ∂2ρ(w)
∂wj∂wk
− τ ǫjk(w)
∣∣∣ ≤ ǫ, 1 ≤ j, k ≤ n.
Set
Lǫ(w, z) = 〈∂ρ(w), w − z〉 −
1
2
∑
j,k
τ ǫjk(w)(wj − zj)(wk − zk),
and define
gǫ(w, z) = χLǫ + (1− χ)|w − z|
2, z, w ∈ Cn.
Now gǫ is of class C
1 in the variable w, and
|g0(w, z) − gǫ(w, z)| . ǫ|w − z|
2, w ∈ bD, z ∈ D.
We assume that ǫ is sufficiently small (relative to the constant c in (2.2)), and this gives that
(2.3) |g0(w, z)| ≤ |gǫ(w, z)| ≤ C˜ |g0(w, z)| , w, z ∈ bD
where the constants C and C˜ are independent of ǫ; see [32, Section 2.1].
• The Leray–Levi measure for bD. Let j∗ denote the pullback under the inclusion
j : bD →֒ Cn.
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Then the linear functional
f 7→
1
(2πi)n
∫
bD
f(w)j∗(∂ρ ∧ (∂¯∂ρ)n−1)(w) =:
∫
bD
f(w)dλ(w)(2.4)
where f ∈ C(bD), defines a measure λ with positive density given by
dλ(w) =
1
(2πi)n
j∗(∂ρ ∧ (∂¯∂ρ)n−1)(w).
We point out that the definition of λ depends upon the choice of defining function for D,
which here has been fixed once and for all; hence we refer to λ as “the” Leray–Levi measure.
• A space of homogeneous type. Consider the function
(2.5) d(w, z) := |g0(w, z)|
1
2 , w, z ∈ bD.
It is known [32, (2.14)] that
|w − z| . d(w, z) . |w − z|1/2, w, z ∈ bD
and from this it follows that the space of Hölder-type functions [32, (3.5)]:
(2.6) |f(w)− f(z)| . d(w, z)α for some 0 < α ≤ 1 and for all w, z ∈ bD
is dense in Lp(bD, ω), 1 < p <∞ for any Leray Levi-like measure see [32, Theorem 7].
It follows from (2.3) that
C˜d(w, z)2 ≤ |gǫ(w, z)| ≤ Cd(w, z)
2, w, z ∈ bD(2.7)
for any ǫ sufficiently small. It is shown in [32, Proposition 3] that d(w, z) is a quasi-distance:
there exist constants A0 > 0 and Cd > 1 such that for all w, z, z
′ ∈ bD,
1) d(w, z) = 0 iff w = z;
2) A−10 d(z, w) ≤ d(w, z) ≤ A0d(z, w);
3) d(w, z) ≤ Cd
(
d(w, z′) + d(z′, z)
)
.
(2.8)
Letting Br(w) denote the boundary balls determined via the quasi-distance d,
Br(w) := {z ∈ bD : d(z, w) < r}, where w ∈ bD,(2.9)
we have that
c−1ω r
2n ≤ ω
(
Br(w)
)
≤ cωr
2n, 0 < r ≤ 1,(2.10)
for some cω > 1, see [32, p. 139]. It follows that the triples {bD, d, ω}, for any Leray Levi-
like measure ω, are spaces of homogeneous type, where the measures ω have the doubling
property:
Lemma 2.1. The Leray Levi-like measures ω on bD are doubling, i.e., there is a positive
constant Cω such that for all x ∈ bD and 0 < r ≤ 1,
0 < ω(B2r(w)) ≤ Cωω(Br(w)) <∞.
Furthermore, there exist constants ǫω ∈ (0, 1) and Cω > 0 such that
ω(Br(w)\Br(z)) + ω(Br(z)\Br(w)) ≤ Cω
(
d(w, z)
r
)ǫω
for all w, z ∈ bD such that d(w, z) ≤ r ≤ 1.
Proof. The proof is an immediate consequence of (2.10). 
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• A family of Cauchy Integrals. In [32, Sections 3 and 4] a family {Cǫ}ǫ of Cauchy-
Fantappiè integrals is introduced (each determined by the aforementioned denominators
gǫ(w, z)) whose corresponding boundary operators {Cǫ}ǫ play a crucial role in the analysis of
Lp(bD, λ)-regularity of the Cauchy–Szegő projection. We record here a few relevant points
for later reference.
[i.] Each Cǫ admits a primary decomposition in terms of an “essential part” C
♯
ǫ and
a “remainder” Rǫ, which are used in the proof of the L
2(bD, ω)-regularity of Cǫ.
However, at this stage the magnitude of the parameter ǫ plays no role (this is because
of the “uniform” estimates (2.7)) and we temporarily drop reference to ǫ and simply
write C in lieu of Cǫ; C(w, z) for Cǫ(w, z), etc.. Thus
C = C♯ + R,(2.11)
with a corresponding decomposition for the integration kernels:
(2.12) C(w, z) = C♯(w, z) +R(w, z).
The “essential” kernel C♯(w, z) satisfies standard size and smoothness conditions that
ensure the boundedness of C♯ in L2(bD, ω) by a T (1)-theorem for the space of homoge-
nous type {bD, d, ω}. On the other hand, the “remainder” kernel R(w, z) satisfies
improved size and smoothness conditions granting that the corresponding operator
R is bounded in L2(bD, ω) by elementary considerations; see [32, Section 4].
[ii.] One then turns to the Cauchy–Szegő projection, for which L2(bD, ω)-regularity is
trivial but Lp(bD, ω)-regularity, for p 6= 2, is not. It is in this stage that the size
of ǫ in the definition of the Cauchy-type boundary operators of item [i.] is rele-
vant. It turns out that each Cǫ admits a further, “finer” decomposition into (another)
“essential” part and (another) “reminder”, which are obtained by truncating the in-
tegration kernel Cǫ(w, z) by a smooth cutoff function χ
s
ǫ(w, z) that equals 1 when
d(w, z) < s = s(ǫ). One has:
(2.13) Cǫ = C
s
ǫ + R
s
ǫ
where
(2.14) ‖(Csǫ)
† − Csǫ‖p . ǫ
1/2Mp
for any 1 < p < ∞, where Mp =
p
p− 1
+ p. Here and henceforth, the upper-script
“†” denotes adjoint in L2(bD, ω) (hence (Csǫ)
† is the adjoint of Csǫ in L
2(bD, ω)); see
[32, Proposition 18]. Furthermore Rsǫ and (R
s
ǫ)
† are controlled by d(w, z)−2n+1 and
therefore are easily seen to be bounded
(2.15) Rsǫ , (R
s
ǫ)
† : L1(bD, ω)→ L∞(bD, ω),
see [32, (5.2) and comments thereafter].
• Bounded mean oscillation on bD. The space BMO(bD, λ) is defined as the collection of
all b ∈ L1(bD, λ) such that
‖b‖∗ := sup
z∈bD,r>0,Br(z)⊂bD
1
λ(Br(z))
∫
Br(z)
|b(w) − bB |dλ(w) <∞,
with the balls Br(z) as in (2.9) and where
bB =
1
λ(B)
∫
B
b(z)dλ(z).(2.16)
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BMO(bD, λ) is a normed space with ‖b‖BMO(bD,λ) := ‖b‖∗+‖b‖L1(bD,λ).We note the inclusion
(2.17) BMO(bD, λ) ⊂ Lp(bD, λ), 1 ≤ p <∞,
which is a consequence of the John–Nirenberg inequality [45, Corollary p. 144] and of the
compactness of bD.
• Vanishing mean oscillation on bD. The spaceVMO(bD, λ) is the subspace of BMO(bD, λ)
whose members satisfy the further requirement that
lim
a→0
sup
B⊂bD: rB=a
1
λ(B)
∫
B
|f(z)− fB|dλ(z) = 0,(2.18)
where rB is the radius of B.
• Muckenhoupt weights on bD. Let p ∈ (1,∞); a non-negative locally integrable function
ψ is called an Ap(bD, λ)-weight, denoted ψ ∈ Ap(bD), if
[ψ]Ap(bD) := sup
B
〈ψ〉B〈ψ
1−p′〉p−1B <∞,
where the supremum is taken over all balls B in bD, and 〈ψ〉B :=
1
λ(B)
∫
B
ψ(z) dλ(z).
3. Leray Levi-like measures: Proof of Theorem 1.1
Proof of Part (1). We first prove the sufficiency: we suppose that b ∈ BMO(bD, λ) and show
that [b, Sω] : L
p(bD, ω) → Lp(bD, ω) is bounded for all 1 < p < ∞. Note that by duality it
suffices to show that [b, Sω] : L
p(bD, ω)→ Lp(bD, ω) is bounded for 1 < p ≤ 2.
We first establish boundedness in L2(bD, ω). The starting point are the following basic
identities
(3.1) SωC
†
ǫf = (CǫS
†
λ)
†f = (CǫSω)
†f = (Sω)
†f = Sωf ,
which are valid for any f ∈ L2(bD, ω) and for any ǫ (whose value is of no import here). (We
recall that the upper-script “†” denotes the adjoint in L2(bD, ω).)
A computation that uses (3.1) gives that
(3.2) Sω[b, Tǫ]f + SωbTǫf = Cǫ(bf)
is true with
Tǫ := I − (C
†
ǫ − Cǫ)
whenever f is taken in the Hölder-like subspace (2.6) – the latter ensuring that all terms in
(3.2) are meaningful; more precisely for such functions f we have that bf ∈ L2(bD, ω), since
b ∈ BMO(bD, λ) ⊂ L2(bD, λ) on account of (2.17), and L2(bD, λ) = L2(bD, ω) by (1.2). We
also have that bTǫf ∈ L
2(bD, ω) because Tǫf ∈ C(bD) by [32, Proposition 6 and (4.1)]. On
the other hand, the classical Kerzman–Stein identity [22]
(3.3) SωTǫf = Cǫf, f ∈ L
2(bD, ω),
gives that
(3.4) bSωTǫf = bCǫf, f ∈ L
2(bD, ω).
Combining (3.2) and (3.4) we obtain
(3.5) [b, Sω]Tǫf =
(
[b,Cǫ] + Sω[b, Tǫ]
)
f
whenever f is in the Hölder-like space (2.6). However the righthand side of (3.5) is mean-
ingful and indeed bounded in L2(bD, ω) by Proposition 1.6 (which applies to Leray Levi-like
measures); thus (3.5) extends to an identity on L2(bD, ω). Furthermore, we have that Tǫ
is invertible in L2(bD, ω) as a consequence of the following two facts (1.), Cǫ and (Cǫ)
† are
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bounded in L2(bD, ω) and (2.), Tǫ is skew adjoint (that is, (Tǫ)
† = −Tǫ); see the proof in
[35, p. 66] which applies verbatim here. We conclude that
(3.6) [b, Sω]g =
(
[b,Cǫ] + Sω[b, Tǫ]
)
◦ T−1ǫ g, g ∈ L
2(bD, ω).
But the righthand side of (3.6) is bounded in L2(bD, ω) by what has just been said. Thus
[b, Sω] is also bounded, with
‖[b, Sω ]‖2 . ‖T
−1
ǫ ‖2 ‖b‖BMO(bD,λ).(3.7)
We next prove boundedness on Lp(bD, ω) for 1 < p < 2 (as we will see in (3.11) below, it is
at this stage that the choice of ǫ is relevant). We start by combining the “finer” decomposition
of Cǫ, see (2.13), with the classical Kerzman–Stein identity (3.3), which give us
(3.8) Cǫ = Sω
(
T sǫ +R
s
ǫ
)
in L2(bD, ω),
where
T sǫ := I −
(
(Csǫ)
† − Csǫ
)
≡ I − Esǫ
see (2.14), and
Rsǫ := R
s
ǫ − (R
s
ǫ)
†
see (2.15). Plugging (3.8) in (3.5) gives us
(3.9) [b, Sω ]T
s
ǫ f =
(
[b,Cǫ] + Sω[b, Tǫ] − [b, Sω]R
s
ǫ
)
f
whenever f is in the Hölder-like space (2.6). We claim that all three terms in the righthand
side of (3.9) are in fact meaningful in Lp(bD, ω): the first two terms are so by the results
of [10] and [32]; on the other hand, the boundedness of the third term is a consequence of
the boundedness of [b, Sω] in L
2(bD, ω) that was just proved, and of the mapping properties
(2.15), giving us:
[b, Sω]R
s
ǫ : L
p(bD, ω) →֒ L1(bD, ω)→ L∞(bD, ω)(3.10)
→֒ L2(bD, ω)→ L2(bD, ω) →֒ Lp(bD, ω).
It is at this point that it is necessary to make a specific choice of ǫ. Given 1 < p < 2 we pick
ǫ (hence s = s(ǫ)) sufficiently small so that the operator T sǫ is invertible on L
p(bD, ω) (with
bounded inverse) on account of (2.14). That is:
(3.11) ǫ1/2Mp := ǫ
1/2
(
p
p− 1
+ p
)
< 1 .
Combining (3.9) with the above considerations we obtain
(3.12) [b, Sω ]g =
(
[b,Cǫ] + Sω[b, Tǫ] − [b, Sω ]R
s
ǫ
)
◦ (T sǫ )
−1g, g ∈ Lp(bD, ω).
We conclude that [b, Sω ] is bounded on L
p(bD, ω) with
‖[b, Sω]‖p .
(
1 + ‖Sω‖p + ‖T
−1
ǫ ‖2‖R
s
ǫ‖1,∞
)
‖(T sǫ )
−1‖p‖b‖BMO(bD,λ).
We next prove the necessity. Suppose that b ∈ L2(bD, λ) and that the commutator
[b, Sω] : L
p(bD, ω) → Lp(bD, ω) is bounded for some 1 < p < ∞. We aim to show that
b ∈ BMO(bD, λ).
We start by observing that the basic identity
(Sω)f = (CǫSω)f for any f ∈ L
2(bD, ω)
grants that the following equality
[b,Cǫ]Sωf = (I − Cǫ)[b, Sω ]f(3.13)
is valid whenever f is in the Hölder-like space (2.6), which is a subspace of L2(bD, ω).
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Now taking f ∈ H2(bD, ω)∩Hp(bD, ω), which is dense in Hp(bD, ω), and invoking (3.13)
we obtain that
‖[b,Cǫ](f)‖Lp(bD,ω) = ‖[b,Cǫ](Sλf)‖Lp(bD,ω) = ‖(I − Cǫ)[b, Sλ](f)‖Lp(bD,ω)
≤ ‖(I − Cǫ)‖p‖[b, Sλ]‖p‖f‖Lp(bD,ω)
≤ ‖(I − Cǫ)‖p‖[b, Sω]‖p‖f‖Hp(bD,ω),
which gives
‖[b,Cǫ]‖Hp(bD,ω)→Lp(bD,ω) ≤ ‖(I − Cǫ)‖p‖[b, Sω ]‖p.
Thus, we conclude that [b,Cǫ] extends to a bounded operator: H
p(bD, ω)→ Lp(bD, ω) with
‖[b,Cǫ](f)‖Lp(bD,ω) . ‖(1 − Cǫ)‖p ‖[b, Sω ]‖p ‖f‖Hp(bD,ω).(3.14)
It follows by duality that
(3.15) [b,Cǫ]
† : Lp
′
(bD, ω)→ Hp
′
(bD, ω) →֒ Lp
′
(bD, ω)
is bounded, where 1/p + 1/p′ = 1, and that ‖[b,Cǫ]
†‖p′ . ‖(I − Cǫ)‖p‖[b, Sω]‖p.
We conclude (again by duality) that
[b,Cǫ] : L
p(bD, ω)→ Lp(bD, ω)
is bounded; Proposition 1.6 now gives that b ∈ BMO(bD, λ).
The proof of Part (1) is concluded. 
Proof of Part (2). Suppose that b is in VMO(bD, ω). We claim that [b, Sω ] is compact on
L2(bD, ω). This is immediate from (3.6) which shows that [b, Sω] is the composition of
compact operators (namely [b,Cǫ] and [b, Tǫ], by Proposition 1.6) with the operators T
−1
ǫ
(which is bounded by the results of [32]) and Sω (trivially bounded in L
2(bD, ω)). The
compactness in Lp(bD, ω) for 1 < p < 2 follows by applying this same argument to the
identity (3.12), once we point out that the extra term [b, Sω ]R
s
ǫ which occurs in the righthand
side of (3.12) is compact in Lp(bD, ω) on account of the compactness, just proved, of [b, Sω ]
in L2(bD, ω), and the chain of bounded inclusions (3.10); the compactness in the range
2 < p <∞ now follows by duality. This concludes the proof of sufficiency.
To prove the necessity, we suppose that b ∈ BMO(bD, λ) and that [b, Sω ] is compact on
Lp(bD, ω) for some 1 < p < ∞, and we prove that b ∈ VMO(bD, λ). To this end, we note
that (3.13) (however with f taken in H2(bD, ω)∩Hp(bD, ω)) shows that [b,Cǫ] is compact as
an operator from Hp(bD, ω) → Lp(bD, ω) since it is the composition of a compact operator
(namely [b, Sω ], which is assumed to be compact on L
p and hence on its subspace Hp) with
the bounded operator I − Cǫ (by the results of [32]). Thus
[b,Cǫ]
† : Lp
′
(bD, ω)→ Hp
′
(bD, ω) →֒ Lp
′
(bD, ω)
is compact by duality, where 1/p + 1/p′ = 1, and hence
[b,Cǫ] : L
p(bD, ω)→ Lp(bD, ω)
is compact (again by duality). But this implies that b ∈ VMO(bD, ω) by Proposition 1.6.
The proof of Theorem 1.1 is concluded. 
4. Ap-like measures
We now pass to the Cauchy–Szegő projection SΩ defined with respect to a measure Ω with
density dΩ = ψdλ, where ψ is an A2-weight for the Leray Levi measure.
We will use the superscript ♠ to designate the adjoint with respect to the inner product
〈·, ·〉Ω of L
2(bD,Ω). Thus, SΩ is the orthogonal projection of L
2(bD,Ω) onto H2(bD,Ω) in
the sense that
S
♠
Ω = SΩ,
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where H2(bD,Ω) is the holomorphic Hardy space given in Definition 1.2 and the S♠Ω denotes
the adjoint of SΩ in L
2(bD,Ω).
In this section we prove Proposition 1.3 and Theorem 1.4, assuming the truth of Theorem
1.5 and Theorem 1.6.
Proof of Proposition 1.3. We first point out that Hp(bD,Ω) is a subspace of Lp(bD,Ω),
where the density function ψ of Ω is in Ap.
To begin with, we first claim that for every F ∈ Hp(bD,Ω), the non-tangential (also
known as admissible) limit F b(w) exists Ω-a.e. w ∈ bD. In fact, note that for ψ ∈ Ap,
there exists 1 < p1 < p such that ψ is in Ap1 . Set p0 = p/p1. Then it is clear that
1 < p0 < p. Let P = p/p0 and P
′ be the conjugate of P , which is P ′ = p/(p − p0). So we
get ψ1−P
′
= ψ−p0/(p−p0) ∈ AP ′ = Ap/(p−p0).
Hence, for F ∈ Hp(bD,Ω),
‖F‖Hp0 (bD,λ) =
(∫
bD
|N (F )(w)|p0ψ(w)
p0
p ψ(w)−
p0
p dλ(w)
) 1
p0
≤
(∫
bD
|N (F )(w)|pψ(w)dλ(w)
) 1
p
(∫
bD
ψ(w)
−
p0
p−p0 dλ(w)
) p−p0
pp0
= ‖F‖H2(bD,Ω)
(
ψ
−
p0
2−p0 (bD)
) p−p0
pp0 .
Since ψ−p0/(p−p0) ∈ Ap/(p−p0) and bD is compact we have that ψ
−
p0
p−p0 (bD) is finite.
Hence, we see that Hp(bD,Ω) ⊂ Hp0(bD, λ). Thus F has admissible limit F b for λ–a.e.
z ∈ bD ([46, Theorem 10]), and hence F has admissible limit F b for Ω–a.e. z ∈ bD since the
measure Ω (with the density function ψ: dΩ(z) = ψ(z)dλ(z)) is absolutely continuous. So
the boundary function F b exists.
Next, and from the definition of the non-tangential maximal function N (F ), we have that
|F b(z)| ≤ N (F )(z) for Ω− a.e. z ∈ bD.
Thus, F b ∈ Lp(bD,Ω). Also note that with the same methods of [46] one can show that
N (F )(z) .M(F b)(z) for Ω− a.e. z ∈ bD,
where M(F b) is the Hardy–Littlewood maximal function on the boundary bD. Since the
maximal function is bounded on Lp(bD,Ω), we obtain that
‖F‖Hp(bD,Ω) = ‖N (F )‖Lp(bD,Ω) . ‖M(F
b)‖Lp(bD,Ω) ≤ C[ψ]Ap‖F
b‖Lp(bD,Ω).
Suppose now that {Fn} is a sequence in H
p(bD,Ω) and f ∈ Lp(bD,Ω) such that
‖N (Fn)− f‖Lp(bD,Ω) → 0.
Then, it is clear that
‖N (Fn)− f‖Lp0(bD,λ) ≤ ‖N (Fn)− f‖Lp(bD,Ω)
(
ψ
−
p0
p−p0 (bD)
) p−p0
pp0 → 0.
Since Hp0(D,λ) is a proper subspace of Lp0(bD, λ), then in particular {Fn}n is in H
p0(D,λ)
and f is in Lp0(bD, λ), we see that there is F that is holomorphic in D and such that
F b(w) = f(w) λ− a.e. w ∈ bD.
Again, this implies that
F b(w) = f(w) Ω− a.e. w ∈ bD.
COMMUTATORS OF THE CAUCHY–SZEGŐ PROJECTION 15
Moreover, invoking the weighted boundedness of the Hardy–Littlewood maximal function,
we see that
‖N (F )‖Lp(bD,Ω) . ‖f‖Lp(bD,Ω).
The proof of Proposition 1.3 is complete. 
Proof of Theorem 1.4. To begin with, we first point out that if b is in BMO(bD, λ), then
b is in L2(bD,Ω), where Ω is as in (1.4) with the density function ψ ∈ A2. Then, following
the result in [15, Section 5.2] (see also [16, Theorem 3.1] in Rn), we see that
BMO(bD, λ) = BMOLp
Ω
(bD, λ)
for all 1 ≤ p <∞ and the norms are mutually equivalent, where BMOLp
Ω
(bD, λ) is the space
of all b ∈ L1(bD, λ) such that
‖b‖∗,Ω := sup
B
(
1
Ω(B)
∫
B
|b(z) − bB |
pdΩ(z)
) 1
p
<∞, bB =
1
λ(B)
∫
B
b(w)dλ(w),
and ‖b‖BMO
L
p
Ω
(bD,λ) = ‖b‖∗,Ω + ‖b‖L1(bD,λ). Since bD is compact, we see that b ∈ L
p(bD,Ω)
for 1 ≤ p <∞, that is
(4.1) BMO(bD, λ) ⊂ Lp(bD,Ω) for any 1 ≤ p <∞.
We split the proof into two parts.
Proof of Part (1). We first prove the sufficiency. We suppose that b is in BMO(bD, λ) and
show that [b, SΩ] : L
2(bD,Ω)→ L2(bD,Ω) for every ϕ ∈ A2 with
(4.2) ‖[b, Sω]‖2 . N([ψ]A2),
where N(s) is a positive increasing function on [1,∞).
We start with the following basic identity
SΩC
♠
ǫ (f) = (CǫS
♠
Ω)
♠(f) = (CǫSΩ)
♠(f) = (SΩ)
♠(f) = SΩ(f),(4.3)
which is valid for any f ∈ L2(bD,Ω) and for any ǫ (whose value is not important here).
It follows from (4.3) that
SΩ[b, Tǫ,Ω](f) = SωbTǫ,Ω(f) = Cǫ(bf),(4.4)
where
Tǫ,Ω := I − (C
♠
ǫ − Cǫ)
and f is any function taken in the Hölder-like space (2.6). On the other hand, the classical
Kerzman–Stein identity [22]
(4.5) SΩTǫ,Ωf = Cǫf, f ∈ L
2(bD,Ω),
gives that
(4.6) bSΩTǫ,Ωf = bCǫf, f ∈ L
2(bD,Ω).
Combining (4.4) and (4.6) we obtain
(4.7) [b, SΩ]Tǫ,Ωf =
(
[b,Cǫ] + SΩ[b, Tǫ,Ω]
)
f
whenever f is in the Hölder-like space (2.6). We now point out that the righthand side of
(4.7) is meaningful in L2(bD,Ω) by the same argument as before. We observe here that
[b, Tǫ,Ω] = [b, I] − [b,C
♠
ǫ ] + [b,Cǫ] = −[b,C
♠
ǫ ] + [b,Cǫ](4.8)
and by (i) in Proposition 1.6, we get that [b, Tǫ,Ω] is also bounded on L
2(bD,Ω).
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Furthermore, we have that Tǫ,Ω is invertible in L
2(bD,Ω) by the analogous two facts as in
the proof of Theorem 1.1: (1.), Cǫ and C
♠
ǫ are bounded in L
2(bD,Ω) and (2.), Tǫ,Ω is skew
adjoint (that is, (Tǫ,Ω)
♠ = −Tǫ,Ω). We conclude that
(4.9) [b, SΩ]g =
(
[b,Cǫ] + SΩ[b, Tǫ,Ω]
)
◦ T−1ǫ,Ωg, g ∈ L
2(bD,Ω).
But the righthand side of (4.9) is bounded in L2(bD,Ω) and
‖[b, SΩ]‖2 . ‖T
−1
ǫ,Ω‖2 ‖[b,Cǫ]‖2
(
1 + ‖SΩ‖2
)
(4.10)
. ‖T−1ǫ,Ω‖2[ψ]
2
A2‖b‖BMO(bD,λ),
where the last inequality follows from (i) in Proposition 1.6 and the fact that ‖SΩ‖2 = 1 by
the definition of SΩ.
Hence we see that (4.2) holds with N(s) := Cs2 and C := ‖T−1ǫ,Ω‖2‖b‖BMO(bD,λ).
We next prove the necessity. Suppose that b is in L2(bD, λ) and that the commutator
[b, SΩ] : L
2(bD,Ω)→ L2(bD,Ω) is bounded.
Repeating the same steps in the proof of the necessity part in Theorem 1.1, we see that
[b,Cǫ] is bounded from L
2(bD,Ω) to L2(bD,Ω) with
‖[b,Cǫ]‖2 . ‖I − Cǫ‖2‖[b, Sω ]‖2,(4.11)
where ‖I − Cǫ‖2 <∞ follows from Theorem 1.5.
Then, by using (i) in Proposition 1.6 (simply noting that b ∈ L2(bD,Ω) implies that
b ∈ L1(bD, λ) since Ω−1(bD) <∞), we obtain that b is in BMO(bD, λ) with ‖b‖BMO(bD,λ) .
‖[b,Cǫ]‖2, which, together with (4.11), gives
‖b‖BMO(bD,λ) . ‖I − Cǫ‖2‖[b, Sω]‖2.
Proof of Part (2). To prove the sufficiency, we assume that b is in VMO(bD, λ) and we
aim to prove that [b, SΩ] is compact on L
2(bD,Ω).
In fact, the argument that [b, SΩ] is compact on L
2(bD,Ω) is immediate from (4.9), which
shows that [b, SΩ] is the composition of compact operators (namely [b,Cǫ] and [b, Tǫ,Ω], by
(ii) of Proposition 1.6) with the bounded operators T−1ǫ,Ω (by the results of [32]) and SΩ.
To prove the necessity, we suppose that b ∈ BMO(bD, λ) and that [b, SΩ] is compact on
L2(bD,Ω), and we show that b ∈ VMO(bD, λ). To this end, we note that (4.11) shows that
[b,Cǫ] : L
2(bD,Ω)→ L2(bD,Ω)
is compact. But this implies that b ∈ VMO(bD, λ) by (ii) of Proposition 1.6.
The proof of Theorem 1.4 is concluded. 
We close this section with the precise statement of our partial answer to the questions
mentioned in the Introduction, namely
Theorem 4.1. Let D ⊂ Cn, n ≥ 2, be a bounded, strongly pseudoconvex domain of class C2
and let λ be the Leray Levi measure for bD. The following hold for any b ∈ L2(bD, λ) and
any Leray Levi-like measure ω:
(1) if b ∈ BMO(bD, λ) then the commutator [b, Sω] is bounded on L
p(bD,Ω) for any
1 < p < ∞ and Ap-like measure Ω. Conversely, if [b, Sω] is bounded on L
p(bD,Ω) for some
p ∈ (1,∞) and some Ap-like measure Ω, then b ∈ BMO(bD, λ);
(2) if b ∈ VMO(bD, λ) then the commutator [b, Sω] is compact on L
p(bD,Ω) for all 1 <
p <∞ and all Ap-like measures Ω. Conversely, if [b, Sω] is compact on L
p(bD,Ω) for some
p ∈ (1,∞) and some Ap-like measure Ω, then b ∈ VMO(bD, λ).
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The implied constants in (1) and (2) depend only on Ω and D.
The proof of Theorem 4.1 goes along the same lines as that of Theorem 1.1 once Theorem
1.5, Theorem 1.6 and Proposition 4.2 below are in place (whose proof is given in the next
section).
Proposition 4.2. For any Leray Levi-like measure ω (as in (1.1)) and every fixed ǫ > 0,
there exists s = s(ǫ) > 0 such that
(4.12) ‖(Csǫ)
† − Csǫ‖Lp(bD,Ω)→Lp(bD,Ω) ≤ ǫ
1/2[ψ]
max{1, 1
p−1
}
Ap
Mp
for any 1 < p < ∞ any Ap-like measure Ω with density function ψ. Here (C
s
ǫ)
† denotes the
adjoint of Cǫ in L
2(bD, ω).
5. Proofs of Theorem 1.5; Theorem 1.6 and Proposition 4.2
Contrary to the situation for Cǫ alone, the regularity in L
p(bD,Ω) of its commutator [b,Cǫ]
is not an immediate consequence of the result in Lp(bD, λ) since dΩ = ψdλ and ψ is an Ap
weight. We provide the proof here.
To begin with, we first recall that the Cauchy integral operator Cǫ can be split into the
essential part and remainder, that is, Cǫ = C
♯
ǫ + Rǫ. Denote by C
♯
ǫ(w, z) and Rǫ(w, z) the
kernels of C♯ǫ and Rǫ, respectively.
Recall from [32] that C♯ǫ(w, z) is a standard Calderón–Zygmund kernel, i.e. there exists a
positive constant A1 such that for every w, z ∈ bD with w 6= z,
a) |C♯ǫ(w, z)| ≤ A1
1
d(w, z)2n
;
b) |C♯ǫ(w, z) − C
♯
ǫ(w′, z)| ≤ A1
d(w,w′)
d(w, z)2n+1
, if d(w, z) ≥ cd(w,w′);
c) |C♯ǫ(w, z) − C
♯
ǫ(w, z′)| ≤ A1
d(z, z′)
d(w, z)2n+1
, if d(w, z) ≥ cd(z, z′)
(5.1)
for an appropriate constant c > 0 and where d(z, w) is a quasi-distance suitably adapted to
bD. And hence, the Lp(bD) boundedness (1 < p < ∞) of C♯ǫ follows from a version of the
T (1) Theorem. Moreover, we also get that there exists a positive constant A2 such that for
every w, z ∈ bD with w 6= z,
|C♯ǫ(w, z)| ≥ A2
1
d(w, z)2n
.(5.2)
However, the kernel Rǫ(w, z) of Rǫ satisfies a size condition and a smoothness condition for
only one of the variables as follows: there exists a positive constant CR such that for every
w, z ∈ bD with w 6= z,
d) |Rǫ(w, z)| ≤ CR
1
d(w, z)2n−1
;
e) |Rǫ(w, z) −Rǫ(w, z
′)| ≤ CR
d(z, z′)
d(w, z)2n
, if d(w, z) ≥ cRd(z, z
′)
(5.3)
for an appropriate large constant CR.
Proof of Theorem 1.5 . Since the kernel of C♯ǫ is a standard Calderón–Zygmund kernel on
bD × bD, according to [18] (see also [29]), we can obtain that C♯ǫ is bounded on Lp(bD,Ω)
with
‖C♯ǫ‖p . [ψ]
max{1, 1
p−1
}
Ap
.
Thus, it suffices to show that Rǫ is bounded on L
p(bD,Ω).
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To see this, we claim that for every f ∈ Lp(bD,Ω), z˜ ∈ bD, there exists a q ∈ (1, p) such
that ∣∣∣ (Rǫ(f))# (z˜)∣∣∣ . (M(|f |q)(z˜))1/q,(5.4)
where F# is the sharp maximal function of F as recalled in Section 2.
We now show this claim. Since bD is bounded, there exists C > 0 such that for any
Br(z) ⊂ bD we have r < C. For any z˜ ∈ bD, let us fix a ball Br = Br(z0) ⊂ bD containing
z˜, and let z be any point of Br. Now take j0 = ⌊log2
C
r ⌋ + 1. Since d is a quasi-distance,
there exists i0 ∈ Z
+, independent of z, r, such that d(w, z) > cRr whenever w ∈ bD \B2i0r,
where cR is in (5.3). We then write
Rǫ(f)(z) =
(
Rǫ
(
fχbD∩B
2i0r
)
(z) −Rǫ
(
fχbD\B
2i0r
)
(z) =: I(z) + II(z).
For the term I, by using Hölder’s inequality and the fact that Rǫ is bounded on L
q(bD, λ),
1 < q <∞, we have
1
λ(Br)
∫
Br
|I(z)− IBr |dλ(z) ≤ 2
 1
λ(Br)
∫
Br
∣∣Rǫ(fχbD∩B
2i0r
)
(z)
∣∣qdλ(z)

1
q
.
 1
λ(Br)
∫
bD∩B
2i0 r
|f(z)|qdλ(z)

1
q
.
(
M(|f |q)(z˜)
) 1
q .
To estimate II, observe that if i0 ≥ j0, then bD \ B2i0r = ∅ and |II(z) − II(z0)| = 0. If
i0 < j0, then we have
|II(z)− II(z0)| =
∣∣Rǫ(fχbD\B
2i0 r
)
(z)− Rǫ
(
fχbD\B
2i0r
)
(z0)
∣∣
≤
∫
bD\B
2i0 r
∣∣Rǫ(w, z) −Rǫ(w, z0)∣∣|f(w)|dλ(w)
≤ d(z, z0)
∫
bD\B
2i0 r
1
d(w, z0)2n
|f(w)|dλ(w)
≤ r
 ∫
bD\B
2i0 r
1
d(w, z0)2n
dλ(w)

1
q′
 ∫
bD\B
2i0 r
1
d(w, z0)2n
|f(w)|qdλ(w)

1
q
.
Since bD is bounded, we can obtain∫
bD\B
2i0 r
1
d(w, z0)2n
|f(w)|qdλ(w) ≤
j0∑
j=i0
∫
2jr≤d(w,z0)≤2j+1r
1
d(w, z0)2n
|f(w)|qdλ(w)
≤
j0∑
j=i0
1
(2jr)2n
∫
d(w,z0)≤2j+1r
|f(w)|qdλ(w)
.
j0∑
j=i0
1
λ(B2j+1r)
∫
B
2j+1r
|f(w)|qdλ(w)
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. j0M(|f |
q)(z˜).
Similarly, we have ∫
bD\B
2i0r
1
d(w, z0)2n
dλ(w) .
j0∑
j=i0
1
λ(B2j+1r)
∫
B
2j+1r
dλ(w) . j0.
Thus, we get that |II(z)− II(z0)| . rj0 (M(|f |q)(z˜))
1
q . Therefore,
1
λ(Br)
∫
Br
∣∣II(z)− IIBr ∣∣dλ(z) ≤ 2λ(Br)
∫
Br
∣∣II(z)− II(z0)∣∣dλ(z) . rj0 (M(|f |q)(z˜)) 1q
. r
(
log2
(
C
r
)
+ 1
)
(M(|f |q)(z˜))
1
q . (M(|f |q)(z˜))
1
q ,
where the last inequality comes from the fact that r log2
(
C
r
)
is uniformly bounded. Com-
bining the estimates on I and II, we see that the claim (5.4) holds.
We now prove that Rǫ is bounded on L
p(bD,Ω). In fact, for f ∈ Lp(bD,Ω)
‖Rǫ(f)‖
p
Lp(bD,Ω) ≤ C
(
Ω(bD)(Rǫ(f)bD)
p + ‖Rǫ(f)
#‖pLp(bD,Ω)
)
(5.5)
≤ C
(
Ω(bD)(Rǫ(f)bD)
p + ‖ (M(|f |q))
1
q ‖pLp(bD,Ω)
)
. Ω(bD)(Rǫ(f)bD)
p + [ψ]
p·max{1, 1
p−1
}
Ap
‖f‖pLp(bD,Ω),
where the second inequality follows from (5.4) and the last inequality follows from the fact
that the Hardy–Littlewood function is bounded on Lp(bD,Ω). We point out that
Ω(bD)(Rǫ(f)bD)
p . ‖f‖pLp(bD,Ω).(5.6)
In fact, by Hölder’s inequality and that Rǫ is bounded on L
q(bD, λ), 1 < q <∞, we have
Ω(bD)(Rǫ(f)bD)
p ≤ Ω(bD)
 1
λ(bD)
∫
bD
∣∣Rǫ(f)(z)∣∣qdλ(z)

p
q
. Ω(bD)
 1
λ(bD)
∫
bD
∣∣f(z)∣∣qdλ(z)

p
q
. Ω(bD) inf
z∈bD
(
M(|f |q)(z)
) p
q
.
∫
bD
(
M(|f |q)(z)
) p
q
dΩ(z)
. [ψ]
p·max{1, 1
p−1
}
Ap
‖f‖pLp(bD,Ω).
Therefore, (5.6) holds, which, together with (5.5), implies that Rǫ is bounded on L
p(bD,Ω).
The proof of Theorem 1.5 is complete. 
We now turn to proving Proposition 4.2. Part of the estimates in the proof follow from the
framework in the proof of Theorem 1.5 but with improvement with respect to calculations
involving the parameter s.
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Proof of Proposition 4.2 . Recall that from [32, (5.7)], Csǫ is given by
C
s
ǫ(f)(z) = Cǫ
(
f(·)χs(·, z)
)
(z), z ∈ bD,
where χs(w, z) is the cutoff function given by χs(w, z) = χ˜s,w(z)χ˜s,z(w) with
χ˜s,w(z) = χ
(
Im〈∂ρ(w), w − z〉
cs2
+ i
|w − z|2
cs2
)
.
Here χ is a non-negative C1-smooth function on C such that χ(u+ iv) = 1 if |u+ iv| ≤ 1/2,
χ(u+ iv) = 0 if |u+ iv| ≥ 1, and furthermore |∇χ(u+ iv)| . 1.
Then we also have the essential part and remainder of Csǫ, which are given by
C
♯,s
ǫ (f)(z) = C
♯
ǫ
(
f(·)χs(·, z)
)
(z), z ∈ bD,
and hence we have Csǫ = C
♯,s
ǫ +R
♯,s
ǫ , where R
♯,s
ǫ is the remainder. Further,
(
Csǫ
)∗
=
(
C
♯,s
ǫ
)∗
+(
R
♯,s
ǫ
)∗
. To prove (4.12), we note that (Csǫ)
† = ϕ−1(Csǫ)
∗ϕ, where ϕ is the density function
of ω satisfying (1.2). Thus, (Csǫ)
† − Csǫ = (C
s
ǫ)
∗ − Csǫ − ϕ
−1[ϕ, (Csǫ)
∗], which gives
‖(Csǫ)
† − Csǫ‖Lp(bD,Ω)→Lp(bD,Ω)
≤ ‖(Csǫ)
∗ − Csǫ‖Lp(bD,Ω)→Lp(bD,Ω) + ‖ϕ
−1[ϕ, (Csǫ)
∗]‖Lp(bD,Ω)→Lp(bD,Ω).
Thus, we claim that
(5.7) ‖(Csǫ)
∗ − Csǫ‖Lp(bD,Ω)→Lp(bD,Ω) ≤ ǫ
1/2[ψ]
max{1, 1
p−1
}
Ap
Mp.
and that
(5.8) ‖ϕ−1[ϕ, (Csǫ)
∗]‖Lp(bD,Ω)→Lp(bD,Ω) ≤ ǫ
1/2[ψ]
max{1, 1
p−1
}
Ap
Mp.
We first prove (5.7). To begin with, we write Csǫ −
(
Csǫ
)∗
= Asǫ +B
s
ǫ , where
A
s
ǫ = C
♯,s
ǫ −
(
C
♯,s
ǫ
)∗
and Bsǫ = R
♯,s
ǫ −
(
R
♯,s
ǫ
)∗
.
Let Asǫ(w, z) be the kernel of A
s
ǫ. Then, from [32, (5.10) and (5.9)], we see that
1) |Asǫ(w, z)| . ǫ
1
d(w, z)2n
for any s ≤ s(ǫ);
2) |Asǫ(w, z) −A
s
ǫ(w
′, z)| . ǫ1/2
d(w,w′)1/2
d(w, z)2n+1/2
for any s ≤ s(ǫ);
for d(w, z) ≥ cd(w,w′) with an appropriate constant c > 0. Moreover, 2) is true for w and
z interchanged, that is,
3) |Asǫ(w, z) −A
s
ǫ(w, z
′)| . ǫ1/2
d(z, z′)1/2
d(w, z)2n+1/2
, for any s ≤ s(ǫ).
From the kernel estimates, we see that ǫ−1/2Asǫ , s ≤ s(ǫ), is a standard Calderón–Zygmund
operator on bD×bD, according to [18] (see also [29]), we can obtain that ǫ−1/2Asǫ is bounded
on Lp(bD,Ω) with
‖ǫ−1/2Asǫ‖p . [ψ]
max{1, 1
p−1
}
Ap
.
As a consequence, we obtain that
‖Asǫ‖p . ǫ
1/2[ψ]
max{1, 1
p−1
}
Ap
for any s ≤ s(ǫ).(5.9)
Thus, it suffices to consider Bsǫ . Note that now the kernel R
s
ǫ(w, z) of R
♯,s
ǫ is given by
Rsǫ(w, z) = Rǫ(w, z)χs(w, z),
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where Rǫ(w, z) is the kernel of Rǫ satisfying (5.3). Thus, it is easy to see that R
s
ǫ(w, z)
satisfies the following size estimate satisfies
4) |Rsǫ(w, z)| ≤ c˜ǫ
χs(w, z)
d(w, z)2n−1
,
where the constant c˜ǫ is large, depending on ǫ. For the regularity estimate of R
s
ǫ(w, z) on z,
we get that for d(w, z) ≥ cRd(z, z
′),
|Rsǫ(w, z) −R
s
ǫ(w, z
′)|
≤ |Rǫ(w, z) −Rǫ(w, z
′)| · χs(w, z) + |Rǫ(w, z
′)| · |χs(w, z) − χs(w, z
′)|
≤ c˜ǫ
d(z, z′)
d(w, z)2n
· χs(w, z) + c˜ǫ
1
d(w, z)2n−1
· |χs(w, z) − χs(w, z
′)|,
where the last inequality follows from (5.3). Note that from the definition of χs(w, z), we
get that |χs(w, z) − χs(w, z
′)| vanishes unless d(w, z) ≈ d(w, z′) ≈ s. Moreover, under this
condition, we further have
|χs(w, z) − χs(w, z
′)| .
d(z, z′)
d(w, z)
.
Combing these estimates, we obtain that
5) |Rsǫ(w, z) −R
s
ǫ(w, z
′)| ≤ c˜ǫ
d(z, z′) χs(w, z)
d(w, z)2n
, if d(w, z) ≥ cRd(z, z
′).
We now consider the operator T = s−1R♯,sǫ . Then we claim that
‖T(f)‖Lp(bD,Ω) . c˜ǫ[ψ]
max{1, 1
p−1
}
Ap
‖f‖Lp(bD,Ω).(5.10)
To prove (5.10), following the proof of Theorem 1.5, we first show that for every f ∈
Lp(bD,Ω), z˜ ∈ bD, there exists a q ∈ (1, p) such that∣∣∣ (T(f))# (z˜)∣∣∣ . c˜ǫ(M(|f |q)(z˜))1/q,(5.11)
where F# is the sharp maximal function of F as recalled in Section 2.
We now show (5.11). Since bD is bounded, there exists C > 0 such that for any Br(z) ⊂ bD
we have r < C. For any z˜ ∈ bD, let us fix a ball Br = Br(z0) ⊂ bD containing z˜, and let
z be any point of Br. Since d is a quasi-distance, there exists i0 ∈ Z
+, independent of z, r,
such that d(w, z) > cRr whenever w ∈ bD \B2i0 r, where cR is in (5.3). We then write
T(f)(z) = T
(
fχbD∩B
2i0r
)
(z) −
(
fχbD\B
2i0r
)
(z) =: I(z) + II(z).
For the term I, by using Hölder’s inequality we have
1
λ(Br)
∫
Br
|I(z) − IBr |dλ(z) ≤ 2
 1
λ(Br)
∫
Br
∣∣T(fχbD∩B
2i0r
)
(z)
∣∣qdλ(z)

1
q
. c˜ǫ
 1
λ(Br)
∫
bD∩B
2i0r
|f(z)|qdλ(z)

1
q
. c˜ǫ
(
M(|f |q)(z˜)
) 1
q ,
where the second inequality follows from the boundedness in [32, (4.22)] since the kernel of
T satisfies the conditions in [32, (4.22)].
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To estimate II, by using condition 5), we have
|II(z)− II(z0)| =
∣∣T(fχbD\B
2i0r
)
(z)− T
(
fχbD\B
2i0r
)
(z0)
∣∣
≤
∫
bD\B
2i0 r
c˜ǫ
s
d(z, z0) χs(w, z0)
d(w, z0)
2n |f(w)|dλ(w)
≤
∫
(bD\B
2i0 r
)∩Bs
c˜ǫ
s
d(z, z0)
d(w, z0)
2n |f(w)|dλ(w),
where Bs := Bs(z0) and the last inequality follows from the property of the function
χs(w, z0). Thus, we see that if 2
i0r ≥ s, then the last term is zero. So we just need to
consider 2i0r < s. In this case, we have
|II(z)− II(z0)| ≤
c˜ǫ
s
d(z, z0)
∫
Bs\B
2i0 r
1
d(w, z0)2n
|f(w)|dλ(w)
≤
c˜ǫ r
s
 ∫
Bs\B
2i0 r
1
d(w, z0)2n
dλ(w)

1
q′
 ∫
Bs\B
2i0 r
1
d(w, z0)2n
|f(w)|qdλ(w)

1
q
.
We take j0 = ⌊log2
s
r⌋+ 1. Continuing the estimate:∫
Bs\B
2i0 r
1
d(w, z0)2n
|f(w)|qdλ(w) ≤
j0∑
j=i0
∫
2jr≤d(w,z0)≤2j+1r
1
d(w, z0)2n
|f(w)|qdλ(w)
≤
j0∑
j=i0
1
(2jr)2n
∫
d(w,z0)≤2j+1r
|f(w)|qdλ(w)
.
j0∑
j=i0
1
λ(B2j+1r)
∫
B
2j+1r
|f(w)|qdλ(w)
. j0M(|f |
q)(z˜).
Similarly, we have ∫
Bs\B
2i0 r
1
d(w, z0)2n
dλ(w) .
j0∑
j=i0
1
λ(B2j+1r)
∫
B
2j+1r
dλ(w) . j0.
Thus, we get that |II(z)− II(z0)| . c˜ǫ
r
sj0 (M(|f |
q)(z˜))
1
q . Therefore,
1
λ(Br)
∫
Br
∣∣II(z)− IIBr ∣∣dλ(z) ≤ 2λ(Br)
∫
Br
∣∣II(z)− II(z0)∣∣dλ(z) . c˜ǫ r
s
j0 (M(|f |
q)(z˜))
1
q
. c˜ǫ
r
s
(
log2
(s
r
)
+ 1
)
(M(|f |q)(z˜))
1
q . c˜ǫ (M(|f |
q)(z˜))
1
q ,
where the last inequality comes from the fact that A
(
log2(
1
A) + 1
)
is uniformly bounded for
A ∈ (0, 1].
Combining the estimates on I and II, we see that the claim (5.11) holds. We now prove
that T is bounded on Lp(bD,Ω). In fact, for f ∈ Lp(bD,Ω)
‖T(f)‖pLp(bD,Ω) ≤ C
(
Ω(bD)(T(f)bD)
p + ‖T(f)#‖pLp(bD,Ω)
)
(5.12)
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≤ C
(
Ω(bD)(T(f)bD)
p + c˜pǫ‖ (M(|f |
q))
1
q ‖pLp(bD,Ω)
)
. Ω(bD)(T(f)bD)
p + c˜pǫ [ψ]
p·max{1, 1
p−1
}
Ap
‖f‖pLp(bD,Ω),
where the second inequality follows from (5.11) and the last inequality follows from the fact
that the Hardy–Littlewood function is bounded on Lp(bD,Ω). We just point out that
Ω(bD)(T(f)bD)
p . c˜ǫ‖f‖
p
Lp(bD,Ω)
.(5.13)
In fact, by Hölder’s inequality and the fact that T is bounded on Lq(bD, λ) for all 1 < q <
∞ (from [32, (4.22)]), we have
Ω(bD)(T(f)bD)
p ≤ Ω(bD)
 1
λ(bD)
∫
bD
∣∣T(f)(z)∣∣qdλ(z)

p
q
. c˜pǫΩ(bD)
 1
λ(bD)
∫
bD
∣∣f(z)∣∣qdλ(z)

p
q
. c˜pǫΩ(bD) inf
z∈bD
(
M(|f |q)(z)
) p
q
. c˜pǫ
∫
bD
(
M(|f |q)(z)
) p
q
dΩ(z)
. c˜pǫ [ψ]
p·max{1, 1
p−1
}
Ap
‖f‖p
Lp(bD,Ω)
.
Therefore, (5.13) holds, which, together with (5.12), implies that the claim (5.10) holds.
As a consequence, we obtain that for every 1 < p <∞,∥∥∥R♯,sǫ (f)∥∥∥
Lp(bD,Ω)
. s · c˜ǫ · [ψ]
max{1, 1
p−1
}
Ap
‖f‖Lp(bD,Ω).(5.14)
By using the fact that Ω−
1
p−1 is in Ap′ when Ω is in Ap (p
′ is the conjugate index of p), and
by using duality, we obtain that∥∥∥(R♯,sǫ )∗(f)∥∥∥
Lp(bD,Ω)
. s · c˜ǫ · [ψ]
max{1, 1
p−1
}
Ap
‖f‖Lp(bD,Ω).(5.15)
Hence, we have
‖Bsǫ(f)‖Lp(bD,Ω) . s · c˜ǫ · [ψ]
max{1, 1
p−1
}
Ap
‖f‖Lp(bD,Ω).(5.16)
Since ǫ is a fixed small positive constant, we see that
s · c˜ǫ ≈ ǫ
1/2
if s is sufficiently small. Thus, we obtain that
‖Bsǫ(f)‖Lp(bD,Ω) . ǫ
1/2 · [ψ]
max{1, 1
p−1
}
Ap
‖f‖Lp(bD,Ω).(5.17)
Combining the estimates of (5.9) and (5.17), we obtain that the claim (5.7) holds.
We now prove (5.8). To begin with, following from Section 6.2 in [32], we consider a
partition of Cn into disjoint cubes of side-length γ, given by Cn = ∪k∈Z2nQ
γ
k. Then we
revert to our domain D. For a fixed γ > 0, we write 1k for the characteristic function of
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Qγk ∩ bD. Then we consider 1k(z)(C
s
ǫ)
∗(1jf)(z). we note that if z is not in the support of f ,
then
(5.18) 1k(z)(C
s
ǫ)
∗(1jf)(z) = 1k(z)
∫ ∫
bD
Cǫ(z, w)χs(w, z)f(w)1j (w)dλ(w).
Thus, by choosing s small enough and γ = cs, where c is a fixed positive constant, we see
that 1k(z)(C
s
ǫ)
∗(1jf)(z) vanishes if Q
γ
j and Q
γ
k do not touch. Next, following the proof in
Section 6.3 in [32], and combining our result Theorem 1.5 we see that
‖1k(C
s
ǫ)
∗(1jf)‖Lp(bD,Ω) . ǫ‖C
s
ǫ‖Lp(bD,Ω)→Lp(bD,Ω)‖f‖Lp(bD,Ω) . ǫ[ψ]
max{1, 1
p−1
}
Ap
‖f‖Lp(bD,Ω).
As a consequence, by using [32, Lemma 24], we obtain that our claim (5.8) holds.
The proof of Proposition 4.2 is complete. 
Proof of Theorem 1.6. Proof of Part (i): We begin with proving the sufficiency. Suppose
b is in BMO(bD, λ), and we now prove that the commutator [b,Cǫ] is bounded on L
p(bD, λ).
Note that [b,Cǫ] = [b,C
♯
ǫ]+ [b,Rǫ]. and that C
♯
ǫ is a standard Calderón–Zygmund operator.
Following the standard approach (see for example [37, 8]), we obtain that
‖[b,C♯ǫ]‖p . ‖b‖BMO(bD,λ)[ψ]
2·max{1, 1
p−1
}
Ap
.
Thus, it suffices to verify that [b,Rǫ] is bounded on L
p(bD,Ω).
In fact, employing the same decomposition as in the proof of Theorem 1.5, we obtain that
([b,Rǫ]f)
#(z˜)(5.19)
. ‖b‖BMO(bD,λ)
((
M(|Rǫf |
α)(z˜)
) 1
α +
(
M(|f |β)(z˜)
) 1
β + (M(|f |α)(z˜))
1
α
)
,
where 1 < α, β < p, z˜ ∈ bD. Hence, we have
‖[b,Rǫ]f‖
p
Lp(bD,Ω)(5.20)
≤ C
(
Ω(bD)
(
([b,Rǫ]f)bD
)p
+ ‖([b,Rǫ]f)
#‖pLp(bD,Ω)
)
. Ω(bD)
(
([b,Rǫ]f)bD
)p
+ [ψ]
2p·max{1, 1
p−1
}
Ap
‖b‖pBMO(bD,λ)‖f‖
p
Lp(bD,Ω),
where the second inequality follows from (5.19) and Lemma 1.5. Now it suffice to show that
Ω(bD)
(
([b,Rǫ]f)bD
)p
. [ψ]
p·max{1, 1
p−1
}
Ap
‖b‖pBMO(bD,λ)‖f‖
p
Lp(bD,Ω).(5.21)
By Hölder’s inequality and the fact that [b,Rǫ] is bounded on L
q(bD, λ) for any 1 < q <∞,
see [10], we have
Ω(bD)
(
([b,Rǫ]f)bD
)p
≤ Ω(bD)
 1
λ(bD)
∫
bD
∣∣[b,Rǫ]f(z)∣∣qdλ(z)

p
q
. ‖b‖pBMO(bD,λ)Ω(bD)
 1
λ(bD)
∫
bD
∣∣f(z)∣∣qdλ(z)

p
q
. ‖b‖pBMO(bD,λ)
∫
bD
(
M(|f |q)(z)
) p
q
ψ(z)dλ(z)
. [ψ]
p·max{1, 1
p−1
}
Ap
‖b‖pBMO(bD,λ)‖f‖
p
Lp(bD,Ω).
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Therefore, (5.21) holds, which, together with (5.20), implies that [b,Rǫ] is bounded on
Lp(bD,Ω). Combining the estimates for [b,C♯ǫ] and [b,Rǫ], we obtain that
‖[b,Cǫ]‖p . ‖b‖BMO(bD,λ)[ψ]
2·max{1, 1
p−1
}
Ap
.
We now prove the necessity. Suppose b is in L1(bD, λ) and [b,Cǫ] is bounded on L
p(bD,Ω)
for some 1 < p <∞.
Let C♯1,ǫ(z, w) and C
♯
2,ǫ(z, w) be the real and imaginary parts of C
♯
ǫ(z, w), respectively.
And let R1,ǫ(z, w) and R2,ǫ(z, w) be the real and imaginary parts of Rǫ(z, w), respectively.
Then, combining the size condition (5.2) and the smoothness conditions in (5.1), we get that
there exist positive constants γ0, A3, A4 and A5 such that for every ball B = Br(z0) ⊂ bD
with r < γ0, there exists another ball B˜ = Br(w0) ⊂ bD with A3r ≤ d(w0, z0) ≤ (A3 + 1)r
such that at least one of the following properties holds:
a) For every z ∈ B and w ∈ B˜, C♯1(w, z) does not change sign and |C
♯
1,ǫ(z, w)| ≥
A4
d(w,z)2n
;
b) For every z ∈ B and w ∈ B˜, C♯2(w, z) does not change sign and |C
♯
2,ǫ(z, w)| ≥
A5
d(w,z)2n
.
Then, without loss of generality, we assume that the property a) holds. Then combining
with the size estimate of R(z, w) in (5.3), we obtain that there exists a positive constant A6
such that for every z ∈ B and w ∈ B˜, C♯1(w, z) +R1(w, z) does not change sign and that
|C♯1,ǫ(w, z) +R1,ǫ(w, z)| ≥
A6
d(w, z)2n
.(5.22)
We test the BMO(bD, λ) condition on the case of balls with big radius and small radius.
Case 1: In this case we work with balls with a large radius, r ≥ γ0.
By (2.10) and by the fact that λ(B) ≥ λ(Bγ0(z0)) ≈ γ
2n
0 , we obtain that
1
λ(B)
∫
B
|b(z)− bB |dλ(z) .
1
λ(Bγ0(z0))
‖b‖L1(bD,λ) . γ
−2n
0 ‖b‖L1(bD,λ).
Case 2: In this case we work with balls with a small radius, 0 < r < γ0.
We aim to prove that for every fixed ball B = Br(z0) ⊂ bD with radius r < γ0,
1
λ(B)
∫
B
|b(z)− bB |dλ(z) . ‖[b,Cǫ]‖p,(5.23)
which, combining with (4.11), finishes the proof of the necessity part.
Now let B˜ = Br(w0) be the ball chosen as above, and let mb(B˜) be the median value of b
on the ball B˜ with respect to the measure λ defined as follows: mb(B˜) is a real number that
satisfies simultaneously
λ({w ∈ B˜ : b(w) > mb(B˜)}) ≤
1
2
λ(B˜) and λ({w ∈ B˜ : b(w) < mb(B˜)}) ≤
1
2
λ(B˜).
Then, following the idea in [37, Proposition 3.1] (see also [47, 8]), by the definition of median
value, we choose F1 := {w ∈ B˜ : b(w) ≤ mb(B˜)} and F2 := {w ∈ B˜ : b(w) ≥ mb(B˜)}. Then
it is direct that B˜ = F1 ∪ F2, and moreover, from the definition of mb(B˜), we see that
λ(Fi) ≥
1
2
λ(B˜), i = 1, 2.(5.24)
Next we define E1 = {z ∈ B : b(z) ≥ mb(B˜)} and E2 = {z ∈ B : b(z) < mb(B˜)}.
Then B = E1 ∪ E2 and E1 ∩ E2 = ∅. Then it is clear that b(z) − b(w) is non-negative for
any (z, w) ∈ E1 × F1, and is negative for any (z, w) ∈ E2 × F2. Moreover, for (z, w) in
(E1 × F1) ∪ (E2 × F2), we have
|b(z) − b(w)| ≥ |b(z) −mb(B˜)|.(5.25)
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Therefore, from (5.22), (5.24), and (5.25) we obtain that
1
λ(B)
∫
E1
∣∣b(z)−mb(B˜)∣∣dλ(z)
.
1
λ(B)
λ(F1)
λ(B)
∫
E1
∣∣b(z) −mb(B˜)∣∣dλ(z)
.
1
λ(B)
∫
E1
∫
F1
1
d(w, z)2n
∣∣b(z)− b(w)∣∣dλ(w)dλ(z)
.
1
λ(B)
∫
E1
∫
F1
|C♯ǫ,1(w, z) +R1,ǫ(w, z)|
(
b(z)− b(w)
)
dλ(w)dλ(z)
.
1
λ(B)
∫
E1
∣∣∣∣ ∫
F1
Cǫ(w, z)
(
b(z) − b(w)
)
dλ(w)
∣∣∣∣dλ(z)
.
1
λ(B)
∫
E1
|[b,Cǫ](χF1)(z)| dλ(z),(5.26)
where the last but second inequality follows from the fact that C♯ǫ,1(w, z) +R1,ǫ(w, z) is the
real part of Cǫ(w, z).
Then, by using Hölder’s inequality and (4.11), ψ ∈ Ap, we further obtain that the right-
hand side of (5.26) is bounded by
1
λ(B)
∫
E1
ψ−
p′
p (z)dλ(z)

1
p′ (∫
E1
|[b,Cǫ](χF1)(z)|
p ψ(z)dλ(z)
) 1
p
.
1
Ω(B)
λ(B) (Ω(B))
− 1
p (Ω(F1))
1
p ‖[b,Cǫ]‖p
. ‖[b,Cǫ]‖p.
Similarly, we can obtain that
1
λ(B)
∫
E2
∣∣b(z) −mb(B˜)∣∣dλ(z) . ‖[b,Cǫ]‖p.
As a consequence, we get that
1
λ(B)
∫
B
∣∣b(z)−mb(B˜)∣∣dλ(z)
.
1
λ(B)
∫
E1
∣∣b(z)−mb(B˜)∣∣dλ(z) + 1
λ(B)
∫
E2
∣∣b(z)−mb(B˜)∣∣dλ(z)
. ‖[b,Cǫ]‖p.
Therefore,
1
λ(B)
∫
B
∣∣b(z)− bB∣∣dλ(z) ≤ 2
λ(B)
∫
B
∣∣b(z)−mb(B˜)∣∣dλ(z) . ‖[b,Cǫ]‖p
which gives (5.23). Combining the estimates in Case 1 and Case 2 above, we see that b is in
BMO(bD, λ)
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Proof of Part (ii): We begin by showing the sufficiency. Suppose b ∈ VMO(bD, λ). Note
that [b,Cǫ] = [b,C
♯
ǫ] + [b,Rǫ], and that [b,C
♯
ǫ] is a compact operator on Lp(bD, ω) (following
the standard argument in [27, 5]), it suffices to verify that [b,Rǫ] is compact on L
p(bD,Ω).
However, this follows from the approach in the proof of (ii) of Theorem D ([10, Theorem
1.1]).
We now prove the necessity. Suppose that b ∈ BMO(bD, λ) and that [b,Cǫ] is compact on
Lp(bD,Ω) for some 1 < p <∞. Without loss of generality, we assume that ‖b‖BMO(bD,λ) = 1.
We now use the idea from Lacey ([10]). To show b ∈ VMO(bD, λ), we seek the contradic-
tion: there is no bounded operator T : ℓp(N)→ ℓp(N) with Tej = Tek 6= 0 for all j, k ∈ N.
Here, ej is the standard basis for ℓ
p(N).
Thus, it suffices to construct the approximates to a standard basis in ℓp, namely a
sequence of functions {gj} such that ‖gj‖Lp(bD,Ω) ≃ 1, and for a nonzero φ, we have
‖φ− [b,Cǫ]gj‖Lp(bD,Ω) < 2
−j .
Suppose that b /∈ VMO(bD, λ), then there exist δ0 > 0 and a sequence {Bj}
∞
j=1 :=
{Brj (zj)}
∞
j=1 of balls such that
1
λ(Bj)
∫
Bj
|b(z)− bBj |dλ(z) ≥ δ0.(5.27)
Without loss of generality, we assume that for all j, rj < γ0, where γ0 is the fixed constant
in the argument for (5.22).
Now choose a subsequence {Bji} of {Bj} such that
rji+1 ≤
1
4cω
rji ,(5.28)
where cω is the constant such that
c−1ω r
2n ≤ λ
(
Br(w)
)
≤ cωr
2n, 0 < r ≤ 1.(5.29)
For the sake of simplicity we drop the subscript i, i.e., we still denote {Bji} by {Bj}.
Then for each such Bj , we can choose a corresponding B˜j. Now let mb(B˜j) be the median
value of b on the ball B˜j with respect to the measure ωdσ. Then, by the definition of median
value, we can find disjoint subsets Fj,1, Fj,2 ⊂ B˜j such that
Fj,1 ⊂ {w ∈ B˜j : b(w) ≤ mb(B˜j)}, Fj,2 ⊂ {w ∈ B˜j : b(w) ≥ mb(B˜j)},
and
λ(Fj,1) = λ(Fj,2) =
λ(B˜j)
2
.(5.30)
Next we define Ej,1 = {z ∈ B : b(z) ≥ mb(B˜j)}, Ej,2 = {z ∈ B : b(z) < mb(B˜j)}, then
Bj = Ej,1∪Ej,2 and Ej,1∩Ej,2 = ∅. Then it is clear that b(z)−b(w) ≥ 0 for (z, w) ∈ Ej,1×Fj,1
and b(z)− b(w) < 0 for (z, w) ∈ Ej,2×Fj,2. And for (z, w) in (Ej,1×Fj,1)∪ (Ej,2×Fj,2), we
have
|b(z) − b(w)| ≥ |b(z) −mb(B˜j)|.(5.31)
We now consider
F˜j,1 := Fj,1
∖ ∞⋃
ℓ=j+1
B˜ℓ and F˜j,2 := Fj,2
∖ ∞⋃
ℓ=j+1
B˜ℓ, for j = 1, 2, . . . .
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Then, based on the decay condition of the radius {rj}, we obtain that for each j,
λ(F˜j,1) ≥ λ(Fj,1)− λ
( ∞⋃
ℓ=j+1
B˜ℓ
)
≥
1
2
λ(B˜j)−
∞∑
ℓ=j+1
λ
(
B˜ℓ
)
≥
1
2
λ(B˜j)−
c2λ
(4cλ)2n − 1
λ(B˜j) ≥
1
4
λ(B˜j).(5.32)
Now for each j, we have that
1
λ(Bj)
∫
Bj
|b(z) − bBj |dλ(z)
≤
2
λ(Bj)
∫
Bj
∣∣b(z)−mb(B˜j)∣∣dλ(z)
=
2
λ(Bj)
∫
Ej,1
∣∣b(z)−mb(B˜j)∣∣dλ(z) + 2
λ(Bj)
∫
Ej,2
∣∣b(z)−mb(B˜j)∣∣dλ(z).
Thus, combing with (5.27) and the above inequalities, we obtain that as least one of the
following inequalities holds:
2
λ(Bj)
∫
Ej,1
∣∣b(z)−mb(B˜j)∣∣dλ(z) ≥ δ0
2
,
2
λ(Bj)
∫
Ej,2
∣∣b(z)−mb(B˜j)∣∣dλ(z) ≥ δ0
2
.
We may assume that the first one holds, i.e.,
2
λ(Bj)
∫
Ej,1
∣∣b(z)−mb(B˜j)∣∣dλ(z) ≥ δ0
2
.
Therefore, for each j, from (5.30) and (5.31) and by using (5.26), we obtain that
δ0
4
≤
1
λ(Bj)
∫
Ej,1
∣∣b(z) −mb(B˜j)∣∣dλ(z)
.
1
λ(Bj)
∫
Ej,1
ψ−
p′
p (z)dλ(z)

1
p′ (∫
bD
∣∣[b,Cǫ](χF˜j,1)(z)∣∣pψ(z)dλ(z)
) 1
p
.
1
λ(Bj)
λ(Bj)Ω(Bj)
− 1
p
(∫
bD
∣∣[b,Cǫ](χF˜j,1)(z)∣∣pψ(z)dλ(z)
) 1
p
.
(∫
bD
∣∣[b,Cǫ](fj)(z)∣∣pψ(z)dλ(z)) 1p ,
where fj :=
χ
F˜j,1
Ω(Bj)
1
p
.
Thus, combining the above estimates we have that
0 < δ0 .
(∫
bD
∣∣[b,Cǫ](fj)(z)∣∣pψ(z)dλ(z)) 1p .
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Moreover, since ψ ∈ Ap, it follows that there exist positive constants C1, C2 and σ ∈ (0, 1)
such that for any measurable set E ⊂ B,(λ(E)
λ(B)
)p
≤ C1
Ω(E)
Ω(B)
≤ C2
(λ(E)
λ(B)
)σ
.
Hence, from (5.32), we obtain that 4
− 1
p . ‖fj‖Lp(bD,Ω) . 1. Thus, it is direct to see that
{fj}j is a bounded sequence in L
p(bD,Ω) with a uniform Lp(bD,Ω)-lower bound away from
zero.
Since [b,Cǫ] is compact, we obtain that the sequence {[b,Cǫ](fj)}j has a convergent sub-
sequence, denoted by
{[b,Cǫ](fji)}ji .
We denote the limit function by g0, i.e.,
[b,Cǫ](fji)→ g0 in L
p(bD,Ω), as i→∞.
Moreover, g0 6= 0.
After taking a further subsequence, labeled gj , we have
• ‖gj‖Lp(bD,Ω) ≃ 1;
• gj are disjointly supported;
• and ‖g0 − [b,Cǫ]gj‖Lp(bD,Ω) < 2
−j .
Take aj = j
p
p+1 , so that {aj} ∈ ℓ
p \ ℓ1. It is immediate that γ =
∑
j ajgj ∈ L
p(bD,Ω),
hence [b,Cǫ]γ ∈ L
p(bD,Ω). But, g0
∑
j aj ≡ ∞, and yet∥∥∥g0∑
j
aj
∥∥∥
Lp(bD,Ω)
≤ ‖[b,Cǫ]γ‖Lp(bD,Ω) +
∑
j
aj‖g0 − [b,Cǫ]gj‖Lp(bD,Ω) <∞.
This contradiction shows that b ∈ VMO(bD, λ).
The proof of Theorem 1.6 is complete. 
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