Network embedding is of paramount importance in many real applications, such as node classification, network visualization, and link prediction. Existing methods can effectively encode different structural properties into representations. Most of them are single-granular representation learning methods that do not enable the network to be easily analyzed at various scales. There are many kinds of hierarchical structures in reality. In this paper, we propose a novel algorithm multi-granular representation learning for networks based on the 3-clique named Marc. It makes the representations of the current network be formed by both considering the structure of this granular network and inheriting the coarser network representation results. Firstly, we propose the 3-clique coarsening strategy. A 3-clique is coarsened to be a supernode in the coarser network. These coarsened networks with different granularities, preserve the original network's main structure. Secondly, we use the single-granular optimization objective function to obtain the nodes' representations of each granular network. Finally, the refinement model learns the nodes' representations, starting from the coarsest network. The learned representations of supernodes serve as good initializations for embedding the corresponding coarsened nodes from the finer network. This process is repeated until we obtain an embedding for each node in the original network which preserves the relationship among multigranular networks. The experimental results on five public datasets, Wiki, BlogCatalog, Cora, CiteSeer, and DBLP, demonstrate that Marc has a better Macro F 1 value for classification tasks than the baseline methods.
I. INTRODUCTION
A network is a natural way of forming objects with complex relationships. The rich information of nodes is encoded in the network. The analysis of networks is important for almost every field. For example, through paper citation networks, citations can be recommended to authors based on the weighted heterogeneous information network that contains semantic linking [1] - [4] ; through social networks, personalized recommendation enhances users' experiences according to their interests; and protein-protein interaction networks predict the functional labels of proteins [5] - [7] .
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Network embedding is an efficient method to learn the lowdimensional representations of nodes in network. The learned representations include meaningful structural, semantic, and relational information so that they can be used as low-dimensional features for downstream tasks, such as multi-label classification [3] , [8] , link prediction [9] , and network visualization [8] . Network embedding is a challenging machine learning research problem because of the high dimensionality, scarcity, and nonlinearity of the network data. In recent years, many algorithms for network embedding have been proposed, which aim to capture different structural properties into representations, such as neighborhood connectivity patterns [10] , [11] , community information [12] - [15] , firstorder proximity, and second-order proximity [16] . They are VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ mainly classified into the following three methods: matrix factorization [17] - [21] , deep learning [10] , [11] , [16] , [18] , and multi-granular representation learning [22] . Traditional Neuron-based Reinforcement Learning (NRL) methods based on matrix factorization, such as ISOMap [19] and LLE [20] , work well on small networks. They regard preserving the structures of networks. But they have the underlying matrix inverse problem and may be inefficient when the rank r is relatively large. To avoid this problem, the method [23] searches for a rank-one solution of NMF based upon ADMM and utilizes greedy search to obtain the low rank matrix factors. In this way, the computation is only linearly proportional to r.
Classical methods based on deep learning are DeepWalk, Node2vec, and LINE. They regard preserving network neighborhoods of nodes and walk randomly in short distances to explore the local neighborhoods of nodes. Additionally, there are other deep learning methods. NetRA learns an adversarially regularized LSTM encoder that can produce useful vertex representations from discrete inputs, without a pre-defined explicit latent-space prior [24] . These methods are transductive to learn nodes' embeddings. GraphSAGE is inductive to generate embeddings for previously unseen data by sampling and aggregating features from a node's local neighborhood [25] .Despite their scalability and performance success in link prediction, network visualization, and classification tasks in large networks, all these methods are singlegranular methods.
Additionally, in the real world, many complicated networks, such as social networks and metabolic networks, have explicit multi-granular structures. Multi-granular approaches [26] , [27] also exist and have been widely studied for efficient community detection [13] , [14] . Recently, HARP has been a competitive algorithm used to recursively coarsen the input network into smaller but structurally similar networks that preserves both global and local topological information. However, it can easily become trapped at the bad local minimum because of its edge collapsing and star collapsing coarsening schemes [26] . HSRL uses the community awareness network compressing scheme to obtain a series of smaller networks. However, it first computes the modularity Q with high complexity [28] .
There are abundant 3-clique structures in real networks, for example, in the toy example of a citation network, where nodes in the network represent papers published in the past proceedings of a conference and edges represent the citations made by these papers. Authors from the same research group are fond of citing each other. How effective multi-granular methods should be used to capture both global structural information and local structural information simultaneously, and to strengthen the optimum network embedding quality so that it can escape from the local minimum.
In this paper, the multi-granular representation learning method for networks based on the 3-clique, Marc, is brought out. The representations of the current network are formed by both considering the current network structure and inheriting the coarse-grained representation results. Firstly, Marc recursively coarsens the nodes and edges using the 3-clique method to obtain a series of smaller networks with different granularities, which provides a multi-granular view of the original network's global structure. Secondly, Marc uses the single-granular optimization objective function to optimize different objects formed in different granular networks. It computes the supernodes' embeddings, starting from the coarsest network, using the single-granular optimization objective function in combination with state-of-theart network embedding methods. The computation is not expensive because it consumes far less memory. Finally, the learned representations of supernodes in the coarser network serve as good initial embeddings for the corresponding coarsened nodes from the finer network. The refinement model propagates the embeddings from the coarsest network to the original network recursively. This process is repeated until we obtain an embedding for each node in the original network which preserves the relationships among multi-granular networks.
Conceptually, Marc preserves two types of relationship information: one type is multi-granular information and the high-order proximity structure at different granularities. The other type is local information that represents the triangular structure at the same granularity. Vertically, the 3-clique structure in the finer layer has stronger cohesiveness than that in the coarser layer. Horizontally, the nodes in the same 3-clique are more similar to each other. Through multigranular representation learning method for networks based on the 3-clique, the merger motivates to obtain high-order proximity by recursively coarsening networks based on the 3-clique coarsening scheme.
The main contributions of our work are the following: 1) We propose Marc, a novel multi-granular representation learning algorithm based on the 3-clique coarsening algorithm. It intuitively breaks away from the local minima and obtains both the local structure and the global structure of the original network. 2) Marc improves the single-granular optimization objective function, , in each granular network. The supernodes, which are formed by the 3-clique structures, are optimal objectives. 3) The experimental results on five real-world datasets, Wiki, BlogCatalog, Cora, CiteSeer, and DBLP, demonstrate the power of Marc on classification tasks. It outperformed the existing methods for classification tasks on several real-world networks, with improvements as large as 15.03% Macro F 1 .
The remainder of the paper is organized as follows: In Section II, we introduce related work. In Section III, we define the problem. In Section IV, we present the specific details of the proposed method. We present and analyze the experimental results in Section V. Finally, we conclude the paper and outline future work in Section VI.
II. RELATED WORK
With the rapid growth of large-scale social networks, critical techniques for network embedding have been proposed for network analysis tasks. They are mainly classified into three methods: matrix factorization [17] - [20] , deep learning [10] , [11] , [16] , [18] , and multi-granular representation learning [26] , [28] .
Methods based on matrix factorization [17] , [29] , [30] have been proposed, which compute the global structural similarity between any pairs of nodes. However, these methods require the construction of an enormous matrix, which is typically much denser than the adjacency matrix, when the network is large scale. Such matrix factorization-based approaches also suffer inefficiency because of the high computational requirements and overhead involved in searching over the parameter space.
Networks are generally observed that nodes have the tendency to link with other nodes that are similar to them. The authors of a recent advancement in network representation learning were the first to propose the online deep learning technique, DeepWalk, for network embedding [10] . There have been many excellent works concerned on deep learning model [11] , [29] , [31] . Node2vec generates ''sentences'' of nodes that modify DeepWalk using a biased random walk procedure, and then feed these sentences into word embedding models, such as word2vec [32] , [33] . LINE [16] suits arbitrary types of information networks and proposes an edge-sampling algorithm for optimizing the objective. LINE [16] directly optimizes objective functions that attempt to preserve first-order proximity and second-order proximity because random walks are only effective for exploring local neighborhoods for a node. It tackles the limitation of the classical stochastic gradient decent. Additionally, for DeepWalk, LINE, PTE, and node2vec, NetMF derives the closed form of the matrix and approximates the closed form of DeepWalk's implicit matrix by explicitly factorizing this matrix using SVD [18] .
Such locally oriented models may not be able to capture global or long-distance relationships that come from nodes in real-world social networks. They are single-granular representation learning methods. The multi-granular representation learning is the recent research focus. HARP derives a good initialization scheme for learning representations on the input network. It has been further combined with state-of-theart network embedding methods [26] . Although HARP can capture global information, its compression strategy is not efficient. Its edge collapsing algorithms generate the result that nodes in later layers which are disconnected or belong to different structures may be merged. This misleads the global topology of an input network. Thus, taking the supernodes' embeddings learned on the coarsest networks as the initialization will lead NRL methods to a bad local minimum. HARP could work well on a star-like structure because of its star collapsing scheme, which merges nodes with the same neighbors into supernodes. Multi-level approaches exist for efficient community detection [27] , [34] - [37] . HSRL uses the community-awareness compressing strategy, and then combines with an existing NRL method to learn the node embeddings for every compressed network. Finally, concatenating the nodes' embeddings from all compressed networks forms the node embeddings of the original network. However, HSRL needs to compute the modularity Q [24] .
In this paper, we mathematically propose Marc to embed both global structure information and local structure information into low dimensional representation. The challenge is not only to determine the topological 3-clique relationship in the same layer of the network but also obtain the relationships between the 3-cliques in different layers of the networks that are being considered. Another challenge is to use the single-granular optimization objective function in every granular network to improve the quality of super nodes'/nodes' embeddings with related NRL methods.
III. PROBLEM DEFINITION
We aim to learn the latent representation of each node in a network. In this section, we provide definitions.
Definition 1 (Network Representation Learning):
Network representation learning aims to learn mapping function f : V → R d from nodes of the network to feature representations, where d |V | is a hyperparameter that denotes the node dimension. In fact, f is a matrix of size |V | × d, where the j th row represents the j th node from V .
Definition 2 (Multi-Granular Network Representation Learning):
Given a series of coarsened networks G 0 , G 1 , . . . , G m of the original network G = (V , E) and the network representation learning mapping function S f () multi-granular network representation learns the node embeddings for each coarsened network using
Note that the multiplicity of node v k indicates the possible paths whose length is m between nodes v i and v k .
IV. METHOD
Without loss of generality, we assume that the network is directed, as an undirected edge can be considered as two directed edges with opposite directions and equal weights. Marc consists of three steps: 3-clique collapsing network coarsening, network embedding, and embedding refinement.
A. CLIQUE COLLAPSING NETWORK COARSENING
We firstly introduce the 3-clique collapsing network scheme for network coarsening in Algorithm 1. Additionally, we represent the definition of the 3-clique coarsening method and related notation.
Given network G, network coarsening algorithm based on 3-clique method creates multi-granular successively coars-
The coarser networks G i (0 < i ≤ m) much fewer edges and nodes than finer networks preserve the global structure of the original network G 0 . Algorithm 1 briefly describes how to generate multi-granular networks from G 0 to G m . $m$ is a parameter which defines the levels of coarsening. To get the optimal Micro-F 1 and Macro-F 1 , m is different for different datasets in our experiment. As a whole, m does not exceed 4. Algorithm 1 briefly describes how to generate multi-granular networks.
Algorithm 1 Network Coarsening (G,m)
Input: Network G(V , E), the coarsening levels m Output: Series of coarsened networks G 0 ,
In Algorithm 1, because of the principle of homophily, three neighboring connected nodes in a clique are similar to each other. The network can be coarsened to be approximately a third of the size of the original network. Therefore this method can coarsen the large-scale network.
Then we introduce a 3_cliqueCollapse coarsening scheme. Our observation on the 3-clique structure is that they form a solid triangle pattern. This leads to our 3-clique collapsing scheme, shown in FIGURE 1-FIGURE 5, which merges 
because they are similar to each other. Edge collapsing [38] is an efficient algorithm for preserving first-order proximity. It selects any subset of edges in 3-clique E ⊆ E, such that three connected edges in E are incident to the same vertex.
edge collapsing merges three edges incident to u i (v i or q i ). The number of reduced nodes in the coarser network is therefore approximately two-thirds of that in the original network. As illustrated in FIGURE 1, the 3-clique collapsing scheme merges node pairs
or v 3 , which results in a coarser network with v 4 , v 1 , andv 5 and two edges. Merging strategy indicates three nodes are merged into the top node.
The successive 3-clique collapsing on a network snippet is as shown in FIGURES 2-4. There are three cliques, 6 ). If our algorithm first merges in order from left to right, it merges the 3 ) breaks, and finally, it merges the third clique (v 4 , v 5 , v 6 ) into v 4 (v 5 or v 6 ). Hence, six nodes reduce to two nodes and eight edges merge into one edge in the same granular network.
If our algorithm merges in order from the center to both sides, as shown in FIGURE 3, it merges the first 3-clique
, and then the second 3-clique (v 1 , v 2 , v 3 ) breaks. Finally, the current granular network cannot merge the third clique (v 4 , v 5 , v 6 ) into v 4 (v 5 or v 6 ) according to Marc because node v 4 has been merged once. It merges the 3-clique (v 4 ,v 5 ,v 6 ) into v 4 (v 5 or v 6 ) in next round coarser network. In the two different successive coarser networks, six nodes reduce to two nodes and eight edges turn into one edge. 
is merged into node v 2 in the current granular network. In the same coarser network, six nodes reduce to two nodes and eight edges turn into one edge.
Real-world networks are often scale-free, which means that they contain a large number of triangle-like structures. Our observation on the triangle structure is that there are strong first-order similarities between the peripheral nodes because the node and its neighborhood share the same neighborhood. As shown in FIGURE 2-5, the 3-clique collapsing coarsening scheme, which merges triangle-like nodes with larger neighbors into supernodes because they are similar to each other. 6 ), and (v 5 , v 6 ) are merged into supernode v 4 , which generates a coarsened network about | V|/3 nodes.
We get a smaller network based on the 3-clique shown in FIGURE 5, G k = (V k , E k ), which can capture the essential structure of G. In FIGURES 5(a) and (b), dashed circles indicate the 3-clique structure. Additionally, the connected 3-cliques in different granular networks capture the high-order proximity. Three nodes identified in red in FIGURE 5(a) are merged from the supernode identified in violet in FIGURE 5(b) which is still in another 3-clique identified in red shown in the coarser granular network in Based on this 3-clique network coarsening scheme, Marc explores how to represent the nodes and classify them in the path that includes the m th -level neighborhood from G m . We use the single-granular optimization function to obtain the nodes' optimum embeddings in the i th -level network based on the optimization function introduced in section B. Then Marc uses the embeddings obtained from the (i + 1) th -level mergers as the initial embeddings of nodes in the i th -level graph decomposed by the merger of the (i + 1) th -level network. These embeddings of i th -level nodes are optimized by a single-granular optimization function and further propagated recursively to the nodes of the finer network to perform classification. Marc obtains the i th -order proximity, which has the same initialization but different representations so that it measures the global relationship among the nodes in the m-hops manner and the local relationship in the same granular network.
B. NETWORK EMBEDDING ON THE COARSEST NETWORK 1) IMPROVED SINGLE-GRANULAR OPTIMUM PROCESS
Popular methods for learning the parameters of optimization objective function [9] , [10] , [15] in the same single-granular framework suffer from two main difficulties: (1) their random optimization can fall victim to poor initialization, and (2) their focus is to obtain low-order network structural information, not high-order network structural information [30] . In view of these disadvantages, we introduce optimization objective function in the multigranular representation learning framework in which optimization objectives are supernodes formed by the 3-clique collapsing network coarsening shown in Section A in each granular network. It is likely that it will be easier for these supernodes in the coarser G k to obtain optimum embeddings for two reasons with the help of the following optimization objective function . Firstly, fewer relationships formed by fewer edges and nodes that can be expressed in the space reduces the effect of noise. Thus, in the sample spaces of these coarser networks, there will be less variation in training examples. Hence, it will be easier to yield a smoother objective optimization function. Secondly, the radius of the coarser network G k may be smaller than that of G, so optimization objective function working on the local structure can also capture the global structure. We represent the derivation process of the single-granular optimization primitives. In fact, optimization objective function in the multi-granular representation learning framework reduces the complexity. Its complexity analysis is presented in Section D.
At each level, we use the following function as our optimization objective function . The detailed symbols are shown in TABLE I.
First, the network embedding is obtained on the coarsest network, G m , using single-granular optimization primitives in the selected network embedding method. As V t is the supernode that is formed after the m-level granulation and the scale of G m is much smaller than that of the original network, it is much easier to obtain high-order and global structure information through optimizing P V t+j |V t , with much less complexity. The optimization objectives based on the multi-granular results enrich the local and global structure information. Optimization objective function working on these optimization objectives strengthens the network embedding quality. Additionally, as optimization objectives change with the granulation process of the multi-granular representation based on the 3-clique, optimization objective function propagates the high-quality network embedding from the coarsest network to the finest network and continues to promote it.
Using a regular logarithmic function to regularize objective function shown in (1), we obtain the following linearly separable case:
Then we use neural network function S f () to calculate the conditional probability, where f is the parameter of the neural network, in reality, it includes the embedding of each node. It is randomly initialized:
We use the sigmoid function to adjust the inner product of node pairs ( V T t+j V t ) to (0, 1). To obtain the optimum value, we perform a derivation operation:
We use the softmax function to refine P V t+j | V t :
Without loss of generality, negative sampling can reduce computational complexity. The following (6) and (7) calculate the probability of the positive sample and negative sample, respectively. In formula (6), D = 1 represents V t+j is positive sample. And in formula (7) , D = 0 representsV t+j is the negative sample.
To determine the optimal f , we define K , the total number of negative sampling, as 5. Equation (5) is converted to be (8) after derivation (8) , as shown at the bottom of the next page. After derivation operation, we obtain the vector presentation embedding matrix f for every node from ( V T t+j V t ). However, because f may not be the most optimal matrix, we adjust it in the following equation for the initialization of the derivative procedure (from (1) to (8)) for another node, (9) , as shown at the bottom of the next page. where η is the balancing parameter:
The objective in the above formulas from (1) to (10) is to learn parameter f in the coarsest network, while labeling the node under consideration based on Marc. Then f serves as a good initialization for embedding the corresponding merged nodes from the much finer network recursively until we obtain an embedding for each node in the original network. We calculate the embeddings from the m th -level neighborhood of a node recursively, as shown in Algorithm 2. Clearly, this paradigm is algorithm independent because it relies on the provided function S f (). Thus, with minimum effort, this paradigm can be incorporated into any existing network representation learning method, thereby yielding a multilevel version of that method.
C. NETWORK REPRESENTATION REFINEMENT
We propagate the network embedding from the coarsest to the finest network. When using the (i+1) th -level neighborhood, we use the embeddings obtained from the (i+1) th -level mergers as the initial embeddings of the i th -level graph nodes decomposed by the merger of the (i+1) th -level network. These embeddings from the m th -level neighbors in the coarsest network are further propagated recursively to the nodes of a finer network to perform classification. We use Marc to learn different multi-granular relationships to obtain highorder proximity [37] , which preserves global network structural information at different scales.
For each network G i , its corresponding embedding is f i . We propagate the network embedding of G i+1 , f i+1 as the initial embedding of f i . We observe that some node v ∈ G i+1 may be a supernode of nodes (v 1 , v 2 , v 3 ) which own the 3-clique structure (v 1 , v 2 , v 3 ) ∈ G i . The embedding of supernode v is the initial embeddings of nodes (v 1 , v 2 , v 3 ). Additionally, we obtain the refined embedding f i . Then embedding method is applied to (G i , f i+1 ) to further refine G i−1 .We return the embedding of the original network f 0 , which is the network embedding of the original network shown on line 3 of Algorithm 2, which represents the entire Marc procedure. 
V. EXPERIMENTS A. DATASETS
In this section, we conduct multi-label classification using the following five benchmark datasets.
Wiki is the co-occurrence network of words that appear in the first million bytes of the Wikipedia dump. This network has 2,405 nodes, 23,192 edges, and 17 labels whose categorization is based on intra-Wiki links. The dataset is from OpenNE [39] , [40] . BlogCatalog is a network of social relationships of the bloggers listed on the BlogCatalog website. The labels represent the blogger interests inferred through the metadata provided by the bloggers. The network has 10,312 nodes, 667,966 edges, and 39 labels. This online dataset can be downloaded from the website in footnote 1 .
Cora is a typical paper citation network in the computer science domain classified into seven pre-defined research topics constructed by (McCallum et al., 2000) . After filtering out papers without text information, there are 2,277 machine learning papers in this network. The dataset is from OpenNE [39] , [40] .
DBLP 1 includes the four research areas of databases. It builds a coauthor network that consists of the top 5,000 authors and their coauthor relationships. The dataset includes 27,199 nodes and 133,664 edges. This online dataset can be downloaded from the website in footnote 2 .
CiteSeer 2 consists of 3,312 scientific publications classified into six classes. The citation network consists of 9,072 links. The README file in the dataset provides more details. This online dataset can be downloaded from the website in footnote 2 .
From TABLE II, we see that the ratio of edges to nodes is up to 64.78 in the BlogCatalog dataset.
B. BASELINE METHODS
We compare our model with the following network embedding methods: HARP, DeepWalk, LINE, and Node2vec.
HARP [26] works by compressing the original network into a smaller network that approximates the global structure 1https://github.com/GTmac/HARP/tree/master/example_networks/DBLP 2https://github.com/GTmac/HARP/tree/master/example_networks/citeseer
VOLUME 7, 2019 of its input through edge collapsing and star collapsing. The simplified network is used to learn a set of initial representations as a good initialization for learning representations in the finer network. By decomposing a network in a series of levels, it embeds the hierarchy of networks from the coarsest network to the original network recursively. DeepWalk [10] is a two-phase method for embedding networks. First, DeepWalk generates random walks of fixed length from all the nodes of a network. Then, the walks are considered as sentences in a language model and the Skip-gram model for learning word embeddings is used to obtain network embeddings. DeepWalk uses the hierarchical softmax for Skip-gram model optimization.
LINE [16] designs loss functions for preserving firstorder and second-order proximities to measure the similarity between nodes and learns node embeddings by preserving the aforementioned proximities of nodes in the embedding space .
Node2vec [11] is a biased random walk-based method that provides a trade-off between BFS and DFS when using random walks on nodes. It is an improvement on DeepWalk in the random walk phase. Additionally, it uses negative sampling to optimize the Skip-gram model.
C. EXPERIMENTAL SETTINGS
For DeepWalk, Marc (DW), and HARP_DW, we had to set the following parameters: window size w for the Skip-gram model, number of random walks γ , walk length t, iteration iter, and representation size d. The parameter settings of DeepWalk Marc_DW, and HARP_DW were w = 10, γ = 40, t = 10, d = 128, and iter = 5. Specifically, to ensure a fair comparison, we increased the value of γ in DeepWalk, which provided a larger training dataset for DeepWalk. We note increasing γ in this manner resulted in substantially worse DeepWalk models.
For LINE, HARP_LINE, and Marc_LINE, we ran 70 iterations on all network edges at all coarsening levels. The parameter settings were w = 10, γ = 70, t = 10, andd = 128. For LINE and HARP_LINE, we increased the number of iterations over network edges in LINE and HARP_LINE. The amount of training data for both models remained the same.
For Node2vec, HARP_N2V, and Marc_N2V, we also set the following parameters: window size w for the Skip-gram model, number of random walks γ , walk length t, iteration iter, and representation size d. In Marc_N2V, the parameter settings were also w = 10, ϒ = 40, t = 10, d = 128, and iter = 5. Similar to DeepWalk, we increased the value of γ in Node2vec to ensure a fair comparison. Both the in-out and return hyperparameters were set to 1.0. In our experiments, to maximize the results of HARP_DW on all datasets, all the parameters had the same settings as those in DeepWalk and Marc_DW to ensure fair results. The parameters set for HARP_LINE and LINE were consistent with those of Marc_LINE, and so on.
For all models, the final learning rate and initial learning rate were set to 0.001 and 0.025, respectively.
D. MULTI-LABEL CLASSIFICATION
We propose a new approach for intra-network classification, which enriches the adjacency of a node using the 3-clique approach to coarsen the network. In the network, based on interests or concepts, each node is assigned to a well-defined community in the multi-label classification setting [3] . We evaluated our method using the same experimental procedure as other research [10] . First, the network embeddings were obtained recursively by setting the initial representations in the coarser network as a good initialization for learning representations in the detailed network through Marc. Then a portion (T R ) of nodes along with their labels were randomly sampled from the network as training data. Finally, predicting the labels for the remaining nodes was our ultimate goal. We trained a one-vs-rest logistic regression model with L2 regularization on the network embeddings for prediction. The logistic regression model was implemented using LibLinear (Fan et al. 2008 ).
E. EVALUATION METRICS
To validate our results, we used two popular evaluation measures for multi-label classification, Micro F1 and Macro F 1 [10] . To verify the robustness of various approaches, a trial was conducted using 10-fold cross-validation to obtain the average Macro F 1 score and Micro F 1 score for the results of repeating the experimental process 10 times. We report the average Macro F 1 score over these random 10 results in our method.
F. RESULTS ANALYSIS TABLE III presents the Macro F 1 scores achieved on Cite-Seer, BlogCatalog, DBLP, Cora, and Wiki. The portion of labeled nodes is set from 1% to 9% on all datasets, except BlogCatalog. On BlogCatalog, the number of class labels was proximately 10 times greater than that for the other networks; hence, for a finer-grained analysis, we also compared performance while varying the training-test split from 10% to 90% for BlogCatalog, not from 1% to 9% for the other datasets. We can see that our method improved the existing neural embedding algorithms on almost all test datasets. On DBLP, the improvement gains introduced by Marc over HARP were obvious. Given the scale-free nature of BlogCatalog, network coarsening was much more difficult because of the large number of star-like structures in it. We can see that our algorithm almost improved all existing neural network-based methods in Our method supports multiple embedding strategies; therefore, we make some embedding-specific observations. We deduce that our method consistently improved both the quality and efficiency of HARP, DeepWalk, LINE, and Node2vec on five datasets: BlogCatalog, Cora, CiteSeer, DBLP, and Wiki. HARP is a competitive algorithm. Our algorithm was better on five datasets. This performance suggests that different neighborhood sampling strategies are not reliable in different fields. Designing special sampling strategies will result in limited application scope. On BlogCatalog, the advantage of our algorithm was not as evident as it was on the other four datasets. The reason might be that the node labels of BlogCatalog depend more on the nodes' neighborhood. Marc is better than the other three algorithms on all datasets because it is a multi-granular representation algorithm based on the 3-clique. Particularly, on the Cora, CiteSeer, Wiki, and DBLP datasets, the obvious advantage benefits from the structural similarity information provided by Marc. Thus, Marc captures the global structural similarity and the local structural information.
The network coarsening methodology in our algorithm was particularly effective. Clearly, using the 3-clique method to coarsen the network was a fundamental contributing factor.
Additionally, the number of coarsening levels iter_round was 3 for the BlogCatalog dataset and 2 for all the other datasets. Although there were fewer coarsening levels, the network embeddings obtained from Marc were better than other algorithms' results. FIGURE 6 shows the ratio of nodes/edges of the coarsened networks to that of the original test networks. For disconnected networks, the network coarsening result on all the networks is shown. FIGURE 6 demonstrates the effect of our 3-clique coarsening method on all the test networks. The levels of coarsening did not exceed 4. The first step of network coarsening for each network eliminated approximately a quarter of the nodes; however, the number of edges only reduced by approximately 22% for BlogCatalog. This illustrates the difficulty of coarsening real-world networks. However, as the network coarsening process continued, the scale of all networks drastically decreased. For the DBLP dataset, the first level of network coarsening for each network We also examined how the number of features d and the node's neighborhood parameters affected performance. We observed that performance tended to saturate once the dimensions of the representations reached approximately 128 compared with 64. DeepWalk used hierarchical sampling to approximate the softmax probabilities with an objective similar to that used by node2vec. However, sometimes hierarchical softmax was inefficient compared with negative sampling used by LINE. Marc used negative sampling. Marc had many parameters: number of walks, walk_length, representa-tion_size, window_size, and coarsening_scheme. We always ensured that the total number of samples used for the baseline algorithms was the same as that for Marc.
Additionally, all the experiments' results were obtained for the same parameter settings and using the same procedure. Note that Marc used the supervised and unsupervised algorithm to achieve better performance. This illustrates that our intuition of combining global structure similarity with local neighborhood information provided important knowledge for the multi-label classification task. The amount of training data for all models was the same. In most cases, the proposed approach improved over existing approaches. We investigated the reason behind this. In the coarser networks, the ratio of the number of between-class to within-class paths kept increasing, and the boundary between classes started to diminish in an expected manner. Despite this, Marc performed well. The reason is that even though inter-class separability diminished in an expected sense, low-degree nodes that earlier had very little information for classification got more attention now based on 3-clique, which enriched the information. Hence, the quality of the nodes' embeddings were strengthened.
The DBLP, Wiki, and Cora networks are generally sparse, and many low-degree nodes can occur in such networks. In our experimental results, we found that our algorithm improved obviously over all other methods for the five networks. In the local neighborhood information setting, where the network was sparsely labeled, some features important to low-degree nodes were ignored, which lead to misclassification. Marc learned to use global neighborhood information; hence, these features were extended by exploiting neighborhood information, which led to better embeddings. Using real-world data, nodes in a 3-clique structure demonstrated similar behavior. After our approach coarsened three nodes and edges to create a supernode, a large number of low-degree nodes get assisted when we consider the global neighborhood. The Wiki hyperlink network is a highly noisy network, with many between-class edges. However, the coarsening approach based on the 3-clique method caused the random walk not to move further from high-degree nodes, thus inhibiting the accumulation of noise. We also found that the performance of our approach was remarkably better in this case.
For a detailed comparison between Marc and the other baselines, we varied the portion of labeled nodes for classification, and present the Macro F 1 scores in TABLES IV-VIII. We observe that Marc_DW, Marc_LINE, and Marc_N2V performed better than the corresponding baseline algorithms on CiteSeer, Wiki Cora, DBLP, and BlogCatalog compared with DeepWalk, LINE, Node2vec, and HARP, respectively.
VI. CONCLUSION
Most existing NRL approaches aim to preserve the local neighborhood information of a network but overlook the network global topology. We propose the novel NRL framework, Marc. Marc employs the 3-clique coarsening scheme to obtain the series of the smaller networks based on the original network. Then Marc applies the NRL method to learn the optimum supernodes' embeddings in the coarsest network using the single-granular optimization function. Finally, the learned representations of supernodes in the coarser network serve as good initializations for embedding the corresponding child nodes from the finer network. This process is repeated until we get an embedding for each node in the original network. We show the effectiveness of the proposed approach by making an exhaustive comparative study with state-of-theart approaches for Multi-label Classification.
Our future work includes combining the Marc with deep learning-based methods, for example, GCN and GraphSAGE [25] . It is also challenging to extend Marc to learn node embeddings of the large-scale and complex networks, for example, heterogeneous information networks.
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