Abstract. This paper is concerned with existence and optimality properties of so-called guaranteed cost controllers for an uncertain system subject to structured uncertainty. The uncertainty in the system is assumed to have a stochastic character and to satisfy certain stochastic integral constraints. It is shown that a minimax optimal guaranteed cost state feedback controller for a stochastic system can be synthesized as a state feedback controller absolutely stabilizing this system. For each initial state of the system, this controller can be found by parametric optimization of solutions of a parameter-dependent generalized matrix Riccati equation arising in stochastic H∞ theory.
1. Introduction. Recently, Petersen and James [16] introduced a new general framework to allow for both stochastic and deterministic uncertainty in a discretetime system. The motivation for this has been to combine two alternative uncertainty models used commonly in control theory and applications. The one model considers uncertainty arising from unmodelled dynamics, modelling and linearization errors, and slow parameter deviations which are deterministic in nature. Another approach involves the use of stochastic processes to model dynamics driven by noise signals and uncertainties due to fast parameters variations. This framework involved defining a new class of stochastic uncertain systems in which the uncertainty was described by a stochastic uncertainty constraint.
This paper addresses the problem of developing a similar framework for continuous-time systems. We introduce a rather general model of stochastic uncertainty which naturally extends the deterministic structured uncertainty model (cf. [12, 15, 19, 20, 21, 22, 28] ), allowing for stochastic perturbations. Thus, our uncertainty model is a continuous-time counterpart of the discrete-time stochastic uncertainty models introduced in [16] . However, we should emphasize the difference between the results of this paper and those of [16] . The results in [16] concern uncertain systems with additive noise perturbations. This paper deals with a multiplicative noise perturbation model. Structured stochastic uncertainties with multiplicative noise perturbations arise naturally in many control problems and are considered extensively in the literature (cf. [5, 7, 8, 9, 25, 30] ). In what follows, we describe two examples that motivate the class of problems considered in this paper.
Technically and in its content, this paper is closely related to the paper of Savkin and Petersen [20] . The main problem addressed is finding a linear static state feedback controller yielding a prescribed level of performance in the face of stochastic structured uncertainty in the system. In [20] , such a controller is found as a minimax optimal controller which minimizes the maximum (over all admissible uncertainties) value of a cost functional. The class of controllers considered are static state feedback controllers, which absolutely stabilize the system. However, the key point of the controller proposed here is that its construction is based on the stabilizing solution of a generalized Riccati equation related to a stochastic H ∞ control problem and to a stochastic differential game considered recently in [26] . Our set up has required the results of [26] to be slightly modified. Therefore, we present these modifications in sections 2 and 3. Then, in section 4 we consider the auxiliary problem of stochastic absolute stabilizability of a system whose uncertainty satisfies a certain stochastic integral quadratic constraint. The main result is given in section 5. It establishes that the search for an minimax optimal controller can be reduced to a finite-dimensional optimization problem over the solutions to a generalized Riccati equation.
One more important feature which distinguishes stochastic problems from deterministic ones is as follows. The stochastic Ito equations which serve to give a mathematically rigorous description for system dynamics are nonautonomous equations in their nature. Technically, this is reflected in the fact that we have to take into account the difference between the effect of initial conditions posed at different times; i.e., roughly speaking, we cannot reduce a problem with initial condition x(s) = h, s > 0, to a problem with an initial condition imposed of time zero. That is why all systems and processes in this paper are considered with respect to the starting instant s, not 0. In particular, this allows us to readily integrate problems with random initial conditions [17] into our framework.
Notation. We use the notation R n , R n×q to denote the n-dimensional real Euclidian vector space and the space of real n×q-matrices equipped with the Euclidian matrix norm. We shall use symbols · and ·,· to denote, respectively, the norm of vectors and matrices and the inner product of vectors. Furthermore, given a positive symmetrical matrix Q ∈ R q×q , trΘ 1 QΘ ′ 2 defines an inner product on R n×q . Hence, this space can be considered a subspace in the Hilbert space of Hilbert-Schmidt operators.
Let {Ω, F, P} be a complete probability space, and let w 1 (t), w 2 (t) be two mutually independent Wiener processes in R q1 , R q2 with covariance matrices Q 1 , Q 2 , respectively. Let F t denote the increasing sequence of Borel sub-σ-fields of F, generated by {w 1,2 (s), 0 ≤ s < t}. Also, let E and E{·|F t } be the corresponding unconditional and conditional expectation operators, respectively, where the latter is the expectation with respect to F t .
Let L s 2 denote the Hilbert space L 2 (Ω, F s , P; R n ) of F s -measurable random variables Ω → R n , which is complete with respect to the norm E · 2 1/2 . For T ≤ ∞, let L 2 (s, T ; R n ) denote the Hilbert space generated by the (t, ω)-measurable {F t , t ≥ 0}-nonanticipating processes x(t, ω): [s, T ] × Ω → R n and complete with respect to the norm | · | = (
. We shall write L 2 (s; R n ) for L 2 (s, +∞; R n ).
Given a symmetric positive definite q × q-matrix Q, let R n×q Q denote the Hilbert space of n × q-matrices, with the inner product trΘ 1 QΘ ′ 2 . We consider an uncertain stochastic system described by the following stochastic differential Ito equation: dx = (Ax(t) + B 1 u(t) + B 2 ξ(t))dt + (Hx(t) + P 1 u(t))dw 1 (t) + P 2 ξ(t)dw 2 (t), (1) z(t) = Cx(t) + Du(t), where x(t) ∈ R n is the state, u(t) ∈ R m1 is the control input, z(t) ∈ R p is a vector assembling all uncertainty outputs, and ξ(t) ∈ R m2 is a vector assembling all uncertainty inputs. Here A, B 1 , B 2 , C, D are matrices of corresponding dimensions, and H, P 1 , P 2 are linear bounded operators
Q2 , respectively. In the sequel, we shall use the adjoint operators H * , P * 1 , P * 2 defined by the following:
1.1. System uncertainty. The uncertainty in the above system (1) is described by the equation ξ(t) = ξ φ (t): = φ(t, x(·)| We suppose this uncertainty to satisfy the following stochastic integral quadratic constraint.
Definition 1. LetR ≥ 0,Ḡ > 0, W > 0 be given matrices. Then an uncertainty of the form (2) is said to be admissible if the following conditions hold.
1. For any s ≥ 0, if u(·) ∈ L 2 (s, T ; R m1 ), then there exists a unique solution to (1), (2) that lies in L 2 (s, T ; R n ); 2. There exists a sequence {t j } ∞ j=1 such that t j > s, t j → ∞ as j → ∞ and the following condition holds.
We use the notation Φ(R,Ḡ, W ) to denote the set of admissible uncertainties. However, we will write Φ wherever it produces no confusion.
Observe that the trivial uncertainty φ ≡ 0 satisfies the above constraint. In the sequel, we shall refer to the system corresponding to this uncertainty as the nominal system.
In a typical situation, the plant may contain several uncertain feedback loops. In our notation, this is described by the decomposition of uncertainty output vector z and uncertainty input vector ξ φ into several blocks of reduced dimensions as follows:
This in turn induces a corresponding block decomposition on the matrices C, D, B 2 , and P 2 in (1). The version of Definition 1 that accounts for this structure of uncertainty proceeds from the assumption that each uncertainty loop satisfies its own stochastic integral quadratic constraint of the form of (3):
whereR i ≥ 0,Ḡ i > 0 and W i > 0. Then for any numbers τ 1 > 0, . . . , τ k > 0, we replace all of the constraints by a single stochastic integral quadratic constraint in the form of (3):
whereR τ ,Ḡ τ are the block diagonal matrices
and
A specific feature of the uncertainty description in the form of the integral quadratic constraint (3) or the structured integral quadratic constraints (4) is that this description employs a certain sequence {t j } ∞ j=1 of times. Obviously, in the particular case where u(·) is a stabilizing control input which guarantees that the uncertainty input ξ(·) of the form (2) and the solution x(·) to the system (1), driven by the control input u(·) and uncertainty input ξ(·), both exist on [0, ∞) and belong to L 2 [0, ∞), there is no need in employing the sequence {t j } ∞ j=1 to describe the uncertainty. Indeed, given the constraint in the form (3) and stabilizing control input u(·), by passing to the limit in (3) as t j → ∞, one can replace the integral over [0, t j ] in (3) by the integral over the infinite interval [0, ∞). Furthermore, by then making use of the Parseval identity, one may proceed to consider the frequency domain version of the integral quadratic constraint (3); cf. [15] . However, at this stage, we have yet not determined that any control input u(·) is stabilizing. We wish to define the class of admissible uncertainties for a generic control input; therefore we ought to avoid referring to any particular stabilizing properties of the control input when the constraints on the uncertainty are being defined. As in the deterministic case (cf. [20, 21, 22] ), this can be achieved by considering control inputs, uncertainty inputs, and the corresponding solutions defined on a sequence of expanding finite intervals [0, t j ]. To give the reader an idea on how conservative the uncertainty model described by Definition 1 is, note that if for a certain uncertainty input ξ φ , there exists no sequence {t j } such that the constraint (3) is satisfied for suitableR,Ḡ, andW , then this means that the considered uncertainty input is not locally (and hence globally) square integrable.
The uncertainty constraint given by (3) or (4) extends the integral quadratic constraints such as those given in [20, 21, 22 ] to stochastic systems with multiplicative noise. As in these references, this uncertainty description allows for the uncertainty input ξ to depend dynamically on the uncertainty outputs. Also, a constraint in the form of (3) or (4) represents an extension of the discrete stochastic sum constraint of [16] to the case of continuous-time stochastic systems. However, the results of [16] allow for additive noise rather than multiplicative noise. Note also that the uncertainty description in the form of the constraint (3) encompasses the standard norm-bounded uncertainty description. Indeed, if
i.e., φ(t, x, u) = ∆(t)(Cx + Du), then the constraint (3) is satisfied withR = I, G = I, and any matrix W > 0 and sequence {t j } ∞ j=1 , provided that x(·) and u(·) lie in the corresponding L 2 spaces. A corresponding observation is also true in the case of structured norm-bounded uncertainty.
Stochastic extensions to integral quadratic constraints may provide a possible approach to the problem of nonworst-case robust control design. Recall that the standard deterministic worst-case robust control design presumes that all uncertainties have an equal chance of occurring, so that one does not expect that certain uncertainty inputs are more or less likely than others. Although the worst-case design methodology has proved its efficacy in various engineering problems, it suffers from the disadvantage that the designer lacks the opportunity to discriminate between "expected" uncertainties and those uncertainties which are known to seldom occur. In other words, the standard worst-case design methodology proceeds from the assumption that the values that the uncertainty may take, are equally likely; i.e., one can think of the uncertainty arising from a uniformly distributed random variable taking its values in the space of uncertainty inputs. However, this may not accurately represent the uncertainty in the system under consideration. For example, it may have been determined that the uncertainty inputs have a distribution other than the uniform distribution, and the designer may wish to make use of as much realistic a priori information about the distribution of uncertainty values as possible. The following example illustrates a situation in which this idea can be applied to go beyond the worst-case robust control design in the case where the distribution of uncertainties is Gaussian. In this case, we arrive at an underlying system of the form (1) . Suppose that the system to be controlled consists of two carts connected by a spring as shown in Figure 1 . There is a disturbance ξ of the form (2) acting on the first cart. A control force u drives the second cart. The spring constant k has a specific nominal value k 0 = 1.25 but can vary and is considered uncertain. This may reflect the nonlinear nature of the true spring. A series of experiments was undertaken to determine values of the spring constant in various conditions. It was revealed that for each time instant t, the histogram of observed values is consistent with a stationary Gaussian distribution, with the mean k 0 . It was also found in the experiments that k ranged over the interval [0. 5, 2] . Assume that the masses of carts are m 1 = m 2 = 1. Then, the system is described by the equatioṅ
Assume that for all t ≥ 0, ∆(t) is the Gaussian white noise process with zero mean and E∆ 2 (t) = σ 2 . We can then choose the value of the parameter σ such that k(t) = k 0 + ∆(t) obeys the bounds 0.5 ≤ k(t) ≤ 2 with a sufficiently high probability. For example, for σ = 0.25, we have P (|k(t) − k 0 | ≤ 0.75) ≥ 0.997. This model of spring rate variations leads us to the uncertain stochastic system 1 of the form (1),
where H = σF C, and w 1 (·) is the scalar Wiener process. Note that in this model, the probability P (|k(t) − k 0 | ≤ 0.75) is increasing as σ 2 ↓ 0. However, we shall always have P (|k(t) − k 0 | ≤ 0.75) < 1; i.e., the value of the spring rate k(t) may exceed the presumed bounds on uncertainty [0.5, 2] with nonzero probability. This phenomenon indicates the "soft" norm bound on the uncertainty.
Another example showing how the above uncertainty description may arise is given by the electric circuit shown in Figure 2 . The differential equations describing the current and voltage dynamics in this circuit are the following:
where i is the current flowing in the circuit and V C is the capacitor voltage. One can control the system by applying the appropriate voltage V . In the circuit, the resistance R of the resistor and the inductance L of the inductor may vary as follows. It is known that the resistance R may slowly vary from R − to R + due to, e.g., the resistor temperature variations. That is, R = R(t) = R 0 + R 1 ∆R(t), where
is the nominal value of the resistor, R 1 = (R + −R − )/2, and ∆R(t) satisfies the standard norm-bounded uncertainty constraint, |∆R(t)| ≤ 1. Also, it is known that nearby electrical devices may induce changes in the inductance value. That is, one may suppose that the inductance
, where ζ(t) is the Gaussian white noise with the mean 0 and the covariance 1, L 0 is the mean inductance. The value of L 1 can be determined by estimating the covariance of the reciprocal inductance.
Letting 
The rigorous mathematical description of the system is then given by the following Ito stochastic differential equation of the form (1):
It is easy to see that ∆ ′ ∆ ≤ 2I. As we have already mentioned, this constraint can be converted into a certain integral quadratic constraint of the form (3). It is also worth noting that in this example, the uncertainty is structured. Hence, the integral quadratic constraints on structured uncertainty of the form (4) can be used to describe the uncertainty in this example. It is known that the use of the structured integral quadratic constraints uncertainty description may lead to a potentially less conservative guaranteed robust performance. This motivates us to consider an optimal guaranteed cost control problem in section 5 for the system (1) with structured uncertainty.
1.2. Guaranteed cost control problem. As has been mentioned above, the main problem addressed in this paper is to find a linear static state feedback controller resulting in an optimal performance in the face of stochastic uncertainty in the system (1) . In this section, we set up this problem.
Let
, be given matrices. Associated with the uncertain system (1), (2) , consider the cost functional,
where x(t) is the solution to (1), (2) satisfying the initial condition x(s) = h. Definition 2. Given a constant γ > 0 and the cost functional (7), the state feedback controller
is said to be a guaranteed cost controller for the uncertain system (1), (2) , with cost functional (7) and initial condition h, if it satisfies the following conditions:
(i) This controller stabilizes the nominal system, i.e., the resulting closed-loop nominal system,
is exponentially stable in a mean-square sense. That is, there exist constants C > 0, α > 0 such that
(ii) For all s > 0 and h ∈ L s 2 , the corresponding solution to the closed-loop uncertain system (1), (3), (8) ,
with any admissible uncertainty input (2), lies in L 2 (s, R n ). Furthermore, as a consequence, the corresponding control input u(·) and admissible uncertainty input
The corresponding value of the cost functional (7) is bounded by the constant γ for all admissible uncertainties:
Note that in the case of the structured uncertainty, the definition remains virtually the same, with the obvious replacement of the constraint (3) by the structured constraints (4) (or their matrix version (5)).
We now introduce the set K of guaranteed cost controllers of the form (8) . Note that the constant γ in Definition 2 describes the prespecified required level of robust performance of the closed-loop system. In the (nonoptimal) guaranteed cost control problem, it is satisfactory to obtain any controller satisfying the condition (11) . In this paper, we address the optimal version of the guaranteed cost control problem, in which we seek to find a control guaranteeing the minimum upper bound on the worst-case performance of the uncertain closed-loop system driven by the uncertainty input ξ φ , φ ∈ Φ:
Note that in this minimax optimization problem, the admissible maximizers are those which satisfy the constraint (3) (or the constraints (4)). Thus, the optimization problem (12) is a constrained minimax optimization problem. The controller solving the constrained minimax optimization problem (12) will be referred to as a minimax optimal guaranteed cost controller.
Stochastic differential game.
In this section we consider the stochastic linear quadratic differential game associated with (1). The set up is similar to that in [26] , where the special case of P 1 = P 2 = 0 is considered. The results presented below extend in a straightforward manner those of [26] . This extension is of primary importance for the results of this paper and will be extensively used in what follows. Hence, for the sake of completeness, we include these extensions here.
As in [26] , the consideration of the stochastic linear quadratic differential game in this section assumes that the underlying system has certain stability properties. In particular, we shall require in this section that the matrix A is stable. In the subsequent sections this assumption will be significantly weakened; see Assumption 2 in the next section. Assumption 1. The linear system
that corresponds to the system (1), driven by the control input u(·) = 0 and the uncertainty input ξ(·) = 0, is exponentially stable in mean-square sense; i.e., there exist constants C > 0, α > 0 such that
As a consequence, the matrix A is a stability matrix.
Remark. In order to check Assumption 1, one can use Lyapunov arguments reducing the stability test to finding a feasible solution Y to the linear matrix inequality
for a certain constantǭ > 0. Consider the stochastic differential game defined by (1) and the cost functional
denotes the solution to (1) satisfying the initial condition x(s) = h and driven by the pair of inputs (u(·), ξ(·)). In this game, u(·) ∈ L 2 (s, R m1 ) is the minimizing strategy, and ξ(·) ∈ L 2 (s, R m2 ) is the maximizing strategy. Note that Assumption 1 assures that any pair of inputs (
) result in a square-integrable solution on [s, +∞) for any initial condition; see, e.g., [3] and also Lemma 4 in Appendix A. This implies that the cost functional (15) is well defined on
Also, in what follows we shall consider the finite horizon version of the cost functional (15) which is defined as follows:
In the stochastic differential game, we seek to find
Lemma 1. Suppose that Assumption 1 is satisfied. Also, suppose there exists a constant ε 2 > 0 such that
Then the following conditions hold:
Also, there exists a unique optimal ξ
for some c > 0 independent of s ≤ T ≤ +∞ and h.
(b) There exists a symmetric nonnegative definite matrix X 2 such that
(c) For all T > 0, there exists a unique symmetric nonnegative definite solution X 2T (·) to the generalized Riccati equation
This solution satisfies the conditions 0 ≤ X 2T (s) ≤ X 2 and I − P * 2 X 2T (s)P 2 > 0. The optimal input ξ s 2T (·) maximizing the functional (16) can be expressed in the form of the feedback law
where x s 2T (·) is the optimal trajectory satisfying the corresponding "closed-loop" equation
is also the minimal solution to the generalized Riccati equation (25) such that
Proof. See Appendix B. Remark. As in [11] , it can be proved that the matrix X 2 satisfying conditions (21), (25) , and (26) is such that the system
is exponentially mean-square stable. Note that in the particular case where H = 0, P 2 = 0, (25) becomes a standard Riccati equation, with the stable matrix A. Hence in this case, the equation allows for a nonnegative definite stabilizing solution satisfying condition (26) . The problem of the solvability of a generalized ARE is known in the literature as a challenging problem; see, e.g., reference [18] and the references therein. This reference presents a numerical algorithm based on homotopy methods, which solves a general class of perturbed Riccati equations. The generalized algebraic Riccati equation (25) is virtually the same as those in [18] . Hence a useful idea toward solving (25) may be to apply the method of [18] . Also, it is worth noting that the solution X 2 to (25) and inequality (26) necessarily satisfies the linear matrix inequalities
Hence, the desired matrix X 2 exists only if the above linear matrix inequalitites (LMIs) are feasible. Theorem 1. Suppose that Assumption 1 is satisfied and there exists a constant ε 2 > 0 such that condition (18) holds. Also, assume that there exists a constant ε 1 > 0 such that
There exists a unique symmetric nonnegative definite solution X ∈ R n×n to the generalized game-type algebraic Riccati equation
(c) The minimax pair can be expressed in the feedback form
where
is exponentially stable in mean-square sense; i.e.,
As a consequence, the matrix A + B 1 F 1 + B 2 F 2 is Hurwitz.
Proof. The proof follows using arguments similar to those used in proving the corresponding theorem in [26] but with evident modifications due to the fact that we have P 1 = 0, P 2 = 0 in this case. See Appendix C.
Remark. In the particular case of H = P 1 = P 2 = 0, (29) reduces to the Riccati equation known in deterministic H ∞ control. In another particular case in which B 2 = 0, P 2 = 0, this equation reduces to the generalized Riccati equation known in linear-quadratic stochastic optimization [2, 27] .
3. Stochastic H ∞ control with complete state measurement. In this section we consider a stochastic H ∞ control problem related to system (1). Again, this section adapts corresponding results of [26] to our more general set-up. From now on, we no longer assume that the system (13) is exponentially stable. That is, we no longer assume that Assumption 1 is satisfied, and hence we do not suppose the a priori stability of the matrix A in (1) . In what follows, we shall use instead a property which is a stochastic counterpart to the detectability of a pair of matrices.
C is nonnegative definite, and there exists a matrix N ∈ R n×m such that
Given the system (1), the associated stochastic H ∞ control problem is to find a matrix K ∈ R m1×n such that the state feedback controller u = Kx satisfies the following conditions:
(i) The system
is exponentially stable in mean-square sense, and the matrix A + B 1 K is stable;
(ii) The closed-loop system, corresponding to system (1) with feedback control u = Kx,
satisfies the following stochastic H ∞ -norm condition: there exists a constant ε > 0 such that
The exponential stability of the nominal closed-loop system (34) is a sufficient condition for the system (35) to have solutions lying in L 2 (s; R n ) for any ξ(·) ∈ L 2 (s; R m2 ). Theorem 2. Suppose Assumption 2 is satisfied. Then the stochastic H ∞ control problem defined above has a solution if and only if there exists a minimal nonnegative definite symmetric solution X to the generalized algebraic Riccati equation
such that I − P * 2 XP 2 > 0 and the stochastic system
is exponentially stable in the mean-square sense. If this condition is satisfied, then the corresponding stabilizing feedback controller which solves the stochastic H ∞ problem is given by
Conversely, if the stochastic H ∞ control problem defined above has a solution, then the solution to the Riccati equation (37) satisfies the condition
for any state feedback control u(·) such that the closed-loop system corresponding to this feedback control has L 2 -summable solutions for all ξ ∈ L 2 (s; R m2 ), and the supremum on the right-hand side in (40) is finite.
Proof. The proof follows using arguments of the corresponding result of [26] which are readily extended to the statement above. See Appendix D.
Stochastic absolute stabilization.
In this section, we address to the problem of absolute stabilization via a static state feedback controller. We construct a stabilizing controller of the form (8) which leads to a closed-loop uncertain system (1), (2), (8) which is absolutely stable in the following sense.
Definition 3. A controller of the form (8) is said to absolutely stabilize the uncertain system (1), (2) if the following conditions hold:
(i) The nominal closed-loop system is stable. That is, for any initial condition x(s) = h ∈ L s 2 , the system (34) is exponentially mean-square stable.
(ii) There exists a constant c > 0, independent of the initial condition and such that for any admissible uncertainty φ, the corresponding solution to the closed-loop system (1), (2) 
consider the generalized algebraic Riccati equation of the form of (37),
Also, associated with the uncertain system (1), (2) , consider the cost functional (7) . Theorem 3. Suppose Assumption 2 is satisfied and suppose also that there exists a minimal nonnegative definite stabilizing solution X to the generalized Riccati equation (42), i.e., such that I −P * 2 XP 2 > 0 and that the system
is exponentially stable in mean-square sense, and as a consequence, the matrix
is stable. Then the controller given by
is an absolutely stabilizing controller for uncertain system (1), (2) . Furthermore, the corresponding value of the cost function (7) satisfies the bound
Proof. Consider a stochastic differential game defined by the system
and the cost function
where matricesB 2 ,P 2 ,C, andD are defined as in (43). Under Assumption 2, the conditions of the sufficiency part of Theorem 2 are satisfied for the system (47) and cost functional (48). This leads to the conclusion that the controller (45) solves the stochastic H ∞ control problem associated with (47), (48). That is, the system (34), where the matrix K is defined by (45), is exponentially stable in mean-square sense, and as a consequence, the matrix A + B 1 K is stable. Furthermore, the controller (45) satisfies the following stochastic H ∞ -norm condition: there exists a constant ε > 0 such that
where x(·) is a solution to the equation
obtained by the substitution of (45) into (47). This conclusion shows that the system (50) and functional (48) satisfy the conditions of Lemma 1. Using the result of this lemma, we obtain
where the matrix X K is the minimal solution to the following Riccati equation of the form (25):
Also, one may observe that by using elementary transformations, (42) can be transformed into the following equation:
which is the same as (52). Thus, the minimal solutions to these equations are equal, X = X K , and consequently, one can replace X K in (51) with the solution to the algebraic Riccati equation (42) to obtain
The subsequent proof requires the use of Theorem 3 of [5] . In [5] this result, referred to as the stochastic counterpart of the Kalman-Yakubovich lemma, established the existence of a solution to a certain linear matrix inequality related to the sign-indefinite linear-quadratic stochastic control problem considered in this reference. We wish to apply this result to the "control problem" supξ (·) ℑ s,h (u 0 ,ξ(·)), with the underlying system (50) and the stable system (34), with the matrix K given by (45). The conditions under which one can apply Theorem 3 in [5] to the above control problem are virtually the same as the conditions of Lemma 1. Note that Theorem 3 in [5] requires the cost functional in the above control problem to satisfy a certain condition of coercivity [5, 13] . In our case the fact that this condition is satisfied follows in a straightforward way from the stochastic H ∞ condition (49). Note also that Assumption 3 of [5] holds in our case, since we deal with finite-dimensional equations and operators. Since we have verified the conditions of Lemma 1 for the system (50) and functional (48), the application of Theorem 3 in [5] implies the existence of a symmetric matrix M and a positive constant ǫ satisfying the LMI
The standard form for this LMI is the following:
Recall that the nominal closed-loop system (34) corresponding to the system (50), driven by the uncertainty input ξ φ (t) ≡ 0, is exponentially stable in mean-square sense. Hence, E x(t) 2 → 0 as t → ∞ in this particular case. Therefore, it follows from (55) that
and hence M > 0. To establish this fact, we have used the Ito formula along the solution to the system (34) on the interval [s, t], with initial condition x(s) = h and then sent t to ∞. Now, let ξ φ (·) be the uncertainty input corresponding to an admissible uncertainty φ(·) ∈ Φ. Then definē
where t j is as defined in Definition 1. Also, let x(t) be the corresponding solution to (50) satisfying the initial condition x(s) = h. Then it follows from inequality (55) that
The Ito formula is used to derive (56) from (55). Hence, using (3) and the nonnegativeness of R, G, we obtain
Since we have established that M > 0 and x(s) = h, (57) implies
Thus, we see that the expression on the left in (58) is uniformly bounded with respect to t j . Therefore, (58) implies that x(·) ∈ L 2 (s, R n ) for any admissible φ. Also, using the fact thatḠ > 0, it also follows that ξ φ (·) ∈ L 2 (s, R m2 ) for any admissible φ. Therefore, for any admissible uncertainty φ, the inputξ(·) =Ḡ 1/2 ξ φ (·) is an admissible uncertainty input in the stochastic H ∞ control problem defined by the system (47) and cost functional (48). For this uncertainty input, we obtain from (48) and (54)
Remark. We have observed that the generalized algebraic Riccati equation (42) can be transformed into an algebraic Riccati equation of the form (25) . Hence as in the case of (25), a possible approach to solving the algebraic Riccati equation (42) is to apply homotopy methods [18] .
5. Minimax optimal state feedback controller. In this section we assume that the uncertainty in the system is structured and each uncertainty loop satisfies its own stochastic integral quadratic constraint of the form (4). As has been mentioned in the introduction, for any numbers τ 1 > 0, . . . , τ k > 0, we replace all of the constraints by a single stochastic integral quadratic constraint (5) . For the uncertain stochastic system (1), with the uncertainty (2) satisfying this structured uncertainty constraint, we solve the corresponding minimax optimal guaranteed cost control problem. The main result of this section, Theorem 4, shows that the problem of finding the minimax optimal guaranteed cost controller can be reduced to a finite-dimensional optimization problem.
We shall assume in this section that the system (1) satisfies Assumption 2. Let T denote the set of vectors τ ∈ R k + such that the corresponding Riccati equation (42) has a nonnegative stabilizing solution X τ ; i.e.,
and Riccati equation (42) with R =R τ ,Ḡ =Ḡ τ , has a stabilizing solution
Theorem 4.
(i) Given γ > 0 and initial condition h, there exists a guaranteed cost controller for the uncertain system (1), (2) if and only if the set T defined in (59) is nonempty.
(ii) Suppose the set T is nonempty. Then
Furthermore, let τ * ∈ T attain the infimum on the right-hand side of (60). Then the corresponding control u 0 τ * defined by (45) with the matrix X = X τ * is the state feedback minimax optimal guaranteed cost control which minimizes the worst case of the cost functional (48) in the constrained stochastic optimization problem (12) subject to the stochastic integral quadratic constraint (4) and absolutely stabilizes the uncertain system (1).
The proof of this theorem follows the same form as the proof of the main result of [20] . As in [20] , we use the so-called S-procedure [15, 20, 21, 22, 29] to reduce our constrained optimization problem to a problem without constraints. However, in contrast to these papers, the system (1) is nonautonomous in nature due to the stochastic perturbations. This leads us to consider a special construction of shift operators in order to satisfy conditions of the S-procedure. This construction involves special metrical transitive transformations of stochastic processes. The basic properties of these transformations are given in Appendix A.
As in [20] , we begin with a result establishing that a stabilizing guaranteed cost controller for the uncertain system (1), (2) exists if and only if the set T defined in (59) is nonempty.
Lemma 2. Given a positive constant γ and initial condition h, the following statements are equivalent:
(i) for the given γ > 0, there exists a guaranteed cost controller of the form (8) which guarantees that the closed-loop uncertain system (1), (3), (8) with the cost function (7) and given initial condition does not exceed the prescribed cost value
(ii) for a given initial condition, there exists a τ ∈ T such that
Proof of Lemma 2. (i)⇒(ii). First observe that since (8) corresponds to a guaranteed cost controller, then the nominal closed-loop system (9) is exponentially stable. This implies that for any ξ(·) ∈ L 2 (s; R m2 ), the corresponding solution x(·) to (10) belongs to L 2 (s; R n ). As a consequence, the corresponding uncertainty output z(·) lies in L 2 (s; R p ) and the corresponding control input u ξ (·) lies in L 2 (s; R m1 ). Note that (61) implies the existence of a constant ε > 0 such that
where u φ (·) is the control input generated by the closed-loop uncertain system (10), (2) .
It follows from the above observation that the following quadratic functionals are well defined on L 2 (s; R m2 ) :
where x(·) and z i (·) correspond to the solution of the closed-loop system (10) with uncertainty input ξ(·) ∈ L 2 (s; R m2 ). Furthermore, since (8) corresponds to a guaranteed cost controller, then for any admissible uncertainty φ, the corresponding admissible uncertainty input ξ φ (·) ∈ L 2 (s; R m2 ) and the corresponding uncertainty output z(·) ∈ L 2 (s; R p ). Therefore, since t j → ∞ as j → ∞, it follows from (4) that
k). (65)
We now check that the quadratic functionals G 0 , G 1 , . . . , G k form an S-system in the terminology of [29] ; i.e., we check that there exists a sequence of linear bounded operators
. . , such that this sequence weakly converges to zero in L(L 2 (s; R m2 )) and
where u j (·) corresponds to the solution of (10) generated by the uncertainty input T j ξ(·) with zero initial condition. We choose the operators T j as follows: for each ξ(·) ∈ L 2 (s; R m2 ),
where t j is the sequence from Definition 1, t j → ∞ as j → ∞, and Γ tj , j = 1, 2, . . . , are metrically transitive transformations from the translation semigroup generated by the Wiener process (w 1 , w 2 ). (See Appendix A for details.) Given any two functions ξ 1 (·), ξ 2 (·) ∈ L 2 (s; R m2 ), the Cauchy inequality gives
since Γ tj preserves probability measures, and Ef (x(Γ tj ω)) = Ef (x) for any Borelmeasurable vector function f . However, the term E ∞ tj ξ 2 2 dt in the above inequality tends to 0 as j → ∞. This implies T j → 0 weakly.
Next, observe that Lemma 2 of [3] (see also Lemma 3 in Appendix A) states that the solution to the closed-loop system (10) with zero initial condition and corresponding to an uncertainty input T j ξ is such that
Then, the substitution of (67) and (68) into (64) gives (66). Thus, we conclude that the family of functionals above forms an S-system. Furthermore, since W i > 0, then for a given nonzero h, zero input ξ(·) ≡ 0 gives G i (0) > 0 ∀ i = 1, 2, . . . , k. This means that constraints are regular in terminology of [29] . Also, it follows from (63) and (65) that the condition G 1 (ξ(·)) ≥ 0, . . . , G k (ξ(·)) ≥ 0 implies that G 0 (ξ(·)) ≥ 0. We have satisfied all conditions of Theorem 1 of [29] . Therefore, for a given nonzero h, there exist constants τ 1 ≥ 0, . . . , τ k ≥ 0 such that
Now, let us use these τ i to define the functional
where the coefficients ofĪ s,h in (48) are defined as in (43):
Then it follows from (69) that
The same arguments as those in [20] (see Claims 1 and 2 in the proof of Lemma 3.2 of this reference) then give us
and also τ i > 0 ∀ i = 1, . . . , k.
Next, let us show that the generalized Riccati equation (42) withR =R τ ,Ḡ =Ḡ τ has a nonnegative definite stabilizing solution X τ such thatḠ τ − P * 2 X τ P 2 > 0, where constants τ 1 , . . . , τ k are as in (69). In terms of our notation, this will mean that τ ∈ T . Notice that (72) implies
Therefore, since R > 0, G > 0,Ḡ τ > 0, it follows that there exists a constant α > 0 such that
for h = 0. To see this, suppose (74) does not hold; i.e., there exists a sequence
It is clear that we can choose this sequence such that |ξ l | = 1, since (10) is linear with respect toξ, and (70) is a quadratic functional with respect toξ. Then, using the weak compactness of a ball in Hilbert space [31] , there exists a subsequence {ξ lν } ∞ ν=1
such thatξ lν →ξ * weakly as ν → ∞, |ξ * | = 1. Also, x lν → x * weakly as ν → ∞, since (10) is linear and (9) is exponentially stable. Furthermore, we observe that (73) and (75) imply that x lν → 0 strongly since R > 0. Indeed, from (73) we havē
From (75), the expression on the left-hand side of (76) tends to 0 as l → ∞. Hence x lν → 0 strongly. Then we have |Cx lν +Duξl ν | → 0 which contradicts (75). Thus (74) must hold.
The inequality (74) implies that the given guaranteed cost control solves the stochastic H ∞ control problem for the system (1) and the cost function (48). Then, we conclude, using Theorem 2, that there exists a symmetric, nonnegative definite stabilizing solution X τ to the Riccati equation (42), which is a minimal solution, and
Thus, τ ∈ T . Moreover, inequality (40), established in Theorem 2, and condition (71) imply that
Hence, condition (62) holds.
(ii)⇒(i). This part of the proof follows immediately from Theorem 3.
Proof of Theorem 4. The theorem follows immediately from Lemma 2. In particular, note that the absolute stabilizing properties of the minimax optimal guaranteed cost controller were established in the second part of the proof of Lemma 2, where we referred to Theorem 3.
6.
Conclusions. This paper has been concerned with existence and optimality of a guaranteed cost controller for an uncertain system subject to structured uncertainty. The new class of uncertainty satisfying so-called stochastic integral quadratic constraints has been introduced. It has been shown that such constraints naturally describe some practically important classes of uncertainty.
In this paper, we have shown that for each initial state of the system, the linear static state feedback controller yielding an optimal worst-case performance in the face of stochastic structured uncertainty in the system, is found by parametric optimization of solutions of a parameter-dependent generalized matrix Riccati equation. The generalized Riccati equation is of the type arising in stochastic H ∞ theory and related stochastic differential games.
As in the deterministic case, the S-procedure has been used to convert the constrained stochastic optimization problem into a problem without constraints. However, due to the stochastic character of uncertainty, this has led us to consider a special construction of shift operators in order to satisfy conditions of the S-procedure. This construction has involved special metrical transitive transformations of stochastic processes.
Appendix A. Let Ω be any space of elements ω. Let P be a probability measure defined on a Borel field F of ω sets. A transformation Γ, taking points of Ω into points of Ω, is called a one-to-one measure-preserving point transformation if it is one-toone and has domain and range Ω and if it and its inverse take measurable sets into measurable sets of the same probability.
A set transformation Γ defined on the Borel field F, taking sets of F into sets of F, is called a measure-preserving set transformation if the following conditions are satisfied:
(i) Γ is single-valued, modulo sets of probability 0; i.e., ifΛ is an image of Λ under Γ, the class of all images of Λ is the class of all measurable sets differing from Λ by sets of probability 0.
(ii) P(ΓΛ) = P(Λ).
(iii) Neglecting ω sets of probability 0,
A one-to-one measure-preserving point transformation Γ induces a measure-preserving set transformation.
A measurable set is called invariant under a measure-preserving point or set transformation if it differs from its images by sets of probability 0. A measure-preserving point or set transformation is called metrically transitive if the only invariant sets are those which have probability 0 or 1.
A family {Γ s , s ≥ 0} of transformations, taking points of Ω into points of Ω, is called a translation semigroup of measure-preserving one-to-one point transformations if each Γ s is a one-to-one measure-preserving point transformation and if
The transformation Γ 0 will necessarily be the identity.
A family {Γ s , s ≥ 0} of set transformations is called a translation semigroup of measure-preserving set transformations if (A.1) is true modulo the sets of probability 0. The transformation Γ 0 will be the identity in the sense that every image of a measurable set Λ under Γ 0 will differ from Λ by at most a set of probability 0. A translation semigroup of measure-preserving point or set transformations is called metrically transitive if the only invariant sets are those which have probability 0 or 1.
The scalar Wiener process is an example of a process generating a metrically transitive translation semigroup of measure-preserving set transformations [6] . These transformations are generated by time shifts of strictly stationary increments of the Wiener process. Also, it is known [6] that the semigroup of shifts of a strictly stationary process is metrically transitive if and only if the semigroup of shifts for the corresponding canonical process in the coordinate space is metrically transitive. For canonical processes, shifts are point transformations. This allows one to pass from considering the Wiener process over an abstract probability space to considering its canonical version for which metrically transitive shifts have a simple construction.
The canonical representation (see, e.g., [14] ) for a scalar Wiener process is the probability space (Ω, P, F) and the process w(t), t ≥ 0 such that Ω is the set of continuous functions ω(t): [0, ∞) → R 1 , starting from zero at t = 0; F is the Borel σ-field generated by the cylindrical subsets in Ω; P is the Wiener probability measure on (Ω, F); w(t) is a stochastic process defined as follows:
As in [6] , given any s ≥ 0, each ω ∈ Ω has corresponding ω 1 ∈ Ω such that
The relation ω 1 = Γ s ω generates a metrically transitive translation semigroup of measure-preserving transformations. Each of the above measure-preserving transformations induces a transformation of random variables, which takesF t -measurable variables intoF t+s -measurable ones. Here {F t , t ≥ 0} denotes the Borel filtration, generated by w(θ), 0 ≤ θ < t. When applied to diffusion processes satisfying linear Ito equations, this fact gives the following result.
Lemma 3 (see Brusin [3] ). Let x(t, ω) and y(t + s, ω), t ≥ 0, s > 0, be two R n -valued stochastic processes being the unique solutions to integral equations (A.2) and (A.3) below, respectively:
and g(ω) = h(Γ s ω) with probability 1, then y(t + s, ω) = x(t, Γ s ω) with probability 1.
In section 2 and in the proof of Theorem 2, we have used another result of reference [3] . For the sake of completeness, we include this result here in the form adapted to the set-up of this paper. Note that in the particular case of a single input system of the form (1) with the matrix A in companion form and state dependent noise, a similar result was established in [23] . Theorem 2 in [23] dealt with an L 2 -property of solutions with probability 1 while the result given below concerns the mean-square L 2 -property.
Lemma 4 (see Brusin [3, Theorem 5] ). Suppose Assumption 1 is satisfied. Then, for any pair of inputs
) and any initial condition x(0) = h, the corresponding solution to (1) satisfies the condition:
where c 0 > 0 is a constant independent of h, u(·), and ξ(·).
Appendix B. Proof of Lemma 1. The problem (19) is a stochastic control problem with a sign-indefinite integrand in the cost function. Thus, it is natural to refer to the uncertainty inputs ξ(·) as "control" inputs in this control problem. A solution to this class of control problems has been given in [4] ; see also [5] , where the results of [4] were extended to the infinite-dimensional case. It is readily seen that the conditions of Theorem 1 in [4, 5] are satisfied in the case under consideration. Applying the result of Theorem 1 in [4, 5] to the control problem (19) , it follows that the first part of claim (a) of Lemma 1 holds. The existence of a symmetric matrix X 2 satisfying condition (21) is also established by the above-mentioned result of [4, 5] . From the inequality ℑ s,h (0, 0) ≥ 0, it follows that X 2 ≥ 0. Hence, claim (b) also holds.
The control problem
considered in the second part of claim (a) of Lemma 1, can be solved by the same method as that of [2, 11] . Reference [2] presents a solution to the standard finite horizon stochastic optimal control problem. The control problem (B.1) differs from control problems considered in reference [2] in that the integrand in (16) is signindefinite. Hence, one needs to extend the results of [2] to the case considered in this paper. This extension can be performed in the same fashion as has been done for similar maximization problems for deterministic time-varying systems [11] .
We first note that the control problem (B.1) has a unique solution. Indeed, as in [2] , it follows that the functional (16) is continuous. Also, in the same way as in [3, 4, 5] , one can obtain using the Riesz representation theorem, that
where π(·, ·), Υ(·, ·) are bilinear forms on the Hilbert product-spaces
, respectively. We now show that the bilinear form π is coercive [13] . Let Φ s,T denote a linear bounded operator L 2 (s, T ; R m2 ) → L 2 (s, T ; R n ) mapping a given control input ζ(·) into a corresponding solution of the equation
whereζ ∈ L 2 (s 2 , T 2 ; R m2 ) is the extension of ζ(·) to [s 2 ; T 2 ] by zero. From this inequality and from (18) , it follows that
for all 0 ≤ s < T ≤ +∞. That is, the form π(·, ·) is coercive. Then, Theorem 1.1 of [13] implies that the control problem (B.1) has a unique solution which is characterized by the equation As in Theorem 6.1 of [2] , one can prove that the above facts imply the existence of a unique nonnegative definite solution to the Riccati equation (22) . As in [2] , we need the following claim.
Claim 1. Let a symmetric nonnegative matrixX be given such that I −P *
Q ), the matrix I − P * 2X P 2 is positive definite and hence is boundedly invertible, and (I − P * 2X P 2 ) −1 ≤ 2/λ. Proof. The proof of this claim follows from the same arguments as those used in proving the corresponding fact in [2] .
Let α > 0 be a given constant. Consider a constant λ > 0 and a matrix-valued function P(t), t ∈ [T −α, T ] such that 0 ≤ P(t) = P ′ (t), I −P * 2 P(t)P 2 ≥ λI and hence sup t (I −P * 2 P(t)P 2 ) −1 ≤ 1/λ. As in [2] , let us also consider the set of matrix-valued functions
We define the distance on κ α P by ρ(X,X) = sup t∈[T −α,T ] X (t)−X(t) . With this distance, the set κ α P becomes a closed subset of the Banach space of continuous bounded matrix-valued functions. Let the mapping ϕ(·) be defined as follows:
It follows from Claim 1 that this mapping is well-defined on κ α P . Moreover, since P has been chosen as described above, it can be proved that the mapping
is a contraction on κ α P , provided α is chosen sufficiently small. The reader is referred to [2, Theorem 6.1] for details.
Let P(·) = 0. This choice agrees with the above conditions on the function P(·). The choice of the constant λ is obvious. From the contraction mapping theorem, the contraction Q has a unique fixed point in κ α P≡0 . Denoting this point X 2T (·), we observe that X 2T (·) satisfies (22) on [T − α, T ], and also from Claim 1 for a certain λ 1 > 0, I − P * 2 X 2T P 2 ≥ λ 1 I and hence is boundedly invertible. As in Lemma 2.2 of [11] , this fact implies that
for any s ∈ [T − α, T ]. Also, we see from the above equation that 0 ≤ X 2T (s) ≤ X 2 , and consequently, the operator X 2T is uniformly bounded on [T − α, T ]. Furthermore, it is straightforward to verify, using (22) , that the unique optimal control is expressed in the feedback form
Claim (c) of Lemma 1 now follows by iterating the above procedure a finite number of steps, with P(t) ≡ X 2T (T − (i − 1)α) at the ith step.
To prove claim (d) of Lemma 1, we note that one can prove in a standard fashion that X 2T (s) is monotone increasing in T . Hence, for all s ≥ 0 there exists a matrix (22), it follows thatX 2 (s) satisfies this equation for all s ∈ [0, ∞) such that I − P * 2X2 (s)P 2 is nonsingular. For all s ∈ [0, ∞) such that I − P * 2X2 (s)P 2 is singular, we must have that either
On the other hand, from the second part of claim (a) of Lemma 1, it follows that
Letting T approach ∞, it follows from this inequality and (19) , (21) that
Hence,X 2 (s) = X 2 , and
. This implies that the matrix I − P * 2 X 2 P 2 is nonsingular. That is, condition (26) is satisfied. Appendix C. Proof of Theorem 1. Note, that condition (28) of Theorem 1 implies that
Conditions (C.1) and (18) are convexity-concavity conditions which guarantee the existence of a unique minimax pair for the cost function (15) 
denote this saddle point. The proof of the existence of an operator X satisfying (30) follows the lines of the corresponding result of linear-quadratic stochastic control [4, 5] . As in [4, 5] , it can be shown that there exists a self
By the Lebesgue-Nikodým theorem [31] , it then follows that there exists a weakly measurable mapping X s = X s (ω): Ω → R n×n such that
2 . Next, we establish that X s (ω) = X 0 (Γ s ω) a.s. where {Γ s , s ≥ 0} is a translation semigroup generated by the Wiener process (w 1 (t), w 2 (t)) (see [6] and Appendix A). Since X 0 is weakly F 0 -measurable, then this operator is weakly invariant with respect to Γ s . This leads to the existence of X satisfying (30) .
The proof of the claim that the operator X satisfying (30) also satisfies (29) follows the same arguments as those used in proving Theorem 3.4 of [11] . This proof is based on certain facts of linear-quadratic stochastic control concerning the existence of nonnegative definite solutions to the generalized Riccati equation
and the Riccati equation (22) . Note that under the conditions of the theorem, the existence of a nonnegative definite solution to (22) For the particular case Q = 0, the solution to the control problem (C.3) can be found, e.g., in references [2, 27] . Note that under condition (28) of the theorem, the results of [2] are readily extended to the case Q = 0. The extension of Theorem 6.1 of [2] to the case Q = 0 implies that there exists a unique symmetric nonnegative definite bounded solution X 1T (t) to (C.2) and that the feedback law Under conditions (28) , (18) , stochastic counterparts to Theorems 3.1 and 3.2 of [11] can be established.
Claim 2. If conditions (28), (18) are satisfied, then the game problem (C.4) has a unique saddle point (u T , ξ T ). Furthermore, there exists a unique nonnegative definite solution to the Riccati equation
and the saddle point of the game (C.4) is characterized by the feedback law
Proof of Claim 2. The existence of a unique saddle point follows from the same concavity-convexity arguments as those used above and can be proved using the result of [1] .
Suppose that a solution X T to (C.5) exists on the interval [T − α, T ]. Let s ∈ [T − α, T ] be given. Then, applying the Ito formula to the quadratic form x(t) ′ X T (t)x(t), where x(t) satisfies (1), we obtain
where the matrices F 1T and F 2T are defined by (C.6), (C.7). Hence, we conclude that the pair (C.6), (C.7) satisfies the saddle point condition:
It remains to prove that (C.5) has a solution as required. We can prove this claim in the same fashion as Lemma 1 by choosing α sufficiently small. Indeed for any P chosen as in the proof of Lemma 1, one can consider the closed set κ α P . Note that since G + P *
As in Claim 1 (see also [2, Theorem 6 .1]), we have that (G + P *
P . This observation allows us to conclude that the mapping
is well defined on κ α P and that the mapping
is a contraction on κ α P provided α is chosen sufficiently small. Then, fixed point arguments lead us to the conclusion that there exists a bounded solution X T (t) to (C.5) on [T − α, T ], and also I − P * 2 X T (t)P 2 > 0. Using (C.8), with this solution we have that 0
Thus, by partitioning the interval [0, T ] into subintervals not longer than α and iterating the above fixed point procedure, we can show the existence of a unique global solution to the Riccati equation (C.5). Since the considered game (C.4) has the unique saddle point and from (C.8), this saddle point is given by (C.6), (C.7). This completes the proof of Claim 2.
The remainder of the proof of Theorem 1 follows using arguments similar to those used in proving Theorem 3.4 in [11] . Consider a pair of inputs (C.6) and (C.7) extended to [T, +∞) by zero. This pair is again denoted by (u T , ξ T ). By optimality we have
Also, we have already shown that X T (s) ≤ X 2 . This bound on X T (s) holds for any s < T . On the other hand, it is readily seen that X T (s) is monotone increasing in T . Hence, for all s ≥ 0, there existsX(s) = lim T →∞ X T (s). Consequently, X(s) ≤ X 2 ∀ s ≥ 0 and this inequality and inequality (25) from Lemma 1 imply that I − P * 2X (s)P 2 > 0. This in turn implies that there exist bounded limits for F 1T (s), F 2T (s) as T → ∞. LetF 1 (s) andF 2 (s) denote these limits, respectively. In the same fashion as in [11] , we obtain that for any
, where x T (·) is a solution to (1), driven by the pair u T , ξ T , andx(·) is a solution to the equation
Also as in [11] , it can be proved that the sequences {u T }, {ξ T } are bounded in
) weakly as T → ∞. This leads us to the conclusion thatū(·) =ũ(·),ξ(·) =ξ(·), which implies
Thus, we have that E h,X(s)h = ℑ s,h (u s , ξ s ) = E h, Xh and therefore
That is, the feedback representation of the saddle point holds. To see that the matrix X satisfies (29) one needs to pass to the limit as T → ∞ in (C.5). Also, we see that X = lim T →∞ X T is a minimal solution to (29) and this solution satisfies condition (30) . It is clear that the solution satisfying these conditions is unique. The claim that the system (31) is exponentially mean-square stable follows from the fact that for linear stochastic systems, stochastic L 2 -stability is equivalent to stochastic exponential mean-square stability; see, e.g., [10] .
Appendix D. Proof of Theorem 2. With the substitution
into (1), the stochastic system under consideration becomes
Here the following notation is used:
and the matrixR is as defined in Assumption 2. Note that if the matrix K is a solution to the stochastic H ∞ problem defined in section 3, thenK = K + (D ′ D) −1 D ′ C solves a corresponding stochastic H ∞ problem associated with the system (D.2), and vice versa. The stochastic H ∞ control problem associated with the system (D.2) is defined in the same fashion as the original H ∞ control problem; i.e., given the system (D.2), find a matrixK ∈ R m1×n such that the state feedback controller v =Kx satisfies the following conditions:
is exponentially stable in the mean-square sense and the matrixÃ + B 1K is stable.
(ii ′ ) The closed-loop system corresponding to system (D.2) with feedback control v =Kx,
satisfies the following stochastic H ∞ -norm condition: there exists a constantε > 0 such that
is simpler than the original problem because we haveC
Also by Assumption 2, there exists a matrix N such that the matrixÃ − NC is a Hurwitz matrix and
This observation implies that the system
is exponentially mean-square stable. In the particular case whereH = 0, this fact amounts to the pair (C,Ã) being detectable.
First, we solve the problem (i ′ ), (ii ′ ). Lemma 5.
(a) If the stochastic H ∞ state feedback control problem (i ′ ), (ii ′ ) has a solution, then there exists a symmetric nonnegative definite minimal solution X to the generalized algebraic Riccati equatioñ
Xx, is exponentially stable in the mean-square sense. Also,
for any state feedback controlv(·) such that the closed-loop system corresponding to (D.2) and this control has L 2 -summable solutions for all ξ ∈ L 2 (s; R m2 ), and the supremum on the left-hand side of (D.12) is finite.
(b) Conversely, if there exists a symmetric nonnegative definite solution X to (D.9) such that I−P * 2 XP 2 > 0 and the stochastic system (D.10) is exponentially stable, then the stochastic H ∞ state feedback control problem (i ′ ), (ii ′ ) has a solution. The corresponding stabilizing feedback controller which solves this stochastic H ∞ problem is given byK
Proof of Lemma 5. We shall use the following notation:
(b)⇒(a). Let X be a symmetric nonnegative solution to (D.9) such that (D.10) is exponentially mean-square stable. LetK be given by (D.13). We wish to establish that X andK satisfy conditions (i ′ ), (ii ′ ). Let us prove the stability of the system (D.4). Note that using (D.13), (D.9) can be transformed as follows:
This implies thatÃ This observation allows us to obtain in the same way as in [10, Lemma 4.6 ] that E x(t) 2 ∈ L 1 [0, ∞). This implies that (i ′ ) holds. We will now prove that condition (ii ′ ) is also satisfied. From (D.14), we have that E x(t), Xx(t) + E In particular, the input ζ(t) = 0 corresponds to the stable system (D.10). This implies (see, e.g., [3] and also Lemma 4 in Appendix A) that solutions of (D.18) satisfy the condition |x | ≤ c 0 |ζ |, where c 0 > 0 is a constant independent of ζ. That is, the mapping ζ(·) → x(·) and, consequently, the mapping ζ(·) → ξ(·) = ζ(·) + (I − ) satisfies Assumption 1. Also, it follows from (ii ′ ) that the system (D.5) satisfies condition (18) of Lemma 1 and Theorem 1 with ε 2 =ε. In particular, Lemma 1 defines a matrix X 2 such that I − P * 2 X 2 P 2 > 0. Note that this matrix is independent of δ. Condition (28) of Theorem 1 is also satisfied with ε 1 = δ. It follows from this theorem that for each δ ∈ (0,δ], the equatioñ
has a symmetric nonnegative definite minimal solution X δ such that the system dx = (Ã K + B 1 F 1,δ + B 2 F 2,δ )xdt + (H K + P 1 F 1,δ )xdw 1 (t) (D.22) +P 2 F 2,δ xdw 2 (t)
is exponentially mean-square stable. In (D.22),
As we have shown when proving Theorem 1, X δ ≤ X 2 and hence I − P * 2 X δ P 2 > 0.
As in reference [11, Theorem 4.2] , it follows that there exists a matrix X: = lim δ↓0 X δ , X = X ′ ≥ 0 which satisfies (D.9). To verify this fact, one must take into account the fact thatC ′D = 0. Also, we note that since X 2 is independent of δ, X ≤ X 2 and hence I − P * 2 XP 2 > 0. Next, letting δ ↓ 0 in (D.21), we obtain that the above defined matrix X satisfies (D.9). Also, there exist the limits Note that X is defined as the limit of a sequence of minimal solutions, hence it represents the minimal solution to (D.9). We now show that the system (D.10) is exponentially mean-square stable. Consider solutions x δ (·) and C K x(t) +Dv(t) 2 + δ v(t) 2 − ξ(t) 2 dt, with v ∈ L 2 (s, T ; R m1 ), ξ ∈ L 2 (s, T ; R m2 ). As in the infinite horizon case, we obtain from Claim 2 (cf. 
