Water Pollution Detection System Based on Fish Gills as a Biomarker  by Sweidan, Asmaa Hashem et al.
 Procedia Computer Science  65 ( 2015 )  601 – 611 
Available online at www.sciencedirect.com
1877-0509 © 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of Universal Society for Applied Research
doi: 10.1016/j.procs.2015.09.004 
ScienceDirect
* Corresponding author: Asmaa Hashem Sweidan 
E-mail address: soma.ss2@gmail.com 
International Conference on Communication, Management and Information Technology (ICCMIT 
2015) 
Water Pollution Detection System based on Fish Gills  
as a Biomarker 
Asmaa Hashem Sweidanୟǡୣǡכ, Nashwa El-Bendaryୠǡୣ, Osman Mohammed Hegazyୡ, 
Aboul Ella Hassanienୡǡୢǡୣ, and Vaclav Snaself 
௔Faculty of Computer Sciences and Information, Fayoum University, Fayoum, Egypt  
௕Arab Academy for Science, Technology, and Maritime Transport, Dokki, Giza,12311, Egypt 
c Faculty of Computers & Information, Cairo University, 5 Ahmed Zewal St., Orman, Giza, Egypt 
d Faculty of Computers & Information, Beni Suef University, Beni Suef, Egypt 
 eScientific Research Group in Egypt (SRGE), http://www.egyptscience.net 
fFaculty of Electrical Engineering and Computer Science, VÅB-TU of Ostrava, Czech Republic 
 
 
 
Abstract 
This article presents an automatic system for assessing water quality based on fish gills microscopic images. As fish gills are a 
good biomarker for assessing water quality, the proposed system uses fish gills microscopic images in order to detect water 
pollution. The proposed system consists of three phases; namely pre-processing, feature extraction, and classification phases. 
Since the shape is the main characteristic of fish gills microscopic images, the proposed system uses shape feature based on edge 
detection and wavelets transform for classifying the water-quality degree. Furthermore, it implemented Principal Components 
Analysis (PCA) along with Support Vector Machines (SVMs) algorithms for feature extraction and water quality degree 
classification. The datasets used for experiments were constructed based on real sample images for fish gills. Training dataset is 
divided into four classes representing the different histopathological changes and the corresponding water quality degrees. 
Experimental results showed that the proposed classification system has obtained water quality classification accuracy of 
95.41%, using the SVMs linear kernel function and 10-fold cross validation with 37 images per class for training.  
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1. Introduction 
Water pollution, which endangers development, living conditions of humans, and sustainable development 
of the economy, has been highlighted as the main topic in the field of environmental protection.The assessment of 
water quality is one of the most important ways to manage and monitor the quality of water resources. Basically, there 
are two main methods for monitoring and assessing water quality: (1) Physical and chemical analysis that assesses 
water quality by determining the existence and content of hazardous materials in the water directly using a variety of 
tools, and (2) Biological monitoring methods that detect changes in water quality and environmental pollution by 
defining changes in health status and physiological characteristics, and behavioral responses of individuals or 
communities of aquatic organisms.  
To conduct an ongoing chemical analysis is complex and costly, and also provides limited data onto the 
chemical compounds that ignore the effect of the excluded components in the analysis. It takes a long time and cannot 
be used continuously in situ. On the other hand, biological monitoring methods provide a basis for controlling and 
assessment of the environmental quality from biological point of view. The main aim of the biological monitoring of 
water quality is to monitor changes in the environmental situation of water bodies based on biological indicators to 
achieve the purpose of the comprehensive assessment of water quality [1, 2]. 
In order to achieve this, fish gills were observed microscopically to show the increasing degrees of damage is 
tissues correlated to the quality of water [3]. As fish gills are in constant contact with water, they represent an important 
target organ of dissolved pollutants [4, 7]. Morphological changes in the gills can represent adaptation strategies to 
keep up some physiological functions or endpoints to evaluate the acute and chronic exposure to chemicals found in 
water and sediment. [3, 5] . In this article, we use the fish gills as a biomarker for water quality [6, 8]. Biomarker 
measurement refers to a property that can be used as an indicator of biological condition. This term sometimes refers 
to a substance, which also indicated the presence of living organisms.  
This paper presents the design and implementation of an automated system to assess and monitor water quality 
through the study and classification of occurrence of different morphological changes in fish gills through 
histopathology damage in target organs. The datasets used for conducted experiments contain real sample images for 
fish gills exposed to copper and water pH in different histopathological stages. The collected datasets contain colored 
JPEG images as 150 images and 45 images were used as training and datasets, respectively. Training dataset is divided 
into four classes representing the different histopathological changes and the corresponding water quality degree. 
The proposed approach consists of three phases; namely pre-processing, feature extraction, and classification 
phases. During pre-processing phase, the proposed approach resizes images to 384x256 pixels, in order to reduce their 
color index, and the background of each image has been removed using background subtraction technique. Also, each 
image is converted from RGB (Red, Green, Blue) to gray scale. For feature extraction phase, Principal Component 
Analysis (PCA) algorithm is applied in order to generate a feature vector for each image in the dataset. Finally, for 
classification phase, the proposed approach applied Support Vector Machines (SVMs) algorithm with 10 fold cross-
validation for water quality degree classification based on fish gills as biomarker. 
The rest of this article is organized as follows. Section 2 presents a number of recent research work related 
to the usage of bioindicators for indicating water quality. Section 3 describes the fundamentals of PCA feature 
extraction, wavelet transform and edge detection, and SVMs classification algorithms. Section 4 describes the 
different phases of the proposed content-based classification system. Section 5 introduces the tested fish gills 
microscopic images datasets and discusses the obtained experimental results. Finally, Section 6 presents conclusions 
and discusses future work.  
 
2. Related Work 
This section reviews current approaches tackling the problem of biomarkers based water quality monitoring 
and classification.  
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In [9], authors studied the accumulation of heavy metals in the organs of the two species of fish (Tilapia zilli 
and Clarias gariepinus fish) from the River Benue.This study tissue samples were taken for examination of gills, 
intestine and tissues .This study showed that the heavy metals were more concentrated in the gills of other parts of the 
fish in the water and shows that they were good biomarker to monitor pollution in the river . 
In [10], authors concluded that the histopathology of fish gills and liver are a good biomarker and can be used 
for detection of chemical pollution in fish. The morphological changes in fish gills and liver associated with somatic 
indexes (Hepatosomatic - HSI and Condition Factor - CF) have been used as biomarkers. The results suggested the 
importance of Histopathological investigation in monitoring programs to assess the biological assessment of water 
quality and the environment as well as increasing the credibility of the diagnosis in impacted studies of water quality 
of aquatic ecosystems. 
In [11], authors proposed approach based on the use of video images analysis of biomonitoring and support 
vector machines (SVMs) algorithm to evaluate water quality. The proposed approach depends on the standards of 
behavior of fish during the acute toxicity test, color model and feature extraction. in this approach authors combined 
both SVMs and genetic algorithm (GA) to strengthen the efficiency and accuracy of water quality assessment. The 
approach proposed in this research is achieved accurately than 80%.  
In [12], authors proposed method for real-time measurement of respiratory time measurement of respiratory 
rhythmsin medaka (Oryzias latipes) (It can be measured directly from the movement of fish gill) using computer 
vision for water quality monitoring. The proposed approach depends on the color distribution table can be gained 
through the pixel values obtained from the gills and the surrounding areas mathematical morphology to capture the 
gills region from each frame as feature extraction .This research use adaboost algorithm to classify water quality and 
SVMs 
This paper presents a multi-class content-based image classification system to monitor water quality via 
investigating and classifying the different fish gills microscopic images. The proposed approach in this paper 
combines shape feature extraction and employed SVMs classification to classifying the water quality.  
 
3. Preliminaries 
3.1. Principal Component Analysis (PCA) 
Principal Component Analysis is a statistical procedure, which is a type of dimensional reduction methods. 
Dimensional reduction is achieved by projection to lower dimensional space using linear transformation. Although 
PCA is a simple and classical method, it can often effectively reduce redundant information. PCA can easily be 
extended to higher dimensions in order to be used for image classification. Principal Component Analysis (PCA) 
algorithm consists of a number of steps, as follows: 
x Loading the data.  
x Subtracting the mean of the data from the original dataset.  
x Finding the covariance matrix of the dataset.  
x Finding the eigenvector(s) associated with the greatest eigenvalue(s).  
x Projecting the original dataset on the eigenvector(s) [13].  
 
3.2. Wavelet transform and Edge detection 
The following sub-sections briefly describe background of the wavelet transform and edge detection 
3.2.1 Wavelet transform 
Wavelet transform used in image processing as a solution tool for image analysis, noise reduction, image 
segmentation, etc. Wavelet analysis can be applied to data on one-dimensional and two-dimensional data 
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(images). The main cause for feature wavelet transform to detect edges in the image is the ability choose the size 
of the details that will be detected. 2-D image, wavelet analysis was conducted separately from the horizontal 
and vertical directions. Therefore, detecting vertical and horizontal edges are separately. Using a separation of 
property from DWT, the first part of the decomposition is composed of the application of filters row to the 
original image. Then, the filter column has been used for further processing of the image resulting from the first 
step. This image decomposition can be described mathematically out of the equation (1). 
 
 ܥ ൌ ܺ ڄ ܫ ڄ ܻ (1) 
 
Where ܥ is the final matrix of wavelet coefficients, ܫ represents an original image, ܺ is a matrix of row filters 
and ܻ is a matrix of column filters. 
2D DWT decomposition separates the image into four parts, each containing different information of the 
original image. The 2-D DWT is an extension of the 1-D DWT in both the horizontal and the vertical direction. 
The resulting sub-images from a single iteration of the DWT are labeled as A ( image smoothing the original 
image, contains the most information of the original image), H (keeps the horizontal edge details), and V (keeps 
edge details vertical) , and D (diagonal keeps the details that are greatly affected by noise), according to the 
filters used to generate sub-image . They are called approximation coefficients (LowLow or LL), horizontal 
(LowHigh or LH), vertical (HighLow or HL) and detail coefficients (HighHigh or HH) [2, 6]. Approximation 
coefficients obtained in the first level can be used for the next decomposition level. Inverse 2D Discrete Wavelet 
Transform used in image reconstruction is defined by equation (2) [14, 15]. 
 
 ܫ௥௘௖ ൌ ܺିଵ ڄ ܥ ڄ ܻିଵ  (2) 
      For the orthogonal matrices this formula can be simplified into equation (3). 
 
 ܫ௥௘௖ ൌ ்ܺ ڄ ܥ ڄ ்ܻ  (3) 
 
2D DWT decomposition separates the image into four parts, each containing different information of the 
original image. Detail coefficients represent the edges in the image, and the approximation coefficients are 
assumed to be noise. Modifying the approximation coefficients is the easiest way to detect the edge [14]. 
 
3.2.2 Edge detection 
Edges indicate the boundaries of objects or between two different regions in an image, which helps with 
segmentation and and automatic recognition of object contents. they can show wherever the shadows in an image or 
other distinct change within the density of the image.Edge Edge detection is a basic of low-level image 
processing.There are many methods for edge detection such as gradient-based edge detectors, Laplacian of Gaussian, 
zero crossing, and Canny edge detectors [13, 16]. By using edge detection the following shape features has been 
extracted:   
• Area: is the actual scalar number of pixels  
• Mean gray value: This is the sum of the gray values of all the pixels in the selection divided by the 
number of pixels.  
• Standard deviation: Standard deviation of the gray values used to generate the mean gray value.  
• Center of mass: This is the brightness-weighted average of the x and y coordinates all pixels in the image 
or selection. These coordinates are the first order spatial moments.  
• Median: The median value of the pixels in the image or selection.  
 
As wavelets are real and continuous in nature and have least root mean-square (RMS) error they are more 
suitable for detecting discontinuities and break down points in images, which helps in finding edge of an image. 
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3.3. Support Vector Machines (SVMs) 
Support Vector Machines algorithm is a set of supervised learning models that is widely used as a 
classification tool in a variety of areas classification and regression analysis of high dimensional datasets as well as 
related learning algorithms that analyze data and recognize patterns. Moreover, SVMs is a binary class classification 
method that solves problems by attempts to find the optimal hyperplane separation between classes. It depends on the 
training cases that are placed on the edge of descriptor class, so-called support vectors, and ignores any other cases. 
The nearest vectors from the hyperplane are called the support vectors . SVMs algorithm is based on finding the 
hyperplane that gives the largest minimum distance to the training. This distance receives the important name of 
margin within SVMs. Therefore, the optimal separating hyperplane maximizes the margin of the training data that 
separates a positive class from a negative class [17, 18]. 
Given a set of ݊ input vectors ݔ௜ and outputs ݕ௜ א ሼെͳǡ൅ͳሽ, one tries to find a weight vector ݓ and offset ܾ 
defining a hyperplane that maximally separates the examples. This can be formalized as the maximize problem in 
equation (4). 
 
 ݉ܽݔ݅݉݅ݖ݁ܹሺߣሻ ൌ σ௡௝ୀଵ ߣ௝ െ ଵଶ σ௜ǡ௝ୀଵ ߣ௜ߣ௝ݕ௜ݕ௝Ǥ ܭሺݔ௜ǡ ݔ௝ሻ (4) 
 
 
 ܵݑܾ݆݁ܿݐ െ ݐ݋ σ௡௝ୀଵ ߣ௝ݕ௝ǡ ܥ ൒ ߣ ൒ ͲǤ 
 
Where the coefficients ߣ௜ are non-negative. The ݔ௜ with ߣ௜ ൐ Ͳ are called  support vectors. ܥ is a parameter 
used to trade off the training accuracy and the model complexity so that a superior generalization capability can be 
achieved. ܭ is a kernel function transforms the data into a higher dimensional feature space to make it possible to 
perform the linear separation. Different choices of kernel functions have been proposed and widely used in the past 
and the most popular are the Gaussian radial basis function (RBF), polynomial of a given degree, linear, and multi 
layer perception (MLP). These kernels are in general used, independently of the problem, for both discrete and 
continuous data. Three key issues need to be take into account when using SVMs: feature selection, kernel function 
selection, and the penalty and inner parameters of kernel function selection. 
    
4. The proposed system 
In this article, a content-based classification system has been proposed for classifying fish gills microscopic 
images based on machine learning classifiers. As Tilipia is pollution resistant species, They are perfect to be used as 
biomarker for water pollution. The datasets used for experiments were constructed based on real sample images for 
fish gills, in different histopathlogical stages, exposed to copper and water PH. The collected datasets contain 
colored JPEG images as 125 images and 45 images were used as training and datasets, respectively. Training dataset 
is divided into 4 classes representing the different histopathlogical change and water quality degree. 
Features have to be extracted from the dataset images by using digital image processing techniques for localizing 
and classifying fish gills in a given image. The proposed approach utilizes shaper feature extraction methods and 
SVMs machine learning algorithms for classification of fish gill’s image. It content-based classification approach 
consists of three phases; namely pre-processing phase, feature extraction phase, and classification phase, as 
described in figure 1. 
4.1. Pre-processing phase 
During this phase, the proposed approach prepares images for the features extraction phase,It resizes images to 
250x250 pixels, in order to reduce their color index, and the background of each image will be removed using 
background subtraction technique. Also, each gills image is converted from RGB to gray scale level. The main steps 
of pre-processing input images as follows: 
1. Input microscopic images dataset  
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2. Resize the input images  
3. Remove image background to get region of interest (RoI)  
4. Convert images from RGB to gray scale level 
5. Apply contrast enhancement, so that the contrast of a microscopic image in a given gray level 
descriptors models the spatial relationship of a pixel and its neighbors   
 
 
Fig .1. Architecture of the proposed system 
 
4.2. Feature extraction 
In this phase, after apply pre-processing phase The resulted gray scale image is decomposed using wavelets into 
four components as approximation, horizontal, vertical component and diagonal component. It used edge information 
for all four components. The proposed approach identifies four maps edge by multiplying four masks with the 
approximation component. These are obtained as the following:  
x First and second masks are obtained by placing two different thresholds on the horizontal , vertical, and 
diagonal components. Two different thresholds are used in this approach to get more edge information.  
x Third mask is obtained by looking at the maximum pixel value of the horizontal , vertical, and diagonal 
components.  
x Forth mask is obtained by finding the max intensity pixels among h, v and d components and by multiplying 
with approximation component.  
Steps of Edge detection with wavelet that show the details of the feature extraction are describes as follows: 
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1. After pre-processing phase Decompose the image using wavelets. 
2. Get approximation a, horizontal y, vertical v and diagonal d components. 
3. Filter out the strong edges of horizontal, vertical and diagonal components by using T1ߛ and T2ߛ 
where T is threshold and ߛ is the standard deviation of respected image. 
4. Obtain first edge map by applying T1ߛ on h, v and d components and combining them and then 
multiplying the resulting mask with the approximation component. 
5. Repeat step5 on T2ߛ 
6. Repeat step5 on T1ߛ and T2ߛ 
7. Repeat step5 on finding the max intensity pixels among h, v and d components and by multiplying 
with approximation component   
In this paper moment invariants are used to represent a shape . Feature vectors are calculated for input image 
and image data base. shape feature vector are given by equations (5-11). 
 
 ߶ሺͳሻ ൌ ߟଶ଴ ൅ ߟ଴ଶ (5) 
  
 ߶ሺʹሻ ൌ ሺߟଶ଴ െ ߟ଴ଶሻଶ ൅ Ͷߟଵଵଶ  (6) 
  
 ߶ሺ͵ሻ ൌ ሺߟଷ଴ െ ͵ߟଵଶሻଶ ൅ ሺ͵ߟଶଵ െ ߟ଴ଷሻଶ (7) 
  
 ߶ሺͶሻ ൌ ሺߟଷ଴ ൅ ߟଵଶሻଶ ൅ ሺߟଶଵ ൅ ߟ଴ଷሻଶ (8) 
߶ሺͷሻ ൌ ሺߟଷ଴ െ ͵ߟଵଶሻሺߟଷ଴ ൅ ߟଵଶሻሾሺߟଷ଴ ൅ ߟଵଶሻଶ െ ͵ሺߟଶଵ ൅ ߟ଴ଷሻଶሿ ൅ ሺ͵ߟଶଵ െ ߟ଴ଷሻሺߟଶଵ ൅ ߟ଴ଷሻሾ͵ሺߟଷ଴ ൅
ߟଵଶሻଶ െ ሺߟଶଵ ൅ ߟ଴ଷሻଶሿሺͻሻ  
 ߶ሺ͸ሻ ൌ ሺߟଶ଴ െ ߟ଴ଶሻሾሺߟଷ଴ ൅ ߟଵଶሻଶ െ ሺߟଶଵ ൅ ߟ଴ଷሻଶሿ ൅ Ͷߟଵଵሺߟଷ଴ ൅ ߟଵଶሻሺߟଶଵ ൅
ߟ଴ଷሻሺͳͲሻ 
߶ሺ͹ሻ ൌ ሺ͵ߟଶଵ െ ߟ଴ଷሻሺߟଷ଴ ൅ ߟଵଶሻሾሺߟଷ଴ ൅ ߟଵଶሻଶ െ ͵ሺߟଶଵ ൅ ߟ଴ଷሻଶሿ െ ሺߟଷ଴ െ ͵ߟଵଶሻሺߟଶଵ ൅ ߟ଴ଷሻሾ͵ሺߟଷ଴ 
൅ߟଵଶሻଶ െ ሺߟଶଵ ൅ ߟ଴ଷሻଶሿሺͳͳሻ 
 
The PCA algorithm has been utilized for feature extraction. PCA transformed space contribution to the sub-spaces 
to reduce the dimensions. Then, it turns the contribution of space in sub-spaces to reduce the dimensions. A shape 
feature vector will be formed as a four edge maps. 
4.3. Classification phase 
In this stage, SVMs classifier is used for classification of feature vectors from features extracted stage via 
classifying input image using a trained model. This phase employs retrieving all the best matching images from the 
matching class of the input image, whereas the outputs are the corresponding water quality degree equivalent to each 
image in the testing dataset. The proposed approach addresses a multi-class problem where a variety of techniques 
was used for decomposition of the multi-class problem into several binary problems using SVMs as binary classifiers. 
In this research, We used one-against-all approach with 10-fold cross validation to solve a multi-class problems. 
Algorithm (1) shows the details about the classification algorithm. 
 
5. Experimental Analysis and Discussion 
Nile Tilipia "Oreochromis niloticus” is pollution resistant species ideal for biomarker of water pollution. The 
datasets used for experiments were constructed based on real sample microscopic images for fish gills in different 
histopathlogical change stages exposed to copper and water pH. 
Fish images were collected from Abbassa farm, Abo-Hammad, Sharkia Governote, Egypt. Some samples of both 
training and testing datasets are shown in fig. 2. Training dataset is divided into 4 classes representing the different 
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water quality degrees; namely excellent quality, good quality, moderate quality, and bad quality [19], as shown in fig. 
3 
 
 
 
 
 
 
 
 
 
 
 
Algorithm (1) Feature selection and classifier training 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2. Examples of training and testing fish gills microscopic images 
 
x Excellent water quality: showing primary filament (F) and secondary lamellae (L) arising from these, 
parallel to each other and perpendicular to the filament axis, as shown in figure 3.a.  
x Good water quality: where fish exposed to copper at pH 9 were more or less similar to those of control 
group, as shown in figure 3.b.  
x Moderate water quality: where fish exposed to copper at pH 7 showing hyperplasia of the primary lamellae 
with complete fusion of the secondary lamellaeand shortened , as shown in figure 3.c.  
x Bad water quality: where fish exposed to copper at pH 5 Drooping and shortening of some of the 
secondary lamellae , as shown in figure 3.d.  
Input: Training data as example ܺ଴ ൌ ሾݔͳǡ ݔʹǡ Ǥ Ǥ Ǥ ݔ݈ሿ்  
Initialize: Index for selected features: f=[1,2,...n]  
Train the SVMs classifier using samples ܺ଴  
For t=1,...,T do 
Compute the ranking criteria according to the trained SVMs  
Select the top ܯ௧features, and eliminate the other features 
Restrict training examples to selected feature 
Construct ܰ binary SVMs. 
Each SVM separates one class from the rest classes  
Train the ݅௧௛ SVM with all training samples of the ݅௧௛ class with positive 
labels, and training samples of other classes with negative labels   
End for 
Output: Classify the water quality degree   
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Fig. 3. Examples of water quality degrees 
 
The proposed approach was tested using different number of training images per class. The used features for 
classification is shape feature extraction based on edge detection and wavelet transform. Moreover, SVMs algorithm 
was employed with different kernel functions that are: Linear kernel, radial basis function (RBF) kernel, and Multi-
Layer Perceptron (MLP) kernel for for water quality degree classification. 
Figure 4 depicts experimental results that show classification accuracy obtained via applying each kernel function 
considering 10, 20, 30, and 35 training images per class. The results of the proposed classification approach were 
evaluated against human expert assessment for measuring obtained accuracy. As shown in figure 4, with the linear 
kernel function being used for SVMs algorithm and the number of training images per class is 35, the proposed 
classification approach achieved 95.41 Ψ accuracy for all water quality degrees. The accuracy is computed using 
equation (12). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
ܽܿܿݑݎܽܿݕ ൌ ͓ܿ݋ݎݎ݁ܿݐ݈ݕ݈ܿܽݏݏ݂݅݅݁݀݅݉ܽ݃݁ݏ͓ݐ݁ݏݐ݅݊݃݅݉ܽ݃݁ݏ כ ͳͲͲሺͳʹሻ 
 
Many points of research assessing water pollution based on using fish gill microscopic images as biomarker 
but this research using experimental laboratory as in paper [10]. However, none of them used not computer-based 
system on the experimented dataset(s). So, to the best of our knowledge, this article is the first research work aims at 
highlighting the most appropriate classification algorithm, for classifying water quality degree using fish gills 
 
 
Figure 4: SVMs classification with different kernel functions &10-fold cross validation accuracy 
results   
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microscopic images as biomarker for assessing water pollution based on the shape features.  
 
6. Conclusions and Future Work 
In these studies, many feature extraction and classification approaches were used. In this study is designed 
for fulfilling the system and testing the performance of the proposed Method for classification of fish gills in 
microscopic images. The proposed approach consists of three main phases; pre-processing, feature extraction and 
classification phase. edge detection and wavelet transform as shape feature vectors are combined to extract feature 
and used as a PCA inputs for transformation. Finally, SVMs with 10 cross validation model is developed for water 
quality degree classification. Based on the obtained results, water quality degree classification accuracy is 95.41% 
using SVMs linear kernel function.  
This research is intended to highlight the capabilities of usage of image classification technique based on fish 
gills as biomarker for water quality. We aim to improve the understanding of fish gills as biomarker and effects of 
fish on water quality. 
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