We consider the point vortex model corresponding to the modified Surface QuasiGeostrophic (mSQG) equations on the two dimensional torus. It is known that this model is well posed for almost every initial conditions. We show that, when the system is perturbed by a certain space-dependent noise, it admits a unique global solution for any initial configuration. We also present an explicit example for the deterministic system where three different point vortices collapse.
Introduction
Let T 2 = R 2 /Z 2 be the 2D torus. We will think of T 2 as [−1/2, 1/2] 2 equipped with the periodic boundary condition. Recall the differential operators ∇ ⊥ = (∂ x 2 , −∂ x 1 ) and ∆ = ∂ 2 x 1 + ∂ 2 x 2 . Consider the Surface Quasi-Geostrophic (SQG) equation on T 2 :
which is widely used in meteorological and oceanic flows to describe the temperature θ in a rapidly rotating stratified fluid with uniform potential vorticity, see e.g. [13, 18] for the geophysical background. It is known (see [5] ) that the above equation in 2D has some structural similarities with the 3D Euler equations, for this reason it attracted a lot of attention in the mathematics community. We are interested in the following modified Surface Quasi-Geostrophic (mSQG) equation: [4, 6] to approach the SQG equation by smoother models. We refer the readers to the introduction of [11] for a detailed list of well posedness results on the equations (1.1).
We will study the model of N point vortices corresponding to (1.1):
where ξ j ∈ R \ {0} is the intensity of the vortex point x j (t), j = 1, · · · , N , and
for some c ε > 0 is the kernel associated to the operator ∇ ⊥ (−∆) −(1+ε)/2 . When ε = 1, K 1 is the well known Biot-Savart kernel on T 2 ; the vortex dynamics (1.2) on the plane was treated systematically by Marchioro and Pulvirenti in [15, Chap. 4] . In particular, there exist examples of initial configurations (see [15, Section 4.2] ) starting from which the vortex system collapses in finite time, i.e., initially distinct vortex points meet each other. Nevertheless, it can be shown that, for Leb (T 2 ) N -a.e. initial configuration in (T 2 ) N , the system (1.2) of equations has a global solution, see [8] , [15, Section 4.4] or [9, Appendix] . The readers can find in [1, Section III] some discussions on possible collapse of point vortex systems corresponding to the mSQG equation, i.e. ε ∈ (0, 1) in (1.2). Following the ideas of Marchioro and Pulvirenti [15, Section 4.6], we also provide in the last section some explicit conditions for collapse. The almost everywhere well posedness of the system (1.2) has been proved in [3, 11, 12] . It is clear that one can improve the well posedness of the deterministic system (1.2) by perturbing vortex points with mutually independent Brownian motions; however, such stochastic system does not correspond to the Lagrangian formulation of the stochastic mSQG equation. On the other hand, Flandoli et al. [10] proved that, when perturbed by a certain spacedependent non-degenerate noise, the stochastic vortex model of the 2D Euler equation is fully well posed for every initial configuration. This is a typical example of the phenomenon of regularization by noise. Our purpose is to show that similar noises also restore well posedness of the vortex model (1.2) of mSQG equation. To this end, we perturb the system by a space-dependent random noise:
where {W l t } l≥1 is a sequence of independent standard Brownian motions defined on some probability space (Ω, F, P), and {σ l } l≥1 a family of smooth divergence free vector fields on T 2 . Suppose that the above stochastic system is globally well posed and define
Then, heuristically, one can show (cf. [10, Section 2.3] ) that θ t satisfies the stochastic mSQG equation: for any φ ∈ C ∞ (T 2 ), 4) provided that the vector field
is properly interpreted at the vortex points x i (t), 1 ≤ i ≤ N . Indeed, (1.4) makes sense if
which is in accordance with (1.2).
To state our assumptions, we introduce the vector fields on (T 2 ) N :
Denote by ∆ N the generalized diagonal of (T 2 ) N , i.e.
Here are the main assumptions on {σ l } l≥1 (see Section 2.2 for an example):
(H1) The vector fields σ l are periodic, smooth and div(σ l ) = 0 for all l ≥ 1.
(H2) (Ellipticity) The vector space spanned by the vectors {A l (X)} l≥1 is the whole R 2N for every X ∈ ∆ c N = (T 2 ) N \ ∆ N . We give some remarks on the above hypotheses. 
generates a stochastic flow of C 1 -diffeomorphisms on T 2 . Indeed, it is easy to show that {c l σ l } l≥1 still satisfy the hypotheses (H1) and (H2). In particular, there is a constant C > 0 such that
which holds with 
where Q αβ is a constant. Therefore,
Summing over α = 1, 2 and using div(σ j ) = 0, we obtain
Now we can state our main result; recall that the result proved in [10] corresponds to the case ε = 1. Theorem 1.2. Fix any ε ∈ (0, 1). Under the hypotheses (H1) and (H2), the stochastic point vortex system (1.3) has a unique global solution for any initial data X ∈ ∆ c N .
This paper is organized as follows. In Section 2 we provide some preliminary results concerning the regularity of the kernel K ε , and an explicit example of vector fields satisfying the hypotheses. We also recall a result on the existence of densities for solutions to stochastic differential equations. Theorem 1.2 will be proved in Section 3, mainly following the idea of [10] . Finally, in Section 4, we carry out some detailed computations which lead to explicit conditions for possible collapse of the deterministic vortex system (1.2).
Some preparations
In this section we make some preparations by recalling regularity properties of the kernel K ε and the noise that we will use to regularize the vortex system (1.2). A result on the existence of densities for solutions to SDEs is recalled in Section 2.3 for later use.
Regularity of the kernel K ε
The singular interaction kernel K ε in (1.2) is locally of the form
is the Green function associated to the operator ∇ ⊥ (−∆) −(1+ε)/2 ; up to a multiplicative constant, one has
Since the function G ε is singular near the origin, for any δ ∈ (0, 1), we consider a smooth periodic function G δ ε :
and for i = 0, 1, 2,
for all |x| > 0 and some constant C > 0. In the next section we shall make use of the regular kernel
which is a smooth and divergence free vector field on T 2 .
Vector fields verifying the hypotheses (H1) and (H2)
The readers are referred to [7, Section 3] for general discussions on the examples of vector fields satisfying the conditions (H1) and (H2). In our special case of 2D torus T 2 , we can present a more explicit example of vector fields {σ l } l≥1 with the above-mentioned properties.
be defined as
where
This family of functions is an orthonormal basis of square integrable functions on T 2 with vanishing mean. Define
where γ > 3 is a constant. It is obvious that the family {σ k } k∈Z 2 0 of vector fields fulfill (H1). Moreover, one can also easily check that they satisfy the properties discussed in (a) and (b) of Remark 1.1.
Next we show that
It is enough to show that, if the above quantity vanishes, then one must have v i = 0 for all i = 1, 2, . . . , N . The arguments are analogous to those of [7, Remark 3.3] . If the above quantity vanishes, then for any k ∈ Z 2 0 , we have
Take a smooth real valued function ϕ on T 2 with zero mean, then
Since x 1 , . . . , x N are mutually distinct, we can construct a function ϕ such that ∇ϕ(
Existence of densities for solutions of SDEs
Here we consider the SDE on R d with infinitely many noises:
where b :
globally Lipschitz continuous vector fields, and
thus the covariance matrix
is well defined. The next result is due to Bouleau and Hirsh [2] , see also [17, Theorem 2.3.1].
Theorem 2.2. Assume that for any t > 0, one has
then the law of X t has a density with respect to the Lebesgue measure for all t > 0.
A simple sufficient condition for (2.5) is when Q(x 0 ) is nondegenerate, i.e., the vectors A l (x 0 ), l ≥ 1 span the whole space R d . Corollary 2.3. If det Q(x 0 ) > 0, then for any t > 0, the law of X t is absolutely continuous with respect to the Lebesgue measure.
Indeed, by the continuity of Q(x), we can find a neighborhood U (x 0 ) of x 0 such that det Q(x) > 0 for all x ∈ U (x 0 ). The above result follows easily from Theorem 2.2 and the continuity of paths of the solution X t to (2.4), see also [10, Corollary 18] 
Proof of the main result
Since the parameter ε ∈ (0, 1) is fixed, we shall omit it throughout this section. Recall the regular kernel K δ defined in Section 2.1. We write X δ t = x δ 1 (t), . . . , x δ N (t) for the unique solution of
with initial condition X 0 = (x 1 (0), . . . , x N (0)) ∈ (T 2 ) N . Indeed, the above system of SDEs generate a stochastic flow X δ t t≥0
of diffeomorphisms on (T 2 ) N , see [14, Section 4.7] . By Remark 1.1(b), the equations can be equally written in the Itô form.
Noticing that the vector fields K δ and σ l are divergence free on T 2 , we have the following simple result. Lemma 3.1. A.s., for any t > 0, the mapping
Let g δ : (T 2 ) N → R be an auxiliary function defined as
where c 0 > 0 is a constant independent of δ such that G δ (x) ≤ c 0 , x ∈ T 2 . We prove the following key estimate.
Proposition 3.2. Let X δ t be the flow on (T 2 ) N associated to (3.1). Then there are constants
, where h 1 , h 2 : (T 2 ) N → R + are two integrable functions defined as
Proof. We follow the idea of the proof of [10, Lemma 4], see also [11, Lemma 9] . In the following we write x δ i (t) for the i-th component of X δ t (X 0 ), i = 1, . . . , N . By the Itô formula,
Using the equation (3.1), we have
Substituting these equations into (3.2) and by the definition of g δ , we arrive at
We estimate the four terms one by one. First, by the definition (2.2) of the kernel K δ ,
which gives us the key cancellation since this term is the most singular one: by the properties of G δ , it behaves like 1
for small x δ i (t) − x δ j (t) ; while the other terms behave like 1
with j = k. Hence we obtain
In the same way,
Then by the definition of h 1 (X),
Next, recalling the definition of I ij 3 (t) and by Burkholder-Davis-Gundy's inequality,
Using the Lipschitz estimate of {σ l } l≥1 (see Remark 1.1(a)) and the regularity properties (2.1) of G δ , we get
Finally, similarly to the arguments in the last step,
Combining this estimate with (3.3)-(3.5), we complete the proof.
As a consequence of Proposition 3.2, we have
, where we have used Cauchy's inequality for the last term, since dX 0 is a probability measure on (T 2 ) N . Using Lemma 3.1 and integrability of the functions g δ , h 1 and h 2 , we arrive at 6) where the constant C depends only on ε ∈ (0, 1) and N ∈ N.
In the following we write x δ i (t|X 0 ) (1 ≤ i ≤ N ) for the components of X δ t (X 0 ) in order to emphasize the dependence on the initial configuration X 0 ∈ (T 2 ) N . Now we can prove Corollary 3.3. There is a constant C > 0 such that for any δ ∈ (0, 1), it holds
Proof. Note that, by definition,
Combining this result with Chebyshev's inequality and (3.6), we get
The proof is complete.
Now we follow the arguments at the end of [10, Section 3] . Recall the definition of the generalized diagonal ∆ N of (T 2 ) N . For any initial configuration X 0 ∈ ∆ c N (the complement of ∆ N in (T 2 ) N ), the stochastic point vortex system (1.3) makes sense until the solution
with the convention that inf ∅ = +∞. The continuity of trajectories implies P τ δ X 0 > 0 = 1. Moreover, on the random interval 0, τ δ X 0
, the solution X δ t (X 0 ) coincides with the unique solution X t of (1.3), which implies τ δ X 0
is also the first instant that X t enter ∆ δ N . We define
Then the unique solution X t of the system (1.3) is well defined on the interval [0, τ X 0 ).
Proposition 3.4. For Leb (T 2 ) N -a.e. X 0 ∈ (T 2 ) N , the stochastic point vortex system (1.3) has a globally defined unique strong solution.
Proof. It is sufficient to show that P(τ X 0 = ∞) = 1 holds for Leb (T 2 ) N -a.e. X 0 ∈ (T 2 ) N . To this end, for any given T > 0 and δ 0 ∈ (0, 1), we prove that
By Corollary 3.3, for any δ ∈ (0, δ 0 ),
Take any sequence {δ k } k≥1 ⊂ (0, δ 0 ) which tends to 0 fast enough such that
< +∞. The Borel-Cantelli lemma yields the existence a Leb (T 2 ) N ⊗ P -negligible set A ⊂ (T 2 ) N × Ω, with the property that for all (X 0 , ω) ∈ A c there exists k 0 = k 0 (X 0 , ω) ≥ 1 such that for all k ≥ k 0 , one has min Proof of Theorem 1.2. For any given X 0 ∈ ∆ c N , the system (1.3) has a unique strong local solution on the random interval 0, τ X 0 . By Proposition 3.4, for Leb (T 2 ) N -a.e. X 0 ∈ ∆ c N , P(τ X 0 = +∞) = 1. We want to show that this property is true for all X 0 ∈ ∆ c N . Let us add a point Λ to (T 2 ) N and, when τ X 0 < +∞, we set X t = X t (X 0 ) = Λ for t ≥ τ X 0 . The process X t lives on ∆ c N ∪ {Λ} and it is Markovian. We have, for η > 0 small enough,
, and µ Xη(X 0 ) is the law of X η (X 0 ). Let A ⊂ (T 2 ) N be a Leb (T 2 ) N -negligible set such that for all X 0 ∈ A c , the Cauchy problem for (1.3) has a unique global solution. We have
where in the last step we have used the facts that A is Leb (T 2 ) N -negligible and that the law of X δ η (X 0 ) is absolutely continuous with respect to Leb (T 2 ) N for any X 0 ∈ ∆ c N , δ > 0 and η > 0. The second assertion follows from the hypothesis (H2) and Corollary 2.3.
Next, the continuity of trajectories leads to lim η→0 P τ δ X 0 ≤ η = 0; therefore,
Note that the sequence of events X [1/n,T ] (X 0 ) ⊂ ∆ c N is decreasing in n, so is the probability
An explicit blow-up result
In this section we show that, for the deterministic system (1.2), one cannot go further than proving existence for almost every initial condition, unless all the intensities have the same sign. Hence, the result on the global existence of the stochastic system (1. . Therefore, we obtain a collapse if we have S = 0 = S ε and c i,j < 0. That there are choices for the initial values and intensities under which all the conditions are satisfied is easy to see. We first take initial values which form a triangle with l 1,2 (0) > l 2,3 (0) and ξ 2 = 1, then c 1,3 < 0 and we can choose ξ 1 and ξ 3 such that S = 0 = S ε . For example, we can consider initial positions given in [15 With these data in hand, we can do a simulation and obtain a similar figure as [15, Figure 4 .4].
In the above computations we have assumed S ε = 0 to determine the intensities ξ 1 and ξ 3 . This condition is sufficient for our purpose but it is not necessary (on the contrary S must be 0). However, in view of (4.1), if S ε = 0, then the collapse of three point vortices will not be self-similar, see [1, Section IV] for related discussions.
By a scaling argument this examples yield also a collapse in the torus. 
