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AN EXTENSION OF A THEOREM OF KAPLANSKY
HEYDAR RADJAVI AND BAMDAD R. YAHAGHI
Abstract. A theorem of Kaplansky asserts that a semigroup of
matrices with entries from a field whose members all have sin-
gleton spectra is triangularizable. Indeed, Kaplansky’s Theorem
unifies well-known theorems of Kolchin and Levitzki on simulta-
neous triangularizability of semigroups of unipotent and nilpotent
matrices, respectively. First, we present a new and simple proof
of Kaplansky’s Theorem over fields of characteristic zero. Next,
we show that this proof can be adjusted to show that the coun-
terpart of Kolchin’s Theorem over division rings of characteristic
zero implies that of Kaplansky’s Theorem over such division rings.
Also, we give a generalization of Kaplansky’s Theorem over general
fields. We show that this extension of Kaplansky’s Theorem holds
over a division ring ∆ provided the counterpart of Kaplansky’s
Theorem holds over ∆.
1. Introduction
A theorem of Kaplansky (see [2, Theorem H on p. 137] or [8, Corol-
lary 4.1.7]) unifies two previous results: that of Levitzki, stating that
a semigroup of nilpotent matrices is triangularizable (see [2, Thoerem
35 on p. 135] or [5], or [14, Theorem 1.3] for a simple proof), and that
of Kolchin deducing the same conclusion for a semigroup of unipotent
matrices, i.e., those of the form I +N , where I is the identity matrix
and N is nilpotent (see [3] or [2, Theorem C on p. 100]). First, we
present a new and simple proof of Kaplansky’s Theorem over fields of
characteristic zero. We show that this proof can be adjusted to show
that the counterpart of Kolchin’s Theorem over division rings of char-
acteristic zero implies that of Kaplansky’s Theorem over such division
rings. Next, we give a generalization of Kaplansky’s Theorem. To be
more precise, we prove that any semigroup of matrices with entries
from a field of the form T + N , where T comes from a triangulariz-
able family T of matrices and N is a nilpotent matrix coming from the
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commutant of T is triagularizable. This answers a question asked in
[9] in the affirmative. Finally, we show that our extension of Kaplan-
sky’s Theorem holds over a division ring ∆ provided the counterpart
of Kaplansky’s Theorem holds over ∆.
Let us begin by fixing some standard notation. Let ∆ be a division
ring and Mn(∆) the algebra of all n× n matrices over ∆. The division
ring ∆ could in particular be a field. By a semigroup S ⊆ Mn(∆), we
mean a set of matrices closed under multiplication. An ideal J of S is
defined to be a subset of S with the property that SJ ∈ J and JS ∈ J
for all S ∈ S and J ∈ J . We view the members of Mn(∆) as linear
transformations acting on the left of ∆n, where ∆n is the right vector
space of all n×1 column vectors. A semigroup S is called irreducible if
the orbit of any nonzero x ∈ Dn under S spans ∆n. When n > 1, this
is equivalent to the members of S, viewed as linear transformations
on ∆n, having no common invariant subspace other than the trivial
subspaces, namely, {0} and ∆n. On the opposite of irreducibility is
triangularizability, when the common invariant subspaces of the mem-
bers of S include a maximal subspace chain (of length n) in ∆n, i.e.,
there are subspaces
{0} = V0 ⊆ V1 ⊆ · · · ⊆ Vn = ∆
n,
where Vj is a j-dimensional subspace invariant under every S ∈ S. For
a collection C in Mn(D), by the commutant of C, denoted by C′, we
mean
C′ := {A ∈ Mn(D) : AB = BA ∀ B ∈ C}.
We quote the following result from [15, Theorem 2.2.10] for reader’s
convenience. In fact the following theorem is a finite-dimensional ver-
sion of [13, Theorem 5] over general fields.
Theorem 1.1. Let V with dimV > 1 be a finite-dimensional vector
space over a field F and F a nonscalar triangularizable family of linear
transformations on V. Then F has a nontrivial hyperinvariant sub-
space.
Proof. We note that for every family F of linear transformations
F
′
= (Alg(F))
′
.
Thus F has a nontrivial hyperinvariant subspace iff Alg(F) does. Thus
it suffices to prove the assertion for any nonscalar triangularizable al-
gebra, say A, of linear transformations.
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Now either the algebra A is commutative or not. If it is a com-
mutative algebra, note that by hypothesis there exists A ∈ A that is
not scalar. Let λ be any eigenvalue of A, and M the corresponding
eigenspace of A. Since A is commutative, for all B ∈ A ∪A
′
and
x ∈M we have
ABx = BAx = λBx,
i.e., Bx ∈M. So M is invariant under A ∪A
′
. Now if the algebra A is
not commutative, then there exist A,B ∈ A such that AB − BA 6= 0.
Set K0 = AB − BA. Then K0 is a nonzero nilpotent transformation
in A, for A is triangularizable. Define A1 := A
′
+A ∗A
′
, where
A ∗A
′
:= {
k∑
i=1
AiA
′
i : k ∈ N, Ai ∈ A, A
′
i ∈ A
′
, (1 ≤ i ≤ k)}.
Clearly, in view of the fact that A
′
is a unital subalgebra of L(V), we
see that A1 is a subalgebra of L(V) containing both A and A
′
. It thus
suffices to prove that A1 has a nontrivial invariant subspace.
We claim that A1K0, and hence A1K0A1, the semigroup ideal gen-
erated by K0 in A1, consists of nilpotents. To this end, let A0 = A
′ +∑k
i=1AiA
′
i ∈ A1 with Ai ∈ A, where A
′, A′i ∈ A
′
, (1 ≤ i ≤ k, k ∈ N) be
arbitrary. We prove that A0K0 is nilpotent: first of all we notice that
A0K0 = A
′K0 +
∑k
i=1Ai0A
′
i, where Ai0 = AiK0 ∈ A. Let n = dimV.
Set
S := {A ∈ A : An = 0}.
SinceA is triangularizable, it follows that S is a nonzero semigroup ideal
of A consisting of nilpotent transformations (note that 0 6= K0 ∈ S).
The set SA
′
is indeed a semigroup consisting of nilpotents because for
all A ∈ A, A′ ∈ A
′
we have AA′ = A′A and that S is a semigroup
of nilpotents. Thus Levitzki’s Theorem shows that SA
′
is triangular-
izable. Therefore Alg(SA
′
), the algebra generated by SA
′
, consists of
nilpotents. We have
A0K0 = K0A
′ +
k∑
i=1
Ai0A
′
i,
where Ai0 = AiK0 ∈ A. In fact Ai0 = AiK0 ∈ S, for K0 ∈ S and A is
triangularizable. Now clearly A′K0 = K0A
′ ∈ SA
′
and Ai0A
′
i ∈ SA
′
.
Therefore A0K0 ∈ Alg(SA
′
), and hence A0K0 is a nilpotent transfor-
mation. Thus A1K0A1 is a nonzero semigroup ideal of A1 consisting
of nilpotents which must be triangularizable, and hence reducible, by
Levitzki’s Theorem. Now reducibility of the nonzero ideal A1K0A1
implies that of A1, completing the proof. 
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The following is the counterpart of the preceding theorem over divi-
sion rings.
Theorem 1.2. Let V with dimV > 1 be a finite-dimensional vector
space over a division ring D with center F and F a triangularizable
family of linear transformations on V such that the F -algebra generated
by F contains a nonzero nilpotent linear transformation. Then F has
a nontrivial hyperinvariant subspace.
Proof. The proof is an imitation of that of the preceding theorem,
which is omitted for the sake of brevity. We refer the reader to [15,
Theorem 4.2.4] for a detailed proof. 
Let V be a finite-dimensional vector space over a division ring D. For
a triangularizable linear transformation T ∈ L(V), we say that λ ∈ D
is an inner eigenvalue of T relative to a triangularizing basis B for T if
λ appears on the main diagonal of the matrix of T with respect to the
basis B. It is easy to verify that if {S, T} ⊂ L(V) is triangularizable
and T and S have inner-eigenvalues in the center of D, then ST − TS
is nilpotent.
Corollary 1.3. Let V with dimV > 1 be a finite-dimensional vector
space over a division ring D with center F and F a nonscalar triangu-
larizable family of linear transformations on V with inner-eigenvalues
in F . Then F has a nontrivial hyperinvariant subspace.
Proof. The assertion is easy if the family is commutative. If not, there
exist A,B ∈ F such that C := AB − BA 6= 0. Then, clearly, C is a
nilpotent linear transformation and belongs to the F -algebra generated
by F. The assertion now follows from Theorem 1.2. 
A standard result in simultaneous triangularization over general fields
is that the notion of triangularizability is preserved by passing to quo-
tients. This result over division rings perhaps first appeared in [11], but
it is implicit in [8, Lemma 1.5.2] over fields and in [12, Lemma 2.4] over
division rings. The proof given below is an imitation of the proof given
over fields in [7, Lemma 1.2.4]. Recall that if V is a left (right) vector
space over D and M is a subspace of V, then V/M := { x+M : x ∈ V}
is called the quotient space. If A is a linear transformation on V and
M ⊂ N are invariant subspaces for A, then the quotient transforma-
tion AN/M on N/M is defined by AN/M(x + M) = Ax + M for each
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x ∈ N; the invariance of M and N under A guarantees that AN/M is
well-defined. If C is a collection of linear transformations on V, and if
M ⊂ N are two invariant subspaces for C, then the collection of quo-
tients of C with respect to {M,N}, denoted by CN/M, is the set of all
quotient transformations AN/M on N/M, where A ∈ C. We say that a
property P is inherited by quotients if every collection of quotients of a
collection satisfying P also satisfies P, e.g., the properties nilpotency,
commutativity, having rank ≤ 1, etc are inherited by quotients. The
following asserts that the property of triagularizability is inherited by
quotients.
Lemma 1.4. Let V be a finite-dimensional vector space over a division
ring D, C a triangularizable collection of linear transformations on V,
and M and N with M ⊆ N two invariant subspaces for the collection
C. Then CN/M is triangularizable.
Proof. Without loss of generality assume that dimV > 1. Suppose M
and N with M ⊆ N and dim N
M
> 1 are two invariant subspaces for the
collection C. We need to show that there exists an invariant subspace
R of C such that M ( R ( N. To this end, let
0 = V0 ( V1 ( · · · ( Vn−1 ( Vn = V,
where n = dimV, be a triangularizing chain for C. Set Wi := N∩ (M+
Vi), where 0 ≤ i ≤ n. It is plain that each Wi is an invariant subspace
of C and that
M = W0 ⊆ W1 ⊆ · · · ⊆Wn−1 ⊆Wn = N.
Clearly, dim Wi
Wi−1
≤ dim Vi
Vi−1
= 1. This implies that there is an 1 <
i < n such that M ( R := Wi ( N. This completes the proof. 
We need the following useful lemma, which is a quick consequence
of the preceding lemma, in the proof of one of our main results.
Lemma 1.5. Let n ∈ N and F a family of block upper triangular
matrices in Mn(D). Then F is triangularizable iff its diagonal blocks
are triangularizable.
Proof. The proof, which is an quick consequence of Lemma 1.4, is
omitted for the sake of brevity. 
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2. Main Results
We start off with a simple proof of Kaplnasky’s Theorem over fields
of zero characteristic. We recall that if a semigroup S of matrices
is irreducible, then so is every nonzero ideal J of S (see [8, Lemma
2.1.10]).
Theorem 2.1. (Kaplansky) Let n > 1 and let F be a field with
characteristic zero and S a semigroup in Mn(F ) consisting of matrices
with singleton spectra. Then the semigroup S is triangularizable.
Proof. By passing to F ∗S, where F ∗ = F \ {0}, we may assume
that S is closed under scalar multiplications by the nonzero elements
of F . We only need to show that S is reducible. If the semigroup S
contains a nilpotent element, then reducibility of S follows from that
of the nonzero semigroup ideal of all nilpotent elements of S. So it
remains to prove the assertion when S contains no nonzero nilpotent
element. It is then plain that S is reducible iff the set of all unipotent
elements of S is reducible. Thus, in view of Kolchin’s Theorem, we will
be done as soon as we prove that the set of all unipotent elements of
S forms a semigroup. To this end, let I +N1, I +N2 ∈ S be arbitrary
unipotent elements. We can write (I + N1)(I + N2) = cI + N
′ ∈ S,
where c ∈ F ∗ and N ′ is a nilpotent matrix. We need to show that
c = 1. If N2 = 0, we have nothing to prove. Suppose N2 6= 0 so that
Nk2 6= 0 but N
k+1
2 = 0 for some k ∈ N with k < n. Thus
(I +N2)
m = I +
(
m
1
)
N2 + · · ·+
(
m
k
)
Nk2 ,
for all m ∈ N. Recall that
(
m
k
)
:= 0 whenever m < k. Clearly, we
have (I + N1)(I + N2)
m = cmI + N
′
m ∈ S for all m ∈ N with cm ∈ F
an nth root of unity, i.e., cnm = 1 and N
′
m a nilpotent matrix. Since
the set of the nth roots of unity in F has at most n elements, we
see that there exists a subsequence (mi)
∞
i=1 and an l ∈ N such that
(I +N1)(I +N2)
mi = cmlI +N
′
ml
for all i ∈ N. Therefore,(
(I +N1)(I +N2)
m − cmlI
)n
= 0,
for infinitely manym ∈ N. Now, fix 1 ≤ i, j ≤ n and note that the (i, j)
entry of the matrix
(
(I+N1)(I+N2)
m−cmlI
)n
is a polynomial of degree
kn in m having infinitely many roots, namely, mj ’s (j ∈ N). This
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implies that the (i, j) entry of the matrix
(
(I +N1)(I +N2)
m− cmlI
)n
is zero for all m ∈ N ∪ {0}. Consequently,(
(I +N1)(I +N2)
m − cmlI
)n
= 0,
for all m ∈ N∪{0}. Setting m = 0, 1 in the above, we obtain c = cml =
1, which is what we want. 
Theorem 2.2. The counterpart of Kolchin’s Theorem over division
rings of characteristic zero implies that of Kaplansky’s Theorem over
such division rings. In other words, if every semigroup of unipotent
matrices over a division ring ∆ of characteristic zero is triangulariz-
able, then so is every semigroup of matrices of the form cI +N , where
c comes from the center of ∆ and N is a nilpotent matrix with entries
from ∆.
Proof. Let F denote the center of ∆. Then, the proof is identical to
that of the preceding theorem except that one should use the Gordon-
Motzkin Theorem ([4, Theorem 16.4]) to get that(
(I +N1)(I +N2)
m − cmlI
)n
= 0,
for all m ∈ N ∪ {0}. Also one must use the Dieudonne´ Determinant
(see [1, Corollary 20.1]) to conclude that cm ∈ F is an nth root of unity
whenever (I+N1)(I+N2)
m = cmI+N
′ ∈ S with m ∈ N, cm ∈ F , and
N1, N2 and N
′ nilpotent. 
Here is our extension of Kaplansky’s Theorem. This theorem affir-
matively answers a question raised in [9].
Theorem 2.3. Let n ∈ N and let F be a field and T a triangularizable
set of matrices in Mn(F ), N the set of all nilpotents in Mn(F ), and S
a semigroup in Mn(F ) consisting of matrices of the form T +N , where
T ∈ T and N ∈ T ′ ∩ N . Then the semigroup S is triangularizable.
Proof. We view the elements of Mn(F ) as linear transformations on
F n and proceed by induction on n, the dimension of the underlying
space. The assertion trivially holds for n = 1. Assume n > 1 and that
the assertion holds for such semigroups of linear transformations acting
on spaces of dimension less than n. If T consists of scalar matrices,
then S is triangularizable by Kaplansky’s Theorem. If not, then by
Theorem 1.1, T has a nontrivial hyperinvariant subspace. Therefore,
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there exists a nontrivial direct sum decomposition F n = V1 ⊕ V2 with
respect to which
T =
(
T11 T12
0 T22
)
, N =
(
N11 N12
0 N22
)
,
for all T ∈ T and N ∈ T ′ ∩ N . Thus, for each S ∈ S, with respect to
the decomposition F n = V1 ⊕ V2, we can write
S = TS +NS
=
(
T11 T12
0 T22
)
+
(
N11 N12
0 N22
)
=
(
T11 +N11 T12 +N12
0 T22 +N22
)
,
where
TS =
(
T11 T12
0 T22
)
, NS =
(
N11 N12
0 N22
)
.
For 1 ≤ i ≤ 2, use Sii, Tii, and Nii to, respectively, denote the set of all
(i, i) block entries of S ∈ S, T ∈ T , and N ∈ T ′ ∩N with S = T +N .
For i = 1, 2, let ni = dimVi so that n = n1 + n2 and Ni denote the
set of all nilpotent linear transformations on Vi. Note that for each
i = 1, 2, Tii is triangularizable and Sii is a semigroup of matrices of
the form Tii + Nii, where Tii ∈ Tii, Nii ∈ T ′ii ∩ Ni. By Lemma 1.4,
S is triangularizable iff both S11 and S22 are triangularizable. But
Sii (i = 1, 2) is triangularizable by the induction hypothesis because it
consists of elements of the form Tii+Nii, where Tii ∈ Tii, Nii ∈ T ′ii∩Ni,
Tii is triangularizable, and ni < n. This completes the proof. 
Here is what we can say over general division rings.
Theorem 2.4. Let n ∈ N and let D be a division ring over which Ka-
plansky’s Therem holds, T a triangularizable set of matrices in Mn(D)
with inner-eigenvalues in F , the center of D, N the set of all nilpotents
in Mn(D), and S a semigroup in Mn(D) consisting of matrices of the
form T +N , where T ∈ T and N ∈ T ′ ∩N . Then the semigroup S is
triangularizable.
Proof. The proof, which we omit for the sake of brevity, is identical
to that of the preceding theorem except that one has to make use of
Corollary 1.3 as opposed to Theorem 1.1. 
By a Kaplansky semigroup of matrices over a division ring D, we
mean a semigroup of matrices of the form cI + N , where c is in the
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center of D and N is a nilpotent matrix with entries from D. By
[9, Theorem 2.2], every finite Kaplansky semigroup of matrices over a
general division ring is triangularizable. This result together with the
proof of the preceding theorem implies the following.
Theorem 2.5. Let n ∈ N and let D be a division ring and T a tri-
angularizable set of matrices in Mn(D) with inner-eigenvalues in F ,
the center of D, N the set of all nilpotents in Mn(D), and S a finite
semigroup in Mn(D) consisting of matrices of the form T +N , where
T ∈ T and N ∈ T ′ ∩ N . Then the semigroup S is triangularizable.
Proof. In view of [9, Theorem 2.2], the assertion is a quick consequence
of the proof of the preceding theorem. 
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