Abstract. In this paper we find necessary and sufficient conditions in order that a planar homogeneous polynomial differential system has a polynomial or rational first integral. We apply these conditions to linear and quadratic homogeneous polynomial differential systems.
Introduction and statement of the main results
One of the main problems in the qualitative theory of differential systems in C 2 is to determine whether they have a global first integral, i.e. first integrals defined in a dense and open subset of C 2 . This problem goes back to Poincaré. In fact, Poincaré, in 1891, started a series of three papers [26, 27, 28] in which he tried to answer the following question: Is it possible to decide if an algebraic differential equation in two variables is algebraically integrable? (in the sense that it has a rational first integral).
For an arbitrary polynomial differential system in C 2 the existence of a rational first integral does not imply the existence of an analytic equation on the coefficients, and neither the degree of the integral nor the genus of the phase curve is bounded by a function of the degree of the differential system, see [18] .
The characterization of polynomial or rational integrability for different particular differential systems has attracted the attention of many authors, see for instance [1, 16, 21, 22, 23] and references therein. In the present paper we give the characterization of polynomial or rational integrability for homogeneous polynomial differential systems. Moreover, for such systems when we control the polynomial first integrals, in fact, we control all analytical first integrals, see [17, 21] . Indeed in [17] it is shown that if the eigenvalues of the linear part of the differential system do not satisfy some form of resonance condition, then no analytic first integral exists (in a close similarity to the conditions for the existence of polynomial and rational first integral).
Let C[x, y] be the ring of all polynomials in the variables x and y with coefficients in C. And let C(x, y) be its quotient field, that is, the field of rational functions in the variables x and y with coefficients in C. As we have said, here we are interested in computing polynomial and rational first integrals of homogeneous polynomial differential systems in C 2 i.e. differential systems of the form
(1)ẋ = P n (x, y),ẏ = Q n (x, y),
where (x, y) ∈ C 2 , P n (x, y), Q n (x, y) ∈ C[x, y] are coprime and homogeneous of degree n and the dot denotes derivative with respect to an independent variable t real or complex. Our aim is to characterize the systems of the form (1) which have a polynomial or a rational first integral.
Given a planar polynomial differential system (2)ẋ = P (x, y),ẏ = Q(x, y),
where P (x, y), Q(x, y) ∈ C[x, y], we denote by n the degree of the system, that is, n = max{deg P, deg Q}. We say that a function H : U ⊆ C 2 → C, with U an open set, is a first integral of system (2) if H is continuous, not locally constant and constant on each trajectory of the system contained in U. We note that if H is of class at least C 1 in U, then H is a first integral if it is not locally constant and P (x, y) ∂H ∂x + Q(x, y) ∂H ∂y ≡ 0 in U. We call the integrability problem the problem of finding such a first integral and the functional class where it belongs. We say that the system has a polynomial first integral if there exists a first integral H(x, y) ∈ C[x, y]. Analogously, we say that the system has a rational first integral if there exists a first integral H(x, y) ∈ C(x, y).
We say that a function V : W ⊆ C 2 → C, with W an open set, is an inverse integrating factor of system (2) if V is of class C 1 , not locally zero and satisfies the following linear partial differential equation
in W. The knowledge of an inverse integrating factor defined in W allows the computation of a first integral in U = W \ {V = 0} by the following line integral
where (x 0 , y 0 ) ∈ U is any point. An easy computation shows that the homogeneous polynomial
is an inverse integrating factor for system (1) . A proof of this wellknown fact can be found in Lemma 3 of [4] . If V n+1 (x, y) ≡ 0 and n > 1 we have that the polynomials P n (x, y) and Q n (x, y) are not coprime in contradiction with our hypothesis. We detail the integrability for the case n = 1 of system (1) in Proposition 7. To see the relation between the functional classes of the inverse integrating factors and their associated first integrals see Theorem 3 of [14] , see also [7] . Many works deal with the integrability problem of a system of the form (2), see for instance [3, 5, 7, 20, 24] and references therein. The main idea of these works is to consider the singular points of the system and to give necessary conditions on the eigenvalues associated to the linear part of each singular point in order that the system has a first integral of a particular functional class. The paper [25] deals with linear differential systems defined in k N , where k is a field of characteristic zero and N ≥ 2 is an integer, and the author gives a characterization of the linear differential systems which have a polynomial or a rational first integral in terms of the eigenvalues of the constant matrix which defines the linear differential system.
Our main result is a characterization of the homogeneous polynomial differential systems (1) which have a polynomial or a rational first integral in terms of the eigenvalues associated to the singular points of the system which lie on the "exceptional divisor", once the origin has been blow-up.
We consider the homogeneous polynomial V n+1 (x, y) = yP n (x, y) − xQ n (x, y) and its factorization in linear factors
where v i (x, y) ∈ C[x, y] are homogeneous polynomials of degree 1, for i = 1, 2, . . . , n + 1. We say that two linear factors are equal if they are proportional by a scalar value c ∈ C. We note that
Our first result establishes the non-existence of a rational first integral, and in consequence the non existence of a polynomial first integral, for system (1) when V n+1 (x, y) factorizes with repeated linear factors.
Proposition 1. If the homogeneous polynomial
The proof of this result is given in section 2. We analyze system (1) with n = 1 in Proposition 7. We note that the origin for n > 1 of system (1) is a degenerate singular point. We make use of the blow-up technique for studying its local phase portrait and to characterize the integrability properties of the system. For a detailed explanation of the blow-up technique, see for instance Chapter 3 of [11] . The idea of a blow-up is to separate the directions at which the orbits of a system get to a singular point. In order to do that, we consider the change of coordinates (x, y) → (u, v) with x = u and y = u v. We observe that in all the points of C 2 except those with x = 0, this change is a one-to-one correspondence and that all the points (x, y) in the same straight line through the origin y = mx, with m ∈ C, are transformed to the horizontal straight line v = m. In order to "see" also the points such that x = 0, we also consider the directional blowup given by (x, y) → (u, v) with x = u v, y = v, which is in one-to-one correspondence for all the points of C 2 except those with y = 0. This blow-up can be interpreted as a change which transforms the disk in a neighborhood of the origin into a Moebius band and the origin into a circle S 1 in the middle of this Moebius band. This circle, which turns out to be the union of the orbits of the transformed system after dividing by u n−1 (or v n−1 in the case of the second directional blowup), is called the exceptional divisor. The two considered directional blow-ups are two local charts which cover the Moebius band. In the first one (x, y) → (u, v) with x = u and y = u v, the exceptional divisor is given by u = 0 and in the second one (x, y) → (u, v) with x = u v, y = v, the exceptional divisor is given by v = 0.
We deal with the singular points of system (1) which lie on the exceptional divisor S 1 . We will show that if p ∈ S 1 is a singular point of system (1) once transformed, then the matrix corresponding to the linear part of the system in a neighborhood of p is diagonal. We denote its eigenvalues by λ p and µ p , where λ p is the eigenvalue whose eigenvector is orthogonal to the exceptional divisor S 1 and µ p is the eigenvalue whose eigenvector is tangent to the exceptional divisor S 1 . We also define the quotient of these two eigenvalues by γ p = λ p /µ p . 
Lemma 2. Consider the factorization of the polynomial
The function of the first integral given in Theorem 3 is called of Darboux type, and the first integral is called Darboux first integral. To know more about the Darboux theory of integrability, see for instance [6, 8, 9, 19] and the references therein. The proof of Theorem 3 is given in section 2. There are several papers which give results about general planar polynomial differential systems of the form (2). Using these results for the general case, one could give alternative proofs to Proposition 1 and Theorem 3 in the particular case of the homogeneous system (1). This could be done in the framework of remarkable values, see [6, 12, 13] and the references therein, and using the necessary conditions for the existence of invariant algebraic curves, see [7] and the references therein. In particular, in [12] , there are several results about systems of the form (2) which have a Darboux first integral characterizing the existence of a polynomial inverse integrating factor. We note that the particular homogeneous systems (1) that we consider have the Darboux first integral provided in Theorem 3 and the polynomial inverse integrating factor V n+1 (x, y) defined in Proposition 1.
The following theorem is the main result of this paper and characterizes when system (1) has a polynomial or a rational first integral. As usual Q denotes the set of rational numbers, and Q + (resp. Q − ) the set of positive (resp. negative) rational numbers. is square-free and γ i ∈ Q − for i = 1, 2, . . . , n + 1.
In relation with statement (a) we remark that, as ∑ n+1 i=1 γ i = −1, we only need to have that n (out of n + 1) of the values γ i are rational and we deduce that all of them are rational. In relation with statement (b) we need that the n + 1 values γ i are in Q − . Theorem 4 is proved in section 2.
As an application of Theorem 4, we characterize all the linear and quadratic homogeneous polynomial differential systems of the form (1) which admit a rational or a polynomial first integral, see section 3.
The following statement provides some necessary conditions for some planar polynomial differential systems of the form (2) to have a rational first integral.
Corollary 5.
Consider a system (2) of degree n and let P n and Q n be the terms of degree n of the polynomials P and Q. Assume that P n and Q n are coprime. We define the polynomial V n+1 = yP n − xQ n and the values γ i defined in Theorem 3. Then the following statements hold.
is square-free and there is a value γ i ̸ ∈ Q, for i = 1, 2, . . . , n + 1, then system (2) has no rational first integral.
Corollary 5 is proved in section 2.
Proofs of the main results

Proof of Proposition 1. If the homogeneous polynomial
, we can assume, without loss of generality, that it has the multiple factor y with multiplicity m > 1. That is, V n+1 (x, y) = y m R(x, y) where R(x, y) is a homogeneous polynomial of degree n + 1 − m and such that R(x, 0) ̸ ≡ 0. To have this assumption we consider, if necessary, a rotation of the variables so as to get y as the multiple factor. Indeed, in the new coordinates, we get that y divides Q n (x, y) and, since P n (x, y) and Q n (x, y) are coprime polynomials, we have that P n (x, 0) ̸ ≡ 0.
Assume that system (1) has a rational first integral
By deriving the quotient H(x, y) = A(x, y)/B(x, y) and multiplying by B(x, y)
2 , we get
or equivalently (4)
We denote by A a (x, y) the homogeneous terms of highest order a in the polynomial A(x, y) and by B b (x, y) the homogeneous terms of highest order b in the polynomial B(x, y). We denote byÃ(x, y) (resp. B(x, y)) the sum of lower terms in A(x, y) (resp. B(x, y)), that is, y) ). In the particular case that a = b and there exists a constant c
.
Thus, we can assume, without loss of generality, that the quotient
is not a constant. The equation of the highest order terms in expression (4) gives
are also rational first integrals of system (1). Hence, if H(x, y) is a rational first integral of system (1), we can assume without loss of generality that H(x, y) is a homogeneous function of degree d ≥ 0, where
We consider the blow-up (x, y) → (u, v) with x = u and y = uv. The transformed system, after dividing by u n−1 , is
We remark that, since
, we get that the expression ofv in the above system can we rewritten asv = −v m r(v) with r(0) ̸ = 0. Indeed, as we have argued in the first paragraph of the proof of Proposition 1,
This change of variables gives that
We define h(v) := H(1, v) which is, by assumption, a rational function of the variable v. We have that
We note that if d = 0 in the previous expression, we get that h ′ (v) = 0, which implies that h(v) is a constant. In this case, we can assume that h(v) ≡ 1. This fact implies that H(u, uv) = u 0 which means that H(x, y) is a constant, in contradiction with the fact that it is a first integral. Therefore, d > 0. The previous identity gives that (6) h
We develop the right-hand side of this identity in simple fractions of v, that is,
where c i ∈ C, for i = 1, 2, . . . , m, and α 0 (v), α 1 (v) are polynomials with α 1 (v) a polynomial of degree at most the degree of r(v) minus 1.
Equating both expressions, we get that c m = d P n (1, 0)/r(0). Therefore, c m ∈ C \ {0}. We integrate identity (6) with respect to v, we exponentiate and we get that
where C is a constant of integration, which cannot be zero. We note that exp
is not a rational function because c m cannot be zero. This exponential function cannot be simplified by any part of the second factor. Thus, we get a contradiction with the fact that h(v) is a rational function. We conclude that if V n+1 (x, y) is not square-free, then there cannot exist a rational first integral for system (1).
Proof of Lemma 2. We can assume, without loss of generality, that x is not a divisor of the homogeneous polynomial V n+1 (x, y) = yP n (x, y) − xQ n (x, y). If it was, we consider an affine change of variables (a rotation) to avoid it. Therefore, the homogeneous polynomial
where α i ∈ C for i = 1, 2, . . . , n + 1 and c ∈ C − {0}. In this way, we only need to consider the directional blow-up (x, y) → (u, v) with x = u, y = u v in order to see all the singular points of the exceptional divisor. This directional blow-up transforms system (1) into (5). We observe that the singular points of system (5) on the exceptional divisor u = 0 are exactly those with v = α i , for i = 1, 2, . . . , n + 1, becausė
Straightforward computations show that the linear matrix of system (5) in a neighborhood of the singular point (u, v)
We observe that this matrix is diagonal and following the notation introduced in the statement of Lemma 2 we have λ i = P n (1, α i ) and
We remark that λ i ̸ = 0 because if P n (1, α i ) = 0 then, since Q n (1, α i ) − α i P n (1, α i ) = 0, this would imply that Q n (1, α i ) = 0 and, hence, the polynomials P n (x, y) and Q n (x, y) would not be coprime, in contradiction with the hypothesis. Therefore, λ i ̸ = 0.
On the other hand, we see that
Proof of Theorem 3. We use the notation detailed in the statement and in the proof of Lemma 2 and we will first show that
This equality appears as a corollary of the results given in [2, 24] but we include here a proof for the sake of completeness. We can assume, without loss of generality, that x is not a divisor of the homogeneous polynomial V n+1 (x, y) = yP n (x, y) − xQ n (x, y). We recall that
Since the V n+1 (x, y) is square-free, we have that
We use the decomposition in simple fractions of a rational function, then
where b i ∈ C. We take the common denominator in the right-hand side, we multiply both members of the equality by it, i.e. by ∏ n+1 i=1 (v − α i ), and we get that
We take the value v = α i and we obtain that
As we have seen in the proof of Lemma 2, we have that λ i = P n (1, α i ) and
We take again common denominator in the right-hand side of the previous identity and we multiply both members by
We observe that the coefficient of v n in the left-hand side is the coefficient of v n of P n (1, v) divided by −c. By (9), we deduce that c is the coefficient of v n in the polynomial P n (1, v) . Thus, the coefficient of v n in the left-hand side is −1 whereas the same coefficient in the right-hand side is
Thus, we conclude (8). Now we consider the expression H(x, y)
= ∏ n+1 i=1 v i (x, y) γ i
and we have that it is a first integral of system (1) if and only if H(u, uv) is a first integral of system (5), that is, if the following identity is satisfied (11)
∂H(u, uv) ∂u
By (9) and (8), we have that
We can deduce, by simplifying H(u, uv), from identity (11)
We see by (9) that
We use this expression to rewrite the second term in the left-hand side of (12) and also using that
which is the expression of the Lagrange polynomial which interpolates the n + 1 points (α i , P n (1, α i )), i = 1, 2, . . . , n + 1, see for more details [15] . Therefore, this polynomial is P n (1, v) and we conclude that identity (12) is satisfied and, hence, identity (11) is also satisfied.
Proof of Theorem 4. As we have proved in Proposition 1, the fact that V n+1 (x, y) is square-free is a necessary condition for system (1) to have a rational (or polynomial) first integral. We will assume that V n+1 (x, y) is square-free for the rest of the proof and we will also assume that x is not a divisor of V n+1 (x, y), by doing a rotation in the variables if necessary.
Assume that system (1) has a rational first integral H(x, y). As we have shown in the proof of Proposition 1, we can assume that H(x, y) is a homogeneous function of degree d > 0. Indeed, we have that H(u, uv) is a first integral of system (5). We can write H(u, uv) = u d h(v) with h(v) := H(1, v).
Since it is a first integral of system (5), we have that
which implies that (1, v) .
By (10) we have that
which implies that
where k ∈ C \ {0} is an integration constant. Therefore,
and thus
Using that ∑ n+1 i=1 γ i = −1 as we have shown in Theorem 3, we get that
This fact implies that any first integral of system (1) needs to be the sum of powers of the expression given in Theorem 3. In short, the only possibility for system (1) to have a rational first integral is that the expression given in Theorem 3 is a power of a rational function, which means that γ k /γ 1 ∈ Q for k = 2, 3, . . . , n + 1. In this case, we denote by
Therefore, the fact that q k ∈ Q for k = 2, 3, . . . , n + 1 is equivalent to γ i ∈ Q for i = 1, 2, . . . , n + 1. Moreover, the only possibility for system (1) to have a polynomial first integral is that the expression given in Theorem 3 is the power of a polynomial, which means that all the γ i belong to Q and are of the same sign. Again, since
Proof of Corollary 5. We first prove that if system (2) has a rational first integral, then systemẋ = P n (x, y),ẏ = Q n (x, y), where P n and Q n are the terms of degree n of the polynomials P and Q, has a rational first integral. We assume that system (2) A a (x, y) , B b (x, y) the highest order terms of the polynomials A(x, y), B(x, y) , respectively. We have that P (∂H/∂x) + Q(∂H/∂y) ≡ 0. We can reorder and simplify this expression to get
has the rational first integral H(x, y) = A(x, y)/B(x, y) with A(x, y), B(x, y) ∈ C[x, y] and we denote by
We equate the highest degree terms in the previous expression and we have (
which implies that the quotients A a (x, y)/B b (x, y) and B b (x, y)/A a (x, y) are also rational first integrals of systemẋ = P n (x, y),ẏ = Q n (x, y). We can assume that these quotients are not constant using the same reasoning as in the proof of Proposition 1. The statements of the corollary are direct consequences of Proposition 1 and Theorem 4.
Linear and quadratic homogeneous polynomial differential systems
This section contains the characterization of the linear and quadratic homogeneous polynomial differential systems with a rational or a polynomial first integral. To do so, we shall use the canonical forms of linear and quadratic homogeneous polynomial differential systems. Lemma 6 describes the canonical forms of linear systems of the form (1) in C 2 . The canonical forms of quadratic homogeneous polynomial differential systems are given in [10] and are done for real quadratic systems. Thus, we give two statements: one in the real case and another one in the complex case.
The following lemma provides the canonical forms of linear homogeneous differential systems of the form (1).
Lemma 6. By an affine change of variables and a rescaling of time, any linear homogeneous differential system of the form (1) is equivalent to one of the following linear systems:
(a)ẋ = x,ẏ = ax + y; (b)ẋ = x,ẏ = ay; where a ∈ C.
Proof. In order to avoid a confusion with the names of the variables, we start with a system with variables u and v and we apply an affine change of variables to get one of the systems (a) or (b) of the statement. That is, we consider constants a 10 , a 01 , b 10 , b 01 ∈ C which are the coefficients of a linear homogeneous differential system
We consider the homogeneous polynomialṼ (u, v) := v(a 10 u + a 01 v) − u(b 10 u + b 01 v) which is an inverse integrating factor of (13). The polynomialṼ (u, v) splits in two linear factors (equal or different) and we can assume, by a rotation of the variables if necessary, that u is one of these factors. Thus, we can assume that a 01 = 0 without loss of generality and since the polynomials which define system (13) are assumed to be coprime, we have that a 10 b 01 ̸ = 0. Thus, we can take a time-rescaling and we get the systeṁ
We consider two cases, either b 01 = a 10 The following proposition contains the characterization of linear homogeneous differential systems with a rational or a polynomial first integral.
Proposition 7.
By an affine change of variables and a rescaling of time, a linear homogeneous differential system of the form (1) has a rational (resp. polynomial) first integral if and only if it is equivalent to a linear system of the following form:
with a ∈ Q (resp. with a ∈ Q − ).
Proof. We only need to consider the canonical forms provided in Lemma 6. For the system (a), we have that the polynomial V 2 (x, y) = ax 2 . We observe that if a = 0, we have a particular system of case (b). If a ̸ = 0 we get that the system has no rational first integral as a consequence of Theorem 4 because V 2 (x, y) is not square-free.
For system (b) in Lemma 6, we have that V 2 (x, y) = (a − 1) xy. If a = 1, we see that H(x, y) = y/x is a rational first integral and there is no polynomial first integral. If a ̸ = 1, as an application of Theorem 3, we get the following first integral
Thus, the system has a rational first integral if and only if a ∈ Q by Theorem 4. Indeed, we see that γ < 0 and −1 − γ < 0 if and only if a < 0. Therefore, also by Theorem 4, the system has a polynomial first integral only if a < 0.
The following results contains the canonical forms of real quadratic homogeneous polynomial differential systems.
Lemma 8 ([10]
). Any real quadratic homogeneous polynomial differential system of the form (1) is affine-equivalent to one and only one of the following real quadratic systems:
y(ax + by); where a, b ∈ R.
As a direct consequence of this lemma, we have the following result in the complex case. Proof. In order to avoid a confusion with the names of the variables, we start with a system with variables u and v and we apply an affine change of variables to get one of the systems (a), (b) or (c) of the statement. That is, we consider constants a 20 , a 11 , a 02 , b 20 , b 11 , b 02 ∈ C which are the coefficients of a quadratic homogeneous polynomial differential system
We consider the homogeneous polynomialṼ (u,
which is an inverse integrating factor of (14) . The polynomialṼ (u, v) splits in three linear factors (equal or different) and we can assume, by a rotation of the variables if necessary, that u is one of these factors. Thus, we can assume that a 02 = 0 without loss of generality and since the polynomials which define system (14) are assumed to be coprime, we have that b 02 ̸ = 0. We have three possible ways of splitting the polynomialṼ (u, v) taking into account the multiplicity of the factors. It may have three different linear factors, or a double one (which we will assume that it is u) with a simple one, or a triple one (which we will assume that it is u).
Case (a). We assume thatṼ (u, v) has u as a double factor, that is, we assume that a 11 = b 02 and a 20 − b 11 ̸ = 0. In this case, we parameterize the coefficient b 20 by a value a such that
We consider the affine change of variables (u, v) → (x, y) with
and we get system (a) of Lemma 9.
Case (b). We assume thatṼ (u, v) has u as a triple factor, that is, we assume that a 11 = b 02 and b 11 = a 20 . In this case, since the polynomials which define system (14) are assumed to be coprime, we have that b 20 ̸ = 0. We consider the affine change of variables (u, v) → (x, y) with
and we get system (b) of Lemma 9.
Case (c). We assume thatṼ (u, v) has three different linear factors, that is, we assume that a 11 
Indeed, we parameterize the coefficients a 11 and b 11 by values a and b such that b ̸ = −3/2 and (a, b) ̸ = (0, 3) with
and we get system (c) of Lemma 9. We note that if b = −3/2 or (a, b) = (0, 3) we have that the polynomials which define system (c) of Lemma 9 are not coprime, in contradiction with our hypothesis.
The following results establish all the real quadratic homogeneous polynomial differential systems with a rational or a polynomial first integral. Proof. We denote, as usual, by i = √ −1 the imaginary unit. By an affine change of variables, we only need to consider the five families of systems detailed in Lemma 8. In the family (i) we have that the homogeneous polynomial V 3 (x, y) = −3x 2 y which is not square-free and, thus, the system has no rational first integral. In the families (ii) and (iii), the inverse integrating factor is V 3 (x, y) = −x 3 which is neither square-free and the same conclusion follows.
In the family (iv):
with a, b ∈ R, we have that the inverse integrating factor is V 3 (x, y) = −x(x 2 + 3y 2 ). In order to compute the values of the γ i for the three points on the exceptional divisor provided by the factors of V 3 (x, y) we consider the change of variables (x, y) → (u, v) with x = uv and y = v. We take this blow-up because x is a divisor of V 3 (x, y) and y is not a divisor of this homogeneous polynomial. This blow-up leads to the systemu
This system has the singular points p 1 = (0, 0), p 2 = (i √ 3, 0) and p 3 = (−i √ 3, 0) on the exceptional divisor v = 0. The matrices associated to the linear part of the system on each of these points are:
) .
For each singular point, we define its eigenvalues λ i and µ i , where λ i is the eigenvalue whose eigenvector is orthogonal to the exceptional divisor and µ i is the eigenvalue whose eigenvector is tangent to the exceptional divisor. Then we compute γ i = λ i /µ i and we have that
Proof. If a system of the form (1) has a polynomial first integral, in particular it has a rational first integral. Thus we are under the hypothesis of Proposition 10. We recall that system (15) has the associated quotients of eigenvalues of singular points in the exceptional divisor γ 1 = − 3 + 2b 9 , γ 2 = 1 9
as we have seen in the proof of Proposition 10. We have that a = 0 and b ∈ Q by Proposition 10. As a consequence of Theorem 4 we have that γ i ∈ Q − for i = 1, 2, 3 is the necessary and sufficient condition to have a polynomial first integral. This fact implies that −3/2 < b < 3.
For system (16) The following results establish all the complex quadratic homogeneous polynomial differential systems with a rational or a polynomial first integral. We denote by i = √ −1 the imaginary unit. Proof. We only need to consider the systems appearing in the statement of Lemma 9. In the case (a) the polynomial V 3 (x, y) is −3x 2 y and in the case (b) it is −x 3 . Since these polynomials are not square-free, we discard these two systems by Theorem 4. For system (c): By Theorem 4, system (17) has a rational first integral if and only if γ i ∈ Q for i = 1, 2, 3. We observe that γ 1 ∈ Q if and only if b ∈ Q. If we consider γ 2 − γ 3 = 2i √ 3a/9, we see that a needs to be of the form a = i √ 3 c with c ∈ Q. We denote by m the least common multiple of the denominators of {3 + 2b, 3 − b + 3c, 3 − b − 3c}. A rational first integral in this case is:
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