This paper derives several Lagrange Multiplier statistics and the corresponding likelihood ratio statistics to test for spatial autocorrelation in a fixed effects panel data model. These tests allow discriminating between the two main types of spatial autocorrelation which are relevant in empirical applications, namely endogenous spatial lag versus spatially autocorrelated errors. In this paper, five different statistics are suggested. The first one, the joint test, detects the presence of spatial autocorrelation whatever its type. Hence, it indicates whether specific econometric estimation methods should be implemented to account for the spatial dimension. In case they need to be implemented, the other four tests support the choice between the different specifications, i.e. endogenous spatial lag, spatially autocorrelated errors or both. The first two are simple hypothesis tests as they detect one kind of spatial autocorrelation assuming the other one is absent. The last two take into account the presence of one type of spatial autocorrelation when testing for the presence of the other one. We use the methodology developed in Lee and Yu (2008) to set up and estimate the general likelihood function. Monte Carlo experiments show the good performance of our tests. Finally, they are applied to the Feldstein-Horioka puzzle. They indicate a misspecification of the investment-saving regression due to the omission of spatial autocorrelation. The traditional saving-retention coefficient is shown to be upward biased. In contrast our results favor capital mobility. JEL Classification: C12, C21, C23
Introduction
In the past decade, spatial econometric models designed to deal with spatial autocorrelation and heterogeneity have been mainly developed within the framework of cross-sectional data (Anselin, 1988a; Anselin and Bera 1998; Anselin, 2006) . Estimation methods and hypothesis tests have been extensively studied in the econometric literature. Lee (2004) presents a comprehensive investigation of the asymptotic properties of the maximum likelihood estimators widely used in the literature to estimate spatial models. Kelejian and Prucha (1998, 1999) and propose generalized method of moments as an alternative estimation method. Various test statistics, mainly based on the Lagrange Multiplier (LM) principle, have been elaborated in Anselin et al. (1996) and Anselin (2001) . Those spatial econometric tools have been successfully applied in the economic literature to highlight significant spatial effects in many fields such as growth economics 1 (Conley and Ligon, 2002; Ertur and Koch, 2007) , international economics (Baltagi et al., 2007b (Baltagi et al., , 2008 , labor economics (Conley and Toppa, 2002) , public economics (Brueckner, 1998 (Brueckner, , 2003 agricultural and environmental economics (Anselin et al. 2004; Bell and Bockstael, 2000; Murdoch et al., 1997) etc. It is now widely known that ignoring spatial effects when they are actually present leads, at best, to inefficient OLS estimators and biased statistical inference and, at worst, to biased and inconsistent OLS estimators. 2 Although Anselin (1988a, chapter 10, p.137-168 ) also proposed an early study of spatial panel data models, it is only recently that an increasing interest is emerging in the econometric literature calling into question the typical cross-sectional independence assumption in panel data models (Elhorst, 2003 ; Anselin et al., 2008 ; Yu et al. 2008 ; Lee and Yu, 2008, 2009) . Panel data models are primarily designed to deal with individual heterogeneity, which can of course be inherently spatial, but not with individual interactions or spatial autocorrelation. In other words, in the fixed effects framework, heterogeneity due to individual characteristics, for instance "absolute" geographical localization, is easily taken into account by demeaning. However heterogeneity due to differentiated feedback effects, originated in cross-section interactions, based, for instance, on "relative" geographical localization of individuals with respect to each other, cannot be dealt with and requires explicit modeling of spatial autocorrelation. We label the latter type of heterogeneity interactive heterogeneity, genuinely spatial by nature, to avoid confusion with what is traditionally called spatial heterogeneity in the literature, which is actually standard individual heterogeneity coming from spatial structural instability in coefficients or residual variance. Spatial panel data models are exactly designed to deal with both type of heterogeneity: pure individual heterogeneity captured by fixed effects and interactive heterogeneity captured by impact coefficients or elasticities computed from the reduced form of the spatial autoregressive model taking into account the interaction structure between individuals.
To the best of our knowledge, Baltagi et al. (2003) are the first to propose to the applied researcher a joint test and two conditional LM tests as well as the corresponding likelihood ratio tests (LR) for the spatial error component model. The joint statistic simultaneously tests for the existence of spatial error correlation and random individual effects. The conditional statistics test for the existence of spatial error correlation assuming the presence of random individual effects or for the existence of random individual effects assuming the presence of spatial error correlation. Baltagi et al. (2007a) generalize these tests by deriving new test statistics that also consider the problem of serial correlation in the remainder error term. Finally, Baltagi and Liu (2008) allow for autoregressive spatial lag dependence in the dependent variable rather than the error term.
However none of those tests are designed to discriminate between the two types of spatial autocorrelation that may be relevant in applied models, namely spatially autocorrelated errors versus spatially lagged endogenous variable. This is precisely the aim of this paper in the framework of fixed effects spatial panel data model.
To be more precise, let us consider the classical linear model for the time period t: Y t = X t β + U t , where Y t represents the n × 1 vector of the dependent variable for all individuals, X t is the n×k matrix of covariates and U t is the error term. The first type of spatial autocorrelation usually takes the form of a simple first order spatial autoregressive process on the error term: U t = λWU t + V t where W is the n × n row-standardized interaction or spatial weight matrix, λ represents the intensity of spatial correlation between residuals and V t is a n × 1 vector of well behaved disturbances. This model, labeled SEM, is characterized, in reduced form, by a global spatial diffusion of a random shock. The second type of spatial autocorrelation usually takes the form of the first order spatial autoregressive model, labeled SAR: Y t = ρWY t + X t β + U t where WY t is the n × 1 vector of the endogenous spatial lag variable representing the spatially weighted mean of neighboring Y t values, ρ is the spatial autoregressive parameter and U t is a n × 1 vector of well behaved disturbances. Needless to say that the latter type of modeling spatial dependence may be theoretically founded and may be derived from structural equations as shown, for instance, in Ertur and Koch (2007, 2008) in the framework of the neo-classical and Schumpeterian growth theories. Note also, that in contrast to the former model, the latter allows, in reduced form, for full interactive heterogeneity of the impact coefficients or elasticities by means of the so called global spatial multiplier effect in addition to the global spatial diffusion property of a random shock (Anselin, 2003) . Finally, it is also possible to consider a model with both types of spatial autocorrelation: Y t = ρWY t + X t β + U t where U t itself follows of first order spatial autoregressive process: U t = λMU t +V t where M is a spatial weight matrix, which is often identical to W in empirical settings. This general model, labeled SARAR(1,1), exhibits the same properties as the previous spatial autoregressive model in terms of interactive heterogeneity, although the global spatial diffusion process of a random shock is here more complex. The aim of this paper is therefore to assess whether spatial autocorrelation is present in the sample considered and in the affirmative, to identify the most appropriate spatial specification as this appears to be a crucial point from the modeling perspective of individual versus interactive heterogeneity. Five different LM and the corresponding LR tests statistics are provided. The joint test detects the presence of spatial autocorrelation whatever its type. Hence, it indicates whether specific econometric estimation methods should be implemented to account for the spatial dimension. In the case they need to be implemented, the other four tests support the choice between the different spatial specifications, i.e. a model with an endogenous spatial lag variable, a spatially autocorrelated error process or both. The first two are simple hypothesis tests as they detect only one type of spatial autocorrelation assuming the absence of the other one. The last two account for the possible presence of one type of spatial autocorrelation when testing for the presence of the other one. We use the methodology recently developed in Lee and Yu (2008) to set up the likelihood function of the fixed effects spatial panel data model. Some Monte Carlo experiments show the good performance of our tests in various settings.
Finally, an empirical application of our tests is provided in the framework of the well-known Feldstein-Horioka puzzle based on the strong empirical evidence of high correlation between domestic saving and domestic investment rates (Feldstein and Horioka, 1980) . Actually, using our tests, we find evidence of significant spatial autocorrelation in the form of an endogenous spatial lag variable in the fixed effects spatial panel data specification. This result has major implications: first from the econometric perspective, the usual within estimator is thus biased and inconsistent.
Second, individual and interactive heterogeneity are therefore both of interest. To be more precise the reduced form of the specification should be used to compute the heterogeneous impact coefficients, which reflect both direct effects including own spillovers and indirect effects, i.e. spillovers. In other words, a change in the saving rate in one country, say country i, affects the investment rate of that country i, which in turn affects the investment rates of other countries, which then feed back to the investment rate of country i. Estimation of the SAR fixed effects panel data model shows a significant drop in the mean of the heterogeneous saving-retention coefficients, which reflect the direct effect including own-spillovers. Moreover, we find strong evidence in favor of indirect spillovers effects, which are all significant. Our econometric results favor therefore capital mobility in contrast to most of the previous results obtained in the literature. Furthermore, they thus underline the importance of properly testing for spatial autocorrelation and estimating the adequate spatial econometric specification when using fixed effects panel data models.
The remainder of the paper is organized as follows: section 2 presents the fixed effects spatial panel data model, the general framework used and the test statistics proposed. All derivations are relegated to the appendix. Section 3 presents the performance of the tests by using Monte Carlo simulations. Section 4 presents the application of our tests to the Feldstein-Horioka puzzle. The last section concludes.
The model and the test statistics
Our benchmark model, elaborated by Lee and Yu (2008) , combines a spatial autoregressive model with spatially autocorrelated disturbances of order (1,1), labeled SARAR(1,1), in a fixed effects spatial panel data setting:
U n,t = λM n U n,t + V n,t t = 1, . . . , T where Y n,t = (y 1,t , y 2,t , ..., y n,t ) is the n × 1 vector of the dependent variable for all individuals in period t, X n,t is the n × k matrix of exogenous variables, β is the associated vector of unknown regression coefficients to be estimated. V n,t = (v 1,t , v 2,t , ..., v n,t ) is the innovation term, v i,t is i.i.d. across i and t with zero mean and variance σ 2 , and µ n is the vector n × 1 of individual fixed effects. W n and M n are n × n non-stochastic matrices typically referred to as interaction or spatial weight matrices, ρ and λ are the unknown spatial autoregressive parameters to be estimated. Our analysis also allows for W n = M n , which will be frequently the case in applications.
Without loss of generality, we assume that, W n and M n are row-normalized. According to Lee and Yu (2008, p.4) , it first allows to consider as parameter space for both ρ and λ a compact subset of (−1, 1). 3 Secondly, referring to Anselin and Bera (1998, p.243) : "it facilitates the interpretation of operations with the weight matrix as an averaging of neighbouring values." For the sake of simplicity, we also assume the same interaction pattern for all time periods (i.e. constant weight matrices over time). We consider fixed effects for individuals only and assume SAR errors in the idiosyncratic term. 4 Finally, since we are interested in the spatial dimension of the model, the sample is arranged first by period and second by individual. 5 The assumptions underlying the asymptotic properties of (quasi) maximum likelihood estimators for the SARAR(1,1) model are developed and discussed in Yu et al. (2008) and Lee and Yu (2008) in the panel data setting. Let us define S n (ρ) = (I n − ρW n ) and R n (λ) = (I n − λM n ). A version of this set of assumptions adapted to normal disturbances is presented below: Assumption 1. W n and M n are non-negative and non stochastic interaction matrices and are fixed through time. Moreover w ii = 0 and m ii = 0, for i = 1, . . . , n. 6 Finally, both matrices are assumed to be uniformly bounded in row and column sums in absolute value.
Assumption 2. S n (ρ) and R n (λ) are invertible for all ρ and λ in a compact subset of (−1, 1). S n (ρ) −1 and R n (λ) −1 are also uniformly bounded in row and column sums in absolute value for all ρ and λ in a compact subset of (−1, 1).
Assumption 3. The disturbances v i,t are normally, identically and independently distributed across i and t with zero mean and variance σ 2 .
Assumption 4. The regressor matrix X has full column rank, and its elements are non stochastic and uniformly bounded in n and t. The limit of 1 nT T t=1 (X n,t − X n,T ) (X n,t − X n,T ) exists and is non singular, where
Under this set of assumptions, for each period t, the model can then be rewritten as follows in reduced form:
The variance-covariance matrix of the error term U n,t is then:
with σ 2 I n , the variance-covariance matrix of the homoskedastic normal multivariate disturbance V nt . We follow the methodology developed by Lee and Yu (2008) to formulate the likelihood function. These authors do not apply the typical within transformation to the data to wipe out the individual effects. They show that even though the direct (within) approach developed in Elhorst (2003) provides consistent ρ and β coefficients, the variance of the disturbances is not consistently estimated when T is small but n is large (see Lee and Yu, 2008, and 2009 ). These authors exploit the properties of eigenvectors to transform data in such a way that individual effects still get removed but the variance of the transformed error term is consistently estimated. Let us recall that the within estimation applies the demeaning operator J T = (I T − 1 T ι T ι T ) to the original data set and estimates the transformed model. Lee and Yu (2008) 
as the orthonormal matrix of the eigenvectors of 4 Kapoor et al. (2007) suggest an alternative framework where both the error term and individual effects are assumed to be spatially autocorrelated.
5 In other words, i is the fast moving index whereas t is the slow moving one. 6 This normalization assumption implies some simplifications in the interpretation of spatial parameters since self-influence is excluded in practice, see Yu et al. (2008, p.120) .
the demeaning operator, with F T,T −1 the T × (T − 1) matrix of eigenvectors of J T corresponding to eigenvalues equal to 1 and ι T , a T ×1 vector of ones. The suggested transformation applies the F matrix to the original data set:
. . .
Hence, the transformed sample is shrunk of one period of time. Our benchmark model thus becomes:
Let us look how the variance-covariance matrix of the transformed disturbance, V * n,t is affected by this "pseudo-within" transformation. As V * n,t is a linear transformation of the original disturbance, its mean remains 0 and its variance-covariance matrix is:
Two results can be highlighted: the variance-covariance matrix is well-defined and v * i,t are independent for all i and t since normality is assumed. Denoting θ = [β , ρ, λ, σ 2 ] and η = [β , ρ, λ], we can write the log-likelihood function as follows:
with V * n,t = R n (λ) S n (ρ)Y * n,t − X * n,t β . Moreover, Lee and Yu (2008, 2009) show that under normality of the disturbances, this log-likelihood is the conditional loglikelihood of Y n,t , t = 1, . . . , T , conditional on Y i,T = 1 T T t=1 Y i,t , the time average for individual i.
Five different hypotheses are considered in this paper:
i) H a 0 : ρ = λ = 0; This is the joint test. Under the alternative, at least one spatial parameter is different from 0. The joint test determines whether the spatial dimension matters. If it is not the case, there is no need to proceed further with the other tests. However, if the joint null hypothesis is rejected, the applied researcher should test the simple hypotheses to identify the most appropriate specification. If the two null hypotheses are both rejected, then one should test the last two null hypotheses to discriminate between the two alternative specifications of spatial autocorrelation. If both are again rejected than the appropriate specification is the SARAR(1,1) model.
Let us point out that the asymptotic distributions of our test statistics are not formally derived but they are likely to hold under assumptions developed in Lee and Yu (2008) . 7 In this paper, we focus instead on their finite sample performance by means of Monte Carlo simulations. The next subsections are devoted to the presentation of our LM and LR tests statistics. 8
Joint test statistics for H
Under the joint null hypothesis, the specification to be estimated is the usual fixed effects panel model. However, since the transformation used is different from the usual within transformation, we could wonder whether the OLS method is still appropriate. We have already shown that the variance-covariance matrix of the transformed error term is spherical. Moreover, the transformed regression (2) is linear since the F matrix is made of eigenvectors. Finally, the rank of X * is not affected by the transformation. To prove the strict exogeneity assumption (needed for the consistency of OLS estimators), one uses the equality F T,T −1 F T,T −1 = J T , the original demeaning operator. Hence:
Wooldridge (2002, p.268) has shown that (4), which corresponds to the usual within transformation, satisfies the strict exogeneity assumption. Since all assumptions for the OLS estimation to provide consistent estimators are met, the model under the null can be estimated by least squares. The joint LM statistic is then:
with, as notations,
7 We computed qqplots for all our tests available from the authors upon request. They show that even in small samples, the tests already approach a χ 2 distribution. 8 For the sake of brevity, we will only present final expressions: details are provided in the Appendix.
and M X * is the usual annihilator matrix, namely I n(T −1) − X * (X * X * ) −1 X * . Finally,Ṽ * n,t = Y * n,t − X * n,tβ are the residuals of the constrained model andσ 2 is the associated residual variance, simply estimated by OLS.
The LR test is based on the difference between the log-likelihood for unrestricted θ and restricted modelsθ: 9
with the coefficients evaluated at their unrestricted and restricted estimates. The LR test is asymptotically distributed as χ 2 (q) with q the number of constraints imposed. The unrestricted model is (2). If we concentrate outσ 2 andβ, we get the following expression for the unrestricted log-likelihood function:
Let us now consider the restricted model which is the classical linear model. Under the null hypothesis H a 0 the restricted log-likelihood function is:
Again, concentrating out with respect toσ 2 andβ, we obtain the following expression:
The joint LR test statistic is therefore:
withσ = 1 n(T −1) T −1 t=1Ṽ * n,tṼ * n,t , the estimated residual variance of the constrained model andσ = 1 n(T −1) T −1 t=1V * n,tV * n,t , the estimated residual variance of the unrestricted model. This test indicates to the researcher whether the spatial dimension matters. When the null hypothesis is rejected, the econometric specification should explicitly take into account spatial autocorrelation. As soon as one faces spatial data, this test should be performed since spatial autocorrelation causes traditional estimation methods to produce unreliable estimators. Let us however mention that when this statistic is significant, further tests should be conducted to find out the most appropriate specification. The aim of the four last tests is to fill this gap. The first two (ii and iii) are simple hypothesis tests. They thus test the presence of one type of spatial autocorrelation assuming the absence of the other. The last two (iv and v) are conditional test statistics. They are more general since they account for a possible misspecification of the model in terms of spatial autocorrelation.
Simple hypothesis tests
This section is concerned with the construction of marginal statistics to test for one particular form of spatial autocorrelation assuming the absence of the other.
Marginal test statistics for H b
0 : ρ = 0 (assuming λ = 0) The aim of these statistics is to test for spatial autocorrelation in the form of an endogenous spatial lag variable, i.e. a SAR model, assuming no SAR errors (i.e. λ = 0). The constrained model is the classical linear regression:
with V * n,t distributed according to a normal distribution with zero mean and a variance-covariance matrix equal to σ 2 I n(T −1) . The unconstrained model is the SAR specification, formally written as:
and should be estimated by ML or GMM. Hence, the LM statistic is written as:
with the same notations as before. As the constrained model can be estimated by least squares,Ṽ * n,t are the residuals of the OLS estimation of (8) andσ 2 is the estimate of the associated residual variance.
Using the same methodology as for the joint statistic, the LR counterpart is:
whereσ 2 is the residual variance of the constrained model (8) whereasσ 2 andρ are estimated using the unconstrained model (9).
Marginal test statistics for H c
0 : λ = 0 (assuming ρ = 0) Again for this test, the restricted model is (8). The specification under the alternative is:
The LM statistic is written as:
Again,Ṽ * n,t are the residuals of the estimation of (8) andσ 2 is the estimate of the associated residual variance.
The corresponding LR statistic compares specification (12) with the model under the null, namely (8). The statistic is then:
For these simple hypothesis statistics, the null is the absence of spatial autocorrelation. If statistics for a SAR model (LM ρ and LR ρ ) are significant, spatial autocorrelation under the form of a endogenous spatial lag must be included in the regression. Similarly, if LM λ and LR λ are significant, the regression must account for spatially autocorrelated errors. However, as shown in the Monte Carlo study, these statistics are affected by misspecification of the model in terms of spatial autocorrelation and tend to over reject the null. Their conditional version solve this drawback.
Conditional hypothesis tests
The first two statistics, LM λ|ρ and LR λ|ρ , will test the presence of spatial error correlation when an endogenous spatial lag is already accounted for. The last two, LM ρ|λ and LR ρ|λ , will detect a endogenous spatial lag when spatially autocorrelated errors are already included in the model.
Condtional test statistics for H d
0 : λ = 0 given ρ = 0 The main difference with the simple hypothesis tests above is that the constrained model contains a spatial component implying the use of ML or GMM to get reliable estimators. The appropriate specification under the null is equation (9). When the null is rejected, the correct specification is the general model (2). Disturbances of the restricted model are:
which can be replaced by the ML residuals of (9) when implementing the LM test. The conditional test for spatially autocorrelated errors in the presence of an endogenous spatial lag is written as:
with var(ρ), the variance of the autoregressive coefficient estimated under the constrained model andT λρ
.Ṽ * n,t are the residuals of the constrained model (9).
To the difference of simple hypotheses tests, the LR statistic will include an additional term, the jacobian of the transformation contained in the log-likelihood function of the constrained model.
withσ 2 andρ, the residual variance and the estimated spatial autoregressive parameter of (9). Moreover,σ 2 ,ρ andλ are respectively the residual variance, spatial parameter for the endogenous spatial lag and the spatial parameter for the spatially autocorrelated error component, estimated with the unconstrained model (2).
2.3.2 Conditional tests statistics for H e 0 : ρ = 0 given λ = 0 The unconstrained model is the general one (2) while the constrained model includes SAR errors, i.e. equation (12). Again, the latter should be estimated by ML. Its error term can be written as:
The conditional LM statistic is:
I 22 is the variance-covariance matrix of the non-constrained parameters, namelỹ λ,β,σ 2 . Moreover, the other terms are defined as follows:
All parameters involved in this test come from the constrained model, which is estimated by ML. If the statistic is significant, the most appropriate specification is the general model (2) since both spatial autocorrelation types are present.
To test this null hypothesis with a LR test, one has to apply the following formula:
Monte Carlo simulations
To assess the finite-sample properties of our tests, we conduct some Monte Carlo experiments. Two different Data Generating Processes (DGP) are suggested. The first implements the ideal framework for the statistics and will be referred to the Ideal DGP (IDGP). The second DGP assesses the robustness of the proposed statistics. It is based on the format used in earlier studies in the spatial econometric literature (Anselin and Florax, 1995; Baltagi et al., 2003 Baltagi et al., , 2007 and panel data models (Nerlove, 1971) and is viewed as the Robust DGP (RDGP).
The IDGP is set as follows:
where W i. is the i th row of the spatial weight matrix associated to the endogenous spatial lag while M i. is the i th row of the spatial weight matrix associated with the spatially autocorrelated errors. Also, x i,t ∼ N (µ i , 1) with µ ∼ U (0, 1) * 10 and v i,t ∼ IN (0, 1). The x variable is thus defined with a different mean for each individual. We decided not to include a constant for the sake of simplicity. Two different patterns for interaction schemes are used in our simulations: W = M and W = M. In the former, we set β = 1 since this value is commonly used in Monte Carlo studies. For the latter however, to avoid problems of identification of λ and ρ, βx i,t should contribute to the explanation of y i,t (i.e β = 0). According to Lesage and Pace (2009) , the β value should be set relatively higher than the residual variance to avoid low signal-to-noise problems. We thus set β = 3 for that case. Hence, we consider β = 1 for W = M and β = 3 when W = M. The Robust DGP has the following expression:
with the same notations as above. To operationalize this process, parameters values and random variables are set as follows:
Initial individual values are defined as x i,0 = 5 + 10z i,0 . Again, two values were assigned to β for the same reason as above. The main differences between the two DGP come from the serial autocorrelation of the explanatory variable and the inclusion of a trend. Hence, the RDGP will examine whether our tests are affected by the presence of non-modeled serial autocorrelation. W is a Rook-type of order 1 weight matrix while M is a Rook-type of either order 1 or 2 weight matrix. 10 Both W and M are row-normalized.
We selected several panel sizes (N = 25, 49, 81) all defined on a regular grid for different time periods (T = 7, 10). In these simulations, we let both spatial parameters (ρ and λ) vary over the set [0,0.9] by increment of 0.1. Experiments were replicated 1000 times. For the sake of compactness, we will only present two sample sizes: N = 81, T = 7 and N = 49, T = 10. 11 All computations were performed in MATLAB.
The results are summarized in Tables 1 to 11. Each Table presents the power of one type of statistic for one DGP (except otherwise explicitly mentioned). Under the null, the power of a test equals its size, which we set to 0.05. For the sake of clarity, all sizes are highlighted in bold. The two different interaction schemes are set as follows. Either both spatial weight matrices are of the Rook type of order 1 or W is of the Rook-type of order 1 while M is of Rook-type of order 2.
Insert Tables 1 to 6 around here Let us first study the performance of the joint statistic in the IDGP, summarized in Table 1 . Under the null, the sample does not contain any spatial autocorrelation. Sizes of LM J and LR J are close to the 5% value. For example, when W = M, N = 81 and T = 7, sizes of LM J and LR J are respectively of 0.04 and 0.043. Furthermore, the tests perform very well since a 100% rejection rate is obtained as soon as ρ = 0.2 and λ = 0.3. 12 We finally note that results for the Robust DGP (Table 2) are very similar, implying that serial correlation does not seem to affect the joint statistics. Tables 3 and 4 report the behaviour of simple hypothesis tests for the presence of spatially autocorrelated errors (LM λ and LR λ ). As these test statistics perform similarly in both DGP, we will analyze results for the Ideal one (Table 3) . When the specification does not suffer from misspecification in terms of spatial autocorrelation (i.e ρ = 0), the size of LM λ is close to its theoretical value in all situations considered (2 spatial schemes and 2 sample sizes). For example, when W = M, N = 49 and T = 10, the size of LM λ = 0.055. We also note that the equivalent LR statistic is more conservative. Moreover, both tests have good power since we observe full rejection rate (of the null) as soon as λ = 0.5 and powers increase smoothly. In case of model misspecification, empirical sizes are very misleading. Indeed, considering ρ = 0.5 in the case W = M, N = 49, T = 10, the sizes of LM λ and LR λ are respectively of 0.978 and 0.949 against the theoretically 0.05. The explanation lies in the construction of the simple hypothesis tests. As constrained models for both tests are identical, simple hypothesis statistics do not discriminate between spatially autocorrelated errors and endogenous spatial lag. Note that the sizes are even worse when the spatial weight matrices are identical.
The outcomes of the two simple hypothesis tests for the presence of an endogenous spatial lag (LM ρ and LR ρ ) are presented in Tables 5 and 6 . We first note that size of LM ρ is close to the theoretical value, no matter the scenario. Also, as for LR λ , LR ρ is undersized. The power of the two statistics are very good since we obtain a full rejection rate as soon as ρ = 0.4. We finally observe that these two tests are also affected by the presence of spatially autocorrelated errors and specifically when both spatial weight matrices are identical Again, all the results mentioned are valid for the Robust DGP.
Insert Tables 7 to 11 around here
The effect of model misspecification on simple hypothesis tests leads us to the analysis of conditional statistics where it is explicitly accounted for. The performance of the last tests are illustrated in Tables 7 to 11 . We first focus on the tests of the presence of spatially autocorrelated errors when an endogenous spatial is already accounted for in the specification (i.e LM λ|ρ and LR λ|ρ ). Their outcomes are summarized in Tables 7 and 8 . We will first study the performance of these two tests in the Ideal DGP (without any serial correlation). As for simple hypothesis tests, sizes are reported in the two first columns of the Tables, in bold. The empirical size of the LM statistic corresponds to its theoretical counterpart, no matter the importance of the endogenous spatial lag. For example, in the W = M, N=49, T=10 case, when ρ = 0.8, the size of LM λ|ρ = 0.045. We also note that LR λ|ρ is undersized.
The power of these two statistic is quite high since we observe full rejection of the null hypothesis as soon as λ = 0.5. Let us remark that the power of these statistics are not affected either by the value of the free spatial parameter (ρ) or the possible equality of the two spatial weight matrices. Finally, Table 8 which presents results for the Robust DGP, exhibits similar outcomes.
The last experiments focus on the test statistics to detect an endogenous spatial lag when spatially autocorrelated errors are already present in the specification (LM ρ|λ and LR ρ|λ ). The results are reported in Tables 9 to 11. In the Ideal DGP (Table 9) , these statistics behave the same way as the two previous one. Empirical size of the LM statistic is similar to the required 5% while the LR is undersized. Moreover, the value of λ (the unconstrained parameter) does not affect the properties of both tests. Looking at power, as soon as ρ, the constrained parameter, is set to 0.3, we observe a full rejection rate of the null hypothesis. Let us finally note that in this DGP, both LM and LR statistics are not affected by the possible equality of spatial weight matrices. Results for the Robust DGP, summarized in Tables 10 and  11 , do not show any significant difference with the Ideal case.
The Feldstein-Horioka puzzle revisited
In their seminal article, Feldstein and Horioka (1980) (FH) found a high correlation between domestic saving and domestic investment rates for OECD countries in a cross-section setting. They interpret these findings as evidence against capital mobility between countries. Indeed, if capital was perfectly mobile, domestic saving would seek out the highest returns, no matter the location. This implies that an exogenous shock in investment would be financed by a perfectly elastic supply of global capital. On the contrary, if capital is immobile, we would observe a one-to-one relationship between domestic investment and saving rates since the latter should be invested locally. The FH result thus poses an uncomfortable puzzle since the conventional view in most exchange rate and open-economy macroeconomic models highlights the importance of capital mobility.
The literature challenged the FH result in several ways but obtained the same high correlation result. This persistence gave birth to the FH paradox. Authors first tested the FH hypothesis (high correlation) on different databases without being able to reject the FH findings (Feldstein, 1983; Penati and Dooley, 1984; Dooley et al, 1987; Tesar, 1991) .
The application of panel data model to the FH puzzle was initiated by Krol (1996) . He argued that time-averaged data (cross-section) bias results against capital mobility since they obscure variation in current account and thus, discrepancies between investment and saving (an argument already pointed out by Sinn, 1992) . He partly solved the paradox but Jansen (2000) challenged his findings invoking the presence of Luxembourg in his sample. Krol's study was followed by many others applying either classical panel data models or more sophisticated methods as panel smoothing (Fouquau et al., 2008) or cointegrated panel data models (Coiteux and Olivier, 2000) without being able to solve the puzzle.
All the works mentioned above make the implicit assumption that countries are independent from each others. More precisely, investment rates (the dependent variable in FH) are assumed to be independent across countries. We propose here to test this hypothesis, which is crucial since its violation causes classical estimators to be unreliable. Hence, we test the presence of spatial autocorrelation in the investment-savings relationship in a fixed effects panel data model. The choice of the fixed effects panel framework comes from the literature. All panel data model estimations conclude to the presence of individual fixed effects and the absence of temporal effects (see for instance Jansen, 2000; Corbin, 2001) . We show that spatial autocorrelation is indeed present and ignoring it leads to an upward biased estimator, which favors capital immobility.
In this work, we consider investment and saving rates for 24 OECD countries between 1960 and 2000 (41 periods). 13 Ratios of investment come from the Penn World Table and are defined as investment share of real gross domestic product per capita. Ratio of savings are defined as the percentage change of current savings to GDP. 14 Table 12 reports some descriptive statistics for the two variables under consideration.
We consider first the results of the usual fixed effects panel data model applied to this dataset. We split the sample into three sub-periods. The first one covers the eleven first periods (1960 -1970) . The reason is that in the late 60's, a trend of liberalizing capital flows and deregulating financial markets occurred in most of the countries belonging to OECD (OECD, 1990) . Then, we divide the remaining observations into two equal sub-periods to allow comparison with the first period.
We first estimate a traditional fixed effects panel model of the investment-saving correlation for the three sub-periods:
where, for each time period t, I t is the n × 1 vector of investment rates for all countries, S t is the n × 1 vector of saving rates, µ is the n × 1 vector of individual fixed effects, and t is a n × 1 vector of assumed well behaved disturbances. Table  13 reports the results.
We clearly see a decrease in the relationship between domestic saving and investment rates across time since we start from a value of 0.932 for the sixties and end up with a value of 0.442 for the last sub-period. This indicates an upsurge in capital mobility, as noted by OECD (1990) .
However, these results are obtained under the restrictive and unlikely assumption of no spatial autocorrelation between countries, which are considered as "independent islands". As mentioned above, capturing spatial interactions requires the setup of an exogenous spatial weight matrix. Let us underline that, contrary to the time series case, there is no unique natural ordering of cross section observations in spatial econometrics. The interaction matrix W is then the fundamental tool to define a "relevant" order structure by specifying a "neighbourhood set" for each observation. More precisely, each observation is connected to a set of "neighbouring" observations by means of an exogenous pattern introduced in the interaction matrix. By convention an observation is not a neighbour to itself so that elements on the main diagonal of W are set to zero (w ii = 0), whereas in each row i, a non zero element w ij defines j as being a neighbor of i and further specifies the way i is connected to j.
Many different spatial weights matrices may then be specified to study the same issue and it may be difficult to identify the most "relevant" matrix, leaving the room for some arbitrariness. Sensitivity analysis of the results plays then an important role in practice. Traditionally, connectivity has been understood as geographical proximity, various weights matrices based on geographical space have therefore been used in the spatial econometric literature such as contiguity, nearest neighbors and geographical distance based matrices. However the definition is in fact much broader and can be generalized to any network structure to reflect any kind of interactions between observations. As also underlined by Durlauf et al. (2005, p. 643-645) , what really matters when adapting these methods to growth econometrics is the identification of the appropriate notion of space and of the appropriate similarity or interaction measure. By analogy to Akerlof (1997) countries may be considered as localized in some general socio-economic and institutional or political space defined by a range of factors. Implementation of spatial methods requires then to identify accurately their location in such a general space. Ideally, such a matrix should be theory based but this is beyond the scope of the present paper.
We adopt here a heuristic approach by specifying two different interaction matrices, frequently used in the literature, to test the robustness of our results with regard to the choice of the spatial weight matrix. The first interaction matrix we use is based on inverse distance. The general term of this matrix is defined as
where d ij is the arc-distance between capitals of countries i and j. The second interaction matrix is the binary seven nearest neighbours weight matrix whose general term is defined as follow:
where d i is the 7 th order smallest arc-distance between countries i and j such that each country i has exactly 7 neighbours. Note that the second matrix is sparse whereas the preceding one is not, reflecting quite different interaction patterns. Both interaction matrices are row-normalized as usually done in the applied literature. Finally, let us point out that we assume the same spatial scheme for both spatially autocorrelated errors and endogenous spatial lag. Table 14 summarizes the results of the application of the spatial autocorrelation tests developed above. We first observe similar results for the two weight matrices, which pleads for the robustness against the choice of the interaction scheme. We will thus focus on the first spatial scheme. In the first sub-period, which covers the sixties, the joint tests (LM J and LR J ) are not significant. Hence, spatial autocorrelation is not an issue and investment rates can be viewed as independent between countries. Given this result, the other tests should not be computed and the model can be estimated with traditional fixed effects methods. Moving to the second subperiod, we observe significant joint tests. Spatial autocorrelation should thus be accounted for in the econometric regression. Looking at simple hypothesis tests, we note that the two types of spatial autocorrelation are also significant. However, at this stage, we cannot determine what type of spatial autocorrelation characterizes the sample. We thus study their conditional counterparts to collect further information: LM ρ|λ and LR ρ|λ are significant. Accounting for spatially autocorrelated errors in the specification does not solve the problem since an endogenous spatial lag is still present. However, the two other conditional statistics (LM λ|ρ and LR λ|ρ ) are not significant. Thus, once an endogenous spatial lag is included in the econometric specification, no residual spatial autocorrelation remains. For this sub-period, the adequate econometric specification consists in adding an extra regressor, the spatially lagged investment rate, to equation (22), which yields a SAR model.
The analysis of the last sub-period provides the same conclusion. Joint statistics are significant, marginal tests all reject their respective null hypothesis, and the study of conditional statistics reveals that an econometric specification containing an endogenous spatial lag is the most adequate to capture spatial autocorrelation. Note that LR statistics are more conservative than their LM counterpart.
Formally, the SAR specification is written as follows:
In this model the investment rate of one country depends on investment rates in other countries in addition to its saving rate. It is estimated in implicit form with the maximum likelihood estimation method proposed in Lee and Yu (2008) . However, we need to express its reduced form to obtain estimates of the spillovers effects as follows:
This model implies that the saving rate of one country spills over countries. It is then possible to quantify the effects of the saving rate of one country on its own investment rate but also on investment rates of other countries. We therefore obtain the estimated matrix of the derivatives of I t relative to S t :
Estimated direct effects including own spillover effects appear on the main diagonal of this matrix and are inherently heterogeneous in presence of spatial autocorrelation, whereas estimated indirect effects appear outside the main diagonal. The Delta method can then be used to assess statistical significance of those effects under the regularity conditions described by Lee (2004) . Moreover, the sum across the i th row represents the total impact on investment rate of country i of a change of the saving rates by the same amount across all n countries. The sum down the j th column yields the total impact over all investment rates of a change of the saving rate in country j, which is of particular interest here. Lesage and Pace (2009, chap . 2) present a comprehensive analysis of those effects along with some useful summary measures in the cross-section setting. The average direct impact is therefore defined as n −1 tr( Ξ S I ) whereas the average total impact is defined as n −1 ι Ξ S I ι where ι is the n × 1 sum vector. Finally the average indirect impact is by definition the difference between the average total impact and the average direct impact. Table 15 provides estimation results of equation (24) using both interaction matrices for the last two subperiods along with the within estimation of equation (22) for the first subperiod. The results confirm the view expressed in OECD (1990) that capital mobility, and thus interactions between countries, increased from the late sixties on. We note that the coefficients of the saving rates are significant as well as the spatial autocorrelation coefficients whatever the interaction matrix used, highlighting the robustness of our estimates with regard to the choice of the interaction scheme. The significance of the spatial autocorrelation parameter is crucial: first it implies that the investment rate in one country cannot be considered as independent from those of other countries and second it implies that the saving-retention coefficient is characterized by interactive heterogeneity.
The estimated matrix (26) is therefore presented in Table 16 for the second subperiod and in Table 17 for the last subperiod using the inverse distance matrix. 15 We represent in bold the estimated direct effect including the own spillover effect (main diagonal). Note that all impact coefficients are significant. The average direct impact is 0.632 for the second subperiod and 0.367 for the last subperiod. Comparing these results with Table 13 , usual within estimators appear to be upward biased. Accounting for spatial autocorrelation thus pleads for capital mobility. Indeed, for the second sub-period, we see a drop of the saving-retention coefficient from 0.707 to 0.632. For the last sub-period, the coefficient drops from 0.442 to 0.367. The average total impact is 1.245 for the second subperiod and 0.763 for the last subperiod. The average indirect impact is therefore 0.613 for the second subperiod and 0.396 for the last subperiod.
Let us finally remark that the tests indicate the predominance of an endogenous spatial lag to capture spatial autocorrelation. Spatial autocorrelation can thus be viewed as a substantive process and should deserve attention in the economic modeling of the investment-saving correlation. Until now, this has been overlooked in the literature.
Conclusion
This paper has developed several LM and LR statistics to diagnose the presence and type of spatial autocorrelation in a fixed effects panel data model. Our estimation procedure is based on the Lee and Yu (2008) paper, which allows the estimation of a fixed effects spatial panel data by Maximum Likelihood. We suggest a general joint statistic as a preliminary test to detect spatial autocorrelation. This test is shown to be powerful against both types of spatial autocorrelation. If the joint statistic is significant, the two simple hypothesis tests should be applied. Each one tests for the presence of one type of spatial autocorrelation: spatially autocorrelated errors or endogenous spatial lag. When only one test is significant, the final specification should be set accordingly.
However, Monte Carlo results show that simple hypothesis tests are affected by model misspecification in terms of spatial autocorrelation. Simple hypothesis tests will thus generally be both significant, which does not allow to determine the best way to model spatial autocorrelation. To solve this drawback, conditional statistics are derived. If only one of them is significant, the best specification can be determined. For example, if only (LM ρ|λ and LR ρ|λ ) are significant, the best spatial specification will include an endogenous spatial lag. If however, the two remain significant, the econometric regression should include both types of spatial autocorrelation. Furthermore, Monte Carlo experiments showed that the performance of the statistics are very good and unaffected by the DGP chosen.
Finally, the application of the tests to the Feldstein-Horioka puzzle shows that spatial autocorrelation is an important issue and should be accounted for in the econometric specification of the panel data model under the form of an endogenous spatial lag. Otherwise, results would be biased. We observed that explicitly accounting for spatial autocorrelation leads to a drop of the investment-saving relationship suggesting more capital mobility. The next step would be to theoretically derive an investment-saving relationship that accounts for spatial autocorrelation with a special focus on the relevant interaction matrix to adopt.
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A Appendix
In order to compute the LM statistics, we need to compute FOC and SOC of the general model (3) and evaluate them under the null hypothesis considered.
A.1 FOC
with tr(), the trace operator and
We will consider the construction of the joint test. Hence, the null under consideration is H 0 : ρ = λ = 0, implying S n (ρ) = R n (λ) = I n . Let us evaluate these FOC under H 0 to construct the first part of the LM test.
Under the null, we have shown that β could be estimated by OLS, using the "pseudo" within transformed model. We will thus replace the unobserved V * n,t term by the residuals of the OLS estimation of the constrained model,Ṽ * n,t = Y * n,t − X * n,tβ . We also defineσ 2 as the estimated residual variance of the constrained model. Using this transformation, (31) and (32) constitute the score vector that will be used to define the joint LM test.
We thus define the score vector for θ 1 = [ρ λ] evaluated under the null as :
We will now go to the derivation of the Hessian matrix and evaluate it under the null hypothesis.
A.2 SOC
The second order conditions for the θ 2 = [β σ 2 ] parameters are :
We will now derive the Information matrix elements for θ 1 . To achieve it, we will divide this step into three. The reason behind is that we need further information to compute expectations. We will thus calculate first the SOC, find expectations and finally compute the information matrix elements.
Let us now look at the expectations problem. The within transformation of the general model is written as follow :
Let now use these results to find the information matrix elements.
In order to compute the elements of the I 11 , we need to use some properties of the trace estimator. For instance, considering
∂ρ 2 , we see that it is formed of two terms. The first is non-stochastic, meaning that it is not affected by the Expectation operator. However, even though the second term is stochastic, it is a scalar. Hence, we can apply a trace operator on it:
The last expression coming from the cyclic property of the trace operator (commutativity). Taking expectation, we get :
Replacing the expression of E Y * n,t Y * n,t in the above equation allows to find I ρρ .
Finally, using the fact that E(Y * n,t U * n,t ) = σ 2 S n (ρ) −1 R n (λ) −1 R n (λ) −1 , we get :
The final step consists in evaluating all this terms under the null hypothesis of absence of spatial autocorrelation (S n = R n = I n ).
I βσ 2 H0 = 0 (37)
Let now resume the construction of the LM statistic. We know that the test is written as follows :
where q is the number of restrictions, I 11 is the inverse of the partitioned information matrix and d is the score vector. Using rules of partitioned matrix, we find that
Let just provide the expression of the different matrices that will be used.
T 22
with the same notations as in the paper. After some algebra, we find that I 11 = C −1 , where C is a (2 × 2) matrix. For the sake of notation, we chose to present the end of appendix in matrix form. The C matrix looks like :
with M X * = I n(T −1) − X * (X * X * ) −1 X * is the usual annihilator. Assuming D = (W n X * β) M X * W n X * β, the determinant of C is :
We compute the final test as follows :
To implement it, we need to replace the unknown values of D, Q, R y , R v by their estimate, namelyD,Q,R y ,R v whose values are derived from the estimators of the constrained model, estimated by OLS. The derivation of the four other LM statistics is in the same fashion except that the null is different, implying a (sometimes) different constrained model. LMJ and LRJ test the presence of spatial autocorrelation in the sample studied. Table 6 : Performance of LM ρ and LR ρ statistics in the Robust GDP W = M, N=49, T=10 LMρ and LRρ test for the presence an endogenous spatial lag in the specification. 
