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a b s t r a c t
We design and analyse a numerical method for the solution of the following second order
integro-differential boundary value problem
ν(y)g(y) =
 ∞
0
k(x)g(x)dx

D(y)g ′(y)
′ + p(y), g ′(0) = 0,
lim
y→+∞ g(y) = 0,
which arises in the study of the kinetic theory of dusty plasmas. The method we propose
represents a first insight into the numerical solution of more complicated problems and
consists of a discretization of the differential and integral terms and of an iteration
process to solve the resulting non-linear system. Under suitable hypotheses we prove the
convergence. We will show the characteristics of the method by means of some numerical
simulations.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we present a numerical method to solve the following non-linear integro-differential boundary value
problemν(y)g(y)−
 +∞
0
k(x)g(x)dx

D(y)g ′(y)
′ = p(y)
g ′(0) = 0, lim
y→+∞ g(y) = 0,
y ≥ 0. (1)
This problem is a representative of a class of non-standard integro-differential equations where the derivatives of the
unknown function aremultiplied by an integral termdepending on the unknown itself. The problems of this class are related
to some real phenomena like plasmas kinetics [1–5] and population dynamics [6] in the sense that, although (1) is still far
from real life problems, it contains some important peculiarities ofmore complicatedmodels. This equation is defined on the
half line, and its non-standard nature makes the analytical and numerical study rather complicated. In [7] the same authors
discuss the analytical properties of Eq. (1) and prove the existence of a solution and other additional properties which are
useful in the current investigation. Nevertheless, it is worth underlining that the uniqueness remains an open problem. In
this paper, we focus on the numerical solution of problem (1). In Section 2, we summarize the results contained in [7], while,
in Section 3 we describe our numerical approach which consists of two steps: discretization of the differential and integral
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terms by using finite differences and a quadrature formula respectively, resolution of the non-linear system which comes
out from this discretization. Section 4 is devoted to the study of the convergence of the overall method. Since problem (1)
is defined on the half-line, in Section 5 we have addressed the problem to choose a sufficiently large interval [0, T ], with
T < +∞, suitable for the numerical integration. In Section 6, some numerical experiments on theoretical problems of type
(1) are described and Section 7 contains some concluding remarks and some ideas about the future developments of this
work.
2. Continuous problem
In this section, we briefly recall the theoretical results contained in [7] about the existence of the solution of (1) and other
properties of the solution and its derivatives which will be essential for the development of the numerical analysis of the
method proposed here. From now on we assume that the functions involved in (1) satisfy the following properties:
(h1) D ∈ C1 ([0,+∞)) , ν, k ∈ C2 ([0,+∞)) , p ∈ C ([0,+∞)),
(h2) 0 < Dinf ≤ D(y) ≤ Dsup, |D′(y)| ≤ D1, y ≥ 0,
(h3) 0 < νinf ≤ ν(y) ≤ νsup, |ν(i)(y)| ≤ νi, i = 1, 2, y ≥ 0,
(h4) 0 ≤ p(y) ≤ P, y ≥ 0,
(h5) limy→+∞ p(y) = 0,
(h6)
 +∞
0 p(y)dy < +∞,
(h7) k(y) ≥ 0, y ≥ 0,
(h8)
 +∞
0 |k(i)(x)|dx < +∞, i = 0, 1, 2.
Moreover, when (h2) holds we set
D = sup
y≥0
D′(y)D(y)
 < +∞. (2)
The theorems below report, in compact form, the results stated in Theorems 1–7 of [7] and so, the proofs are omitted.
Theorem 1. Under the assumptions (h1)–(h8), there exists at least one positive solution, g ∈ C2 ([0,+∞)) of the integro-
differential problem (1), bounded together with its derivatives up to order two.
In the following, it will be useful to consider the differential problem
ν(y)g (y, q)− q D(y)g ′(y, q)′ = p(y)
g ′ (0, q) = 0, lim
y→+∞ g (y, q) = 0,
y ≥ 0, (3)
and observe that, when
q =
 +∞
0
k(x)g(x)dx, (4)
it coincides with problem (1). The result below holds.
Theorem 2. Assume that hypotheses (h1)–(h6) are satisfied. Then, for any fixed q > 0, the boundary value problem (3) has a
unique non-negative solution g(y, q) ∈ C2([0,+∞)), which is bounded together with its derivatives up to order two.
Now we can define, ∀q > 0, the function:
F(q) = q−
 +∞
0
k(x)g(x, q)dx (5)
where g(x, q) in (5) is the solution of (3) with a fixed value of q. The next theorem holds.
Theorem 3. Assume that hypotheses (h1)–(h8) are satisfied. Then, ∀q > 0, g(y, q) and F(q) are uniformly continuous on
[q,+∞). Moreover, there exist a, b ∈ (0,+∞) such that F(a)F(b) ≤ 0, where
a :=
 +∞
0
k(y)p(y)
ν(y) dy
1+
 p(y)ν(y)∞
 kν ′ (0)D(0)+  +∞0  k(y)ν(y)′ D(y)′ dy , (6)
b :=
 p(y)ν(y)
∞
 +∞
0
k(y)dy. (7)
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Finally, we denote by BC r [0,+∞) the space of functions f (x) with f (j)(x), j = 0, 1, . . . , r , bounded and continuous on
[0,+∞) and we report the following theorem.
Theorem 4. In addition to (h1)–(h8), assume p ∈ BC2[0,+∞), and D ∈ BC3[0,+∞). Then, the solutions g(y) of (1) and
g(y, q) of (3), for any fixed q > 0, are in BC4[0,+∞). Moreover, the derivatives g(j)(y, q), j = 0, . . . , 4, are uniformly bounded
with respect to q ∈ [a, b].
Remark 1. While, from Theorem 2, for fixed q, the uniqueness of the solution of problem (3) is known, it remains an open
question for our problem (1); moreover, from Theorems 3 and 4 the dependence of the solution on the parameter q can be
summarized as follows: g is uniformly continuous with respect to q > 0 and its derivatives g(j), j = 0, . . . , 4, are uniformly
bounded with respect to q ∈ [a, b].
Finally it is worth quoting the following result shown in [7]
∀y > 0, 0 ≤ g(y, q) ≤ ω(y), lim
y→+∞ω(y) = 0, (8)
where
ω(y) := 1
2m
e−
m
q
 y
0
ds
D(s)
 +∞
0
p(τ )e−
m
q
 τ
0
ds
D(s) dτ + 1
2m
e−
m
q
 y
0
ds
D(s) ·
 y
0
p(τ )e
m
q
 τ
0
ds
D(s) dτ
+ 1
2m
e
m
q
 y
0
ds
D(s)
 +∞
y
p(τ )e−
m
q
 τ
0
ds
D(s) dτ , (9)
withm := (qDinfνinf)1/2.
3. Discrete problem
In order to solve numerically the problem (1), we fix the stepsize h > 0 and consider the classical Sturm–Liouville
boundary value problem (3) on [0, T ], with T = Nh sufficiently large. This generates a uniform mesh on [0, T ]:
Πh : 0 = y0 < y1 < y2 < · · · < yN−1 < yN = T , (10)
yi = ih, i = 0, . . . ,N.
For all fixed q > 0, we solve problem (3) by a second-order finite difference scheme, well known in the literature (see e.g.
[8,9]). Let us set
gi = gi(q, T ) ≈ g(yi, q), i = 0, . . . ,N − 1, (11)
g(y, q) being the solution of (3) and let us approximate g ′(yi, q) and g ′′(yi, q), for all i = 0, . . . ,N−1 with the centred finite
differences. In this way we obtain the following difference equations:
Lhgi = ν(yi)gi − qD′(yi)gi+1 − gi−12h − qD(yi)
gi+1 − 2gi + gi−1
h2
= p(yi), (12)
for i = 0, . . . ,N − 1. The boundary conditions in (1) are replaced by
g−1 = g1, gN = 0. (13)
While the second in (13) is obvious, the first one comes out from the fact that g ′(0) = 0.
Eq. (12) together with (13) give rise to a system of N algebraic equations:
A(q)g (q, T ) = p, (14)
where g(q, T ) = [g0(q, T ), . . . , gN−1(q, T )]T ∈ RN , p = [p(y0), . . . , p(yN−1)]T ∈ RN and the tridiagonal matrix A(q) =
(ai,j(q)) ∈ RN×N is the coefficient matrix
A(q) =

a0 b0 0 0 · · · 0
c1 a1 b1 0 · · · 0
0
. . .
. . .
. . . · · · 0
0 0 · · · cN−2 aN−2 bN−2
0 0 · · · · · · cN−1 aN−1
 , (15)
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with:
a0 := ν(y0)+ 2qD(y0)h2 ,
b0 := −2qh2 D(y0),
ai := ν(yi)+ 2qD(yi)h2 ,
ci := q

D′(yi)
2h
− D(yi)
h2

, i = 1, . . . ,N − 1,
bi := −q

D′(yi)
2h
+ D(yi)
h2

, i = 1, . . . ,N − 2.
(16)
Since q is not fixed, but it is a zero of the non-linear function F(q) given in (5), we discretize F(q) as
Fh(q) = q− h
N
i=0
ωik(yi)gi(q, T ), (17)
where we have approximated the integral in (5) by a truncated composite trapezoidal rule (ω0 = 12 , ωi = 1, i = 1, . . . ,N)
and gi(q, T ) are defined in (11). In this way we have the discrete version of F(q). In conclusion, the algebraic system (14)
and the non-linear equation
Fh(q) = 0 (18)
represent the discrete problem we are going to solve.
3.1. Discrete problem with q fixed
In this section, we analyse the properties of the discrete problem (14), (18) with fixed q ∈ [a, b], where a and b are
defined in (6)–(7).
As we have seen, ∀q > 0, by applying an appropriate finite difference scheme to the problem (3), we obtain the algebraic
system (14) whose solution g(q, T ) is the approximation to the solution of the differential problem (3) on the grid points.
Furthermore, from (16) it is clear that A(q) is continuous w.r.t. q. In the following proposition we report a result well known
in the literature (see e.g. [9]).
Proposition 5. Assume that (h1)–(h3) hold. If in addition we assume that
(h9) hD < 2,
where D is given by (2), then for all q > 0 and fixed, we have
aj > 0, j = 0, . . . ,N − 1, bi < 0, ci+1 < 0, i = 0, . . . ,N − 2.
Furthermore, A(q) is strictly diagonally dominant.
From the previous proposition we get that A(q) is anM-matrix (see e.g. [10,11]); hence its inverse, A−1(q), exists and it has
positive entries. Thus, from (h4) we can say that g(q) is non-negative. Moreover, following the proof in [9, pp. 427–430] it
comes out that, under the assumptions of Theorem 4, we have the error estimate:
e(q, h, T ) = max
0≤i≤N
|g(yi, q)− gi(q, T )| ≤ q12h
2Dsup
νinf
(r4(q)+ 2Dr3(q))+ qDsup
νinf

1
h2
+ D
2h

g(yN , q), (19)
where ri(q) = supy≥0 |g(i)(y, q)|, i = 3, 4 and D is given in (2). Furthermore, since, as we have already mentioned, A(q) is
continuous w.r.t. q > 0, then also g(q) is continuous w.r.t. q > 0. Hence, the following proposition is straightforward.
Proposition 6. Assume that the hypotheses (h1)–(h3) and (h9) hold. Then the function Fh(q) defined in (17) is continuous w.r.t.
q > 0.
Assume T sufficiently large such that
|g(y, q)| < Ch4, for any y ≥ T . (20)
This is a reasonable request since, from the formulation of the problem (1) itself, g vanishes at infinity. Then,
e(q, h, T ) ≤ e(q)h2 (21)
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with
e(q) = q
12
Dsup
νinf
(r4(q)+ 2Dr3(q))+ qDsup
νinf
C

1+ D
2
h

. (22)
The following theorem shows the convergence of Fh to F , for any q > 0 fixed.
Theorem 7. Assume that the hypotheses of Theorem 4 are satisfied and
(h10) k ∈ C3([0,+∞)) such that
 +∞
0 |k(3)(x)|dx < +∞,
(h11) T is large enough to have |g(y, q)| < Ch4, for all y ≥ T
then
|Fh(q)− F(q)| ≤ Q (q)h2, (23)
where
Q (q) = C1e(q)+ C2h2 + C3 + M(q)ξ(3)4π3 h, (24)
with M(q) =  +∞0 [k(x)g(x, q)](3) dx, ξ(3) = +∞j=1 3−j is the Riemann zeta function, e(q) is defined in (22), C1, C2, C3 > 0
and Fh and F are defined in (17), (5).
Proof. Note that by (5), (17), (21) and [12, pp. 166–168], recalling the hypotheses on k, we get
|Fh(q)− F(q)| =

 +∞
0
k(x)g(x, q)dx− h
N
i=0
ωik(yi)gi(q, T )

≤

 +∞
0
k(x)g(x, q)dx− h
+∞
i=0
ωik(yi)g(yi, q)

+ h
N
i=0
ωik(yi) |g(yi, q)− gi(q, T )| + h
+∞
i=N+1
ωik(yi) |g(yi, q)|
≤ h2 B2k
′(0)g(0, q)
2! +
M(q)ξ(3)
4π3
h3 + e(q)h2 + Ch4 h +∞
i=0
ωik(yi)

≤ h2

C3 + C1e(q)+ C1Ch2 + M(q)ξ(3)h4π3

, (25)
where B2 = 16 is the Bernoulli number and we used (h11) and h
+∞
i=0 ωik(yi) ≤ C1 < +∞ by virtue of [12, pp. 166–168]
and the hypotheses on k. 
In the previous section, we have seen that ∃ a, b > 0 such that F(a)F(b) ≤ 0; in the discrete case it is easy to prove an
analogous result.
Corollary 8. Under the assumptions of Theorem 7 and for h sufficiently small we have
Fh(a)Fh(b) ≤ 0, (26)
where a and b are defined in (6)–(7).
Furthermore, the following comes out.
Theorem 9. Under the assumptions of the Theorem 7 and for q ∈ [a, b] we have
|Fh(q)− F(q)| ≤ Qh2, ∀q ∈ [a, b], (27)
with Q constant w.r.t. q.
Proof. For q ∈ [a, b], in view of Theorem 4, we observe that e(q) andM(q), appearing in (24), can be bounded by a constant
which is independent of q. 
Using the same arguments and the bound in (21) we can prove that ∀q ∈ [a, b] also e(q, h, T ) is uniformly bounded with
respect to q, so there exists a constant C such that
e(q, h, T ) ≤ Ch2, ∀q ∈ [a, b]. (28)
M. Basile et al. / Computers and Mathematics with Applications 64 (2012) 2354–2363 2359
3.2. An alternative discretization
When the computation of the derivative of D is complicated and expensive, if D(y) ∈ C3[0,+∞] and is defined in a left
neighbourhood of the origin, it could be more convenient to introduce the discretization formula (12.32)–(12.33) in [13],
for variable coefficients boundary value problems.
To be more specific, instead of (12), we consider the following difference equation
Lhgi = ν(yi)gi − qh2

D

yi + h2

(gi+1 − gi)− D

yi − h2

(gi − gi−1)

= p(yi), (29)
for i = 0, . . . ,N − 1. The boundary conditions in (3) are replaced by (see [13, p. 549]):
D

−h
2

(g0 − g−1) = −D

h
2

(g1 − g0), gN = 0. (30)
This leads to a system of the type (14)–(15) with the following form of the coefficients
a0 := ν(y0)+ 2qh2 D

y0 + h2

,
b0 := −2qh2 D

y0 + h2

ai := ν(yi)+ qh2

D

yi + h2

+ D

yi − h2

,
ci := − qh2D

yi − h2

, i = 1, . . . ,N − 1,
bi := − qh2D

yi + h2

, i = 1, . . . ,N − 2.
(31)
Comparing (29)with (12), it can be easily observed that the convergence analysis can be carried out like in Section 3.1. In this
case, the form of thematrix A(q) in (15) is evenmore convenient, as the sign of its coefficients and the diagonally dominance
of the matrix itself is straightforward, without adding any restriction on the stepsize h (see (h9) in Proposition 5).
4. The convergence of the overall method
Corollary 8 and the continuity of Fh(q) defined in (17) ensure that for h sufficiently small there exists a zero of Fh(q), q∗h in
the interval [a, b]. Hence, it is possible to apply the bisection method searching for this zero. Starting from a and b defined
in (6)–(7) we get a sequence of values {qrh}r∈N ⊂ (a, b) which converges to q∗h . The corresponding value g(q∗h) = A−1(q∗h)p
is the numerical approximation of the solution of the integro-differential problem (1). Our numerical method (14), (18) is
based on the following iteration process:
q0h =
a+ b
2
, r = 0
repeat
compute g r+1 from A(qrh)g
r+1 = p
compute Fh(qrh) = qrh − h
N
i=0
ωik(yi)g r+1i
if Fh(a)Fh(qrh) < 0
b = qrh
else
a = qrh
endif
qr+1h =
a+ b
2
r = r + 1
until convergence.
(32)
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In order to prove the convergence of the method (14), (18), we consider an iteration process equivalent to the algorithm
(32) but applied to the continuous problem (3) and F(q) = 0. In fact, we do not perform this iterative process and therefore
we name it ghost. Consider, then, the ghost sequence {qr}r∈N ⊂ (a, b), such that (by using Theorem 3) qr → q∗, as r →+∞,
where q∗ is a zero of F(q). The solution g(y, q∗) virtually obtained solving (3) with q = q∗ is of course a solution of (1). In
this section, we want to show the convergence of gn(q∗h, T ) to g(yn, q∗)when h → 0.
In order to prove the convergence of the method we need the following results.
Theorem 10. Under the assumptions of Theorem 7, we have
lim
h→0 q
r
h = qr , for any fixed r = 1, 2, . . . . (33)
Proof. Thanks to Theorem 7 and Corollary 8, for h sufficiently small, say h = h1, and T sufficiently large, we have that
sign(Fh(a)) = sign(F(a)) and sign(Fh(b)) = sign(F(b)) for all h < h1, in this way: q1 = a+b2 = q1h . Hence, for r = 1, the
statement is true. Then, for any fixed r , there exists h = min{h1, . . . , hr}, such that ∀h < h, sign(Fh(qj)) = sign(F(qj)), j =
1, . . . , r; therefore, qr+1 = qr+1h . 
Theorem 11. Let q∗h and q∗ be respectively the limits of the sequences {qrh}r∈N and {qr}r∈N . Then,
lim
h→0 |q
∗
h − q∗| = 0. (34)
Proof.
• From the convergence of the ghost iteration process
∀ϵ > 0, ∃r1 > 0 : ∀r ≥ r1
qr − q∗ < ϵ
3
.
• From the convergence of the bisection method,
∀ϵ > 0, ∃r0 > 0 : ∀r ≥ r0
qrh − q∗h < ϵ3 , (35)
where r0 does not depend on h.• From Theorem 10, for r2 = max{r0, r1}
∀ϵ > 0, ∃h0 : ∀h < h0
qr2h − qr2  < ϵ3 . (36)
Since q∗h − q∗ ≤ q∗h − qr2h + qr2h − qr2 + qr2 − q∗ ,
then,
∀ϵ > 0, ∃h0 : ∀h < h0,
q∗h − q∗ ≤ ϵ. 
Now we are ready to prove the main result of this paper that is the convergence of the method (14), (18).
Theorem 12. Consider the method (14), (18). Under the assumptions of Theorem 7 we have that there exists a constant C > 0
independent of h such that for all sufficiently small h
max
0≤n≤N
g(yn, q∗)− gn(q∗h, T ) ≤ Ch2 + Φ(h), (37)
where T = Nh, limh→0Φ(h) = 0, with yn ∈ [0,Nh] and Nh →+∞.
Proof. For the global error, we have
max
0≤n≤N
g(yn, q∗)− gn(q∗h, T ) ≤ max0≤n≤N g(yn, q∗h)− gn(q∗h, T )+ max0≤n≤N g(yn, q∗)− g(yn, q∗h)
≤ Ch2 + max
0≤n≤N
g(yn, q∗)− g(yn, q∗h) (38)
whereCh2 comes from (28) and it is independent of q. The convergence of the overallmethod is proved since g is a continuous
function of q, thanks to the previous theorem. 
The termCh2 allowsus to hope in anorder 2 convergence; however, the presence ofΦ(h) = max0≤n≤N
g(yn, q∗)− g(yn, q∗h)
in the bound of the global error prevents us from predicting the theoretical order of convergence of the method. Neverthe-
less, the order 2 will be confirmed in the numerical experiments.
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5. A practical estimation for T
As we have seen in the previous section, the role of T is important in the accuracy of the approximated solution. In order
to obtain an a priori estimation for a sufficiently large value for T such that (20) is satisfied, we prove the following result.
Theorem 13. Let y0 > 0 be such that
1
m∗

e
−y0

m∗√
abDsup
  +∞
0
p(t)dt +
 +∞
y0
p(t)dt

< h4, (39)
with m∗ = (aDinfνinf)1/2 and a, b given in (6), (7) respectively. Then for T = 2y0 it comes out that g(y, q) ≤ h4,∀y ≥ T , ∀q ∈
[a, b].
Proof. First of all, we recall (8) (i.e. 0 ≤ g(y) ≤ ω(y)) and, by using (9) and straightforward calculations, we get
ω(y) ≤ 1
m∗

e−φ(y)
 y
0
p(t)eφ(t)dt + eφ(y)
 +∞
y
p(t)e−φ(t)dt

, (40)
with φ(y) = m∗q
 y
0
ds
D(s) . Furthermore, for y > y0 the right hand side of (40) can be rewritten as
1
m∗

e−φ(y)
 y0
0
p(t)eφ(t)dt + e−φ(y)
 y
y0
p(t)eφ(t)dt + eφ(y)
 +∞
y
p(t)e−φ(t)dt

and hence
ω(y) ≤ 1
m∗

e−φ(y)+φ(y0)
 y0
0
p(t)dt +
 +∞
y0
p(t)dt

,
then the desired result follows by using the fact that, for y > 2y0, e−φ(y)+φ(y0) < e
−y0
√
Dinfνinf√
bDsup

. 
As it will be clear in the next section, this theoretical bound, for small values of h, could generate too pessimistic prediction
for T . In these cases, experiments have shown that a practical estimation for T can be obtained by choosing it such that
p(T ) < h4
Dinfνinf
Dsup
, (41)
that comes out by observing that, from (9),
lim
y→+∞ω(y) = limy→+∞
Dsup
Dinfνinf
p(y). (42)
6. Numerical experiments
In this section, we report some of the most significative numerical experiments we have performed with both the
discretizations we have considered.We test ourmethods on the following theoretical problemswith D(y) = 1+e−y, y ≥ 0
and
ν(y) = 103 y+ 1
y+ 2 , k(y) = e
−y2 , p(y) such that g(y) = e−y2 , (43)
ν(y) = 25+ e−y, k(y) =

y
1+ y4
2
, p(y) such that g(y) = 10
(1+ y2)2 , (44)
ν(y) = y+ 1
y+ 2 , k(y) = e
−y2 , p(y) = e−y2 . (45)
As we have already mentioned, the analytical problem is defined on the half line and we cutoff the infinite interval into
a finite one [0, T ] with T sufficiently large. Hence, one of the aims of these tests is a check on the choice of T such that
(20) occurs for a given h. Our second aim is to verify the convergence when h → 0. For this reason, we report the classical
definition (see e.g. [14]) of the number of correct digits (cd)
cdh = − log10 ∥g − g(q∗h, T )∥∞, (46)
where, for i = 0, . . . ,N, g i = g(yi) are the components of the solution of problem (1) at the grid points and g(q, T ) is given
in (14). Moreover, we report the definition of the experimental order of convergence
Ord = cdh/2 − cdh
log10 2
. (47)
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Table 1
Comparison between Tg , TW and TS for
several values of h in problem (43).
h Tg TW TS
1.0e−01 3.5 7 3.1
1.0e−02 4.4 9.2 4.3
1.0e−03 5.3 11 5.3
1.0e−04 6.2 12.6 6.2
Table 2
Comparison between Tg , TW and TS for several
values of h in problem (44).
h Tg TW TS
1.0e−01 18 140 18
1.0e−02 180 1900 180
1.0e−03 1800 62000 1800
Table 3
cd values for problem (43), when T = Tg = 6.2 and h varies, using discretization (15)–(16).
h 0.1 0.05 0.0250 0.0125 0.0063 0.0031 0.0016 0.0008 0.0004
cd 4.63 5.24 5.85 6.45 7.05 7.66 8.26 8.86 9.46
Ord 2.03 2.01 2.00 2.00 2.00 2.00 2.03 2.00
Table 4
cd values for problem (43), when T = Tg = 6.2 and h varies, using discretization (15)–(31).
h 0.1 0.05 0.0250 0.0125 0.0063 0.0031 0.0016 0.0008 0.0004
cd 3.96 4.48 5.05 5.64 6.24 6.85 7.45 8.05 8.65
Ord 1.72 1.90 1.97 1.99 2.00 2.00 2.00 2.00
Table 5
cd values for problem (44), when T = Tg = 1800 and h varies, using discretization (15)–(16).
h 0.1 0.05 0.0250 0.0125 0.0063 0.0031 0.016 0.0008
cd 2.82 3.43 4.03 4.63 5.24 5.84 6.44 7.04
Ord 2.02 2.01 2.00 2.00 2.00 2.00 2.00
Table 6
cd values for problem (44), when T = Tg = 1800 and h varies, using discretization (15)–(31).
h 0.1 0.05 0.0250 0.0125 0.0063 0.0031 0.016 0.0008
cd 2.55 3.15 3.75 4.36 4.96 5.56 6.16 6.76
Ord 2.02 2.01 2.00 2.00 2.00 2.00 2.00
Tables 1 and 2 show three values of T obtained respectively: by direct calculation of g (that we call Tg ), by using the
theoretical bound (Theorem 13) (TW ) and by using the estimation (41) (TS). These calculations have been performed for
different values of h, for problem (43) and (44) respectively. From both tables it is clear that while the estimation TS seems
to agree with Tg , the bound TW is most of the time oversized with respect to the true value. On the other hand, TW comes
out from analytical considerations and therefore it is safer if one wants to preserve the accuracy of the solution.
Tables 3 and 4 show the cd values for different values of h and T = Tg , for problem (43) when discretizations (15)–(16) and
(15)–(31) are used respectively. In Tables 5 and 6 analogous experiments are performed on problem (44). In all these cases,
we observe the convergence with experimental order 2. Table 7 refers to problem (45) where the solution is unknown. For
this reason we are not able to compute Tg and we report only the values of TW and TS . In Fig. 1, the numerical solution
of problem (45), computed for T = TW and h = 1.0e–02, is plotted in [0, 5]. Here, some of the properties that we have
theoretically proved (such as boundedness and positiveness) are confirmed. We have also performed the same experiment
choosing T = TS obtaining analogous results.
Remark 2. Further experiments show that different starting q-points in algorithm (32) lead to the same numerical solution.
This allows us to conjecture the uniqueness of the numerical solution in [a, b].
M. Basile et al. / Computers and Mathematics with Applications 64 (2012) 2354–2363 2363
0.9
Numerical  Solution
0.8
0.7
0.6
0.5gn
nh
0.4
0.3
0.2
0.1
0
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Fig. 1. Plot in [0, 5] of the numerical solution of problem (45) with T = TW = 150 and h = 1.0e–02.
Table 7
Comparison between TW and TS for several
values of h in problem (45).
h TW TS
1.0e−01 80 4
1.0e−02 150 5
1.0e−03 220 6
7. Concluding remarks
In this paper, we have proposed a numerical method for the solution of a non-standard second order non-linear integro-
differential equation. Although themethod is based on bisection iterations, we have also performed experiments with other
iterative procedures, like Picard or Newton iteration which, as expected, are more efficient from a computational point of
view. On the other hand, we are still investigating on the theoretical convergence of these methods. As a matter of fact, it
is known that the convergence of Newton and Picard iterations is not uniform and therefore the r0 in (35) depends on h. In
conclusion, two open problems remain to be addressed: the order of the convergence of method (14), (18) and the study of
convergence of methods based on different iterative processes.
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