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We report an efficient implementation of a second-order multireference perturbation theory based on the driven
similarity renormalization group (DSRG-MRPT2) [C. Li and F. A. Evangelista, J. Chem. Theory Comput. 11,
2097 (2015)]. Our implementation employs factorized two-electron integrals to avoid storage of large four-
index intermediates. It also exploits the block structure of the reference density matrices to reduce the
computational cost to that of second-order Møller–Plesset perturbation theory. Our new DSRG-MRPT2
implementation is benchmarked on ten naphthyne isomers using basis sets up to quintuple-ζ quality. We
find that the singlet-triplet splittings (∆ST) of the naphthyne isomers strongly depend on the equilibrium
structures. For a consistent set of geometries, the ∆ST values predicted by the DSRG-MRPT2 are in good
agreements with those computed by the reduced multireference coupled cluster theory with singles, doubles,
and perturbative triples.
Keywords: Electronic structure theory, Driven similarity renormalization group, Multireference perturbation
theory, Density fitting, Cholesky decomposition, Naphthyne
I. INTRODUCTION
Second-order Møller–Plesset perturbation theory
(MP2) is perhaps one of the simplest approach to treat
dynamic electron correlation in atoms and molecules.1
Efficient implementations of MP2 may be achieved via
techniques that factorize the two-electron integrals via
density fitting (DF),2,3 or Cholesky decomposition.4–9
Due to lower storage requirements, integral factoriza-
tion techniques significantly reduce the cost of MP2
calculations and easily permit to target systems with
2000–3000 basis functions.10 Linear scaling10–13 and
stochastic14–16 implementations of MP2 can further
reduce the asymptotic computational scaling of MP2
from O(N5) to O(N), where N is the number of basis
functions.
However, when MP2 is applied to study open-shell
species, the buildup of static correlation due to near-
degenerate excited configurations can lead to the diver-
gence of the correlation energy. In this case, it is nec-
essary to use a multireference generalization of pertur-
bation theory (MRPT) that can handle both dynamic
and static correlation effects. In practice, the distinc-
tion between dynamic and static correlation is enforced
by dividing the full configuration interaction space into
a reference space and its orthogonal complement. The
reference space consists of determinants generated by
varying the occupation of the close-lying active orbitals,
and consequently captures static correlation effects. Nu-
merous multireference perturbation theories have been
proposed,17–23 many of which have been conveniently re-
viewed and compared in Refs. 21 and 22.
a)Electronic mail: francesco.evangelista@emory.edu
A troubling aspect of several multireference perturba-
tion theories is the well-known intruder-state problem.24
Intruder states are encountered when determinants that
lie within the reference space become near-degenerate
with determinants that lie in the orthogonal complement.
In perturbative theories, intruders lead to divergences
in the first-order amplitudes, and the corresponding po-
tential energy curves show characteristic spikes.25–27 A
popular solution to remove intruders is shifting the en-
ergy denominators.28 However, level shifting can signifi-
cantly affect computed spectroscopic constants29 and the
order of electronic states.30 In second-order n-electron
valence state perturbation theory (NEVPT2),20,31,32 in-
truders are removed by using Dyall’s modified zeroth-
order Hamiltonian.33 Nevertheless, Zgid et al.34 noticed
that if the three- and four-particle density cumulants are
approximated then “false intruders” may also appear in
NEVPT2.
The importance of the intruder-state problem is
not limited to multireference perturbation theories.
In the case of multireference coupled cluster theories
(MRCC)35–44 and other nonperturbative theories of dy-
namical correlation,45–47 intruders cause numerical insta-
bility problems. In this case, however, it is more appro-
priate talk of intruder solutions, which arise from ex-
istence of multiple solutions to the MRCC equations.26
Unfortunately, it is still not clear whether or not tradi-
tional techniques used to remove intruders in MRPT can
be extended to the case of nonperturbative multirefer-
ence methods. Therefore, finding a solution to the prob-
lem of intruders in MRPT might also shed light on how
to create highly-accurate multireference approaches that
are numerically stable.
Recently, we have proposed the driven similarity renor-
malization group (DSRG),48 a many-body formalism in-
spired by flow renormalization group methods.49–55 The
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2DSRG was used to formulate a theory of dynamic elec-
tron correlation that is free from divergences due to van-
ishing denominators. In the unitary DSRG ansatz, the
bare Hamiltonian (Hˆ) is progressively brought to a block-
diagonal form (renormalized) via a continuous unitary
transformation [Uˆ(s)] controlled by the so-called flow
variable s:
Hˆ → H¯(s) = Uˆ(s)HˆUˆ†(s), s ∈ [0,∞). (1)
In the limit s → ∞ the DSRG unitary operator Uˆ(s)
is required to block-diagonalize the Hamiltonian. More
specifically, if we indicate the non-diagonal part of H¯(s)
with [H¯(s)]N,
56,57 then we require that in the limit of s
that goes to infinity, the DSRG transformation must zero
the nondiagonal parts of H¯(s), that is lims→∞[H¯(s)]N =
0. For intermediate values of s, the DSRG transformation
achieves a partial block-diagonalization of the Hamilto-
nian, leaving states that differ in energy by less than the
energy cutoff Λ = s−1/2 mostly unchanged.49,58–60 Con-
sequently, in the DSRG the mixing of reference-space de-
terminants with close-lying determinants in the orthog-
onal complement is suppressed and intruder states are
avoided.
Another distinctive aspect of the DSRG is that it em-
ploys a Fock-space many-body formalism,61,62 such that
Eq. (1) should be interpreted as a set of operator equa-
tions. Nooijen and coworkers41 recently pointed out that
a many-body formulation of multireference theories is ad-
vantageous because it removes the need to orthogonal-
ize the excitation manifold. The orthogonalization step
is often a bottleneck that prevents computations with
large active spaces. For example, in a study of the com-
plete active space perturbation theory (CASPT2)17,63–65
coupled with the density matrix renormalization group
(DMRG),66–69 Yanai and Kurashige70 found that the
perturbation theory is limited to approximately 30 active
orbitals per irreducible representation due to the required
diagonalization of the overlap metric between internally-
contracted configurations.
In a previous work,71 we formally extended the
DSRG to multireference cases (MR-DSRG) by employ-
ing the generalized Wick theorem of Mukherjee and
Kutzelnigg.72 To study the viability of the MR-DSRG ap-
proach we performed a perturbative analysis and derived
a second-order MR-DSRG perturbation theory (DSRG-
MRPT2). The DSRG-MRPT2 energy and amplitude
equations are surprisingly simple and lead to a computa-
tional approach that requires only the the two- and three-
body cumulants of the reference wave function. Bench-
mark computations on small systems (HF, N2, and p-
benzyne) showed that the DSRG-MRPT2 has an accu-
racy comparable to that of other second-order MRPTs.
The DSRG-MRPT2 method avoids the intruder-state
problem without the use of level-shifting or increasing
the size of the active space, and in addition, it is rig-
orously size consistent,73,74 and thus applicable to large
systems.
The present work focuses on the efficient implemen-
tation of the DSRG-MRPT2 theory to extend its ap-
plicability to chemically interesting systems. We care-
fully analyze each energy contribution, and realize the
possibility to factorize some terms by taking advantage
of the structure of the one-particle and one-hole density
matrix. For an active space of fixed size, the improved
algorithm is dominated by terms have the same com-
putational cost of single-reference second-order Møller–
Plesset perturbation theory. The simplicity of the DSRG-
MRPT2 equations allows us to utilize common integral
factorization techniques,75 including density fitting and
Cholesky decomposition, to reduce the memory and disk
requirements. In addition to MP2, various electronic
structure methods have benefited from these integral
factorization tactics.10,76–81 For instance, the Cholesky-
decomposed CASPT2 has been applied to systems with
up to 1500 basis functions82,83 and the density-fitted
NEVPT2 has been used in applications with up to 2000
basis functions.31,84
This paper proceeds as follow. In Sec. II, we start with
an overview of the DSRG-MRPT2 theory and integral
factorization techniques. Then, in Sec. III we analyze
the computational complexity of each energy term and
detail our current implementation. Section V presents
applications of DSRG-MRPT2 to evaluate the singlet-
triplet splittings of naphthynes. Finally, we discuss fu-
ture developments of the DSRG-MRPT2.
II. THEORY
A. The MR-DSRG formalism
In this section we briefly summarize the MR-DSRG
approach.71 We assume that the reference is defined by
a set of spin orbitals {φp} partitioned into core (C), ac-
tive (A), and virtual (V) subsets of size NC, NA, and
NV, respectively. Core orbitals are designated by in-
dices m,n, active orbitals by indices u, v, w, x, y, z, and
virtual orbitals by indices e, f . We also introduce two
composite orbital subsets: hole (H = C ∪ A) and par-
ticle (P = V ∪ A) of dimension NH = NC + NA and
NP = NV+NA, respectively. Orbitals belonging to hole
set are associated with the labels i, j, k, l, while particle
orbitals are labeled with a, b, c, d. General orbitals (hole
or particle) are labeled as p, q, r, s.
We consider the case of a complete active space (CAS)
self-consistent field (CASSCF) or a CAS configuration
interaction (CASCI) reference wave function Φ obtained
by doubly occupying the core orbitals and distribut-
ing a given number of active electrons (nact) in the ac-
tive orbitals [CAS(nact, NA)]. The reference Φ defines
the Fermi vacuum with respect to which all operators
are normal ordered according to Mukherjee and Kutzel-
nigg’s generalized Wick theorem.72,85–89 From the refer-
ence wave function we also extract the one-particle den-
sity matrix (γpq ) as well as the two- and three-body cu-
3mulants (λrspq, λ
stu
pqr),
72,90,91 defined as:
γpq = 〈Φ|aˆ†paˆq|Φ〉 , (2)
λxyuv = γ
xy
uv − γxuγyv + γyuγxv , (3)
λxyzuvw = γ
xyz
uvw −
∑
pi
(−1)piγxuλyzvw − det(γxuγyvγzw), (4)
where det(·) indicates the sum of all permutations of
lower labels with a sign factor corresponding to the par-
ity of permutations and
∑
(−1)pi indicates a sum over
all permutations of the lower and upper labels with a
sign factor corresponding to the parity of a given per-
mutation. Note that for a CASSCF/CASCI reference
the cumulant are null unless all indices belong to the ac-
tive space. For convenience we also define the one-body
cumulant as λvu = γ
v
u, with u, v ∈ A. The MR-DSRG
equations for the amplitude and energy [E(s)] are given
by:
E(s) = 〈Φ|H¯(s)|Φ〉 , (5)
[H¯(s)]N = Rˆ(s), (6)
where Rˆ(s) is the source operator, a s-dependent Her-
mitian operator that drives the transformation of the
Hamiltonian. Thus, the unitary operator, Uˆ(s), is im-
plicitly defined by Rˆ(s). The unitary operator Uˆ(s) that
controls the DSRG transformation is expressed as the
exponential of an anti-Hermitian operator Aˆ(s), that is,
Uˆ(s) = exp[Aˆ(s)]. The operator Aˆ(s) is conveniently ex-
pressed in terms of the coupled cluster excitation opera-
tor Tˆ (s), so that Aˆ(s) = Tˆ (s)− Tˆ †(s). Note that internal
amplitudes that involve only active-orbital indices are ex-
cluded from Tˆ (s), that is txy...uv...(s) = 0 ∀u, v, x, y · · · ∈ A.
B. The DSRG-MRPT2 method
The starting point of the DSRG-MRPT2 approach is
the partitioning of the normal-ordered Hamiltonian into
a zeroth-order part [Hˆ(0)] plus a first-order perturbation
[Hˆ(1)]. The zeroth-order Hamiltonian is chosen to con-
tain the reference energy (E0) and the diagonal block of
the one-body operator [Fˆ (0)]:71
Hˆ(0) = E0 + Fˆ
(0), (7)
Fˆ (0) =
∑
p
εp{aˆpp}, (8)
where the orbital energies εp = f
p
p are the diagonal ele-
ments of the generalized Fock matrix:
fqp = h
q
p +
∑
rs
vqsprγ
r
s . (9)
The quantities hqp = 〈φp|hˆ|φq〉 and vrspq = 〈φpφq||φrφs〉
are respectively one-electron and antisymmetrized two-
electron integrals in the molecular orbital basis.
As is the case for other perturbation theories, we find it
advantageous to formulate the DSRG-MRPT2 in a basis
of semicanonical molecular orbitals92 so that the core,
active, and virtual blocks of the generalized Fock matrix
are diagonal. This choice implies that Fˆ (1) only contains
contributions from the off-diagonal blocks of the Fock
matrix.
The DSRG-MRPT2 equations may be obtained
from Eqs.(5) and (6) by performing a order-by-order
expansion.93 The zeroth-, first-, and second-order energy
expressions are given by:71
E(0)(s) = E0, (10)
E(1)(s) = 0, (11)
E(2)(s) = 〈[H˜(1)(s), Tˆ (1)(s)]〉 , (12)
where H˜(1) is an effective first-order Hamiltonian with
modified non-diagonal components:
H˜(1)(s) = Hˆ(1)(s) + [Rˆ(1)(s)]N, (13)
while the diagonal components of H˜(1) are identical to
those of Hˆ(1).
A first-order expansion of the MR-DSRG amplitude
equations leads to the equation:
[Hˆ(1)]N + [Hˆ
(0), Tˆ (1)]N = [Rˆ
(1)(s)]N, (14)
from which explicit equations for the the first-order am-
plitudes can be derived:71
ti,(1)a (s) = [f
i,(1)
a +
A∑
ux
∆xut
iu,(1)
ax (s)γ
x
u ]
1− e−s(∆ia)2
∆ia
,
(15)
t
ij,(1)
ab (s) = v
ij,(1)
ab
1− e−s(∆ijab)2
∆ijab
. (16)
Here we have introduced the Møller–Plesset denomina-
tors ∆ij···ab···, defined as ∆
ij···
ab··· = εi+εj + . . .−εa−εb− . . ..
In the derivation of Eqs. (15) and (16) we used the source
operator introduced in Ref. 48, which is designed to re-
produce the energy of the second-order similarity renor-
malization group.94
Once the first-order amplitudes are solved, the second-
order energy E(2)(s) can be obtained via an efficient
non-iterative procedure that requires at most three-body
density cumulants. For convenience, we list all DSRG-
MRPT2 energy contributions in Table I. These quantities
are expressed in terms of the modified first-order Fock
matrix matrix elements:
f˜ i,(1)a (s) =f
i,(1)
a [1 + e
−s(∆ia)2 ]
+ [
∑
ux
∆xut
iu,(1)
ax (s)γ
x
u ]e
−s(∆ia)2 , (17)
the modified two-electron integrals:
v˜
ij,(1)
ab (s) =v
ij,(1)
ab [1 + e
−s(∆ijab)2 ], (18)
4Table I. DSRG-MRPT2 second-order energy expressions. The
Einstein convention for the summation over repeated indices
is employed. Asymptotic scalings are given in big O notation
from a straightforward tensor-index analysis.
Term Energy Expression Cost
〈[F˜ (1)(s), Tˆ (1)1 (s)]〉
A +f˜
b,(1)
j (s)t
i,(1)
a (s)γ
j
i η
a
b N
2
PN
2
H
〈[V˜ (1)(s), Tˆ (1)1 (s)]〉
B + 1
2
v˜
ev,(1)
xy (s)t
u,(1)
e (s)λ
xy
uv N
4
ANV
C − 1
2
v˜
uv,(1)
my (s)t
m,(1)
x (s)λ
xy
uv N
4
ANC
〈[F˜ (1)(s), Tˆ (1)2 (s)]〉
D + 1
2
f˜
e,(1)
x (s)t
uv,(1)
ey (s)λ
xy
uv N
4
ANV
E − 1
2
f˜
v,(1)
m (s)t
um,(1)
xy (s)λ
xy
uv N
4
ANC
〈[V˜ (1)(s), Tˆ (1)2 (s)]〉
F + 1
4
v˜
cd,(1)
kl (s)t
ij,(1)
ab (s)γ
k
i γ
l
jη
a
c η
b
d N
3
PN
2
H
G + 1
8
v˜
cd,(1)
xy (s)t
uv,(1)
ab (s)η
a
c η
b
dλ
xy
uv N
4
AN
2
P
H + 1
8
v˜
uv,(1)
kl (s)t
ij,(1)
xy (s)γ
k
i γ
l
jλ
xy
uv N
4
AN
2
H
I +v˜
bu,(1)
jx (s)t
iv,(1)
ay (s)γ
j
i η
a
bλ
xy
uv N
4
ANPNH
J + 1
4
v˜
uv,(1)
mz (s)t
mw,(1)
xy (s)λ
xyz
uvw N
6
ANC
K + 1
4
v˜
we,(1)
xy (s)t
uv,(1)
ez (s)λ
xyz
uvw N
6
ANV
the one-particle and one-hole density matrix elements
(γpq , η
p
q = δ
p
q − γpq ), and the two- and three-body density
cumulants (λuvxy , λ
uvw
xyz ) of the reference Φ. Eqs. (15)–(18)
and the equations reported in Table I define the DSRG-
MRPT2 method.
To highlight the mechanism by which the DSRG-
MRPT2 avoids intruders, we perform a Maclaurin ex-
pansion of the first-order amplitudes as a function of
the energy denominators. For example, the t2 amplitude
[Eq. (16)] can be rewritten as:
t
ij,(1)
ab (s) = v
ij,(1)
ab
(
s∆ijab +O[s3/2(∆ijab)3]
)
, (19)
which approaches zero in the limit of |∆ijab| → 0. Thus
for finite values of s, the second-order energy, E(2)(s), is
well-behaved and free from divergences due to small en-
ergy denominators. One of the drawbacks of the DSRG-
MRPT2 renormalization procedure is that the final en-
ergy shows a dependence on the value of s used in a
computation. In our previous work,71 we analyzed the s-
dependence of the DSRG-MRPT2 energy and found that
the range s ∈ [0.1, 1.0] E−2h gives the best agreement with
full configuration interaction results. Values of s that fall
out of this “Goldilocks zone” either lead to recovering
too little correlation energy (when s  0.1) or expose
the theory to the intruder state problem (when s 1).
C. Integral factorizations
The simple structure of the MR-DSRG amplitude and
energy equations (Table I) allows the use of integral
factorization techniques such as DF and/or Cholesky
decomposition to improve the efficiency of the DSRG-
MRPT2. Integral factorization techniques seek to ap-
proximate the electron repulsion integrals as a contrac-
tion of two three-index tensors. The two-electron inte-
grals written in chemist notation can be factorized as:
(pq|rs) ≈
M∑
Q
BQpqB
Q
rs, (20)
where M is the size of the auxiliary basis set {χP (r)}. In
the DF approach, the factors BQpq are given by:
95
BQpq =
∑
P
(pq|P )[J−1/2]PQ, (21)
where (pq|P ) and JPQ are three- and two-center integrals
defined as:
(pq|P ) =
∫
dr1
∫
dr2 φp(r1)φq(r1) r
−1
12 χP (r2), (22)
JPQ =
∫
dr1
∫
dr2 χP (r1) r
−1
12 χQ(r2). (23)
In this work we evaluate the DSRG-MRPT2 energy using
the resolution of the identity (RI) basis sets of Weigend
and co-workers.96 We note, however, that there is no con-
sensus on the most appropriate auxiliary basis set for
multireference perturbation theories.
In the CD approach, the Cholesky factors BQpq are ob-
tained directly via decomposition of the four-index two-
electron integrals.8 The CD approach generates the aux-
iliary basis set by a numerical Cholesky decomposition.97
As such, CD is sometimes referred to ab initio den-
sity fitting.6,7 The upper bound of the summation
M in Eq. (20) is determined by a CD threshold,
which measures the error introduced by the Cholesky
decomposition.7,8
III. IMPLEMENTATION
An efficient implementation of the DSRG-MRPT2 is
achieved by taking advantage of the structure of the den-
sity matrices and integral factorization. In most prac-
tically relevant cases, the number of active orbitals is
negligible compared to the number of core and virtual
orbitals, that is we may assume that:
NA  NC < NV. (24)
Under this assumption, the most expensive term in
the evaluation of the DSRG-MRPT2 energy is term F
5γpq =

δpq p, q ∈ C
λpq p, q ∈ A
0 otherwise
ηpq =

0 otherwise
− p, q ∈ A
δpq p, q ∈ V
δpq λ
p
q
A
C
V
A
C
V
Figure 1. The structures of one-particle density matrix γpq
and one-hole density matrix ηpq Non-zero elements of the one-
particle and one-hole density matrices are indicated respec-
tively in red and blue.
of Table I. This term originates from the contraction
〈[V˜ (1)(s), Tˆ (1)2 (s)]〉 and is given by:
F =
1
4
H∑
ijkl
P∑
abcd
v˜
cd,(1)
kl (s) t
ij,(1)
ab (s) γ
k
i γ
l
jη
a
c η
b
d. (25)
The computational cost required to evaluate term F
scales formally as O(N4PN4H), but can be reduced to
O(N3PN2H) via factorization into intermediate tensors.
For a CASSCF/CASCI reference, we can reduce the
cost of evaluating term F by taking advantage of the
structure of the one-particle and one-hole density ma-
trices. As illustrated in Fig. 1, γpq is diagonal in the
core-core block and in the active-active block it is equal
to the one-body cumulant λpq . Upon explicit replace-
ment of the one-body density and hole density matri-
ces into Eq. (25) we obtain eight contributions (F1–F8)
that are reported in Table II. Each term is also rep-
resented as a diagram in which one or more lines pass
through a one-particle (red circle) or one-hole (blue cir-
cle) vertex. The most expensive contributions to term F
[Eq. (25)] is diagram F1, which has a computation scal-
ing of O(N2VN2C), followed by F2 and F3, which scale
as O(N2VNANC) and O(NVNAN2C), respectively. The
remaining diagrams shown in Table II (F4–F8) carry at
least two active indices and are significantly less expen-
sive to evaluate.
Diagram F1 may be written in a form that is reminis-
cent of the MP2 correlation energy:
1
4
C∑
mn
V∑
ef
|vefmn|2
1− e−2s(∆mnef )2
∆mnef
. (26)
Eq. (26) can be implemented in an efficient way by an
outer loop over pairs of occupied orbitals m and n. For
each pair (m,n) we compute all the antisymmetrized two
electron integrals {vefmn,∀e, f} using the DF or CD fac-
tors. The integrals squared are then contracted with
Table II. DSRG-MRPT2 energy terms that arise from dia-
gram F after taking into account the block structure of the
one-hole and one-particle density matrices. Contractions in-
volving the one-particle density matrix (γij) and hole indices
are indicated with a red circle, while contractions of the one-
hole density matrix (ηab ) and particle indices are indicated
with a blue circle.
Term Diagram Expression
F1 e fm n
1
4
∑
mnef
v˜
ef,(1)
mn (s)t
mn,(1)
ef (s)
F2
u
v
e fm
1
2
∑
mefuv
v˜
ef,(1)
mu (s)t
mv,(1)
ef (s)γ
u
v
F3
u
v
e m n
1
2
∑
mneuv
v˜
ev,(1)
mn (s)t
mn,(1)
eu (s)η
u
v
F4
y
x u
v
e f
1
4
∑
ef
∑
uvxy
v˜
ef,(1)
xu (s)t
yv,(1)
ef (s)γ
x
yγ
u
v
F5
u x
v y
m n
1
4
∑
mn
∑
uvxy
v˜
vy,(1)
mn (s)t
mn,(1)
ux (s)η
u
v η
x
y
F6
u
v x
y
e m
∑
me
∑
uvxy
v˜
ve,(1)
mx (s)t
my,(1)
ue (s)γ
x
y η
u
v
F7
x u
z v y
w
e
1
2
∑
wxyz
∑
euv
v˜
ve,(1)
yz (s)t
wx,(1)
ue (s)γ
y
wγ
z
xη
u
v
F8
u x
v y w
z
m
1
2
∑
mwz
∑
uvxy
v˜
vy,(1)
mw (s)t
mz,(1)
ux (s)γ
w
z η
u
v η
x
y
i
j
γij
a
b ηab
the renormalized denominators [1 − e−2s(∆mnef )2 ]/∆mnef
through a dot-product operation to give a pair energy
for every m and n.98 The loop over the (m,n) pairs is
parallelized using OpenMP for shared memory architec-
tures. The scaling of the implementation of Eq. (26)
on a eight-core processor is demonstrated in Fig. 2. Our
implementation is also optimized for the evaluation of di-
agrams F2 and F3 so that no storage of large four-index
intermediate quantities is necessary.
The DSRG-MRPT2 equations are implemented in our
code Forte,99 a suite of multireference methods written
as a plugin to the Psi4 quantum chemistry package.100
All tensor contractions were coded using the open-source
library Ambit.101 Ambit provides shared memory paral-
lelization and performs tensor contractions using BLAS
operations. A very convenient feature of Ambit is its
ability to deal with composite orbital spaces. Figure 3
gives an example of a tensor contraction encountered in
the DSRG-MRPT2 equations and how it is implemented
61
1
2
3
4
5
6
7
8
2 3 4
Number of cores
Actual
Ideal
5 6 7 8
Sp
e
e
d
-u
p
Figure 2. The scaling of diagram F1 of Table II for (2, 3)-
naphthyne using a cc-pVTZ basis set. The speed up is de-
termined as S(1)
S(N)
where S(i) is the total time required to
evaluate this term using i threads. Results are for up to 8
threads on an Intel Xeon E5-2650 v2 processor.
I[”ja”] = gamma[”ji”] * t1[”ia”];
Ija =
H
i
γji t
i
a
=A
C
V
Tensor contraction
C++ code
Contractions between block-sparse tensors
Figure 3. This figure illustrates the ability of the Ambit ten-
sor library to deal with block-sparse tensors that span com-
posite orbital space. The tensor contraction shown at the top
involves a summation over the index j that spans the general-
ized orbitals space (H), which is the union of the core (C) and
active (A) orbitals. The tensors γji and t
i
a are defined over
subsets (shown in orange) of the full orbital indices and are
block sparse. For example, theA-A block of tia is zero because
internal amplitudes are not defined in the DSRG-MRPT2.
Ambit allows to write contractions over block-sparse tensors
as contractions over composite index tensors, thus, reducing
the number of equations required to include in the source
code.
via Ambit. Composite spaces are defined from “primi-
tive” spaces (for example, the sets of core, active, virtual
MOs) and arise naturally in all multireference theories
based on a CASCI/CASSCF reference. Ambit is aware
of composite orbital spaces and can perform contractions
over block-sparse tensors. This feature greatly simplifies
the implementation of multireference theories since it al-
lows the user to directly encode tensor contractions that
involve composite orbital indices.
In summary, the following procedure was used for com-
puting the DSRG-MRPT2 energy using DF or CD inte-
grals:
1. Compute γqp , η
q
p, λ
xy
uv, and λ
xyz
uvw for the
CASSCF/CASCI reference.
2. Compute the Fock matrix from γqp and the DF/CD
tensors.
3. Canonicalize the core, active, and virtual MOs.
4. Form the antisymmetrized two electron integrals
with at least one active index from the DF/CD ten-
sors.
5. Transform all the density matrices, cumulants, and
integrals to the semi-canonical basis.
6. Compute the second order energy terms A–E, G–K,
and F4–F8 using the Ambit library.
7. Compute the energy terms F1–F3 with an opti-
mized algorithm that does not require storage of
four-index intermediates.
IV. COMPUTATIONAL DETAILS
In this work, we studied the singlet-triplet splittings
(∆EST = ES −ET) of ten naphthyne isomers. Each iso-
mer is designated as (i, j)-naphthyne, and it is formally
obtained by removing two hydrogens from the carbons
at i and j positions of a naphthalene. Figure 4 shows the
numbering scheme of naphthalene used in this work.
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Figure 4. Naphthalene numbering scheme used in this study.
The notation (i, j)-naphthyne indicates that two hydrogen
atoms were removed from positions i and j.
Following Ref. 102, we optimized the geometry of
singlet (1,3)-, (2,6)-, and (1,6)-naphthyne isomers at
the CASSCF/cc-pVDZ level of theory with a CAS(4,4),
CAS(2,2), and CAS(2,2) active space, respectively.
All other naphthyne isomers were optimized using
Becke’s three-parameter exchange103 and Lee-Yang-Parr
correlation104 (B3LYP) functional and the cc-pVDZ105
basis set. Unrestricted Kohn-Sham orbitals were used
for both singlet and triplet states. Geometry optimiza-
tions were performed using the NWChem106 software
package.
7Table III. Point group symmetries for all naphthyne iso-
mers along with the corresponding minimal active spaces
in Cotton’s ordering.107 For (1,4)-, (1,8)-, (2,3)-, and (2,7)-
naphthynes, the molecules are placed in the xz plane, where
z is the C2 rotation axis. All other naphthynes are placed in
the xy plane.
Active Space
Isomer Sym. States CAS(2,2) CAS(12,12)
1,2 Cs
1A′, 3A′ (2, 0) (2, 10)
1,3 Cs
1A′, 3A′ (2, 0) (2, 10)
1,4 C2v
1A1,
3B1 (1, 0, 1, 0) (1, 5, 1, 5)
1,5 C2h
1Ag,
3Bu (1, 0, 0, 1) (1, 5, 5, 1)
1,6 Cs
1A′, 3A′ (2, 0) (2, 10)
1,7 Cs
1A′, 3A′ (2, 0) (2, 10)
1,8 C2v
1A1,
3B1 (1, 0, 1, 0) (1, 5, 1, 5)
2,3 C2v
1A1,
3B1 (1, 0, 1, 0) (1, 5, 1, 5)
2,6 C2h
1Ag,
3Bu (1, 0, 0, 1) (1, 5, 5, 1)
2,7 C2v
1A1,
3B1 (1, 0, 1, 0) (1, 5, 1, 5)
State-specific DSRG-MRPT2 computations used a
CASCI reference. The active spaces for different naph-
thyne isomers are reported in Table III. Since at the
moment we do not have access to a DF/CD CASSCF
implementation, we opted for evaluating the energy of
both the singlet and triplet states using restricted open-
shell Hartree–Fock (ROHF) orbitals. This choice of or-
bitals is certainly not optimal, and may lead to an imbal-
anced treatment of singlet and triplet states. Dunning’s
correlation-consistent cc-pVXZ (X = D, T, Q, 5) ba-
sis sets105,108 were used to deduce basis set effects, and
the corresponding auxiliary basis sets were chosen as cc-
pVXZ-JKFIT basis sets109 for ROHF computations and
cc-pVXZ-RI basis sets96,110 for DSRG-MRPT2 compu-
tations. We used a value of s = 0.5 E−2h , and kept the
1s-like orbitals on carbon atoms frozen for all DSRG-
MRPT2 computations.
V. RESULTS
A. Singlet-triplet splittings of naphthyne diradicals
In this section we will demonstrate how our efficient
implementation of the DSRG-MRPT2 can be used to
obtain the singlet-triplet splitting of naphthynes with
fairly large basis sets. Among arynes,111–113 the elec-
tronic structure of ortho, meta, and para benzyne has
been well characterized from the point of view of both
experiment and theory.102,114–120 However, in the case of
naphthynes, singlet-triplet splittings have been investi-
gated mostly by theoretical studies102,115,121,122 and, to
the best of our knowledge, no experimental values have
been reported.
Table IV. Analysis of the DSRG-MRPT2 energy error (in kcal
mol−1) introduced by density fitting (DF) and Cholesky de-
composition (CD). Statistics were computed from the singlet-
triplet splittings of the ten naphthyne isomers. Density fitting
results were obtained using the cc-pVDZ-RI auxiliary basis
set, while Cholesky vectors were generated using a threshold
of 10−5 Eh.
Factorization Statistics VDZ*a cc-pVDZ
DF
MAXb 0.017 0.017
MAEc 0.007 0.007
σd 0.005 0.005
CD
MAXb 0.003 0.004
MAEc 0.002 0.002
σd 0.001 0.001
a The VDZ* basis set is constructed from the cc-pVDZ basis
set by removing the p functions for hydrogen atoms.
b Maximum absolute error: MAX = max(|∆i|).
c Mean absolute error: MAE = 1
10
∑10
i=1 |∆i|.
d Standard deviation: σ = [ 1
10
∑10
i=1(∆i − ∆¯)2]1/2, where
∆¯ = 1
10
∑10
i=1 ∆i.
We first verify the accuracy of the integral factoriza-
tion techniques by performing DSRG-MRPT2 computa-
tions with DF, CD, and conventional integrals. Table IV
reports an analysis of the errors introduced by the DF
and CD approximations when applied to compute ∆ST.
These results shows that both approximations introduce
errors that are well within chemical accuracy: the max-
imum absolute error for DF and CD is only 0.017 and
0.003 kcal mol−1, respectively.
Table V reports adiabatic singlet-triplet splittings of
the ten naphthyne isomers computed with the DSRG-
MRPT2 approach using various basis sets (cc-pVXZ,
with X = D, T, Q, 5). These results were computed us-
ing two active spaces: 1) CAS(2,2) which consists of two
carbon σ orbitals on radical centers and 2) CAS(12,12),
which augments the CAS(2,2) space with ten carbon pi
orbitals.
Following the analysis of Squires and Cramer,115
we separate the naphthyne isomers into three differ-
ent groups characterized by different magnitudes of the
singlet-triplet splitting.102 Group I naphthynes, which
consists of (1,2) and (2,3)-naphthyne, have adjacent rad-
ical centers and their ∆ST is comparable to that of o-
benzyne (−37.5 ± 0.3 kcal mol−1, from experiment).116
For group I naphthynes, through-bond interactions114,115
tend to stabilize the singlet state and are thus responsi-
ble for the relatively large ∆ST value. Our best DSRG-
MRPT2 estimates for the ∆EST of (1,2) and (2,3)-
naphthyne are −33.6 and −28.9 kcal mol−1, respectively.
Group II contains (1,3)-naphthyne, the only isomer
with the two radical centers in meta position. Our best
estimate for the ∆ST value of this isomer is −14.2 kcal
mol−1, which is comparable to the value for m-benzyne
(−21.0 kcal mol−1). Going from group I to II, there
is a buildup of diradical character, which is reflected in
the ratio between the two dominant configurations of the
8Table V. Adibatic singlet-triplet splittings (∆EST = ES − ET) of naphthyne diradicals computed with the DF-DSRG-
MRPT2 approach and a variety of basis sets. All computations utilized ROHF triplet orbitals. Carbon 1s-like orbitals
were excluded from the computations of the correlation energy.
Naphthyne Isomers
Group I Group II Group III
Active Space Basis 1,2 2,3 1,3 1,5 1,6 1,4 2,7 2,6 1,7 1,8
CAS(2,2)
cc-pVDZ −30.2 −24.9 −11.7 1.3 1.4 6.4 0.9 1.3 5.2 3.7
cc-pVTZ −33.5 −28.3 −14.1 0.3 −0.8 5.3 0.3 −0.8 4.2 3.0
cc-pVQZ −34.4 −29.2 −14.4 0.0 −1.1 5.1 0.1 −1.1 4.1 2.9
cc-pV5Z −34.7 −29.5 −14.5 0.0 −1.2 5.1 0.0 −1.1 4.0 2.9
CAS(12,12)
cc-pVDZ −29.0 −24.3 −11.0 0.8 2.0 5.3 1.3 1.3 5.2 4.3
cc-pVTZ −32.6 −27.8 −13.7 −0.4 −0.2 4.2 0.6 −0.8 4.2 3.4
cc-pVQZ −33.6 −28.9 −14.2 −0.6 −0.5 4.1 0.3 −1.0 4.0 3.3
c1/c2
a 2.6 2.5 1.6 1.3 1.0 1.3 1.1 1.0 1.1 1.2
a The ratio of CI coefficients between the two dominant determinants in a CAS(2,2). This characteristic was used to
separate the naphthynes into three separate groups.
CAS(2,2) reference. This quantity is reported at the bot-
tom of Table V, and it goes from 2.6–2.5 for group I to
1.6 for group II naphthynes. Group III naphthynes have
singlet-triplet splittings that range from −1.0 to +4.1
kcal mol−1. This range is comparable to the ∆ST of p-
benzyne (−3.8 kcal mol−1). As indicated by the small
c1/c2 ratio, these species are almost pure diradicals.
Table VI reports a comparison between our CAS(2,2)
DSRG-MRPT2 results and the reduced multireference
coupled cluster with singles, doubles, and perturbative
triples [RMR-CCSD(T)] results of Li and Paldus102 using
the same geometries and basis set. Our DSRG-MRPT2
results for group I and II isomers agree very well with
those from RMR-CCSD(T): the maximum deviations are
respectively 3.8 and 1.1 kcal mol−1. In the case of group
III naphthynes, the disagreement between the DSRG-
MRPT2 and RMR-CCSD(T) results is slightly less fa-
vorable. The assignment of the ground state is consistent
among the two methods, except for the (1,5) isomer, and
(1,4)-naphthyne displays the largest absolute error (4.8
kcal mol−1).
Table VI also reports a comparison between our
DSRG-MRPT2 results amd the CASPT2 results
of Squires and Cramer,115 both obtained using a
CAS(12,12) reference. Note, that the comparison of
these two sets of computations is complicated by the
fact that the naphthynes geometries and orbitals used
in these studies are different: the CASPT2 calculations
use CASSCF(12,12) optimized geometries and orbitals.
As a consequence, the DSRG-MRPT2 results show some
significant disagreements with the CASPT2 results. For
example, the DSRG-MRPT2 results favor triplet ground
states for all the group III isomers, while CASPT2
predicts exactly the opposite. Notice that the RMR-
CCSD(T) approach also predicts triplet ground states
for all group III naphthynes, except for the (1,5) isomer.
To illustrate the importance of the geometry used to
compute ∆ST, we optimized the singlet and triplet state
geometry of (1,4)-naphthyne with the Mukherjee mul-
tireference coupled cluster approach with singles and
doubles (Mk-MRCCSD) using the cc-pVDZ basis set and
a CASSCF(2,2) reference. At this level of theory, the
singlet state is predicted to be the ground state and the
adiabatic ∆ST = −4.98 kcal mol−1. The Mk-MRCCSD
∆ST of (1,4)-naphthyne agrees well with the experimen-
tal ∆ST of p-benzyne, indicating that the nature of these
two diradicals is similar. More importantly, this result
is also in agreement with the ground state assignment
of CASPT2 computations.115 DSRG-MRPT2 ∆ST com-
puted using the Mk-MRCCSD/cc-pVDZ geometries also
favor a singlet ground state. For example, when us-
ing ROHF orbitals, the DSRG-MRPT2 ∆ST is equal
to −0.9 kcal mol−1 [CAS(2,2)] and −1.98 kcal mol−1
[CAS(12,12)]. The use of CASSCF orbitals improves
the agreement with the Mk-MRCCSD data: the cor-
responding ∆ST are −2.27 kcal mol−1 [CAS(2,2)] and
−3.82 kcal mol−1 [CAS(12,12)]. As anticipated, ROHF
orbitals tend to favor the triplet state, shifting ∆ST by
∼1.5 kcal mol−1. Although these results are not conclu-
sive, they do suggest that to obtain reliable estimates of
∆ST for the naphthynes it is necessary to employ geome-
tries optimized at a high level of theory.
In addition to adiabatic singlet-triplet splittings, in Ta-
ble VII we report a comparison of the vertical DSRG-
MRPT2 splittings with those from highly-accurate mul-
tireference coupled cluster (MRCC) computations by
Brabec and coworkers.121 These authors reported ∆ST
for (2,7)-, (2,6)-, (1,7)- and (1,8)-naphthyne computed
with the Brillouin–Wigner (BW) MRCC approach with
the a posteriori correction38,123 and the Mk-MRCCSD
approach. To facilitate this comparison, all DSRG-
MRPT2 results in Table VII are computed using the
same type of orbitals (restricted Hartree–Fock) and ge-
ometries used by Brabec et al.121 The DSRG-MRPT2
results agree well with those from BW-MRCCSD: both
methods agree in the assignment of the ground state and
9Table VI. Adiabatic singlet-triplet splittings (∆EST = ES − ET) of naphthyne diradicals computed with the DSRG-
MRPT2, CASPT2, and RMR-CCSD(T) approaches. All DSRG-MRPT2 computations used triplet ROHF orbitals and
the cc-pVDZ-RI auxiliary basis set. RMR-CCSD(T) results used RHF and ROHF orbitals for singlet and triplet states,
respectively. CASPT2 results used CASSCF(12,12) orbitals. RMR-CCSD(T) and DSRG-MRPT2 results are based on the
same geometries (from DFT and CASSCF, see Sec. IV), while CASPT2 results are based on CASSCF(12,12) optimized
geometries. The VDZ* basis set is constructed from the cc-pVDZ basis set by removing hydrogen p functions.
Naphthyne Isomers
Group I Group II Group III
CAS/Basis Method 1,2 2,3 1,3 1,5 1,6 1,4 2,7 2,6 1,7 1,8
(2,2)/VDZ*
RMR-CCSD(T)a −35.2 −28.9 −12.7 −0.3 2.1 1.6 2.9 5.7 6.5 6.5
DSRG-MRPT2b −30.2 −25.0 −11.6 1.3 1.5 6.4 0.8 1.5 5.2 3.8
(12,12)/cc-pVDZ
CASPT2c −31.8 −27.7 −17.5 −8.6 −2.2 −6.7 −3.9 −3.0 −2.7 −1.8
DSRG-MRPT2b −29.0 −24.3 −11.0 0.8 2.0 5.3 1.3 1.3 5.2 4.3
a From Ref. 102.
b This work.
c From Ref. 115.
the maximum error is only 2.54 kcal mol−1. Note, that
there is a substantial disagreement between the BW- and
Mk-MRCCSD results, which was attributed to the a pos-
teriori corrections used in BW-MRCCSD.
B. Scaling with respect to basis set and active space size
In this section we illustrate the efficiency of our DSRG-
MRPT2 by reporting timings for the single-point energy
computation of singlet (2,3)-naphthyne. DSRG-MRPT2
timings for basis sets that range from 152 to 1240 or-
bitals are reported in Table VIII. Due to the efficiency
of the DF approximation, DSRG-MRPT2 computations
with 1000–1500 may be performed routinely. Indeed, our
largest calculation using a CAS(2,2) reference and the cc-
pV5Z basis set takes about 5 minutes with 8 threads on
an Intel Xeon E5-2650 v2 processor. This time is only
about 5% of the total time required (110 minutes), with
the majority of the remaining part of the computation
spent building the Fock matrix (20 minutes) and the gen-
eration of the MO transformed DF integrals (35 minutes).
The timings for the CAS(2,2) computations as function
Table VII. A comparison of the vertical singlet-triplet split-
ting between MRCC and the DSRG-MRPT2. All of these
results use singlet geometries, RHF orbitals, and a CAS(2,2).
Naphthyne Isomers
Method Basis 2,7 2,6 1,7 1,8
DSRG-MRPT2a
cc-pVDZ −3.0 0.2 −1.6 −2.6
cc-pVTZ −3.2 0.2 −1.7 −2.8
BW-MRCCSDb
cc-pVDZ −0.46 1.39 −0.34 −1.40
cc-pVTZ −0.78 1.05 −0.50 −1.47
Mk-MRCCSDb
cc-pVDZ 6.47 8.48 7.29 3.82
cc-pVTZ 7.16 9.79 6.79 4.43
a This work.
b From Ref. 122
Table VIII. Timing of DSRG-MRPT2 naphthyne computa-
tions (TPT2, in seconds) as a function of basis set size (N).
The total time (T ) includes the CASCI step, generation of
the DF integrals, and evaluation of the DSRG-MRPT2 en-
ergy. These computations ran on one Intel Xeon E5-2650 v2
processor using 8 threads.
Active Space Basis N TPT2 TPT2/T %
CAS(2,2)
cc-pVDZ 170 3.5 21.0
cc-pVTZ 384 22.6 18.6
cc-pVQZ 730 93.6 7.8
cc-pV5Z 1240 316.5 4.8
CAS(12,12)
cc-pVDZ 170 13.2 9.6
cc-pVTZ 384 72.1 27.8
cc-pVQZ 730 284.3 26.5
of the basis set size nicely follow the quadratic scaling
expected from the DSRG-MRPT2 equations when the
number of core and active orbitals is kept fixed. Going
from the CAS(2,2) to the CAS(12,12) active space we
notice an increase of a factor 3–4 of the timing for the
DSRG-MRPT2 step. This result is significant because it
suggests that for the active space here considered, terms
that scale as a power of the number of active orbitals have
a very small prefactor. Indeed, even with the CAS(12,12)
reference, the most expensive steps in the energy compu-
tation are the generation of the amplitudes tabij and v˜
mn
ef ,
which require respectively 52% and 27% of the total time.
VI. CONCLUSION
In this work, we presented a new formulation of the
DSRG-MRPT2 approach that takes advantage of two-
electron integral factorization and the structure of CAS
density matrices. The resulting algorithm is similar to
the one used in the evaluation of the single-reference MP2
energy, has reduced memory requirements, and allows
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the routine application of the DSRG-MRPT2 to systems
with up to 50 atoms (1500–2000 basis functions).
To demonstrate the applicability of this novel DSRG-
MRPT2 implementation to medium-sized system we
studied the singlet-triplet splittings for the ten isomers
of naphthyne diradicals. We reported computations
with CAS(2,2) and CAS(12,12) active spaces and up
to quintuple-ζ quality basis sets (1240 basis functions).
Overall, the DSRG-MRPT2 results are in good agree-
ment with previously reported adiabatic singlet-triplet
splittings computed at the RMR-CCSD(T)/VDZ* level
of theory: the mean absolute deviation between the
two approaches in only 2.7 kcal mol−1. We find that
the singlet-triplet splittings of Group III naphthynes are
strongly dependent on the quality of the molecular ge-
ometries. This fact makes the comparison with previ-
ously reported CASPT2 results more difficult to analyze.
It also suggests that extra caution is required to interpret
highly-correlated results for naphthynes based on DFT or
CASSCF geometries. DSRG-MRPT2 computations with
larger bases suggest that one should at least use a triple-ζ
basis set to converge the single-triplet splitting of Group
III naphthynes to 0.4 kcal mol−1, while a quadruple-ζ
basis is necessary to reduce this error to about 0.1 kcal
mol−1.
In this work we have showed that the cost of evaluating
the DSRG-MRPT2 energy can be significantly reduced
by resorting to integral factorization techniques. Never-
theless, the computational scaling of integral-factorized
DSRG-MRPT2 remains proportional to the fifth power
of the number of electrons. Therefore, to apply this ap-
proach to systems with 100–150 atoms it will be neces-
sary to reduce its computational scaling. Given the sim-
plicity of the DSRG-MRPT2 equations, an interesting
option is to combine the prescreening of atomic orbital
(AO) integrals with Laplace transformation of the en-
ergy denominators.11,13,124–126 One novel issue that arises
in the application of the Laplace transformation to the
DSRG-MRPT2 approach is the fact that the energy de-
nominators are renormalized. However, we think that
this problem may be addressed either by finding a suit-
able decomposition of the renormalized denominators,
or by redefining the source operator to treat the most
expensive contributions (from diagram F1–F3) as non-
renormalized quantities. We anticipate that the Laplace-
transformed AO-DSRG-MRPT2 will be an essential tool
to go beyond the current limit of 2000 basis functions.
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