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Tı´tulo del estudio:
Un enfoque biobjetivo al problema del
reparador.
Nu´mero de pa´ginas: 114.
Objetivos y me´todo de estudio: El objetivo principal de este trabajo consiste
en el planteamiento y estudio de un problema biobjetivo con diversas aplicaciones
potenciales. En este problema se tiene un conjunto de clientes que demanda algu´n
producto o servicio. Se conoce el tiempo de servicio en cada cliente as´ı como los
tiempos de viaje entre cada par de clientes se busca encontrar la ruta que visite a
todos los clientes partiendo de un depo´sito y volviendo a e´l, de forma tal que se
minimice tanto la distancia recorrida por el veh´ıculo en la ruta as´ı como el tiempo
de espera de los clientes.
Para esto, se propone un modelo matema´tico biobjetivo en donde cada objetivo
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surge a partir de distintos puntos de vista. El punto de vista econo´mico es el objetivo
de distancia, en donde se desea minimizar la distancia total recorrida; desde el punto
de vista social o de servicio al cliente, se tiene el objetivo de latencia en donde se
desea minimizar el tiempo que el cliente espera para recibir el servicio.
Se presenta una metodolog´ıa de solucio´n al problema, el cual es un algoritmo
gene´tico elitista que es muy utilizado en los problemas multiobjetivo gracias a los
buenos resultados que ofrece.
Contribuciones y conclusiones: La contribucio´n de este trabajo se centra en
el estudio realizado sobre un problema biobjetivo novedoso, dado que la revisio´n de la
literatura mostro´ que no existen trabajos donde los objetivos que se busco´ optimizar
hayan sido tratados conjuntamente.
Es por esto, que tanto el modelo biobjetivo presentado as´ı como el algoritmo
propuesto se consideran contribuciones directas de este trabajo.
Firma del asesor:
Dra. Ada Margarita A´lvarez Socarra´s
Cap´ıtulo 1
Introduccio´n
1.1 Descripcio´n del problema
En este trabajo se estudia un problema de optimizacio´n combinatoria que surge
en el contexto de las actividades log´ısticas de diversas empresas de distribucio´n y
servicio. En este problema se tiene un conjunto de clientes que requieren un cierto
servicio o producto que debe ser suministrado por la empresa en cuestio´n. Para
suministrar este servicio la empresa cuenta con un agente/veh´ıculo con capacidad
suficiente para atender a todos los clientes con una ruta que salga del depo´sito central,
atienda a los clientes y regrese al depo´sito antes de finalizar la jornada laboral. Desde
el punto de vista econo´mico la empresa desea reducir los costos de operacio´n por lo
que busca que la distancia total recorrida por el veh´ıculo sea la menor posible.
Por otra parte, la empresa desea mejorar el nivel de servicio a sus clientes,
para lo cual busca conseguir que el tiempo que cada cliente espera para recibir el
servicio sea el menor posible. Esto es, se requiere disen˜ar una ruta que visite todos
los clientes una sola vez considerando simulta´neamente dos criterios de desempen˜o:
minimizar la distancia total recorrida por el veh´ıculo y minimizar la suma de los
tiempos de espera de los clientes.
En ambos problemas se tiene un conjunto de clientes que deben ser visitados
solamente una vez por un agente/veh´ıculo que sale de un depo´sito central y debe
1
Cap´ıtulo 1. Introduccio´n 2
regresar a e´l al culminar la ruta. La diferencia fundamental entre ambos radica en el
criterio de desempen˜o que se considera en cada caso. En el problema del reparador el
objetivo es minimizar la suma de los tiempos de espera de todos los clientes (tambie´n
conocido como minimizar la latencia total), mientras que en el problema del agente
viajero el objetivo es minimizar la distancia recorrida por el veh´ıculo.
Debido a que los problemas mono-objetivos involucrados en el problema
biobjetivo que se pretende estudiar son clasificados como problemas combinatorios
NP-dif´ıciles, este trabajo se dedica al desarrollo de un algoritmo metaheur´ıstico que
pueda ofrecer soluciones de calidad en un tiempo de co´mputo aceptable.
1.2 Hipo´tesis
El problema del agente viajero y el problema del reparador (tambie´n conocido
como problema de latencia mı´nima) son clasificados como problemas NP-completos.
El problema bajo estudio es un problema biobjetivo que involucra ambas funciones
objetivo, por lo que se vuelve dif´ıcil obtener de forma exacta el conjunto de soluciones
no dominadas.
Este trabajo se centra en proponer un algoritmo que obtenga una aproximacio´n
de este conjunto de soluciones no dominadas en un tiempo computacional aceptable.
La hipo´tesis principal es que el algoritmo que se propone obtiene buenas estimaciones
de la frontera eficiente en tiempos de co´mputo razonables.
1.3 Justificacio´n del estudio
Por separado, tanto el problema del agente viajero como el problema de latencia
mı´nima han sido ya estudiados, sin embargo en la literatura cient´ıfica hay un nu´mero
considerablemente menor de trabajos que abordan el problema del reparador.
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Hasta el momento, no se conoce de un enfoque biobjetivo en donde la latencia
y la distancia de la ruta sean consideradas, si bien la latencia con otro objetivo o´ la
distancia con otro objetivo s´ı han sido investigados.
La relevancia de este trabajo esta´ dada principalmente a la investigacio´n de un
problema biobjetivo que no ha sido tratado en la literatura cient´ıfica hasta la fecha.
El problema propuesto resulta interesante e importante desde el punto de vista de la
optimizacio´n y de las aplicaciones pra´cticas en las que podr´ıa ser aplicado, entre las
que destacan las situaciones de desastre en donde se busca que los afectados esperen
el menor tiempo posible para recibir ayuda, as´ı como la aplicacio´n en alguna empresa
en donde no solo se beneficiar´ıa a la empresa encargada de distribuir sus productos
sino que se buscar´ıa un beneficio para el cliente, minimizando el tiempo de espera
para recibir el servicio o el producto que la empresa esta´ encargada de suministrarle.
1.4 Objetivos de la tesis
El objetivo de este trabajo consiste principalmente en el estudio de un problema
biobjetivo no estudiado en la literatura cient´ıfica y proponer un me´todo de solucio´n
basado en un algoritmo gene´tico elitista. Para ello se plantearon los siguientes
objetivos particulares:
Revisio´n bibliogra´fica donde se aborden problemas biobjetivo que involucren
alguno de los criterios considerados en nuestro problema as´ı como el estudio
de las metodolog´ıas aplicadas en estos problemas biobjetivos.
Formulacio´n matema´tica del problema bajo estudio.
Desarrollo e implementacio´n computacional de una metodolog´ıa de solucio´n
para el problema bajo estudio.
Ana´lisis de los resultados obtenidos en la experimentacio´n computacional.
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1.5 Estructura de la tesis
La estructura de este trabajo es la siguiente: en el cap´ıtulo dos se describen las
caracter´ısticas principales del problema del agente viajero as´ı como las caracter´ısticas
del problema del reparador, que son los dos problemas combinatorios que se
encuentran en el centro del problema estudiado en esta tesis. Se hace una revisio´n
del estado del arte y se comentan algunos me´todos de solucio´n para cada uno de
los problemas asi como algunas de sus aplicaciones. Se describen algunos enfoques
biobjetivo que incluyan alguna de las funciones objetivo de los problemas anteriores,
as´ı como sus te´cnicas de solucio´n y una introduccio´n a la optimizacio´n multiobjetivo.
En el cap´ıtulo tres se da una descripcio´n del problema biobjetivo que se estudia
en esta tesis, se presenta el modelo matema´tico propuesto y el me´todo exacto de
resolucio´n que se propone utilizar as´ı como el alcance que tiene el modelo.
En el cap´ıtulo cuatro se presenta a detalle el algoritmo del NSGA-II que
proponemos para dar solucio´n al problema.
En el cap´ıtulo cinco, se presentan algunos resultados obtenidos en la
experimentacio´n computacional realizada para evaluar el desempen˜o del algoritmo
propuesto y la comparacio´n que se hizo entre los resultados brindados por el
algoritmo exacto y el me´todo que proponemos.
En el cap´ıtulo seis, se presentan las conclusiones y el trabajo a futuro.
Cap´ıtulo 2
Marco Teorico
En este trabajo se aborda un enfoque biobjetivo al problema del reparador en
el que adema´s de la latencia, el cual es el objetivo usual del problema, se considera
tambie´n la distancia recorrida por el veh´ıculo en el que se visita a los clientes.
El problema de latencia mı´nima (o problema del reparador) se considera un
problema “centrado en el cliente”, debido a que su objetivo consiste en lograr que
el cliente espere el menor tiempo posible para recibir un servicio. Esta cualidad lo
hace diferente a los problemas centrados en la empresa, como el problema del agente
viajero, donde el objetivo esta´ enfocado en minimizar la longitud de la ruta sin
considerar en el momento de la toma decisiones, a los clientes.
Con este enfoque biobjetivo se busca no solo beneficiar a la empresa encargada
de distribuir sus productos, sino que se busca tambie´n, garantizar cierto nivel de
servicio al minimizar el tiempo de espera de los clientes para poder recibir el producto
o el servicio que la empresa esta´ encargada de suministrarle.
En este cap´ıtulo se presentan las definiciones y el material necesario para
abordar el estudio del problema que se propone. Hasta el momento, no se conoce
de un enfoque biobjetivo similar, en donde la latencia y la distancia de la ruta sean
consideradas.
En el problema que se estudia, se debe disen˜ar una ruta para atender un
5
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conjunto de clientes, partiendo de un depo´sito y regresando a e´l al final de la ruta.
En el camino, se buscara´ minimizar tanto el tiempo de espera de cada cliente, como
la distancia que recorrera´ el veh´ıculo. En este sentido, podemos decir que en este
enfoque biobjetivo se conjugan dos problemas importantes: el problema del agente
viajero y el problema de latencia mı´nima.
Es por esto, que en la primera seccio´n se presentara´n los conceptos ba´sicos
del problema del agente viajero y en la segunda seccio´n los conceptos ba´sicos del
problema de latencia mı´nima. En la tercera seccio´n se presentan algunos enfoques
biobjetivo que involucran alguno de los objetivos que nos atan˜en y finalmente algunos
conceptos fundamentales de optimizacio´n multiobjetivo as´ı como dos me´todos que
sera´n aplicados en nuestro trabajo.
2.1 El problema del agente viajero.
El problema del agente viajero (TSP, por sus siglas en ingle´s) consiste en lo
siguiente: teniendo un conjunto de ciudades o clientes as´ı como el costo que representa
el viajar de una ciudad a otra, se desea encontrar la ruta de costo mı´nimo para
visitar todas las ciudades, pasando so´lo una vez por cada una de ellas y regresando
a la ciudad de la cual se partio´ inicialmente. Este es uno de los problemas de
optimizacio´n combinatoria ma´s ampliamente estudiado, y aunque existen muchos
trabajos y estudios a su alrededor, au´n no existe una forma eficiente para resolverlo
a optimalidad [20, 48].
Sin embargo, su popularidad se debe a su planteamiento engan˜osamente simple,
su dificultad para ser resuelto [28], as´ı como por sus mu´ltiples aplicaciones en la vida
pra´ctica [3]. Algunos ejemplos de estas aplicaciones son los siguientes:
Perforacio´n de las placas de los circuitos impresos. Para conectar un conductor
en una capa con otro conductor en otra capa de la placa o para posicionar
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los clips de los circuitos integrados, se deben perforar agujeros a trave´s de
dicha placa. Estos agujeros deben ser de diferentes taman˜os y para hacer dos
agujeros de dia´metro distinto, se debe mover el cabezal del taladro hacia la
caja de herramientas en donde se cambia la broca del cabezal y regresar a la
placa para agujerarla. Esto toma mucho tiempo, y es claro que es mejor hacer
todos los agueros del mismo dia´metro a la vez, cambiar la broca, hacer los
agujeros del dia´metro siguiente y as´ı consecutivamente.
Este problema se puede ver como una serie de TSPs, porque para cada dia´metro
de los agujeros, se puede considerar como las “ciudades” a las posiciones en
donde los agujeros tienen que ser realizados y a la “distancia” como el tiempo
que le toma al taladro mover el cabezal de una posicio´n a otra. El objetivo es
minimizar el tiempo total de viaje del cabezal del taladro [22].
Turismo y agencias de viajes. Au´n cuando los agentes de viajes no tienen un
conocimiento expl´ıcito del problema del agente viajero, en las empresas donde
se encargan de planear viajes, utilizan un software que hace todo el trabajo.
Estos paquetes son capaces de resolver instancias pequen˜as del TSP, aunque
realmente este tipo de clientes utilizan la frase “La distancia ma´s corta entre
dos puntos no es divertida”[3], as´ı que no buscan tours o´ptimos realmente.
Cableado en una computadora. Lenstra y Rinnooy [30], en el an˜o de 1974
reportaron un caso especial en las conexiones de los componentes de una placa
de circuitos en una computadora. Los mo´dulos se localizan en dicha placa y un
conjunto de clips tiene que ser conectado en ella, sin embargo se debe satisfacer
que no ma´s de dos clables se deben unir a cada clip. Se tiene as´ı, un problema
de encontrar un ciclo hamiltoniano sin un punto espec´ıfico de salida y llegada,
as´ı como distancias asime´tricas.
Reparacio´n de motores de turbina de gas. Esta aplicacio´n fue reportada en
1987 [38], y se produce cuando los motores de turbina de gas de los aviones
tienen que ser revisados.
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Para poder garantizar un flujo uniforme del gas a trave´s de las turbinas
existen unas gu´ıas ubicadas en cada turbina las cuales tienen caracter´ısticas
individuales y si son colocadas correctamente esto se puede traducir en
importantes beneficios, como la reduccio´n de la vibracio´n en la turbina, la
uniformidad del fluido a trave´s de ellas, y por consiguiente en un menor
consumo de combustible.
El acomodo de las gu´ıas puede ser modelado como un TSP con una funcio´n
objetivo especial.
Creacio´n de rutas escolares. Esta aplicacio´n fue una de las primeras aplicaciones
del TSP. En [3] se menciona que Merrill Flood se intereso´ en el problema del
agente viajero mientras trataba de determinar una ruta escolar o´ptima. En la
actualidad, muchas empresas encargadas del transporte de personas adquieren
software de resolucio´n del problema del agente viajero para as´ı reducir
significativamente los gastos.
El reparto de cartas o paquetes, esquema aplicable al caso en que las casas
donde se recibira´n los paquetes esta´n muy distanciadas entre ellas o cuando
solo se deben visitar algunas de ellas.
El reparto de bienes o servicios, entre otros.
Estas aplicaciones del problema del agente viajero no son las u´nicas, existen
much´ısimas ma´s, es por esto que el problema del agente viajero es uno de los
problemas de optimizacio´n combinatoria ma´s estudiados actualmente.
El problema del agente viajero se define sobre un grafo completo G = (V,A),
donde A es el conjunto de los arcos y V={1, 2, 3, . . . , n}, es el conjunto de nodos. Se
tiene una matriz C = cij que puede ser interpretada como la matriz de costos o la
matriz de tiempos de viaje de la ciudad i a la ciudad j. Si consideramos las variables
de decisio´n xij como variables binarias donde




1, Si el arco que va de la ciudad i a la ciudad j es utilizado en la solucio´n,
0, en caso contrario.




















xij ≥ 1, ∀S ⊂ V (2.3)
xij ∈ {0, 1} (2.4)
En esta formulacio´n, (2.1) y (2.2) son las restricciones que garantizan que solo
se entra y se sale una vez de cada ciudad, cada una de estas restricciones tiene
una cardinalidad de n. La restriccio´n (2.3), es la restriccio´n que garantiza que no
habra´ sub-tours en la solucio´n, es decir, es la restriccio´n que garantiza que no haya
recorridos que no pasen por el depo´sito. Realmente, esta es la restriccio´n que complica
el modelo al tener un crecimiento exponencial, ya que se tiene una restriccio´n por
cada subconjunto del conjunto de ve´rtices. Esta restriccio´n tiene una cardinalidad
2n.
Debido a la esencia del problema, muchas aplicaciones pra´cticas son evidentes y
en todas ellas, el costo o la distancia entre cada par de ubicaciones, ya sean ciudades,
nodos en una red, etce´tera, es conocido. En general, el nu´mero de soluciones de un
problema de agente viajero es del orden de n!. En la figura 2.1, se pueden observar
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Figura 2.1: Ejemplo de diversas soluciones de un TSP.
diferentes soluciones de un TSP de 5 nodos, sin embargo e´stas no son todas las
soluciones posibles a este problema en espec´ıfico.
Algunos trabajos que reflejan el amplio estudio que ha tenido este problema
son, Laporte [29], Goyal [21], Johnson y McGeoch [16], Cirasella et al. [13], Orman
et al. [36], entre otros. Otras aplicaciones reales, se pueden encontrar en Dorigo y
Gambardella [18], Carpaneto y Toth [10], entre otros.
El problema del agente viajero puede ser resuelto de varias formas, una de ellas
es llamada enumeracio´n de todas las soluciones o fuerza bruta. Este me´todo siempre
encuentra la solucio´n o´ptima pero sacrificando much´ısimo tiempo al ir explorando
todas las soluciones al problema. Cuando se tiene una instancia grande, las soluciones
que deben ser estudiadas son much´ısimas ya que el problema tiene un crecimiento
exponencial y por lo tanto el tiempo que tarda en ser resuelto es demasiado.
Existen los me´todos exactos, como el me´todo de ramificacio´n y acotamiento,
los cuales aseguran matema´ticamente que se encuentra la solucio´n o´ptima pero con
la misma desventaja, sacrificando demasiado tiempo bajo las mismas condiciones.
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Es por esto, que en la pra´ctica, se utilizan heur´ısticas. A continuacio´n se describen
las heur´ısticas ma´s comunes para resolver el problema del agente viajero.
Heur´ıstica del Vecino ma´s Cercano.
La heur´ıstica del vecino ma´s cercano es la heur´ıstica ma´s sencilla y la ma´s
natural de todas, apartir de un ve´rtice inicial seleccionado aleatoriamente, el
siguiente ve´rtice en el tour sera´ el ve´rtice ma´s cercano a este ve´rtice inicial. As´ı se
continu´a el proceso, seleccionando para an˜adir al tour en construccio´n el ve´rtice ma´s
cercano al u´ltimo an˜adido hasta que todos los ve´rtices han sido agregados. Se dice
que esta es la heur´ıstica ma´s natural de todas porque se basa en la idea de moverse a
la ciudad siguiente de la forma que le resulte ma´s barata al agente viajero y respeta
los lineamientos del problema al no poder visitar ciudades por ma´s de una ocasio´n
y al siempre regresar a la ciudad de donde se parte.
La importancia y popularidad de este me´todo se debe a su simplicidad, sin
embargo, se ha observado que en general tiene un pobre desempen˜o.
Heur´ıstica de insercio´n.
Otra heur´ıstica para resolver el problema del agente viajero consiste en
comenzar con un tour incompleto e insertar los nodos faltantes de tal forma que
el costo del tour sea el mejor posible.
Existen varios criterios para insertar los ve´rtices (Figura 2.2) en el algoritmo de
insercio´n, esto obviamente ligado al criterio de seleccio´n del ve´rtice que sera´ insertado
en el tour parcial.
Se define adema´s, la distancia de un ve´rtice v al ciclo como el mı´nimo de las
distancias de v a todos los ve´rtices del ciclo o tour parcial, esto es:
dmin(v) = min{Civ/i ∈ V \W}





Figura 2.2: Figura que muestra diferentes criterios de insercio´n.
Los criterios de insercio´n, pueden ser:
Insercio´n ma´s cercana: Consiste en seleccionar el ve´rtice j ma´s cercano al tour
incompleto que se tiene. Los ve´rtices seleccionados se insertan al final.
dmin(j) = min{dmin(v)/v ∈W}
Insercio´n ma´s lejana. La cual consiste en seleccionar el ve´rtice j ma´s alejado
del ciclo inicial e insertarlo al final.
dmin(j) = max{dmin(v)/v ∈W}
Insercio´n ma´s barata. Consiste en seleccionar el ve´rtice j que genere el menor
incremento de costo inserta´ndolo al final del ciclo inicial. La diferencia entre
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esta insercio´n y la insercio´n ma´s cercana consiste en que mientras en la insercio´n
ma´s barata se considera el costo del tour completo, en la insercio´n ma´s cercana
se considera nada ma´s el costo de ciudad a ciudad.
Insercio´n aleatoria. El ve´rtice a insertar j, es seleccionado al azar e insertado
al final del ciclo inicial.
Es importante mencionar que el problema del agente viajero se puede
considerar como un subproblema de otros problemas de optimizacio´n combinatoria
[21], tales como el problema de ruteo de veh´ıculos.
2.2 El problema de m´ınima latencia.
Un problema similar al del agente viajero, aunque no realmente derivado
directamente de e´l [48], es el problema de latencia mı´nima (MLP, por sus siglas
en ingle´s). En este problema un proveedor de servicios (como un repartidor o un
reparador de bienes), debe atender un conjunto de peticiones cada una de las cuales
se considera un cliente. Este proveedor desea arreglar el orden en que visita a sus
clientes de tal forma que se minimice el tiempo total que los clientes deben esperarlo
antes de ser atendidos [8].
A este problema se le conoce tambie´n como el problema del repartidor o como
el problema del reparador [47, 32], en ambos problemas se conocen de antemano la
ubicacio´n de los clientes as´ı como los tiempos de servicio y el objetivo en ambos
casos es encontrar la ruta que minimice el tiempo total de espera de los clientes que
el agente debe visitar. La diferencia entre el problema del reparador y el problema
del repartidor consiste en que los tiempos de entrega que se manejan en el problema
del repartidor son menores que los tiempos de servicio de reparacio´n del problema
del reparador [1].
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El problema de latencia mı´nima se define sobre un grafo completo G = (V,A),
donde A es el conjunto de los arcos y V = {0, 1, . . . , n} es el conjunto de ve´rtices. El
nodo 0 es el nodo ra´ız o depo´sito, y la matriz Cij es una matriz de pesos no negativos
asociados a los arcos. Si denotamos el tiempo de servicio al cliente i como si y al
tiempo de viaje del cliente i al cliente j como tij, podemos entonces definir la matriz
de costos como
Cij = si + tij
Dada una permutacio´n P = {0, [1], [2], . . . , [n]}, la latencia del nodo i se define





En la expresio´n (2.5), se denota por [i] al ı´ndice del nodo en la posicio´n i en el
camino. Se tiene adema´s que el ı´ndice del nodo ra´ız es [0] y que la latencia del nodo
ra´ız es cero: [0]=0, l[0] = l0 = 0.
Para ejemplificar, suponga que un reparador de aparatos electro´nicos
esta´ encargado de visitar a cuatro clientes, saliendo de su establecimiento y
desplaza´ndose hacia ellos. En la figura 2.3, se puede observar un posible orden de
los clientes para ser atendidos; el costo esta´ definido como Cij = si + tij, es decir,
esta´ representado como la suma del tiempo de servicio al nodo i y el tiempo de
desplazamiento del nodo i al nodo j.
En la figura 2.4, aparece el costo que representa viajar del depo´sito al primer
cliente. Este costo, esta´ dado por el tiempo que se tarda el reparador en cubrir el
servicio del nodo depo´sito ma´s el tiempo de traslado desde el nodo depo´sito hasta
el cliente uno. Como el depo´sito es el nodo ra´ız, su latencia es cero, de forma que el
costo CD,1 = tD,1.
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Figura 2.3: Cij = si + tij Figura 2.4: CD,1 = sD + tD1,
sD = 0⇒ CD,1 = tD,1
En la figura 2.5 se representa el costo que se tiene de viajar del cliente uno al
cliente dos. Sin embargo, la latencia real en el nodo dos esta´ dada por el costo que
se tuvo al viajar y atender al cliente uno ma´s el costo que se tiene al viajar al cliente
dos. Es decir, el tiempo total que tiene que esperar el cliente dos en ser atendido
esta´ dado por:
El tiempo de servicio en el depo´sito ma´s el tiempo de traslado del depo´sito al
cliente uno sumado a,
El tiempo de servicio al cliente uno ma´s el tiempo de traslado del cliente uno
al cliente dos.
L2 = tD1 + (s1 + t12) = CD,1 + C1,2
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Figura 2.5: l2 = CD,1 + C1,2
En este ejemplo de 4 clientes, la latencia total de la ruta esta´ dada por:
CD,4 = L1 + L2 + L3 + L4
= (CD,1) + (CD,1 + C1,2) + (CD,1 + C1,2 + C2,3) + (CD,1 + C1,2 + C2,3 + C3,4)
= 4 ∗ CD,1 + 3 ∗ C1,2 + 2 ∗ C2,3 + 1 ∗ C3,4
Se puede observar, que el tiempo total que tiene que esperar el cliente cuatro
incluye todos los tiempos de viaje de los clientes anteriores a e´l. Sin embargo, el
tiempo de regreso al depo´sito no se considera en ningu´n lugar, esto se debe a que el
regreso al depo´sito no afecta los tiempos de espera de los clientes, por lo cual no es
considerado.
Tomando este ejemplo, se puede decir que la latencia total para una









(n− i+ 1)C[i−1][i] (2.6)
En resumen, el problema de latencia mı´nima consiste en encontrar la
permutacio´n con el menor valor de la latencia total entre todas las permutaciones
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de nodos de V que tengan al nodo ra´ız en la primera posicio´n. De la expresio´n (2.6),
se puede observar que la contribucio´n de cada cliente a la funcio´n objetivo depende
de la posicio´n que este tenga en la ruta. No´tese que en el problema del reparador, a
diferencia del problema del agente viajero, no se considera el arco de regreso. Esto
tiene sentido, porque a el reparador le interesa minimizar el tiempo que sus clientes
deben esperarlo antes de ser atendidos y no el tiempo que e´l tarda en regresar a su
establecimiento.
Existen distintas formulaciones reportadas para el problema de latencia mı´nima
entre las que destancan las formulaciones de Me´ndez-Dı´az et al [33], Gouveia y Voss
[20], asi como el modelo propuesto por Picard y Queyranne [37] e implementado por
Sarubbi [43]. Sin embargo, en el 2012 Angel-Bello et al [1] propusieron dos modelos
que tienen un mejor desempen˜o que los modelos anteriores.
Figura 2.6: Red Multinivel propuesta por Picard y Queyranne.
Ambos modelos fueron formulados sobre una red multinivel de n + 1 niveles,
la cual esta´ basada en una red anteriormente propuesta por Picard y Queyranne
[37] y puede observarse en la figura 2.6. En esta red, el nivel 0 se refiere al depo´sito
central, o el lugar de donde el agente debe partir y volver una vez que ha visitado a
todos los clientes. Los niveles 1, 2, . . . , n, son n copias de los n clientes que el agente
debe visitar. Dado a que la solucio´n buscada es una permutacio´n, e´sta puede ser
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representada en dicha red, escogiendo solamente un cliente en cada nivel el cual no
puede estar elegido en ningu´n otro nivel.
Las aplicaciones del problema de mı´nima latencia son muy variadas, entre las
que se encuentran las siguientes:
Log´ıstica humanitaria. Es una rama de la log´ıstica, la cual se especializa en
la entrega y almacenamiento de recursos destinados para algun a´rea afectada
durante un desastre natural, una cata´strofe o una emergencia. A pesar de
que la log´ıstica ha sido mayormente utilizada en las cadenas de suministro
comerciales, es una de las herramientas ma´s importantes actualmente en las
operaciones de auxilio en una situacio´n de desastre.
Espec´ıficamente, las actividades de planeacio´n, implementacio´n y control,
as´ı como el mantener un costo eficiente en el flujo y almacenamiento de los
recursos y materiales, as´ı como tambie´n de la informacio´n, desde un punto
origen hasta un punto receptor, esto con el propo´sito de aliviar el sufrimiento
de gente vulnerable, se conoce como “log´ıstica humanitaria”[47].
En un desastre, es importante asegurar el env´ıo eficiente y efectivo de los
recursos, de forma que estos lleguen a las personas afectadas por la emergencia
de la forma ma´s ra´pida posible [14]. En un desastre se busca que las personas
afectadas esperen el menor tiempo posible por la ayuda, premisa principal en
el problema del repartidor.
La recepcio´n y recuperacio´n de datos en redes de computadoras e internet
donde se busca minimizar el tiempo de espera del usuario a pa´ginas web [31].
La calendarizacio´n de trabajos, problema donde se tiene una lista de trabajos
que deben ser procesados en una sola ma´quina, la cual puede verse como el
depo´sito y los trabajos como los clientes. El objetivo es minimizar la suma de
los tiempos que los trabajos tardaron en finalizarse [12].
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La modificacio´n de la informacio´n a trave´s de redes inala´mbricas multi-salto.
Este problema se define de la siguiente manera: a cada nodo en la red se le
asigna inicialmente un mensaje y el objetivo es disen˜ar un calendario de tal
forma que cada nodo distribuya su mensaje a todos los otros nodos pero de tal
forma que cada nodo espere el menor tiempo posible para recibirlo [24].
Reparacio´n o reparto de art´ıculos. Es la aplicacio´n natural del problema del
reparador, se tiene un repartidor o un reparador y un conjunto de clientes a los
cuales se debe atender de forma tal que cada cliente espere el menor tiempo
posible.
Algunos art´ıculos que reflejan el estado del arte son Blum et al [8], Wu et al
[48], Angel-Bello [1], Silva et al [45], Archer y Blasiak [4], Li et al [32], Huang et al
[25], Qadir et al [39], Salehipour et al [42], Friggstad et al [19], entre otros.
El problema del reparador puede ser resuelto de diferentes maneras. Al igual
que el problema del agente viajero, se puede encontrar la solucio´n enumerando todas
las soluciones posibles y seleccionando la mejor de todas, sin embargo este me´todo
tarda tanto tiempo que no es una v´ıa pra´ctica. Existen tambie´n los me´todos exactos,
como el me´todo de ramificacio´n y acotamiento, los cua´les aseguran matema´ticamente
que se encuentra la solucio´n o´ptima pero con la misma desventaja, sacrificando
demasiado tiempo bajo las mismas condiciones.
Es por esto, que en la pra´ctica, se utilizan me´todos heur´ısticos o metaheur´ısticos
as´ı como relajaciones para mejorar algu´n me´todo exacto existente. A continuacio´n
se describen algunos me´todos que han sido utilizados para resolver el problema del
reparador.
En el trabajo de Chakrabarty publicado en el 2011 [11], se introduce un
problema considerado como una generalizacio´n de los problemas de ubicacio´n de
instalaciones no capacitado (UFL) y el problema de latencia mı´nima (MLP) en
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donde las instalaciones no solo necesitan ser abiertas para satisfacer las demandas
de los clientes, sino que tambie´n deben ser activadas secuencialmente antes de que
puedan proveer el servicio. Este trabajo se centra en un enfoque Lagrangiano como
un me´todo para acelerar la resolucio´n de la relajacio´n lineal por medio del me´todo
simplex, se prueban desigualdades y diferentes cotas para as´ı enfatizar que la te´cnica
de relajaciones lineales es flexible y no tarda demasiado.
En el 2003, Archer et al [5] desarrollan un algoritmo aproximado para este
problema. Un algoritmo α-aproximado produce soluciones con una latencia total no
mayor a α veces la latencia total del tour con la mı´nima latencia. A este valor α se
le llama “garant´ıa de ejecucio´n del algoritmo”. El primer algoritmo α-aproximado
fue presentado por Blum et al [8] y alcanzo´ una garant´ıa de ejecucio´n de 72. En el
trabajo de Archer et al, se explora la conexio´n entre el problema de latencia mı´nima
y el problema del mı´nimo k-a´rbol de expansio´n, el cual busca un arbol de costo
mı´nimo que tenga exactamente k ve´rtices. En general, se obtiene un algoritmo con
una garant´ıa de 7.18, la cual mejora un poco el trabajo de Blum et al, tanto en la
garant´ıa como en el tiempo de la ejecucio´n.
En el 2011 se presenta la primer metaheur´ıstica para resolver el problema
de latencia mı´nima. Salehipour et al [42] presentan un GRASP+VND y un
GRASP+VNS los cuales son me´todos multi-inicio en los que cada iteracio´n consiste
de dos fases: una fase de construccio´n greedy aleatoria (GRASP) y una fase de mejora
(VND o VNS).
La caracter´ıstica ma´s importante del GRASP es la forma en la que combina
aleatoriedad y voracidad en la fase constructiva. Para este fin, se construye una lista
restringida de candidatos, asumiendo que el problema es de minimizacio´n, de forma
que contenga los elementos que lleven al menor incremento en el valor de la funcio´n
objetivo. De la lista restringida se selecciona un elemento de forma aleatoria y se
actualiza para reflejar el hecho de que un nuevo elemento fue agregado a la solucio´n
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y no esta´ disponible para ser seleccionado nuevamente. Este proceso de seleccio´n y
actualizacio´n de la LRC se repite hasta que una solucio´n completa ha sido creada.
Es de esta solucio´n, donde se parte para la siguiente fase que es una bu´squeda local
y as´ı encontrar un o´ptimo local.
En la segunda fase, se utilizan dos metaheur´ısticas para explorar
sistema´ticamente diferentes estructuras de vecindarios, el VND o Variable
Neighborhood Descent y el VNS o Variable Neighborhood Search, los cuales tienen
como idea principal, que un o´ptimo local en una vecindad no necesariamente es el
mismo o´ptimo local en una vecindad diferente, y por esta razo´n se puede escapar
de un o´ptimo local cambiando la estructura del vecindario. La diferencia entre un
algoritmo y otro, es que el VNS utiliza un movimiento llamado “permutacio´n” que
tiene como objetivo perturbar la solucio´n actual de forma que su estructura sea
parcialmente destru´ıda.
Los algoritmos VNS y VND examinan todas las vecindades comenzando en las
pequen˜as y terminando con las grandes, esto es, porque las vecindades pequen˜as
contienen menos soluciones y pueden ser investigadas en menor tiempo que las
vecindades grandes, las cua´les so´lo son examinadas cuando todas las vecindades
pequen˜as han sido agotadas, es decir, cuando la solucio´n actual es un o´ptimo local
relativo a todas las vecindades pequen˜as. El algoritmo VND se detiene cuando el
o´ptimo local de todos los vecindarios es la solucio´n actual.
En general, el problema de mı´nima latencia ha sido resuelto ya sea con
me´todos exactos los cuales en gran escala son insuficientes, de forma aproximada
con algoritmos de aproximacio´n y con algoritmos heur´ısticos, teniendo un mejor
desempen˜o estos u´ltimos.
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2.3 Algunos enfoques biobjetivo
Por separado, tanto el problema del agente viajero como el problema de latencia
mı´nima han sido ya estudiados y se encuentran numerosos trabajos en la literatura
cient´ıfica aunque en menor cantidad para el problema de latencia mı´nima. En
un contexto biobjetivo, latencia y distancia no han sido estudiados, sin embargo,
latencia con otro objetivo, o´ distancia con otro objetivo, s´ı han sido investigados.
Algunos trabajos de estos enfoques biobjetivos reportados en la literatura son los
siguientes.
Un ejemplo del uso de la funcio´n objetivo de distancia en un problema
biobjetivo, es el trabajo publicado en el 2009 por Be´rube´ et al [9], quienes aplicaron
el me´todo de la ǫ-restriccio´n para encontrar el frente exacto del problema del agente
viajero con ganancias, el cual es una variante del problema del agente viajero en
donde un beneficio o una ganancia se asocia a cada ve´rtice. El objetivo del trabajo
es maximizar los beneficios obtenidos y minimizar el costo del viaje.
Otro ejemplo es el trabajo de Riera-Ledesma [40], publicado en el 2005. En
este trabajo se busca resolver el problema biobjetivo del comprador viajero, el
cual consiste en determinar una ruta a trave´s de un conjunto de mercados para
conseguir un conjunto de productos buscando minimizar la distancia recorrida y el
costo de las compras de forma simulta´nea. Este problema esta´ formulado como un
modelo biobjetivo de programacio´n lineal entera mixta con un nu´mero exponencial
de desigualdades va´lidas y es resuelto con un algoritmo de planos cortantes para
generar el conjunto de todos los puntos eficientes soportados, y los no soportados,
en el espacio objetivo. Para cada punto eficiente encontrado en el espacio de los
objetivos, una solucio´n Pareto o´ptima es calculada resolviendo un problema mono
objetivo con el algoritmo de ramificacio´n y corte.
En el 2008, Jozefowiez et al [26], desarrollaron un trabajo donde se busca
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minimizar la longitud de la ruta y la maximizacio´n de las ganancias. Ellos emplean
una bu´squeda local combinada con un algoritmo evolutivo multi-objetivo, el cual
lo utilizan para generar diversidad en las soluciones iniciales obtenidas y obtener
mejores soluciones al final del proceso.
Los estudios que se han hecho con el objetivo de minimizar tiempos de espera
son au´n ma´s escasos, y principalmente se centran en la secuenciacio´n de tareas en
ma´quinas. Tal es el caso del art´ıculo de Tavakkoli-Moghaddam, Rahimi-Vahed y
Hossein Mirzaei [46] del an˜o 2007. En este art´ıculo utilizan un algoritmo h´ıbrido
basado en un sistema inmune y la optimizacio´n bacterial para encontrar soluciones
o´ptimas de Pareto tomando como objetivos minimizar el tiempo medio ponderado
de terminacio´n de las tareas y la tardanza media ponderada.
Sin embargo, en el 2010 Chakrabarty y Swamy [11] trabajaron una variante
del problema de mı´nima latencia, ahora enfocados a la localizacio´n de instalaciones,
donde e´stas no so´lo necesitan ser abiertas para atender a los clientes, sino que adema´s
necesitan ser activadas secuencialmente antes de que puedan brindar servicio a los
clientes. Este trabajo se enfoca en tres poblemas ampliamente estudiados en la
investigacio´n de operaciones, la ubicacio´n de las instalaciones, debido a que se busca
de un conjunto de ubicaciones el abrir instalaciones que conecten a los clientes a un
centro abierto y minimizar el costo de apertura innecesaria. El problema de ruteo de
veh´ıculos, dado que se considera el reparto de producto a domicilio de los clientes y el
problema de mı´nima latencia, ya que quieren proveer el servicio al cliente de la forma
ma´s ra´pida posible. Sin embargo, los dos objetivos que se consideran son minimizar
la longitud de las k-rutas de los veh´ıculos que llevan el producto y, adoptando un
enfoque orientado al cliente, el minimizar la suma de las latencias de los clientes.
Chakrabarty y Swamy, realizaron su investigacio´n directamente sobre el problema
de ubicacio´n de facilidades y el problema de mı´nima latencia, au´n cuando mencionan
que la longitud de las rutas y la latencia sera´n los objetivos, tomando la distancia
como un para´metro y resolviendo relajaciones lineales.
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En el 2008, Benoit et al [7], consideraron la aplicacio´n del problema de
latencia mı´nima al problema de mapeo en plataformas heteroge´neas donde una
aplicacio´n t´ıpica es el procesamiento de ima´genes digitales. Un ejemplo de este
tipo de aplicaciones es la codificacio´n de ima´genes JPEG. Este tipo de aplicaciones
representan un gran desaf´ıo debido a que los procesadores tienden a fallar durante
su ejecucio´n.
Este trabajo en particular estudia la complejidad del mapeo bi-criterio, el cual
tiene como objetivo optimizar la latencia, es decir, el tiempo de respuesta de la
aplicacio´n, y maximizar la confiabilidad, es decir, aumentar la probabilidad de que
la ejecucio´n de la aplicacio´n sea exitosa.
En esta aplicacio´n, una serie de datos o tareas son procesadas al inicio de
la aplicacio´n para ser consideradas a lo largo del proceso hasta que e´ste ha sido
completado. Cada etapa del procesador tiene sus requerimientos computacionales,
tiene que leer las entradas introducidas en la etapa anterior, procesar la informacio´n
y generar una salida para la etapa siguiente. La latencia se minimiza utilizando
procesadores ma´s ra´pidos, mientras que la confiabilidad aumenta haciendo re´plicas
del proceso. Sin embargo, las re´plicas aumentan la latencia. Es por esto que se busca
un compromiso entre la latencia y la probabilidad de falla.
En el 2012, Gupta et al [23] buscan minimizar el nu´mero de trabajos atrasados
mientras que tambie´n buscan minimizar el tiempo total de la completitud de
las tareas. Estos objetivos son optimizados secuencialmente, primero utilizando el
tiempo total de completitud y despue´s minimizando el nu´mero de trabajos atrasados,
esto sujeto a la optimizacio´n anterior.
Sin embargo, art´ıculos donde se estudien los objetivos de minimizar distancia
y minimizar latencia simulta´neamente, no hemos encontrado.
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2.4 Optimizacio´n multiobjetivo
El enfoque biobjetivo propuesto traer´ıa beneficios no so´lo a la empresa sino
que el cliente tomar´ıa un papel importante a la hora de tomar una decisio´n. A
continuacio´n, se expondra´n algunos elementos ba´sicos de optimizacio´n multiobjetivo
necesarios para resolver el enfoque propuesto.
La mayor´ıa de los problemas de decisio´n reales implican la optimizacio´n
simulta´nea de ma´s de un objetivo, es por esto que la optimizacio´n cla´sica presenta
importantes debilidades que la desv´ıa considerablemente de los procesos reales de
toma de decisiones. En muchos casos de la vida ordinaria, el tomador de decisiones
no esta´ interesado en ordenar las soluciones factibles en base a un u´nico criterio,
si no que desea efectuar esta tarea basado en diferentes criterios que reflejen sus
preferencias.
En estos casos, generalmente no existe una alternativa que sea la mejor opcio´n
para todos los criterios al mismo tiempo y se requiere un ana´lisis para determinar
que´ alternativa o cua´les alternativas son las ma´s adecuadas para el problema. La
programacio´n multiobjetivo, es la rama de la programacio´n matema´tica que se
encarga de dar solucio´n a ese tipo de problemas.
La programacio´n multiobjetivo constituye un enfoque multicriterio de gran
potencialidad cuando el contexto decisional esta´ definido para una serie de objetivos
a optimizar. Como la optimizacio´n simulta´nea de todos los objetivos es usualmente
imposible, debido al grado de conflicto que por lo general existe entre los objetivos, el
enfoque multiobjetivo en lugar de intentar determinar un o´ptimo, pretende establecer
un conjunto de soluciones eficientes [41]. La estructura de un problema multiobjetivo
es
Eff F (x) = [f1(x), . . . , fi(x), . . . , fq(x)]




Eff, significa la bu´squeda de soluciones eficientes u o´ptimas en el sentido de
Pareto,
Fi(x), son las expresiones que denotan los objetivos,
x, es el vector de variables de decisio´n,
X, es el conjunto de restricciones que definen el conjunto de soluciones posibles.
El propo´sito de un enfoque multiobjetivo es determinar un subconjunto propio
del conjunto de todas las soluciones posibles, cuyos elementos sean “o´ptimos”.
Esto se logra utilizando estrictamente informacio´n te´cnica, sin tomar en cuenta
las preferencias del centro decisor. El conjunto Y = F (X) corresponde al espacio
imagen, es decir, a las soluciones factibles en el espacio de objetivos y y =
(y1, y2, . . . , yp), yi = fi(x) es una solucio´n en el espacio de objetivos.
Sin embargo, ¿co´mo saber cua´l solucio´n es ma´s deseable que otra? Esto se
complica al ya no tener una funcio´n objetivo, sino un vector de funciones objetivo.
Es aqu´ı donde se introduce un orden inspirado en el concepto de eficiencia, el cual
fue desarrollado por Vilfredo Pareto en 1896. En su formulacio´n inicial, Pareto
considera que una solucio´n se encuentra en un estado o´ptimo si ningun atributo de
esa solucio´n puede mejorar sin empeorar a alguno otro. El concepto de optimalidad
paretiana puede definirse de la siguiente manera: Un conjunto de soluciones es
eficiente o´ Pareto-O´ptimo cuando esta´ formado por soluciones factibles, tales que no
existe una solucio´n factible que proporcione una mejora en un atributo sin producir
un empeoramiento en algu´n otro. Matema´ticamente, esto es:
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Una solucio´n y = (y1, y2, . . . , yp) domina (≺) a una solucio´n z = (z1, z2, . . . , zp)
si y so´lo si, ∀i ∈ {1, 2, . . . , p}, yi ≤ zi y existe un j ∈ {1, 2, . . . , p} para el cual yj <
zj. Una solucio´n Pareto o´ptima es aquella solucio´n que no es dominada. Todos los
enfoques multicriterio pretenden obtener soluciones que sean eficientes en el sentido
paretiano anteriormente definido.
Un primer paso en la optimizacio´n multiobjetivo, consiste en la obtencio´n de
la matriz de pagos. Esta matriz permite cuantificar el nivel de conflicto existente
entre los objetivos que se esta´n considerando.
La matriz de pagos se obtiene optimizando cada objetivo por separado y
calculando los valores alcanzados por los dema´s objetivos en cada solucio´n o´ptima.
La matriz de pagos resultante es una matriz cuadrada cuya dimensio´n coincide con el
nu´mero de objetivos que se busca optimizar. Los elementos de la diagonal principal
de esta matriz corresponden a lo que suele denominarse punto ideal, es decir, es en
esta solucio´n en la que todos los objetivos alcanzan su valor o´ptimo. En la vida
real, los objetivos a considerar entran en conflicto entre s´ı, por lo cual el punto
ideal es pra´cticamente inalcanzable, sin embargo es de gran utilidad en el desarrollo
de diversos me´todos multiobjetivo. A la solucio´n conformada considerando el peor
elemento de cada columna de la matriz de pagos se le conoce como punto anti-ideal, y
en general, representa una solucio´n poco atractiva para el centro decisor, sin embargo,
es muy u´til conocerlo porque con e´l, se pueden normalizar los objetivos que esta´n
medidos en unidades diferentes. Adema´s al conocer tanto al punto ideal como al
punto anti-ideal, se define un intervalo de valores para cada atributo. Este intervalo
es de gran utilidad en algunas te´cnicas multiobjetivo, como es el caso del me´todo de
la ǫ-restriccio´n.
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2.4.1 El me´todo de la ǫ-restriccio´n
Existen diversos me´todos capaces de brindar el frente exacto de Pareto. Uno
de estos me´todos es el llamado ǫ-constraint o me´todo de la ǫ-restriccio´n, me´todo que
adema´s es uno de los ma´s utilizados en la programacio´n multiobjetivo.
El me´todo de la ǫ-restriccio´n, en el caso biobjetivo, consiste en optimizar so´lo
un objetivo considerando al otro objetivo como una restriccio´n acotada por un cierto
valor ǫ, el cual var´ıa dentro del intervalo obtenido con los puntos ideal y el anti-ideal.
Es decir, si se tiene el problema de
Minimizar f1
Minimizar f2
sujeto a x ∈ X
entonces, el modelo a resolver con el ǫ-constraint es el siguiente:
Minimizarf1




sujeto a f1 ≤ ǫ
x ∈ X
Este modelo, se resuelve para varios valores de ǫ. El valor de ǫ al que esta´ sujeta
la restriccio´n de f2, tiene como l´ımite superior al punto anti-ideal y como l´ımite
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inferior al punto ideal, ambos obtenidos con la matriz de pagos. Esto tiene sentido
ya que el punto anti-ideal es lo peor que se puede obtener en la funcio´n objetivo f2,
ya que corresponde a la evaluacio´n en el objetivo f2 del o´ptimo de f1, el punto ideal
es el o´ptimo de f2, es decir, el mejor valor que se puede obtener en f2. Es por esto,
que el e´psilon so´lo se recorre del punto anti-ideal, es decir, de su peor valor, hasta el
punto ideal, que es el mejor valor que puede tomar.
Figura 2.7: E´psilon-constraint
En la figura 2.7, se puede constatar lo anterior. Al resolver a f1 a optimalidad,
se acota a f2 en el intervalo dejado entre el punto A (el cual representa al punto
anti-ideal de la matriz de pagos), y el punto B (el cual representa al punto ideal de
la matriz de pagos). A este segmento se le denomino´ AB en la figura. El me´todo de
la ǫ-restriccio´n es un me´todo iterativo, el e´psilon se actualiza iteracio´n a iteracio´n
para que abarque todo el intervalo desde el punto anti-ideal hasta el ideal, esto se
realiza con un salto en el e´psilon definido por el usuario. En la imagen 2.8 se puede
observar un ejemplo de solucio´n del me´todo.
Debe sen˜alarse, que el me´todo de la ǫ-restriccio´n garantiza la generacio´n de
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Figura 2.8: Ejemplo de frontera de Pareto obtenida mediante el me´todo del
ǫ-constraint
soluciones eficientes so´lo cuando las restricciones son activas en el o´ptimo, es decir,
cuando la restriccio´n se satisface como igualdad. Por el contrario, si en el o´ptimo
alguna de las restricciones no es activa y adema´s existen otros o´ptimos alternativos,
la solucio´n generada por el me´todo puede no ser eficiente.
2.4.2 NSGA II
As´ı como puede obtenerse el frente exacto de Pareto por medio de un algoritmo
exacto, puede buscarse una aproximacio´n al frente de Pareto por medio de algu´n
me´todo heur´ıstico o metaheur´ıstico, es decir, por medio de algu´n me´todo que brinde
buenas soluciones cercanas al frente exacto pero con un menor tiempo de co´mputo.
La metaheur´ıstica NSGA-II fue desarrollada por Debb et al en el 2000 [17]. Es
un algoritmo gene´tico elitista que es muy utilizado en los problemas multiobjetivo
gracias a los buenos resultados que ofrece. Este algoritmo opera sobre un conjunto
de soluciones, una poblacio´n de soluciones, y usa operadores t´ıpicos de los algoritmos
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gene´ticos: Seleccio´n de padres, cruce, mutacio´n, seleccio´n de individuos que pasan a
la siguiente generacio´n, etce´tera.
Esta metaheur´ıstica ha sido utilizada en diferentes problemas de optimizacio´n
combinatoria. Algunos ejemplos de trabajos encontrados en la literatura utilizando
alguna de las funciones objetivo bajo estudio, son los siguientes:
En la funcio´n objetivo de distancia, se tiene un estudio biobjetivo del problema
del agente viajero con ganancias. En este trabajo del 2008, Jozefowiez et al [27]
buscaron minimizar la longitud de la ruta as´ı como maximizar la recoleccio´n de
beneficios y utilizaron una modificacio´n del algoritmo NSGA-II con la que se
obtuvieron buenos resultados.
Bajo la funcio´n objetivo de latencia, se tiene el trabajo del 2012 de Susmita
Bandyopadhyay [6], en este trabajo se estudia un problema de secuenciacio´n de
ma´quinas en donde los objetivos que se busca optimizar son la minimizacio´n
del tiempo de finalizacio´n de las tareas as´ı como la minimizacio´n del costo de
penalizacio´n por no finalizar la tarea. Para la resolucio´n de este problema se utilizo´ un
algoritmo NSGA-II y se obtuvieron buenas aproximaciones al frente exacto.
Debido a los resultados positivos que se han encontrado en la literatura, en
este trabajo se propone una implementacio´n de la metaheur´ıstica NSGA-II para el
problema bajo estudio. Esta implementacio´n sera´ explicada a detalle en el cap´ıtulo
tres.
Cap´ıtulo 3
Descripcio´n y modelacio´n del
problema
En este cap´ıtulo se describe formalmente el problema bajo estudio y se
desarrolla la modelacio´n matema´tica del mismo.
El problema estudiado combina dos importantes problemas de optimizacio´n
combinatoria: el problema del reparador (tambie´n conocido como problema de
latencia mı´nima) y el problema del agente viajero. En ambos problemas se
tiene un conjunto de clientes que deben ser visitados solamente una vez por un
agente/veh´ıculo que sale de un depo´sito central y debe regresar a e´l al finalizar la
ruta. La diferencia fundamental entre ambos radica en el criterio de desempen˜o que se
considera en cada caso. En el problema del reparador el objetivo es minimizar la suma
de los tiempos de espera de todos los clientes (tambie´n conocido como minimizar
la latencia total), mientras que en el problema del agente viajero el objetivo es
minimizar la distancia recorrida por el veh´ıculo.
En esta tesis se estudia el problema de disen˜ar una ruta que atienda todos los
clientes partiendo de un depo´sito y regresando a e´l de tal forma que se minimice
tanto el tiempo de espera de cada cliente como la distancia recorrida por el agente.
Esto es, estamos en presencia de un problema bi-objetivo.
Para formular matema´ticamente el problema bajo estudio, debemos tener en
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cuenta los modelos matema´ticos que han sido desarrollados para el problema del
reparador y para el problema del agente viajero. Estudios previos [1, 2] mostraron
que no es conveniente adaptar modelos cla´sicos basados en el objetivo de distancia
para manejar el objetivo de latencia. Es por esto que para modelar nuestro problema
se tomara´ como partida un modelo basado en el objetivo de latencia al cual se le
ira´n incorporando las cuestiones relativas al objetivo de distancia.
Como ya se menciono´ anteriormente, existen diversas formulaciones reportadas
en la literatura para el problema de latencia mı´nima, entre las que destancan las
formulaciones de Me´ndez-Dı´az et al [33], Gouveia y Voss [20], as´ı como el modelo
propuesto por Picard y Queyranne [37] e implementado por Sarubbi [43].
Sin embargo, en el 2012 Angel-Bello et al [1] propusieron dos modelos
matema´ticos que lograban superar a los anteriores. El modelo que se tomara´ como
base para nuestra formulacio´n es el que los autores denominaron “Modelo A” ya que
fue el de mejor desempen˜o entre los dos que propusieron.
3.1 Modelo Matema´tico
Consideraremos un grafo dirigido y completo G = (V,A), siendo V =
{0, 1, . . . , n} el conjunto de los ve´rtices y A el conjunto de los arcos. El subconjunto
de ve´rtices I = {1, 2, . . . , n} es el conjunto de los clientes, mientras que el ve´rtice
0 corresponde al depo´sito o almace´n. Cada cliente i ∈ I tiene asociado un tiempo
de servicio si, y cada arco (i, j) ∈ A tiene asociado un tiempo de viaje tij, el cual
denota el tiempo de recorrido entre el cliente i y el cliente j.
De esta forma, se tiene una matriz C = cij de costos, la cual esta´ conformada




t0j, para i = 0; j = 1, 2, . . . , n;
si + tij, para i = 1, 2, . . . , n; j = 0, 1, . . . , n;j 6= i.
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Figura 3.1: Red Multinivel propuesta por Picard y Queyranne.
La formulacio´n del modelo se basa en una red multinivel con n+1 niveles (ver
figura 3.1), la cual se inspira en la red propuesta en 1978 por Picard y Queyranne
[37], para un problema del agente viajero dependiente del tiempo. En esta red, el
nivel 0 se refiere al depo´sito central, o el lugar de donde el agente debe partir y volver
al finalizar de visitar a los clientes, mientras que los niveles 1, 2, . . . , n, son n copias
de los n clientes que el agente debe visitar.
Note que cualquier solucio´n al problema es una permutacio´n de 1, 2, . . . , n, a la
cual, se le agrega el nodo ra´ız o depo´sito en la primera posicio´n. Entonces, cualquier
solucio´n puede representarse en esta red siempre que se satisfaga que en cada nivel
de la red se escoja solamente un nodo y que este nodo no sea elegido en ningu´n otro
nivel.




1, Si el nodo i es seleccionado en el nivel k en la red,
0, en caso contrario.




1, Si el nodo i es seleccionado en el nivel k y el nodo j en el nivel k + 1 en la red,
0, en caso contrario.
Como hemos comentado, los objetivos a considerar son la latencia total y la
distancia total, es decir,
Objetivo de Latencia. Se desea minimizar el tiempo de espera total de todos
los clientes.





































Note que para la funcio´n objetivo de latencia no se considera el arco de
regreso al depo´sito, mientras que para la funcio´n objetivo de distancia s´ı es necesario
considerar el costo de ese arco.
Las soluciones factibles deben satisfacer las siguientes restricciones:
Cada nodo es seleccionado en un solo nivel en la red.
n∑
k=1
xki = 1, i = 1, 2, . . . , n
En cada nivel en la red se selecciona solamente un nodo.
n∑
i=1
xki = 1, k = 1, 2, . . . , n
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i , i = 1, 2, . . . , n, k = 1, 2, . . . , n− 1






i , i = 1, 2, . . . , n, k = 1, 2, . . . , n− 1
De esta forma, el modelo matema´tico para el problema que se estudia, es el
siguiente:






































xki = 1, i = 1, 2, . . . , n (3.3)
n∑
i=1












i , i = 1, 2, . . . , n, k = 1, 2, . . . , n− 1 (3.6)
xki ∈ {0, 1}, i = 1, 2, . . . , n, k = 1, 2, . . . , n (3.7)
ykij ≥ 0, i = 1, 2, . . . , n, j = 1, 2, . . . , n, j 6= i, k = 1, 2, . . . , n (3.8)
Note que a pesar de que las variables ykij fueron definidas como binarias, en el
modelo matema´tico solo se pide que sean no negativas. Esto se debe a que si tomamos
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las restricciones (3.3) y (3.4) y suponemos que xkr = 1 y x
k+1




ykrl = 1 y que
n∑
l=1,l 6=i
ykil = 0 para i = 1, 2, . . . , n, i 6= r. Esto
significa, que las variables yklt para j = 1, 2, . . . , n, j 6= r solamente pueden tomar
valores positivos.
Por otra parte, de la restriccio´n (3.6), tenemos que
n∑
l=1,l 6=t




para j = 1, 2, . . . , n, j 6= t. Esto significa que las variables yklt para l = 1, 2, . . . , n, l 6= t
solamente pueden tomar valores diferentes de cero.
Estos dos resultados nos dicen que los arcos del nivel k al nivel k+1 de la red,
deben salir del nodo r. Adema´s, el u´nico nodo en el nivel k + 1 al que puede llegar
algu´n arco es el nodo t.
Se tiene tambie´n, que de
n∑
l=1,l 6=r
ykrl = 1, la variable y
k
rt = 1 mientras que todas
las otras variables envueltas en la sumatoria se hacen cero. De forma similar, los




la variable yklt = 1 cuando las variables en la suma son cero.
Como esto se cumple para cualquier nivel, se tiene que ykij ∈ {0, 1}, k =
1, 2, . . . , n− 1, i, j = 1, 2, . . . , n; j 6= i.
3.2 Ana´lisis de la complejidad del modelo
La complejidad del modelo propuesto es la siguiente:
La restriccio´n (3.3), tiene un orden de n restricciones.
La restriccio´n (3.4), tiene un orden de n restricciones.
La restriccio´n (3.5), cuenta con n(n− 1) restriccciones.
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La restriccio´n (3.6), tiene n(n− 1) restriccciones.
Con lo cual, el modelo completo tiene 2n2 restricciones.
El nu´mero de variables binarias xki , es n
2.
El nu´mero de variables continuas ykij , es n
3 − 2n2 + 2n.
Si bien con lo explicado anteriormente se logra reducir considerablemente el
nu´mero de variables binarias, definiendo las ykij como continuas, el modelo au´n resulta
dif´ıcil de resolver para instancias con 25 nodos o´ ma´s como se vera´ ma´s adelanteen
la seccio´n 3.4 Hay que enfatizar que cada uno de los problemas mono-objetivos
que subyacen en el problema bi-objtivo bajo estudio es un problema cominatorio
dif´ıcil. Particularmente, FULANO DE TAL DEMOSTRO´ EN TAL AN˜O QUE
EL PROBLEMA DE LATENCIA MI´NIMA ES xxxxxx (REFERENCIA). pOR SU
PARTE, EL PROBLEMA DEL AGENTE VIAJERO ES UN PROBLEMA xxxxxx
SEGU´N SE DEMOSTRO´ EN XXXXXXD .
3.3 Ana´lisis del conflicto entre los objetivos
Despue´s de formular el modelo matema´tico para el problema biobjetivo bajo
estudio, lo siguiente es resolverlo con algu´n me´todo para verificar su alcance. Sin
embargo, ¿co´mo justificar el empleo de alguna te´cnica multiobjetivo? Como ya
se comento´ anteriormente, la optimizacio´n simulta´nea de todos los objetivos es
usualmente imposible, esto es debido al grado de conflicto que por lo general existe
entre los objetivos. Es por esto, que el enfoque multiobjetivo en lugar de intentar
determinar un o´ptimo, pretende establecer un conjunto de soluciones eficientes o un
frente de Pareto [41].
Por consiguiente, es recomendable verificar primeramente que los objetivos
este´n realmente en conflicto. Para lo cual, desarrollaremos una prueba de hipo´tesis
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y con este fin denominaremos F1opt al valor o´ptimo de la funcio´n objetivo de latencia
y al valor o´ptimo de la funcio´n objetivo de distancia se le nombrara´ como F2opt. Al
encontrar la solucio´n o´ptima para el problema mono objetivo que optimiza F1 esta se
evaluara´ en F2 para determinar que´ valor de distancia le corresponde y sera´ denotado
como F2eval. As´ı mismo, la solucio´n o´ptima del problema mono objetivo que optimiza
la distancia sera´ evaluada en la funcio´n objetivo de latencia y al valor obtenido lo
denotaremos como F1eval.
Recapitulando,
F1opt , es el valor o´ptimo en la funcio´n objetivo de latencia.
F1eval, es la evaluacio´n del o´ptimo de distancia en la funcio´n objetivo de
latencia.
F2opt , es el valor o´ptimo en la funcio´n objetivo de distancia.
F2eval, es la evaluacio´n del o´ptimo de latencia en la funcio´n objetivo de
distancia.
Con lo anterior, la hipo´tesis nula se define como: la media (µ) del o´ptimo en
la funcio´n de latencia (F1opt) es igual a la media de la diferencia entre la evaluacio´n
del o´ptimo de latencia en la funcio´n objetivo de distancia (F2eval) y el o´ptimo de la
funcio´n objetivo de distancia (F2opt). La hipo´tesis alternativa queda definida como
que la media del o´ptimo en la funcio´n de latencia (F1opt) no es igual a la media de
la diferencia entre la evaluacio´n del o´ptimo de latencia en la funcio´n objetivo de
distancia (F2eval) y el o´ptimo de la funcio´n objetivo de distancia (F2opt).
H0 : µF1opt = µF2eval−F2opt
H1 : µF1opt 6= µF2eval−F2opt
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Es decir, se aceptara´ la hipo´tesis nula si el o´ptimo en la funcio´n objetivo de
latencia es igual a la evaluacio´n del o´ptimo de la funcio´n objetivo de latencia en la
funcio´n objetivo de distancia, menos el o´ptimo de la funcio´n objetivo de distancia.
Para las hipo´tesis nula y alternativa del objetivo de distancia, es similar. La
hipo´tesis nula queda definida como que el o´ptimo en la funcio´n de distancia (F2opt)
es igual a la diferencia entre la evaluacio´n del o´ptimo de distancia en la funcio´n
objetivo de latencia (F1eval) y el o´ptimo de la funcio´n objetivo de latencia (F1opt). La
hipo´tesis alternativa queda definida como que esta diferencia no es igual.
H0 : µF2opt = µF1eval−F1opt
H1 : µF2opt 6= µF1eval−F1opt
Para hacer la prueba de hipo´tesis se uso´ un subconjunto de las instancias
que sera´n utilizadas posteriormente para los experimentos computacionales y que se
describen en el cap´ıtulo 5. Espec´ıficamente aqu´ı usamos 20 instancias de 10 clientes
y 20 instancias de 20 clientes de las instancias denominadas TRP-S que fueron
generadas por Salehipour et al [42] para resolver el problema del reparador. Cada
problema mono objetivo en cada instancia fue resuelto en CPLEX v.11.2 en un
servidor Sun Fire V440 con 4 procesadores Ultra Sparc III a 1062 GHZ con 8 Gb de
RAM
Despue´s de tomar los resultados, se ingresaron al software Design Expert y
la prueba de hipo´tesis se realizo´ con un α=0.05, es decir, con una confiabilidad del
95%. El software reporto´ lo siguiente para el objetivo de latencia:
95% lower bound for mean difference: 205.7
T-Test of mean difference = 0(vs > 0) : T-Value = 5.95 P-Value = 0.000
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N Mean StDev SE Mean
LatEval 40 2518 1159 183
LatenciaOpt 40 2231 1004 159
Difference 40 286.9 304.8 48.2
Con los resultados obtenidos en Design Expert, podemos utilizar la prueba del
valor P . Este valor P es la probabilidad de que el estad´ıstico de prueba asuma un
valor que sea al menos tan extremo como el valor observado del estad´ıstico cuando
la hipo´tesis nula es verdadera. En te´rminos ma´s formales, el valor P se define como
el nivel de significacio´n menor que llevar´ıa a rechazar la hipo´tesis nula.
Este valor P nos lo brinda el software, y como puede observarse es menor que
el valor de significancia α. Con lo anterior, y utilizando que si el valor de P es menor
que el valor del α se rechaza la hipo´tesis nula, entonces podemos aceptar la hipo´tesis
alternativa que nos dice que la diferencia entre el o´ptimo de latencia no es igual a la
diferencia entre la distancia evaluada y la distancia o´ptima.
De forma similar, se realizo´ el ana´lisis para el objetivo de distancia.
95% lower bound for mean difference: 28.36
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N Mean StDev SE Mean
DistanciaEval 40 373.7 68.3 10.8
DistOpt 40 336.3 48.7 7.7
Difference 40 37.45 34.12 5.40
T-Test of mean difference = 0(vs > 0) : T-Value = 6.94 P-Value = 0.000
Con lo cual, se vuelve a rechazar la hipo´tesis nula porque nuevamente el valor
de P es menor que el valor del α. Podemos entonces, aceptar la hipo´tesis alternativa
que nos dice que la diferencia entre el o´ptimo de distancia no es igual a la diferencia
entre la latencia evaluada y la latencia o´ptima.
De esta forma, corroboramos que los objetivos esta´n en conflicto y se justifica
la necesidad de utilizar una te´cnica multiobjetivo para resolver el modelo.
3.4 Alcance del modelo
En esta seccio´n se muestra el taman˜o de las instancias que pueden ser resueltas
a optimalidad utilizando el modelo propuesto, para lo cual, se utilizara´ el me´todo de
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la ǫ-restriccio´n.
En un problema biobjetivo este me´todo consiste en optimizar so´lo un objetivo
considerando al otro objetivo como una restriccio´n acotada por un cierto valor ǫ. Es
un proceso iterativo, donde el ǫ se actualiza iteracio´n a iteracio´n para que recorra
todo el intervalo desde el punto anti-ideal hasta el punto ideal. Esto se realiza con
un “salto” en el e´psilon el cual es definido por el usuario.
Primeramente se resuelven los dos problemas mono objetivo
independientemente, esto es,







































las restricciones (3.3) a (3.8)
El o´ptimo (3.9) se guarda en F1opt. El o´ptimo de (3.10) se guarda en F2opt.
Cada una de las soluciones o´ptimas se evalu´an en la otra funcio´n objetivo, es decir,
la solucio´n correspondiente a F1opt se evalu´a en la funcio´n objetivo de distancia y se
obtiene F2eval, mientras que la solucio´n o´ptima correspondiente a F2opt se evalu´a en
la funcio´n objetivo de latencia y se obtiene F1eval
Teniendo estos valores, ya conocemos el punto ideal y anti-ideal de la instancia,
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es decir, los mejores valores que se pueden obtener y los peores que se pueden obtener.
(F1opt , F2opt), (F2eval, F1eval)
Teniendo estos valores, se decidio´ aplicar el me´todo de la ǫ-restriccio´n
resolviendo sobre la funcio´n objetivo de distancia, esto debido a que experimentos
preliminares mostraron que la funcio´n objetivo de latencia es ma´s dif´ıcil de resolver.
As´ı que la funcio´n objetivo de latencia se convertira´ en la restriccio´n acotada por el
e´psilon. Para esto, definimos el rango de variacio´n del e´psilon en el siguiente intervalo.
F1eval ≥ ǫ ≥ F1opt
Es decir, el valor del e´psilon solo fluctuara´ entre el peor valor que puede tener
la latencia (F1eval) y el mejor que se puede obtener (F1opt). El modelo para el me´todo




































ij ≤ ǫ (3.12)
n∑
k=1
xki = 1, i = 1, 2, . . . , n (3.13)
n∑
i=1












i , i = 1, 2, . . . , n, k = 1, 2, . . . , n− 1 (3.16)
xki ∈ {0, 1}, i = 1, 2, . . . , n, k = 1, 2, . . . , n (3.17)
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ykij ≥ 0, i = 1, 2, . . . , n, j = 1, 2, . . . , n, j 6= i, k = 1, 2, . . . , n (3.18)
En nuestra implementacio´n del me´todo de la ǫ-restriccio´n se realiza un salto
de una unidad en el e´psilon, hasta llegar al punto (F1opt , F2eval).
Las instancias utilizadas para medir el alcance del modelo propuesto son las
instancias reportadas en el trabajo de Salehipour et al [42], as´ı como las instancias
reportadas por Angel-Bello et al [1].
El modelo (3.11)-(3.18), fue resuelto en CPLEX v.11.2 en un servidor Sun Fire
V440 con 4 procesadores Ultra Sparc III a 1062 GHZ con 8 Gb de RAM.
Debido a la complejidad del problema, no fue posible en todos los casos
encontrar los frentes de Pareto o´ptimos, por lo que se le dio un l´ımite de tiempo de
dos horas a cada una de las instancias de ambos conjuntos de instancias de prueba.
Con esta restriccio´n de tiempo, se logro´ resolver instancias de hasta 20 clientes, en
ambos conjuntos de instancias utilizadas. Es decir, el modelo propuesto no puede
ser resuelto a optimalidad para 30 o ma´s nodos.
En el cap´ıtulo de experimentacio´n computacional, se dedica una seccio´n para
mostrar los frentes de Pareto encontrados de forma exacta con el me´todo de la
ǫ-restriccio´n para algunas instancias reportadas en el trabajo de Angel-Bello et al
[1] y para algunas instancias reportadas en el trabajo de Salehipour et al [42]. Estos
frentes de Pareto o´ptimos tambie´n sera´n usados para comparar los resultados que se
obtengan con el me´todo metaheur´ıstico desarrollado.
Cap´ıtulo 4
Me´todo de solucio´n
Como ya fue mencionado anteriormente, el problema que se estudia es un
problema biobjetivo que tiene como criterios el minimizar tanto la distancia como la
latencia de la ruta. Como se ilustro´ en el cap´ıtulo anterior, el modelo propuesto no
puede ser resuelto a optimalidad para 30 o ma´s nodos. Por esto, se decidio´ utilizar
una metaheur´ıstica para resolver el problema.
4.1 NSGA-II
As´ı como puede obtenerse el frente exacto de Pareto por medio de un algoritmo
iterativo, puede buscarse una aproximacio´n al frente de Pareto por medio de algu´n
me´todo heur´ıstico o metaheur´ıstico, es decir, por medio de algu´n me´todo que brinde
buenas soluciones cercanas al frente exacto pero con un menor tiempo de co´mputo.
En nuestro caso, se opto´ por seguir el algoritmo del NSGA-II propuesto en el 2000
por Debb et al [17].
Esta metaheur´ıstica es un algoritmo gene´tico elitista que es muy utilizado en los
problemas multiobjetivo gracias a los buenos resultados que ofrece. El pseudo-co´digo
general del NSGA-II se describe a continuacio´n.
46
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Algorithm 1 NSGA-II
1: t=0
2: Generar poblacio´n inicial P0 de taman˜o n pob.
3: Generar poblacio´n de hijos, Q0 de taman˜o n pob a partir de P0 por medio de
seleccio´n, combinacio´n y mutacio´n.




6: Divide Rt en frentes de no dominancia Fi.
7: Pt+1 = 0 e i = i+ 1.







13: Ordenar los elementos de los frentes por su cwd dst en orden decreciente.
14: Incluir los n pob elementos posibles de los frentes Fi a Pt+1.
15: Generar la poblacio´n de hijosQt+1 de taman˜o n pob a partir de Pt+1 por medio
de seleccio´n, combinacio´n y mutacio´n.




18: until criterio de paro.
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Este algoritmo opera sobre una poblacio´n de soluciones, y utiliza operadores
t´ıpicos de los algoritmos gene´ticos tales como seleccio´n de padres, cruce, mutacio´n,
seleccio´n de individuos que pasan a la siguiente generacio´n, etce´tera. El proceso
completo se repite hasta que se alcanza un criterio de paro, que en nuestro caso
es un nu´mero prefijado de iteraciones o generaciones. A continuacio´n, se detallara´n
los componentes de la implementacio´n desarrollada para resolver el problema que se
esta´ estudiando.
4.2 Generacio´n de la poblacio´n inicial P0
Como se dijo anteriormente, el algoritmo del NSGA-II opera sobre un conjunto
de soluciones.
Figura 4.1: Generacio´n de la poblacio´n inicial
En nuestra implementacio´n, generaremos la poblacio´n inicial (paso 2 del
algoritmo) de la siguiente manera (ver figura 4.1).
80% de las soluciones de P0 se generara´n de forma aleatoria.
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20% de las soluciones de P0 se generara´n utilizando la heur´ıstica de insercio´n
ma´s barata. Una breve explicacio´n de esta heur´ıstica puede encontrarse en la
seccio´n 1.1.1 de este trabajo.
Con el fin de asegurar que la poblacio´n inicial esta´ compuesta totalmente por
individuos diferentes, cada vez que se genera una solucio´n, bien sea aleatoriamente
o mediante la heur´ıstica de insercio´n, se comprueba que sea diferente de las que ya
se encuentran en P0 antes de agregarla a la poblacio´n.
4.3 Seleccio´n de los padres
Una vez que tenemos una poblacio´n inicial, se seleccionan las soluciones que
sera´n combinadas para formar la poblacio´n de hijos Q (paso 3 del algoritmo). Estas
soluciones sera´n seleccionadas por medio de torneos binarios.
Figura 4.2: Torneo Binario
En la figura 4.2, se aprecia de forma gra´fica el funcionamiento de un torneo
binario, el cual consiste en seleccionar dos individuos de forma aleatoria y elegir el
mejor de ellos. Este proceso se realizo´ en la seleccio´n de ambos padres, quienes para
diferenciarlos, sera´n renombrados como P1 y P2.
La seleccio´n de la primer solucio´n P1 es libre entre todos los cromosomas que
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pertenecen a la poblacio´n actual, sin embargo, la seleccio´n de P2 depende del que ha
sido seleccionado previamente para as´ı evitar que se seleccione el mismo cromosoma.
Cada par de padres selecccionados se combinan para generar nuevas soluciones hijas
como se explicara´ ma´s adelante.
Este proceso de seleccionar padres para combinarlos, se repite hasta que la
matriz de hijos Q este´ completa.
4.4 Combinacio´n. Generacio´n de la poblacio´n
Q0.
El proceso de combinacio´n o cruzamiento de soluciones para formar a Q0,
esta´ basado en el cruzamiento OX descrito en el art´ıculo de Oliver et al [35]
y publicado en 1987. Este cruzamiento se describe a continuacio´n y se ilustra
gra´ficamente en la figura 4.3.
Figura 4.3: Cruzamiento OX.
Supongamos que las soluciones P1 y P2 fueron seleccionados de la poblacio´n
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inicial como padres y son los siguientes.
P1= 1 3 2 6 4 5 9 7 8
P2= 3 7 8 1 4 9 2 5 6
Para realizar la combinacio´n o cruzamiento, se seleccionan aleatoriamente dos
posiciones de corte i y j, asegurando que se cumple siempre que i < j. La subcadena
del padre P1[i] a P1[j] se copia al primer hijo H1, desde H1[i] a H1[j]. Sean por
ejemplo,
i = 4, j = 6
P1= 1 3 2 6 4 5 9 7 8
P1= 6 4 5
Finalmente, el primer hijo H1 se completa con el padre P2 de forma circular a
partir de i− 1 en adelante, ubicando los nodos faltantes en e´l hasta completarlo.
P2= 3 7 8 1 4 9 2 5 6
H1= 8 1 9 6 4 5 2 3 7
El segundo hijo H2 se obtiene de la misma forma, seleccionando la trayectoria
de i a j en el padre P2, y completa´ndolo con el padre P1.
P2= 3 7 8 1 4 9 2 5 6
H2= 1 4 9
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P1= 1 3 2 6 4 5 9 7 8
H2= 2 6 5 1 4 9 7 8 3
La seleccio´n de padres y su combinacio´n, se realizan un nu´mero pre-establecido
de veces, hasta alcanzar el taman˜o deseado en la poblacio´n de hijos Q0 .
Figura 4.4: Cruza donde se obtienen 8 hijos
Note que en la obtencio´n de los hijos mediane el cruzamiento OX, influye
grandemente el orden de los nodos en la permutacio´n. Si este orden se cambia en
alguno de los padres, los hijos obtenidos sera´n diferentes. Con el propo´sito de obtener
mayor diversidad, Prins [34] aplica el cruzamiento OX invirtiendo el orden en cada
uno de los padres separadamente y luego simulta´neamente para as´ı obtener ocho
hijos.
El procedimiento de cruza donde se obtienen ocho hijos se puede observar
gra´ficamente en la figura 4.4. Este proceso esta´ descrito en [34] y se deriva
directamente del procedimiento OX de Oliver et al [35], anteriormente explicado.
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Para ilustrar, sean P1 y P2 las mismas soluciones seleccionadas previamente
P1= 1 3 2 6 4 5 9 7 8
P2= 3 7 8 1 4 9 2 5 6
Sus versiones invertidas, ser´ıan las siguientes:
P1R= 8 7 9 5 4 6 2 3 1
P2R= 6 5 2 9 4 1 8 7 3
Es as´ı, como cuatro cruzamientos del tipo OX se llevan a cabo entre las cuatro
combinaciones posibles de padres: (P1, P2), (P1R,P2), (P1, P2R) y (P1R,P2R). Cada
una de estas parejas nos dara´ dos hijos, y en total, obtendremos ocho hijos por cruza.
Ambas aplicaciones del operador OX fueron implementadas y validadas
computacionalmente de forma independiente, esto es, utilizando una u otra forma de
cruzamiento. En el cap´ıtulo siguiente se describen los resultados de los experimentos
realizados.
4.5 Mutacio´n
En un algoritmo gene´tico, la mutacio´n esta´ disen˜ada para agregarle diversidad a
la poblacio´n y as´ı ampliar la posibilidad de explorar el espacio de bu´squeda completo
[44].
En nuestra implementacio´n del NSGA-II, se eligio´ como mutacio´n una
bu´squeda local basada en movimientos 2-opt [15]. Este movimiento consiste en
eliminar dos arcos y reconectar los dos caminos resultantes de una manera diferente
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para obtener una nueva solucio´n. Cabe sen˜alar, que existe una u´nica forma de
reconectar el tour. El conjunto de soluciones que se pueden obtener de esta forma,
a partir de una solucio´n dada, constituye el vecindario o entorno a explorar.
La bu´squeda local comienza a partir de una solucio´n y busca mejorarla
progresivamente, es decir, se basa en explorar el entorno de una solucio´n y seleccionar
una nueva solucio´n en e´l la cual mejora el valor de la funcio´n objetivo que gu´ıa la
bu´squeda. Desde la nueva solucio´n se explora su entorno y se repite el proceso.
Figura 4.5: Movimiento 2-Opt
En nuestra implementacio´n, la funcio´n que gu´ıa esta bu´squeda es la latencia
de la ruta y cada cromosoma tiene un 15% de probabilidad de mutacio´n.
4.6 Generacio´n de la poblacio´n R0
Esta poblacio´n es la unio´n entre la poblacio´n inicial P0 y la poblacio´n de hijos
Q0 (paso 4 del algoritmo), como se muestra en la figura 4.6.
Es importante considerar todas las soluciones generadas hasta el momento
para poder seleccionar las que se conservara´n para la siguiente generacio´n en la
poblacio´n. Esto se lleva a cabo mediante una separacio´n en capas de no dominancia
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Figura 4.6: Matriz R0
que se explica a continuacio´n.
4.7 Separacio´n de R0 en capas de no dominancia
Dado un conjunto de soluciones R0, este conjunto se puede descomponer en
capas de no-dominancia, F1, F2, . . ., de la siguiente manera (paso 6 del algoritmo):
Figura 4.7: Capas de no dominancia en el NSGA-II
F1: Conjunto de soluciones no dominadas de R0.
F2: Conjunto de soluciones no dominadas de R0\F1.
F3: Conjunto de soluciones no dominadas de R0\{F1
⋃
F2}
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y as´ı sucesivamente. Esto puede ser observado en la imagen 4.7.
Para determinar los frentes de no dominancia en nuestro algoritmo, se utilizo´ el
procedimiento descrito en Debb et al [17], denominado Fast non-dominated sort. Para
lograrlo, a cada solucio´n se le calcularon dos valores:
np, el nu´mero de soluciones que dominan a la solucio´n p.
Sp, el conjunto de soluciones que p domina.
El primer frente de no dominancia es formado con aquellas soluciones para las
cuales np = 0. De ah´ı, se investigan las soluciones que pertenecen a su conjunto Sp y a
cada una de las soluciones que pertenezcan a e´l, se les resta en una unidad su contador
np. Las soluciones con un np = 0 formara´n el segundo frente y as´ı sucesivamente hasta
que todas las soluciones hayan sido rankeadas.
En el peor de los casos, para cada solucio´n p a partir del segundo nivel tendra´n
un contador a lo ma´s de n − 1, lo que hara´ que sea visitada a lo ma´s n − 1 veces
para poder ser rankeada. Por lo tanto, la complejidad total de este rankeo tiene un
orden de n2 [17].
4.8 Seleccio´n de la siguiente generacio´n
Los pasos 7 al 11 del algoritmo se refieren a la seleccio´n de las soluciones que
pasara´n a formar parte de la siguiente generacio´n esto es, de la generacio´n con la
que se iniciara´ nuevamene todo el proceso a partir del paso 3.
Para ello, se puede asociar a cada solucio´n una medida de dispersio´n de los
puntos no dominados [17], para lo cual se define lo siguiente para cada solucio´n:
cwd dst(Pi): medida de la dispersio´n. Este nu´mero mide en cierta forma la
dispersio´n de los puntos no dominados aproximando el per´ımetro del cuadrado
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formado con los puntos no dominados ma´s cercanos a la solucio´n Pi que se
esta´ investigando. Esta medida puede observarse gra´ficamente en la imagen
4.8
Figura 4.8: Medida de dispersio´n en el NSGA-II
Para formar la nueva generacio´n P1 se van incluyendo los frentes de no
dominancia F0, F1, . . . de R0 completamente mientras no se sobrepase el taman˜o de
poblacio´n deseado. Si algu´n frente Fi no cabe completo, se introducen las soluciones
que tengan la medida de dispersio´n ma´s alta en e´l, esto es para asegurar la diversidad
de la poblacio´n. Esta poblacio´n P1, debe tener el taman˜o de la poblacio´n inicial, y
es la poblacio´n que sera´ considerada como nuestra nueva poblacio´n inicial.
En el cap´ıtulo de experimentacio´n computacional, se dedica una seccio´n para
mostrar los frentes encontrados por nuestro NSGA-II, utilizando las instancias
reportadas en el trabajo de Angel-Bello et al [1] y las instancias reportadas en el
trabajo de Salehipour et al [42].
Cap´ıtulo 5
Experimentacio´n Computacional
Las metodolog´ıas expuestas anteriormente, el me´todo de la ǫ-restriccio´n y
la metaheur´ıstica NSGA-II, fueron implementadas computacionalmente. En este
cap´ıtulo se presentan los frentes de Pareto exactos obtenidos con el me´todo de la
ǫ-restriccio´n, as´ı como los frentes aproximados obtenidos con nuestra implementacio´n
del NSGA-II.
5.1 Descripcio´n de las instancias
Para la realizacio´n de los experimentos computacionales, utilizamos dos
conjuntos de instancias con caracter´ısticas similares.
Instancias denominadas GTRP-S0 [1], las cuales fueron generadas
aleatoriamente, mediante puntos con coordenadas reales a partir de una
distribucio´n uniforme definida entre 0 y 100. En estas instancias, las distancias
eucl´ıdeas se redondean a enteras y sera´n consideradas como los tiempos de
viaje tij. Los tiempos de servicio si se consideraron nulos.
Se dispone de diferentes taman˜os de instancias respecto al nu´mero de clientes:
10, 15, 20, 25, 30, 35, 40, 60, 80 y 100 clientes. Cada grupo cuenta con 25
instancias, para un total de 250 instancias.
Instancias denominadas TRP-S [42], las cuales se dividen en siete grupos, desde
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10 hasta 1000 ve´rtices: 10, 20, 50, 100, 200, 500 y 1000 ve´rtices. Se tienen veinte
instancas aleatorias para cada uno de los siete grupos anteriores, para un total
de 140 instancias.
Las coordenadas de los ve´rtices fueron generados a partir de una distribucio´n
uniforme entre 0 y 100 para las instancias menores a 500 ve´rtices, y generados a
partir de una distribucio´n uniforme entre 0 y 500 para las instancias de taman˜os
500 y 1000. Todas las distancias utilizadas son eucl´ıdeas, redondeadas al entero
menor ma´s cercano. Los tiempos de servicio son todos nulos.
5.2 Me´tricas de desempen˜o
En optimizacio´n multiobjetivo existen diversas me´tricas que permiten evaluar
la calidad del frente obtenido. Para disen˜ar una me´trica eficiente para una
comparacio´n de me´todos multiobjetivo se suelen considerar tres cuestiones.
1. Minimizar la distancia entre el frente de Pareto aproximado, el cual fue
producido por el algoritmo que se propone, respecto al frente de Pareto
verdadero. Esto, suponiendo que se conoce el frente exacto.
2. Maximizar la distribucio´n de las soluciones encontradas. De esta forma, se
busca obtener una distribucio´n de soluciones no dominadas lo ma´s suave y
uniforme posible.
3. Maximizar la cantidad de elementos del conjunto de Pareto encontrado.
Sin embargo, una me´trica que satisfaga con un solo valor nu´merico los tres
elementos anteriores es inexistente [51]. Por lo anterior, se recomienda utilizar ma´s
de una me´trica para evaluar el desempen˜o de un algoritmo. En nuestro caso, se
utilizara´n las siguientes me´tricas:
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1. Nu´mero de puntos en el frente. Esto se refiere a la capacidad del algoritmo
propuesto de encontrar puntos eficientes. Esta es una medida importante
debido a que las fronteras eficientes que proveenma´s alternativas son preferibles
ante las fronteras que proveen menos puntos.
2. Taman˜o del espacio cubierto. Esta me´trica fue propuesta por Zitzler y
Thiele en 1999 [51] y fue llamada “Size of the Space Covered” o´ SCC por sus
siglas en ingle´s. Esta me´trica estima el volumen de los puntos dominados, por
lo tanto, entre mayor sea este valor, mejor.
3. k-Distancia. Esta me´trica fue propuesta por Zitzler, Laumanns y Thiele en
el 2001 [50] y es una te´cnica para estimar la densidad del frente. Esta me´trica
mide la distancia al k-e´simo punto eficiente ma´s cercano. Este valor, entre ma´s
pequen˜o sea, mejor ya que entre ma´s cercanos este´n los puntos, ma´s denso es
el frente.
4. Me´trica M∗1 . Propuesta por Zitzler en su tesis doctoral [49]. Esta me´trica
consiste en calcular la distancia euclideana promedio entre la frontera de Pareto
aproximada y el frente exacto. En este caso, entre menor sea la distancia, mejor
es la aproximacio´n al frente exacto.
5. Medida de cobertura entre dos conjuntos. Esta me´trica fue propuesta
por Zitzler y Thiele en 1999 [51] y con ella se comparan dos conjuntos de
soluciones no dominadas, supongamos A y B, de forma que el valor C(A,B)
permite, mediante la fo´rmula
C(A,B) =
|b ∈ B : a ∈ A, a  b|
|B|
calcular el porcentaje de soluciones de B que son de´bilmente dominadas por
al menos una solucio´n de A. Cuando C(A,B) = 1, esto indica que todas
las soluciones de B son de´bilmente dominadas por las de A, al contrario, si
C(A,B) = 0, ninguna solucio´n de B es de´bilmente dominada por las soluciones
de A.
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Sin embargo, C(A,B) no necesariamente es igual a 1−C(A,B), por lo que se
deben calcular C(A,B) y C(B,A) siempre.
5.3 Frentes de pareto exactos
El problema que se quiere resolver, tal como esta´ planteado en el cap´ıtulo de
descripcio´n y modelacio´n del problema, consiste en minimizar dos objetivos: latencia
y distancia.
Como se comento´ anteriormente utilizaremos el me´todo de la ǫ-restriccio´n
para encontrar los frentes exactos. En nuestro caso, el modelo mono-objetivo que
se resuelve con el me´todo de la ǫ-restriccio´n tiene la funcio´n objetivo de distancia
mientras que la funcio´n objetivo de latencia es considerada como una restriccio´n.
Esto se decidio´ as´ı porque los problemas con el objetivo de latencia son ma´s dif´ıciles
de resolver desde el punto de vista computacional.




con un salto que es determinado por el usuario. En nuestro caso, este salto tiene el
valor de uno.
Para obtener los frentes de Pareto exactos se utilizaron 75 instancias GTRP-S0
(25 de 10 clientes, 25 de 15 clientes y 25 de 20 clientes) y 40 instancias TRP-S (20
de 10 clientes y 20 de 20 clientes). Se utilizo´ CPLEX v.11.2 en un servidor Sun Fire
V440 con 4 procesadores Ultra Sparc III a 1062 GHZ con 8 Gb de RAM.
A continuacio´n se muestran los frentes de Pareto obtenidos para algunas
instancias. En todas las gra´ficas, el eje de coordenadas X representa el objetivo de
distancia mientras que el eje de las coordenadas Y representa el objetivo de latencia.
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Figura 5.1: Frente de pareto exacto para
la instancia TRP-S10-05
Figura 5.2: Frente de pareto exacto para
la instancia GTRP-S010-09
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Figura 5.3: Frente de pareto exacto para la
instancia GTRP-S015-16
Figura 5.4: Frente de pareto exacto para la
instancia TRP-S20-20
En la tabla 5.1 se puede observar el promedio de tiempo computacional que se
tarda el algoritmo de la ǫ-restriccio´n en cada grupo de instancias. Es evidente, que
conforme crece el nu´mero de clientes, crece much´ısimo el tiempo computacional.
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Figura 5.5: Frente de pareto exacto para la
instancia GTRP-S020-15
Instancia n # Puntos k-distancia CPU time
GTRP-S0 10 3.208333333 0.76736325 121.0083432
15 4.782608696 0.548146435 83296.22799
20 5.894736842 0.205913242 283032.672
TRP-S 10 2.9 0.581653525 101.279375
20 6.470588235 0.225294118 150937.6329
Tabla 5.1: Me´tricas de desempen˜o para los frentes
obtenidos en el me´todo de la ǫ-restriccio´n.
Note que el nu´mero de puntos obtenidos por el me´todo del ǫ-constraint es
reducido, esto debido a que el me´todo solamente encuentra los puntos soportados.
Inicialmente, se puede tener un estimado ma´ximo de cuantos puntos nos dara´ el
me´todo, esto es porque el nu´mero de veces que se ejecuta el algoritmo depende del
taman˜o del salto del ǫ. Au´n as´ı, no es seguro que en el ǫ actual se encuentre una
solucio´n que satisfaga el modelo, as´ı que este nu´mero puede reducirse.
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5.4 Ajuste de para´metros para nuestra
implementacio´n del NSGA-II
Debido a la naturaleza del algoritmo NSGA-II, se tienen tres para´metros a
ajustar:
1. Taman˜o de la poblacio´n, en el que se probaron los valores de 100 y 200
soluciones en la poblacio´n inicial.
2. Probabilidad de mutacio´n, en la que se probo´ una probabilidad de 15% y 20%.
3. Nu´mero de iteraciones, en el que se probaron 300 y 500 iteraciones.
Se decidio´ realizar un disen˜o factorial 23 en el cual se utilizaron las siguientes













Tabla 5.2: Instancias elegidas para el ajuste de para´metros.
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Para cada instancia elegida se realizaron 10 repeticiones y posteriormente se
calcularon las me´tricas de nu´mero de puntos y SCC descritas anteriormente.
Valor de los para´metros a ajustar # puntos SCC
(100, 300, 15) 5.354 0.345232
(100, 300, 20) 5.218 0.329387
(100, 500, 15) 6.768 0.532412
(100, 500, 20) 6.421 0.518236
(200, 300, 15) 7.973 0.563467
(200, 300, 20) 7.215 0.533827
(200, 500, 15) 7.431 0.534423
(200, 500, 20) 6.917 0.482853
Tabla 5.3: Promedios de las me´tricas obtenidas para cada conjunto de para´metros.
En la tabla 5.3, es evidente que la mejor combinacio´n de para´metros, tanto en el
nu´mero de puntos no dominados encontrados as´ı como en el hipervolumen cubierto,
es la que tiene 200 elementos en la poblacio´n inicial, tiene una probabilidad del 15%
de mutacio´n y su criterio de paro son 300 iteraciones. Es esta la combinacio´n de
para´metros que se utilizara´ en toda la experimentacio´n siguiente.
5.5 Ana´lisis de la pertenencia de las
componentes del algoritmo propuesto
En las secciones siguientes se pretende evaluar algunos componentes de nuestra
implementacio´n del algoritmo NSGA-II. Todas las implementaciones se ejecutaron
en una PC bajo el sistema operativo Windows 8 con procesador AMD A6-4400
APU with Radeon(tm) HD Graphics 2.70 GHz y 6 GB de RAM. Los co´digos fueron
creados y procesados bajo el software libre Dev-C++.
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Se encontrara´ inicialmente una evaluacio´n de los dos procesos de cruzamiento
anteriormente propuestos, as´ı como la evaluacio´n del proceso de mutacio´n y el costo
computacional que implica su uso.
Finalmente, se encontrara´ la comparacio´n entre los frentes de Pareto exactos
y los frentes aproximados que obtuvimos con nuestra implementacio´n final de
NSGA-II.
5.5.1 Cruzamiento 1 vs cruzamiento 2
Como se recordara´ en la seccio´n 4.4 el cap´ıtulo 4 se proponen dos tipos de
cruzamiento OX.
Cruzamiento 1: OX cla´sico donde se obtienen dos hijos.
Cruzamiento 2: OX modificado donde se obtienen ocho hijos.
En esta seccio´n, se analizara´n los frentes aproximados de Pareto obtenidos
con uno y otro cruzamiento, para as´ı seleccionar el que tenga un mejor desempen˜o.
Para esta comparacio´n entre los cruzamientos se utilizaron las instancias TRP-S
reportadas por Salehipour et al [42].
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Figura 5.6: Comparacio´n entre ambos procesos de cruzamiento para la instancia
TRP-S20-14
Figura 5.7: Comparacio´n entre ambos procesos de cruzamiento para la instancia
TRP-S10-20
En las ima´genes 5.6 y 5.7, pueden observarse los frentes de pareto obtenidos por
medio del ǫ-constraint, as´ı como los frentes aproximados obtenidos con el proceso
NSGA-II con las dos variaciones de cruzamiento para la instancia TRP-S20-14 y
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para la instancia TRP-S10-20 respectivamente. La cruza OX que genera dos hijos es
nombrada como NSGA-II2h mientras que el cruzamiento que genera a los 8 hijos es
nombrado como NSGA-II8h.
Cruza Instancia n CPU time
NSGA-II 2h TRP-S 10 34.73722222
20 49.0071875
NSGA-II 8h TRP-S 10 142.0481765
20 456.8747059
Tabla 5.4: Comparacio´n de los tiempos de co´mputo para ambos procesos de
cruzamiento.
Visualmente es evidente que el proceso NSGA-II 8H tiene un mejor desempen˜o
en relacio´n al proceso NSGA-II2H. En la tabla 5.4 se puede observar el tiempo
computacional promedio que tarda cada cruza. El proceso NSGA-II 8H tarda ma´s
tiempo que el proceso NSGA-II 2H, sin embargo, brinda mejores resultados. Cabe
destacar que todos los tiempos esta´n en segundos.
En general, el proceso NSGA-II 8H tuvo un mejor desempen˜o. Esto es evidente
en las tablas 5.5 y 5.6, en donde se reflejan los promedios de todas las instancias de
10 clientes as´ı como en las tablas 5.7 y 5.8, en donde se reflejan los promedios de
todas las instancias de 20 clientes. En estas tablas puede observarse que el proceso
de cruza NSGA-II 2H se queda muy lejos del frente exacto, mientras que el proceso
NSGA-II 8H se acerca ma´s al frente exacto brindado por el ǫ-constraint. Tambie´n en
la cobertura de los frentes queda claro que el frente obtenido por el proceso NSGA-II
8H domina al frente obtenido por el proceso NSGA-II 2H.
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# puntos SCC k-Distancia M∗1
NSGA-II 2H 2.1 0.34656665 0.862309125 0.334774353
NSGA-II 8H 3.5 0.785812 0.5625144 0.00513463
Tabla 5.5: Comparacio´n entre ambos cruzamientos para instancias de 10 clientes.
NSGA-II 2H NSGA-II 8H
NSGA-II 2H 0 0
NSGA-II 8H 0.552083375 0
Tabla 5.6: Comparacio´n entre las me´tricas C(A,B) y C(B,A) entre ambos
cruzamientos para instancias de 10 clientes.
En general, podemos concluir que el proceso de cruza NSGA-II 8H es mejor
que el proceso NSGA-II 2H. Por este motivo, utilizaremos esta cruza para la
implementacio´n final del NSGA-II y sera´ la que se utilice en los experimentos
siguientes.
5.5.2 Mutacio´n vs No Mutacio´n
En la seccio´n 4.4 se explico´ que la mutacio´n que se propone consiste en una
bu´squeda local guiada por el objetivo de latencia. En el siguiente experimento
pretendemos investigar la conveniencia de la inclusio´n de esta mutacio´n en el
algoritmo propuesto. Para esta comparacio´n se tomaron nuevamente las instancias
TRP-S reportadas por Salehipour et al [42].
En la imagen 5.8, se puede observar el frente de pareto exacto obtenido por
el algoritmo ǫ-constraint, as´ı como los frentes brindados por la implementacio´n
del NSGA-II que incluye la cruza NSGA-II 8H y no incluye mutacio´n (a esta
implementacio´n se le denominara´ igual que a la cruza, esto debido a que no incluye
el proceso de mutacio´n).
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# Puntos SCC k-Distancia M∗1
NSGA-II 2H 3.058823529 0.196620441 0.261487 0.658949
NSGA-II 8H 4.352941176 0.794842706 0.181304965 0.10107244
Tabla 5.7: Comparacio´n entre ambos cruzamientos para instancias de 20 clientes.
NSGA-II 2H NSGA-II 8H
NSGA-II 2H 0 0.014705882
NSGA-II 8H 0.852941176 0
Tabla 5.8: Comparacio´n entre las me´tricas C(A,B) y C(B,A) entre ambos
cruzamientos para instancias de 20 clientes.
As´ı como la implementacio´n que incluye la cruza NSGA-II 8H junto a la
mutacio´n (esta implementacio´n es denominada NSGA-II 8H BL).
Visualmente, puede observarse que al utilizar la cruza NSGA-II 8H y el proceso
de mutacio´n juntos, se mejora considerablemente el frente obtenido.
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Figura 5.8: Comparacio´n entre el proceso de cruzamiento NSGA-II8h con y sin
mutacio´n para la instancia TRP-S20-14
En general, al incluir el proceso de mutacio´n propuesto se obtuvieron mejores
resultados. En las tablas 5.9 y 5.10 se pueden observar los promedios obtenidos
para las instancias de 10 clientes. En las tablas 5.11 y 5.12 pueden observarse los
promedios para las instancias de taman˜o 20. En general, es visible que el proceso
con la bu´squeda local logra mejorar el frente generado sin ella y podemos reafirmar
que esta unio´n de procesos genera un mejor frente, capaz de acercarse much´ısimo al
frente exacto.
# Puntos SCC k-Distancia M∗1
NSGA-II 8H 3.4375 0.771848188 0.862309125 0.334774353
NSGA-II 8H BL 3.5 0.785812 0.5625144 0.00513463
Tabla 5.9: Me´tricas de desempen˜o para las instancias de 10 clientes
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NSGA-II 8H NSGA-II 8H BL
NSGA-II 8H 0 0
NSGA-II 8H BL 0.552083375 0
Tabla 5.10: Me´tricas de desempen˜o para las instancias de 10 clientes
# Puntos SCC k-Distancia M∗1
NSGA-II 8H 4.294117647 0.794842706 0.181304965 0.10107244
NSGA-II 8H BL 6.294117647 0.866167059 0.171604418 0.048832126
Tabla 5.11: Me´tricas de desempen˜o para las instancias de 20 clientes
NSGA-II 8H NSGA-II 8H BL
NSGA-II 8H 0 0.030995476
NSGA-II 8H BL 0.374369765 0
Tabla 5.12: Me´tricas de desempen˜o para las instancias de 20 clientes
Cruza Instancia n CPU time
NSGA-II 8h TRP-S 10 49.0071875
20 456.8747059
NSGA-II 8hB TRP-S 10 264.5543125
20 1286.348
Tabla 5.13: Comparacio´n de los tiempos de co´mputo para el proceso de cruzamiento
NSGA-II8h sin mutacio´n y con mutacio´n.
En la tabla 5.13 se pueden observar los tiempos de co´mputo que tardan
ambas implementaciones. Como es visible, el proceso de cruza unido a la mutacio´n
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brinda mejores resultados a un costo computacional ma´s elevado pero posiblemente
aceptable. Cabe destacar que todos los tiempos esta´n en segundos.
Debido al desempen˜o que tuvo el proceso NSGA-II 8H unido a la mutacio´n,
esta sera´ la eleccio´n para nuestra implementacio´n final del NSGA-II.
5.6 Evaluacio´n del algoritmo propuesto
Teniendo en cuenta los resultados de los experimentos descritos en las secciones
5.4.1 y 5.4.2, el algoritmo definitivo contara´ con el cruzamiento OX modificado
(cruzamiento 2) e incluira´ la mutacio´n. Para evaluar la calidad de los frentes
aproximados que se obtienen, se comparara´ con los frentes exactos obtenidos para
las instancias TRP-S as´ı como con las instancias GTRP-S0.
En esta parte de la experimentacio´n se utilizaron 20 instancias de 10 clientes y
20 intancias de 20 clientes, dando un total de 40 instancias de Salehipour et al [42],
as´ı como 25 instancias de 10 clientes, 25 instancias de 15 clientes y 25 instancias de
20 clientes, dando un total de 75 instancias de Angel-Bello et al [1].
Los para´metros utilizados son los para´metros que fueron encontrados con el
disen˜o factorial 23 que se realizo´ con anterioridad, es decir, la poblacio´n inicial se
considero´ con un taman˜o de 200 soluciones. La probabilidad de mutacio´n es del 15%
y el nu´mero de iteraciones que correra´ el algoritmo es 300.
Para las instancias de 10 clientes, se obtuvieron los siguientes resultados.
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Figura 5.9: Frente de Pareto exacto y frente de Pareto aproximado para la instancia
GTRP-S010-20
# Puntos SCC k-Distancia M∗1
Frente exacto 3.208333333 0.620358917 0.76736325 0
NSGA-II 4.791666667 0.622906333 0.796515542 0.013583765
Tabla 5.14: Me´tricas de desempen˜o para el conjunto de instancias GTRP-S010
Frente exacto NSGA-II
Frente exacto 0 0.086652174
NSGA-II 0.084478261 0
Tabla 5.15: Me´tricas de desempen˜o para el conjunto de instancias GTRP-S010
En la figura 5.9, se puede observar gra´ficamente la comparacio´n entre el
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algoritmo exacto ǫ-constraint y nuestra implementacio´n del NSGA-II para la
instancia GTRP-S010-20.
En general, en el conjunto de instancias GTRP-S010, nuestra implementacio´n
fue capaz de dominar cierto nu´mero de soluciones en el frente exacto (ve´ase la
tabla 5.15), esto es posible debido a que el algoritmo exacto solo puede encontrar
las soluciones soportadas y nuestro algoritmo del NSGA-II fue capaz de encontrar
algunas de las soluciones no soportadas que el me´todo exacto no encontro´. A pesar de
que en promedio superamos por muy poco en el nu´mero de puntos no dominados en el
frente, somos capaces de dar en promedio un mayor nu´mero de puntos no dominados
en el frente (ve´ase la tabla 5.14). A pesar de que el algoritmo exacto domina algunos
de los puntos dados por el NSGA-II (ve´ase la tabla 5.15), se logro´ un frente muy
aproximado al exacto.
Figura 5.10: Frente de Pareto exacto y frente de Pareto aproximado para la instancia
TRP-S10-20
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# Puntos SCC k-Distancia M∗1
Frente exacto 2.9 0.6198191 0.581653525 0
NSGA-II 4.176470588 0.771848188 0.862309125 0.034774353
Tabla 5.16: Me´tricas de desempen˜o para el conjunto de instancias TRP-S10
Frente exacto NSGA-II
Frente exacto 0 0.552083375
NSGA-II 0 0
Tabla 5.17: Me´tricas de desempen˜o para el conjunto de instancias TRP-S10
En la figura 5.10, se puede observar gra´ficamente la comparacio´n entre
el algoritmo exacto ǫ-constraint y nuestra implementacio´n del NSGA-II para la
instancia TRP-S10-20.
En general, en el conjunto de instancias SalTRP10, nuestra implementacio´n
fue capaz de dar en promedio un mayor nu´mero de puntos no dominados en el frente
(ve´ase la tabla 5.16). Tambie´n fue capaz de cubrir un mayor volumen de puntos
dominados, y a pesar de que el algoritmo exacto domina algunos de los puntos
dados por el NSGA-II (ve´ase la tabla 5.17), se logro´ una buena aproximacio´n al
frente exacto.
Para las instancias de 15 clientes, se tuvieron los siguientes resultados.
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Figura 5.11: Frente de Pareto exacto y frente de Pareto aproximado para la instancia
GTRP-S015-10
# Puntos SCC k-Distancia M∗1
Frente exacto 4.782608696 0.630944522 0.548146435 0
NSGA-II 6.043478261 0.635335596 0.557950317 0.042534288
Tabla 5.18: Me´tricas de desempen˜o para el conjunto de instancias GTRP-S015
Frente exacto NSGA-II
Frente exacto 0 0.171304348
NSGA-II 0.079767833 0
Tabla 5.19: Me´tricas de desempen˜o para el conjunto de instancias GTRP-S015
En la figura 5.11 se puede observar la comparacio´n entre el frente de Pareto
exacto y el frente obtenido con nuestra implementacio´n del NSGA-II en la instancia
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Figura 5.12: Frente de Pareto exacto y frente de Pareto aproximado para la instancia
GTRP-S020-14
GTRP-S015. En general, nuestra implementacio´n es capaz de superar en promedio
el volumen de puntos dominados (ve´ase a tabla 5.18). A pesar de que el algoritmo
exacto domina algunos de los puntos dados por nuestra implementacio´n del NSGA-II
(ve´ase la tabla 5.19), logramos obtener un frente muy aproximado al exacto.
Para las instancias de 20 clientes, se obtuvieron los resultados que se muestran
a continuacio´n. La figura 5.12 se puede observar la comparacio´n entre el frente de
pareto exacto y el frente obtenido con nuestro algoritmo NSGA-II en la instancia
GTRP-S020-14.
En general, nuestra implementacio´n es capaz de superar en promedio el
volumen de puntos dominados (ve´ase a tabla 5.20. El algoritmo exacto domina
algunos de los puntos dados por el NSGA-II (ve´ase la tabla 5.21), pero a pesar
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# Puntos SCC k-Distancia M∗1
Frente exacto 7.058235413 0.887456525 0.294112528 0
NSGA-II 8.647058824 0.889167069 0.160134184 0.021488326
Tabla 5.20: Me´tricas de desempen˜o para el conjunto de instancias GTRP-S020
Frente exacto NSGA-II
Frente exacto 0 0.18332691
NSGA-II 0 0
Tabla 5.21: Me´tricas de desempen˜o para el conjunto de instancias GTRP-S020
de eso se logro´ un frente muy aproximado al exacto.
Figura 5.13: Frente de Pareto exacto y frente de Pareto aproximado para la instancia
TRP-S20-10
Cap´ıtulo 5. Experimentacio´n Computacional 81
# Puntos SCC k-Distancia M∗1
Frente exacto 5.470588235 0.858565765 0.225294118 0
NSGA-II 6.647058824 0.866167059 0.171604418 0.048832126
Tabla 5.22: Me´tricas de desempen˜o para el conjunto de instancias TRP-S20
Frente exacto NSGA-II
Frente exacto 0 0.197831706
NSGA-II 0.138401412 0
Tabla 5.23: Me´tricas de desempen˜o para el conjunto de instancias TRP-S20
En la figura 5.13 se puede observar la comparacio´n entre el frente de pareto
exacto y el frente obtenido con nuestra implementacio´n del NSGA-II en la instancia
TRP-S20-10. Se puede observar que en general nuestra implementacio´n es capaz de
superar en promedio el volumen de puntos dominados (ve´ase a tabla 5.22). A pesar
de que el algoritmo exacto domina algunos de los puntos dados por el NSGA-II
(ve´ase la tabla 5.23), se logro´ una buena aproximacio´n al frente exacto.
En la tabla 5.24, se observan los tiempos computacionales que tarda nuestra
implementacio´n del NSGA-II. Se puede ver, que el tiempo que tarda es razonable.
Todos nuestros tiempos esta´n dados en segundos y promediados para cada conjunto
de instancias.
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Instancia n CPU time
NSGA-II TRP-S 10 264.5543125
20 1286.348
NSGA-II GTRP-S0 10 294.3474
15 623.7521
20 1321.674
Tabla 5.24: Comparacio´n de tiempos computacionales para las instancias de prueba.
Con estos experimentos se puede concluir que nuestra implementacio´n del
NSGA-II brinda en promedio, una buena aproximacio´n al frente de pareto exacto en
un tiempo de co´mputo aceptable.
Cap´ıtulo 6
Conclusiones
En este trabajo se ha estudiado un enfoque biobjetivo para el problema del
reparador en el que se busca no so´lo beneficiar a la empresa encargada de distribuir
sus productos, sino que se busca tambie´n un beneficio para el cliente al minimizar su
tiempo de espera para recibir el producto o el servicio que la empresa esta´ encargada
de suministrarle. En otras palabras, los objetivos que se busco´ minimizar en este
trabajo fueron tanto el objetivo de latencia como el objetivo de distancia.
Se propuso un modelo biobjetivo lineal entero. Este modelo fue utilizado para
obtener los frentes de Pareto exactos utilizando el me´todo de la ǫ-restriccio´n y se
logro´ obtenerlos para instancias de hasta 20 clientes. Para instancias mayores, fue
imposible obtener resultados de forma exacta debido a que el tiempo computacional
se incrementa desmesuradamente.
Debido a la tardanza computacional para brindar los frentes exactos, se propuso
un algoritmo basado en la metaheur´ıstica NSGA-II, el cual es un me´todo gene´tico
elitista que busca aproximar los frentes de Pareto. Se propusieron dos me´todos de
cruza distintos, uno que generaba dos soluciones descendientes y otra que generaba
ocho. Esta u´ltima resulto´ ser ma´s eficiente, au´n cuando tarda un mayor tiempo
computacional.
Tambie´n se investigo´ la conveniencia de incluir un proceso de mutacio´n basado en
una bu´squeda local. Los experimentos mostraron que a pesar de que este aumenta
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el tiempo de ejecucio´n s´ı se mejora considerablemente la aproximacio´n al frente de
Pareto exacto.
La implementacio´n final del algoritmo NSGA-II fue capaz de brindar, en
promedio, frentes de Pareto con una buena aproximacio´n a los frentes exactos.
Podemos concluir entonces, que la metaheur´ıstica NSGA-II que proponemos es capaz
de competir con los frentes de Pareto exactos brindados con el me´todo exacto elegido.
6.1 Trabajo Futuro
Al estudiar un problema que no ha sido estudiado anteriormente, los puntos
que pueden agregarse al estudio son muchos. Entre algunas cosas que podr´ıan ser
agregadas a este trabajo, se tienen las siguientes:
Investigar los efectos que tendr´ıa en la aproximacio´n del frente de Pareto que se
obtiene, el uso de la bu´squeda local gu´ıada por la funcio´n objetivo de distancia,
as´ı como la interaccio´n entre ambas bu´squedas locales.
Aplicar el estudio a una aplicacio´n real.
Investigar el uso de ma´s de una ruta o ma´s de un agente.
Ape´ndice A
Frentes de Pareto Exactos
A.1 Frentes de Pareto para las instancias
En este ape´ndice se reportan los frentes de pareto para las instancias reportadas
en el trabajo de Salehipour et al [42] y para las instancias reportadas en el trabajo
de Angel-Bello et al [1].
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