Towards an Explanation
Traditional decision making theory: a brief reminder of utility approach. Our objective is to describe the peak-end rule in terms of the traditional decision making theory. According to decision theory, preferences of rational agents can be described in terms of utility (see, e.g., [2, 3] ): a rational agent selects an action with the largest value of expected utility.
Utility is not uniquely defined. Utility is usually defined modulo a linear transformation. In the above experiments, we usually have a fixed status quo level which can be taken as 0. Once we fix this value at 0, the only remaining non-uniqueness in describing utility is scaling u → k · u.
Need for a utility-averaging operation. We want to describe the "average" utility corresponding to a sequence of different experiences. We assume that we know the utility corresponding to each moment of time. To get an average utility value, we need to combine these momentous utilities into a single average.
If we have already found the average utility corresponding to two consequent sub-intervals of time, we then need to combine these two averages into a single average corresponding to the whole interval. In other words, we need an operation a * b that, given the average utilities a and b corresponding to two consequent time intervals, generates the average utility of the combined two-stage experience.
Natural properties of the utility-averaging operation.
1) If we had the same average utility level a = b on both stages, then this same value should be the two-stage average, i.e., we should have a * a = a. In mathematical terms, this means that the utility-averaging operation * should be idempotent.
2) If we make one of the stages better, then the resulting average utility should increase (or at least not decrease) as well. In other words, the utility-averaging operation * should be monotonic in the sense that if a ≤ a
3) Small changes in one of the stages should lead to small changes in the overall average utility; in precise terms, this means that the function a * b must be continuous.
4)
For a three-stage situation, with average utilities a, b, and c corresponding to the three stages, we can compute the average utility in two different ways:
-we can first combine the utilities of the first two stages into an average value a * b, and then combine this average with c, resulting in (a * b) * c; -alternatively, we can first combine the utilities b and c into b * c, and then combine a with b * c, resulting in a * (b * c).
The resulting three-stage average should should not depend on the order in which we combined the stages, so we should have (a * b) * c = a * (b * c); in mathematical terms, the operation a * b must be associative.
5)
Finally, since utility is defined modulo scaling, it is reasonable to require that the utility-averaging operation does not change with scaling:
-In the original scale, we combine a and b and get a * b. In the new scale corresponding to a factor k > 0, this combined value has the form k · (a * b). -After re-scaling, the original utilities get the new values a ′ = k·a and b ′ = k·b. Averaging these two values leads to a
The resulting average should not depend on how we deduced it, i.e., we should
What we plan to do. Let us show that the above reasonable requirements largely explain the peak-end phenomenon.
Proposition 1.
Let a * b be a binary operation on the set of all non-negative numbers which satisfies the following properties:
Then, this operation coincides with one of the following four operations:
• a 1 * . . . * a n = min(a 1 , . . . , a n );
• a 1 * . . . * a n = max(a 1 , . . . , a n );
• a 1 * . . . * a n = a 1 ;
• a 1 * . . . * a n = a n .
Comment. Thus, every utility-averaging operation which satisfies the above reasonable properties means that we select either the worst or the best or the first or the last utility. This (almost) justifies the peak-end phenomenon, with the only exception that in addition to peak and end, we also have the start a 1 * . . . * a n as one of the options. Proof. 1
• . For every a ≥ 1, let us denote a * 1 by φ(a). For a = 1, due to the idempotence,
• . Due to associativity, for every a, we have (a * 1) * 1 = a * (1 * 1). Due to idempotence, 1 * 1 = 1, so the above equality takes the form (a * 1) * 1 = a * 1, i.e., the form φ(φ(a)) = φ(a). Thus, for every value t from the range of the function φ(a) for a ≥ 1, we have φ(t) = t. 3
• . Since the operation a * b is continuous, the function φ(a) = a * 1 is also continuous. Thus, its range S
is a connected set, i.e., an interval (finite or infinite). Since the function φ(a) is monotonic, and φ(1) = 1, this interval must start with 1. Thus, we have three possible options:
Let us consider these three options one by one. 3.1
• . In the first case, φ(a) = a * 1 = 1 for all a. From scale invariance, we can
3.2
• . In the second case, every value t between 1 and k is a possible of φ(a), thus φ(t) = t * 1 = t for all such values t. In particular, for every ε > 0, for the value t = k − ε, we have φ(k − ε) = k − ε. Due to monotonicity, the value φ(k) must be not smaller than all these values k − ε, hence not smaller than k. On the other hand, all the values φ(a) are less than or equal than k, so we must have φ(k) = k as well. Similarly, for values t ≥ k, due to monotonicity, we have φ(t) ≥ k and since always φ(t) ≤ k, we conclude that φ(t) = k for all t ≥ k. Now, due to associativity, we have
Here, due to scale-invariance,
and therefore,
For k > 1, we have k 2 > k and thus, for sufficiently small ε > 0, we have
, the left-hand side of the equality (1) is equal to k.
Let us now compute the right-hand side of the equality (1). Here, (k −ε) * 1 = k − ε and thus, the right-hand side has the form (k − ε) 2 * (k − ε) which, as we already know (Equation (2)), is equal to (k − ε) 2 . We already know that the left-hand side is equal to k, and that (k − ε) 2 > k. Thus, the equality (1) cannot be satisfied. This proves that the second case is impossible. 3.3
• . In the third case, every value t ≥ 1 is a possible value of φ(a), thus
4
• . Due to Part 3 of this proof, we have one of the following two cases:
Similarly, by considering a ≤ b, we conclude that in this case, we also have two possible cases:
By combining each of the ≥ cases with each of the ≤ cases, we get the following four combinations:
in this case, a * b = b for all a and b, and therefore, a 1 * . . . * a n = a n ; ≥ 1 , ≤ 2 : in this case, a * b = min(a, b) for all a and b, and therefore, a 1 * . . . * a n = min(a 1 , . . . , a n );
for all a and b, and therefore, a 1 * . . . * a n = max(a 1 , . . . , a n ); ≥ 2 , ≤ 2 : in this case, a * b = a for all a and b, and therefore, a 1 * . . . * a n = a 1 .
The proposition is proven.
Case of negative utilities. The above formula shows how to combine positive experiences. A similar result can be proven for situations in which we need to combine unpleasant experiences, i.e., experience corresponding to negative utilities; the proof of this result is similar to the proof of Proposition However, it is not clear whether monotonicity and continuity are needed to prove our results. Comment. In analyzing the need for these conditions, it may help to know that the set {z : z * 1 = z} is a semigroup: indeed, if z 1 * 1 = z 1 and z 2 * 1 = z 2 , then (z 1 ·z 2 ) * (z 1 * 1) = (z 1 ·z 2 ) * z 1 = z 1 ·(z 2 * 1) = z 1 ·z 2 and ((z 1 ·z 2 ) * z 1 ) * 1 = (z 1 ·z 2 ) * 1, so associativity implies that (z 1 · z 2 ) * 1 = z 1 · z 2 .
