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1 Einf

uhrung
Die verteilte Simulation behandelt die Simulation eines physikalischen Systems
auf Mehrprozessor-Systemen (Supercomputern). Die Gr

unde, eine Simulation
verteilt auszuf

uhren liegen auf der Hand:
 Das Preis-/Leistungsverh

altnis von Mehrprozessor-Systemen ist g

unstiger
als das eines einzelnen Grorechners.
 Die begrenzte Rechenleistung eines einzelnen Grorechners kann durch
paralleles Rechnen um ein Vielfaches

uberboten werden. Eine verteilte
Simulation ist damit viel leistungsf

ahiger.
 Einfache Implementation von Simulatoren f

ur Finite-Elemente-Systeme.
In Kapitel 2 f

uhre Ich zun

achst einige Begrie ein, die verteilte Simulation fabar
machen.
In der verteilten Simulation unterscheidet man zwischen konservativer und
optimistischer Synchronisation. In Kapitel 3 geht es um konservative Synchro-
nisation und in Kapitel 4 wird die gebr

auchlichste optimistische Synchronisa-
tionsmethode - das Time-Warp-Verfahren - behandelt.
2 Begrie
In einer verteilten Simulation wird die Prozessimulation nicht sequentiell aus-
gef

uhrt, sondern in mehrere logische Prozesse (LP 's
1
) mit eigener lokaler
Zeit
2
aufgespaltet [FCE94].
Es gibt keine globale Ereignisliste mehr. Die Gleichzeitigkeit
3
mu also

uber
das logische System
4
, das die LP 's und deren Verkn

upfungen bilden, wieder-
hergestellt werden.
Zwecks Kapselung der einzelnen Prozesse versucht man heute immer mehr,
ohne die Verwendung von gemeinsamen Speicher
5
auszukommen [Fuj90]. Die
logischen Prozesse kommunizieren mit anderen logischen Prozessen

uber Bot-
schaften
6
. Falls gemeinsame Variablen notwendig werden, wird dieses Problem
durch Lese- und Schreib-Botschaften gel

ost. Auf diese Art l

at sich auch das
Problem, die richtige Version einer sich

andernden Variable anzusprechen, bes-
ser l

osen. Allerdings mu man darauf achten, da allzu exzessive Verwendung
von Botschaften zu schlechter Performanz f

uhren kann.
1
engl.: logical processes
2
engl.: local clock
3
engl.: concurrency
4
engl.: logical system
5
engl.: shared-memory
6
engl.: messages
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Bei verteilter Simulationunterscheidet man zwischen statischen und dynami-
schen Systemen. Ein statisches System unterliegt gegen

uber dem allgemeinen
Fall folgender Einschr

ankung:
Die Zahl der Prozesse ist von Anfang an festgelegt. Es k

onnen also nicht
(dynamisch) neue Prozesse gestartet werden. Ein dynamisches System mit be-
kannter Obergrenze von Prozessen l

at sich allerdings auf ein statisches System
abbilden, indem man sich die hinzukommenden Prozesse als von Anfang an
existierende Prozesse vorstellt, die nur einen Teil der Zeit aktiv sind.
Ein dynamisches System ist das Gegenteil eines statischen Systems (ein
nicht-statisches System).
In einem logischen Netzwerk ist die Wahrscheinlichkeit, mit der eine Bot-
schaft von Proze p
1
nach p
2
gesendet wird, unabh

angig vom Zustand des Pro-
zesses p
1
(und unabh

angig vom Zustand/Inhalt der Botschaft).
Das heit, es mu sich von vorneherein ein System von Verbindungen
7
zwi-
schen den Prozessen angeben lassen, bei dem sich f

ur jede Verbindung die H

au-
gkeit, mit der diese benutzt wird, statistisch beschreiben l

at.
Jede Botschaft, die auftritt, geht

uber eine dieser Verbindungen. Man nennt
dieses System aus Prozessen und statischen Verbindungen auch Logisches Netz-
werk.
Falls es in einer Implementierung eine Botschaft gibt, die je nach Zustand des
sendenden Prozesses mit verschiedenen Wahrscheinlichkeiten auftritt, so kann
man dieses System u.U. immer noch als statisch betrachten, wenn es m

oglich
ist, durch Erg

anzen mit Null-Botschaften, die Wahrscheinlichkeit wieder un-
abh

angig von dem Zustand des Prozesses zu machen.
In einer synchronen Simulationwerden nur die Ereignisse parallel berech-
net, die auch im simulierten physikalischen System zur gleichen Zeit stattnden.
In einer asynchronen Simulation ist dies nicht mehr gegeben.
3 Konservative Synchronisation
Die konservative Synchronisation ist ein asynchrones Verfahren. D.h. wenn zwei
Ereignisse parallel simuliert werden, heit dies nicht, da sie im simulierten
Modell auch parallel \stattnden". Daher spricht man von den lokalen Zeiten
der Prozesse.
Um konservative Synchronisation einfacher charakterisieren zu k

onnen, ver-
wende Ich im weiteren folgenden Formalismus:
3.1 Formalismus
 P ist die Menge aller logischen Prozesse. Der Einfachheit halber wird bei
der konservativen Simulation angenommen, da jeder Proze vom Anfang
bis zum Ende der Simulation existiert (statisches System).
 Die Symbole p; p1; p2 2 P bezeichnen einzelne logische Prozesse.
 Die Funktion T : R  P ! R ordnet allen Prozessen p
i
2 P zu jedem
realen Zeitpunkt t
r
ihre lokalen Zeiten T (t
r
; p
i
) zu.
7
engl.: links
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 (m; t
m
) ist eine zeitmarkierte Botschaft
8
. Eine zeitmarkierte Botschaft
f

uhrt den Simulationszeitpunkt t
m
des Ereignisses, das m beschreibt mit.
3.2 Denition
Eine konservative Synchronisation l

at sich folgendermaen charakterisieren:
Es gilt das Ausf

uhrungsparadigma
9
[Fuj90]: Wenn zwei (zeitmarkierte) Bot-
schaften (m
1
; t
m
1
) und (m
2
; t
m
2
) einemProze zugeteilt werden, und t
m
1
<
t
m
2
gilt, wird m
1
vor m
2
bearbeitet.
Es gilt das Lokale Kausalit

ats-Prinzip
10
[Fuj90]: Wenn eine Botschaft m
1
f

ur
einen Proze p eine Botschaft m
2
verursachen wird, so wirdm
1
von p bear-
beitet, bevor m
2
abgesendet wird. Zusammenh

angende Ereignisse werden
also in der Reihenfolge ihrer Zeitmarkierungen bearbeitet.
F

ur die lokalen Zeiten der Prozesse ergeben sich dadurch folgende Randbe-
dingungen [FCE94]:
 Ein logischer Proze p erneuert seine lokale Zeit nur, wenn alle relevan-
ten Informationen verf

ugbar sind. Umgekehrt bedeutet dies, wenn p die
lokale Zeit t = T (t
r
; p) angenommen hat, da f

ur jede danach empfangene
Botschaft (m; t
m
) gelten mu: t
m
 t
 Die lokalen Zeiten der einzelnen logischen Prozesse schreiten monoton fort:
8p 2 P; 8t
r
; t
0
r
2 R : t
0
r
 t
r
) T (t
0
r
; p)  T (t
r
; p)
Der Zustand des logischen Systems ist daher immer \korrekt" im Sinne einer
sequentiellen Simulation. Das heit, sobald man alle einzelnen Prozessdaten f

ur
eine bestimmte Simulationszeit zusammengenommen hat, kann man bei dem
resultierenden Modell von dessen Korrektheit ausgehen ( Dies kann man bei
optimistischer Synchronisation im allgemeinen nicht!).
3.3 Konservativ optimale Simulation
Man kann den Vorgang einer Simulation mit speziellen Werten als (markierten)
gerichteten Graph G = (E;K;M
E
) betrachten. Die Knoten E in dem Graphen
stellen einzelne Berechnungen dar, die zwischen dem Empfangen und Aussenden
von Botschaften ausgef

uhrt werden. Die Knoten sind mit der Rechenzeit der
Berechnung markiert.
Die Kanten K stellen den Datenu zwischen den Berechnungen dar. Eine
Kante kann in einem Fall eine Variable sein, die ein Datum speichert; oder die
Kante ist eine Botschaft, die ein Datum

ubertr

agt. Die Funktion M
E
: E ! R
ordnet jeder Berechnung e 2 E eine Rechenzeit zu (Abb. 1).
Dieser Graph ist azyklisch und hat (mehrere) Start- und Endknoten. Den
l

angsten Pfad von einem Start- zu einem Endknoten in diesem Graph (bez. der
Rechenzeiten) nennt man den kritischen Pfad [Fuj90]. Die Summe der Rechen-
zeiten in diesem Pfad stellt eine untere Schranke f

ur die Rechenzeit der gesamten
Simulation dar. Wenn eine Simulation in dieser Zeit ausgef

uhrt werden konnte,
so nennt man diese Simulation konservativ-optimal.
8
engl.: time-stamped message
9
engl.: execution paradigm
10
engl.: local causality constraint
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Abbildung 1: Kritischer Pfad einer Simulation
3.4 Aktualisierung der lokalen Zeit
Das Kernproblem bei konservativer Synchronisation ist also, herauszunden,
wann ein lokaler Proze sicher sein kann, keine Botschaft mehr zu empfangen,
die es verbieten w

urde, weiterzurechnen.
3.4.1 Statischer Ansatz
Wenn es f

ur die Simulation ein logisches Netzwerk (siehe Kap. 2) gibt, so
wei man f

ur jeden Proze p
0
, von welchen anderen Prozessen p
i
dieser Bot-
schaften zugeschickt bekommen kann. Da einer Botschaft (m
a
; t
m
a
) nie eine
Botschaft (m
b
; t
m
b
) mit t
m
b
< t
m
a

uber dieselbe Verbindung folgen kann (vgl.
Kap. 3.2), gibt das Minimum aller aus den einzelnen Verbindungen jeweils zu-
letzt empfangenen Zeitmarkierungen (der Botschaften) eine untere Schranke
T
+
(t
r
; p
0
) f

ur die Zeitmarkierungen aller Botschaften, die sp

ater empfangen
werden, an [Fuj90] (z.B. in Abbildung 2 ist diese untere Schranke gleich 3). Die
lokale Zeit des Prozesses p
0
kann also bis zu dieser Schranke erh

oht werden.
Diese Technik alleine allerdings w

urde im besten Falle dazu f

uhren, da alle
Prozesse die Lokalzeit des am weitesten fortgeschrittenen Prozesses

ubernehmen
w

urden. Danach w

urde das System stehenbleiben.
3.4.2 Look-Ahead der Prozesse
Um also die Technik aus Kapitel 3.4.1 wirklich verwenden zu k

onnen, mu zu-
s

atzlich mindestens ein Proze die M

oglichkeit haben, diese Schranke zu

ubertre-
ten. Simulationen von physikalischen Systemen gehen oft in kleinen Zeitschritten
vor. D.h. wenn ein Prozess p
1
eine Botschaft (m
a
; t
m
a
) an p
2
gesandt hat und in
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Abbildung 2: Hinr. Bed. f

ur die lokale Zeit von p
0
p
2
bekannt ist, da p
1
in Zeitschritten  4t
min
rechnet, kann man in p
2
davon
ausgehen, da f

ur die Zeitmarkierung der n

achsten Botschaft (m
b
; t
m
b
) von p
1
gelten wird: t
m
b
 t
m
a
+4t
min
. Wenn man einen allgemein f

ur alle Prozesse
g

ultigen Wert 4t
min
angeben kann, so kann jeder Proze p
i
seine lokale Zeit
immer bis zu dem Wert T
+
(t
r
; p
i
) +4t
min
erh

ohen.
Diese Technik ist eine spezielle Methode von Look-Ahead. Je nach dem Wis-
sen

uber die physikalische Simulation werden auch andere M

oglichkeiten ver-
wendet, um Voraussagen

uber den Empfang von Botschaften zu machen.
3.4.3 Windowing
Beim Windowing
11
wird ein Zeitfenster deniert [Fuj90]:
 Die kleinste Zeitmarkierung t
m
aller noch nicht bearbeiteten Botschaften
(m; t
m
) legt den unteren Rand t
start
des Fensters fest.
 Durch eine fest vorgegebene Fenstergr

oe und t
start
wird dann der obere
Rand t
end
des Fensters deniert.
Beim Windowing werden nur Botschaften bearbeitet, deren Zeitmarkierungen
im Fenster liegen. Wenn jetzt wie in Kapitel 3.4.2 ein minimales Zeitinkrement
4t
min
bekannt ist, kommen f

ur das Aussenden von Botschaften, die einem Pro-
ze p verbieten w

urden, schon weiterzurechnen, nur noch Prozesse in Frage, die
eine direkte logische Verbindung mit p haben oder eine indirekte Verbindung,
deren L

ange beschr

ankt ist.
Hinzu kommt: Je n

aher die lokale Zeit T (t
r
; p) von p am unteren Fensterrand
t
start
liegt, desto weniger Nachbarprozesse kommen in Frage.
Beispiel (siehe Abbildung 3) : In diesem Beispiel sieht man, da Prozess
p
0
bis zum Zeitpunkt t
1
nur Botschaften von direkt benachbarten Prozessen
bekommen kann, bis zum Zeitpunkt t
2
nur Botschaften von Prozessen, die zwei
Verbindungen entfernt sind.
3.4.4 Null-Botschaften
Man kann jeden Prozess nachdem die lokale Zeit erh

oht wurde,

uber alle Ver-
bindungen Botschaften senden lassen. Falls

uber eine Verbindung eigentlich kei-
11
window, deutsch: Fenster
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Abbildung 3: Beispiel f

ur ein Zeitfenster
ne Botschaft gesendet werden m

usste, sendet man dort stattdessen eine Null-
Botschaft [Fuj90], die lediglich dazu dient, da der Empf

angerprozess seine lokale
Zeit ebenfalls erh

ohen kann.
Diese Technik hat allerdings den Nachteil, da sehr viel Interprozess-Kom-
munikation geleistet werden mu. Dieser Ansatz f

uhrt in den meisten F

allen zu
keinem guten Ergebnis.
3.5 Verklemmungsanalyse
3.5.1 Abh

angigkeitsmenge
Wir denieren uns zun

achst den Begri der Abh

angigkeits-Menge.
Zu jedem Prozess p 2 P gibt es zu jedem realen Zeitpunkt t
r
2 R die Ab-
h

angigkeitsmenge
12
D [CMH83]:
D(t
r
; p
i
) =

; wenn p
i
ausf

uhrend ;
fp
j
2 P jp
i
erw. Botsch. von p
j
g sonst
(Siehe auch Kapitel 3.5.2)
3.5.2 Prozesszustand
Zu jeder Zeit bendet sich ein Prozess in einem von zwei Zust

anden: wartend
oder ausf

uhrend [CMH83]. Nur Prozesse im ausf

uhrenden Zustand k

onnen Bot-
schaften senden (in diesem Modell). Ein Prozess kann jederzeit in den War-
tezustand treten. Ein Prozess verl

at den Wartezustand genau dann, wenn er
eine Botschaft von irgendeinen Prozess in seiner Abh

angigkeitsmenge empf

angt!
12
engl.: dependent set
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Wenn ein Prozess also mehrere Botschaften braucht, um mit der Berechnung
fortzufahren, so mu er nach dem Empfang einer Botschaft eben erneut in den
Wartezustand eintreten. Der Grund f

ur diese Art der Modellierung des Problems
ist, da sie den Algorithmus zur Verklemmungserkennung (siehe Kapitel 3.5.4)
vereinfacht!
3.5.3 Verklemmung
An einer Verklemmung sind immer mehrere Prozesse beteiligt. Alle Prozesse p
i
in einer Menge S  P sind verklemmt, wenn gilt [CMH83]:
 Alle Prozesse in S sind im Wartezustand.
 Alle Abh

angigkeits-Mengen D(t
r
; p
i
) der Prozesse p
i
2 P sind Untermen-
gen von S.
 Es werden keine Botschaften mehr ausgetauscht.
3.5.4 Algorithmus zur Verklemmungsanalyse
Der Algorithmus nach [CMH83] ist auf lokale Verklemmungsanalyse hin ausge-
legt. Mit dem Algorithmus lassen sich Verklemmungen von wartenden Prozessen
aus feststellen.
Der Algorithmus gew

ahrleistet, da in jeder \Verklemmungsmenge" S min-
destens ein Prozess erf

ahrt, da er an einer Verklemmung beteiligt ist!
Die Voraussetzungen f

ur den Algorithmus sind:
 Es ist immer f

ur jeden wartenden Prozess die Abh

angigkeitsmenge be-
kannt.
 Die Prozesse terminieren nicht. D.h. wenn ein Prozess wartend ist, so wird
mindestens eine Botschaft von einem anderen Prozess erwartet. Formal be-
deutet das: 8t
r
2 R; p 2 P : D(t
r
; p
i
) = ; ! p
i
ist nicht imWartezustand.
Der Algorithmus: ( siehe Abb. 4 und 5 )
1. Wenn ein Prozess p
i
2 P in den Wartezustand geht, l

ost er eine Zu-
standsberechnung
13
aus. D.h. jedem Prozess p
j
2 D(t
r
; p
i
)  P wird eine
Anfrage gesendet, ob von diesem Prozess wieder eine Botschaft kommen
kann, die es p
i
erm

oglichen w

urde, den Wartezustand zu verlassen. Falls
von keinem Prozess p
j
eine Botschaft kommen kann, besteht eine Ver-
klemmung!
2. Wenn in einem wartenden Prozess p
k
eine Anfrage von p
i
direkt oder
indirekt ankommt, so wird diese wiederum an alle Prozesse in der Abh

an-
gigkeitsmenge D(t
r
; p
k
) dieses Prozesses weitergegeben. Wenn alle diese
weitergegebenen Anfragen (negativ) beantwortet wurden, so wird die An-
frage, die an p
k
selber gestellt wurde, (negativ) beantwortet.
3. Wenn ein wartender Prozess eine zweite Anfrage bekommt, so wird die-
se sofort (negativ) beantwortet! Sonst w

urde dieser Algorithmus n

amlich
selber in eine Verklemmung laufen.
13
engl.: query computation
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Algorithmus zur Verklemmungsanalyse
 Zustandsberechnung von einem wartenden Prozess p
i
aus beginnen:
begin
latest(i):=latest(i)+1;
wait(i):=true
sende query(i,latest(i),i)
an alle Prozesse p
j
2 D(t
r
; p
i
);
num(i):=Anzahl der Elemente in D(t
r
; pi)
end
 F

ur einen ausf

uhrenden Prozess p
k
: Nach dem Verlassen des Wartezustan-
des wird f

ur alle i wait(i)=false gesetzt. Alle Anfragen und Antworten
werden ignoriert w

ahrend der Ausf

uhrungsphase.
 F

ur einen wartenden Prozess p
k
, der query(i,m,j) empf

angt:
if m>latest(i)
then begin
latest(i):=m;
engager(i):=j;
wait(i):=true;
fur alle Prozesse p
r
2 D(t
r
; p
k
)
sende query(i,m,k);
num(i):=Anzahl Prozesse in D(t
r
; p
k
)
end
else if wait(i) and m=latest(i)
then sende reply(i,m,k) an p
j
 F

ur einen wartenden Prozess p
k
bei Empfang von reply(i,m,r):
if m=latest(i) and wait(i)
then begin
num(i):=num(i)-1;
if num(i)=0
then if i=k
then erklare p
k
als verklemmt
else sende reply(i,m,k) an p
j
wobei j=engager(i)
end
Abbildung 4: Algorithmus zur Verklemmungsanalyse [CMH83]
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Bedeutung der Variablen im Algorithmus
Jeder Prozess p
k
hat folgende Variablen:
 query(i,m,j): Anfrage von Prozess p
j
aufgrund der m. von p
i
ausgel

osten
Zustandsberechnung.
 reply(i,m,j): (negative) Antwort von Prozess p
j
auf Anfrage dieses Pro-
zesses aufgrund der m. von p
i
ausgel

osten Zustandsberechnung.
 latest(i): Aktuellste bekannte Nummer der von p
i
ausgel

osten Zustands-
berechnung.
 wait(i): true , seit dem letzten Empfang von einer Anfrage
reply(i,latest(i),?) hat dieser Prozess den Wartezustand nicht mehr
verlassen.
 num(i): Zahl der noch nicht (negativ) beantworteten Anfragen
query(i,latest(i),k) dieses Prozesses.
 engager(i): Das j der ersten Anfrage der Form query(i,latest(i),j)
an diesen Prozess.
Abbildung 5: Variablen-Erkl

arung zum Algorithmus in Abb. 4
4. Jede Zustandsberechnung ist eindeutig dem initiierenden Prozess zugeord-
net. Falls mehrere Prozesse Zustandsberechnungen initiiert haben, werden
die zugeh

origen Anfragen unabh

angig voneinander behandelt!
5. Ein Prozess im ausf

uhrenden Zustand ignoriert alle Anfragen.
6. Ein Prozess der Anfragen gestellt hat und danach im ausf

uhrenden Zu-
stand ist oder war, ignoriert alle zu diesen Anfragen geh

origen Antworten.
Dadurch werden ung

ultige Zustandsberechnungen abgebrochen.
7. Jede Zustandsberechnung, die von einem Prozess p
i
ausgel

ost wurde, hat
eine eigene Nummer, damit jeder Prozess wei, da dies eine neue Zu-
standsberechnung ist.
Dieser Algorithmus verlangt nicht, da ein Prozess, der in den Wartezustand
geht, sofort eine Zustandsberechnung ausl

ost [CMH83]. Man kann die Prozesse
auch erst etwas warten lassen. Falls n

amlich gar keine Verklemmung existiert,
spart man auf diese Art unter Umst

anden sehr viel Kommunikationszeit.
Algorithmen zur Deadlock-Au

osung habe Ich hier nicht aufgef

uhrt. Au-
erdem ist noch zu erw

ahnen, da oft die Synchronisation so ausgelegt wird,
da gar keine Verklemmungen auftreten k

onnen.
3.6 Aktuelle Anwendungsbeispiele f

ur konservative Syn-
chronisation
3.6.1 Str

omungsrechnung
Daimler-Benz Debis, Porsche, sowie die Universit

aten Stuttgart und Karlsruhe
betreiben in Stuttgart ein Rechenzentrum [Sch98b]:
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In einem VR-Raum lassen sich Konstruktionsaufgaben virtuell erledigen. Es
werden vor allem Str

omungs- und Verbrennungsvorg

ange im Kolbenraum ei-
nes Motors simuliert. Dabei m

ussen Dierentialgleichungssysteme angen

ahert
werden (Navier-Stokes-Gleichungen). Die verteilte Simulation hilft hier, Pro-
duktentwicklungszeiten zu verk

urzen. Gerechnet wird vor allem auf einem NEC
Cluster SX4/36 H2 und einer Silicon Graphic Onyx 2 mit 14 R10000 Prozesso-
ren und 4 Gigabyte Hauptspeicher. Unter anderem rechnet in Karlsruhe noch
ein IBM-Supercomputer mit.
3.6.2 Wettervorhersage
Der Deutsche Wetterdienst unterh

alt in Oenbach einen Cray-T3E-1200E Su-
percomputer von Silicon Graphics, der in der ersten Aufbaustufe mit 456 Pro-
zessoren mit insgesamt 600 Gigaops best

uckt wurde [Sch98a] ( zur Jahrtau-
sendwende soll der Supercomputer mit 1024 Prozessoren arbeiten ):
Aus 25000 Wetterbeobachtungen pro Stunde, die zum Groteil von Wett-
erstationen und Satelliten stammen, wird zweimal t

aglich ein Ausgangsmodell
geschaen und eine Vorausberechnung des Wetters auf bis zu eine Woche ge-
macht. Das simulierende Gittermodell hat

uber Deutschland eine Maschenweite
von 14 km und 20 atmosph

arische Schichten und wird mit internen Zeitschrit-
ten von 4 Minuten gerechnet. Ein Gitterpunkt braucht 3000-5000 Flops pro
Zeitschritt. In den Modellen werden Wolken, Wasserdampf, Strahlung, Konvek-
tion, Niederschlag, W

armeu, Verdunstung, Bodenfeuchte und Schneeschmelze
ber

ucksichtigt.
4 Das Time-Warp-Verfahren
Das Time-Warp
14
-Verfahren ist eine optimistische Synchronisationsmethode.
Optimistische Methoden zeichnen sich durch folgende Eigenschaften aus:
 Alle Prozesse rechnen, ohne auf Botschaften zu warten. Es wird dabei dar-
auf spekuliert, da

ofters kein Einu durch andere Prozesse stattndet.
 Ein Proze p ist in der Lage ein Roll-Back auszuf

uhren. Ein Roll-Back
wird n

otig, wenn eine Botschaft (m; t) mit t < T (p) eintrit, d.h. die
Berechnungen ab dem Zeitpunkt t falsch sind, weil sie m nicht ber

ucksich-
tigt haben.
4.1 Formalismus
 Wenn ein Proze p nie mehr ein Roll-Back ausf

uhren mu, so da T (t
r
; p)
wieder kleiner als t w

urde, so sagt man, da zum Zeitpunkt t
r
alle Be-
rechnungen von p bis zum Simulationszeitpunkt t wahr sind [LL91]. Man
spricht dann von einer wahren Berechnung
15
.
 Wenn eine Botschaft nicht wahr ist, wird sie irgendwann durch eine Ge-
genbotschaft m gel

oscht werden. (m; t
m
) sagt dem empfangenden Prozess,
da (m; t
m
) falsch war.
14
deutsch: Zeit-Verzerrung
15
engl.: true calculation
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 Eine wahre Botschaft ist eine Botschaft, die nicht mehr durch eine Gegen-
botschaft gel

oscht wird [LL91].
Eine wahre Berechnung wird also keine falschen Botschaften ausl

osen.
Allerdings kann der Inhalt einer falschen Botschaft m durchaus korrekt sein. Die
Bezeichnungen \falsche Botschaft" bzw. \wahre Botschaft" f

ur eine Botschaft
m sind hier nicht im intuitiven Sinne zu verstehen. Sie beziehen sich nicht auf
den Inhalt von m, sondern lediglich darauf, ob m sp

ater widerrufen wird oder
nicht.
4.2 Roll-Back














p
1
p
2
p
3
p
4
t
1
= 2
t
2
= 5
t
3
= 4 t
4
= 3
(m
b
; 5)
t
r
= 0
(m
a
; 4)
Abbildung 6: Roll-Back-Beispiel: t
r
= 0
Roll-Back l

at sich am besten anhand eines Beispiels erkl

aren:
t
r
= 0 (Abb. 6): Seien p
1
bis p
4
Prozesse. Zum (realen) Zeitpunkt t
r
=
0 haben die Prozesse die in der Abbildung angegebenen lokalen Zeiten t
i
=
T (t
r
; p
i
). Der Proze p
3
sendet die Botschaft m
a
an p
4
und p
2
sendet m
b
and
p
3
. p
3
speichert (m
b
; 5), da p
3
m
b
erst ber

ucksichtigen darf
16
, wenn die lokale
Zeit den Wert 5 erreicht hat (dasselbe gilt f

ur p
4
und (m
a
; 4)).
16
Kausalit

atsprinzip
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t
0
r
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t
0
3
= 5 t
0
4
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t
0
1
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c
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(m
a
; 4)
Abbildung 7: Roll-Back-Beispiel: t
0
r
= 1
t
0
r
= 1 (Abb. 7): Zur Zeit t
0
r
= 1 entdeckt p
1
das Ereignis m
c
, das p
3
betrit,
und sendet es. p
3
f

uhrt darauf hin ein Roll-Back aus: p
3
setzt seine lokale Zeit
auf t
m
c
= 3 zur

uck, und sendet die Gegenbotschaft (m
a
; 4), da t
m
a
> t
m
c
.
Zu beachten ist:
 Bei einem Roll-Back wird nicht nur die lokale Zeit des betroenen Prozes-
ses zur

uckgesetzt, sondern auch dessen Zustand!
 p
3
mu die Botschaft (m
a
; 4) gespeichert haben, sonst kann von p
3
aus
bei einem Roll-Back nicht mehr festgestellt werden, ob und an welchen
Proze Gegenbotschaften gesendet werden m

ussen!
 Auch in p
4
mu ein Roll-Back ausgef

uhrt werden, da die falsche Botschaft
m
a
ber

ucksichtigt wurde. Unter Umst

anden kann dies bedeuten, da p
4
auch wieder Gegenbotschaften senden mu!
 m
a
l

oscht die Botschaft m
a
aus dem Botschaften-Speicher von p
4
.








p
1
p
2
p
3
p
4
t
00
1
= 3;2
t
00
2
= 8
t
00
3
= 3;1
t
00
r
= 1,1
t
00
4
= 4
Abbildung 8: Roll-Back-Beispiel: t
00
r
= 1;1
t
00
r
= 1;1 (Abb. 8): Zum Zeitpunkt t
00
r
= 1;1 hat p
3
seine Berechnungen ab
der Simulationszeit 3;0 und p
4
ab der Sim.-Zeit 4;0 begonnen. p
1
und p
2
haben
in diesem Beispiel ungest

ort weitergerechnet.
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4.3 Abbrechen von Berechnungen
Das Abbrechen von Berechnungen
17
kann auf verschiedene Arten ausgef

uhrt
werden. In jedem Falle ist es von Vorteil, wenn man den Gegenbotschaften eine
h

ohere Priorit

at als den Botschaften zuteilt, da diese sonst den Botschaften
durch das ganze Netzwerk \hinterherlaufen".
4.3.1 Lazy Cancellation
Im Gegensatz zum intuitiven Verfahren ( direct/aggressive cancellation
18
) gibt
es das sogenannte lazy cancellation
19
. In diesem Falle sendet ein Prozess nach
einem Roll-Back nicht sofort Gegenbotschaften aus, um vorher gesendete Bot-
schaften aufzuheben [Fuj90]. Statt dessen wird gewartet, ob die neue Berech-
nung die gleichen Botschaften generiert; wenn die gleichen Botschaften generiert
werden, ist es n

amlich gar nicht n

otig Gegenbotschaften auszul

osen. Allerdings
braucht dieses Verfahren Rechenzeit, um festzustellen ob die selben Botschaften
generiert werden. Unter Umst

anden kann die Simulation mit diesem Verfahren
wesentlich langsamer sein.
Lazy cancellation hat die interessante Eigenschaft, das damit die Simula-
tionszeit einer konservativ optimalen Simulation unterschritten werden kann.
Die Ausf

uhrungszeit des kritischen Pfades ist n

amlich nicht mehr untere Gren-
ze f

ur die Rechenzeit, da das lokale Kausalit

atsprinzip nicht mehr gilt (siehe
Kapitel 3.2)!
4.3.2 Lazy Reevaluation
Wenn nach Bearbeitung einer Botschaft sich der Zustandsvektor eines Prozesses
nicht ge

andert hat, und diese Botschaft durch eine Gegenbotschaft aufgehoben
wird, so ist klar, da bei einem Roll-Back die Wiederbearbeitung der darauol-
genden Botschaften genauso ausfallen wird [Fuj90]. Deshalb braucht man diese
Botschaften nicht erneut zu bearbeiten. Stattdessen k

onnen diese

ubersprungen
werden. Es wird allderdings ein Vergleich der Zustandsvektoren ben

otigt.
Wenn zum Beispiel \Lesebotschaften" h

auger vorkommen, so wird mit die-
ser Methode der Aufwand eingespart, den ein Roll-Back einer \Lesebotschaft"
verursachen w

urde. Allerdings kann die Implementierung von Lazy Reevaluta-
tion den Programmcode deutlich komplexer machen [Fuj90]!
5 Statistik
Abbildung 9 zeigt, wie konservative Synchronisation bzw. Time Warp auf die
Zahl von Botschaften reagieren: Der Beschleunigungsfaktor
20
bezeichnet den
Geschwindigkeitszuwachs der parallelen Algorithmen gegen

uber einer sequenti-
ellen Ausf

uhrung.
Je mehr Botschaften ausgetauscht werden, desto weniger m

ussen die Prozes-
se bei der konservativen Simulation warten. Bei Time Warp f

uhrt eine h

ohere
17
engl.: cancellation
18
deutsch: direktes/aggressives Abbrechen
19
deutsch: faules Abbrechen
20
engl.: speedup-factor
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Anzahl von Botschaften dazu, da weniger Zeit f

ur die Ausf

uhrung von Roll-
Backs ben

otigt wird. In diesem Beispiel f

uhrt die Zerlegung von 16 in 64 Prozesse
zu einer Verlangsamung beim konservativen Algorithmus!
6
4
2
0
16 32 48 640
Botschaften pro Prozess
8
B
es
ch
le
un
ig
un
gs
fa
kt
or
16 Prozesse
64 Prozesse
64 Prozesse
16 Prozesse
Konservativer Algorithmus
Time Warp
Abbildung 9: Experiment auf 8-Prozessor BBN Buttery Multiprozessor [Fuj90]
Abbildung 10 zeigt ein Experiment, bei dem ein Beschleunigungsfaktor von
50 auf einem 64-Prozessor-System erreicht wurde. Man sieht, da der Beschleu-
nigungsfaktor nicht linear mit der Zahl der verwendeten Prozessoren ansteigt.
Das liegt vor allem daran, da die Zeit, die insgesamt f

ur die

Ubertragung der
Botschaften ben

otigt wird, mit der \Gr

oe" des Netzwerkes zunimmt.
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4 Botschaften pro Prozess
Time Warp mit 256 logischen Prozessen
Abbildung 10: Experiment auf 64-Prozessor-System[Fuj90]
5.1 Anwendungen
5.1.1 Netzwerk-Simulation
Das Time-Warp-Verfahren wird in der Simulation von Rechner- und Kommu-
nikations-Netzwerken verwendet. Vor dem Bau eines (teuren) Netzwerks wird
zun

achst simuliert.
Wenn man ein Netzwerk korrekt simuliert, kann man bessere Aussagen

uber
die Leistung des Netzwerkes machen, als wenn man an einem existierendem
Netzwerk Messungen ausf

uhrt. Man kann n

amlich beliebig viel Beobachtungen
ausf

uhren lassen, ohne da die hierf

ur ben

otigte Rechenzeit die Messergebnisse
verf

alscht.
5.1.2 VHSIC-Simulation
Auf der Web-Seite \http://www.ece.uc.edu/~paw/warped" ndet sich ein Time-
Warp-Kernel f

ur Unix-Betriebssysteme. Mit diesem Kernel ist ein Simulator f

ur
VHSIC-Schaltungen entwickelt worden.
Der Simulator nimmt eine Schaltungs-Spezikation in VHDL entgegen. Diese
Spezikation wird in C++

ubersetzt. Der

ubersetzte Programmcode zusammen
mit dem Time-Warp-Kernel simuliert dann die Schaltung.
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