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In this paper, the approximation characteristic of a diagonal matrix
in probabilistic and average case settings is investigated. And the
asymptotic degree of the probabilistic linear (n, δ)-width and p-
average linear n-width of diagonal matrixM are determined.
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1. Introduction and main results
In approximation theory, the problem of n-widths has by now been studied in depth, especially
the classical n-widths. Detailed information about the usual widths, such as the Kolmogorov widths,
Gel’fand widths and linear widths, may be found in Pinkus’s book [4], in which a series of results have
been obtained for the unit matrix and diagonal matrix. However, in the worst case setting, the error is
defined by the worst case with respect to a given class, so it does not reflect the behavior of the error
functional for the best approximation in the whole space. In other words, it does not give information
about the measure of the elements in the class that can be approximated to some degree. The study
of probabilistic and average widths has been suggested recently, for a series of other problems, which
are closely related to probabilistic width and average width, such as ε-complexity, the minimal error
of the problems of function approximation and integration by using N standard information in [5].
Moreover, in the probabilistic approach, the error is defined by theworst case performance on a subset
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that measures at least 1 − δ. It reflects the intrinsic structure of the class. Therefore, a probabilistic
setting, compared with the worst case setting, allows one to give a deeper analysis of smoothness
and approximation for the function class. In the average case approach, the error is defined by the
integral with respect to a given probability measure. It characterizes the optimal approximation of
‘‘most’’ elements of classes. Furthermore, recently Maiorov has obtained a great deal of results for the
unit matrix in probabilistic and average case settings (see e.g., [1–3]).
In the present article, we continue Maiorov’s work [1–3], considering the approximation
characteristic of a diagonal matrix in probabilistic and average case settings.
Let lmp (1 ≤ p ≤ ∞) denote the m-dimensional normed space consisting of vectors x =
(x1, . . . , xm) ∈ Rm with norm
‖x‖p =

(
m∑
i=1
|xi|p
)1/p
, 1 ≤ p <∞,
max
1≤i≤m
|xi|, p = ∞.
(1)
Let Bmp (ρ) = {x ∈ lmp | ‖x‖p ≤ ρ} be the ball with radius ρ in lmp . In particular, set Bmp = Bmp (1).
Let W be a subset of lmq (1 ≤ q ≤ ∞). For natural number n (0 ≤ n ≤ m), we define the linear
n-width ofW in space lmq as
λn(W , lmq ) = infTn supx∈W ‖x− Tnx‖q, (2)
where Tn are taken all over the linear operators on lmq with rank(Tn) ≤ n. Many authors have studied
the width λn(Bmp , l
m
q ), and obtained some deep results. Detailed information can be found in Pinkus’s
book [4].
Let T be an operator from space lmp into l
m
q (1 ≤ p, q ≤ ∞), 0 ≤ n ≤ m. The quantity
λn(T : lmp → lmq ) = λn(T (Bmp ), lmq ) = infTn supx∈Bmp
‖Tx− Tnx‖q (3)
is called the linear n-width of operator T from lmp into l
m
q . It is clear that if T is a unit matrix, then linear
n-width (3) is λn(Bmp , l
m
q ). If T is a diagonal matrix M = diag(β1, . . . , βm) with β1 ≥ β2 ≥ · · · ≥
βm > 0, thewidth (3) has been studied bymany authors, and they have obtained a series of wonderful
results. Pinkus summarized these results in [4], and obtained the following theoremon approximation
characteristic of a diagonal matrix in a worst case setting:
Theorem 1 ([4]). Let 0 ≤ n ≤ m − 1, 1 ≤ q ≤ ∞, diagonal matrix M = diag(β1, . . . , βm) with
β1 ≥ β2 ≥ · · · ≥ βm > 0. Then
λn(M : lmq → lmq ) = βn+1.
In the space Rm, we consider the Gaussian measure γ = γm, which is defined as
γ (G) = (2pi)−m/2
∫
G
e−‖x‖
2
2/2dx,
where G is any Borel set in Rm. Obviously, γ (Rm) = 1.
In [5], the measure of balls is estimated. Namely,
γ (Bm2 (c
√
m)) ≤ 1/2, γ (Bm2 (ρ)) ≥ 1− 5 exp(−ρ2/m), (4)
where c is an absolute constant, and ρ is any positive number.
Let T be an operator on Rm, 1 ≤ q ≤ ∞, 0 ≤ n ≤ m, δ ∈ (0, 1]. The quantity
λn,δ(T : Rm → lmq , γ ) = infG λn(T (R
m \ G), lmq ) = infG infTn supx∈Rm\G ‖Tx− Tnx‖q (5)
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is called the probabilistic linear (n, δ)-width of operator T in space lmq . Where in Eq. (5), the first
infimum G runs all over the Borel subsets in Rm with γ (G) ≤ δ, the second infimum Tn is taken
over all linear operators on Rm with rank ≤ n.
Moreover, in the space lmq , the p-average linear n-widths of operator T is defined by
λ(a)n (T : Rm → lmq , γ )p = infTn
(∫
Rm
‖Tx− Tnx‖pqdγ (x)
)1/p
, 0 < p <∞, (6)
where Tn are taken all over the linear operators on Rm with rank(Tn) ≤ n.
In the following, we denote by ci, i = 1, 2, 3, 4, positive constants depending only on the
parameter q. For two positive functions a(y) and b(y), y ∈ D, the set D is the domain of a(y) and
b(y), we write a(y)  b(y) or a(y)  b(y) if there exist constants c1 and c2 such that a(y) ≥ c1b(y)
or a(y) ≤ c2b(y) for all y ∈ D. If there exist constants c3 and c4 such that c3 ≤ a(y)/b(y) ≤ c4 for
all y ∈ D, then we write a(y)  b(y). Namely, for all y ∈ D, if a(y)  b(y) and a(y)  b(y), then
a(y)  b(y).
Maiorov has researched the linear (n, δ)-width (5) and p-average linear n-width (6) of unit matrix
I , and gets their exact orders.
Theorem 2 ([2]). (1) Let 2 ≤ q <∞, m ≥ 2n ≥ 0, and δ ∈ (0, 1/2]. Then
λn,δ(I : Rm → lmq , γ )  m
1
q +
√
ln
1
δ
.
(2) Let 1 ≤ q <∞, 0 < p <∞, m ≥ 2n ≥ 0. Then
λ(a)n (I : Rm → lmq , γ )p  m1/q.
In the following, we always suppose thatM = diag(β1, . . . , βm) is anm×m real diagonal matrix
with
β1 ≥ β2 ≥ · · · ≥ βm > 0.
In the present paper, we continue Maiorov’s work, and study the approximation characteristic of
diagonal matrixM . We get the exact order of the linear (n, δ)-width (5) and p-average linear n-width
(6) of diagonal matrixM in the following two theorems which are our main results of this paper.
Theorem 3. Let 0 ≤ 2n ≤ m, 2 ≤ q <∞, δ ∈ (0, 1/2], and∑mk=n+2 βri ≤ mβrn+1, 1r = 1q − 12 . Then
λn,δ(M : Rm → lmq , γm)  βn+1
(
m1/q +
√
ln
1
δ
)
.
Theorem 4. Let 0 ≤ 2n ≤ m, 2 ≤ q < ∞, 0 < p < ∞, δ ∈ (0, 1/2], and∑mk=n+2 βri ≤ mβrn+1,
1
r = 1q − 12 . Then
λ(a)n (M : Rm → lmq , γm)p  βn+1m1/q.
Remark. (1) If 0 ≤ n ≤ m− 1, then λn,δ(M : Rm → lmq , γm) βn+1(m1/q+
√
ln 1
δ
). The conditions∑m
k=n+2 β
r
i ≤ mβrn+1, 1r = 1q − 12 and 0 ≤ 2n ≤ m are used to estimate the lower bound of
λn,δ(M : Rm → lmq , γm) .
(2) Compared with Theorems 1 and 2, Theorems 3 and 4 are the generalization of them. Particularly,
the part (1) and (2) of Theorem 2 are special cases of Theorems 3 and 4, respectively.
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(3) We conjecture that if 1 ≤ q < 2, then
λn,δ(M : Rm → lmq , γm)  βn+1m1/q−1/2
√
m+ ln 1
δ
or
λn,δ(M : Rm → lmq , γm) 
(
m∑
i=n+1
βi
r
)1/r √
m+ ln 1
δ
,
where 1/r = 1/q− 1/2.
2. Proof of main theorem
To prove ourmain results, we introduce the following auxiliary lemmas, in which Lemma 1 is used
to estimate the upper bound of Theorem 3 and Lemmas 2–4 play the important role in estimating the
lower bound of Theorem 3.
Lemma 1 ([2]). Let 2 ≤ q <∞, and δ ∈ (0, 1/2]. For some constant cq depending only on q, we have
γ
{
x ∈ Rm | ‖x‖q ≥ cq
(
m1/q +
√
ln
1
δ
)}
≤ δ.
Lemma 2 ([2]). Let δ ∈ [0, e−1]. For any vector z ∈ Rm, we have
γ
{
x ∈ Rm | |(x, z)| ≥ c ′‖z‖2
√
ln
1
δ
}
≥ δ,
where (x, z) is the standard inner product, and c ′ is an absolute constant.
Lemma 3 ([4]). Let 0 ≤ n ≤ m− 1. Then
λn(M : lm1 → lm2 ) = maxn+1≤j≤m
(
(j− n)/
j∑
k=1
1
β2k
)1/2
.
Lemma 4 ([4]). Let M = diag{β1, β2, . . . , βm} and assume that M is nonsingular. Then
min
x6=0
‖Mx‖q
‖x‖p =

(
m∑
i=1
|βi|r
)1/r
, 1 ≤ p < q ≤ ∞,
min
i=1,...,m |βi|, 1 ≤ q ≤ p ≤ ∞,
where 1/r = 1/q− 1/p.
In the present position, we prove our main results.
Proof of Theorem 3. Firstly, we estimate the upper bound of λn,δ(M : Rm → lmq , γm).
Considering the subset in Rm:
Qδ =
{
x ∈ Rm | ‖x‖q ≥ cq
(
m1/q +
√
ln
1
δ
)}
.
According to Lemma 1, we have
γ (Qδ) ≤ δ.
By Theorem 1
λn(M : lmq → lmq ) = βn+1,
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we get
λn,δ(M : Rm → lmq , γm) ≤ λn
(
M
(
Bmq
(
cq
(
m1/q +
√
ln
1
δ
)))
, lmq
)
= cq
(
m1/q +
√
ln
1
δ
)
λn(M : lmq → lmq )
= cqβn+1
(
m1/q +
√
ln
1
δ
)
.
Therefore,
λn,δ(M : Rm → lmq , γm) βn+1
(
m1/q +
√
ln
1
δ
)
.
Next, we estimate the lower bound of λn,δ(M : Rm → lmq , γm).
Let ε be any positive number.We consider a linear operator T with rank atmost n and a setG ⊂ Rm
with γ (G) ≤ δ, for which
λn,δ(M : Rm → lmq , γm) ≥ sup
x∈Rm\G
‖Mx− Tx‖q − ε = sup
x∈Rm\G
‖Mx− (TM−1)(Mx)‖q − ε. (7)
We can describe the operator TM−1 by
TM−1x =
m∑
k=1
(x, uk)vk, (x ∈ Rm),
(TM−1)∗x =
m∑
k=1
(x, vk)uk, (x ∈ Rm),
where uk, vk are vectors in Rm,M−1 is the inverse matrix ofM , (TM−1)∗ is the conjugate operator of
TM−1.
For 1/q+ 1/q′ = 1,
‖Mx− Tx‖q = max
y∈Bm
q′
(Mx− Tx, y) = max
y∈Bm
q′
(Mx− (TM−1)Mx, y)
= max
y∈Bm
q′
((I − (TM−1))Mx, y) = max
y∈Bm
q′
((I − (TM−1))∗y, Mx)
= max
y∈Bm
q′
(
y−
m∑
k=1
(y, vk)uk, Mx
)
≥ max
1≤i≤m
∣∣∣∣∣
(
ei −
m∑
k=1
(ei, vk)uk, Mx
)∣∣∣∣∣ , (8)
where ei = (0, . . . , 0, 1, 0, . . . , 0) is the ith unit vector.
Put
zi = ei −
m∑
k=1
(ei, vk)uk, H =
m⋃
i=1
Hi,
Hi =
{
x ∈ Rm | |(Mx, zi)| ≥ c ′βn+12 1q−1
√
ln
1
δ
}
.
From Lemma 3, we can get the following conclusion:
λn(M : conv(e1, . . . , em)→ lm2 ) = maxn+1≤j≤m
{
(j− n)/
j∑
k=1
1
β2k
}1/2
≥
{
(m− n)/
m∑
k=1
1
β2k
}1/2
.
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Since
∑m
k=n+2 β
r
i ≤ mβrn+1, 1r = 1q − 12 , 2 ≤ q <∞, by Hölder’s inequality,
m∑
k=1
1
β2k
≤
{
m∑
k=1
(
1
β2k
)−r
2
} 2−r ( m∑
k=1
1
1
1+2/r
)1+ 2r
=
{
m∑
k=1
(
1
βk
)−r} 2−r
·m1+ 2r =
{
m∑
k=1
βk
r
} 2−r
·m1+ 2r
(
m∑
k=1
1
β2k
) 1
2
≤
{ m∑
k=1
βk
r
} 2−r
·m1+ 2r

1
2
= m 12+ 1r /
(
m∑
k=1
βrk
) 1
r
(
m∑
k=1
1
β2k
)− 12
≥
(
m∑
k=1
βrk
) 1
r /
m
1
2+ 1r .
Thus,
λn(M : conv(e1, . . . , em)→ lm2 ) ≥
{
(m− n)/
m∑
k=1
1
β2k
}1/2
≥
(
m∑
k=1
βrk
) 1
r
(m− n) 12 /m 12+ 1r =
(
n+1∑
k=1
βrk +
m∑
k=n+2
βrk
) 1
r
(m− n) 12 /m 12+ 1r
≥
(
2
m∑
k=n+2
βrk
) 1
r
(m− n) 12 /m 12+ 1r ≥ 2 1r m 1r βn+1(m− n) 12 /m 12+ 1r
≥ 2 1r m 1r βn+1
√
1
2
m
1
2 /m
1
2+ 1r = 2 1r
√
1
2
βn+1 = 2 1r − 12 βn+1
= 2 1q−1βn+1, (9)
where n ≤ m/2.
For i = 1, . . . ,m, set zi = ei − (TM−1)∗(ei), (TM−1)∗ is the conjugate operator of TM−1. From
inequality (9), there is zi0 = ei0 − (TM−1)∗(ei0), such that
‖Mzi0‖2 ≥ βn+12
1
q−1.
Therefore, according to Lemma 2,
γ (H) ≥ γ (Hi0) = γ
{
x ∈ Rm | |(Mx, zi0)| ≥ c ′βn+12
1
q−1
√
ln
1
δ
}
≥ γ
{
x ∈ Rm | |(Mx, zi0)| ≥ c ′‖Mzi0‖2
√
ln
1
δ
}
= γ
{
x ∈ Rm | |(x, Mzi0)| ≥ c ′‖Mzi0‖2
√
ln
1
δ
}
≥ δ. (10)
By inequality (8), (10) and since γ (G) ≤ δ. We have
sup
x∈Rm\G
‖Mx− Tx‖q ≥ c ′2 1q−1βn+1
√
ln
1
δ
.
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From here and inequality (7), let ε→ 0. We obtain
λn,δ(M : Rm → lmq , γm) βn+1
√
ln
1
δ
. (11)
Next, we prove λn,δ(M : Rm → lmq , γm) βn+1m1/q.
By Lemma 4 and the condition
∑m
k=n+2 β
r
i ≤ mβrn+1, 1r = 1q − 12 , 2 ≤ q <∞, moreover, from the
rotation invariance of the Gaussian measure,
λn,δ(M : Rm → lmq , γm) = inf
γ (G)≤δ
inf
Tn
sup
x∈Rm\G
‖Mx−MM−1Tnx‖q
≥ (
m∑
k=1
βrk)
1
r inf
γ (G)≤δ
inf
Tn
sup
x∈Rm\G
‖x−M−1Tnx‖2
≥
(
n+1∑
k=1
βrk +
m∑
k=n+2
βrk
) 1
r
inf
γ (G)≤δ
sup
x∈Rm\G
p(x)
≥
(
2
m∑
k=n+2
βrk
) 1
r
inf
γ (G)≤δ
sup
x∈Rm\G
p(x)
≥ 2 1r m 1r βn+1 inf
γ (G)≤δ
sup
x∈Rm\G
p(x)
= 21/q−1/2m1/q−1/2βn+1 inf
γ (G)≤δ
sup
x∈Rm\G
p(x),
where p(x) = (∑mi=n+1 x2i )1/2.
We consider the following set:
G1 = {x ∈ Rm | p(x) ≥ c
√
m}.
From inequality (4), we have
γ (G1) = γm−n(Rm−n \ Bm−n2 (c
√
m− n)) ≥ 1/2.
Therefore, for any δ ∈ (0, 1/2], usingm ≥ 2n, we get
λn,δ(M : Rm → lmq , γm) ≥ c21/q−1/2m1/q−1/2βn+1
√
m− n m1/qβn+1. (12)
According to inequality (11) and (12), we have
λn,δ(M : Rm → lmq , γm) βn+1
(
m1/q +
√
ln
1
δ
)
.
Then we obtain
λn,δ(M : Rm → lmq , γm)  βn+1
(
m1/q +
√
ln
1
δ
)
.
Which completes the proof of Theorem 3.
Proof of Theorem 4. If 2 ≤ q <∞, then it follows from Theorem 3 that there exists a linear operator
Tn with rank≤ n, such that for any δ ∈ (0, 1/2] and some subset Gδ with γ (Gδ) ≤ δ,
λn(M(Rm \ Gδ), Tn, lmq )
(
m1/q +
√
ln
1
δ
)
βn+1.
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Considering the sequence {G2−k}∞k=0 of sets with G1 = Rm for k = 0, and γ (G2−k) ≤ 2−k for k ≥ 1.
Then ∫
Rm
‖Mx− Tnx‖pqγ (dx)
=
∞∑
k=0
∫
G2−k \G2−k−1
‖Mx− Tnx‖pqγ (dx)
≤
∞∑
k=0
λn(M(Rm \ G2−k−1), Tn, lmq )pγ (G2−k)

∞∑
k=0
(m1/q + k)pβpn+12−k
 mp/qβpn+1.
Thus
λ(a)n (M : Rm → lmq , γm)p  βn+1m1/q. (13)
On the other hand, if 2 ≤ q < ∞, in virtue of estimating the lower bound of λn,δ(M : Rm →
lmq , γm) in Theorem 3, for any linear operator Tn on R
m with rank ≤ n, there exists a subset G ⊂ Rm
with measure γ (G) ≥ 1/2, such that
‖Mx− Tnx‖q  (m1/q + ln 2)βn+1 > m1/qβn+1, ∀x ∈ G.
Hence,∫
Rm
‖Mx− Tnx‖pqγ (dx) mp/qβpn+1γ (G) mp/qβpn+1.
Then we get
λ(a)n (M : Rm → lmq , γm)p  βn+1m1/q. (14)
By inequality (13) and (14), we obtain
λ(a)n (M : Rm → lmq , γm)p  βn+1m1/q.
Which completes the proof of Theorem 4.
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