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QoS-Aware Virtual Machine Scheduling for Video Streaming Services
in Multi-Cloud
Wei Chen, Junwei Cao , and Yuxin Wan
Abstract: Video streaming services are trending to be deployed on cloud. Cloud computing offers better stability
and lower price than traditional IT facilities. Huge storage capacity is essential for video streaming service. More
and more cloud providers appear so there are increasing cloud platforms to choose. A better choice is to use more
than one data center, which is called multi-cloud. In this paper a closed-loop approach is proposed for optimizing
Quality of Service (QoS) and cost. Modules of monitoring and controlling data centers are required as well as the
application feedback such as video streaming services. An algorithm is proposed to help choose cloud providers
and data centers in a multi-cloud environment as a video service manager. Performance with different video service
workloads are evaluated. Compared with using only one cloud provider, dynamically deploying services in multicloud is better in aspects of both cost and QoS. If cloud service costs are different among data centers, the algorithm
will help make choices to lower the cost and keep a high QoS.
Key words: cloud computing; dynamic scheduling; data centers; video streaming; service computing; performance
evaluation; Quality of Service (QoS)
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Introduction

Cloud computing is changing more and more services
on Internet[1, 2] . Amazon is the most popular public
cloud provider, and more providers are entering this
area. The number of cloud providers will increase
explosively in future. Netflix is a video streaming
service provider and based on Amazon EC2. It has been
proved that a video service based on cloud computing
is feasible. How to choose cloud providers is becoming
increasingly important. Different cloud providers may
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charge different prices and support different service
items. One cloud provider may have several data centers
to choose. The position of data center is also important
for data-intensive service like streaming video. The
Quality of Service (QoS) will decrease if the data
center is far from the end users. In such a multi-cloud
environment, applications based on cloud should make
choices of how to use these resources. Security in cloud
computing is also very important. Lots of works[3, 4]
have been done to resolve this problem. In multi-cloud,
security problem is more important and difficult. With
such a standard security management, cooperation in
multi-cloud providers can be achieved.
For a video service system based on cloud, the cost of
renting storage and Virtual Machines (VM) is the main
part of the total cost. The cost of VM is dynamically
changing with the application requirements. Less VMs
than needed leads to a high resource utilization. More
VMs than needed will cause a waste of resource. The
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standard of the needed number is based on QoS. An
appropriate resource utilization of VM can reduce the
packet loss or decoding delay in the video streaming
service, which will help to improve the QoS. In the
simulation, the QoS is calculated by the distance
between the user and the server as well as the resource
utilization of the server.

2

Related Work

Cloud computing is rapidly developing and becoming
more and more attractive. Low cost, high efficiency, and
scalability are very significant in the environment of big
data, which is becoming a trend. Amazon, Google, and
similar technique companies are heavily pushing the
develop of cloud computing. For Small and Mediumsized Enterprises (SMEs), cloud computing is the first
choice of decreasing the cost of IT[5-7]
In cloud computing, economics are becoming critical
for both the cloud providers and users. Cao et
al.[8] studied the problems of optimal multiserver
configuration to maximize the profit. A lot of factors are
taken into account such as the amount of a service, the
workload, the configuration of the multiserver system,
the service level, the QoS, the cost of renting, the
cost of energy consumption, and the profit of a service
provider. By modeling this problem as an optimization
problem, authors solved the problem and made a
simulation on it.
Multi-cloud[9, 10] , which means building a hybrid
platform for one vertical application by more than one
cloud services. These cloud services may be provided
by different providers and the data centers are usually
built in different locations. By using the location-based
feature of some application, the system can support the
application nearby. The cost of the whole network will
decrease and the quality of service will be improved.
Simarro et al.[10] studied how to configure the virtual
machine of users dynamically when there are several
cloud platforms and there are different prices to lower
the cost of users. It brings a price prediction model of
cloud services. Using the predicted prices, the system
schedules the virtual machine to archive a lower total
cost. As a result, users can save up to 5% per day. This
paper will also take the prices of each cloud service into
account. But the goal is to reach a better QoS and price
at the same time.
Li et al.[11] tried to summarize a new optimization
approach in clouds. In clouds, QoS guaranteeing is a
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significant work. Li et al. built a performance model to
invest the cloud. A closed loop is set to control the QoS
of cloud. While the cloud is serving, a sensor is used
to observe the status of cloud. The observation result
is compared with QoS goal. An optimization method is
used to analyze and plan the next behaviour. Then the
plan is executed by the effector to control an allocation
of resources.
In an video streaming system, the QoS guaranteeing
is very important. A closed-loop can ensure the QoS in
an acceptable scope. The optimization model needs to
make a correct instruction of increasing or decreasing
resources. Compared with Li et al.[11] , the model
described in our work extends the background to multicloud environment.
Video streaming technique has been developed for
several years and can resolve lots of problems for
the online video demand. But on a large scale
situation, more targeted development and optimization
are required. In Ref. [12], authors introduced key
issues on video streaming. Application-layer QoS is
specially discussed because it is very important in video
application. Content Delivery Network (CDN) is also
a very important way to improve the quality of video
service. It is a buffer-like service which can support
content delivery need. By using CDN only, lots of
problems can not be solved very well, so some related
techniques based on CDN are developed.
In Refs. [13,14], authors studied the QoS for voice
and video streaming on Internet. The QoS is affected
by the transition delay and packet lost rate. Authors
estimated the “goodness” of a video transition from
the perspective of the video stream, instead of the
traditional way of relying on raw network performance
detections. The estimates are used to make decisions of
which path should be chosen.
In Ref. [15], authors studied the method of
support video stream and decreased the cost for
the video-on-demand application. They used a
novel queue network model to describe the users
viewing behaviors. The equilibrium demand of upload
bandwidth was derived to satisfy the demand of smooth
playback. Then, practical cloud parameters were taken
into account. Two optimization problems related to
VM provisioning and storage rental were formulated
and some efficient solutions were proposed. In cloud
computing, users need to optimize the time and
numbers of VM and storage to lower the cost. Wu
et al.[15] also designed a practical dynamic cloud
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provisioning algorithm. A video-on-demand provider
can easily configure the cloud services to meet
its demands based on the solutions. To test the
performance of the algorithm, an evaluation based on
real system implementations was taken. Practical user
dynamics observed in real-world video-on-demand
system. The results confirmed the adaptability and
effectiveness of their system in varying demands and
guaranteeing smooth playback at any time.
Netflix is a good example of providing video services
via cloud platform. They used the Amazon Web Service
to start their business. When the number of users are
increasing rapidly, the resources can be ready for them
very soon and when the users decrease, the cost can
decrease at the same time.

3
3.1

Algorithm Design
Background

In this paper, the background is multi-cloud. There
are several data centers in several places. In each data
center, elastic computing resources can be used.
In cloud computing, VM is the unit of service
provided for the users. When the service needs more
computing ability, users can ask for more VMs. In
one data center, the network bandwidth is wide enough
so the data transaction between VMs is very fast and
cheap. For video services, the system will store a copy
of video data in each data center and all the VMs in this
data center will share this copy to provide service.
The internet out of data center is more
complex. When the user is far from the server
in data center, the quality of video service will
decrease, because the delay time and packet loss
rate will increase. At the same time, because of the
retransmission and artificial refresh operation, the press
on the service will also increase. But storing data in
new data centers to providing a nearby service will
cause lots of cost for storage. How to make the decision
is one of the target in this paper.
To be simple, the locations of users and servers
are put on a 2-dimensional map. Normally, in a
big city, the population density is high and in other
locations, the population density is low. We simulated
a users’ distribution map and designed several cities
on the map. The population distribution was generated
randomly and all experiments were based on this map.
In the map, data centers are located somewhere. Parts
of them are in big cities, which means they are near to
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a large number of users. Parts of them are far from big
cities, which means the cost of the data center will be
low so the price should be low. The service system of
our video stream has the condition of use resource of
all these data centers. If a service from one data center
starts, the system will use the storage service on this
data center first. Then the system will decide the number
of VMs in this data center.
To decrease the cost of the system is one of the targets
in this algorithm. The system cost is composed of the
VM cost and the storage cost. When one cluster in a
data center is used, the storage cost will occur. The VM
cost is proportional to the number of used VM.
Assume that the distance between one user and the
server for him is x, the consumption of the server
resources is f .x/. Normally, f .x/ is an increasing
function, but the increasing amplitude is not big. In
one data center, the system can ask for any number of
VMs. When the resource of the existing VM is nearly
used out, the QoS will decrease. The system will ask
for one more VM to serve the new customers when the
existing resource is not enough. The QoS is related to
the distance too. If x is bigger than one threshold, the
QoS of this user will decrease. The QoS is between 0
and 1.
Based on all these assumption, authors designed a
load balancing algorithm for multi-cloud model. This
algorithm will lower the total cost with keeping the
average QoS. When the number of users changed, the
algorithm will make correct decision to reach this goal.
3.2

Model description

Figure 1 shows the architecture of this system. In
each available data center, there is a monitor and
an executor. The monitor can collect the resource
utilization of all the VM in this data center. There is
a local load balancing mechanism. When some VMs
have high utilization and others do not, the monitor will
send message to the executor to redirect the connections
of some users. So the utilization can keep relatively
balanced. The global optimizer only need to collect
the average resource occupancy of VMs in one data
center. The user’s location is collected by the optimizer
and the location is the most important reference to
decide which data center should be used. When the
optimizer finds that the number of VMs should increase
or decrease, it will send an instruction to the executor.
By the loop in Fig. 1, the optimizer will has full
control of this system. Cooperated with the algorithm
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be decreased. For the others, these two aspects will be
considered at the same time.
So the indicator is
8 0:7cost
ˆ
;
QoS 2 .0; 0:7/I
ˆ
ˆ
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ˆ
QoS
ˆ
ˆ
ˆ
< cost
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QoS
ˆ
ˆ
ˆ
p
ˆ
ˆ
ˆ
0:9cost
ˆ
: p
; QoS 2 .0:9; 1
QoS
(1)
This algorithm needs to keep optimizing and making
decision when the number of users changes. Figure 2
is the process flow diagram. The algorithm can be
described as below:

Fig. 1 Dynamic scheduling model for video service
deployment in multi-cloud.

in Section 3.3, the QoS can keep an acceptable value
and the cost will be as low as possible.
3.3

Algorithm implementation

The variables of this question are:
(1) Do or do not start a service in which data center;
(2) How many VMs should be used in each data
center;
(3) Which VM will be distributed for each user.
By making decision of these problems in the
algorithm, the system need to reach two goals:
(1) The total cost is low.
(2) The average QoS is high.
Normally, the QoS floats from 0 to 1. Deciding
two goals at the same time is complex and hard, so
we make an evaluation indicator according to the real
demand. When QoS is very low, the system will be
useless so the weight of QoS should be increased. When
the QoS is bigger than one threshold, the promotion
of QoS makes little sense. So the weight of QoS will

Fig. 2

Process of the algorithm.
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(1) In current status, check if the QoS is too low or too
high.
(2) If the QoS is too low, add VM in the data center
which has the highest resource utilization. If the
QoS is too high, try to decrease VM number in
the data center which has the lowest resource
utilization.
(3) Wait until the number of users changes. When
the number of users decreases, check the data
center which owns the server of the leaving
user. Decrease the VM number if possible.
(4) When a new user comes, find a best data center
for this user. If the existing VMs have enough
resources to serve this user, the cost can keep
the same. So the new user will connect to this
data center. The best data center is chosen by
considering both the price and the distance.
(5) If the existing VM does not have enough resources,
try to calculate the new average QoS and total cost
after adding a VM in this data center.
(6) Searching for the available data centers which has
not been used, try to start using one. Once one
data center is started, the existing users will be
reevaluated which data center is the best. After the
rescheduling, calculate the new average QoS and
total cost. Choose a best candidate and compare
with the result of last step.
(7) Choose a better one from the result of (5) and (6).

4
4.1

Performance Evaluation
Experiment data set

First, we can check the simulated map. We designed
9 cities and most users appear around the cities. The
map size is 10 00010 000 and each point stands for
one user appearing in that location. The locations are
randomly generated but it does not impact the result of
the algorithm. In the real system, the manager can input
the real data of users location to the algorithm.
When the number of users is 100, 1000, or 10 000,
the population distribution is shown in Fig. 3. In the
simulation environment, we set 18 cloud platforms in
the map. Nine of them are in the 9 cities, the other 9
randomly on the map.
At the beginning, there were no users in our system,
the system randomly chose a data center in the map and
began to service. The number of users increased from
0 to 10 000, the average QoS and the total cost of the
system are monitored.

Fig. 3 Users’ distribution on generated map of the number
of users’ 100, 1000, 10 000.

4.2

Experimental results without price difference

Firstly, we set the prices of all the data centers as the
same value. So the system will surely lead the user
to the nearest opened data center. Besides, we set the
storage cost of each data center 10 times of the cost
of one VM in the same data center. In this situation,
the QoS changing curve with the users’ increasing is
shown in Fig. 4. The inflection points appear several
times in the figure. Each inflection point stands for a
rescheduling of all the links after a new data center is
used.
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Fig. 4

QoS changes with increasing of the number of users.

Each time the rescheduling occurs, the QoS will be
improved. It is reasonable because when one more data
center is used, some nearby users will be able to connect
to this data center and the QoS of these users will be
improved. After the rescheduling, the QoS is decreasing
slowly along with the increasing of the number of
users’. It is because while more users connect, the
heavier the loads of data centers increase.
The lowest point of QoS appears on the first inflection
point and the value is 0.9. Since then, the QoS is always
bigger than 0.9. When the number of users reach 10 000,
the QoS is about 0.963.
The total cost will surely increase along with the
number of users. So we inspect the average cost of
each user. When the number of users is very small,
the storage cost will appear too large. So the average
cost when the number of users is less than 200 is not
counted. The curve is shown as Fig. 5. The basic trend
of the cost per user is to decrease, because the storage
cost per user is lower. When the number of the users
reaches 10 000, the cost per user is 0.69 which we will
use to compare with later. The curve has lots of small

Fig. 5 Cost-per-user decreases with increasing of the
number of users.
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waves, which are caused by the cost increase of new
VM and new data center. According to the simulation
results, 4 data centers are used. Then the numbers of
VM for these 4 data centers are 73,66,68,98. The 4 data
centers on map are shown in Fig. 6. As a comparison,
we simulate the algorithm of using only one of the data
centers and only add VM when the resource occupancy
rate is larger than the threshold. The curve of the QoS
is shown in Fig. 7. It is reasonable that the QoS is
continuously decreasing because many users are too
far from this data center and have no other choice but
bearing the bad QoS.
From Fig. 8, we can find that, the cost per user is
also continuously decreasing along with the number of
the users. But when the number reaches 10 000, the
cost per user is 0.7241, which is bigger than that of
our algorithm. Although the cost of storage in a new
data center is large, the cost per user is lower by our
algorithm. And the QoS is much better than only using
one data center.

Fig. 6

The location of data centers which are used.

Fig. 7 QoS comparison between using one cloud and
dynamically choosing in multi-cloud.
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shown in Fig. 10. When the number of user reaches
10 000, the cost per user is 0.6181. It is lower than
that of no price difference. Although most data centers
have price coefficients larger than 1, which means the
prices of most data centers are higher than the first
simulation environment, the cost decreases at the end. It
confirms that, in our algorithm, the system will choose
the cheaper data centers under the premise of keeping
the QoS. According to the simulation results, 4 data
centers are used. The locations of these 4 data centers
are shown in Fig. 11.
Fig. 8 Cost per user comparison between using one cloud
and dynamically choosing in multi-cloud.

4.3

Experimental results with price difference

In real system, the prices of each data center are
not the same. Some data centers are built in places
where the electricity is cheaper than others. Now a
price coefficient is brought in for each data center. The
coefficient changes from 0.85 to 2. In our settings,
the price in big cities is normally higher than that of
others, but there are exceptions. The price coefficients
of data centers in cities change from 1 to 2, and
those of the others change from 0.85 to 1.8. Based
on this assumption, the price coefficients are randomly
generated. When price difference is brought into
account, the decision of which data center should
one user connect to is not an obvious thing. In this
algorithm, the system will choose a cheaper one if the
distances do not differ too big to heavily influence the
QoS. In this situation, the changing curve of QoS is
shown in Fig. 9.
The QoS changing curve do not differ too much with
that of Fig. 4. The cost per user changing curve is

Fig. 9 QoS changes along with the increasing of users. The
price coefficient does not make great changes comparing with
Fig. 4.

4.4

Experimental results with different storage
prices

The price of storage is 10 times of the price of VM in
above experiment. The ratio is decided by the storage
size. If the whole size of videos is bigger, the ratio will
be higher.
(1) we set the price of storage in each data center
as 25 times of VM price. And all the prices of
data center are the same. The performance of QoS is

Fig. 10 Cost per user decreases along with the increasing of
the users and lower than that without price coefficient.

Fig. 11 The location of data centers which are used with
price coefficient.
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shown in Fig. 12. As we can see, when the price of
storage increases, the number of opened data center
decreases. It is easy to understand that the more
expensive the fixed cost per data center is, the less data
centers will be used. The used data centers on map are
shown in Fig. 13.
(2) The price coefficient is are the same with these in
(1). The QoS is shown in Fig. 14.

(3) No price coefficient used. The price of storage
is 2 times of the price of VM. The QoS is shown in
Fig. 15. The used data centers on map are shown in
Fig. 16.
(4) The price coefficient is used. The price of storage
is 2 times of the price of VM. The QoS is shown in
Fig. 17. The explain is the same as above. Almost all
data centers are used.

Fig. 12 QoS changes without price coefficient when the
price of storage is 25 time s of the price of VM.

Fig. 15 QoS changes without price coefficient when the
price of storage is 2 times of the price of VM.

Fig. 13 The location of data centers which are used when
the price of storage is 25 times of the VM price.

Fig. 16 Locations of used data centers when the price of
storage is 2 times of the VM price.

Fig. 14 QoS changes with price coefficient when the price of
storage is 25 times of the VM price.

Fig. 17 QoS changes with price coefficient when the price of
storage is 2 times of the VM price.
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(5) No price coefficient used. The storage is free. The
QoS is shown in Fig. 18.
(6) The price coefficient is used. The storage is
free. The QoS is shown in Fig. 19. This is an extreme
situation. When the storage is free, there is no fixed cost
for each data center. All the data center will be used
soon, and the QoS is much better than before.

5

Conclusions

In this paper, an algorithm of configure resources for
a video stream service in the multi-cloud environment
is proposed. This algorithm is used to configure
storage and VM resources when the number of users
changes. According to the experimental results, the
algorithm can help the system keep a high QoS and low
cost. Both two aspects are better than those of using
only one cloud. When the ratio between the storage
price and the VM price changes, the system shows
different performances. When the price of storage is
higher, the system will use less data centers. When
the price of storage is lower, the system will use more

Fig. 18 QoS changs without price coefficient when the price
of storage is zero.

Fig. 19 QoS changes with price coefficient when the price of
storage is zero.
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data centers. Price differences between data centers
will influence QoS and cost-per-user performance in
different ways according to the ratio between the
storage price and VM price.
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