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ON CONVERGENCE SETS OF POWER SERIES WITH
HOLOMORPHIC COEFFICIENTS
BASMA AL-SHUTNAWI, HUA LIU, AND DAOWEI MA
Abstract. We consider convergence sets of formal power series of the form f(z, t) =∑
∞
n=0
fn(z)t
n, where fn(z) are holomorphic functions on a domain Ω in C. A subset E
of Ω is said to be a convergence set in Ω if there is a series f(z, t) such that E is exactly
the set of points z for which f(z, t) converges as a power series in a single variable t in
some neighborhood of the origin. A σ-convex set is defined to be the union of a countable
collection of polynomially convex compact subsets. We prove that a subset of C is a
convergence set if and only if it is σ-convex.
1. Introduction
The purpose of this article is to describe the convergence sets of formal power series
with holomorphic coefficients. The study of convergence sets comes from generalizations of
Hartogs Theorem (see [7, 1, 10, 8, 11]). Our approach is motivated by recent work [3, 4, 9]
concerning formal power series F (z, t) =
∑∞
n=0 Pn(z)t
n, whose coefficients are polynomials
of one or more complex variables. In some of these studies the authors focus on power
series of the form F (z, t) = f(tz1, . . . , tzN ) =
∑∞
n=0 Pn(z)t
n, where Pn(z) are homogeneous
polynomials of degree n for n ∈ N. We say that E ⊂ CN is the convergence set of F if for
every z ∈ E there exists some rz > 0 such that F (z, t) converges for t < rz while for each
z ∈ CN \ E the radius of convergence of F (z, t) equals 0. Note that it is always assumed
that deg Pn ≤ n in these investigations.
Some related problems from operator calculus and renormalization of quantum field
theory ( see, e.g., [6]) are concerned with the formal series of the form
F (T, t) =
∞∑
n=0
Kn(T )t
n,
where Kn(T ) belong to the C
∗ algebra generated by some operator T . It is necessary to
discuss the convergence set of F (z, t) for both spectrum analysis of F (T, t) and perturbation
theory. Here Kn(T ) are holomorphic functions on some neighborhood of the compact set
K, the spectra of T . It is desirable to find the necessary and sufficient conditions for a
set E to be the convergence set of some F (z, t) =
∑∞
n=0 fn(z)t
n. This article answers the
question completely when N = 1.
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2. Convergence Sets
Let Ω be an open subset in the complex space CN . Denote by O(Ω) the set of holomor-
phic functions on Ω.
We consider the power series of the form
(1) f(z, t) =
∞∑
n=0
fn(z)t
n, z ∈ Ω,
where fn(z) ∈ O(Ω) and t is a complex variable. We denote by O(Ω)[[t]] the collection of
the series of form (1).
Definition 2.1. Let f(z, t) ∈ O(Ω)[[t]]. We define the convergence set of f in Ω by
ConvΩ(f) = {z ∈ Ω : f(z, t) converges in some neighborhood of 0},
or equivalently,
ConvΩ(f) = {z ∈ Ω : |fn(z)| < r
n
z for some rz > 0 and every n ∈ N}.
Definition 2.2. A subset E ⊂ Ω is said to be a convergence set in Ω if there exists an
f ∈ O(Ω)[[t]] such that E = ConvΩ(f). A convergence set in C
N is also simply called as
convergence set.
Proposition 2.3. Let K be a polynomially convex compact set in CN . Then K is a
convergence set in CN .
Proof. Let m be any positive integer and y ∈ CN \K. Since K be a polynomially convex,
there exists a polynomial Py(z) such that |Py(y)| > m and |Py(z)| ≤ 1 for z ∈ K.
Set Uy = {x ∈ C
N : |Py(x)| > m}. The open cover Uy, y ∈ C
N \ K, of the set CN \ K
contains a countable subcover Uyk , k = 1, 2, . . .. Now denote by Pmk(z) = Pyk(z). For each
m we get a sequence {Pmk}
∞
k=1. Since the set {Pmk} is countable we can arrange it as a
sequence {hj(z)}
∞
j=1. Set
f(z, t) =
∞∑
j=1
hjj(z)t
j .
Suppose that z ∈ K. Then for each j, |hj(z)| ≤ 1. Hence z ∈ ConvCN (f). Consequently,
K ⊂ ConvCN (f).
Now suppose that z ∈ CN \ K. Then for each m ∈ N there is a k ∈ N such that
|Pmk(z)| ≥ m. It follows that the sequence {|hℓ(z)|} is unbounded. So the formal power
series f(z, t) is divergent at z. Consequently, ConvCN (f) ⊂ K. That is, K is a convergence
set in CN . 
The following proposition provides a necessary condition for a set to be a convergence
set.
Proposition 2.4. Let E be a convergence set in Ω ⊂ CN . Then E is an Fσ set.
Proof. Suppose that E = ConvΩ(f), where
f(z, t) = f0(z) + f1(z)t + · · ·+ fn(z)t
n + · · · ∈ O(Ω)[[t]].
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For j ∈ N denote by Kj = {z ∈ Ω : dist{z, ∂Ω} ≥
1
j
and |z| < j. Then Ω = ∪∞j=1Kj and
each Kj is contained in the interior of Kj+1. We now prove that
(2) E =
∞⋃
j=1
∞⋂
n=0
{z ∈ Kj : |fn(z)| ≤ j
n}.
For z ∈ E, suppose that z ∈ KL for some integer L. By the definition of convergence set,
there exists a positive integer J such that
|fn(z)| < J
n, n ∈ N.
Let m = max{L, J}. Then z ∈
⋂∞
n=0{z ∈ Km : |fn(z)| ≤ m
n}. On the other hand, assume
that z ∈
⋃∞
j=1
⋃∞
l=1{z ∈ Kj : |fn(z)| ≤ j
n}. Then there exist a positive integer j such that
z ∈
⋂∞
n=0{z ∈ Kl : |fn(z)| ≤ j
n}. So |fn(z)| ≤ j
n for all n, i.e., z ∈ E.
It is clear that
⋂∞
n=0{z ∈ Kj : |fn(z)| ≤ j
n} are closed. By (2), E is an Fσ set. 
The converse of Theorem 2.4 is not true, for which we will give a counterexample in the
next section.
We now discuss the intersection of several convergence sets.
Proposition 2.5. Let E1, . . . , Ek be convergence sets in Ω. Then the intersection E :=
∩kj=1Ej is also a convergence set in Ω.
Proof. It suffices to prove that the intersection of two convergence sets in Ω is a convergence
set in Ω. Suppose that we have two formal power series in O(Ω)[[t]]
f(z, t) = f0(z) + f1(z)t + · · ·+ fn(z)t
n + · · · ,
and
g(z, t) = g0(z) + g1(z)t + · · ·+ gn(z)t
n + · · ·
and the corresponding convergence sets A = ConvΩ(f) and B = ConvΩ(g), respectively.
Define by
F (z, t) = F0(z) + F1(z)t + · · · = f(z, t
2) + tg(z, t2)
= f0(z) + g0(z)t + f1(z)t
2 + g1(z)t
3 + · · · .
Then
(3) Fn(z) =
{
fn
2
(z), n is even;
gn−1
2
(z), n is odd.
For z ∈ A ∩ B suppose that |fn(z)| < r
n
A and |gn(z)| < r
n
B for some rA, rB > 0 and every
n ∈ N. Then |Fn(z)| < ((max{rA, rB})
1
2 )n. So A ∩ B ⊂ ConvΩ(F ).
On the other hand, for z ∈ ConvΩ(F ) suppose that |Fn(z)| < r
n. Then both |fn(z)| and
|gn(z)| are less than (r
2)n, i.e., ConvΩ(F ) ⊂ A ∩ B. 
In the rest of the article we only consider the case N = 1. We discuss some properties
for the convergence sets in the complex plane. For any countable set E in C we in the
following theorem construct a formal series whose convergence set in C is exactly E. For
the convenience of the proof, denote by i.e.,
Nr(S) = {z ∈ C : |z − p| < r for some p ∈ S}
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for S ⊂ C and r > 0.
Theorem 2.6. Let S = {z1, z2, . . . } be a countable infinite subset of C. Define an F ∈
C[z][[t]] by
F (z, t) =
∞∑
n=0
Cn
[ n∏
j=1
(z − zj)
]
tn,
where Cn = (n/γn)
n, and
γn = min(
1
2
min
1≤i<j≤n+1
|zi − zj |, 1/n).
Then ConvC(F ) = S.
Proof. Note that γn is positive since zi are pairwise distinct. Let Lj = {z1, · · · , zj} for
j ∈ N. We now prove that
(4)
∞⋂
j=k
Nγj (Lj) = Lk, k ∈ N.
We only need to prove
⋂∞
j=kNγj (Lj) ⊂ Lk , which would follow from the following
statement:
(5)
∞⋂
s=k
Nγs(Ls) ⊂ Nγj (Lk), for j ≥ k.
We prove (5) by induction on j. It is obvious for j = k since Nγk(Lk) = Uk. Suppose the
statement is true for j = N ≥ k. Let z ∈
⋂∞
s=kNγs(Ls). For i 6= j, 1 ≤ i, j ≤ N + 1, since
|zj − zi| ≥ 2γN , we get that NγN (zi) ∩NγN (zj) = ∅. It follows that
(6)
( N+1⋃
ℓ=k+1
NγN (zℓ)
)
∩
(
NγN (Lk)
)
= ∅.
By the induction hypothesis z ∈ NγN (Lk) and by (6), z /∈
⋃N+1
ℓ=k+1NγN (zℓ). Since γN+1 ≤
γN we see that
⋃N+1
ℓ=k+1NγN+1(zℓ) ⊂
⋃N+1
ℓ=k+1NγN (zℓ), hence
(7) z /∈
N+1⋃
ℓ=k+1
NγN+1(zℓ).
On the other hand, we know that
(8) z ∈ NγN+1(LN+1) =
( N+1⋃
ℓ=k+1
NγN+1(zℓ)
)
∪
(
NγN+1(Lk)
)
.
By (7) and (8), z ∈ NγN+1(Lk). This completes the induction step, and therefore the
statement is proved.
Now let P0(z) = 1 and, for n ≥ 1,
(9) Pn(z) = Cn
n∏
k=1
(z − zk).
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Then F (z, t) =
∑∞
n=0 Pn(z)t
n. For n ≥ k, we have Pn(zk) = 0. It follows that S ⊂
ConvC(F ).
Now suppose that z 6∈ S. By (4), z /∈
⋂∞
j=k Uj for each k. It follows that there is a
strictly increasing sequence jk of positive integers such that z /∈ Ujk for k = 1, 2, · · · . Then
(10) |Pjk(z)| ≥ (
jk
γjk
)jk
jk∏
i=1
(γi) ≥ (jk)
jk ,
since γi ≥ γjk for i ≤ jk. This implies that z /∈ ConvC(f). Therefore S = ConvC(f). 
Example 2.7. By Theorem 2.6 the set Q of rational numbers is a convergence set in C. But
by Theorem 2.4 the set R \Q of irrational numbers is not so, since it is not an Fσ set.
Theorem 2.8. Let Ω ⊂ C, let S be a countable dense subset of Ω, let {Cn} be a sequence
of positive numbers, and let A = {a1, a2, · · · , ak} be any finite subset of Ω. Then there
exists an enumeration {z1, z2, . . . } of S, such that A ⊂ ConvΩ(F ), where F is defined by
F (z, t) =
∞∑
n=0
Cn
[ n∏
j=1
(z − zj)
]
tn.
Proof. Suppose that the diameter of A is d. Let S = {s1, s2, . . . }. We choose distinct
points z1, z2, · · · , from S such that the following are satisfied:
(1) |zl(k+1)+i − ai| < d, and Cl(k+1)+i+p|zl(k+1)+i − ai| <
d
(l+2)!
, for l = 0, 1, 2, · · · , i =
1, 2, · · · , k, p = 0, 1, · · · , k;
(2) for l = 1, 2, · · · , zl(k+1) = sτ(l), where
τ(l) = min{p ∈ N : |sp − ai| < ld, sp ∈ S \ {z1, · · · , zl(k+1)−1}}.
We now show that
|Cn(ai − z1) · · · (ai − zn)| < (2d)
n, n ≥ k + 1, i = 1, · · · , k.
Fix n ≥ k+1 and 1 ≤ i ≤ k. Choose l ≥ 0 and 0 ≤ p ≤ k such that n = l(k+1)+ i+ p.
Since
|ai − zm(k+1)+j | ≤ |ai − aj|+ |aj − zm(k+1)+j | < d+ d = 2d,
for m = 1, 2, · · · and 1 ≤ j ≤ k, and since
|ai − zm(k+1)| < (m+ 1)d < (m+ 1)(2d),
for m = 1, 2, · · · , we have
|Cn(ai − z1) · · · (ai − zn)|(11)
= |(ai − z1) · · · (ai − zl(k+1)+i−1)| · |Cl(k+1)+i+p(ai − zl(k+1)+i)| ·
|ai − zl(k+1)+i+1| · · · |ai − zl(k+1)+i+p|
≤ (l + 2)!(2d)l(k+1)+i−1[
d
(l + 2)!
](2d)p
= (2d)n−1(l + 2)!
d
(l + 2)!
< (2d)n.
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In the above formula, the factor (l + 2)! comes from those factors (ai − zα(k+1)) for α =
0, 1, · · · , l + 1. By (11) we know that the convergence radius of F (z, t) is > 1/(2d) for all
ai ∈ A as the power series of t, which completes the proof. 
3. σ-convex-sets and Convergence Sets
Definition 3.1. Let E be a compact subset of Ω. The holomorphic hull of E in Ω is
defined by
EˆΩ = {z ∈ Ω : |h(z)| ≤ max
ζ∈E
|h(ζ)| for all h ∈ O(Ω)}.
If E = EˆΩ we say that E is holomorphically convex in Ω.
Proposition 3.2. [5, Theorem 1.3.4] A compact subset E of Ω ⊂ C is holomorphically
convex in Ω if and only if none of the bounded connected components of its complement is
contained in Ω.
By Proposition 3.2 it is easy to prove the following proposition.
Proposition 3.3. Let E be a compact subset of Ω. Then EˆΩ = E ∪ (∪αCα), where {Cα}
is the set of bounded connected components of C \ E that are contained in Ω.
Lemma 3.4. Let K be a holomorphically convex compact set in Ω ⊂ C. Then C \K has
only finite components.
Proof. Suppose that C \ K has an infinite number of bounded components. We may
denote by Ci, i = 1, 2, · · · , those components since C \ K is an open set. Again denote
d = maxw∈K |w|. It is obvious that {z ∈ C : |z| > d} must be in the unbounded component
of C \K. So Ci ∩ {z ∈ C : |z| > d} = ∅, ∀i ∈ 1, 2, · · · . We get that U =
⋃∞
i=1Ci ⊂ {z ∈ C :
|z| ≤ d}. That is, U is bounded.
By Proposition 3.2, for any j ∈ N, Cj can not be contained in Ω. Then we may choose
wj ∈ Cj \Ω. Let w be a limited point of the bounded set {wj}
∞
j=1. Without the confusion,
we may assume that wj → w when j →∞. Denote by
(12) dj = 2sup{r > 0 : There exists a ∈ Cj such that D(a, r) ⊂ Cj}
the inner diameter of Cj.
By the above argument we get
∑∞
j=1
1
4
πd2j ≤ area(U) ≤ πd
2. So we obtain that dj tends
to 0. Now by (12), we have
dist(wj, K) ≤ dj
because D(wj, r) ⊂ Cj for all r < dist(wj, K) = dist(wj, ∂Cj). Thus we obtain that
dist(w,K) = limj→∞ dist(wj, K) = 0, i.e., w ∈ K ⊂ Ω. It is impossible because Ω contains
only inner points while w is a limited point of points outer of Ω. Thus C \ K has only
finite bounded components.

Definition 3.5. A subset K of Ω ⊂ C is said to be a σ-holomorphically-convex set in
Ω if it is the union of a countable collection of holomorphically convex compact subsets of
Ω. Moreover, K is a σ-convex-set if it is the union of a countable collection of polynomial
convex compact sets.
Lemma 3.6. Every holomorphically convex compact K in Ω is a σ-convex-set.
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Proof. By Lemma 3.4, C \K has only finite components. We first suppose that it has only
one bounded one, named as C. Let a ∈ C and 0 < r < R such that K ⊂ RrR = {z ∈ C :
r < |z − a| < R}. For 1 < j ∈ N, set
Ej = {z = ρe
iθ + a : r < ρ < R; 0 ≤ θ ≤
(
1−
1
j
)
2π}
and Kj = K ∩ Ej. Then K = ∪
∞
j=2Kj. We need to prove that Kj is polynomially convex
for all j > 1.
Let w /∈ Kj for some one j ∈ N. If w is not in K, it should be in C or the unbounded
component of C \ K. And in either case, w can be connected with ∞ by a path not
intersecting with Kj . If w is not in the simply connected set Ej it is still path-connected
with ∞. So C \ Kj has no bounded component, that is, Kj is polynomially convex by
Proposition 3.2 and the remark after Definition 3.1.
For the case that K is m-connected the proof is still valid when we take place of the fan
family RrR = {z ∈ C : r < |z − a| < R} \ Ej by a curved fan family, each of which cut K
into a polynomially convex set. 
The following proposition is obvious.
Proposition 3.7. Let {Kj}
∞
j=1 be a sequence of σ-holomorphically-convex sets in Ω. Then
∪∞j=1Kj is σ-holomorphically-convex.
By Lemma 3.6 and the above proposition we have the following corollary.
Corollary 3.8. Let E be a σ-holomorphically-convex set in Ω. Then it is also σ-convex.
So we only say the σ-convex set and not the σ-holomorphically-convex set in the rest of
this paper.
Here are two easy examples of σ-convex sets. Let ∆(a, r) = {z ∈ C : |z − a| < r}.
Example 3.9. Every open set in the complex plane is a σ-convex set. Suppose E ⊂ C is
open, then
(13) E =
∞⋃
j=1
∆(wj ,
rwj
2
),
where {wj}
∞
1 is a dense countable subset of E and
rwj
2
= dist(wj , ∂E).
Example 3.10. The unit circle Γ is a σ-convex set since Γ = ∪∞j=1{e
iθ : 0 ≤ θ ≤
(
1− 1
j
)
2π}.
The following is a counterexample.
Example 3.11. (Sierpinski triangle): Let T be the equilateral triangle with vertices A,B,C
and sides of length 1. And let D,E, F be the mid-points of sides AB,BC,AC respectively.
Denote 4 equilateral triangles by
T1 = △ADF , T2 = △DBE , T3 = △ECF , T4 = △DEF ,
among which T4 is only the inverted triangle. Forgot T4 and for i1 = 1, 2 or 3 we still
obtain Ti1 = Ti11 ∪ Ti12 ∪ Ti12 ∪ Ti13 ∪ Ti14. Continue the process, for every Ti1···ik (il = 1, 2
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or 3, 1 ≤ l ≤ k), we obtain the decomposition: Ti1···ik = Ti1···ik1 ∪ Ti1···ik2 ∪ Ti1···ik3 ∪ Ti1···ik4
where Ti1···ik4 is inverted one. It is obvious that the side length of Ti1···ik is
1
2k−1
.
The Sierpinski triangle S is defined by
(14) S = ∩∞k=1 ∪il=1,2 or 3,1≤l≤k Ti1···ik = T \ (T4∪ ∪
∞
k=1 ∪il=1,2 or 3,1≤l≤kT
o
i1···ik4
),
where T oi1···ik4 means the inner part of Ti1···ik4.
Let S be contained in one open set Ω in C. The Sierpinski triangle is not a σ-convex set.
Otherwise, suppose that in Ω there exists a sequence of holomorphically convex compact
sets Kj , j = 1, 2, . . . , such that S = ∪
∞
j=1Kj. But as the closed set of the complete metric
space Ω, the Sierpinski triangle is itself a complete metric space, and hence a set of second
category. By Bair category theorem there is at least one Kj containing an induced non-
empty open set V in S. So there exists an open subset U ⊂ Ω, such that V = U ∩S ⊂ Kj .
Let v ∈ V ⊂ U . For every k ∈ N satisfying 2−k < dist(v, ∂U), by (14), v belongs to
some one Ti1···ik . Then Ti1···ik ⊂ U . So Ti1···ik4 is also in U . Since ∂Ti1···ik4 ⊂ S we get
∂Ti1···ik4 ⊂ V ⊂ Kj . Then T
o
i1···ik4
is one of the complement of Kj, it is clear that T
o
i1···ik4
is
also in Kj , which contradicts with Lemma 3.4.
Proposition 3.12. Let K1, K2 be compact sets in C with K1∩K2 = ∅. Then (K1∪K2)
∧ =
K̂1 ∪ K̂2.
Proof. It suffices to show that (K1 ∪ K2)
∧ ⊂ K̂1 ∪ K̂2. Let U be a bounded connected
component of C \ (K1 ∪K2), and put Q = ∂Û . Then
Q ⊂ ∂U ⊂ ∂U ⊂ ∂(C \ (K1 ∪K2)) = ∂K1 ∪K2) ⊂ K1 ∪K2 = K1 ∪K2.
Since Q is connected, it follows thatQ ⊂ K1 orK2, and hence U ⊂ Q̂ ⊂ K̂1∪K̂2. Therefore,
(K1 ∪K2)
∧ ⊂ K̂1 ∪ K̂2. 
Theorem 3.13. Let E be a σ-convex set. Then there exist polynomially convex compact
sets En, n = 1, 2, . . . in Ω, such that En ⊂ En+1 for n ≥ 1 and E = ∪
∞
n=1En.
Proof. By the definition of σ-convex-set, E can be written as
(15) E =
∞⋃
j=1
Kj,
where Kj is the polynomially convex compact set for each j. For r > 0 we denote by Nr(A)
the r-neighborhood of A. For a positive integer n set
Fn1 = Ln1 = K1.
And step by step define
(16) Lnj = Kj \N1/n
( j−1⋃
i=1
Ki
)
, Fnj = L̂nj, for 2 ≤ j ≤ n.
Again denote by
En =
n⋃
j=1
Fnj.
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By Proposition 3.12 we obtain
(17) En =
n⋃
j=1
Fnj =
n⋃
j=1
L̂nj =
n̂⋃
j=1
Lnj ,
i.e., the set En is the polynomial hull of
⋃n
j=1 Lnj. Since Lnj ⊂ L(n+1)j for each n ∈ N and
1 ≤ j ≤ n we have En ⊂ En+1.
We now prove that
(18) E =
∞⋃
n=1
En.
Let z ∈ E. Assume that j is the first positive integer such that z ∈ Kj, i.e., z in Kj but
not in Kj , i < j. Then for n > 1/dist(z,∪
j−1
i=1Ki) we have z ∈ Kj \ N 1
n
(∪j−1i=1Ki) = Lnj .
And so E ⊂
⋃∞
n=1En. On the other hand, let z ∈
⋃∞
n=1En. Then there exist n such that
z ∈ En =
⋃n
j=1 Fnj ⊂
⋃n
j=1 K̂j =
⋃n
j=1Kj ⊂ E.Therefore E =
⋃∞
n=1En. 
We denote by d(E, F ) the Euclidean distance between subsets E and F .
Lemma 3.14. Let E, {Kn}, {En} be as in Theorem 3.13. Let Un = N 1
3n
(En). Then for
every positive integer m, we have
(19)
∞⋂
j=m
Uj ⊂ E.
Proof. Otherwise, we suppose that there is an m > 0 and z ∈ C such that
(20) z ∈ (
∞⋂
j=m
Uj) \ E.
We first claim that
(21) z ∈ N 1
3n
( m⋃
j=1
Fnj
)
, for n = m,m+ 1, . . . .
We prove (21) by induction on n. (21) obviously holds for n = m by En = ∪
n
j=1Fnj and
(20). If there exists a positive integer N so that (21) is true for n = N − 1 but not n = N .
Put
(22) Q =
N⋃
j=m+1
FNj , R = Q ∩
( m⋃
j=1
FNj
)
, and S =
( m⋃
j=1
FNj
)
\R.
Suppose that z ∈ R. Then there exists i and k with 1 ≤ i ≤ m < k ≤ N such
that z ∈ FNi ∩ FNk ⊂ Ki ∩ FNk. Hence, z is not in LNk. Since z ∈ FNk = L̂Nk,
we have that z belongs to one of the bounded components of the complement of LNk.
But N 1
N
(z) ⊂ N 1
N
(Ki) is contained in the complement of LNk. So N 1
N
(z) is just in this
bounded component. Then N 1
N
(z) is contained in the polynomially convex of LNk, i.e.,
N 1
N
(z) ⊂ L̂Nk = FNk. So we obtain
(23) N 1
N
(R) ⊂ Q.
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Fix i ≤ m. Let z be in Ki but not in FNk for m ≤ k ≤ N . Then z must be in the
unbounded component of the complement of LNk for m ≤ k ≤ N . Since N 1
N
(z) ⊂ N 1
N
(Ki)
does not intersect with LNk, we have that N 1
N
(z) is just in that unbounded component.
That is N 1
N
(z) ∩ L̂Nk = ∅ for each m ≤ k ≤ N . So we have
(24) d(S,Q) ≥
1
N
.
Since (21) is assumed to hold for N − 1, and N 1
3N−3
(⋃m
j=1 FN−1,j
)
is the subset of
N 1
3N−3
(
⋃m
j=1 FNj) = N 1
3N−3
(S ∪ R), we see that
(25) z ∈ N 1
3N−3
(S ∪R).
But by the assumption that z /∈ E, (23) and
N 1
3N−3
(
R
)
⊂ N 1
N
(
R
)
⊂ Q ⊂ E
we obtain
(26) z /∈ N 1
3N
(
R
)
⊂ N 1
3N−3
(
R
)
.
It follows that
(27) z ∈ N 1
3N−3
(S).
By (24) we obtain
d(z, Q) ≥ d(Q, S)− d(z, S)
≥
1
N
−
1
3N − 3
≥
1
3N
.
Thus
(28) z /∈ N 1
3N
(Q) .
Combining (26) with (28) contradicts with z ∈ UN = N 1
3N
(Q ∪ S). Then we complete the
induction step for (21). At last, by
⋃m
j=1 Fnj ⊂
⋃m
j=1Kj , we see that
(29) d
(
z,
m⋃
j=1
Kj
)
<
1
3n
, ∀n ≥ m.
Therefore, z ∈
⋃m
j=1Kj ⊂ E, contradicting with (20). The proof is complete. 
Theorem 3.15. Let E be a convergence set in Ω. Then E is a σ-convex set. Moreover,
there exists an ascending sequence {Ej} of holomorphically convex compact sets in Ω such
that E = ∪∞j=1Ej.
Proof. Let E be the convergence set ConvΩ(f) for
f(z, t) = f0(z) + f1(z)t + · · ·+ fn(z)t
n + · · · ,
where fn(z) ∈ O(Ω). Denote by
(30) Ejn = {z ∈ Ω : dist(z, ∂Ω) ≥ 1/j, |z| ≤ j, |fn(z)| ≤ j
n}, ∀j, n ∈ N,
CONVERGENCE SETS OF POWER SERIES 11
where dist(z, ∂Ω) is the distance between z and the boundary of Ω. Every Ejn is obviously
compact. Let
(31) Ej =
∞⋂
n=1
Ejn, j ∈ N.
Then we have
(32) Ej ⊂ Ej+1, for j ≥ 1.
By the proof of Theorem 2.4, E = ∪∞j=1Ej . It follows from the definition of holomor-
phically convex sets that each Ejn is holomorphically convex in Ω. It is also a direct
consequence of the definition that the intersection of a family of holomorphically convex
sets in Ω is holomorphically convex. Therefore each Ej is a holomorphically convex com-
pact set in Ω. The proof of Theorem 3.15 is complete.

For the domain Ω and a positive integer m denote by
(33) Ωm = {z : z ∈ Ω, dist(z, ∂Ω) ≥ 1/m, |z| ≤ m}.
Lemma 3.16. Let K be a polynomially convex compact subset in Ω, U ⊂ Ω an open set
containing K, and m a positive integer. Then there exist a finite number of polynomials,
Pm1(z), . . . , Pmℓ(z), such that
(34) |Pmj(z)| ≤ 1, j = 1, · · · , ℓ, for all z ∈ K,
and
(35) max
j
{|Pm1(z)|, . . . , |Pmℓ(z)|} ≥ m , for all z ∈ Ωm \ U.
Proof. Due to the polynomial convexity of K, for each z0 ∈ Ωm\U there exists a polynomial
Q(z) such that
|Q(z)| ≤ 1, for z ∈ K, and |Q(z0)| ≥ m+ 1.
Then there is some neighborhood V (z0) of z0 such that |Q(z)| ≥ m for each z ∈ V (z0).
Since Ωm \ U is compact there are a finite number of such open sets V (z1), . . . , V (zℓ)
covering Ωm \ U . The corresponding polynomials are denoted by Pmj(z), ∀j = 1, . . . , ℓ.
Then Pmj(z), ∀j = 1, . . . , ℓ, satisfy (34) and (35). 
Now we prove the main theorem of this paper.
Theorem 3.17. E ⊂ Ω is a convergence set in Ω if and only if it is σ-convex.
Proof. By Corollary 3.8 and Theorem 3.15 we only need to prove ’if’.
Let E be a σ-convex set. By Theorem 3.13, there exist polynomially convex compact
sets En such that E =
⋃∞
n=1En, and En ⊂ En+1 for n ≥ 1. Let Un be the neighborhood of
En in Theorem 3.14, then we have
∞⋃
k=1
∞⋂
n=k
Un ⊂ E.
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And by Ek ⊂ Ek+1 and Ek ⊂ Un for n ≥ k we obtain
E =
∞⋃
k=1
∞⋂
n=k
Un.
Now for each k ∈ N, let Pk1, · · · , Pknk be the polynomials for Ωm = Ωk, K = Ek and
U = Uk by Lemma 3.16. Then we have
|Pks(z)| ≤ 1 , for z ∈ Ek, 1 ≤ s ≤ nk
and for every z ∈ Ωk \ Uk there exists j, 1 ≤ j ≤ nk, such that
|Pkj(z)| ≥ k.
Enumerate the countable set of polynomials {{Pkj}
nk
j=1}
∞
k=1 by {hℓ}
∞
ℓ=1 such that h1 =
P11, h2 = P12, · · · , hn1 = P1n1 , hn1+1 = P21, · · · . Define
f0(z) = 1
and
fℓ(z) = h
ℓ
ℓ(z) , ∀ℓ ∈ N
+.
For any z ∈ E there exist k such that z ∈ En for n ≥ k. Then for ℓ > n1 + · · ·+ nk we
have |fℓ(z)| ≤ |hℓ(z)| ≤ 1. It implies that z ∈ ConvΩ(f). Thus E ⊂ ConvΩ(f).
For any z ∈ Ω\E = Ω\(
⋃∞
k=1
⋂∞
n=k Un) =
⋂∞
k=1
⋃∞
n=k(Ω\Un) =
⋂∞
n=1(Ω\Un), chose any
positive integer m such that z ∈ Ωm. Then for any k > m we have z ∈ Ωk. By Lemma 3.16
and taking Ωm = Ωk, K = Ek, U = Uk, we have a polynomial Pkj(z) such that |Pkj(z)| > k.
Let ℓ = n1 + · · ·+ nk−1 + j. We obtain
|fl(z)| > k
l ≥ ml.
To summarize, for each z /∈ E, and for each positive integer m, there exist infinite positive
integers ℓ such that |fℓ(z)| > m
ℓ. Consequently, it implies that z /∈ ConvΩ(f). Hence
ConvΩ(f) ⊂ E. Therefore E = ConvΩ(f). 
It is difficult to directly deal with the union of a countable collection of convergence sets
in Ω. But by Theorem 3.17 it is equivalent to the case of σ-convex sets, while the latter is
easily done by definition.
Corollary 3.18. The union of a countable collection of convergence sets in Ω is a con-
vergence set in Ω.
Remark. In this paper we don’t confine the degree of the coefficient polynomials in the
definition of the convergence set. However it is mentioned in the first section that Conv(f)
is a polar set if the degree of coefficients Pn(z) are assumed not great than n. While it is
surprising that it is not essential for the degree of the coefficient polynomial when it is great
than n. For ε > 0, let the n-th term coefficients of f(z, t) is polynomial with degree not great
than n1+ε. We call Conv(f) as the ε-convergence-set. Then the E ⊂ C is a convergence set
if only if it is an ε-convergence-set. In fact, Let E = Conv(f), wheref(z, t) =
∑∞
j=0 Pn(z)t
n.
Denote by dn the degree of Pn, n = 0, 1, 2, · · · . We take mn be a sequence of increasing
integers satisfy that mn > (
dn
n1+ε
)
1
ε . Now let F (z, t) =
∑∞
j=0(Pn(z))
mntnmn . Then E =
Conv(f) = Conv(F ), and E = Conv(F ) be an ε-convergence-set.
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