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ABSTRACT
Environmental concerns and advances in battery technology are currently fueling
a widespread growth of interest in electric aircraft. Additionally, the fundamentally
different nature of electric motors, compared to combustion engines, allows designers
to experiment with unconventional aircraft configurations that would otherwise be
impractical. Because of the relatively low specific energy available through current
battery technology, and the high efficiency of propellers at low subsonic speeds, this
interest has led to a renewed focus on the design and optimization of short-range pro-
peller aircraft. Along with providing benefits related to emissions, procurement cost,
and maintenance, electric motors allow distributing propulsion on an aircraft with
greater ease compared to combustion engines, which further allows taking advantage
of performance benefits through propulsion integration. To design aircraft that effec-
tively take advantage of this increased design freedom requires the ability to answer
some questions that have not been addressed in previous literature. Two such ques-
tions that this dissertation focuses on, with the common theme of propeller-wing
interaction, are: What does the optimal takeoff trajectory for a tilt-wing electric
vertical-takeoff-and-landing aircraft look like and how do various design and per-
formance considerations, including those related to propeller-wing interaction and
wing stall, affect it? Does optimizing a wing while considering propeller effects using
computational fluid dynamics provide significant aerodynamic performance benefits?
The first part of this dissertation explores the design space with takeoff in mind, and
xix
the second part explores the design space with cruise in mind.
For the first part, simplified models for the aerodynamics, propulsion, propeller-
wing flow interaction, and flight mechanics are used to carry out gradient-based
optimization studies for the takeoff-to-cruise trajectory of a tandem tilt-wing eV-
TOL aircraft. Results for optimizations with and without stall and acceleration
constraints, with varying levels of flow augmentation from propellers, are presented
and show that the optimal takeoffs involve stalling the wings or flying near the stall
angle of attack. However, the results also show that the energy penalty for avoiding
stall is practically negligible. Additionally, without acceleration constraints, the op-
timized trajectories involve rapidly transitioning to forward flight and accelerating,
followed by climbing at roughly constant speed, and then accelerating to the required
cruise speed. With an acceleration constraint for passenger comfort, the transition,
climb, and acceleration phases are more gradual and less distinct. Results showing
the impact of wing size and available power on the optimized trajectories are also
presented.
For the second part, the cruise drag of a wing with a tractor propeller is minimized
using aerodynamic shape optimization. Reynolds-averaged Navier–Stokes computa-
tional fluid dynamics with an actuator-disk approach is used for the simulations,
and a gradient-based algorithm is used for the optimization. Changing the rota-
tion direction of the propeller, changing the spanwise location of the propeller, and
optimizing the twist and airfoil shapes of the wing impact the aerodynamic perfor-
mance significantly. However, optimizing the wing while considering the propeller
slipstream provides little additional benefit compared to optimizing it without con-
sidering the propeller slipstream (the difference is less than one drag count). The
wings optimized without considering the propeller slipstream are naturally able to
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recover swirl almost as effectively as the wings optimized while considering the pro-
peller slipstream, and the propeller-induced velocities for the cruise condition are not
high enough to lead to significant airfoil-shape design changes. These conclusions
are reached for both inboard-mounted and tip-mounted propellers. Additionally,
a simple first-principles-based analytic expression for estimating propeller-induced
tangential velocities is derived.
The overarching conclusion and recommendation is that, for eVTOL aircraft, the
design focus should be on sound, simple, and safe aircraft. From a takeoff point of
view, the aircraft design should prioritize factors such as mechanical simplicity, noise,
and safety because factors such as wing and fuselage drag are not significant during
the takeoff-to-cruise phase (the induced losses from the propellers dominate). From
a cruise point of view, strategically selecting the locations and rotation directions of





Study hard what interests you the most in
the most undisciplined, irreverent and
original manner possible.
R. P. Feynman
It’s better to be a warrior in a garden
than a gardener in a war.
Ancient proverb
Environmental concerns and advances in battery technology are currently fueling a
widespread growth of interest in the development of hybrid and fully electric aircraft.
Additionally, the fundamentally different nature of electric motors, compared to
combustion engines, is allowing aircraft designers to experiment with unconventional
aircraft configurations that would otherwise be impractical. These factors, combined
with advances in autonomous control and ride-hailing services, make a future with
electric aircraft providing urban and regional transportation seem more feasible than
ever.
The potential for transporting people by air within urban areas, urban air mobility
(UAM), is especially receiving significant interest, and a large number∗ of different
electric vertical takeoff and landing (eVTOL) aircraft are currently under develop-
ment. Some examples of the companies that tested full-scale UAM eVTOL proto-




types in 2019 are Airbus†, Aurora Flight Sciences‡ (a Boeing subsidiary), EHang§,
Joby Aviation, Kitty Hawk¶, Lilium‖, and Volocopter∗∗. Most of the concepts under
development can be categorized into a few major categories of aircraft type. Four
major categories are multicopter (e.g., Volocopter 2X), lift+cruise (e.g., Kitty Hawk
Cora), tilt rotor (e.g., Joby S4), and tilt wing (e.g., Airbus A3 Vahana) [11].
Because of the relatively low specific energy available through current battery
technology [11–13], and the high efficiency of propellers at low subsonic speeds, this
recent growth of interest has led to a renewed focus on the design and optimiza-
tion of short-range propeller aircraft [12–28]. Along with providing benefits related
to emissions, procurement cost, and maintenance, electric motors allow distributing
propulsion on an aircraft with greater ease compared to combustion engines, which
further allows taking advantage of performance benefits through propulsion integra-
tion [12]. For example, distributing propellers across a wing can allow smaller wings
for conventional and short takeoff and landing (C/STOL) aircraft or help avoid stall
for vertical takeoff and landing (VTOL) aircraft [12, 14, 29, 30]. As another example,
strategically selecting the placement and rotation directions of wing-mounted pro-
pellers can provide span-efficiency or propulsive-efficiency improvements [7, 12, 31–
33].
To design aircraft that effectively take advantage of the aforementioned increased
design freedom and propulsion-integration benefits requires the ability to answer
some questions that have not been addressed in previous literature. Two such ques-
tions that this dissertation focuses on, which satisfy the four criteria in Fig. 1.0.1,
†Airbus A3 Vahana flight-test footage: https://youtu.be/n8yfDTiZH4Q [Accessed: 5 June 2020]
‡Aurora/Boeing Passenger Air Vehicle flight-test footage: https://youtu.be/FpaYoF12Rnk [Accessed: 5 June
2020]
§EHang Autonomous Aerial Vehicle passengered flight-demonstration footage: https://youtu.be/6tIBFaxGYoc
[Accessed: 5 June 2020]
¶Kitty Hawk Cora flight-test footage: https://youtu.be/kJNACCPqFRQ [Accessed: 5 June 2020]
‖Lilium Jet flight-test footage: https://youtu.be/5ukmS9ZJm40 [Accessed: 5 June 2020]
∗∗Volocopter 2X flight-test footage: https://youtu.be/NxBTzAbPSeY [Accessed: 5 June 2020]
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are:
1. What does the optimal takeoff trajectory for a tilt-wing eVTOL aircraft look
like and how do various design and performance considerations, including those
related to propeller-wing interaction and wing stall, affect it?
2. Does optimizing a wing while considering propeller effects using computational
fluid dynamics (CFD) provide significant aerodynamic performance benefits?
are of actual interest to 
engineers





involve the aerodynamics of 
propeller-wing interaction
?
This dissertation focuses on questions that
Figure 1.0.1: The questions selected for this dissertation satisfy these four criteria.
This dissertation has two main parts (Parts I and II), and as the title indicates,
the common theme is optimization considering propeller-wing interaction. These
two parts correspond to the two aforementioned questions. Part I presents takeoff
trajectory optimization studies for a tandem tilt-wing eVTOL aircraft, and Part II
presents CFD-based aerodynamic shape optimization studies for wings considering
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propeller-wing interaction for both inboard- and tip-mounted tractor-propeller con-
figurations. Part I explores the design space with takeoff in mind, and Part II
explores the design space with cruise in mind. Additionally, Chapter 12 contains a
third part that presents a wingbox model, implemented in an open-source tool [34],
and presents low-to-mid-fidelity aerostructural optimization studies for a transport-
aircraft wing (without propeller-wing flow interaction). This open-source model has
been used for optimization studies for a VTOL commuter aircraft [35, 36]. Before
the main parts begin, Chapter 2 provides a general review of propeller slipstream
characteristics and the various propeller-wing interaction effects relevant to tractor
configurations (i.e., configurations in which the propeller is in front of the wing).
After the main parts conclude, Chapter 11 lists the novel contributions, conclusions,
and recommendations for future work.
CHAPTER 2
General Background: Propeller Slipstream Characteristics
and Propeller-Wing Interaction
The aerodynamics phenomena that play a
role in the characteristics of
propeller-driven aircraft constitute a
formidable problem that needs to be
carefully analyzed [and] understood to
arrive at optimized designs.
L. L. M. Veldhuis [4]
Professor, TU Delft, 2005
When a propeller is placed near a wing, the flow it induces affects the lift of the
wing as well as the profile and induced drag of the wing [4, 6, 7, 31–33, 37]. The
details of the flow around the wing, and consequently its performance, change with
the location, settings, and rotation direction of the propeller [4, 6–8, 30–33, 37].
For example, when a propeller is placed directly in front of a wing, the propeller-
induced axial and tangential (also referred to as swirl) velocity components result
in spanwise variations of both the effective flow speeds and local angles of attack
of the wing sections. Not only does this affect the lift and drag of the sections
immediately behind the propeller, but also the lift and drag distributions across the
entire wing [4, 7]. On the other hand, when the propeller is placed directly behind
the wing, the spanwise variations are less pronounced because the flow speed is lower
and the swirl is negligible in front of a propeller [3, 4].
At the same time, the flow induced by the wing, as well as other changes to the
5
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flow field caused by drag or blockage effects, affect the performance of the propeller [4,
32, 33, 37]. This is primarily due to the altered inflow to the propeller and can result
in a gain or loss in performance depending on the location and rotation direction of
the propeller [4, 12, 32, 33, 37]. Generally, the impact on the performance of the
propeller is greater when it is placed behind a wing.
Several researchers have studied these propeller-wing flow interactions, and inter-
est in it has cycled in and out of fashion over the last century. Around 1920, Prandtl
[37] was among the first to systematically study this mutual interaction and show
that propellers and wings should not be looked at in isolation. The early research was
a natural consequence of the achievement of powered human flight in the first decade
of the 20th century and its growing military and civil applications in the subsequent
decades. Later, in the 1950s and 1960s, the interest in developing V/STOL air-
craft [38–46] led to many studies on the effects of propeller-wing interaction on flight
performance (low-speed high-lift performance in particular) [29–31, 41, 47, 48]. Then
in the 1980s and 1990s, the interest in advanced propellers (also known as propfans),
combined with the improvements in computing technology, led to advancements in
the computational modeling of propeller-wing interaction [4, 6, 32, 33, 49–51]. And
now, in the second decade of the 21st century, the growth of interest in the develop-
ment of electric aircraft has brought with it another renewal of interest in studying
and modelling these interactions and their effects on performance [12, 14–22].
The rest of this chapter provides a brief review of the characteristics of the flow
induced by a typical propeller and of the various propeller-wing interaction effects. A
more comprehensive overview of propeller slipstream characteristics and propeller-
wing interaction (both modeling and effects) is provided by Veldhuis [4]∗. Also,
∗For those new to the field and interested in learning about propeller-wing interaction, I recommend beginning
with this chapter for a quick overview of the various effects and for references to more recent literature, and then
exploring the more comprehensive dissertation of Veldhuis [4].
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Veldhuis [4], Carlton [52], and Smith [53] together provide a broad overview of pro-
peller modeling techniques.
2.1 Propeller Slipstream Characteristics
Although a propeller’s slipstream is altered by the presence of a trailing wing, it is
useful to first review the flow characteristics of an isolated propeller before studying
its interaction with a wing. In this section, the axial and radial variation of axial
velocity, pressure, and tangential velocity in an isolated propeller’s slipstream are
briefly reviewed. For future convenience, Table 2.1.1 lists the figures that can be
referred to for a quick review of these characteristics.
Table 2.1.1: Figures that provide an overview of propeller slipstream characteristics
Axial velocity Pressure Tangential velocity
Axial variation Figs. 2.1.1 and 2.1.2 Fig. 2.1.1 Figs. 2.1.4 and 2.1.5
Radial variation Fig. 2.1.7 Figs. 2.1.6 and 2.1.7 Figs. 2.1.6 and 2.1.7
2.1.1 Axial Variation of Axial Velocity, Pressure, and Tangential Velocity
Momentum theory (also known as Rankine–Froude momentum theory, classical
momentum theory, and actuator-disk† theory) is a useful starting point for gaining
insight on the flow induced by a propeller [41]. It models the propeller as a uniform
actuator disk that provides a static-pressure jump, and it is derived analytically by
applying the principles of mass, momentum, and energy conservation to a simplified
control volume with an idealized flow (inviscid, incompressible, irrotational, radially
uniform, and azimuthally uniform). Based on it, the axial velocity in the propeller
streamtube increases continuously from the freestream value far upstream to a finite
value far downstream. More specifically, for a given thrust T and disk area A, the
†This theory differs from and should not be confused with the actuator-disk approach used to model propellers
in CFD simulations.
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flow velocity‡ at the disk according to momentum theory is








and the slipstream velocity far downstream is V∞ + 2vi, where V∞ and ρ are the
freestream velocity and density, respectively, and vi is the induced velocity at the
disk. This and the corresponding pressure changes are illustrated in Fig. 2.1.1. The
detailed-CFD results of Stokkermans et al. [3] (unsteady RANS simulations with
sliding meshes for the 3-D propeller geometry) plotted in Fig. 2.1.2 show an example
of this behavior.
T













Figure 2.1.1: Illustrations of velocity and pressure variations with axial distance based on momen-
tum theory
Although momentum theory does not capture any radial variation, viscous effects,




Figure 2.1.2: Radially and circumferentially averaged axial velocity (Va) distributions for a pusher
propeller are shown by the dashed curve (unsteady RANS CFD simulations for the P cases;
P=propeller; N=nacelle; W=wing; F=fuselage; R=rotor; xp is the axial distance; Rp is the pro-
peller radius; results for a cruise condition; JR > 0.5; figures from Stokkermans et al. [3])
or swirl, it provides a qualitative idea of the axial flow behavior in a propeller’s slip-
stream and also provides quantitative estimates for the axial velocities. Momentum













This is simply the thrust multiplied by the flow velocity at the disk, and it provides
considerable insight into the performance of a propeller. For example, it shows that,
with thrust held constant, increasing the disk area decreases the power required, or
as another example, with power held constant, increasing the flight speed decreases
the thrust. This equation is known to underpredict power by around 15–20% [41].
A propeller blade can also be viewed as an advancing and rotating wing that
produces a helical vortex system, as illustrated in Fig. 2.1.3 [4, 32, 52]. This is the
rotating-wing analogue of the lifting-line representation for fixed wings. Using this
representation, the tangential velocity induced by a propeller can be shown to be
zero in front of the propeller and axially constant, but non-zero, behind [4]. The
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Figure 2.1.4: An illustration of the bound and trailing vortex-system contributions to the tangential
velocity in a propeller’s streamtube (adapted from Veldhuis [4])
The detailed-CFD results of Stokkermans et al. [3] plotted in Fig. 2.1.5 (unsteady
RANS simulations with sliding meshes for the 3-D propeller geometry), for example,
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also show this step-shaped tangential velocity distribution (see Fig. 2.1.2 for the
corresponding axial velocity distribution). Since the axial velocities change with
axial distance behind a propeller (e.g., Fig. 2.1.2), but the tangential velocities do
not change as significantly (e.g., Fig. 2.1.5), the swirl angles also vary with axial
distance behind a propeller. Figures 2.1.2 and 2.1.5 also show results for a case in
which a propeller is mounted behind the wingtip of a compound helicopter’s box-wing
(note the tangential velocity reduction due to the propeller’s counter-wingtip-vortex
rotation direction).
  
Figure 2.1.5: Radially and circumferentially averaged tangential velocity (Vt) distributions for a
pusher propeller are shown by the dashed curve (unsteady RANS CFD simulations for the propeller
cases; P=propeller; N=nacelle; W=wing; F=fuselage; R=rotor; xp is the axial distance; Rp is the
propeller radius; results for a cruise condition; JR > 0.5; figure from Stokkermans et al. [3])
Additionally, as expected from the mass conservation principle, a propeller’s
streamtube contracts as the flow in it accelerates. The following equation, derived
using a semi-infinite helical vortex filament [41], provides an estimate for the axial









where vi is the induced velocity at the propeller disk, and R is the propeller radius.
Assuming uniform axial flow, the slipstream radius rs, as a function of the axial











Momentum theory and this slipstream-contraction model are often used for low-order
propeller-wing interaction modeling [54–57].
2.1.2 Radial Variation of Axial Velocity, Pressure, and Tangential Velocity
Contrary to the assumptions made for momentum theory, the flow induced by a
propeller is not radially uniform, as shown by the experimental and CFD results in
Fig. 2.1.6 (time-averaged results for a four-bladed propeller) [5] and by the blade-
element-momentum-theory (BEMT) results in Fig. 2.1.7 [4]. BEMT, which combines
blade-element theory with momentum theory for annular control volumes, is a pop-
ular low-cost approach that can predict radial variations. The relative magnitudes
of the axial and tangential velocity profiles depend on the advance ratio and pitch
setting of the propeller. For varying propeller loading, the form of the tangential
velocity profile tends to change more noticeably than the form of the axial velocity
profile [4].
So far, several methods of varying complexity and fidelity, for predicting the
performance of a propeller and the behavior of the flow induced by it, have been
mentioned in this section (momentum theory, helical vortex models, BEMT, full-
blade unsteady CFD, actuator-line unsteady CFD, and actuator-disk steady CFD).
However, several more methods exist for modeling propellers and rotors, and Veldhuis
[4], Carlton [52], Smith [53], and Singh and Friedmann [58] together provide a broad
overview of them.
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Figure 2.1.6: Time-averaged radial distributions of pressure and tangential velocity behind a pro-
peller (FB=full blade; AL=actuator line; AD=actuator disk; J = 0.8; u∞ = 40 m/s; θ0.75R =
24 deg; Rp = 0.12 m; figure from Stokkermans et al. [5])
Figure 2.1.7: Radial distributions of axial velocity (va), tangential velocity (vt), total pressure (pt),
and static pressure (ps) directly behind a lightly loaded propeller (BEMT analysis; figure from
Veldhuis [4])
2.2 Propeller-Wing Interaction Effects
In this section, propeller-wing interaction effects are reviewed, with a focus on
tractor configurations and the effects on the wing. By a tractor configuration, we
mean a configuration in which the propeller is in front of the wing (i.e., the propeller
pulls the wing), and by a pusher configuration, we mean a configuration in which
the propeller is behind the wing (i.e., it pushes the wing). For future convenience,
Table 2.2.1 lists the figures that can be referred to for a quick overview of the effects.
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Table 2.2.1: Figures that provide an overview of propeller-wing interaction effects
Lift Drag Maximum lift
Streamwise location Figs. 2.2.1 and 2.2.2 Figs. 2.2.1 and 2.2.2 –
Vertical location Fig. 2.2.3 Fig. 2.2.3 –
Rotation direction Figs. 2.2.7, 2.2.8a, 2.2.9a, and 2.2.10 Figs. 2.2.7, 2.2.8b, 2.2.9b, and 2.2.10 Fig. 2.2.10
Spanwise location Fig. 2.2.11 Fig. 2.2.11 –
Thrust setting Figs. 2.2.13, 2.2.14, and 2.2.15 Fig. 2.2.16 Fig. 2.2.15
2.2.1 Streamwise Location
As described in Sec. 2.1.1, the axial flow induced by a propeller is faster behind
it than in front, and the swirl is negligible in front. Therefore, the impact on the
performance of a wing is greater when it is placed directly behind a propeller than
when it is placed directly in front.
On the other hand, the impact on the performance of a propeller is more signif-
icant when a wing is placed directly in front of the propeller than directly behind.
This is because viscous effects, blockage effects, and the flow induced by the wing,
which impact the performance of the propeller by altering the inflow to it, are more
significant behind the wing. More on this can be found in the works by Prandtl [37],
Kroo [32], Miranda and Brennan [33], and Veldhuis [4]. This dissertation focuses on
propeller-wing interaction when a wing is located directly behind a propeller, and
therefore we do not focus on the effects on a propeller’s performance here.
Since the axial induced velocity and static pressure evolve with axial distance
(Figs. 2.1.1 and 2.1.2), the axial distance between a propeller and a wing influences
the interaction. Typically, however, for high-speed (cruise) cases, in which the pro-
peller is lightly loaded, most of the slipstream contraction takes place within one
to two propeller diameters [3, 4, 59] (e.g., Fig. 2.1.2), and the sensitivity to axial
distance is low after about one propeller diameter.
The nature of the interactions changes when a wing is near a vertically offset pro-
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peller but not directly in the propeller’s slipstream. For an over-the-wing propeller,
experimental results from Veldhuis [4], plotted in Fig. 2.2.1, show lift-to-drag ratio
improvements when the propeller is directly above the wing. Despite not being in
the propeller’s slipstream, the performance of the wing is still affected. Prandtl [37]
and Veldhuis [4] attribute this to the upwash effects (or the downwash effects with a
below-the-wing propeller) due to streamtube contraction, as illustrated in Fig. 2.2.2.
  
Figure 2.2.1: Experimental results showing the effect of propeller streamwise location on wing lift
and drag for an over-the-wing configuration (low-thrust case: J = 0.9 and TC = 0.133; high-thrust
case: J = 0.43 and TC = 0.975; figures from Veldhuis [4])
2.2.2 Vertical Location
As suggested by Fig. 2.2.2, the vertical offset of a propeller relative to a wing also
affects the performance of the wing. Experimental results from Veldhuis [4], plotted
in Fig. 2.2.3, show that the vertical location of a tractor propeller affects both wing
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Figure 2.2.2: Illustration of the effective flow seen by a wing with an over-the-wing propeller
lift and drag, and the changes are thrust dependent.
When the propeller is moved upwards, starting from zero vertical offset, the wing’s
lift increases because the mass flow rate over the upper surface increases and because
of the upwash effect of the slipstream contraction [4, 37]. Similarly, when the pro-
peller is moved downwards instead, the lift decreases because the mass flow rate
increases below the lower surface and because of the downwash effect of the slip-
stream contraction [4, 37]. Both upwards and downwards, the influence diminishes
after a certain offset (between 0.5R and 1R).
The drag shows different trends. The drag is lowest either when the vertical offset
is around zero or when the wing is outside the propeller slipstream. These are the
local minima for the dynamic pressure impinging on the wing [4]. However, the
asymmetry of the drag curves about the vertical axes in Fig. 2.2.3, for the 4 deg
cases in particular, indicates that the interaction effects are caused by more than
just the dynamic pressure changes. This supports the claim that the upwash and
downwash due to slipstream contraction also plays a role.
Figure 2.2.4 shows that the lift-to-drag ratio is greatest when the propeller axis has









J = 0.43, T
C 
= 0.985
Figure 2.2.3: Experimental results showing the effect of propeller vertical location on wing lift and
drag (yp/b/2 = 0.28; figures from Veldhuis [4])
will show that this is not the case for a tip propeller and that the trends with respect
to vertical location also depend on the spanwise location of the propeller. Addition-
ally, because the lift and drag trends change with the thrust setting (Fig. 2.2.3), the
lift-to-drag ratio trends also change with the thrust setting.
Figure 2.2.3 indicates that the dynamic pressure impinging on the wing is great-
est when the propeller is offset by about half a propeller radius [4], and Fig. 2.2.4
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J = 0.9, T
C 
= 0.137 J = 0.43, T
C 
= 0.985
Figure 2.2.4: Experimental results showing the effect of propeller vertical location on wing lift-to-
drag ratio (yp/b/2 = 0.28; figures from Veldhuis [4])
shows that the lift-to-drag ratio is greatest when the propeller is offset by about one
propeller radius. This suggests that selecting the vertical placement of propellers
and simultaneously sizing the wings for STOL aircraft provides an interesting MDO
problem because of the tradeoff between low-speed and cruise benefits§.
2.2.3 Rotation Direction
Propeller-induced velocity components result in spanwise variations of both the
effective flow speeds and local angles of attack of the wing sections directly behind
the propeller, which further result in the tilting and magnitude change of the local lift
vectors. For example, the experimental results from Veldhuis [4] plotted in Fig. 2.2.5
show the time-averaged lift distribution of a wing with an inboard-mounted tractor
propeller with inboard-up rotation.
There is a lift peak behind the up-going-blade portion and a trough behind the
down-going-blade portion. The corresponding pressure distributions of two wing
sections behind the up-going and down-going portions of the propeller are compared
in Fig. 2.2.6. For outboard-up rotation, the locations of the peak and trough switch
(Fig. 2.2.9a).
§This is a suggestion for future work.
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(a) Experimental setup (b) Lift distribution for 4 deg angle of attack
Figure 2.2.5: Experimental lift distribution and VLM results for a wing with a tractor propeller
(J = 0.85; TC = 0.168; inboard-up rotation; figures from Veldhuis [4])
(a) Behind up-going portion (b) Behind down-going portion
Figure 2.2.6: Experimental pressure distributions and actuator-disk CFD results for a wing with
a tractor propeller (these correspond to the case in Fig. 2.2.5; inboard-up rotation; figures from
Veldhuis [4])
The influence of propeller-induced axial and tangential velocity components on
the lift of wing sections directly behind a propeller is illustrated in Fig. 2.2.7. The
upwash behind the up-going-blade portion of the propeller increases the effective
local angles of attack and tilts the local lift vectors forwards (i.e., resulting in induced
thrust). The downwash behind the down-going-blade portion decreases the effective
local angles of attack and tilts the local lift vectors backwards (i.e., resulting in
induced drag). The drag distributions computed by Witkowski et al. [6] using a




















Figure 2.2.7: An illustration of the tilting of local lift vectors due to propeller-induced axial velocity
components Vi,a and tangential velocity components Vi,t for an infinite wing. The length of the lift
vector leff for each section is based on the length of the effective velocity vector Veff and the effective
angle of attack.
(a) Lift distributions (b) Drag distributions
Figure 2.2.8: VLM results showing the effect of a tractor propeller’s rotation direction on a trailing
wing’s lift and drag distributions (figures from Witkowski et al. [6])
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For a finite wing, whether a net drag reduction (i.e., swirl recovery) is obtained
will depend on the wing’s lift distribution and on the propeller’s rotation direction.
Experimental drag coefficients from Veldhuis [4], plotted in Fig. 2.2.9b, show that
the net drag is lower with inboard-up rotation. This is a general observation that is
consistently found in literature [4, 7, 31, 32]. Wings are generally designed to have
greater lift inboard than outboard, and therefore it is advantageous to have upwash
where the lift is greater (from a lifting-line point of view, the induced drag is the
span integral of the product of the circulation and downwash; in other words, it is
more efficient to push down more-upward-moving air).
(a) Normal-force coefficient (b) Drag coefficient reduction (C
′
D = CDprop on −
CDprop off )
Figure 2.2.9: Experimental results showing the effect of propeller rotation direction (these corre-
spond to the experimental configuration shown in Fig. 2.2.5a; J = 0.85; TC ∼ 0.17; figures from
Veldhuis [4])
The rotation direction also affects the effective maximum lift coefficient [7, 31].
The experimental results of Sinnige et al. [7] for a wing with a tip-mounted propeller,
plotted in Fig. 2.2.10, show this. Not only does inboard-up rotation provide drag
reductions, but it also increases the maximum lift that can be obtained.
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Figure 2.2.10: Experimental results showing the drag and maximum-lift-coefficient benefits of
inboard-up rotation (at 0 deg angle of attack, the CT values that correspond to the J values of
0.7, 0.8, 0.9, and 1.0 are 0.123, 0.095, 0.053, and 0.014, respectively; figures from Sinnige et al. [7])
2.2.4 Spanwise Location
Experimental results from Veldhuis [4], plotted in Fig. 2.2.11, show that moving
a tractor propeller (that does not have a vertical offset) inboard starting from the
wingtip decreases the trailing wing’s lift and increases the wing’s drag. The sensi-
tivity to the spanwise location is greater when the propeller is outboard than when
the propeller is inboard.
Furthermore, the additional experimental results plotted in Fig. 2.2.12 show that a
positive vertical offset may provide the best lift-to-drag ratio for an inboard-mounted
tractor propeller, but zero vertical offset may be best for a tip-mounted tractor
propeller.
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Figure 2.2.11: Experimental results showing the effect of a zero-vertical-offset tractor propeller’s
spanwise location on a trailing wing’s lift and drag (α = 4.2 deg; αprop = 0 deg; J = 0.92; TC =
0.025; see Fig. 2.2.3 for the definition of zp; figures from Veldhuis [4])
(a) α = 1.1 deg (b) α = 4.2 deg
Figure 2.2.12: These experimental results show that a vertical offset can improve or worsen the
performance of a trailing wing depending on the spanwise location of the propeller (J = 0.92;
TC = 0.025; αprop = 0 deg; see Fig. 2.2.3 for the definition of zp; figures from Veldhuis [4])
2.2.5 Thrust Settings
The advance ratio and pitch setting of a propeller affect the thrust generated and
its induced velocities, which further affect the performance of a leading or trailing
wing [4, 7, 8, 30]. The experimental results of Veldhuis [4], plotted in Fig. 2.2.13a,
show that the total lift coefficient (and consequently the lift-curve slope) of a wing
with a tractor propeller increases as the thrust is increased. However, these lift
coefficients include contributions from the propeller normal force and the vertical
component of the propeller thrust, along with the wing-lift augmentation due to the
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propeller-induced velocities. Figure 2.2.13b includes a breakdown of these contribu-
tions for a 10 deg angle-of-attack case that shows that the lift-increase is not only
due to the vertical component of the propeller thrust, but also due to the interaction
of the propeller-induced flow with the wing.
(a) Varying thrust settings
(b) Breakdown of the lift increase at 10 deg
Figure 2.2.13: These experimental results show that the lift coefficient and lift-curve slope of a wing
in a tractor configuration increase as the thrust setting is increased (zero vertical offset; inboard-up
rotation; see Fig 2.2.5a for the experimental configuration; figures from Veldhuis [4])
The experimental results of Sinnige et al. [7], plotted in Fig. 2.2.14, show how
the lift distribution of a flapped wing with a tip-mounted tractor propeller changes
as the thrust increases. The lift distribution across the entire wing is affected, and,
with outboard-up rotation, the lift decreases as the thrust is increased.
The experimental results of Chinwicharnam and Thipyopas [8], plotted in Fig. 2.2.15,
show that the maximum lift coefficient of a wing (corrected for the propeller forces)
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Figure 2.2.14: Experimental results showing how the lift distribution of a wing with a tip-mounted
tractor propeller changes as the thrust is increased (the CT values that correspond to the J values
of 0.7, 0.8, 0.9, and 1.0 are 0.123, 0.095, 0.053, and 0.014, respectively; figure from Sinnige et al.
[7])
changes with the thrust setting (a lower advance ratio corresponds to a higher thrust
for these cases) for both tractor and pusher configurations. As expected, because
the propeller-induced velocities are greater behind a propeller than in front (see
Sec. 2.1.1), the maximum lift coefficient is higher for the tractor configuration. Ad-
ditionally, Fig. 2.2.16 shows how the drag coefficient is affected for these cases. For
the high-thrust (low advance ratio) cases, the drag of the tractor configuration is
greater than that of the pusher configuration for all angles of attack (as would be
expected because of the higher dynamic pressure for the tractor case). However, for
the low-thrust cases, the drag of the tractor configuration is not greater for some
angles of attack. This suggests that the swirl is also playing a role. Note that these
results are for a NACA 0012 flying wing with a single midspan-mounted propeller,
and therefore there is no distinction between inboard- and outboard-up propeller





Figure 2.2.15: Experimental results that show how the maximum lift coefficient of a wing (corrected
for the propeller forces) changes with the thrust setting (a lower advance ratio corresponds to a
higher thrust for these cases) for both tractor and pusher configurations (figures from Chinwichar-
nam and Thipyopas [8])
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Figure 2.2.16: Experimental results that show how the drag of a wing (corrected for the propeller
forces) changes with the thrust setting (a lower advance ratio corresponds to a higher thrust for
these cases) for both tractor and pusher configurations (figures from Chinwicharnam and Thipyopas
[8])
2.2.6 Complicating Factors
The factors discussed here that affect propeller-wing interaction are not inde-
pendent (e.g., lift and drag trends with respect to propeller vertical location also
depend on the spanwise location, streamwise location, and rotation direction of the
propeller). Therefore, this chapter is not a complete review of every trend and ef-
fect resulting from every combination, and caution must be exercised when reaching
conclusions. However, this chapter does provide a brief, but broad, overview of most
of the factors and trends to keep in mind for a tractor configuration.
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Additionally, when analyzing changes in the net thrust or drag of an integrated
propeller-wing configuration, it is often difficult to identify and separate the contri-
bution from changes in the propeller’s thrust and the contribution from changes in
the wing’s drag. This can complicate the interpretation of experimental data, simu-
lation results, and performance analyses. Therefore, caution must also be exercised







I think it is now accepted that the criteria
for VTOL transport acceptability is not
how much better the aircraft is than a
helicopter but how closely its transport
effectiveness approaches the airplane’s. It
was well recognized that the technical
challenges for this type [of] aircraft were
not at the higher speeds but in the
transitional speed regime.
J. B. Nichols [43]
Principal Engineer, Boeing, 1990
(Formerly with Hiller Aircraft during the
development of the tilt-wing Hiller X-18)
Tilt-wing aircraft first received serious attention in the 1950s and 1960s when a
few companies including Boeing, Ling–Temco–Vought (LTV), Hiller, and Canadair
developed flying prototype aircraft [38–40, 42–45]. Several successful flight tests
including transitions between vertical and horizontal flight were carried out [38–
40, 42, 44]. Flight-test summaries for the Boeing–Vertol VZ-2 [38] and Canadair CL-
84 [42] report that flow separation and wing stall provided piloting and operational
challenges. Over 300 hours of flight testing was carried out for the LTV/Hiller/Ryan
XC-142 to prove its suitability for operation [40]. Despite the extensive testing,
several factors including control and stability challenges and mechanical complexity
led to the cancellation of these programs. However, with modern control technology




A significant amount of literature also exists from that early period related to the
design, performance, and control of tilt-wing aircraft [30, 41, 47, 48, 60, 61]. More
recent work has focused on the design and control of smaller tilt-wing unmanned
aerial vehicles (UAVs) [18, 62–65].
Transitioning from vertical to horizontal flight for a tilt-wing aircraft is a balancing
act in which the propellers have to provide sufficient thrust to support the weight of
the aircraft while also tilting with the wings to accelerate the aircraft to a speed and
configuration in which sufficient lift can be provided by the wings. This transition is
an important consideration for the design of these types of aircraft. Separated flow
over the wing, which is undesirable and avoided in conventional aircraft design, is
an important concern during the transition for tilt-wing aircraft and may even be
beneficial or unavoidable. Johnson et al. [11] briefly mentioned in their conference
paper that their analysis for a tilt-wing eVTOL concept suggests that the wing is
operating near or just beyond stall during transition. Based on testing for the NASA
Greased Lightning GL-10 prototypes, it also seems possible that spending some time
with the wing stalled may provide the most energy-efficient transition for a tilt-wing
aircraft [18].
Stalling the wing during the transition allows prioritizing acceleration and transi-
tioning to the more efficient airplane configuration more quickly at the cost of some
inefficient lift during early stages. However, it is not obvious whether this provides an
overall benefit. One of our goals is to examine this for a tandem tilt-wing passenger
eVTOL configuration based on the Airbus A3 Vahana.
There is a lack of studies on the optimal takeoff trajectory for passenger tilt-wing
eVTOL aircraft. However, some related research has been carried out on transition
optimization for tail-sitter and flying-wing UAVs that take off vertically. Stone and
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Clarke [66] carried out numerical optimization studies for the takeoff maneuver of a
23–32 kg tail-sitter twin-propeller wing-canard UAV with the objective of minimizing
the time required to transition to forward flight and reach a specified altitude and
speed. They limited the angles of attack in their optimization problem to prevent
stalling the wing and concluded that it is possible for their UAV to transition without
stalling the wing. They also noted that as aircraft mass increases, the optimal takeoff
maneuvers have increased angles of attack for greater portions of the maneuver.
Another interesting observation from their results is that for larger aircraft masses,
the optimal takeoff trajectory involves overshooting the target altitude and then
descending to achieve it. In a later paper, Stone et al. [67] also discussed flight-test
results for their UAV and noted that, during the vertical to forward-flight transition,
the UAV lost altitude instead of gaining altitude as predicted by their simulations.
Kubo and Suzuki [55] numerically optimized the transitions between hover and
forward flight for a 2 kg tail-sitter UAV with a twin-propeller twin-boom wing-tail
configuration. With the objective of minimizing transition time, and with stall con-
straints, they obtained an optimized transition from hover to forward flight without
noticeable altitude change. They also noted that high throttle settings during the
transition help delay stall.
Maqsood and Go [68] numerically optimized transitions between hover and cruise
for a small tail-sitter tilt-wing UAV (tractor configuration without distributed propul-
sion) with the objective of minimizing the altitude variation during transition. They
compared optimization results for the hover to forward-flight transition for a config-
uration with tilting wings and the same configuration with fixed wings. They noted
that the optimal transition with a tilting wing avoids stalling the wing, which reduces
thrust requirements compared to a fixed-wing configuration.
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Oosedo et al. [69] numerically optimized the hover to forward-flight transition for
a 3.6 kg quadrotor tail-sitter flying-wing UAV with the objective of minimizing the
time required to transition. They compared optimization cases with and without
constraints for maintaining altitude. They also compared their simulations to ex-
perimental flight tests. All four of the UAVs [55, 66, 68, 69] mentioned here are
significantly different from the type of aircraft in which we are interested, due to
their configurations and sizes.
Two other related research efforts focused on the landing phase instead. Pradeep
and Wei [70] optimized the speed profile and time spent in the cruise, deceleration-
to-hover, hover, and descent phases given a fixed arrival time requirement for the
Airbus A3 Vahana configuration. However, they did not model or study the details
of the transition from cruise to hover. Verling et al. [57] optimized the transition
from cruise to hover for a 3 kg tail-sitter flying-wing UAV.
In the aforementioned optimization studies, relatively low-order models were used
for the multiple disciplines involved, because of the complexity of the physics and
the high computational cost of higher-order methods. For the aerodynamics, the ap-
proaches used for these studies include using a database with aerodynamic coefficients
and derivatives from a panel method [66], using airfoil data with corrections [55], and
interpolating wind-tunnel data [57, 68, 69]. For propulsion, these studies either used
momentum theory and variations of blade-element models [55, 66] or experimental
data [69]. For the propeller-wing interaction, all of the above studies that consid-
ered it augmented the flow over the wing using induced-velocity estimates based on
momentum theory [55, 57, 68], except for Stone and Clarke [66] who connected a
blade-element model to a panel-method model and accounted for both axial and
tangential induced velocities [54]. For the flight dynamics, representing the air-
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craft using a three degrees-of-freedom (DOF) longitudinal model is the common
approach [55, 57, 66, 68, 69].
To address the lack of literature on the optimal takeoff trajectory for passenger
tilt-wing eVTOL aircraft, we present numerical optimization results for the takeoff-
to-cruise phase of a tandem tilt-wing eVTOL configuration based on the Airbus A3
Vahana. The optimization objective is to minimize the electrical energy required to
reach a specified cruise altitude and speed. We aim to answer the following questions:
1. What does the optimal takeoff trajectory including transition and climb (to a
cruise altitude and speed appropriate for air-taxi operations) look like?
2. Does the optimal trajectory involve stalling the wings, and, if yes, how much of
a benefit does it provide?
3. How does the augmented flow over the wings due to propellers affect the energy
consumption and optimal trajectory?
4. How much electrical energy is required?
5. How does the wing size affect the optimal trajectory and energy consumption?
6. How does the maximum available power affect the optimal trajectory and energy
consumption?
We use simplified models, gradient-based optimization, and NASA’s OpenMDAO
framework [71, 72] (a Python-based open-source optimization framework) for the
optimizations.
By simplified models we mean computationally inexpensive first-principles-based
low-order models that capture the primary trends. To model the aerodynamics of
the wings, we use a combination of airfoil data, well-known relations from lifting-line
theory, and the poststall model developed by Tangler and Ostowari [1]. For the
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propulsion and propeller-wing interaction, we use relations from momentum theory
and blade-element theory. For the flight mechanics, we use a simplified 2-DOF
representation of the aircraft and the forward Euler method for time integration.
The remainder of Part I of this dissertation is organized as follows. In Chapter 4,
we describe the mathematical models used for this work. In Chapter 5, we describe




Many schemes for VTOL and STOL
aircraft employ wings or propellers
operating in an angle of attack range of
zero to 90◦. A prediction of their behavior
under these conditions requires a blending
of analytical considerations and
experimental results. Not only is each
problem separately difficult, but the
difficulty is compounded when the wing
and propeller are interacting with one
another.
B. W. McCormick [41]
Professor, Pennsylvania State University,
1967
We use the simplified models described in this chapter for the aerodynamics,
propulsion, propeller-wing interaction, and flight-mechanics disciplines. As men-
tioned earlier, by simplified models we mean computationally inexpensive first-principles-
based low-order models that capture the primary trends.
4.1 Aerodynamics
Figure 4.1.1 shows the side view of the aircraft configuration that we use for this
work. It is a tandem tilt-wing configuration based on the Airbus A3 Vahana. The
configuration has two rectangular tilting wings, each with four propellers in front.
The total wing planform area is 9 m2, an estimate based on online images of an
Airbus A3 Vahana full-scale flight-test prototype. For the configuration we model,
we assume that the forward and rear wings are identical and have the same reference
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area for simplicity. However, note that the actual Airbus A3 Vahana prototype has




Figure 4.1.1: The VTOL configuration studied is based on the Airbus A3 Vahana (Vahana image
from https://www.airbus.com [Accessed: 1 Nov 2020]).
Since separated-flow conditions need to be considered for the transition from ver-
tical to horizontal flight, we require a model for the aerodynamics of the wings that
is capable of predicting the lift and drag beyond the linear-lift region. We use a
model developed by Tangler and Ostowari [1] for non-rotating finite-length rectan-
gular wings based on experimental data and the model of Viterna and Corrigan [73].
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The poststall lift coefficient is given by














C1 = 1.1 + 0.018AR. (4.1.4)
Here, α is the wing angle of attack, αs is the angle of attack at stall, CLs is the
lift coefficient at stall, and AR is the wing aspect ratio. Before stall, the airfoil lift
and drag are modified using the well-known finite-wing corrections from lifting-line
theory for unswept wings in incompressible flow (Eq. (4.1.9)).
Between 27.5 deg and 90 deg, the drag coefficient is given by
CD = B1 sinα +B2 cosα, (4.1.5)
where
B1 = CDmax , (4.1.6)
B2 =








Here, CDs is the drag coefficient at stall, and t/c is the airfoil thickness-to-chord ratio.
For the poststall drag coefficient below 27.5 deg, the data points listed in Table 4.1.1
are used.
Viterna and Corrigan [73] and Tangler and Ostowari [1] noted that poststall char-
acteristics are relatively independent of airfoil geometry, which is why we do not see
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any input directly related to camber in the above equations. Tangler and Ostowari
[1] also noted that poststall characteristics are relatively independent of the Reynolds
number in the high-Reynolds range. Tangler and Ostowari [1] based their modifica-
tions to the Viterna and Corrigan [73] model on finite-length fixed-wing experimental
data from Ostowari and Naik [9], who conducted tests at Reynolds numbers ranging
from 0.25 · 106 to 1 · 106. This also happens to be a reasonable Reynolds number
range for the takeoff phase of the configuration we are looking at (∼ 0.7 ·106 at hover
to ∼ 3.5 · 106 at cruise). The advantage of this model is that it provides reasonable
predictions that can be evaluated at very little computational cost.
Figures 4.1.2 and 4.1.3 show comparisons of the Tangler–Ostowari model with ex-
perimental data from Ostowari and Naik [9] for rectangular NACA 4415 and NACA
4412 wings. Experimental data for two aspect ratios, 6 and 9, and two Reynolds
numbers, 0.25 · 106 and 1 · 106, are included for comparison. The Tangler–Ostowari
model provides a reasonable model for the poststall behavior, and one of the limita-
tions is that the poststall drop in lift is not as sharp as in the experimental data.
For the airfoil used by the configuration of interest, we assume the NACA 0012
symmetric airfoil for simplicity. For the prestall aerodynamics, we refer to NACA 0012
experimental data from Critzos et al. [74] and Abbott and Von Doenhoff [75]. We
estimated the lift-curve slope from the experimental data collected by Critzos et al.
[74] (smooth airfoil at Re = 1.8 · 106) as 5.9 rad−1 and correct it using the following
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Exp. NACA 4415, AR = 9, Re = 0.25·106
Exp. NACA 4415, AR = 9, Re = 1·106
Exp. NACA 4415, AR = 6, Re = 0.25·106
Exp. NACA 4415, AR = 6, Re = 1·106
Tangler–Ostowari, AR = 9
Tangler–Ostowari, AR = 6
(a) Lift coefficient











Exp. NACA 4415, AR = 9, Re = 0.25·106
Exp. NACA 4415, AR = 9, Re = 1·106
Exp. NACA 4415, AR = 6, Re = 0.25·106
Exp. NACA 4415, AR = 6, Re = 1·106
Tangler–Ostowari, AR = 9
Tangler–Ostowari, AR = 6
Tanlger–Ostowari poststall data points
(b) Drag coefficient
Figure 4.1.2: Poststall coefficients of lift and drag from the Tangler–Ostowari model compared with
experimental data from Ostowari and Naik [9] for rectangular NACA 4415 wings












Exp. NACA 4412, AR = 9, Re = 0.25·106
Exp. NACA 4412, AR = 9, Re = 1·106
Exp. NACA 4412, AR = 6, Re = 0.25·106
Exp. NACA 4412, AR = 6, Re = 1·106
Tangler–Ostowari, AR = 9
Tangler–Ostowari, AR = 6
(a) Lift coefficient











Exp. NACA 4412, AR = 9, Re = 0.25·106
Exp. NACA 4412, AR = 9, Re = 1·106
Exp. NACA 4412, AR = 6, Re = 0.25·106
Exp. NACA 4412, AR = 6, Re = 1·106
Tangler–Ostowari, AR = 9
Tangler–Ostowari, AR = 6
Tanlger–Ostowari poststall data points
(b) Drag coefficient
Figure 4.1.3: Poststall coefficients of lift and drag from the Tangler–Ostowari model compared with
experimental data from Ostowari and Naik [9] for rectangular NACA 4412 wings






where awing is the finite-wing lift-curve slope, aairfoil is the airfoil lift-curve slope, and
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e is the span efficiency factor. We assume that the prestall lift curve is linear and
that the stall angle of attack of the wing is 15 deg.
For each wing’s parasite drag before stall, we use airfoil drag coefficient values
from the NACA 0012 drag polar provided by Abbott and Von Doenhoff [75] (smooth
airfoil at Re = 3 · 106). The data points we use are listed in Table 4.1.2 under cd.
To obtain these cd values from the drag polar, we first related α to the sectional lift
coefficient, cl. This was done using cl = α · aairfoil. Using this relation is not strictly
correct because the sectional lift coefficient will vary along the span. However, it gives
a reasonable and conservative estimate. To these prestall parasite drag coefficients,





to obtain the total drag of the wing before stall. Here CDi is the induced drag
coefficient, CL is the wing’s lift coefficient, and for our configuration AR = 8 for each
wing.
Table 4.1.2: Prestall drag coefficient data points used for the quartic curve-fit (AR = 8)
α [deg] cd [75] CDi CD = cd + CDi
0 0.006 0.0 0.006
2 0.0062 0.00137 0.00757
4 0.007 0.00549 0.01249
6 0.008 0.01234 0.02034
8 0.0095 0.02194 0.03144
10 0.012 0.03429 0.04629
12 0.015 0.04937 0.06437
We compute the lift and drag of each wing in the tandem configuration as if they
are independent and isolated wings. However, since we have a tandem configuration,
we consider some interaction to determine the equivalent span efficiency, e, for each
wing to avoid underpredicting drag. Based on the classical work of Munk and Prandtl
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[76], the induced drag of a biplane configuration with two identical wings generating













where q is the freestream dynamic pressure, b is the span, and σbiplane is a factor for
the interference between the wings. This assumes that the two wings have elliptical
lift distributions. For an equal-span tandem configuration with an effective gap-to-
span ratio of 0.25, σbiplane is approximately 0.4 [77].
For our configuration, we assume that with the effects of having a propeller at the
wingtip, we can obtain a high span efficiency of approximately 0.95 for each wing in
isolation. Assuming an effective gap-to-span ratio of 0.25 (i.e., σbiplane = 0.4), and
assuming that Eq. (4.1.11) is valid for the assumed high span efficiency of 0.95, the













This means that when modeling the biplane as two isolated wings, the effective span
efficiency, e, for each wing is approximately 0.68 (i.e., 0.95/1.4). We use this value
of e in Eq. (4.1.10) for our computations (computing the lift and drag of each wing
as if they were isolated).
Since the Tangler–Ostowari model only provides an analytic equation for the drag
coefficient beyond 27.5 deg, we also desire an equation for the drag coefficient below
this angle. To obtain an equation for the drag coefficient below 27.5 deg, we fit a
quartic polynomial to the CD values in Tables 4.1.1 and 4.1.2 to obtain
CD = 0.008 + 1.107α
2 + 1.792α4, (4.1.13)
which is a least-squares fit where α is in radians. This curve and the data points are
plotted in Fig. 4.1.4.
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CD Least-squares quartic curve fit
Tanlger–Ostowari poststall CD points
Prestall CD points
Figure 4.1.4: Least-squares quartic curve-fit for the wing drag coefficient for angles of attack below
27.5 deg
The resulting lift and drag curves for each rectangular wing with AR = 8 using
the Tangler–Ostowari [1] model are shown in Fig. 4.1.5. Since the curves shown in
Fig. 4.1.5 have points at which the slopes are discontinuous, we use Kreisselmeier–
Steinhauser (KS) functions [78] to make them C1 continuous for gradient-based op-
timization. Figure 4.1.6 shows the regions of the lift and drag curves that are C1
discontinuous and compares them with the curves from the KS functions that are
used to smooth them.






















Figure 4.1.5: Finite-wing (AR = 8) coefficients of lift and drag using the Tangler–Ostowari model
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(a) Comparing the C1-discontinuous part of the
lift coefficient curve and the smooth KS curve







(b) Comparing the C1-discontinuous part of the
drag coefficient curve and the smooth KS curve
Figure 4.1.6: C1-discontinuous lift and drag coefficient curves compared with smooth curves ob-
tained using KS functions
Note that for low flight speeds at the beginning of takeoff, especially for the cases
in which there is no flow over the wings from the propellers, the errors of this model
may be significant due to the different behavior of flow at low Reynolds numbers [79].
This approach for modeling the aerodynamics of the wings is similar in nature to
the approach used by Kubo and Suzuki [55], which uses airfoil data that includes
poststall angles (−180 deg to 180 deg). However, it is not clear how they corrected the
airfoil data for finite-wing effects. As mentioned in Chapter 3, the other approaches
used in studies similar to this work include using a database with aerodynamic
coefficients and derivatives from a panel method [66] and interpolating wind-tunnel
data [57, 68, 69].
We have not come across the use of the Tangler–Ostowari [1] model in prior
research related to airplane performance and design. However, this is not surprising
because these relations are for the poststall behavior of rectangular wings. Airplane
performance and design usually does not require modeling poststall behavior, and
for the cases that do, the wings are usually not rectangular or in uniform freestream
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flow. The advantage of using the approach described here, over methods such as
panel methods and Reynolds-averaged Navier–Stokes (RANS) based computational
fluid dynamics (CFD), is that it provides reasonable predictions at very low cost due
to the use of analytic equations. Additionally, obtaining accurate stall and poststall
predictions with higher-order methods such as panel methods and RANS-based CFD
is a major challenge [80–85].
To the drag computed for the wings using the equations described so far, we
further add drag based on an assumed drag area of 0.35 m2 for the fuselage and
fixed landing gear, which is the value used in the open-source trade-studies code∗
shared by the Airbus A3 Vahana team. We also assume that this coefficient for the
fuselage and landing gear is independent of the freestream angle of attack and that
the fuselage does not contribute any additional lift except the lift computed for the
portions of the wing planforms that overlap with the fuselage.
As discussed earlier, we assume that both of the wings in our tandem config-
uration are identical. Apart from the interaction considered when computing the
effective span efficiency for each wing, we assume that there is no interaction of flow
between the two wings. We also assume that the two wings rotate identically, so
this means that the angles of attack experienced by the two wings are assumed to be
identical, and so are the lift and drag that they generate. Additionally, we assume
that the wings are located forward and aft of the center of gravity (CG) such that
their moments are always balanced and ignore any fine-tuning required for trim and
stability. In reality, even with symmetric airfoils and identical, vertically offset wings
located with their quarter-chords equidistant from the CG, the forces and moments
on the wings will not be identical, and the aircraft will not stay perfectly balanced
∗https://github.com/VahanaOpenSource/vahanaTradeStudy[Accessed: Dec 2018]
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due to several factors including upwash and downwash, propeller interactions, CG
movement, and fuselage moments. However, we assume their effects to be small and
also neglect the effects of any rotation caused by them on the forces on the aircraft.
4.2 Propulsion
To compute thrust from the propellers as a function of power, we use the following
relation based on momentum theory:













where Pdisk is the power supplied to the propeller disk excluding profile power, T is
the thrust, V∞⊥ is the component of the freestream velocity normal to the propeller
disk, ρ is the air density, Adisk is the disk area of the propeller, and κ is a correction
factor to account for induced-power losses related to non-uniform inflow, tip effects,
and other simplifications made in momentum theory (κ = 1 for ideal power). We
use power as a design variable in the optimization problems studied in this work and
use the Newton–Raphson method to solve this nonlinear equation for thrust, with
power as an input. The propeller radius assumed for our configuration is 0.75 m,
an estimate based on online images of an Airbus A3 Vahana full-scale flight-test
prototype, which translates to a total disk area of 14.1 m2 for eight propellers. For
κ, we assume a value of 1.2.
The equations of momentum theory are typically derived and used for propellers
with purely axial inflow [41], which is not the case in general for a tilt-wing air-
craft. Using the freestream velocity component normal to the propeller disk, as done
here, satisfies the simplified control-volume analysis used to derive the equations (see
Appendix A.1 for the derivation). However, the sources of error in the predictions
increase. Momentum theory requires several assumptions including assuming that
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the inflow and the propeller loading are radially and azimuthally uniform. For a
propeller with purely axial inflow, the flow and loading are not radially uniform in
reality, and when there is an angle of incidence to the freestream flow, they are not
azimuthally uniform either. Still, Eq. (4.2.1) provides idealized estimates for the
power required for a given amount of thrust, which we roughly correct using the κ
factor and profile-power estimates described later.
Glauert [86] derived another modified version of momentum theory for cases in
which the freestream flow is not normal to the disk. Glauert’s modified derivation is
based on the observation that the induced velocity of a rotor in forward flight, when
the freestream velocity component parallel to the rotor axis is small, corresponds
more closely to the induced velocity of a wing than that of a typical propeller [86].
We do not use Glauert’s modified version of momentum theory because we consider
it to be more appropriate for edgewise flight although it gives similar, but slightly
higher (0 to 10%; see Appendix A.2 for plots), thrust predictions for the combinations
of incidence angle, speed, and power in which we are interested.
To estimate the thrust and power of a propeller at moderate and high incidence
as a function of advance ratio and blade pitch setting, de Young [87] provides semi-
empirical relations for the ratios of thrust and power for a propeller at incidence
to the thrust and power with zero incidence for an advance ratio corresponding to
the freestream velocity component normal to the propeller. These relations, and
the experimental data that they are informed by, show that as the incidence angle
increases, the thrust and power both generally increase for a given advance ratio
and blade pitch setting. For the range of incidence angles and advance ratios that
we expect, and with a rough range of blade pitch settings that we can expect, our
estimates using the equations from de Young [87] show that the thrust-to-power ratio
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for the propellers at incidence to the thrust-to-power ratio with zero incidence for
an advance ratio corresponding to the freestream velocity component normal to the
propellers remains close to 1 (∼ 1.0 to 1.05). This gives us further confidence that
the approach we use to estimate thrust as a function of power, which is based on the
freestream velocity component normal to the propeller, provides reasonable trends.




(1 + 4.6µ2), (4.2.2)
which is a formula based on blade-element theory for a rotor in non-axial for-
ward flight [41, 46]. Here, CPp is the coefficient of profile power defined as CPp =
Pp/(ρAdiskR
3Ω3), where Pp is the profile power, R is the radius of the propeller,
and Ω is the angular speed. Additionally, σ is the solidity, Cd0p is a representative
constant profile-drag coefficient, and µ is defined as V∞‖/(ΩR) where V∞‖ is the
component of the freestream velocity parallel to the disk. This provides a rough
estimate for profile power that also has a dependence on the incidence angle of the
propeller. For Ω, we assume that the propellers are variable-pitch propellers that op-
erate at a constant angular speed corresponding to a tip speed of Mach 0.4 at hover
for relatively low-noise operation, this gives a value of Ω =181 rad/s for R = 0.75 m.
For the representative blade chord, we use an estimate of 0.1 m based on Airbus A3
Vahana flight-test prototype images, which translates to a solidity of 0.13 for each
three-bladed propeller. For Cd0p , we assume a value of 0.012. The approach of using
momentum theory and a profile-power formula to model the performance of a tilting
propeller is described by McCormick [41] and compared with experimental data to
show good agreement.
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With electrical power as an input, we compute Pdisk as
Pdisk = 0.9Pelectrical − Pp, (4.2.3)
where Pelectrical is the power from the batteries. We use the 0.9 factor to account for
electrical and mechanical losses related to the batteries, electrical systems, and the
motors. For the optimization problems, we limit the maximum available electrical
power to 311 kW. This is the electrical power, calculated using Eqs. (4.2.3) and
(4.2.1), required to achieve a total thrust equal to 1.7 times the weight at hover (the
1.7 factor is taken from the Airbus A3 Vahana design process blog†). We also assume
that the axes of rotation of the propellers line up with the chord lines of the wings.
When the freestream flow is not normal to the propeller disks, the propellers will
also generate forces normal to their axes. We estimate these normal forces using
empirical formulas from de Young [87]. The normal force is calculated as
N =




where β is the blade pitch angle at 0.75R, q⊥ is the dynamic pressure based on the
freestream velocity component normal to the propeller disk, Adisk is the propeller
disk area, and αin is the propeller incidence angle. The other terms are computed as





where B is the number of blades per propeller, cb is the average chord length of the
blades, and R is the propeller radius. The thrust factor f is defined as
f = 1 +
√









where Tc is a thrust coefficient defined as Tc = T/(q⊥Adisk), and T is the thrust.
For rough values of β to use in Eq. (4.2.4), we assume that the blade pitch angle
changes linearly from 10 deg at a flight speed of 0 m/s to 35 deg at the cruise speed
of 67 m/s (i.e., linearly with advance ratio with a fixed rotation speed). For most
propeller aircraft, the incidence angles of the propellers during normal operation are
small, and the resulting normal forces are also small and can be neglected, especially
during early performance studies. For some of our cases, the incidence angles will be
relatively large during transition (up to ∼ 30 deg). However, since the flight speeds
will be relatively low during transition, the normal forces generated will still be small
in comparison to the thrust forces and weight of the aircraft.
As mentioned in Chapter 3, blade-element methods are commonly used to model
the performance of propellers [55, 59, 66]. We use momentum theory instead of
blade-element methods because it provides reasonable predictions and captures the
primary trends (e.g., the decrease in thrust with increase in flight speed) at very low
computational cost. If we desired higher accuracy and wanted to take the geometry
and pitch settings of specific blades and propellers into consideration, blade-element
methods would be an option.
4.3 Propeller-Wing Interaction
Accurately modeling the interaction between the flow induced by propellers and
a wing is complicated and an area of active research due to its complexity [5, 17, 20,
22, 88–91]. In order to account for this interaction in a simple manner, we once again
turn to momentum theory. According to momentum theory, a propeller increases the
axial component of the flow velocity in its streamtube to V∞⊥ + vi at the propeller
disk and to V∞⊥ + 2vi at a distance far downstream of the disk. The induced speed
51












The induced speed far downstream of the propeller, 2vi, gives us an upper bound
for the effective increase in flow speed downstream of a propeller. In reality, since
this model is based on many simplifications, including neglecting viscous effects and
assuming uniform flow, it is practically impossible for the effective flow speed experi-
enced by a wing behind a propeller to increase by this value. However, this provides
a range within which the increased effective speed experienced by a wing will be. To
account for the propeller-wing flow interaction in our simulations, we increase the
chordwise component of the freestream velocity for the entire wing by a range of
factors kw, between 0 and 200%, multiplied by the induced speed at the disk vi.
According to Selig [59], when the aircraft speed is low and the propellers are
highly loaded, the wake of the propeller is similar to a free jet and the wake speed
within a few propeller diameters can be assumed to be the same as the speed at the
disk (i.e., kw ≈ 100%). For higher speeds when the propellers are lightly loaded,
the contraction of the streamtube occurs within a few disk diameters [59] and the
additional speed of the wake will be between vi and 2vi (i.e., 100% < kw < 200%)
within a few disk diameters.
For the wings of configurations like the Airbus A3 Vahana, since the wakes of
the propellers do not completely and uniformly envelop the entire wing, and due to
other simplifications made in the momentum theory, the effective kw for the wing,
especially at low speeds, is likely to be less than but close to 1. However, since
this is difficult to predict accurately, especially for the range of incidence angles and
freestream speeds expected, we look at a wide range of kw values (0 to 200%) to
study its impact on the optimization results.
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We neglect any interaction between the forward and rear propellers, any inter-
action between the wakes of the forward propellers and the rear wing, and any
interaction between the forward wing and the streamtubes of the rear propellers.
Because of the vertical separation of the wings, and because the wing angles for the
takeoff phase will primarily lie between 0 and 90 deg to the horizontal, no significant
flow interaction is expected.
This approach of augmenting the flow over the wings using the induced-velocity
estimate from momentum theory with adjustment factors is common practice [55–
57, 59, 68, 69]. However, one difference in our approach is that we consider a range
of induced-velocity factors instead of assuming a particular value or using a par-
ticular value from a formula, such as the one for streamtube contraction provided
by McCormick [41]. This allows us to study how the flow augmentation impacts the
optimization results.
4.4 Dynamics
To simulate the trajectory of the aircraft, we use a 2-DOF representation and the
forward Euler method. The angles and forces are illustrated in Fig. 4.4.1. We solve
for the aircraft’s horizontal and vertical velocity components as a function of time
given the control variables, which are the wing-tilt angle and electrical power. The
horizontal velocity component at each time step is computed as
Vxi+1 = Vxi +




where i is the index of the time step, ∆t is the length of each time step, θ is the
wing angle relative to the vertical, α∞ is the freestream angle of attack, αEFS is the























Figure 4.4.1: Angle definitions and forces on the aircraft
m is the mass of the aircraft, T is the total thrust, Dfuse is the drag of the fuselage,
Dwings is the total drag of the two wings, Lwings is the total lift of the two wings, and
N is the total normal force from the propellers. As mentioned earlier, we assume
that the two wings are identical and rotate and behave identically. Similarly, the
vertical velocity component at each time step is computed as
Vyi+1 = Vyi +




where g is the acceleration due to gravity.
The time-step length ∆t is computed as the flight time (which is a design variable
in our optimization problem formulation) divided by 500. As we will see later, the
flight times for the optimized takeoffs are less than 50 s, this translates to time
steps less than 0.1 s. Based on step-size convergence studies, we found that this is a
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sufficiently small time-step range.
The common approach used in the related optimization studies cited in Chapter 3
is to represent the aircraft using a 3-DOF model (two displacements in the longitudi-
nal plane and one pitch angle) [55, 57, 66, 68, 69]. However, we take advantage of our
tandem configuration and reduce the number of DOF to two. As discussed earlier
in Sec. 4.1, we assume that the wings are located forward and aft of the CG and
rotate identically, such that their moments are always balanced (or at least that the
effects of any imbalanced moments are negligible). We also ignore any fine-tuning
that would be required in reality for trim and stability. Additionally, we assume that
the pitching moments generated by the fuselage and propellers, and the reaction
moments generated when the actuators rotate the wings are negligible, and neglect
the effects of any rotation caused by these on the forces on the aircraft. This gives
the simplified 2-DOF model (vertical and horizontal displacements only) described
here.
CHAPTER 5
Optimization Problem Formulations and Results
In general, first order effects establish the
soundness of a design, second order effects
define the elegance of a design, and third
order effects produce PhD papers.
J. B. Nichols [43]
Principal Engineer, Boeing, 1990
(Formerly with Hiller Aircraft during the
development of the tilt-wing Hiller X-18)
5.1 Optimization Problem Formulations
Table 5.1.1 summarizes the baseline optimization problem formulation that we
use. Table 5.1.2 lists additional constraints that are added for some of the cases.
Table 5.1.1: Baseline optimization problem formulation
Function/variable Note Quantity
minimize electrical energy consumed
with respect to wing angle to vertical B-spline parameterized using 20 control points 20
electrical power B-spline parameterized using 20 control points 20
flight time 1
Total design variables 41
subject to final altitude ≥ 305 m Uber-specified cruise altitude 1
final horizontal speed = 67 m/s Uber-specified cruise speed 1
altitude ≥ 0 1
Total constraint functions 3
The objective is to minimize the electrical energy consumed to reach an altitude
of 305 m and a cruise speed of 67 m/s. These altitude and cruise-speed specifica-
55
56
Table 5.1.2: Additional constraints used for some of the optimization cases
Function/variable Note Quantity
angle of attack ≤ 15 deg Positive stall-angle constraint 1
angle of attack ≥ −15 deg Negative stall-angle constraint 1
acceleration magnitude ≤ 0.3 g Acceleration constraint 1
final horizontal displacement = 900 m Horizontal-displacement requirement 1
tions are taken from the mission requirements shared by Uber Elevate in 2018∗†.
We also use an altitude constraint to ensure that the aircraft does not fall below an
altitude of 0 m. The additional constraints are stall constraints to keep the effective
freestream angle of attack of the wings between −15 and 15 deg (our assumed stall
angles of attack), an acceleration constraint for passenger comfort, and a horizontal-
displacement requirement for consistent energy comparisons. The acceleration and
horizontal-displacement constraint values will be explained further in later sections.
To avoid defining constraint functions for altitude, wing angle of attack, and accel-
eration at each time step, we use KS functions to aggregate [92, 93] the constraints.
Therefore, instead of 501 constraint functions each (recall that 500 is the number
of time steps) for the altitude, positive stall, and negative stall constraints, we have
one function for each. Note that the KS functions provide conservative values for
the quantities being constrained. This means that the constrained values will not
lie exactly on the constraint limits when it is optimal to do so. However, we select
parameters for the KS functions that keep the level of conservativeness low, allowing
the constrained values to approach the constraint limits closely which will be visible
in the optimization results.
The design variables are the angle of the wings (same for both wings), the total





flight time. Since the wing angle and electrical power are continuous functions of
time, we parameterize them using 4th-order B-splines with 20 evenly spaced control
points each (comparisons of optimization results using 5 to 40 control points are
included in Sec. 5.2). These B-splines span the input flight time, which is why the
flight time is also a design variable. This simple but unconventional approach to tra-
jectory optimization is inspired by wing design optimization [34, 94] (see Table 12.7.1
for an example of a similar optimization problem formulation used for wing design
optimization; instead of flight time, the B-splines span the wing span). The bounds
for the wing-angle control points are 0 and 135 deg to the vertical, the bounds for the
electrical-power control points are 1 and 311 kW, and the bounds for the flight time
are 5 and 60 s. The initial velocity is 0 m/s in the horizontal direction and 0.01 m/s
in the vertical direction (a small initial speed so that the angle of attack is defined
at the initial condition). The initial altitude is 0.01 m (a small positive value so that
the altitude constraint is not violated by the initial condition). These initial values
can be interpreted either as starting from rest on the ground or starting from rest in
a hover state at some baseline altitude.
We use the OpenMDAO optimization framework [71, 72] (version 2.6.0) and the
SNOPT [95] gradient-based optimizer (version 7.2-5) to solve the optimization prob-
lems discussed in this chapter. We set the major optimality and major feasibility
tolerances of SNOPT to 10−8. Because of the low computational cost of the models
and the relatively small number of design variables, we compute the gradients using
the complex-step method [96]. The complex-step method provides the implementa-
tion ease and flexibility of finite-difference methods, but without the concerns related
to step size and accuracy. However, as is the case for finite-difference methods, the
computational cost of using the complex-step method scales poorly with the number
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of design variables. If we were using a large number of design variables or com-
putationally expensive models, this method for computing gradients would be very
limiting. Since we are using computationally inexpensive models for this study, that
is not an issue. Table 5.1.3 contains the aircraft specifications used for these opti-
mization problems. The scripts used to run the optimization problems are publicly
available‡. Each optimization problem takes on the order of minutes to solve on a
desktop computer.
Table 5.1.3: Parameters and specifications for the aircraft under consideration. These values are
estimates based on the Airbus A3 Vahana.
Specification Value Note
Takeoff mass, m 725 kg
Total wing planform area, Sref 9.0 m
2 4.5 m2 for each wing
Wing span, b 6 m Same for both wings
Propeller radius, R 0.75 m Same for all propellers
Total number of propellers 8
Number of blades per propeller, B 3 Same for all propellers
Representative blade chord, cb 0.1 m Same for all propellers
Maximum electrical power, Pmax 311.0 kW Power for T = 1.7mg at hover
5.2 Optimization Results
Section 5.2.1 presents optimization results without acceleration constraints or
horizontal-displacement requirements, to show what the optimized trajectories are
when the optimizer is given the most freedom. After that, Sec. 5.2.2 presents op-
timization results with an acceleration constraint and a horizontal-displacement re-
quirement. Finally, Secs. 5.2.3 and 5.2.4 present optimization results with varying
wing sizes and levels of maximum available power.
‡https://bitbucket.org/shamsheersc19/tilt_wing_evtol_takeoff
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5.2.1 Results Without Acceleration Constraints or Horizontal-Displacement Require-
ments
Without Stall Constraints
Figure 5.2.1 shows optimization results without stall constraints for the first set of
optimization problems, which does not have acceleration constraints or horizontal-
displacement requirements. The first row of subplots in Fig. 5.2.1 shows the wing-
angle and electrical-power design variables (our control variables). The rest of the
subplots in Fig. 5.2.1 show the state variables (vertical and horizontal displacements,
wing angle of attack, speed, wing lift and drag, total thrust, and acceleration mag-
nitude). The same optimization problem is solved for six different values of the
propeller-induced velocity factor (kw = 0%, 25%, 50%, 75%, 100%, and 200%). A
value of 0% corresponds to no flow augmentation from the propellers, and 200% is a
conservative upper limit for the effective flow augmentation. As discussed in Sec. 4.3,
we expect the effective kw to be less than 100% for the type of configuration we are
studying.
In Fig. 5.2.1, from the subplot showing the wing angle of attack as a function
of time, we see that for kw ≤ 25%, the optimal trajectory involves transitioning to
forward flight with the wings stalled during the first few seconds. For higher kw,
the optimizer does not choose to stall the wings. From the subplot showing the
wing angle relative to the vertical, we see that the wing angle first increases during
the initial transition phase and then decreases to around 37–40 deg during the climb
phase, and finally increases again for level flight. The wing-angle range of 37–40 deg
allows the aircraft to climb at vertical speeds near the best rate of climb for this
aircraft (31 m/s). It is also interesting to note that the entire takeoff is carried out
at or almost at maximum power for all kw values.
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Figure 5.2.1: Results without stall constraints for the optimization problem set that does not have
acceleration constraints or horizontal-displacement requirements
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From the displacement and speed subplots, we see that the optimized trajecto-
ries involve first transitioning rapidly to forward flight and accelerating, followed by
climbing at roughly constant speed, and then finally accelerating to the required
cruise speed. The optimized trajectories also involve overshooting the required
cruise altitude by a small margin and then descending while accelerating to the
required cruise speed. These climb and acceleration features have been seen before
in trajectory-optimization literature [97, 98].
The electrical energy-consumption values listed in Fig. 5.2.1 show that the differ-
ences in energy consumed with or without the flow augmentation from the propellers
are negligible. Note that the horizontal distances covered in these results are differ-
ent for the different kw values, and the differences would have to be made up during
cruise. However, the maximum difference is 15 m which also corresponds to a negli-
gible energy difference.
With Stall Constraints
Fig. 5.2.2 shows optimization results with stall constraints (−15 deg ≤ αEFS ≤
15 deg) for the first set of optimization problems, which does not have acceleration
constraints or horizontal-displacement requirements. The optimized trajectories are
very similar to the optimized trajectories for the cases without stall constraints. The
main difference is smaller wing angles relative to the vertical, for the cases with
low flow augmentation from the propellers (kw ≤ 25%), during the initial transition
phase to keep the flow attached.
Figure 5.2.3 provides a closer view of the initial transition phase of the trajec-
tories shown in Figs. 5.2.1 and 5.2.2. With low flow augmentation and with stall
constraints, the optimal trajectories involve gaining more altitude and transitioning
more gradually to avoid stalling the wings.
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Figure 5.2.2: Results with stall constraints for the optimization problem set that does not have
acceleration constraints or horizontal-displacement requirements
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Figure 5.2.3: Enlarged view of the transition phase of the trajectories shown in Figs. 5.2.1 and
5.2.2. The dashed curves correspond to the results without stall constraints.
Figure 5.2.2 also shows that the energy-consumption differences with or without
the flow augmentation from the propellers are negligible. Additionally, by comparing
the energy values listed in Figs. 5.2.1 and 5.2.2, we see that the energy penalty
to avoid stalling the wings is also negligible. Note again that for these cases the
horizontal distances covered are slightly different, by a maximum of 27 m, which also
corresponds to a negligible cruise energy difference. We add horizontal-displacement
requirements for more consistent energy comparisons to the optimization problems
discussed in the following sections.
The acceleration subplots in Figs. 5.2.1 and 5.2.2 show that the accelerations
reach 1 g in magnitude. These may be acceptable for applications such as package
transportation or autonomous relocation of the aircraft, but would be uncomfortable
for passengers. For the sets of optimization problems discussed in the following
sections, we also add an acceleration constraint.
Figures 5.2.1 and 5.2.2 also show oscillations in the angle-of-attack, lift, and drag
subplots as well as some less obvious fluctuations in the wing-angle and thrust sub-
plots, especially during the first ten seconds. The wing angle affects all the disciplines
we model, and therefore the exact tradeoffs being made here are not obvious. Chang-
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ing the wing angle changes the component of the freestream velocity normal to the
propeller disks, which for a given power changes the thrust, the induced velocities,
and the propulsive efficiency. Changing the wing angle also changes the direction of
the thrust vector which, along with the change in thrust magnitude, changes the ac-
celeration and velocity of the aircraft, and also changes how much work is being done
against gravity and to increase kinetic energy, and how much is being done against
drag. Additionally, changing the wing angle, along with the resulting changes to
the freestream velocity and induced velocities, also changes the angle of attack of
the wings and the resulting forces, which impact the aerodynamic performance. The
magnitudes and relative sensitivities of these quantities to the wing angle are all
different and also change with the evolving flight conditions, making it challenging
to isolate benefits and explain the fluctuations and oscillations. However, since we
are minimizing energy consumption, the problem boils down to maximizing total
efficiency while satisfying the mission requirements. In Fig. 5.2.4, we plot propul-
sive efficiency and total efficiency as a function of time for the optimization results
corresponding to Fig. 5.2.2.





and we define the total efficiency as
ηtotal =





where y is the vertical displacement. The total efficiency is the ratio of the potential
and kinetic energy to the electrical energy consumed. We do not see any significant
fluctuations in the propulsive efficiency and the total efficiency curves.
Additionally, the comparison of optimization results with different numbers of
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Figure 5.2.4: Propulsive and total efficiency as a function of time for the cases shown in Fig. 5.2.2
control points in Fig. 5.2.5 shows that the design space is relatively flat. The different
numbers of control points provide varying levels of control on the design variables
(our control variables); a larger number allows more rapid and frequent changes to
the control variables. Even with smoother and significantly different control inputs
and state variables when the number of control points is low, the differences in energy
consumption are small (1% for 5 and 40 control points).
Note that these optimization problems have been converged very tightly and the
energy consumption decreases by only ∼ 10−5% or less over the last three orders of
convergence of the optimality criterion, and therefore the oscillations are not a result
of a lack of convergence. Based on this discussion, we attribute the oscillations to
a combination of the design freedom provided by the B-spline parameterization and
the optimizer taking advantage of subtle tradeoffs and small benefits in the design
space.
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Figure 5.2.5: Optimization results for varying numbers of B-spline control points for the design
variables, without stall or acceleration constraints (kw = 100%; final horizontal displacements =
696 m)
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5.2.2 Results With an Acceleration Constraint and a Horizontal-Displacement Re-
quirement
During takeoff, the longitudinal acceleration of commercial airplanes can reach
up to 0.5 g, without significant discomfort to passengers [99]. Based on this, we add
a constraint to limit the magnitude of the accelerations to below 0.3 g for passenger
comfort. As discussed in Sec. 5.2.1, the different cases with and without stall con-
straints and with different kw values have small differences in their final horizontal
displacements, and these differences would have to be made up during cruise. For
more consistent comparisons, we also add the requirement that the final horizontal
displacement must be 900 m. When we solved the optimization problems with the
acceleration constraint but without a horizontal-displacement requirement, we found
that the final horizontal displacements ranged between 829 m and 869 m. Therefore,
we set the horizontal-displacement requirement to 900 m, a value greater than the
above horizontal displacements.
Without Stall Constraints
Figure 5.2.6 shows optimization results without stall constraints for the second set
of optimization problems, which has the acceleration limit of 0.3 g and the horizontal-
displacement requirement of 900 m. The takeoffs are no longer carried out at max-
imum power, and the wing angle now has a gradual increase instead of a rapid
increase and decrease as seen previously in Fig. 5.2.1. With kw = 0, the flow over
the wing remains separated for the first 7 s, and for all other kw values except 200%,
the wings operate slightly beyond the stall angle of attack for a few seconds. The
trajectories show greater gain in altitude during the initial phase compared to the
previous set of results without the acceleration constraint. We also no longer see
distinct acceleration and climb phases as we did in the previous set of results.
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Figure 5.2.6: Results without stall constraints for the optimization problem set that has the accel-
eration limit of 0.3 g and the horizontal-displacement requirement of 900 m
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The optimized trajectories now also have more noticeable differences between
them for the different levels of flow augmentation. With lower levels of flow augmen-
tation, the optimized trajectories involve taking off with smaller wing angles to the
vertical and gaining more altitude during the initial takeoff phase. However, once
again we find that the energy-consumption differences are negligible for the different
kw values.
For a direct comparison with energy consumed without an acceleration constraint,
energy-consumption values are listed in Table 5.2.1 for optimization cases without the
acceleration constraint but with the horizontal-displacement requirement of 900 m.
Without the acceleration constraint, the energy consumption is 9% lower on average.
Figures 5.2.7 and 5.2.8 plot and compare the results for kw = 0 and kw = 100%,
respectively.
Table 5.2.1: Energy-consumption values for optimizations without acceleration constraints but with
the 900 m horizontal-displacement requirement
Energy consumption Energy consumption








Figure 5.2.9 shows a comparison of optimization results with different numbers
of B-spline control points (5, 10, 20, and 40 control points). With 10, 20, and 40
control points, the same trends are obtained and the energy-consumption differences
are within 1%. The energy-consumption difference between the 5 and 40 control-
points cases is 3%, which again shows that the design space is relatively flat.
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Figure 5.2.7: Results with and without the acceleration constraint compared for kw = 0 (all have
the horizontal-displacement requirement of 900 m)
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Figure 5.2.8: Results with and without the acceleration constraint compared for kw = 100% (all
have the horizontal-displacement requirement of 900 m)
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Figure 5.2.9: Optimization results for varying numbers of B-spline control points for the design
variables, with the acceleration constraint and horizontal-displacement requirement (no stall con-
straints; kw = 100%)
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With Stall Constraints
Figure 5.2.10 shows optimization results with stall constraints for the second set of
optimization problems, which has the acceleration limit of 0.3 g and the horizontal-
displacement requirement of 900 m. Once again, the energy-consumption differences
are negligible for the different kw values, and the energy penalty to avoid stalling the
wings is negligible as well.
To put the energy-consumption values for the takeoff-to-cruise phase into per-
spective, we can estimate how much battery mass they translate to. The opti-
mized takeoff-to-cruise energy-consumption values for the cases with acceleration
and horizontal-displacement requirements discussed so far range between 1862 and
1875 W·h. With a cell-level specific energy of 200 W·h/kg (roughly the specific-energy
value of the cells in today’s high-end production electric vehicles), this translates
to 9.5 kg of battery. Considering packaging, thermal management, and depth-of-
discharge limitations, the installed-battery specific energy at current technology lev-
els is likely to be closer to 100 W·h/kg [11], which translates to a battery weight of
approximately 19 kg.
To further put the optimization results into perspective, we compare the energy
consumption of the optimized profiles presented so far to a simpler, primarily hand-
designed, and somewhat more conventional climb in which the aircraft takes off,
climbs at the wing angle for the best rate of climb (θRCmax), and then accelerates to
the required cruise speed. This simpler trajectory has four phases. In the first phase,
the aircraft takes off with the wing angle θ increasing from vertical to 35 deg and the
power increasing from 70%Pmax to 90%Pmax over the first 10 s. In the second phase,
the aircraft climbs to 250 m at maximum power with the wing angle set at 35 deg,
which is θRCmax for our configuration. In the third phase, the aircraft transitions to
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Figure 5.2.10: Results with stall constraints for the optimization problem set that has the acceler-
ation limit of 0.3 g and the horizontal-displacement requirement of 900 m
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horizontal flight by increasing θ to 80 deg and reducing the power to 20%Pmax over
10 s. Finally, in the fourth phase, the aircraft accelerates to the required cruise speed
and satisfies the altitude and horizontal-displacement requirements. This simpler
trajectory avoids stalling the wings and the phases have maximum accelerations in
the 0.3 to 0.4 g range. On average, this simpler strategy requires 5% more electrical
energy than the optimized trajectories (the differences are 5% or 6% depending on
the kw value).
There is also the question of whether multiple local minima exist for these opti-
mization problems. We solved the aforementioned optimization problems with over
50 different initial guesses for the wing-angle and electrical-power design variables (in-
cluding constant, monotonically increasing, monotonically decreasing, and random
values for the control points), as well as different initial guesses for the flight-time
design variable, and did not find multiple local minima. Although this does not
disprove the existence of other minima, it indicates that their existence is unlikely.
5.2.3 Results With Smaller Wings
Since the results discussed so far are for an aircraft with a predetermined total
wing planform area, it is also worth investigating what happens to the results when
the wing size is different. We redo the optimizations that have the acceleration limit
of 0.3 g and the horizontal-displacement requirement of 900 m with smaller wings (80,
60, and 40% of the baseline wing reference area Sref with the span kept constant)
to see what happens to the results. Note that we do not change the weight of the
aircraft for these optimization cases.
Figures 5.2.11 and 5.2.12 show optimization results with stall constraints for kw =
0% and kw = 100%, respectively. We observe larger angles of attack with smaller
wings, and also that it is still possible to avoid stall with significantly smaller wings.
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We have omitted plots for results without stall constraints, the main difference being
angles of attack up to 25 deg in the first 7 s for kw = 0 as seen in Fig. 5.2.6.
When we compare the electrical energy consumed with the different planform
areas, we see that the differences are small. This indicates that when designing
the wings of a tilt-wing aircraft for urban mobility, factors such as avoiding flow
separation during the takeoff phase and maximizing cruise efficiency should take
precedence over considerations such as the energy consumed during the takeoff phase.
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Figure 5.2.11: Results with different wing sizes for the optimization problem that includes the
stall constraints, the 0.3 g acceleration limit, and the 900 m horizontal-displacement requirement
(kw = 0)
5.2.4 Results With Less Available Power
Next, we also investigate what happens to the optimization results when the
maximum power available decreases. We redo the optimizations that have the ac-
celeration limit of 0.3 g and the horizontal-displacement requirement of 900 m, with
lower values for the upper bound of the electrical-power control variables (60, 70, and
80% of the baseline upper limit Pmax). These maximum-power values correspond to
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Figure 5.2.12: Results with different wing sizes for the optimization problem that includes the
stall constraints, the 0.3 g acceleration limit, and the 900 m horizontal-displacement requirement
(kw = 100%)
thrust-to-weight ratios at hover equal to 1.19, 1.33, and 1.46 (Pmax corresponds to
1.7). Note that we do not change the weight of the aircraft for these optimization
cases.
Figures 5.2.13 and 5.2.14 show optimization results without stall constraints for
kw = 0% and kw = 100%, respectively. The takeoffs for the lower-power cases
(60%Pmax and 70%Pmax) are carried out almost completely at maximum power. For
these lower-power cases, we also see purely vertical flight phases in the optimized
trajectories, something not seen in the other optimization results presented in this
work. These results also show that, up to a certain level due to the acceleration
constraint, with more power available, less time and less electrical energy are required
to reach the specified cruise altitude and speed. The lowest-power cases consume
approximately 30% more electrical energy than the highest-power cases.
With stall constraints, the optimizer indicated that the optimization problems
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were infeasible with kw ≤ 50% for 60%Pmax and with kw ≤ 25% for 70%Pmax. This
shows that, with low available power and low levels of flow augmentation, stalling
the wings during takeoff can be unavoidable.







to vertical, θ [◦]
Horizontal




























of attack, αEFS [◦] 15
◦ (stall angle)







V 2x +V 2y [m/s]
Figure 5.2.13: Results with varying maximum powers for the optimization problem that includes
the 0.3 g acceleration limit and the 900 m horizontal-displacement requirement (no stall constraints;
kw = 0)
Finally, we revisit the simplifications made in the modeling and discuss what
differences may be expected if higher-order models are used in future work. Because
of the challenges inherent in accurately predicting stall and poststall behavior with
tools such as panel methods and RANS-based CFD [80–85], it is not obvious whether
more accurate predictions can be obtained for the wing aerodynamics over a large
range of speeds and angles of attack using these types of higher-order methods, even
with significant effort and computational cost. However, our results indicate that
if such higher-order methods are used for the transition optimization of eVTOL
configurations, such as the one studied here, it may be best to limit the wing-angle
control variables such that the lift coefficients and angles of attack are restricted to
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Figure 5.2.14: Results with varying maximum powers for the optimization problem that includes
the 0.3 g acceleration limit and the 900 m horizontal-displacement requirement (no stall constraints;
kw = 100%)
prestall values. Since we find that the energy benefits from stalling the wings are
negligible for an optimal takeoff, and considering real-world concerns such as safety,
stability, and comfort, the effort required to address the accuracy and numerical
challenges related to these higher-order methods near and beyond stall does not
seem worthwhile for trajectory optimization.
For the propellers, methods such as blade-element methods or free-wake meth-
ods [16, 90, 100] can provide more accurate thrust and energy estimates than mo-
mentum theory. Connecting blade-element methods with panel methods or CFD
tools are approaches that can help provide more accurate flow-augmentation and
propeller-wing interaction modeling [5, 14, 17, 20, 21, 54]. However, these approaches
can have limitations related to inflow conditions when the propeller incidence angle
is not small. Based on our results, improvements in propeller modeling will likely
impact the higher-order details of the optimal trajectory, but it seems unlikely that
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a significant impact will be made on the general shapes of the optimal flight pro-
files and the conclusions made on the effects of propeller-wing flow interaction, wing
size, and available power on the electrical energy consumption. Further studies are
recommended to verify this claim.
Two major assumptions made in this work are that there is no interaction between
the forward and rear wings (except for the interaction considered to calculate the
effective span efficiencies) and that the wings rotate and behave identically. Reduc-
ing these simplifications and considering factors such as downwash, upwash, trim,
and stability, the flows experienced by the forward and rear wings will not be identi-
cal. Depending on the modeling approach used, higher-order methods and separate
control variables for the wings may help provide more accurate simulations. How-
ever, we do not expect the main trends seen in our optimization results to change
significantly.
5.3 Summary
In this work, to address the lack of literature on the optimal takeoff trajectory for
passenger tilt-wing eVTOL aircraft, we constructed a simplified model for a tandem
tilt-wing eVTOL aircraft based on the Airbus A3 Vahana and numerically optimized
its takeoff-to-cruise trajectory with the objective of minimizing energy consumption.
We used low-order first-principles-based models for the aerodynamics, propulsion,
propeller-wing flow-interaction, and flight-mechanics disciplines to capture the pri-
mary multidisciplinary trends. We carried out optimizations with and without stall
and acceleration constraints, with varying levels of flow augmentation from the pro-
pellers.
The optimized trajectories without acceleration constraints involve first transi-
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tioning to forward flight and accelerating, followed by climbing at roughly constant
speed, and then finally accelerating to the required cruise speed, all performed at or
almost at maximum power. With an acceleration limit of 0.3 g for passenger comfort,
the transition, climb, and acceleration phases are more gradual, less distinct, and not
carried out at maximum power.
The optimized takeoffs involve stalling the wings or flying near the stall angle of
attack, both with and without the acceleration limit of 0.3 g. However, based on
the optimization cases with stall constraints, the energy penalty for avoiding stall is
negligible.
With different levels of flow augmentation from the propellers, the optimized
trajectories have negligible differences in energy consumption. However, with the ac-
celeration constraint, the optimized trajectories have noticeable differences in shape
with the different levels of flow augmentation. With lower levels of flow augmen-
tation, the optimized trajectories involve taking off with smaller wing angles to the
vertical and gaining more altitude during the initial takeoff phase.
Based on our models, the optimized takeoff-to-cruise flight with the acceleration
constraint, for the air-taxi mission requirements considered (cruise at a speed of
67 m/s and an altitude of 305 m), consumes 1.9 kW·h of electrical energy (19 kg of
installed-battery mass based on an installed-battery specific energy of 100 W·h/kg).
Without acceleration constraints, the optimized trajectories require 9% less electrical
energy. Compared to a simpler, primarily hand-tuned trajectory in which the aircraft
takes off, climbs at the wing angle for the best rate of climb, and then accelerates to
the required cruise speed, the optimized trajectories with the acceleration constraint
require 5% less electrical energy.
We also studied the impact of changing the wing size on the optimization results.
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With smaller wings (down to 40% of the baseline reference area), the optimized
trajectories involve larger angles of attack, but the flight time and electrical energy
consumed do not change substantially. Additionally, even with low levels of flow
augmentation, it is still possible to avoid stalling the wings with this wide range of
wing sizes.
Similarly, we also studied the impact of decreasing the maximum available power.
With low available power, the optimized takeoffs are carried out at or close to max-
imum power. The time and electrical energy required also increase as the maximum
power available decreases. With the two lowest maximum-power levels considered
(corresponding to maximum thrust-to-weight ratios of 1.2 and 1.3 at hover), the op-
timized trajectories include purely vertical flight phases, something not seen in the
other optimization results presented here. Additionally, with low available power and
low levels of flow augmentation, stalling the wings during takeoff can be unavoidable.
Overall, we conclude that the design space for the takeoff-to-cruise trajectory of
the tilt-wing eVTOL aircraft that we study, with the mission specifications used,
is relatively flat from an energy-consumption point of view. The induced losses of
the propellers dominate the energy consumption, and relatively large changes to the
flight profile and the flow-augmentation level, as well as to the baseline wing size and
available power, tend to result in relatively small changes to the electrical energy
consumed.
Chapter 11 contains a list of the novel contributions, a list of the conclusions, and









... it is well to distinguish two kinds of
influences, one due to variations in
velocity, and the other due to variations in
direction of the air current.
L. Prandtl [37]
As discussed in Chapter 2, when a propeller is placed near a wing, the flow it
induces affects the lift of the wing as well as the profile and induced drag of the
wing [4, 7, 31–33, 37]. The details of the flow around the wing, and consequently its
performance, change with the location and rotation direction of the propeller [4, 7,
31–33, 37].
Considering propeller-wing interaction and accounting for the effects on perfor-
mance of both the wing and the propeller allow more accurate predictions and im-
provements of the performance of aircraft with wing-mounted propellers [4–6, 10,
17, 20–22, 24, 32, 33, 51]. There are many approaches of varying complexity and
fidelity that have been used to model the interaction between propellers and wings [3–
6, 10, 17, 20–22, 24, 32, 33, 49, 51, 101–105]. A popular approach is to connect a
vortex-lattice method (VLM) model for the wing to a propeller model that provides
induced velocities, such as a blade-element momentum model [4, 6, 20, 21, 24, 101,
105]. This type of approach has limitations related to thickness and viscous effects,
and requires correction factors to capture the influence of a propeller’s slipstream on
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a wing with reasonable accuracy [4, 20, 105]. Another approach that captures these
effects more directly is modeling a propeller as an actuator disk in a computational
fluid dynamics (CFD) simulation, typically solving the Euler or Reynolds-averaged
Navier–Stokes (RANS) equations, by distributing time-averaged propeller forces over
a disk using force terms (also referred to as source terms) or boundary conditions [3–
5, 10, 17, 49, 102, 106]. This approach allows using steady CFD simulations without
modeling the detailed propeller geometry. Another similar approach is to use rotating
actuator lines within CFD simulations for unsteady simulations [5]. To capture more
detail, an unsteady simulation using RANS CFD with a three-dimensional rotating
propeller geometry is an option [3, 5, 10, 103, 107–111]. However, these unsteady
approaches result in significantly higher computational cost, which is prohibitive for
optimization.
The approach of using an actuator disk with CFD to model propeller-wing inter-
action has been shown to provide accurate predictions for the time-averaged perfor-
mance [4, 5, 10, 102]. When computing propeller forces for the actuator disk, using
a blade-element method that uses the inflow to the disk from the CFD simulation
captures the mutual interaction between the propeller and the wing and can further
improve accuracy [10]. Although the flow induced by a propeller is fundamentally
unsteady, and unsteady analyses are certainly useful from structures, vibrations,
and acoustics points of view, they are found to provide little more on time-averaged
aircraft performance than steady approaches, such as using an actuator disk with
CFD [4, 5, 10, 102]. Additionally, unsteady phenomena such as the cyclical tran-
sitions between laminar and turbulent flow [112], which affect profile drag, are not
considered to be something that can be taken advantage of during design optimiza-
tion [4]. Therefore, the low cost of an actuator-disk approach compared to a fully
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unsteady approach makes it a tractable option for RANS-based design studies and
optimization.
There are a small number of published studies on optimizing wings accounting
for propeller-wing flow interaction. Kroo [32] presented a study to find the optimal
lift distributions that minimize the induced losses for a wing with a propeller (in
both tractor and pusher configurations). The results show that the optimal lift
distribution for a wing with a propeller differs from the elliptical lift distribution
that is optimal for an isolated wing. Additionally, significant differences are shown
to exist between the optimal lift distributions with inboard-up, outboard-up, and
counter-rotating propellers. Kroo [32] also concluded that losses associated with
swirl may be recovered with equal increases in efficiency for both tractor and pusher
configurations. The limitations of the approach used by Kroo [32] include the low
order of the models (a lifting-line approach with an idealized helical propeller wake),
neglecting viscous effects, and the optimization of the lift distribution instead of
geometric design parameters.
Veldhuis and Heyma [51] presented optimization results for a rectangular wing
with a tractor propeller with the objective of minimizing drag subject to a lift con-
straint using wing-twist design variables. They used a lifting-line approach for the
wing and induced-velocity models for the propeller, and they used the Trefftz-plane
method and a viscous-drag estimation method to compute the drag. Their results
show negligible differences in drag between minimizing only the induced drag and
minimizing the sum of the induced and viscous drag (less than 0.1 drag count), which
is not surprising because only twist design variables were used. They also optimized
a wing based on the Fokker 50 at a cruise condition and predicted induced-drag
reductions of 13 drag counts with an inboard-up propeller and 8 drag counts with
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an outboard-up propeller relative to an optimized wing with no propeller. Their
optimization results show increased twist behind the down-going-blade region and
decreased twist behind the up-going-blade region (compared to an optimized wing
with no propeller). The limitations of their approach include the low order of the
models and the limited design freedom (only twist design variables). Rakshith et al.
[104] used a similar low-order approach to carry out chord and twist optimization
studies for a wing with a tractor propeller. They concluded that it is beneficial to
reduce the chord lengths behind the propeller, and they predicted drag reductions
between 2% and 12% for varying flight conditions, constraints, and numbers of design
variables, relative to an unoptimized trapezoidal wing.
More recently, Alba et al. [20] constructed a model for coupled propeller-wing in-
teraction and carried out wing optimization with planform and airfoil-shape design
variables. They also included weight and performance models for a multidisciplinary
design optimization (MDO). They modeled the wing (using a quasi-3-D approach
with a VLM model) and the propeller (using XROTOR) in isolation but used a
coupling method to account for the mutual interaction. They concluded that ad-
justing wing twist and camber to align the wing sections with the propeller swirl is
beneficial. For an aircraft based on the Tecnam P2012, their optimization results
predict fuel-savings of up to 7% relative to the baseline design. The limitations of
their approach include the use of low-order models and the limited number of design
variables. Epema [105] also presented chord and twist optimization studies for a
wing using similar models for the propeller-wing interaction, along with wind tunnel
experiments to validate their simulation approaches.
Pedreiro [106] presented an aerodynamic shape optimization study for a wing
with a tractor propeller, based on the Embraer EMB-120, using RANS CFD with
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an actuator-disk approach and a blade-element model for the propeller loads. Six
design variables were used with a design-of-experiments (DOE) approach to optimize
the twist and airfoil shapes of the portion of the wing behind the propeller, and a
drag reduction of 3 drag counts was obtained for a cruise condition. Unlike the
previous studies, the lowest-drag design found by Pedreiro [106] does not have lower
twist behind the up-going-blade region and higher twist behind the down-going-
blade region. A limitation of the approach used by Pedreiro [106] is that the number
of design variables that can be used and the ability to carry out a large number
of optimization studies are severely limited because of the poor scaling of DOE
approaches with the number of design variables.
To address the aforementioned limitations of the previous work, related to the
fidelity of the models and the ability to explore the design space, we developed the
capability to perform gradient-based aerodynamic shape optimization using RANS
CFD with an actuator-disk approach. We use a modified version of the open-source
CFD solver ADflow, which has an adjoint implementation for efficient gradient com-
putation. This allows us to perform multiple aerodynamic shape optimization studies
with respect to large numbers of design variables at a manageable computational cost.
In this part of the dissertation, we present aerodynamic shape optimization results
for a wing with an inboard-mounted tractor propeller and a wing with a tip-mounted
tractor propeller. This work is the first published instance of gradient-based aero-
dynamic shape optimization of a wing considering propeller-wing interaction with
RANS CFD, and it is a stepping stone towards a coupled high-fidelity model for
mutual propeller-wing interaction suitable for gradient-based optimization of both
the propeller and the wing. Additionally, to answer how important it is to optimize
the wing while considering the propeller slipstream, we study how much drag re-
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duction optimizing a wing in the presence of the propeller slipstream provides over
optimizing the wing without considering the propeller slipstream (the final design
of the latter is also analyzed with the propeller slipstream). There is a lack of such
direct comparisons in the previous literature.
6.1 Background on Actuator-Disk Models in CFD
6.1.1 Basic Principles
Whitfield and Jameson [113] were one of the first to use an actuator-disk approach
to model propeller-wing interaction using CFD (i.e., solving finite-volume Euler or
Navier–Stokes equations) [49, 113]. Their work was in response to the interest in
developing transonic aircraft with advanced propellers during the 1980s. We briefly
describe this approach here.
A propeller exerts forces on a fluid as it moves through it. These forces are equal
in magnitude and opposite in direction to the lift and drag forces on the propeller
blades, and they are experienced directly by the finite volumes located in the propeller
region [49]. If the loads on the propeller blades are known, they can be applied in
an equal and opposite manner to the cells in the propeller region of a CFD model
to effectively simulate a propeller [49]. To further simplify the modeling, the forces
can be applied in a time-averaged manner to the entire disk swept by the propeller,
for steady simulations. Comparisons with experimental data have shown that this
steady approach, called the actuator-disk approach, provides accurate predictions
for the time-averaged performance of a wing trailing a propeller [4, 5, 10, 49].
There are two main ways in which an actuator-disk model can be implemented.
The first is the force-term (or momentum-source-term) approach, and the second is
the boundary-condition approach [114]. For the work presented in this dissertation,
we use the force-term approach because it is a more direct approach and is easier
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to implement in the flow solver that we use. Additionally, Chetboun et al. [114]
found it to be the more robust approach when solving the RANS equations with
the multiblock CFD solver NES. In the force-term approach, the necessary forces
are applied in the same manner as body forces (i.e., like gravitational or magnetic
forces). How body-force terms appear in Euler and Navier–Stokes equations is briefly
reviewed here.
The Euler equations can be written as [49]
∫
S
(Fxnx + Fyny + Fznz) dS −
∫
–V
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, and E =
p
ρ(γ − 1) +
u2 + v2 + w2
2
.
Here, {u, v, w}T is the velocity vector, {nx, ny, nz}T is the unit vector normal to the
surface S enclosing the control volume –V , ρ is the fluid density, p is the pressure,
{φx, φy, φz}T is the body-force vector (force per unit volume), and γ is the specific-
heat ratio. The first row of this set of equations is the continuity equation, the
next three rows are the momentum equations, and the last row is the energy equa-
tion. The terms in
∫
–V
B d–V corresponding to the momentum equations are the force
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terms representing body forces. In a finite-volume steady-flow solver, time-averaged
propeller forces can be applied as these force terms to the cells in the region swept
by the propeller. Corresponding terms are also added to the energy equation. For
brevity, we used the Euler equations for this explanation instead of RANS equations.
However, the same explanation and approach applies to RANS equations. For RANS
equations, we would just have more terms in Eq. (6.1.1) to account for viscosity and
turbulence, which would not be modified by the force terms.
6.1.2 Comparisons with Experimental Data
Comparisons with experimental data have shown that the actuator-disk approach,
which is a steady-flow approach, provides accurate predictions for the time-averaged
performance of a wing trailing a propeller, at a small fraction of the computational
cost of unsteady CFD approaches [4, 5, 10, 49]. Here, the results of two such recent
studies are briefly reviewed to support the claim that actuator-disk approaches are
suitable for design studies.
Gomariz-Sancha et al. [10] compared actuator-disk RANS simulation results with
full-blade unsteady RANS (URANS) simulation results for a twin-turboprop con-
figuration at a cruise condition (Mach number = 0.5; altitude = 25,000 ft; advance
ratio = 2.5; see Fig. 6.1.1a for surface meshes). Their results (Fig. 6.1.1b) show that
both approaches predict lift distributions that match within a few percent. Addi-
tionally, the pressure distributions corresponding to two wing sections behind the
propeller, from these two approaches, are practically indistinguishable (Fig. 6.1.2).
They also compared an actuator-disk approach based on forces from a uniform-inflow
blade-element model with another actuator-disk approach based on forces from a
non-uniform-inflow blade-element model, and concluded that using the non-uniform
inflow (that results from propeller inclination and wing-induced velocities) enhances
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accuracy.
Actuator-disk RANS approach Full-blade URANS approach
(a) CFD surface meshes (b) Comparison of lift distributions
(advance ratio = 2.5; α = −2 deg;
“RANS (Enhanced)” is the actuator-
disk approach; “URANS” is the full-
blade approach)
Figure 6.1.1: An actuator-disk approach compared with a full-blade approach (figures from
Gomariz-Sancha et al. [10])
Figure 6.1.2: Pressure coefficients of wing sections, behind the down-going (left) and up-going
(right) portions of the propeller, from an actuator-disk simulation compared with results from a
full-blade simulation (these correspond to the case in Fig. 6.1.1; figures from Gomariz-Sancha et al.
[10])
Gomariz-Sancha et al. [10] also presented comparisons with experimental data
(Mach number = 0.5; altitude = 0 ft; advance ratio = 2.5) for a rectangular wing
segment representative of the wing portion of the full configuration that the engine
is mounted to (see Fig. 6.1.3 for the model). They compared pressure coefficient
distributions at a range of sections across the wing and found close agreement between
the actuator-disk simulation results and the experimental data (Fig. 6.1.4). The
simulation with the actuator-disk model is able to accurately capture the leading-edge
93
suction peak behind the up-going portion of the propeller and the reduced leading-
edge suction behind the down-going portion. There are small pressure coefficient
differences near the trailing edges, but they stated that, based on a preliminary
investigation, these differences are likely due to differences between the CAD model
used for the simulations and the fabricated wind-tunnel model.
(a) Wind tunnel model (b) Actuator-disk CFD model
Figure 6.1.3: Wind-tunnel models (figures from Gomariz-Sancha et al. [10])
To provide another example of a study that compared actuator-disk CFD results
to experimental data, we include results from Stokkermans et al. [5]. Stokkermans
et al. [5] presented a careful study in which results from three different types of
RANS-based propeller modeling techniques are compared with experimental data
for a wing with a tip-mounted propeller. The three RANS-based approaches that
they compared are an actuator-disk approach, an actuator-line approach, and a full-
blade (sliding mesh for the 3-D rotating propeller) approach.
First, they compared results for an isolated propeller (with nacelle) configuration
and found that the actuator approaches compare well with the full-blade approach,
and all also agree well with the experimental data (see Fig. 2.1.6 shown previously in
Sec. 2.1.2) [5]. The simulation results show slightly less slipstream contraction than
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Figure 6.1.4: Pressure coefficient distributions, at a range of sections across a wing, showing close
agreement between actuator-disk simulation results and experimental data (advance ratio = 2.5;
α = −2 deg; figures from Gomariz-Sancha et al. [10])
the experimental results and also have some differences in the tangential-velocity
trends next to the nacelle surface. They attributed some of the differences to the
numerical diffusion in the tip vortex cores of the blades. They also compared the
one-equation Spalart–Allmaras turbulence model (with modifications proposed by
Dacles-Mariani et al. [115]) and the two-equation k−ω shear-stress-transport (SST)
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turbulence model and found that the numerical diffusion in the slipstream was less
with the Spalart–Allmaras model (research by Kim and Rhee [116] on resolving the
tip vortex cores of fixed wings also discusses the favorable properties of the Spalart–
Allmaras model over k − ω SST).
For the propeller-wing cases, Stokkermans et al. [5] found that all the RANS-based
approaches agree well for the lift and drag distributions (Fig. 6.1.5). Their RANS-
based results also match their experimental pressure distributions well (Fig. 6.1.6).
The results of their full-blade and actuator-line simulations agree the best. The
actuator-disk approach predicts slightly lower pressures on the suction side of the
wing airfoils, leading to a small overprediction in the lift coefficient. For a case with
a lift coefficient of ∼ 0.25, the actuator-disk approach overpredicted lift by 3.9%
with practically no difference in drag (relative to the full-blade approach). For their
cases, the actuator-line approach is able to reduce computational cost by about 15%
relative to the full-blade approach (by removing the need to resolve the 3-D propeller
geometry), and the actuator-disk approach is able to reduce computational cost by
about 85% (by further removing the time dependency).
Figure 6.1.5: Lift and drag distributions from three different RANS-based approaches showing good
agreement for the performance of a wing with a tip-mounted tractor propeller (advance ratio = 0.8;
flap deflection = 10 deg; FB = full blade; AL = actuator line; AD = actuator disk; figures from
Stokkermans et al. [5])
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Figure 6.1.6: Pressure coefficient distributions from three different RANS-based approaches com-
pared with experimental data for a wing with a tip-mounted tractor propeller (advance ratio = 0.8;
δf is the flap deflection; FB = full blade; AL = actuator line; AD = actuator disk; figures from
Stokkermans et al. [5])
Overall, from these studies [5, 10], and others [4], we can conclude that, if im-
plemented correctly, actuator-disk CFD approaches provide accurate predictions for
the time-averaged performance of a wing trailing a propeller, at a small fraction of
the computational cost of unsteady CFD approaches.
CHAPTER 7
Computational Tools
On ne peut avoir le beurre et l’argent du
beurre.
Sagesse ancienne
Optimization with RANS CFD requires a multidisciplinary framework that is
computationally efficient because of the high computational cost of the simula-
tions. Additionally, because we use a relatively large number of design variables
(∼ 200) for this work, gradient-based optimization is necessary to make the prob-
lem tractable. With gradient-free methods, the computational cost would be pro-
hibitively large [117, 118]. Therefore, we use the open-source aerodynamics modules
of the MDO of Aircraft Configurations with High fidelity (MACH) framework [119].∗
7.1 Flow Solver
We use the open-source RANS CFD code ADflow [120, 121] and modify it to use an
actuator-disk approach to simulate propeller-wing interaction. The propeller model
is described further in Sec. 7.5. ADflow is a second-order finite-volume CFD solver
and solves the RANS equations on structured multiblock meshes, and it can also
handle overset meshes [122]. For this work, we use the Spalart–Allmaras turbulence
model [123] and steady simulations. We do not use a boundary-layer-transition
∗www.github.com/mdolab/MACH-Aero [Accessed 31 Jul 2020]
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model, and therefore, the simulations are fully turbulent.
ADflow uses a discrete adjoint implementation via automatic differentiation to
efficiently compute the derivatives of the functions of interest with respect to a large
number of design variables [124]. This has enabled several RANS-based optimization
studies [125–131].
7.2 Geometry Parameterization
We use pyGeo, MACH’s geometry manipulation module, to parameterize and
manipulate the wing shape using a free-form deformation (FFD) approach [132].
Using this approach, the surface of the wing is embedded in a grid of control points,
and the changes made to the control points are transferred to the embedded surface
using a B-spline mapping. When the control points are moved, the embedded shape
deforms in a continuous manner, giving the optimizer control over the twist and
cross-sectional shapes.
7.3 Mesh Movement
To deform the original volume mesh during optimization to account for the
changes to the surface geometry, we use IDWarp, MACH’s mesh warping mod-
ule [133]. IDWarp uses an inverse distance weighting method [134], which helps
preserve the quality of the mesh as the surface is deformed.
7.4 Optimizer
We use SNOPT [95], a gradient-based optimizer that uses a sequential quadratic
programming algorithm, to solve the optimization problems for this work. SNOPT
was developed to handle large-scale nonlinear optimization problems with thousands
of constraints and design variables and has been shown to be effective in solving aero-
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dynamic shape optimization problems [119, 125–131, 135, 136]. SNOPT is wrapped
with the open-source package pyOptSparse [137] for use with the MACH framework.
The major optimality and feasibility tolerances for SNOPT are set to 1 · 10−5 for
all the optimization cases in this work, and all the optimization cases finished suc-
cessfully. To put these tolerances into perspective, for these optimization cases, the
objective function changes by less than 0.03% over the last order of convergence of
the optimality.
For reference, the optimization cases in Secs. 9.2 and 9.3 require under 24 h to
solve on 32 processors† (timings ranged from 3 to 22 h depending on whether airfoil-
shape design variables were included), and the optimization cases in Secs. 9.5 and 10.2
require under 42 h to solve on 32 processors (timings ranged from 5 to 40 h depending
on whether airfoil-shape design variables were included and on the propeller location).
7.5 Propeller Model
We model the propeller using an actuator-disk approach in which forces equal
and opposite to time-averaged propeller loads are applied to volume cells in a spec-
ified region in the same manner as body forces [49]. To do this, force terms are
added to the momentum equations, and the corresponding terms are added to the
energy equations, for the specified cells. The propeller loads can be obtained from
various sources such as analytical models [138], blade-element methods [10], or CFD
simulations of an isolated propeller [5].
We use the following simple models [138] for the distributions of the axial and
tangential loading on the propeller. The radial distribution for the axial force is
†3.0 GHz Intel Xeon Gold 6154
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given by







where fx is the axial force per unit radius, F̃ is a reference value that is adjusted
to obtain the required total force, r̂ is defined by Eq. (7.5.2), and a, m, and n
are parameters that control the shape of the distribution. For example, decreasing
n shifts the position of maximum thrust towards the tip, and using a value for a






where r is the radial distance from the axis of rotation, rin is the inner radius of the
propeller (usually the radius at which the blades connect to a hub or spinner), and








where fθ is the tangential force per unit radius, and P/D is the propeller pitch-to-
diameter ratio.
Since Eqs. (7.5.1) and (7.5.3) provide continuous distributions, we calculate the
forces for each cell in the specified region based on their volumes and the distances
between their cell-center locations and a specified propeller axis (i.e., r). The axial
and tangential forces per unit volume that are used for this are given by fx/(2πrt)
and fθ/(2πrt), where t is the total thickness of the disk of volume cells to which the
forces are applied. The reference value F̃ , which is not the total force, is set to a
value that makes the total axial force applied equal to the desired total force.
CHAPTER 8
Validation Cases
For one does not have empire over nature
except by obeying her.
F. Bacon [139]
8.1 Geometry and Specifications
To validate our implementation of the propeller model described in Sec. 7.5, we use
test cases from Veldhuis [4]. The configuration, shown in Fig. 8.1.1, is a rectangular
NACA 642-A015 wing with a tractor propeller mounted near the midspan. The wing
is not swept, twisted, or tapered, and the propeller axis lines up with the chord lines
of the wing sections. We do not model the nacelle and do not round the leading edge
of the wingtip. Our simplified geometry is shown in Fig. 8.2.1a. For the airfoil, we
use coordinates from the online UIUC database∗ and fit them using B-splines. The
surface geometry is generated using MACH’s pySpline and pyGeo modules.
We compare simulation results with experimental data for 0 and 4 deg angle-of-
attack cases tested by Veldhuis [4]. The Reynolds number for these cases is 0.8 · 106,
and the dynamic pressure is 1500 Pa [4]. This translates to a flight speed of 49.5 m/s
at sea-level conditions (i.e., Mach 0.145). The propeller has an inboard-up rotation,
the advance ratio (J) is 0.85, and the thrust coefficient (CT ) is 0.168 [4]. This






















































Figure 8.1.1: Geometry of the experimental configuration used for validation (half-wing planform
area is 0.15 m2; aspect ratio is 5.3; also known as the “PROWIM” wing; figure from Veldhuis [4])
translates to a thrust of 38.9 N. Veldhuis [4] mentions that the thrust coefficient is
estimated using a bookkeeping approach (measuring forces with and without the
propeller on) and using pressure measurements. Here, J = V∞/(νD), and CT =
T/(ρν2D4), where V∞ is the freestream speed, ν is the number of rotations per unit
time, D is the propeller diameter, ρ is the freestream density, and T is the propeller
thrust.
8.2 CFD Volume Meshes
We use three mesh refinement levels for the validation simulations to study how
the results change as the mesh is refined. We name these meshes the Level 1 (L1),
Level 2 (L2), and Level 3 (L3) meshes, where the L1 mesh is the finest and the L3
mesh is the coarsest.
For the actuator-disk region, we use a structured multiblock cylindrical volume
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mesh and apply the forces to a subset of the cells in the middle of this mesh. The
outlines of the blocks of this cylindrical volume mesh are shown in Fig. 8.2.1b for
the L2 refinement. Forces are applied to the cells in this cylindrical mesh that lie
inside the disk shown in Fig. 8.2.1a. The wing has a separate structured multiblock
volume mesh, as shown in Fig. 8.2.1b. The wing volume meshes are generated by
extruding wing surface meshes using MACH’s pyHyp [133] module (Fig. 8.2.1a shows
the surface mesh for the L2 refinement). The wing surface meshes are generated using
the commercial package ICEM-CFD.
(a) Wing surface mesh (L2 refinement) and the
disk used to specify the actuator zone
(b) Wing volume mesh and cylindrical volume
mesh (L2 refinement)
Figure 8.2.1: Surfaces and volume meshes
The cylindrical and wing volume meshes are overset with a background mesh
(Fig. 8.2.2a). The background mesh consists of a Cartesian volume mesh in the re-
gion where the cylindrical and wing meshes are located, and the outer walls of this
Cartesian grid are extruded by 45 chord lengths to yield a hemispherical domain.
We use far-field boundary conditions for the outer hemispherical surface of this do-
main and symmetry boundary conditions for the symmetry plane coincident with
the root of the wing. The cylindrical volume mesh is larger than the disk inside
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(a) Wing and cylindrical volume meshes overset
with a background mesh (L2 refinement)
(b) Regions of the wing and cylindrical volume
meshes that are selected as computation cells in
the overset mesh (L2 refinement)
Figure 8.2.2: Overset meshes
which the actuator forces are applied (Fig.8.2.1) to allow it to be overset with this
background mesh. ADflow uses an implicit hole cutting method for assembling the
overset meshes [122, 140]. The computation cells (i.e., the cells used for the CFD
solution and not as fringe cells for interpolation) for the cylindrical and wing volume
meshes are shown in Fig. 8.2.2b for the L2 refinement.
Figure 8.1.1 shows that the rear face of the disk swept by the propeller is located
0.2 m in front of the leading edge of the wing. In our model, the midplane of the cells
that are selected for the actuator disk is located at this distance in front of the wing.
The radius of the actuator disk is the propeller radius of 0.12 m, and its thickness is
9.1 mm. A circular disk of cells that is one layer thick is selected for the L2 and L3
meshes, and a circular disk of cells that is two layers thick is selected for the finer
L1 mesh, but these disks have the same radius and total thickness.
The wing surface mesh for the L2 refinement is generated by removing every
other node of the L1 surface mesh, and the L3 surface mesh is generated by doing
the same for the L2 surface mesh. These surface meshes and the grid spacings
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of the Cartesian portion of the background meshes are shown in Fig. 8.2.3a. The
corresponding cylindrical volume meshes are shown in Fig. 8.2.3b.
(a) Grid spacings for the L1, L2, and L3 wing
surface and Cartesian background meshes
(b) L1, L2, and L3 cylindrical volume meshes
Figure 8.2.3: Comparing L1, L2, and L3 grids
To generate the wing volume meshes, we extrude the wing surface meshes to 0.4
chord lengths around the wing using pyHyp. The L1, L2, and L3 wing volume meshes
have 80, 40, and 30 layers of cells extruded around the wing, respectively. The L1,
L2, and L3 background meshes have 60, 30, and 15 layers of cells in the far-field
extrusion, respectively. The maximum growth ratios, in the off-wall directions, of
the wing volume-mesh layers range from 1.1 to 1.3, 1.2 to 1.3, and 1.3 for the L1, L2,
and L3 meshes, respectively. The cell thicknesses of the first off-wall layers for the L1,
L2, and L3 meshes are set to flat-plate y+ values of 0.5, 1, and 2, respectively (for the
flow conditions of the optimization cases, these would be approximately doubled).
The boundary layer resolution does not give a complete picture, and the spanwise
discretization of the wing, the radial discretization of the actuator region, and the
relative discretizations of the overset interpolation regions are just as important.
To add an additional data point for the mesh refinement plots presented later in
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Secs. 8.5 and 9.1.5, we also include results for an intermediate (L1.5) mesh. This
mesh is generated with half the number of chordwise wing-surface cells and half the
number of layers for the background far-field extrusion as the L1 mesh, but with the
rest of the mesh settings, including the spanwise wing-surface discretization, kept
the same as those for the L1 mesh. Table 8.2.1 lists the numbers of cells in the
four overset meshes, and Table 9.4.1 in Sec. 9.4 lists non-orthogonality and skewness
quality metrics for them. Their mean non-orthogonality and skewness values are
low, which is favorable for accuracy.
Table 8.2.1: Numbers of cells in the overset meshes





8.3 Propeller Model Inputs
For the adjustable parameters mentioned in Sec. 7.5, we use a = 1, m = 1, and
n = 0.2, which gives a loading distribution with the peak near the tip. For the
propeller we are modeling, P/D ranges from 0.9 to 1.1 for the r/R = 0.45 to
r/R = 0.95 portion of the blades [141]. However, we use P/D = 0.85 in Eq. (7.5.3)
to better match the experimental data plotted in Fig. 8.4.1. Equation (7.5.3), which
gives the tangential force distribution as a function of the axial force distribution,
is based on the assumptions that the propeller has radially constant pitch and that
the forces on the blade are locally perpendicular to the blade chords, which are
approximations.
CFD simulations by Stokkermans et al. [5] for this propeller show that the thick
root sections of the blades from r/R = 0.35 to the root generate negative thrust due
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to flow separation. Therefore, for our model, we set rin = 0.35R and use the axial
force distribution from Eq. (7.5.1) between r = R and r = 0.15R (the spinner radius
is 0.15R), which gives negative thrust values between r = 0.35R and r = 0.15R.
Additionally, for the region between r = 0.35R and r = 0.15R, we reduce the axial
forces given by Eq. (7.5.1) by multiplying them by a factor of 0.25, as the results
of Stokkermans et al. [5] show a change in slope after the axial force becomes zero
at approximately r = 0.35R. For the spinner portion (r < 0.15R), we set the axial
forces to zero. The portion of the propeller not generating positive thrust also roughly
coincides with the diameter of the nacelle (r = 0.3R).
For the tangential forces, we use the distribution from Eq. (7.5.3) only between
r = R and r = 0.35R, and we set the tangential forces to zero for r < 0.35R. The
reference value F̃ is set to a value that makes the total axial force applied to the
region outside rin equal to the specified thrust. We use the region outside rin because
Veldhuis [4] mentioned that the thrust coefficients for the test cases were computed
using a bookkeeping approach with pressure measurements, and we consider these
thrust coefficients to more likely represent the thrust generated by the propeller
region outside the nacelle radius of r = 0.3R. The resulting distributions using
Eqs. (7.5.1) and (7.5.3) are compared with each other in Fig. 8.3.1. These are also
compared with the full-blade unsteady RANS CFD simulation results of Stokkermans
et al. [5] for this propeller (isolated configuration) in Fig. 8.3.2. The 3-D geometry
of this four-bladed propeller is shown later in Fig. 8.4.2.
8.4 Validation Results
Sectional lift coefficients from ADflow and experimental data for the 0 deg and
4 deg validation cases are compared in Fig. 8.4.1. The results match the experimental
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Figure 8.3.1: Distributions of the axial and tangential forces from the propeller-loading model for
the validation cases (J = 0.85 and CT = 0.168)
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Propeller-loading model
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(a) Axial force distribution
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(b) Torque distribution
Figure 8.3.2: The propeller-loading model compared with unsteady CFD results from Stokkermans
et al. [5] (Grid 3 has 7.4 · 106 cells and Grid 1 has 21.4 · 106 cells)
data well for the 0 deg case and reasonably well with some discrepancies for the 4 deg
case.
One discrepancy is the higher lift predicted inboard of the propeller and behind
the up-going-blade region for the 4 deg case. A possible physical source of this error
is that our axisymmetric propeller model does not capture the non-axisymmetric
propeller loading that occurs in reality when there is an angle of attack or wing
upwash. When the propeller is at a positive angle of attack, the sections of an
up-going blade experience lower effective angles of attack and lower effective speeds
than the sections of a down-going blade because of the component of the freestream
velocity parallel to the plane of the propeller disk. This results in the up-going
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Figure 8.4.1: Sectional lift coefficients from ADflow compared with experimental data from Veldhuis
[4]
blade applying lower forces, and consequently lower swirl, to the fluid and the down-
going blade applying higher forces, and consequently higher swirl, compared to the
axisymmetric forces that result when the propeller is not inclined. Other sources of
error include the absence of the nacelle in our simplified geometry.
To visualize the effect of the propeller model on the pressure distributions across
the wing, pressure coefficient (Cp) contours and shapes of the distributions at four
distinct locations are shown in Fig. 8.4.2 for the 4 deg angle-of-attack case. The Cp
curves show a higher suction peak behind the up-going-blade region compared to the
sections near the root and the tip of the wing. On the other hand, a leading-edge
suction peak is not present behind the down-going-blade region. The Cp distributions
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of these two airfoil sections behind the propeller are also compared with experimental
data in Fig. 8.4.3. There are offsets, but the shapes match.
Figure 8.4.2: Cp contours and curves showing the influence of the propeller model on the wing for
the 4 deg validation case (L2 mesh; propeller geometry from Sinnige et al. [7])
8.5 Mesh Refinement
Figures 8.5.1 and 8.5.2 plot the lift coefficient (CL) and drag coefficient (CD) of
the wing for the validation cases and show that, unlike CD, CL does not decrease
monotonically as the mesh is refined. The CFD solver settings and angle of attack
are kept the same for all the meshes within each of these cases. Note that here, and in
the rest of this part of the dissertation, these coefficients are only for the wing and are
computed by integrating the forces on the wing surface. Because the mesh resolution
affects both CL and CD, which are not independent, and because all the optimization
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blade)
Figure 8.4.3: Airfoil Cp distributions from ADflow compared with experimental data from Veldhuis
[4] for the 4 deg validation case
cases in this part of the dissertation will constrain CL to a fixed value, we include
another mesh refinement study with a fixed CL in Sec. 9.1.5 that is more useful for
judging these meshes for the optimization cases. We plot the coefficients with respect
to N−2/3, where N is the number of computation cells, because the inverse of the
cube root of the number of cells in a 3-D hexahedral mesh gives a metric for the
grid spacing and because ADflow uses a 2nd-order-accurate finite-volume approach
for the spatial discretization.

























Figure 8.5.1: Mesh refinement plots for the 0 deg validation case (N is the number of computation
cells)
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Figure 8.5.2: Mesh refinement plots for the 4 deg validation case (N is the number of computation
cells)
CHAPTER 9
Optimization Problem Formulations and Results for a Wing
with an Inboard-Mounted Propeller
The design of the wing for an efficient
integrated propulsion system is affected
more by the presence of the propeller than
the propeller design is affected by the
wing’s presence. The wing airfoil shape,
twist distribution, and chord must be
modified—not to obtain a pressure
distribution similar to the clean wing
distribution, nor for an efficient power-off
span load distribution, but rather to
approximate the optimal power-on lift
distribution.
I. Kroo [32]
Professor, Stanford University, 1986
9.1 Optimization Problem Descriptions
9.1.1 Geometry and Parameterization
For the optimization cases discussed in this section and in Secs. 9.2 and 9.3, we
use the same wing and propeller geometry (0.24 m by 0.64 m half-wing with a 0.24 m
diameter propeller) used for the validation cases in Chapter 8. We use the L2 mesh
described in Sec. 8.2 and the same propeller model inputs discussed in Sec. 8.3, except
for the pitch-to-diameter and total-thrust values, which are modified for the flight
conditions described in Sec. 9.1.2. Also, we study both outboard-up and inboard-up
propeller rotation cases. We only optimize the wing, and the optimizations begin
with the wing untwisted and both the wing and the propeller at an angle of attack
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of 0 deg. The actuator disk keeps its angle of attack of 0 deg and does not follow
the wing as the wing’s inclination changes. We use the L2 mesh because it provides
reasonably good resolution at a significantly lower computational cost than the L1
and L1.5 meshes.
The grid of FFD control points that we use to deform and optimize the geometry
is shown in Fig. 9.1.1. The positions of these control points are the design variables.
The grid has 13 chordwise sections along the span and 8 spanwise sections along
the chord. There are 104 control points above the wing and 104 below it (208 in
total)∗. The control points of each chordwise section can be rigidly rotated together
to twist the wing, and all the control points can be moved individually in the vertical
direction (y-direction) to change the shapes of the airfoil sections along the wing.
The planform area and planform shape of the wing are not optimized in any of the
cases presented in this chapter. We place control points closer together over the
portions of the wing behind the up-going-blade and down-going-blade regions of the
propeller disk for greater control of those portions.
9.1.2 Flight Conditions
The flight conditions that we use for the optimization cases are selected to be
representative of a cruise condition for general aviation (GA) and urban air mobility
(UAM). We specify a cruise CL of 0.6 at a Mach number of 0.3 and an altitude of
1500 ft. We also assume that the hypothetical aircraft that the wing belongs to has a
cruise lift-to-drag ratio of 10. Based on these numbers, we specify a thrust of 55.0 N
for the propeller. Assuming a rotational tip speed of Mach 0.6 (typical for turboprop
∗Based on prior experience, the guideline in the MDO Lab is to use roughly 10×2×10 FFD control points for wing
optimization [142]. There is usually little to be gained beyond this approximate resolution. An additional guideline
is to have no more than one FFD control point for every four CFD surface-mesh points of a cross-section [130] (e.g.,
if a wing cross-section has 40 chordwise CFD mesh points on its upper surface, there should not be more than 10
corresponding chordwise FFD control points).
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Figure 9.1.1: FFD grid (8× 2× 13 control points) around the wing geometry
aircraft at cruise), the corresponding advance ratio J is 1.6, and the corresponding
thrust coefficient CT is 0.20. This thrust coefficient is on the higher side of the range
for typical GA and commuter aircraft at cruise [143–145]. Based on the efficiency
charts of typical propellers [41, 143, 144], the pitch angle at 0.75R for this advance
ratio will likely be around 40 deg. This approximately doubles the propeller pitch-to-
diameter ratio used in the validation cases (the pitch angle at 0.75R for the validation
cases is 24 deg [141]). Therefore, for the optimization cases, we use a P/D value of
1.7, which is twice the value used for the validation cases.
9.1.3 Primary Optimization Problem Formulations
We have two primary optimization cases. Table 9.1.1 summarizes the optimization
problem formulation for the first optimization case, Case wP+T. In Case wP+T,
with the propeller (wP) model included in the simulations during optimization, we
optimize the wing twist (T). The twist is controlled by rigidly rotating the FFD
control points of each of the 13 chordwise FFD sections located along the span,
about their respective quarter-chord points. There are 16 FFD control points, but
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only one twist variable, for each chordwise section. We optimize the wing twist using
all 13 chordwise FFD sections, including the root section, which means that the twist
design variables can also rotate the entire wing and effectively change its angle of
attack without changing the angle of attack of the propeller disk. The optimization
objective is to minimize CD, subject to a lift constraint of CL = 0.6. These coefficients
are only for the wing and do not include components of the propeller’s thrust vector,
which remains at an inclination of 0 deg. Additionally, these coefficients do not
include any contributions from other components of the hypothetical aircraft that
we assume this wing belongs to.
Table 9.1.1: Case wP+T optimization problem formulation
Function/variable Description Quantity
Minimize CD Drag coefficient
with respect to 0 ≤ τ ≤ 10.0 Twist of each FFD section [deg] 13
Total design variables 13
subject to CL = 0.6 Lift constraint 1
Total constraint functions 1
Table 9.1.2 summarizes the optimization problem formulation for the second op-
timization case, Case wP+T+S. In Case wP+T+S, with the propeller (wP) model
included in the simulations during optimization, we optimize the wing twist (T) and
the airfoil shapes (S) along the wing. The twist is controlled by rigidly rotating the
FFD control points of each section, as described earlier, and the airfoil shapes along
the wing are controlled by vertically displacing the individual FFD control points.
The optimization objective is again to minimize CD, subject to a lift constraint of
CL = 0.6. We also use thickness constraints to prevent the thickness of the wing
from decreasing. We use locations on a uniform 10 by 10 grid over the wing planform
to enforce these constraints on. These constraints are used because considerations
related to the wing structure or internal components are not considered directly. Ad-
117
ditionally, we apply constraints on the leading-edge and trailing-edge airfoil-shape
design variables to prevent them from moving the leading and trailing edges verti-
cally and from creating shear twist. This ensures that the twist and airfoil-shape
design variables are independent, for a well-posed optimization problem, and this
is achieved by ensuring that the airfoil-shape design variables only move the FFD
control points on the leading and trailing edges equal distances in opposite direc-
tions, within each vertical pair. This does not restrict the optimizer’s ability to add
camber.
Table 9.1.2: Case wP+T+S optimization problem formulation
Function/variable Description Quantity
Minimize CD Drag coefficient
with respect to 0 ≤ τ ≤ 10.0 Twist of each FFD section [deg] 13
−1.44 ≤ ∆y ≤ 1.44 Vertical displacements of the FFD control points for airfoil-shape
control (±40% of the airfoil maximum thickness) [cm] 208
Total design variables 221
subject to CL = 0.6 Lift constraint 1
ta/ta,initial ≥ 1.0 Constraints to prevent airfoil thicknesses at locations on a uniform
10 by 10 grid from decreasing 100
∆yLE,upper = −∆yLE,lower Constraints to prevent the airfoil-shape design variables from
vertically displacing the leading edge 13
∆yTE,upper = −∆yTE,lower Constraints to prevent the airfoil-shape design variables from
vertically displacing the trailing edge 13
Total constraint functions 127
9.1.4 Baseline Optimization Cases for Comparison
To quantify the benefit of optimizing the wing while considering propeller effects,
we also optimize the wing without propeller effects (i.e., without applying forces to
the actuator disk) to obtain baseline cases for comparison. The FFD grid used for
these baselines cases is the grid used for the wP cases (Fig. 9.1.1) without the fifth
and eighth chordwise FFD sections, counting from the root (the control points at
these sections are present for greater control over the region behind the propeller for
the wP cases).
The first baseline optimization case, Case T, has the same formulation as Case wP+T,
except that it has the aforementioned different number of FFD control points and no
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forces applied to the actuator disk. The second baseline optimization case, Case T+S,
has the same formulation as Case wP+T+S, except that it has the aforementioned
different number of FFD control points and no forces applied to the actuator disk.
After optimization, the resulting wings from these baseline cases are analyzed with
the propeller forces applied to the actuator disk and with the wing angle of attack
adjusted to achieve the specified CL of 0.6. The wing’s angle of attack is adjusted
by rotating it using the FFD grid. This gives one-to-one comparisons that allow
quantifying the benefit that optimizing a wing with propeller effects considered gives
over optimizing the same wing without considering propeller effects.
9.1.5 Mesh Refinement
Because all the optimization cases in this chapter constrain the lift coefficient to
0.6, we include another mesh refinement study here to show how the drag coefficient
converges when the lift coefficient is held constant at this value. This differs from the
mesh refinement study presented in Sec. 8.5, which is for constant angles of attack
and different flow conditions. Figure 9.1.2, which plots CD for the meshes described
in Sec. 8.2 (unoptimized geometry) with the flow settings used for the optimization
problems (Sec. 9.1.2), shows linear trends with respect to N−2/3, as is expected with
our 2nd-order-accurate finite-volume scheme [122, 127, 142, 146]. To achieve the
specified CL, only the wing’s angle of attack is adjusted by rotating it using the FFD
grid (without twisting it), and the actuator disk keeps its angle of attack of 0 deg
and does not follow the wing as the wing’s inclination changes. This angle-of-attack
adjustment is performed through an optimization (objective: minimize difference to
target CL).
Our experience and earlier research [122, 142, 146] have shown that, with our
framework and methods, the mesh refinement results for an optimized geometry
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(a) Drag coefficient with inboard-up rotation














(b) Drag coefficient with outboard-up rotation
Figure 9.1.2: Mesh refinement results with the optimization-problem flow conditions for the unop-
timized geometry (CL = 0.6 for all)
follow the same trend as the mesh refinement results for the unoptimized geometry,
with roughly the same drag offset at each refinement level. Therefore, if we carried
out mesh refinement studies for each of the optimized geometries obtained in this
work, we would expect to see the same trends shown in Fig. 9.1.2, with roughly the
same reduction in drag at each refinement level.
9.2 Optimization Results
The drag coefficients plotted in Fig. 9.2.1 show that, although the drag reductions
from changing the propeller rotation direction from outboard-up to inboard-up (∼ 18
counts) and optimizing the wing twist and airfoil shapes (∼ 14 counts) are significant,
the drag reductions obtained by optimizing the wing while considering the propeller
slipstream, compared to optimizing it without considering the propeller slipstream,
are negligible (less than one drag count). As described in Sec. 9.1.4, the wings
optimized without considering the propeller (Cases T and T+S) are analyzed with
the propeller model and matched to the required lift coefficient after optimization to
allow these direct comparisons.
The optimized twist distributions in Fig. 9.2.2 show that, when the propeller
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in the simulations during optimization
Figure 9.2.1: Reference and optimized drag coefficients (CL = 0.6 for all)
the optimizer decreases the twist angle behind both the up-going-blade and down-
going-blade regions. There are also related reductions in lift behind the propeller and
increased lift near the root or tip to compensate, as shown by the lift distributions
in Fig. 9.2.2.
When airfoil-shape design variables are added, the resulting twist angle of most
of the wing is smaller because the optimizer adds camber. There is also significant
twisting at the tips, which results in nonplanar wingtips (Figs. 9.2.3 and 9.2.4). Since
the optimized wings for both Cases T+S and wP+T+S have similar wingtips, we can
safely conclude that this feature is not related to propeller effects. These nonplanar
wingtips can be attributed to induced-drag reductions from a reduction in average
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Figure 9.2.2: Optimized twist, thickness, lift, and drag distributions for the primary and baseline
optimization cases
nonplanar wingtips from twist optimization were obtained by Bons et al. [129] and
Reist et al. [148].
Figure 9.2.3: Front view of the optimized wings
Figure 9.2.4: Rear view of the optimized wings
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The lift distributions of the optimized wings are not exactly elliptical (Fig. 9.2.2).
From a lifting-line point of view, induced drag depends on the span integral of the
product of circulation and downwash. Therefore, for a fixed total lift, it is advanta-
geous to have more lift (i.e., more circulation) where the propeller induces an upwash
(i.e., negative downwash) and less lift where the propeller induces a downwash. An-
other way to view this is to compare it to a stator recovering rotational energy from
the flow [32]. However, Kroo [32] points out that, although swirl recovery is also
obtained naturally to some extent by an untwisted wing, this does not imply that
the naturally resulting lift distribution will be the optimal lift distribution.
Figure 9.2.2 also shows that, for each propeller rotation direction, the resulting
lift distributions are almost identical for all the cases. The drag coefficient curves
(Fig. 9.2.2) show that, when the propeller model is included in the optimization sim-
ulations (Cases wP+T and wP+T+S), the optimizer decreases the drag behind the
propeller. However, there are also associated reductions in lift behind the propeller,
and the adjustments required to satisfy the lift requirement cause these drag reduc-
tions to come with drag penalties near the wing root and tip that reduce the overall
benefit. This indicates that, at least for similar configurations and operating con-
ditions, a wing optimized without considering the propeller slipstream can recover
swirl practically as effectively as a wing optimized while considering the propeller
slipstream.
Figures 9.2.5 and 9.2.6 show that with airfoil-shape design variables the airfoils are
cambered, the suction peaks are reduced, and the lift generated by the rear portion
of the airfoils is increased. For Case wP+T+S, the optimizer also takes advantage
of weaknesses in the thickness constraints to slightly reduce the thickness behind
the propeller (Fig. 9.2.2). Visually, there is little difference between the airfoils op-
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timized with and without the propeller slipstream. This is because the optimized
lift distributions shown in Fig. 9.2.2 do not have large deviations from elliptical and,
therefore, the airfoils are not optimized for significantly different sectional lift coeffi-
cients between the cases. Propeller-induced velocities, both axial and tangential, at
cruise conditions are relatively low in general because of the high freestream speed.
This is also the case here and helps explain why the deviations from elliptical are
small (for the flight conditions used here, the maximum speed 0.5R downstream of
the actuator disk is only ∼10% higher than the freestream speed).
90% half-span62% half-span













Figure 9.2.5: Optimized airfoil shapes and Cp distributions with outboard-up rotation
90% half-span62% half-span













Figure 9.2.6: Optimized airfoil shapes and Cp distributions with inboard-up rotation
The lift distributions of the optimized wings from Cases T and T+S before being
analyzed with the propeller model are shown in Fig. 9.2.7 and are elliptical, as ex-
pected. Additionally, the breakdown of the sectional drag distributions into pressure
and shear components in Fig. 9.2.7 shows that the propeller has a more significant
impact on the pressure drag.
Table 9.4.1 in Sec. 9.4 lists non-orthogonality and skewness quality metrics for
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Case T+S (not simulated with propeller)


















Case T (not simulated with propeller)
Case T+S (not simulated with propeller)
Normalized half-span













Case T (not simulated with propeller)
Regions directly behind the positive-
thrust-generating portion of the propeller
Figure 9.2.7: Lift and drag distributions for the optimized wings from Cases T and T+S, before
being analyzed with the propeller model, compared with Cases wP+T and wP+T+S
skewness values of the deformed meshes remain low, which is favorable for accuracy.
9.3 Additional Optimization Cases with Extra Design Freedom
To verify that the small drag benefits of optimizing the wing while considering
the propeller slipstream (Sec. 9.2) are not an artifact of overly restrictive thickness
constraints or design-variable bounds, we include results for two additional opti-
mization cases that have extra design freedom. These cases, named Cases T+xS and
wP+T+xS, do not have thickness constraints, and their airfoil-shape design variables
have larger bounds equal to twice those of Cases T+S and wP+T+S (Table 9.1.2).
Apart from these differences, Cases T+xS and wP+T+xS have the same optimization
problem formulations as Cases T+S and wP+T+S, respectively. These additional
cases are not practical design cases because of the lack of thickness constraints in
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the absence of structural and packaging considerations.
Again, we find little difference in the final drag when the wing is optimized with
or without the presence of the propeller slipstream (Fig. 9.3.1). The optimizer uses
the extra design freedom to reduce drag by decreasing the wing thickness, but the
differences in the resulting thickness distributions between these two cases are small
(Fig. 9.3.2). Also, for each propeller rotation direction, the lift distributions again
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Figure 9.3.1: Optimized drag coefficients for the additional cases that have extra design freedom
(Cases T+S and wP+T+S included for comparison; CL = 0.6 for all)
We obtain a different mode of wingtip twisting for these additional cases. In-
stead of a trailing edge that curves up at the wingtip, the trailing edge curves down
(Fig. 9.3.3). This multimodality is similar to the multimodality of winglets in which
upward and downward winglets are local optima [129, 149, 150]. Again, because both
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Figure 9.3.2: Optimized twist, thickness-to-chord ratio, lift, and drag distributions for the additional
cases (Case wP+T+S included for comparison)
Figure 9.3.3: Rear view of the optimized wings for the cases with additional design freedom,
Cases T+xS and wP+T+xS, compared with Case wP+T+S
9.4 Mesh Quality Metrics
Table 9.4.1 lists non-orthogonality and skewness metrics for the meshes of the
initial and optimized geometries (see Secs. 8.2, 9.1.3, 9.1.4, and 9.3 for descriptions
of the meshes and cases). The non-orthogonality is defined as the angle between the
line joining the cell centers of two cells and the normal of their common face. The
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skewness is defined as the ratio of the distance between the intersection point of the
line joining two cell centers with the plane of their common face and the center of
that face to the distance between the cell centers. These metrics are computed using
OpenFOAM’s† [151] checkMesh utility, and Jasak [152] discusses their significance.
Overall, the mean non-orthogonality values of the meshes are low, which is favorable
for accuracy, and they increase a small amount as the design freedom increases. The
mean skewness values are also low, and Table 9.4.1 shows that the few faces with
high non-orthogonality and skewness are in the wing volume mesh.
Table 9.4.1: Quality metrics for the meshes of the initial and optimized geometries
Domain Case
Non-orthogonality Skewness
Maximum [deg] Mean [deg] Number of faces > 70 deg Maximum Mean
Complete mesh
Initial L1 44 3 0 2.3 0.02
Initial L1.5 45 4 0 2.3 0.03
Initial L2 45 4 0 2.3 0.03
Initial L3 51 5 0 2.3 0.05
Case T 66 7 0 2.2 0.04
Case T+S 75 7 2 2.6 0.04
Case T+xS 83 9 5 2.2 0.03
IU Case wP+T 66 7 0 2.2 0.04
IU Case wP+T+S 73 7 1 2.6 0.03
IU Case wP+T+xS 83 9 4 2.2 0.03
OU Case wP+T 66 7 0 2.2 0.04
OU Case wP+T+S 76 8 2 2.6 0.03
OU Case wP+T+xS 83 9 19 2.2 0.03
Wing volume mesh
Initial L1 44 4 0 2.3 0.02
Initial L1.5 45 4 0 2.3 0.03
Initial L2 45 4 0 2.3 0.04
Initial L3 51 5 0 2.3 0.08
Case T 66 8 0 2.2 0.04
Case T+S 75 10 2 2.6 0.05
Case T+xS 83 12 5 2.2 0.04
IU Case wP+T 66 8 0 2.2 0.04
IU Case wP+T+S 73 9 1 2.6 0.04
IU Case wP+T+xS 83 11 4 2.2 0.04
OU Case wP+T 66 8 0 2.2 0.04
OU Case wP+T+S 76 10 2 2.6 0.04
OU Case wP+T+xS 83 12 19 2.2 0.04
9.5 Applicability to Larger Wings
The geometry used for Chapter 8 and Sec. 9.3 is a small wing (0.24 m by 0.64 m
half-wing) with a proportionately small propeller (0.24 m diameter). However, be-
cause of the flight conditions and settings used, we expect our observations and
†https://www.openfoam.com/releases/openfoam-v1812/ [Accessed 31 Jul 2020]
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conclusions to be valid for GA- and commuter-aircraft-sized configurations as well.
In this section, we describe what we expect if the configuration used for the previous
sections is scaled to a larger size.
The cruise Mach number for the optimization cases presented in the previous
sections, M = 0.3, falls in the range typical for GA aircraft and UAM targets, and the
corresponding Reynolds number of 1.6·106 is in the high Reynolds number range [79].
Therefore, for a larger wing with a correspondingly higher Reynolds number and the
same Mach number, the flow behavior is not expected to change. A higher Reynolds
number will affect the skin-friction component of the drag coefficient [153], but, with
fully turbulent flow, changes to the boundary-layer behavior will not be significant.
For the same cruise speed, altitude, lift coefficient, and aircraft lift-to-drag ratio
used in this chapter, all of which fall in a reasonable range for GA and commuter
aircraft, the cruise thrust with a different-sized wing will be directly proportional to
the wing area. With the reasonable assumption that the propeller diameter scales
linearly with the wing chord or span (i.e, with the square root of the wing area for a
fixed aspect ratio), this means that the cruise disk loading (i.e., the ratio of the thrust
to the propeller disk area) does not change as the wing is scaled. Using momentum
theory, this observation can be used to obtain insight on how the induced velocities
of the propeller are affected as the configuration is scaled.
As follows, the axial induced velocities and their relative distribution can be shown
to remain practically the same when the configuration is scaled. The first-principles-
based momentum-theory relation for the axial induced velocity of an annular region











where Vi,x is the axial induced velocity, V∞ is the freestream velocity, ρ is the air
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density, Tann is the thrust of the annular region, and Aann is the area of the annular
region. If the annular region has a mean radius r = k1R and a small radial width
∆r = k2R (where k1 and k2 are constant fractions that do not change with the disk
size), and R is the propeller radius, then Aann ' 2πk1k2R2. This means that Aann
can be written as the product of the total disk area A and a constant of proportional-
ity that is independent of the disk size. Additionally, assuming that the normalized
shape of the thrust distribution does not change (i.e., when the a, m, and n pa-
rameters in Eq. (7.5.1) of the propeller model are kept fixed), Tann can be written
as the product of the total thrust T and another constant of proportionality that is
independent of the total thrust and disk size. This can be shown using Eq. (7.5.1)






where k3 is a constant that is independent of the total thrust and disk size (1/k3 =
∫ 1
0








This means that Tann/Aann ∝ T/A and is also independent of the size of the configu-
ration. Therefore, from Eq. (9.5.1), we can conclude that the axial induced velocities
and their relative distribution remain about the same when the configuration is
scaled.
We can also obtain insight on the tangential velocity components using a similar
approach. Figure 9.5.1 illustrates a disk to which propeller forces are applied and
shows a small control volume in the disk.
Using a momentum balance, assuming axisymmetry, neglecting slipstream con-
traction across the thin disk, and neglecting viscous terms, the rate of change of
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Figure 9.5.1: An element of a disk to which tangential forces are applied
momentum in the tangential direction for the control volume is
ρ(V∞ + Vi,x)Vi,θ∆A = fvol,θt∆A, (9.5.4)
where Vi,θ is the tangential induced velocity, ∆A is the area of the face of the small
control volume shown in Fig. 9.5.1, fvol,θ is the applied tangential force per unit vol-
ume, and t is the thickness of the disk. By substituting fvol,θ = fθ/(2πrt), Eqs. (7.5.3)





Only dependent on the normalized
shape of the propeller loading




This simple analytic equation allows estimating swirl velocities and predicting how
they change with disk loading, pitch setting, and flight speed. For the same flight
and propeller-tip speeds used in this chapter, which fall in the typical range for GA
and commuter aircraft at cruise, the advance ratio will not change as the propeller is
scaled, and therefore we can also expect the corresponding pitch setting and P/D to
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remain about the same. Since we have concluded that, as the configuration is scaled,
all the terms in the RHS of Eq. (9.5.5) will remain unchanged, at least approximately,
we can also expect the tangential velocities and their relative distribution behind the
propeller to remain approximately the same. Furthermore, since the effective local
angles of attack seen by the wing depend on the ratio of Vi,θ to V∞ + Vi,x, we can
also expect these effective angles of attack to remain practically unchanged. This
indicates that the observations and conclusions made from the optimization results
in the previous sections are also valid for scaled-up configurations with the same
flight conditions (i.e., the cruise altitude and Mach number) and the same non-
dimensional specifications (i.e., the cruise lift coefficient, aircraft lift-to-drag ratio,
and propeller-tip Mach number).
We confirm this hypothesis for a 10X-scaled version (2.4 m by 6.4 m half-wing with
a 2.4 m diameter propeller) of the configuration used in the previous sections. This
scale is representative of the size of typical twin-propeller GA- and commuter-aircraft
wings (Fig. 9.5.2).
We use the T+S and wP+T+S optimization problem formulations (Table 9.1.2)
with the bounds of the airfoil-shape design variables and the initial locations of the
FFD control points scaled accordingly. The flight conditions and the non-dimensional
specifications are kept the same (see Sec. 9.1.2). The propeller thrust coefficient
also remains the same (CT = 0.20, T = 5.5 kN). The wing-surface and cylindrical-
actuator-region meshes for these 10X-scaled cases are 10X-scaled versions of the
respective L2 meshes described in Sec. 8.2. The wing volume mesh is generated with
the thickness of the first off-wall layer set to a flat-plate y+ value of 1 and with the
maximum off-wall growth ratios of the layers ranging primarily between 1.2 and 1.3.
The rest of the overset mesh is generated with the same settings as those for the L2
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PROWIM (0.64 m x 0.24 m)
10X-scaled PROWIM (6.4 m x 2.4 m)
Beechcraft Baron G58 (5.8 m half-span)
Figure 9.5.2: A comparison of the scales of the PROWIM, 10X-scaled PROWIM, and the Beechcraft
Baron G58 wings (G58 images from https://beechcraft.txtav.com/en/baron-g58 [Accessed: 1
Nov 2020])
mesh described in Sec. 8.2, but with proportionately larger extrusion distances and
cell sizes.
Again, the difference in the final CD when the wing is optimized with or with-
out the presence of the propeller slipstream is less than one drag count. For the
inboard-up T+S and wP+T+S cases (10X), the optimized CD values are 301.7 and
301.1 counts, respectively, and for the outboard-up T+S and wP+T+S cases (10X),
the optimized CD values are 321.4 and 320.6 counts, respectively. The optimized
lift distributions are practically identical to the corresponding distributions for the
unscaled version, and, as expected because of the higher Reynolds number, the op-
timized twist and drag coefficient distributions are practically the same as the ones
of the unscaled version but with offsets (Fig. 9.5.3).
Figure 9.5.4 shows vertical-velocity contours on a plane just above the wing surface














Outboard-up rotationRegions directly behind the positive-




















T : optimized with twist design variables
S : optimized with shape design variables
wP : optimized with the propeller included















Figure 9.5.3: Optimization results for a 10X-scaled version of the small configuration used in this
chapter that support the scaling hypothesis made in Sec. 9.5
lated at 0 deg angle of attack with the flow conditions and propeller-model settings
used for the optimization cases).
(a) PROWIM wing (0 deg; unoptimized) (b) 10X-scaled PROWIM (0 deg; unoptimized)
Figure 9.5.4: Vertical-velocity contours on a plane just above the wing for the optimization flow
conditions (in m/s; bottom view shown; results for the L2 meshes)
The tangential-velocity estimate from Eq. (9.5.5) for r/R = 0.5, for both of these
cases, is 12.4 m/s, and the values from the CFD simulations at the points shown in
Fig. 9.5.4 are −11.7 m/s (behind the down-going-blade region) and 12.2 m/s (behind
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the up-going-blade region). For the plane that coincides with the midplane of the
wing, the values from the CFD simulations are −12.4 m/s and 12.6 m/s (Fig. 9.5.5).
These values give further confidence in the validity of Eq. (9.5.5).
(a) PROWIM wing (0 deg; unoptimized) (b) 10X-scaled PROWIM (0 deg; unoptimized)
Figure 9.5.5: Vertical-velocity contours on the plane coincident with the wing midplane for the
optimization flow conditions (in m/s; bottom view shown; results for the L2 meshes)
9.6 Summary
An actuator-disk propeller model was implemented in a CFD solver that has an
adjoint implementation, and RANS-based aerodynamic shape optimization studies
for a wing with an inboard-mounted tractor propeller were carried out using the
open-source aerodynamics modules of the MACH framework. The results of twelve
optimization cases that were solved using gradient-based optimization enabled by
efficient adjoint gradient computation were presented. To minimize the drag for a
cruise condition, the optimizer changed the wing twist, camber, and thickness behind
the propeller. The drag reductions from changing the propeller rotation direction
from outboard-up to inboard-up (∼ 18 counts) and optimizing the wing twist and
airfoil shapes (∼ 14 counts) are significant. However, the additional drag reductions
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obtained by optimizing the wing while considering the propeller slipstream, compared
to optimizing it without considering the propeller slipstream, are negligible (less than
one drag count). The wings optimized without considering the propeller slipstream
are able to recover swirl almost as effectively as the ones optimized while considering
the propeller slipstream, and the propeller-induced velocities for the cruise condition
are not high enough to lead to significant airfoil-shape design changes. These results
indicate that for a wing with an inboard-mounted tractor propeller, it is not worth-
while to account for propeller-wing interaction while optimizing the wing twist and
airfoil shapes to minimize cruise drag.
Additionally, a simple first-principles-based analytic expression for estimating
propeller-induced tangential velocities was derived to predict how the swirl angles
behind a propeller change as a propeller-wing configuration is scaled in size. This
expression shows that the propeller-induced tangential velocities are directly propor-
tional to the disk loading and to the propeller pitch-to-diameter ratio, and inversely
proportional to the fluid density and to the axial velocity. Predictions from this
expression were also compared with CFD results to show good agreement.
Chapter 11 contains a list of the novel contributions, a list of the conclusions, and
a list of the recommendations for future work.
CHAPTER 10
Optimization Problem Formulations and Results for a Wing
with a Tip-Mounted Propeller
Very serious study, while demanding,
always has been a joy. I literally love
aerodynamics, mathematics, physics,
machinery—all the tools of my trade.
C. L. “Kelly” Johnson [154]
As discussed in Chapter 2, both the location and rotation direction of a tractor
propeller affect the performance of a trailing wing, and the trends with respect to one
of these factors are not independent of the others. The influence on the performance
of the wing becomes more interesting (or, in more technical terms, the sensitivities
of the performance metrics of the wing to the location and settings of the propeller
tend to become larger in magnitude) the closer the propeller is to the wingtip (e.g.,
see Figs. 2.2.11 and 2.2.12 in Sec. 2.2.4). In this chapter, we investigate whether the
conclusions made in Chapter 9 change if the propeller is located at the wingtip.
10.1 Optimization Problem Descriptions
10.1.1 Geometry and Parameterization
For the optimization cases discussed in this chapter, we use the same wing and
propeller geometry used previously for Sec. 9.5 (2.4 m by 6.4 m half-wing with a 2.4 m
diameter propeller; i.e., a 10X-scaled version of the PROWIM wing shown earlier in
Fig. 8.1.1), except with the propeller axis located at the wingtip (i.e., 6.4 m from the
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root instead of 3 m from the root). This scale is representative of the size of typical
twin-propeller GA- and commuter-aircraft wings. We use the same wing surface mesh
and wing volume mesh used for Sec. 9.5, and we also reuse the cylindrical volume
mesh used for Sec. 9.5 by translating it in the spanwise direction to align with the
wingtip. As mentioned in Sec. 9.5, the wing volume mesh is generated with the thick-
ness of the first off-wall layer set to a flat-plate y+ value of 1 and with the maximum
off-wall growth ratios of the layers ranging primarily between 1.2 and 1.3. Because
the location of the cylindrical volume mesh for the actuator region is no longer the
same, we generate a new background mesh. This background mesh is generated
with the same settings as the background mesh used for Sec. 9.5, which means that
the primary difference is a longer (in the spanwise direction) Cartesian-volume-mesh
region where the cylindrical and wing volume meshes are located. These meshes are
shown in Figs. 10.1.1 and 10.1.2.
(a) Wing surface mesh and the disk used to spec-
ify the actuator zone
(b) Wing volume mesh and cylindrical volume
mesh
Figure 10.1.1: Surfaces and volume meshes for the tip-propeller cases
As before, we study both outboard-up and inboard-up propeller rotation cases.
We only optimize the wing, and the optimizations begin with the wing untwisted
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(a) Wing and cylindrical volume meshes overset
with a background mesh
(b) Regions of the wing and cylindrical volume
meshes that are selected as computation cells in
the overset mesh
Figure 10.1.2: Overset meshes for the tip-propeller cases
and both the wing and the propeller at an angle of attack of 0 deg. The actuator
disk keeps its angle of attack of 0 deg and does not follow the wing as the wing’s
inclination changes.
The grid of FFD control points that we use to deform and optimize the geometry
is shown in Fig. 10.1.3. The positions of these control points are the design variables.
The grid has 11 chordwise sections along the span and 8 spanwise sections along the
chord. There are 88 control points above the wing and 88 below it (176 in total). The
control points of each chordwise section can be rigidly rotated together to twist the
wing, and all the control points can be moved individually in the vertical direction (y-
direction) to change the shapes of the airfoil sections along the wing. The planform
area and planform shape of the wing are not optimized in any of the cases presented
in this chapter. We place control points closer together over the portion of the wing
behind the propeller disk for greater control of this portions.
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Figure 10.1.3: FFD grid (8× 2× 11 control points) around the wing for the tip-propeller cases
10.1.2 Flight Conditions
The flight conditions that we use for the optimization cases are selected to be
representative of a cruise condition for GA and UAM. These are the same as the
ones used for Sec. 9.5 and are described in Sec. 9.1.2. We also use the same propeller
model inputs used for Sec. 9.5. These flight conditions and propeller parameters are
summarized in Tables 10.1.1 and 10.1.2.
Table 10.1.1: Flight conditions and aircraft specifications
CL Mach number Altitude Assumed aircraft-lift-to-drag ratio Propeller tip Mach number
0.6 0.3 1,500 ft 10 0.6
Table 10.1.2: Propeller specifications and nondimensional parameters
Advance ratio, J = V∞/(νD) Thrust coefficient, CT = T/(ρν
2D4) Thrust, T Pitch-to-diameter ratio, P/D
1.6 0.20 5.5 kN 1.7
10.1.3 Primary Optimization Problem Formulations
As before, we have two primary optimization cases. We use the T+S and wP+T+S
optimization problem formulations used previously for Sec. 9.2, with the bounds of
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the airfoil-shape design variables and the initial locations of the FFD control points
modified accordingly. These modified optimization problem formulations for this
chapter are summarized in Tables 10.1.3 and 10.1.4.
Table 10.1.3: Case wP+T optimization problem formulation for the tip-propeller cases
Function/variable Description Quantity
Minimize CD Drag coefficient
with respect to 0 ≤ τ ≤ 10.0 Twist of each FFD section [deg] 11
Total design variables 11
subject to CL = 0.6 Lift constraint 1
Total constraint functions 1
Table 10.1.4: Case wP+T+S optimization problem formulation for the tip-propeller cases
Function/variable Description Quantity
Minimize CD Drag coefficient
with respect to 0 ≤ τ ≤ 10.0 Twist of each FFD section [deg] 11
−14.4 ≤ ∆y ≤ 14.4 Vertical displacements of the FFD control points for airfoil-shape
control (±40% of the airfoil maximum thickness) [cm] 176
Total design variables 187
subject to CL = 0.6 Lift constraint 1
ta/ta,initial ≥ 1.0 Constraints to prevent airfoil thicknesses at locations on a uniform
10 by 10 grid from decreasing 100
∆yLE,upper = −∆yLE,lower Constraints to prevent the airfoil-shape design variables from
vertically displacing the leading edge 11
∆yTE,upper = −∆yTE,lower Constraints to prevent the airfoil-shape design variables from
vertically displacing the trailing edge 11
Total constraint functions 123
10.1.4 Baseline Optimization Cases for Comparison
To quantify the benefit of optimizing the wing while considering propeller effects,
we also optimize the wing without propeller effects (i.e., without applying forces to
the actuator disk) to obtain baseline cases for comparison. The FFD grid used for
these baselines cases is the same grid used for the wP cases (Fig. 10.1.3).
For this chapter, the first baseline optimization case, Case T, has the same for-
mulation as Case wP+T, except that it has no forces applied to the actuator disk,
and the second baseline optimization case, Case T+S, has the same formulation as
Case wP+T+S, except that it has no forces applied to the actuator disk. After
optimization, the resulting wings from these baseline cases are analyzed with the
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propeller forces applied to the actuator disk and with the wing angle of attack ad-
justed to achieve the specified CL of 0.6. The wing’s angle of attack is adjusted by
rotating it using the FFD grid. This gives one-to-one comparisons that allow quan-
tifying the benefit that optimizing a wing with propeller effects considered gives over
optimizing the same wing without considering propeller effects.
10.2 Optimization Results
The drag coefficients plotted in Fig. 10.2.1 show that, although the drag reductions
from changing the propeller rotation direction from outboard-up to inboard-up (∼ 67
counts) and optimizing the wing twist and airfoil shapes (∼ 12 counts) are significant,
the additional drag reductions obtained by optimizing the wing while considering the
propeller slipstream, compared to optimizing it without considering the propeller
slipstream, are negligible (less than one drag count). This is the same conclusion
reached previously in Chapter 9, with the only notable difference being the ∼ 3.5X






















OU Case T OU Case wP+T
OU Case T+S OU Case wP+T+S
IU Case T IU Case wP+T
IU Case T+S IU Case wP+T+S
Unoptimized wing with OU propeller
Unoptimized wing without propeller
Unoptimized wing with IU propeller
OU : outboard up IU : inboard up
T : optimized with twist design variables
S : optimized with shape design variables









OU Case T OU Case wP+T
OU Case T+S OU Case wP+T+S
IU Case T IU Case wP+T
IU Case T+S IU Case wP+T+S
Unoptimized wing with OU propeller
Unoptimized wing without propeller
Unoptimized wing with IU propeller
OU : outboard up IU : inboard up
Figure 10.2.1: Reference and optimized drag coefficients for both tip- and inboard-mounted propeller
configurations (starting from 10X-scaled versions of the PROWIM wing; CL = 0.6 for all)
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The optimized twist distributions in Fig. 10.2.2 show that, when the propeller
model is included in the simulations during optimization (Cases wP+T and wP+T+S),
the optimizer decreases the twist angle behind the propeller for both the inboard-up
and outboard-up cases. There are also small related reductions in lift behind the
propeller and increased lift inboard to compensate, as shown by the lift distributions
in Fig. 10.2.2. These observations are similar to the ones made in Chapter 9. As
mentioned in Chapter 9, the nonplanar wingtips (Figs. 10.2.3 and 10.2.4) can be
attributed to induced-drag reductions from a reduction in average wing downwash
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T : optimized with twist design variables
S : optimized with shape design variables
wP : optimized with the propeller included





























Figure 10.2.2: Optimized twist, lift, and drag distributions for the primary and baseline optimization
cases (tip-propeller cases)
Figure 10.2.3: Front view of the optimized wings (tip-propeller cases)
When the propeller’s rotation direction is the opposite of that of the natural flow
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Figure 10.2.4: Rear view of the optimized wings (tip-propeller cases)
around the wingtip (i.e., when the propeller-induced flow counters the wing’s lift-
induced flow and reduces the downwash on the wing), we obtain a less-distorted
optimized wingtip (Figs. 10.2.3 and 10.2.4).
Again, the lift distributions of the optimized wings are not exactly elliptical
(Fig. 10.2.2). As discussed previously in Chapter 9, this is because it is advantageous
to have more lift (i.e., more circulation) behind the propeller when the propeller in-
duces an upwash (i.e., negative downwash) and less lift behind the propeller when
the propeller induces a downwash.
Figure 10.2.2 also shows that, for each propeller rotation direction, the result-
ing lift distributions do not have large differences. The drag coefficient curves
(Fig. 10.2.2) show that, when the propeller model is included in the optimization
simulations (Cases wP+T and wP+T+S), the optimizer decreases the drag behind
the propeller. However, there are also associated reductions in lift behind the pro-
peller, and the adjustments required to satisfy the lift requirement cause these drag
reductions to come with drag penalties inboard that reduce the overall benefit. This
again indicates that, at least for similar configurations and operating conditions, a
wing optimized without considering the propeller slipstream can recover swirl prac-
tically as effectively as a wing optimized while considering the propeller slipstream.
144
10.3 Summary
RANS-based aerodynamic shape optimization studies for a wing with a tip-mounted
tractor propeller were carried out using the open-source aerodynamics modules of the
MACH framework, and the results were compared with the optimization results for
a wing with an inboard-mounted tractor propeller. The results of twelve optimiza-
tion cases that were solved using gradient-based optimization enabled by efficient
adjoint gradient computation were presented. To minimize the drag for a cruise con-
dition, the optimizer changed the wing twist and camber behind the propeller. The
drag reductions from changing the propeller rotation direction from outboard-up to
inboard-up (∼ 67 counts) and optimizing the wing twist and airfoil shapes (∼ 12
counts) are significant. However, the additional drag reductions obtained by opti-
mizing the wing while considering the propeller slipstream, compared to optimizing
it without considering the propeller slipstream, are negligible (less than one drag
count). The wings optimized without considering the propeller slipstream are able
to recover swirl almost as effectively as the ones optimized while considering the pro-
peller slipstream. These results indicate that for a wing with a tip-mounted tractor
propeller, it is not worthwhile to account for propeller-wing interaction while opti-
mizing the wing twist and airfoil shapes to minimize cruise drag. These conclusions
are the same as the conclusions made previously in Chapter 9. The results also show








11.1 Part I: Tilt-Wing eVTOL Takeoff Trajectory Optimization
For Part I, numerical optimization studies were carried out for the takeoff-to-cruise
trajectory of a tandem tilt-wing eVTOL aircraft based on the Airbus A3 Vahana,
with the objective of minimizing energy consumption. Simplified models were used
for the aerodynamics, propulsion, propeller-wing interaction, and flight-mechanics
disciplines to study the broad design space.
11.1.1 List of Novel Contributions
1. This is the first published takeoff-to-cruise trajectory optimization study for a
passenger-scale tilt-wing VTOL aircraft.
2. This work addresses several questions (listed in Sec. 11.1.2) previously unan-
swered in literature for a passenger-scale tilt-wing VTOL aircraft.
3. This work presents a novel combination of low-order models to simulate the
flight and performance of a passenger-scale tandem tilt-wing eVTOL aircraft.
4. The simple, flexible, and novel implementation for trajectory optimization devel-
oped and used for this work is publicly available∗ (this unconventional approach




11.1.2 List of Conclusions
The following list summarizes the conclusions from Part I (the questions corre-
spond to the list in Chapter 3).
1. Question: What does the optimal takeoff trajectory including transition and
climb (to a cruise altitude and speed appropriate for air-taxi operations) look
like?
Answer:
• To minimize energy consumption, the optimized trajectories without accel-
eration constraints involve first transitioning to forward flight and accel-
erating, followed by climbing at roughly constant speed, and then finally
accelerating to the required cruise speed, all performed at or almost at
maximum power.
• With an acceleration limit of 0.3 g for passenger comfort, the transition,
climb, and acceleration phases are less distinct and are not carried out at
maximum power.
2. Question: Does the optimal trajectory involve stalling the wings, and, if yes,
how much of a benefit does it provide?
Answer:
• The optimized takeoffs involve stalling the wings or flying near the stall
angle of attack, both with and without the acceleration limit of 0.3 g.
• However, based on the optimization cases with stall constraints, the energy
penalty for avoiding stall is negligible.
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3. Question: How does the augmented flow over the wings due to propellers affect
the energy consumption and optimal trajectory?
Answer:
• Flow augmentation from the propellers has a negligible effect on the energy
consumption of the optimized trajectories.
• With high levels of flow augmentation, the optimized trajectories do not
involve stalling the wings.
• When the acceleration constraint is added, the optimized trajectories cor-
responding to different levels of flow augmentation become visibly different.
With lower levels of flow augmentation, the optimized trajectories involve
taking off with smaller wing angles relative to the vertical and gaining more
altitude during the initial takeoff phase. However, the design space for the
trajectory is relatively flat and these differences are not important from an
energy-consumption point of view.
4. Question: How much electrical energy is required?
Answer:
• The optimized takeoff-to-cruise flight with the acceleration constraint, for
the air-taxi mission requirements used (Uber-specified cruise speed of 67 m/s
and altitude of 305 m), requires an estimated 1.9 kW·h of electrical energy
(19 kg of installed-battery mass based on an installed-battery specific energy
of 100 W·h/kg).
• Without acceleration constraints, the optimized trajectories require 9% less
electrical energy.
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• Compared to a simpler, primarily hand-designed trajectory in which the
aircraft takes off, climbs at the wing angle for the best rate of climb, and
then accelerates to the required cruise speed, the optimized trajectories
with the acceleration constraint require 5% less electrical energy.
5. Question: How does the wing size affect the optimal trajectory and energy
consumption?
Answer:
• With smaller wings (down to 40% of the baseline reference area), the opti-
mized trajectories involve larger wing angles of attack, but the flight-time
and energy-consumption changes (< 2%) are negligible.
• Even with low levels of flow augmentation, it is still possible to avoid stalling
the wings with this wide range of wing sizes.
6. Question: How does the maximum available power affect the optimal trajec-
tory and energy consumption?
Answer:
• The time and electrical energy required increase as the maximum available
power decreases (∼ 20% increase in energy consumption for the lowest
maximum-power level considered, which is 60% of the baseline maximum
power).
• With the two lowest maximum-power levels considered (corresponding to
maximum thrust-to-weight ratios of 1.2 and 1.3 at hover), the optimized
trajectories include purely vertical flight phases (to gain sufficient altitude
while satisfying the horizontal-displacement requirement), something not
seen in the other optimization results presented here.
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• With low available power and low levels of flow augmentation, stalling the
wings during takeoff can be unavoidable.
7. Overall, the design space for the takeoff-to-cruise trajectory of the tilt-wing
eVTOL aircraft studied, with the mission specifications used, is relatively flat
from an energy-consumption point of view. The induced losses of the propellers
dominate the energy consumption, and relatively large changes to the flight
profile and the flow-augmentation level, as well as to the baseline wing size and
available power, tend to result in relatively small changes to the electrical energy
consumed.
11.1.3 Discussion and Recommendations for Future Work
This section contains discussions on some of the methods used, results obtained,
and conclusions made in this work, with a focus on recommendations for future work.
Some of these statements are speculative in nature.
1. Different mission and aircraft specifications: Studying how the results and
conclusions presented here change for different mission and aircraft specifications
is recommended.
2. Landing: Cruise-to-landing trajectory optimization studies are recommended
as future work.
3. Models for stall and poststall behavior: For this work, a poststall model
based on the Tangler–Ostowari model was used, which is suitable for low-order
modeling (see Figs. 4.1.2 and 4.1.3). Because the optimization results show that
stalling the wings provides negligible energy benefits and can be avoided, a more
accurate model for poststall behavior is not required. For future trajectory op-
timization studies, limiting the wing-angle control variables such that the lift
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coefficients and angles of attack are restricted to prestall values is recommended.
Therefore, predicting when the wing stalls is important, and higher-order ap-
proaches such as detached-eddy simulations may be useful for developing low-
cost surrogate models that can be used to more accurately predict stall. Because
of the inherent limitations of tools such as panel methods and RANS CFD [80–
85], it is unlikely that accurate stall and poststall predictions can be obtained
with these models, even with significant effort and computational cost. For
mission and aircraft specifications that differ significantly from the ones used
in this work, it is recommended that low-order studies like the ones presented
here be carried out first to check whether these statements are still applicable.
4. Models for propeller performance: For the propellers, methods such as
blade-element methods or free-wake methods can provide more accurate thrust
and energy estimates than momentum theory. Connecting blade-element meth-
ods with panel methods or CFD tools are approaches that can help provide more
accurate flow-augmentation and propeller-wing interaction modeling. However,
these approaches can still have limitations related to inflow conditions when
the propeller incidence angle is not small. Based on the optimization results,
improvements in propeller modeling will likely impact the energy-consumption
values and the higher-order details of the optimal trajectory, but it seems un-
likely that a significant impact will be made on the general shapes of the optimal
flight profiles and the conclusions made on the effects of propeller-wing flow in-
teraction, wing size, and available power on the electrical energy consumption.
This is because the induced losses of the propellers dominate the energy con-
sumption. Solving the trajectory optimization problems again with different
propeller models is recommended as future work to verify this claim.
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5. Other simplifications made: Two major assumptions made in this work are
that there is no interaction between the forward and rear wings (except for
the interaction considered to calculate the effective span efficiencies) and that
the wings rotate and behave identically. Reducing these simplifications and
considering factors such as downwash, upwash, trim, and stability, the flows ex-
perienced by the forward and rear wings will not be identical. Depending on the
modeling approach used, higher-order methods and separate control variables
for the wings may help provide more accurate simulations. However, the main
trends are not expected to change significantly because the improved accuracy
is likely to only result is higher-order fine-tuning behavior. Further studies are
recommended to verify this claim.
6. Other trajectory optimization approaches: The NASA OpenMDAO team
has used the models presented in this work to solve these trajectory optimiza-
tion problems using different trajectory optimization approaches (e.g., Gauss–
Lobatto collocation) with the open-source tool Dymos [155].† Their results
match the results presented in this dissertation. Using their publicly-available
implementations for studying different trajectory optimization approaches and
making recommendations based on the advantages and disadvantages is recom-
mended as future work.
7. Tilt-wing vs. tilt-rotor configurations: The low sensitivity of the energy
consumption to wing size found in this work indicates that the choice between
a tilt-wing design and an offset-tilt-rotor design (i.e., tilt-rotor designs with the
rotors offset from the wing to avoid flow-blockage during hover, such as the
Hyundai SA-1 concept) does not need to take takeoff energy consumption into
†https://github.com/OpenMDAO/RevHack2020/tree/master/problems/evtol_trajectory [Accessed:15 Nov 2020]
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consideration. Further studies are recommended to confirm this.
11.2 Part II: RANS-Based Aerodynamic Shape Optimization of a Wing
Considering Propeller-Wing Interaction
For Part II, an actuator-disk propeller model was implemented in a CFD solver
that has an adjoint implementation, and RANS-based aerodynamic shape optimiza-
tion studies for a wing with a tractor propeller were carried out using the open-source
aerodynamics modules of the MACH framework.
11.2.1 List of Novel Contributions
1. This work is the first published instance of gradient-based aerodynamic shape
optimization of a wing considering propeller-wing interaction with RANS CFD.
2. The result that the additional drag reductions obtained by optimizing the wing
while considering the propeller slipstream, compared to optimizing it without
considering the propeller slipstream, are negligible is surprising. This compari-
son has not been performed previously in literature.
3. A simple first-principles-based analytic expression for estimating propeller-induced
tangential velocities is derived as part of this work.
11.2.2 List of Conclusions
The following list summarizes the conclusions from Part II for a wing with a
tractor propeller (minimizing drag subject to a lift constraint, by optimizing the
wing twist and airfoil shapes, for a GA cruise condition).
1. The additional drag reductions obtained by optimizing the wing while consider-
ing the propeller slipstream, compared to optimizing it without considering the
propeller slipstream, are negligible (less than one drag count). Therefore, it is
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not necessary to model the propeller slipstream during optimization for such a
case. However, the final design must be simulated with the propeller slipstream
to obtain an accurate prediction of the lift and drag.
2. The wings optimized without considering the propeller slipstream are able to
recover swirl almost as effectively as the ones optimized while considering the
propeller slipstream, and the propeller-induced velocities for the cruise condition
are not high enough to lead to significant airfoil-shape design changes.
3. This is the case for wings with inboard-mounted propellers as well as wings with
tip-mounted propellers.
4. Strategically selecting the propeller location and rotation direction is much more
important than fine-tuning the wing’s twist and airfoil shapes for optimal flow
interaction with the propeller slipstream at cruise.
11.2.3 Discussion and Recommendations for Future Work
This section contains discussions on some of the methods used, results obtained,
and conclusions made in this work, with a focus on recommendations for future work.
Some of these statements are speculative in nature.
1. Coupled actuator-disk model for non-uniform inflow: A recommenda-
tion for future work is to develop a coupled actuator-disk model that computes
its force distributions using the inflow conditions from the CFD simulation (to
capture the non-axisymmetric loading that results when a propeller is at an an-
gle of attack or subject to non-uniform inflow) and also implement adjoint-based
gradient computation for it for optimization. Such a coupled model will not
change the conclusions made in this work, but it will be useful for optimization
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studies that include propeller design variables, for investigating pusher configu-
rations, and for simulating large angle-of-attack conditions for UAM operations.
2. Including climb: Because of the larger swirl angles expected during climb,
investigating how the conclusions made in this work change when a climb phase
is included in the optimization problem is recommended. This may be useful
for aircraft with missions in which the climb phase has a significant contribution
to the total energy consumption.
3. Optimizing the propeller’s spanwise location: Because there are aero-
dynamic advantages but aeroelastic disadvantages in moving a wing-mounted
propeller to the wingtip, developing the capability to optimize a wing-mounted
propeller’s spanwise location with dynamic-aeroelasticity considerations is rec-
ommended.
4. Optimizing the propeller’s vertical offset: Because the vertical offset at
which the dynamic pressure impinging on a wing is maximum is not the same
as the vertical offset at which the wing lift-to-drag ratio is maximum (see
Sec. 2.2.2), developing the capability to simultaneously optimize the vertical
offsets of wing-mounted propellers and the wing planform area while consider-
ing both takeoff requirements and cruise flight is recommended.
5. Steady vs. unsteady analyses: The actuator-disk approach is a steady
approach that provides good predictions for time-averaged performance (see
Secs. 6.1 and 8.4). However, since it is a steady approach, it does not model
unsteady effects necessary for acoustics and vibrations-related considerations.
Other models must be used for those considerations.
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11.3 Overarching Conclusion and Recommendations
For eVTOL aircraft, the design focus should be on sound, simple, and safe aircraft.
From a takeoff point of view, the aircraft design should prioritize factors such as
mechanical simplicity, noise, and safety because factors such as wing and fuselage
drag are not significant during the takeoff-to-cruise phase (the induced losses from
the propellers dominate). From a cruise point of view, strategically selecting the
locations and rotation directions of wing-mounted propellers should be the primary
focus (this will require aeroelastic considerations).
CHAPTER 12
Aside: Low/Mid-Fidelity Aerostructural Optimization of
Aircraft Wings with a Simplified Wingbox Model Using
OpenAeroStruct
Sans fausse modestie, je dirai que je me
suis efforcé de ne pas manquer
d’imagination... Je ne me laisse pas
décourager par les difficultés. J’ai la
passion de mon travail et je sais, par
volonté, écarter tout ce qui pourrait m’en
détourner. J’ai une vie simple et heureuse.
Tout, autour de moi, concourt et doit
concourir à l’œuvre que je me suis fixée.
M. Dassault [156]
12.1 Introduction
Due to their low cost, vortex lattice method (VLM) codes and simple finite ele-
ment method (FEM) models remain popular and useful for preliminary wing design,
despite the availability of higher-fidelity tools. Examples of their use in recent lit-
erature are the following. Drela [157] used multiple tools including a VLM code
and an aircraft design framework with simplified analytical structural models for
the development of the D8 configuration, an unconventional transport aircraft con-
figuration. Elham and van Tooren [158] coupled a quasi-3-D aerodynamics model,
that combines a VLM code and a 2-D viscous solver, to an FEM code with beam
elements. They optimized a wing based on the Airbus A320-200 with respect to
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shape, planform, and structural sizing variables [158]. Fujiwara and Nguyen [159]
also coupled a quasi-3-D model, combining a VLM code and a 2-D viscous solver, to
an FEM code with beam elements calibrated using a NASTRAN wing model for the
structure. They focused on trailing-edge morphing and aerodynamic optimization to
improve the performance of the Common Research Model (CRM [160]) wing [159].
Unfortunately, these aerostructural design tools are not open-source or easily
available to students and researchers. Recently, OpenAeroStruct∗ (OAS) [34], a
low-fidelity tool for aerostructural optimization built using NASA’s OpenMDAO†
framework [71, 72], was developed to provide students and researchers with an open-
source tool for studying coupled-aerostructural design trends. OAS couples a VLM
model for the aerodynamics to an FEM spatial beam model for the structures.
Currently, OAS is gaining popularity with both students and researchers [34, 161–
164]. However, one limitation of the original OAS is that it models the structures as
tubular spars. While this is useful for studying aerostructural coupling and optimiza-
tion trends, a tubular cross-section is not representative of the wingbox structures
commonly found in business, regional, and commercial aircraft.
To remedy this, and because no open-source software is available that couples a
VLM code to an FEM code modeling a wingbox structure, we developed and present
a modified version‡ of OAS with a wingbox model. To be specific, we modified the
FEM analysis in OAS to use the effective properties of a simplified wingbox. To
maintain the simplicity and light-weight nature of OAS, we still use six-degree-of-
freedom-per-node spatial beam elements. However, we compute the effective cross-
sectional properties for the elements using a wingbox model with an airfoil-based
cross-section. We think students, instructors, and researchers will find this light-
∗https://github.com/mdolab/OpenAeroStruct
†www.openmdao.org
‡Now available as an option in the main OAS package (https://github.com/mdolab/OpenAeroStruct)
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weight open-source tool to be useful for aircraft design studies.
12.2 Formulation
Typically, transport aircraft wings are designed with structures called wingboxes.
The upper and lower wing skins primarily support the bending loads on the wing, and
the two spars primarily support the shear loads. The skins and spars together also
provide a closed loop for the torsional shear flow, allowing them to support torsional
loads efficiently. This section describes how we model such a structure using beam
elements.
As with the original OAS, we use the user-provided VLM mesh for both the VLM
and the FEM. The FEM uses the spanwise spacing of the VLM mesh for the beam
elements. Figure 12.2.1 illustrates an FEM mesh superimposed on a user-provided
VLM mesh. The shaded boxes illustrate the segments of the wingbox structure that
are represented by these FEM elements. For the FEM, section properties of these
segments, for cross-sections normal to the elements, are required. Please note that in
the remainder of the text the term segment refers to the wingbox segments illustrated
in Fig. 12.2.1 unless modified by another noun.
For each finite element that the wing structure is discretized into, the area mo-
ments of inertia about two axes, the torsion constant, and the cross-sectional area
are required. We estimate these using user-specified wingbox coordinates, which are
coordinates of the portion of the airfoil that the wingbox occupies (e.g., airfoil coor-
dinates of the 15%- to 65%-chord portion of an airfoil). Figure 12.2.2 illustrates how
the cross-section of each element is modeled using these coordinates.
The moments of inertia and area contributions of the skins are estimated using













Figure 12.2.2: The wingbox cross-section model is constructed using user-specified airfoil coordi-
nates and the thickness design variables.
ement’s local y-direction by the skin thickness. The moments of inertia and area
contributions of the spars are estimated using rectangles as shown in Fig. 12.2.2. For
each wingbox segment, we use the same skin thickness, tskin, for both the upper and
lower skins, and the same spar thickness, tspar, for both the forward and rear spars.
Also, we compute the chord length for each segment by taking the mean of the chord
lengths at its nodes.
12.2.1 Torsion Constant and Shear Center
For a closed section in which the wall thicknesses are much smaller than the other
dimensions, the shear flow can be assumed to be uniform across the wall thickness,
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Here, Ae is the enclosed area of the cross-section defined by the wall midlines, ds is
the length of a differential element along the wall midlines, and t is the corresponding
wall thickness.
We compute the enclosed area, Ae, for each cross-section by summing the areas
of trapezoids that together form the blue shaded region outlined by dashed lines in




term in Eq. (12.2.1) by computing the lengths
of the dashed line segments shown in Fig. 12.2.2 divided by their corresponding
thicknesses.
For transferring loads from the VLM to the FEM, we require the location of
the shear center along the chord for each wingbox segment. If the wingbox cross-
section has two axes of symmetry, then the shear center coincides with the centroid
of the cross-section. However, in general, wingbox cross-sections are not symmetric,
and finding the exact shear center of closed asymmetric cross-sections is an involved
task [166]. To maintain simplicity, we estimate the location of the shear center along
the chord as the average location of the outer edges of the spars, weighted by their
areas. While there will be some error associated with this estimate, we expect this
to be small, especially for typical wingbox cross-sections which are close to doubly
symmetric.
12.2.2 Area Moments of Inertia
In general, the wing being optimized will have a variable twist distribution, and the
wingbox sections will have some twist with respect to the local coordinate systems
of the FEM elements, as illustrated in Fig. 12.2.3. To account for this, the user-
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specified wingbox coordinates are transformed as shown in Fig. 12.2.3. We achieve
this by rotating the coordinates by the section’s twist angle, and translating them
such that the spars are aligned with the local y-axis. This assumes that the wing
will be constructed with planar spar segments that are not twisted.
z
y
(zi, yi) (zi+1, yi+1)
tskin
tspar
Figure 12.2.3: Twisted wingbox cross-section
The area moment of inertia of each parallelogram on the upper skin about an axis





















yi+1 − yi + tskin
2
, and c = zi+1 − zi. (12.2.3)
We also compute the area moment of inertia of each parallelogram on the lower skin
about their centroids using Eq. (12.2.2). However, the following modified formulas





−yi+1 + yi + tskin
2
. (12.2.4)
Here, zi, yi, zi+1, and yi+1 are consecutive user-specified wingbox coordinates as
shown in Fig. 12.2.3. Then we use the parallel-axis theorem to adjust the moments of
inertia calculated using the above formulas to moments of inertia about the neutral
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axis of the complete cross-section. For the contribution of the spars, we use the
standard formulas for rectangular cross-sections.
Computing the area moment of inertia about the neutral axis parallel to the local
y-axis is less involved and is carried out using the area moment of inertia formulas
for a rectangle. Using the area moment of inertia formulas for a rectangle is also
valid here for the parallelograms representing the skins because these parallelograms
are simply rectangles sheared in the y-direction.
12.3 Loads
OAS transfers aerodynamic forces computed using the VLM to the FEM structure
in a consistent and work-conservative manner [34]. For our modified version, we add
additional loads for the weight of the wing structure and the weight of the fuel to
these aerodynamic loads. For simplicity, we assume that the weight of the fuel is
distributed across the entire wing and that the fraction of the total fuel that each
wingbox segment (corresponding to each finite element) holds is equal to the ratio
of its enclosed volume to the total enclosed volume of all the wingbox segments. We
also assume that the fuel weight for each segment is distributed uniformly across
each segment and coincides with the elastic axis. We apply these distributed loads
as point loads to the nodes of the elements by computing the work-equivalent nodal
forces and moments [167].
In a similar manner, we assume that the loads corresponding to the weight of each
wingbox segment (computed using the length, cross-sectional area, and material den-
sity) are distributed uniformly along the elastic axis of each segment and apply them
to the element nodes by computing the work-equivalent nodal forces and moments.
164
12.4 Stress Analysis
After OAS converges the aerostructural system, the displacements from the FEM
are used to compute von Mises stresses. For each wingbox segment, multiple combi-
nations of stresses need to be taken into consideration. In level flight and positive-g
maneuver cases, the upper skin will be subjected to compressive stresses due to bend-
ing, and shear stresses due to torsion. The lower skin will be subjected to tensile
stresses due to bending, and shear stresses due to torsion. The spars will primarily
support shear stresses due to both torsion and shear loads, and some axial stresses




Compressive bending stress due to lift
+ compressive bending stress due to drag
+ shear stress due to torsional loads
Compressive bending stress due to drag
+ shear stress due to lift
+ shear stress due to torsional loads
Tensile bending stress due to lift
+ tensile bending stress due to drag
+ shear stress due to torsional loads
Tensile bending stress due to drag
+ shear stress due to lift
+ shear stress due to torsional loads
Figure 12.4.1: Stress combinations of interest
To simplify the stress analysis, we focus on the four stress combinations shown
in Fig. 12.4.1 to represent the worst loading combinations. To compute the maxi-
mum (in magnitude) bending stresses for the upper and lower surfaces, we need the
distances of the points that are the farthest away from the neutral axis. Since this re-
quires using a maximum function, which is problematic for gradient-based optimiza-
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tion, we use the Kreisselmeier–Steinhauser (KS) function [78]. To reduce numerical
difficulties we use the alternative formulation described by Lambe et al. [93]. The
bending stresses computed using these distances are combined with the maximum
bending stresses in the spars (due to loads in the local z-direction) and with the
torsional shear stress to obtain a conservative estimate of the maximum von Mises
stresses for the combinations corresponding to the corners in Fig. 12.4.1. Since we
assume that the spars stay parallel to the local y-axis, computing their distances from
the neutral axis is straightforward and does not require using a KS function. For the
spars, we combine the maximum transverse shear stresses, the maximum bending
stresses (due to loads in the local z-direction), and the torsional shear stress. After
the von Mises stresses are computed, we aggregate them using the KS function for
a single stress constraint. Note that Fig. 12.4.1 is used for illustrative purposes and,
in general, the lift and drag forces will not line up exactly with the element local y-
and z-directions.
12.5 Optimization Problem
One of the goals of this work is to compare optimization results from OAS and
our wingbox model to results from a framework that uses high-fidelity CFD and
FEA. Brooks et al. [2] present optimization results for the aspect-ratio-9 undeflected
Common Research Model (uCRM-9) wing, which is an undeflected version of the
CRM [160] wing, a transport aircraft wing similar in size to a Boeing 777 wing.
They use RANS CFD for the aerodynamics and an FEM model with shell elements
for the wing structure [2, 127]. The objective of their optimization problem is to
minimize fuel burn by varying airfoil shape and structural sizing variables. For a
robust aerodynamic design, they compute their objective function by averaging the
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fuel burn for five cruise conditions (Mach numbers ranging from 0.84 to 0.86 and lift
coefficients ranging from 0.475 to 0.525). In addition, they have two flight points for
buffet constraints. For structural sizing, they use a 2.5 g maneuver flight point, a
−1 g maneuver flight point, and a 1 g cruise gust flight point.
Their design variables include angle of attack, tail trim angle, wing twist, airfoil
shape variables, and structural sizing variables. They model stiffeners for the wing-
box using a smeared stiffness approach [168] and also include buckling constraints.
They obtained an optimized wing structural mass of 23,840 kg and an average fuel
burn of 94,037 kg.
We try to replicate their optimization problem closely for comparison. Table 12.5.1
lists the specifications and parameters used by Brooks et al. [2] that we also use for
this work. We use a wing mesh, based on the uCRM-9 [127], with seven streamwise
nodes and 26 spanwise nodes for the semispan (mesh shown in Fig. 12.6.1). Since
we do not model a fuselage, the wings extend to the aircraft centerline.
Table 12.5.1: Parameters and specifications [2]
Specification Value Notes
Cruise range 7,725 nmi
Cruise CL 0.5 Nominal cruise lift coefficient
Cruise Mach no. 0.85 Brooks et al. [2] use five cruise points,
three of which are at M 0.85
Cruise altitude 37,000 ft
Cruise thrust-specific fuel consumption 0.53 lb/lbf h−1
2.5 g maneuver Mach no. 0.64
2.5 g maneuver altitude 0 ft
Aircraft weight without wing structure, payload, 114,000 kg
and fuel
Payload weight 34,000 kg
Reserve fuel weight 15,000 kg
Drag counts for nacelles, pylons, and vertical tail 35
Wing structure material density 2,780 kg/m3 7000 series aluminum
Wing structure Young’s modulus 73.1 GPa 7000 series aluminum
Wing structure Poisson’s ratio 0.33 7000 series aluminum
Wing structure yield strength 420 MPa 7000 series aluminum
Table 12.5.2 summarizes our optimization problem. We use a multipoint opti-
mization with a cruise flight point and a 2.5 g maneuver flight point. Minimizing
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the fuel burn at cruise is the objective, and we use a single point at the nominal
cruise CL, altitude, and Mach number listed in Table 12.5.1 to compute it. We use
the gradient-based optimizer SNOPT [169] to solve the optimization problem with
optimality and feasibility tolerances set to 5 · 10−6 and 10−8, respectively (to put
these tolerances into perspective, the objective function changes by less than 10−3 %
over the last two orders of convergence of the optimality for the cases presented
here). The total derivatives for optimization are computed by OpenMDAO using
the coupled-adjoint method [71, 72, 119, 170]. The partial derivatives for the various
OAS components are computed using a combination of analytic expressions and the
complex-step approximation [96].
Table 12.5.2: Optimization problem
Function/variable Note Quantity
minimize fuel burn computed using the Breguet range equation
with respect to wing twist B-spline parameterized using 6 control points 6
thickness-to-chord ratio B-spline parameterized using 6 control points 6
spar thickness B-spline parameterized using 6 control points 6
skin thickness B-spline parameterized using 6 control points 6
angle of attack for the 2.5 g flight point 1
Total design variables 25
subject to CL,cruise = 0.5 for the cruise flight point 1
lift2.5 g = weight2.5 g for the 2.5 g maneuver flight point 1
σvon Mises ≤ 420 MPa1.5 von Mises stresses aggregated using the KS function 1
fuel volume ≤ wingbox volume 1
Total constraint functions 4
For structural sizing, we use a 2.5 g maneuver flight point with the lift constrained
to equal the weight. We use B-splines with six control points each to vary the wing
twist, streamwise thickness-to-chord ratio, spar thickness, and skin thickness. We
use the same thickness distribution for both the upper and lower skins, and the
same thickness distribution for both the forward and rear spars. The bounds for the
wing twist, thickness-to-chord ratio, and thickness design variables are −15 deg and
15 deg, 0.07 and 0.2, and 0.003 m and 0.1 m, respectively.
Since we do not model the fuselage or tail surfaces, we estimate the unaccounted
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coefficient of drag for the fuselage and horizontal tail to be 0.0043. We used turbulent
skin friction and form-factor formulas from Raymer [171] and the dimensions of the
Boeing 777-200 for this. We further add a coefficient of drag of 0.0035 to this for
the vertical tail, nacelles, and pylons (estimate used by Brooks et al. [2]). For the
wingbox model used by Brooks et al. [2], at the root, the forward spar is located at
the 10% chord location and the rear spar is located at the 60% chord location. At
the wingtip, their forward spar is located at the 35% chord location and the rear
spar is located at the 60% chord location. For simplicity, we set the forward spar to
be at the 10% chord location and the rear spar to be at the 60% chord location for
the entire wing. We use airfoil coordinates of the 10% to 60% portion of the NASA
SC2-0612 supercritical airfoil for the wingbox cross-section shape. The thickness-to-
chord ratio design variables scale these coordinates. Like Brooks et al. [2], for this
optimization problem, we compute the weight of the wing structure by multiplying
the weight computed from the FEM model by 1.25 to account for the weight of
fasteners, overlaps, and other unaccounted components in the wing structure.
12.6 Results
Figure 12.6.1 shows our first set of optimization results. The lift distribution for
the 2.5 g maneuver flight point is more triangular than for the cruise flight point.
This is expected because moving the lift further inboard for the 2.5 g flight point,
which determines the structural sizing, is beneficial for reducing stresses and weight.
We also observe a lower twist at the wingtip compared to the midspan and the root.
This is expected, as it helps obtain the optimal lift distributions. However, because
of the different fidelities, there are differences in the shapes of the distributions in
Fig. 12.6.1 and the optimized distributions obtained by Brooks et al. [2, 127]. For
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example, the thickness-to-chord ratios obtained by Brooks et al. [2] (for the uCRM-9)
first decrease and then increase when moving from the root to the tip.
fuel burn [kg]: 93196.07






























Figure 12.6.1: Optimization results for the case without wave drag (the twist is the jig twist)
The optimized thickness-to-chord ratios are relatively large for this case, between
0.12 and 0.16, in the midsection of each semispan. OAS computes induced drag
from the VLM, and parasitic drag using skin friction and form-factor formulas found
in Raymer [171]. However, wave drag, which is an important consideration for the
design of transonic aircraft, is not included. This explains why we obtain these rela-
tively large thickness-to-chord ratios. The optimized spar thicknesses range between
3 and 5 mm, and the optimized skin thicknesses range between 3 and 16 mm. Brooks
et al. [2] obtained spar thicknesses between 5 and 16 mm, skin thicknesses between
3 and 22 mm, and thickness-to-chord ratios between 0.07 and 0.11. Our optimized
wing structural mass for this case is 14,830 kg. This is 38% lower than the optimized
wing structural mass reported by Brooks et al. [2]. The large differences between
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our results can be explained by the larger thickness-to-chord ratios that the lack of
wave drag allows.
Next, we add a wave-drag computation to OAS. We use the following rela-















CD,wave = 20(M −Mcrit)4. (12.6.2)
Here, M is the flight Mach number, Mcrit is the critical Mach number, κ is an airfoil
technology factor (set to 0.95 for NASA supercritical airfoils), t/c is the streamwise
thickness-to-chord ratio, CL is the wing coefficient of lift, and Λ is the sweep angle.
We compute cos Λ by averaging the cosines of the quarter-chord sweep angles for each
spanwise segment of the VLM mesh, weighted by their areas. Similarly, we compute
the average thickness-to-chord ratio, t/c, by averaging the thickness-to-chord ratios
corresponding to each spanwise segment, weighted by their areas.
Figure 12.6.2 shows our optimization results including the wave-drag computation.
We notice similar results for the lift and twist distributions as the previous case.
However, now we obtain a thinner wing (thickness-to-chord ratios between 0.07
and 0.12) with thicker spars (between 3 and 10 mm) and thicker skins (between
3 and 25 mm). As shown in Fig 12.6.3, these thickness ranges are closer to the
ranges obtained by Brooks et al. [2] (spar thicknesses between 5 and 16 mm, and
skin thicknesses between 3 and 22 mm). This also translates to a larger wing mass
than before of 21,468 kg, which is 10% less than the wing mass of 23,840 kg obtained
by Brooks et al. [2]. Note that these wing mass values are the masses computed
from the wingbox structural models (combined total for both semispans) and do not
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fuel burn [kg]: 96239.07































Figure 12.6.2: Optimization results for the case with wave-drag estimates (the twist is the jig twist)
include the 1.25 factor mentioned earlier. Since Brooks et al. [2] also considered
buckling constraints and modeled ribs, which we do not, our lower wing mass is not
surprising. These numbers are also comparable to the mass of 22,988 kg obtained
by Klimmek [173] for the CRM using a doublet lattice method (DLM) code and a
detailed FEM model.
Because we use a rough wave-drag estimation method, our thickness-to-chord-
ratio range matches that of Brooks et al. [2], but the spanwise trend does not match
(Fig. 12.6.4). The RANS CFD solver used by Brooks et al. [2] can capture the physics
of shocks much more accurately.
Our optimized fuel burn value is 96,239 kg, which is 2% greater than the fuel
burn value of 94,037 kg obtained by Brooks et al. [2]. Table 12.6.1 summarizes the
optimized fuel burn and structural mass values.
Figure 12.6.5 shows how the optimized fuel burn and wingbox mass change as the
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Figure 12.6.3: Optimized skin thickness comparison with results from Brooks et al. [2]. The trends
are different near the root because of differences in boundary conditions (Brooks et al. [2] applied
displacement constraints at the fuselage junction, which we do not).















Figure 12.6.4: Optimized thickness-to-chord ratio comparison with results from Brooks et al. [2].
The spanwise trends do not match because the RANS CFD solver used by Brooks et al. [2] can
capture the physics of shocks much more accurately.
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Table 12.6.1: Optimized fuel burn and wing structural mass values (percentage differences relative
to Brooks et al. [2] are shown in parentheses)
OAS + wingbox Brooks et al. [2]
without wave drag with wave drag
Wing structural mass [kg] 14,830.13 (−38.8%) 21,467.66 (−10.0%) 23,840
Fuel burn [kg] 93,196.07 (−0.9%) 96,239.07 (+2.3%) 94,037
OAS mesh is refined, along with timings on a laptop (2.70 GHz Intel i7-7500U). This
shows that optimizing a wing, with a reasonably fine mesh, requires on the order of
a few hours with OAS and the wingbox model on a personal computer.
Figure 12.6.5: Mesh refinement study showing how the optimization results change as the mesh is
refined (these cases have the wave-drag computation)
12.7 Results for Additional Cases with Planform Design Variables
In this section, we present two additional optimization cases that show what
happens when span, sweep, and chord design variables are added to the optimization
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problem. The first of these additional cases has span and sweep design variables,
and the second has chord design variables in addition to span and sweep. Their
optimization problem formulation is summarized in Table 12.7.1. The initial design
used as the starting point for these cases is an unswept version of the uCRM-9
geometry. Apart from the design variables, bounds, and mesh (unswept uCRM-
9 mesh with seven streamwise nodes and 36 spanwise nodes for the semispan), we
maintain the same settings and specifications described in Sec. 12.5. These additional
cases also use the wave-drag computation described in Sec. 12.6.
Table 12.7.1: Optimization problem formulation for the two additional cases with planform design
variables
Function/variable Note Quantity
minimize fuel burn computed using the Breguet range equation
with respect to wing twist B-spline parameterized using 5 control points 5
thickness-to-chord ratio B-spline parameterized using 5 control points 5
spar thickness B-spline parameterized using 5 control points 5
skin thickness B-spline parameterized using 5 control points 5
wing span 1
wing sweep 1
angle of attack for the 2.5 g flight point 1
Total design variables 23
wing chord B-spline parametrized using 7 control points 7
Total design variables 30
subject to CL,cruise = 0.5 for the cruise flight point 1
lift2.5 g = weight2.5 g for the 2.5 g maneuver flight point 1
σvon Mises ≤ 420 MPa1.5 von Mises stresses aggregated using the KS function 1
fuel volume ≤ wingbox volume 1
wing planform area ≥ 414 m2 414 m2 is the planform area of our uCRM-9 mesh 1
Total constraint functions 5
Since we are now changing the planform shape in the absence of takeoff and
landing constraints, we use a planform area constraint to prevent the planform area
from decreasing to a value less than the baseline planform area (414 m2 for our
uCRM-9 mesh). The bounds for the wing span are 10 m and 100 m, and the bounds
for the wing sweep are −60 deg and 60 deg. We reduce the bounds for the twist design
variables to −8 deg and 8 deg because we haven’t implemented stall constraints in
OAS yet, and during initial testing we obtained results with large twist angles that
would likely stall the wing in reality. The bounds for the chord design variables
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(measured streamwise) are 0.25 m and 15 m. The rest of the bounds are the same as
before.
Figure 12.7.1 shows the results for the case without chord design variables, and
Fig. 12.7.2 shows the results for the case with chord design variables. The optimizer
increases the span and the wing area in both the cases (initially 58.9 m and 414 m2).
With chord design variables, the optimizer converges to an unconventional planform
shape. This shape is similar to the shapes obtained by Wakayama and Kroo [174].
fuel burn: 92625.84 kg
structural mass: 25049.75 kg
span: 71.05 m

































Figure 12.7.1: Optimization results for the additional case with span and sweep design variables
but without chord design variables (the twist is the jig twist)
For both these cases, the twist design variables are at their upper bounds. We
recommend future work to implement stall constraints or a quasi-3-D approach [82,
158, 159] in OAS. Videos visualizing the optimization histories of these two cases are
available online§¶.
§Video for the case without chord design variables: https://youtu.be/8mkQfYYaK64
¶Video for the case with chord design variables: https://youtu.be/6cF6TBiUyr4
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fuel burn: 88224.58 kg
structural mass: 31065.03 kg
span: 80.77 m

































Figure 12.7.2: Optimization results for the additional case with span, sweep, and chord design
variables (the twist is the jig twist)
12.8 Summary
We developed a simplified wingbox model and implemented it for use with Ope-
nAeroStruct. This model is now available as an option in the main OpenAeroStruct
package, which is open-source and publicly available‖. We optimized a wing based
on the CRM wing and compared the results to results from Brooks et al. [2], who
used high-fidelity models. Our optimized wing mass value is 10% lower and our
optimized fuel burn value is 2% higher than their results. As expected, because of
the differences in the fidelities of our models, there are differences in the trends and
details of the optimized twist, thickness-to-chord ratio, and structural thickness dis-
tributions. In contrast to the 48 h on 1000 processors required by Brooks et al. [2],
OpenAeroStruct requires on the order of minutes to hours on a personal computer.
Additionally, we included optimization results for cases with planform design vari-
‖https://github.com/mdolab/OpenAeroStruct
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ables. With chord design variables, we obtained an unconventional planform shape.
We think students and researchers studying aircraft design will find this tool to be
useful∗∗. a
∗∗Further optimization studies using OpenAeroStruct and this wingbox model have been carried out by Jasa et al.





Momentum Theory for Propellers with Non-Axial Inflow
A.1 Momentum Theory Derivation with Non-Axial Inflow
Consider the large control volume (dotted lines) shown in Fig. A.1.1. An actuator
disk inside this control volume creates a pressure jump ∆P in the x-direction (normal
to the disk) and accelerates the flow.
We make the usual assumptions that are also made for the axial-flow version
of momentum theory [41] (incompressible, inviscid, uniform loading, no rotation
imparted, a well-defined slipstream separating the flow through the disk and the flow
outside, equal static pressure far upstream and downstream, and flow properties only
change in the direction of the pressure jump). In reality, the loading and flow will
not be azimuthally uniform, which adds additional sources of error to the predictions
from this simplified approach.
For continuity, the mass fluxes through the three planes labeled 1 to 3 in Fig. A.1.1
must be equal, and therefore
ρA1V∞ · n1 = ρA2(V∞ + V2) · n2 = ρA3(V∞ + V3) · n3. (A.1.1)
Here, ρ is the air density, A1 is the streamtube cross-sectional area far upstream, A2






























Figure A.1.1: Control volume for the momentum theory derivation with non-axial inflow
is the freestream velocity vector, V2 is the induced velocity vector at the disk, V3
is the induced velocity vector far downstream, and n1, n2, and n3 are unit vectors
normal to planes 1, 2, and 3. This simplifies to
ρA1V∞⊥ = ρA2(V∞⊥ + V2) = ρA3(V∞⊥ + V3). (A.1.2)
For momentum conservation, the difference between the momentum fluxes through
the inlet and outlet of the streamtube must equal the force applied by the actuator
disk. We also make the usual assumption that the control volume is large and the
control surfaces are far removed from the actuator disk. This also means that the
momentum flux through the bottom control surface is the same as the momentum
flux through the top control surface, and therefore they do not involve a change in
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momentum. Therefore, the thrust vector is
T = ρA1(V∞)(V∞ · n1)− ρA3(V∞ + V3)((V∞ + V3) · n3). (A.1.3)
This can be decomposed in the x-direction,
T = A2∆P = −ρA1V∞⊥2 + ρA3(V∞⊥ + V3)2, (A.1.4)
and in the y-direction,
0 = −ρA1V∞‖V∞⊥ + ρA3V∞‖(V∞⊥ + V3). (A.1.5)
Since ρA1V∞⊥ = ρA3(V∞⊥ + V3), from Eq. (A.1.2), Eq. (A.1.5) reduces to V∞‖ = V∞‖
and is satisfied.
Next, using Bernoulli’s equation in front of the disk, we can write
1
2
ρ(V 2∞⊥ + V
2




2 + V 2∞‖) + P2. (A.1.6)
Since the flow is assumed to be incompressible, this simplifies to
1
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2 + P2. (A.1.7)
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Subtracting Eq. (A.1.7) from Eq. (A.1.9) gives





Equations (A.1.2), (A.1.4), and (A.1.10) are the same as the equations for the axial-
flow version, but with V∞⊥ instead of V∞.
Using Eq. (A.1.2), Eq. (A.1.4) can be rewritten as
T = A2∆P = −ρA2(V∞⊥ + V2)V∞⊥ + ρA2(V∞⊥ + V2)(V∞⊥ + V3), (A.1.11)
which further expands to
∆P = ρ(−V 2∞⊥ − V2V∞⊥ + V 2∞⊥ + V2V∞⊥ + V∞⊥V3 + V2V3). (A.1.12)





Substituting this in Eq. (A.1.11) and rearranging gives
T = 2ρA2(V∞⊥ + V2)V2. (A.1.14)














and the power supplied to the disk can be written as













Equations (A.1.15) and (A.1.16) are the same as the equations for the axial-flow
version, but with V∞⊥ instead of V∞.
A.2 Comparing Momentum Theory Predictions With and Without Glauert’s
Modification
Figure A.2.1 compares predictions from momentum theory with and without
Glauert’s modification, for the specifications used in Part I. These plots show that
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the thrust estimates are not significantly different for incidence angles (the angle
of attack of the propeller axis) between 0 deg and 60 deg. The differences are large
when the freestream speed is high and the incidence angle is large (> 60 deg), which
is a combination that is typical for helicopters but not for tilt-wing aircraft. For the
combinations of incidence angle, speed, and power that we are interested in (0 deg
to 60 deg, 1 to 67 m/s, and 100 to 311 kW), Glauert’s modified momentum theory
predicts slightly higher (0 to 10%) thrust values.




















(a) V∞ = 15m/s




















(b) V∞ = 30m/s




















(c) V∞ = 60m/s
Figure A.2.1: Comparisons of thrust predictions as a function of ideal power from momentum
theory, with and without Glauert’s modification, for varying freestream velocities and incidence
angles
McCormick [41] describes the approach of using Glauert’s modified momentum
theory, along with the blade-element-analysis-based profile-power estimate that is
typically used for rotors in forward flight, to model the performance of a tilting
propeller, and he also includes a comparison with experimental data showing good
agreement.
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[157] Drela, M., “Development of the D8 transport configuration,” 29th AIAA Applied
Aerodynamics Conference, American Institute of Aeronautics and Astronautics, 2011.
doi:10.2514/6.2011-3970.
[158] Elham, A., and van Tooren, M. J. L., “Coupled adjoint aerostructural wing optimization
using quasi-three-dimensional aerodynamic analysis,” Structural and Multidisciplinary Opti-
mization, Vol. 54, No. 4, 2016, pp. 889–906. doi:10.1007/s00158-016-1447-9.
[159] Fujiwara, G. E., and Nguyen, N. T., “Aeroestructural design optimization of a subsonic
wing with continuous morphing trailing edge,” 35th AIAA Applied Aerodynamics Conference,
American Institute of Aeronautics and Astronautics, 2017. doi:10.2514/6.2017-4218.
[160] Vassberg, J. C., DeHaan, M. A., Rivers, S. M., and Wahls, R. A., “Development of a Common
Research Model for applied CFD validation studies,” 2008. doi:10.2514/6.2008-6919.
[161] Peherstorfer, B., Beran, P. S., and Willcox, K. E., “Multifidelity Monte Carlo estimation for
large-scale uncertainty propagation,” 2018 AIAA Non-Deterministic Approaches Conference,
American Institute of Aeronautics and Astronautics, 2018. doi:10.2514/6.2018-1660.
[162] Tracey, B. D., and Wolpert, D., “Upgrading from Gaussian processes to Student’s-t pro-
cesses,” 2018 AIAA Non-Deterministic Approaches Conference, American Institute of Aero-
nautics and Astronautics, 2018. doi:10.2514/6.2018-1659.
[163] Chaudhuri, A., Jasa, J., Martins, J. R. R. A., and Willcox, K., “Multifidelity optimiza-
tion under uncertainty for a tailless aircraft,” 2018 AIAA/ASCE/AHS/ASC Structures,
Structural Dynamics, and Materials Conference; AIAA SciTech Forum, Orlando, FL, 2018.
doi:10.2514/6.2018-1658.
[164] Chauhan, S. S., Hwang, J. T., and Martins, J. R. R. A., “An automated selection algorithm
for nonlinear solvers in MDO,” Structural and Multidisciplinary Optimization, Vol. 58, No. 2,
2018, pp. 349–377. doi:10.1007/s00158-018-2004-5.
[165] Beer, F. P., E. Russell Johnston, J., DeWolf, J. T., and Mazurek, D. F., Mechanics of Mate-
rials, 7th Edition, McGraw-Hill Education, 2014.
[166] Grant, C., “Shear centre of thin-walled sections,” The Journal of Strain Analysis for Engi-
neering Design, Vol. 27, No. 3, 1992, pp. 151–155. doi:10.1243/03093247v273151.
[167] Chandrupatla, T. R., and Belegundu, A. D., Introduction to Finite Elements in Engineering,
4th ed., Pearson Education, 2012.
[168] Kennedy, G. J., Kenway, G. K. W., and Martins, J. R. R. A., “High aspect ratio wing design:
Optimal aerostructural tradeoffs for the next generation of materials,” Proceedings of the
AIAA Science and Technology Forum and Exposition (SciTech), National Harbor, MD, 2014.
doi:10.2514/6.2014-0596.
[169] Gill, P. E., Murray, W., and Saunders, M. A., “SNOPT: An SQP algorithm for large-scale
constrained optimization,” SIAM Journal of Optimization, Vol. 12, No. 4, 2002, pp. 979–1006.
doi:10.1137/S1052623499350013.
[170] Martins, J. R. R. A., and Hwang, J. T., “Review and unification of methods for computing
derivatives of multidisciplinary computational models,” AIAA Journal, Vol. 51, No. 11, 2013,
pp. 2582–2599. doi:10.2514/1.J052184.
[171] Raymer, D. P., Aircraft Design: A Conceptual Approach, 4th ed., AIAA, 2006.
195
[172] Malone, B., and Mason, W., “Multidisciplinary optimization in aircraft design using
analytic technology models,” Journal of Aircraft, Vol. 32, No. 2, 1995, pp. 431–438.
doi:10.2514/3.46734.
[173] Klimmek, T., “Parametric set-up of a structural model for FERMAT configuration aeroelastic
and loads analysis,” Journal of Aeroelasticity and Structural Dynamics, Vol. 3, No. 2, 2014,
pp. 31–49. doi:10.3293/asdj.2014.27.
[174] Wakayama, S., and Kroo, I., “Subsonic wing planform design using multidisciplinary opti-
mization,” Journal of Aircraft, Vol. 32, No. 4, 1995, pp. 746–753.
