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Abstract: This article presents asurvey of the theory of the intersections of Brownian 
motion paths. Among other things, we present a truly elementary proof of a classical theo- 
rem of A. Dvoretzky, P. Erdbs and S. Kakutani. This proof is motivated by old ideas 
of P, L@vy that were originally used to investigate the curve of planar Brownian motion. 
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1 Introduction 
In this survey article we present an elementary and self-contained introduction to the theory 
of intersections ofBrownian motion. Our starting point is the following classical theorem of 
A. Dvoretzky, P. Erd6s and S. Kakutani: 
Theorem 1.1 (Dvoretzky et al 1950) Consider two independent Brownian motions B := 
{B(t); t ~ 0} and B' := {B'(t); t > 0}, both on ]~d, and both starting from the origin. Then, 
P{B((O, oo))nB'((O, oc)) ¢0}  >0 ~ d5  3. 
In plain terms, the above states that "the trajectories of two independent Brownian mo- 
tions can intersect if and only if the spatial dimension d is at most three." 
The original proof of DVORETZKY ET AL (1950) can be abridged as follows: According 
to KAKUTANI (1944a), for any nonempty Borel measurable set G C R d, 
P{B((0, ~) )  FI G ¢ 0} > 0 ~ Cap(e_2)(G) > 0, 
where Cap(~)(G) equals (i) the /3-dimensional Newtonian capacity of G if/3 > 0; (ii) the 
logarithmic apacity of G if/3 = 0; and (iii) the number one if/3 < 0. See also DVORETZKY 
ET AL (1950, Lemma 2). [N.B.: For our purposes, it is not important to know what these 
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capacities are. However, the interested reader can find a pedagogic treatment in CARLESON 
1983 and KHOSHNEVISAN 2002.] Consequently, by the independence b tween B and B r we 
have 
P {B ((0, oc)) ~ B' ((0, oo)) ~ O} > 0 ¢==~ E [Cap(a_2) (B' ((0, ~)))] > 0. 
Therefore, Theorem 1.1 is reduced to showing that the above expectation is positive if 
and only if d _~ 3; i.e., the range of Brownian motion is expected to have positive (d - 
2)-dimensional capacity if and only if d < 3. Further, more recent, connections between 
intersections ofindependent Markov processes and capacities can be found in references [2, 4- 
6,10-13,15-17,19-26, 32-36, 39, 42-46, 48, 49, 51, 52]. Needless to say, there is an enormous 
literature on this topic, and we have only cited the references that are immediately relevant 
to the present paper. 
AIZENMAN (1985) proposes an alternative derivation of Theorem 1.1. This derivation is 
based on the fact that the Laplace transform of the function t ~-~ E{md(B(0, t)VI B'(0, t))} 
satisfies a manageable differential inequality, where md denotes Lebesgue's measure on ~d. 
See also ALBEVER.IO AND ZHOU (1996), FELDER AND FROHLICH (1985), and LAWLER 
(1982). 
While the preceding methods contain ideas that are both deep and powerful, they are 
not elementary. The goal of this article is to present, among other things, an elementary 
proof of Theorem 1.1. We will also present a second proof of Theorem 1.1 that provides 
more quantitative estimates on hitting probabilities. 
Our first proof is very simple in that it is based solely on the essential properties of 
Brownian motion, i.e., scaling and the Markov property. Thus, one can introduce this 
proof even in a classroom setting. Our presentation is motivated by the analysis of L~vY 
(1948, Th6or~me 53, p. 256), who showed that a single Brownian trajectory has positive 
d-dimensional Lebesgue measure if and only if d = 1; see Section 2 below, as well as LI~vY 
(1940). In the recent mathematical physics literature, this and its variants are called tenor- 
realization group methods. For a sampler see (AIZENMAN 1985; ALBEVERIO AND ZHOU 
1996; FELDER hND FR6HLICH 1985; LhWLER 1982) together with their combined refer- 
ences. Also, such methods have been recently introduced in MUELLER AND TRIBE (2001) 
in order to estimate various hitting probabilities for the solutions of an interesting class of 
stochastic PDEs. 
Our second method is only moderately more complicated in the present context, but has 
the added advantage of being the backbone in the theory of multiparameter p ocesses; cf. 
KHOSHNEVISAN (2002). 
Throughout this article, md represents the d-dimensional Lebesgue measure, and "¢:=~" 
means "if and only if." 
We conclude this section by reviewing some well-known properties of a d-dimensional 
Brownian motion B; we tacitly refer to these properties throughout. 
• (The Gaussian property) B(0) = 0, and for any t > 0, B(t) is a random vector whose 
d coordinates are independent mean-zero normal random variables with variance t. 
• (Time-reversal) Given any T > 0, the process {B(T) - B(T  - t); 0 _< t _ T} is 
standard Brownian motion run until time T. 
Intersections of Brownian Motions 99 
• (The Markov property) Given any T > 0, the process {B(t + T) - B(t); t > 0} is a 
standard Brownian motion that is totally independent of {B(s); 0 < s < T}. 
1 
• (Sealing) Given any ~ > 0, the process {a-~B(crt); t _> 0} is a standard Brownian 
motion. 
• (The reflection principle) If d = 1 and T > 0, then sup0_<s_<T B(s) has the same 
distribution as IB(T)]. Consequently, for any d > 1, suP0_<s_<T ]B(8) I has finite moments 
of all orders. 
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2 Hitting Points 
In a nutshell, Theorem 1.1 is equivalent to 
P{0EA( (0 ,  c¢) 2 )}>0 ¢=~ d_<_3, (2.1) 
where A denotes the two-parameter additive Brownian motion defined by 
A(s, t) = B(s) - B'(t), Vs, t >_ O. (2.2) 
In other words, Theorem 1.1 asserts that additive Brownian motion hits the origin if and 
only if d < 3. This turns out to be equivalent to the following: 
Vx e R d, P {x e A ((0, c¢) 2) } > 0 ¢:=* d < 3. (2.3) 
On the other hand, by Fubini's theorem, 
E [rod (A ((0, c¢)2))] = fRd P {X E A ((0, o¢)2)} dx. 
[We recall that md denotes the d-dimensional Lebesgue measure.] Thus, a seemingly weaker 
version of Theorem 1.1 is 
Proposi t ion 2.1 (Khoshnevisan 1999, Th. 8.2) If A denotes the two-parameter addi- 
tive Brownian motion of (2.2), then 
E[m~(A((0, c¢)2))] >0 ¢==~ d<3.  
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In fact, we will see that Proposition 2.1 is not hard to prove, and implies Theorem 1.1. Our 
proof will utilize an idea of L~vY (1940). We first illustrate this idea in the simpler setting 
of (one-parameter) Brownian motion. The discussion of two-parameter additive Brownian 
motion will follow afterwards. 
Theorem 2.2 (L6vy 1948, Th. 53, p. 256) The range of d-dimensional Brownian mo- 
tion has zero Lebesgue measure if and only if d > 2. Equivalently, 
> 0 ¢=,  d = 1 
Proof  When d = 1, this is an elementary consequence of the almost sure continuity of 
t ~-~ B(t), together with the fact that B is not a constant function, almost surely. Henceforth, 
we consider d-dimensional Brownian motion where d _> 2, and strive to show that its range 
has zero Lebesgue measure. 
First assuming that E[md(B((0, 1)))] is finite, we show that it is zero. Once this is 
done, the stationarity of the increments of Brownian motion implies that for any s > 0, 
E[md(B([s, s+ 1]))] = 0, which yields the desired result, for then we have E[md(B((0, co)))] _< 
E Es=o [ma(B([s, s + 1]))1 = 0. 
By Brownian scaling, the random set B([0, 2]) has the same distribution as v~B([0, 1]). 
Consequently, scaling properties of Lebesgue's measure tell us that rod(B([0, 2])) has the 
d 
same distribution as 2~md(B([0, 1])). Thus, 
E[md(B([0, 2]))] = 2~-E[md(B([0, 1]))]. (2.4) 
On the other hand, B([0, 2]) = B([0, 1]) U B([1, 2]), so that by the inclusion-exclusion prin- 
ciple, 
E [rod (B([0, 2]))] = E [rod(B([0, 1]))] + E [md (B([1, 2]))] - E [md(B([0, 1]) N B([1, 2]))]. 
But the Lebesgue measure of S([1, 2]) is the same as that of B([1, 2]) - B(1) which--thanks 
to the Markov property-- is independent of md(B([0, 1])) and has the same distribution as 
rag(B([0, 1])). 1 This shows that the first two terms on the right-hand side of the above diplay 
are equal; i.e., 
E [rod(B([0, 2]))] = 2E[md(B([0, 1]))] - E[ma(B([0, 1]) A B([1, 2]))]. 
By first conditioning on B(1), and then appealing to the Markov property and time-reversal, 
we deduce that 
E[md(B([0, 2]))] = 2E[md(S([0, 1]))] - E[md(B([0, 1]) N S'([0, 1]))]. 
In particular, we can combine this with (2.4) and deduce that 
(2 - 2 ~)E [rod (B([0, 1]))] = E [rod (B([0, 1]) n B'([0, 11))]. (2.5) 
1Here and throughout, whenever A is a set and x is a point, A ± x denotes the collection of all a :t= x, 
acA. 
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If we write p(x) = P{x • B([O, 1])} for x • R ~, then we have E[m~(B([0, 11))] = fRd ~(X) dx 
and 
E[md(B([0, 11) A S'([0, 1]))] = f P {x • B([0, 11), x • B'([0, i])} dx = f ~2(x) dx. (2.6) 
JR d JRd 
Hence, (2.5) can be recast as 
f d~ d JRd 
Since d _> 2, the left-hand side is nonpositive. Therefore, ~o(x) = 0 almost everywhere, which 
is the desired result. 
To complete this proof, it suffices to show that E[md(B([0, 1]))] < +c~, but this is a 
consequence of the well-known reflection principle of D. Andr~ that we will not reproduce 
here; cf. REVUZ AND YOR (1991, Proposition 3.7, p. 100) for details. [] 
Theorem 2.2 should be viewed as the one-parameter B ownian analogue of Proposition 
2.1. Now, we use it to prove the one-parameter B ownian analogue of Theorem 1.1. In 
words, the following states that points (d > 2) are almost surely not hit by the Brownian 
curve. 
Proposit ion 2.3 (L~vy 1948, Cor. 53, p. 257) If d >_ 2 and z • ]~d then 
P{z • B((0, c~))} = 0. 
Proof We first invoke scaling and the stationary increments property of B to reduce the 
problem to showing that P{z E B([1, 2])} = 0; we will verify the latter property next. 
Recall from Theorem 2.2 that ~(x) -- P{x e B([0, 1])} = 0 for almost every x e ~d. In 
particular, 
9f 11~F2 
e-g •d. E{p(z -B(1) )}= d~(x+z)  (~)~ dx=O , Vze  
Thanks to the stationarity of the increments of Brownian motion, we can also write ~(x) = 
P{x E B([1, 2]) - B(1)}. Therefore, by the Markov property, the preceding display equals 
P{z e Y([1, 2])} that was earlier shown to be zero. [] 
3 Proo f  of  Theorem 1.1 
We now turn to our proof of Theorem 1.1. It should be recognized that we need to consider 
only the cases d = 3 and d = 4. However, in order to identify the key elements of this proof, 
we start with the case d >_ 5. The cases d = 4 and d < 4 are handled separately following 
the next subsection. 
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3.1 Non intersect ion  fo r  d > 5 
We now prove the "d > 4" portion of Theorem 1.1. 
Proposit ion 3.1 /.it d > 5, then B((0, c~)) N B'((0, oc)) = 0, almost surely. 
We recall the additive Brownian motion A from (2.2), and note that Proposition 3.1 is 
equivalent to the statement that 0 ~ A((0, c~)2), almost surely. Moreover, after appeal- 
ing to Brownian scaling and the stationarity of Brownian motion, we need only show that 
0 ¢ A([1,212), almost surely. We will demonstrate his in two easy steps. 
Step 1. We first show that rod(A([0, 112)) = 0 almost surely; cf. Proposition 2.1 in the case 
d>4.  
P roof  Scaling considerations (as in Section 2) reveal that 
E [rod (A([0,212))] = 2~ E [rod (A([0,112))]. 
On the other hand, 
E[md(A([0, 2]2))] < E[md(A([0, 112))] + E[md(A([0, 1] × [1, 2]))] + E[md(A([1, 2] × [0, 11))] 
+E[md(A([1,212))]. 
By the Markov property, all four expectations on the right-hand side are equal (and finite, 
by the reflection principle). Thus, we combine the preceding two displays to infer that 
g 2 22E[m~(A([0, 1] ))] _< 4E[m~(A([0,112))]. (3.1) 
Since d >_ 5, the above expectation must be zero as claimed. [] 
Step 2. We now use Step 1 to show that with probability one, 0 ~ A([1, 2]2). 
P roof  If ¢(x) = P{x E A([0,112)}, Step 1 implies that ¢(x) = 0 for almost every x E R d. 
Consequently, for all z E R d, 
, e -¼1~l  ~ 
jf~d ¢(x + z) (~r)~ dx = O. 
Since the density function of A(1,1) is (4r)-~ exp(-¼]x]2), the integral in the preceding dis- 
play equals P{z • A([1, 2]2)}, which must be zero. Somewhat more generally, this argument 
shows that for all z • R d, and all 0 < a < b and 0 < a' < b', P{z • A([a, b] x [d, bt])} = 0, 
which implies that P{z • A((0, cx))2)} = 0. Step 2, and hence the proposition, follows from 
considering the special case z -- 0. [] 
Intersections of Brownian Motions 103 
3.2 Non intersect ion  fo r  d = 4 
We now turn our attention to the more difficult case d = 4, and propose to show the following, 
all the time using the notation of §3.1: 
Proposit ion 3.2 If d = 4, then B( (O, oo) ) A B'( (O, cx)) = O, almost surely. 
Proof  We only need to verify Proposition 2.1 in the case d = 4; i.e., we have to prove that 
E{m4(A((0, c~)2))} -- 0. Once this is verified, the remainder of the proof follows Step 2 of 
our proof of Proposition 3.1 verbatim. 
When d = 4, things are trickier than in the d > 4 case; this can be seen from (3.1) which 
is now a tautology. With this in mind, we aim to find the correction in (3.1). Indeed, note 
that 
E[m4(A([0,212))] < E[m4(A([0, 1] x [0, 2]))] + E[m4(A([1, 2] × [0, 2]))]. 
By the stationarity of the increments of B, the terms on the right-hand side are equal. 
Furthermore, since d = 4, scaling enforces the relation Elm4 (A([0, 2]2))] = 4E [m4(A([0,112))]. 
Combining terms, we obtain 
4E[m,(A([0,112))] < 2E[m,(A([0, 1] × [0, 2]))]. 
On the other hand, 
E[m~(A([0, 11 × [0,21))] 
= E Ira4 (A([0, 112))] + E Ira4 (A([0, 1] × [1, 21))] - E[m4(A([0,1] 2) n A([0, 1] x [1, 21))] 
= 2E [ra4 (A([0,112))] - E [m4(A([0,112) N A([0,1] × [1, 21))] 
= 2E [m4 (A([0,112))] - E [ra4([B([0, 11) - B'([0, 11)] N [B([0, 1]) - B'([1, 2])])]. 
The preceding two displays together imply that 
E [m, (LB(]o, 11) - B'/Eo, 1])1 o E~Eo, 11) - ~'~C1, 2])])] -- o. 
Equivalently, the following holds with probability one: 
E [m, ([B([0, 1]) + B'([0, 1])] N [B([0, 1]) + B'([1, 2])]) B'(1)] = 0. 
Thanks to the Markov property and time-reversal, given {B'(1) = w}, the random sets 
B'([0, 1]) and B'([1, 2]) are conditionally independent, each having the same distribution as 
the range of Brownian motion started at w. Thus, conditionally on {B'(1) = w}, the random 
set [B([0, 1])+B'([0, 1])]N[B([0, 1])+B'([1, 2])] has the same distribution as w+{[B([0,1])+ 
S'([0, 1])] (1 [B([0,1]) + B"([0,1])]} where B" is a third independent Brownian motion. Since 
the said Lebesgue measure is independent of w, 
 J)lo I  Eo, xj)+ 11)1)] -- o 
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On the other hand, given B([0, 1]), the two sets B([0, 1])+ B'([0, 1]) and B([O, 1])+ B"([0, 1]) 
have the same conditional distributions. Thus, using a reasoning similar to the one that led 
to (2.6) now leads us to the following: 
E [f~, (P {xC A([0,1] 2) B([0,1])}) 2 dx] =0. 
In particular, P{x G A([0,112)} = 0 for almost every x e ~4. From this we can conclude 
that if0 < a < b and 0 < a' < b', then E[m4(A([a,b] x [a', b']))] = 0. Proposition 3.2 follows 
in the case d = 4, and this concludes our argument. [] 
It is worth pointing out that in this and the previous ection, we have shown the following 
refinement of Propositions 3.1 and 3.2: 
d > 4 ~ Vz e ]~d: P{z e B((0, 0(3)) - -  B'((0, c¢))} = 0. (3.2) 
3.3 Fourier Analysis for d < 3 
Used in conjunction, the results of Sections 3.1 and 3.2 together show the nonintersection half 
of Theorem 1.1. In this subsection, we verify the other half by using the Fourier-analytical 
method of KAHANE (1983, 1985). Throughout, we use the notation of §3.1, and strive to 
prove the following result; the d < 3 portion of Theorem 1.1 is a ready consequence. 
Theorem 3.3 (Dvoretzky et al 1950) If d < 3, then B((O, oo)) -  B'((O, oc)) has positive 
Lebesgue measure almost surely. 
Proof  Recall the additive Brownian motion of (2.2), and consider its (weighted, or dis- 
counted) occupation measure u defined, for all Borel sets F C R d, by 
u(F) = e-s-tlF(A(s, t)) ds dr. 
This is a random measure on the Borel subsets of N d whose Fourier transform is 
/(jo P(~) = e-S-re i~'A(8't) ds dt, Y~ E R d. 
Our Fourier transform is scaled so that f(~) = fed ei~'Xf(x) dx (~ e Rd). Evidently, for all 
(0,00) 2(0,00) 2
(0,00)2 (0,00)2 
__  
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Integrating [d~], we obtain the following: 
E[f~dlP(~)12d~] <+e~ e==~ d<3.  
Thus, if d < 3, then P E/:2(rod) almost surely. In this case, by Plancherel's theorem, ~ is 
absolutely continuous almost surely, which is more than what we need. [] 
Remark  3.4 The Radon-Nikod:~m derivative (d~) in the above proof is the all-important 
local time process of A; this is also known as the intersection local time for the processes B
and B'. See GEMAN AND HOROWITZ (1980) for a general £2-theory for the local times of 
random fields. [] 
4 The  H i t t ing  P robab i l i ty  o f  a Smal l  Ba l l  
We return to our discussion of §2 to explain the second idea of this paper. Here, we will be 
looking more closely at the hitting probability of a small ball. While such estimates are quite 
classical (e.g., see KAKUTANI 1944b for d = 3), we will be interested in the following, more 
modern, formulation. Throughout, Bd(x, r) denotes the Euclidean e2-ball of radius r > 0 
about x E R d. 
Theorem 4.1 For any 0 < a < b, there exists a finite constant C = C(a, b, d) > 1, such 
that 
C-1~_2(e)  <_ P{B([a, b]) ~ B d (0, c) ¢ 0} _< C/~_2(c), Vc e (0, 1), 
where for all/3 E IR, 
I 1, if /3<O, /C~(x) = [log+(~)] -1, if~3 = 0, (4.1) 
I xz, if~3 > O. 
Remark  4.2 Our arguments can be refined to show that the upper bound holds when the 
probability in question is replaced by the larger quantity supze~d P{B([a, b])N B d (z, c) =fi 0}. 
[] 
For a proof, we first need a classical inequality of Paley and Zygmund that has been 
independently rediscovered many times since its original discovery. 
Lemma 4.3 (Paley and Zygmund 1932) If  Z is a positive random variable, then 
(E[Z]) ~ 
P{Z > 0} _> E[Z2] ' 
provided that the expectations exist and are strictly positive. 
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Proof  By the Cauchy-Schwarz inequality, 
E[Z] = E [Zl(0,oo)(Z)] _< v/E[Z2] • P{Z > 0}, 
where 1F(X) = 1 if X E F, and 1f(x) = 0 if x e F c. The lemma follows. [] 
We will use the above to obtain the following, from which Theorem 4.1 follows after a 
few elementary computations that only involve the standard Gaussian density function. 
Proposit ion 4.4 (Khoshnevisan 1997) For all 0 < a < b, and all ¢ > O, 
ff, P{[S(s)[ <<_ e}ds 
2 f:P{IB(s)] _< e} ds - < P{B([a,b]) N Bd(O,¢ ) ¢ O} _< f:bp{[B(s)lf:p{]B(s)l <-<<_ 2¢} ds 
Proof  For any 0 < a < b and all c > 0 define 
J~,b(Z) = 1Bd(O,~)(B(s)) ds. (4.2) 
Evidently, E[Ja,b(¢)] = f :  P{IS(s)l _< s} ds. Furthermore, 
E [J,2,b(¢)] = 2 P{IB(s)t <<_ ¢, IB(t)l <_ c} dtds 
/)/) =2 P{IB(s)I _<~, IB ( t ) -B(s )+B(s) l  <e}dtds.  
Since B(t) - B(s) and B(s) are independent, 
E [J~2b(¢)] < 2 P{IB(s)] < ¢} × sup P{IB(t) - B(s) + z I <_ ¢} dt ds. 
zER d 
The distribution of B(t) - B(s), being centered and Gaussian, is unimodal. That is, the 
above "supzeRd" is achieved at z = 0. Consequently, we use the stationarity of the increments 
of B to deduce that 
/) /0 E [J~,b(~)] --< 2 P{IB(s)[ _< e} ds × P{IB(t)f _< E} dr. (4.3) 
We can combine the Paley-Zygmund inequality (Lemma 4.3) with (4.3) to obtain 
P{J~,b(~) > 0} > J~P{IB(s)l _< e}ds 
- 2fboP{IB(s)l <_ e}ds" 
This readily implies the asserted lower bound on the hitting probability of B e (0, e). We now 
work toward the upper bound. 
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Consider the martingale M(t) = E[J~,2b(2~) 19v(t)] (t > 0), where ~'(t) is the sigma-field 
generated by the collection {S(s); s < t}. We note that for any t E [a, b], the following holds 
almost surely: 
f2b M(t)  > P{IB(s)I < 2~ t Y(t)} ds × 1B~(0,~)(B(t)) 
_> P{IB(s) - B(t)l <_ s t ~'(t)} ds x 1B~(o,~)(B(t)), 
thanks to the triangle inequality and the ~(t)-measurability of B(t). By the stationariW 
and the independence of Brownian increments, we obtain the following: For all t E [a, b], 
almost surely, 
f 2b-t 
M(t)  >_ P{IB(s)I _< ~} ds × lsd(o,~)(B(t)) 
J 0  
_> P{IB(s)I < ~} ds × 1B~(0,~)(B(t)). 
Since M is a martingale with respect o the Brownian filtration Y, it is continuous; cf. 
REVUZ AND YOR (1991, Theorem 3.4, p. 187). Thus, there exists one null set off of which 
the above holds simultaneously for all t E [a, hi. Consequently, we can replace t by the 
stopping time, 7 = inf{s E [a,b] : IB(s)l < ~} where infO = oo. Since 1Bd(0,~)(B(T)) = 
l{B([a,b]) N B~(0, E) ~ ~i}, and since M is a bounded (continuous) martingale, Doob's 
optional stopping theorem (REvuz hND YOR 1991, Theorem 3.2, p. 65) yields 
E[Ja,2b(2c)] = E[M(~-)] > P{IB(s)I < ~} ds × P {B([a, b]) n B~ (0, c) ¢ 0}.  
The proposition follows readily from this. [] 
5 Near - In tersect ion  Probab i l i t ies  
We conclude this paper by using some of the salient features of the argument of Section 2, in 
conjunction with ideas of CAIROLI (1968), in order to prove the following which estimates 
the probability of near-intersection f two indepedent Brownian motions; see (AIzENMAN 
1985; ALBEVERIO AND ZHOU 1996; PEMANTLE ET AL. 1996) for related estimates, and 
Proposition 4.4 for a one-parameter Brownian version. 
Theorem 5.1 For all 0 < a < b and 0 < a I < b ~, there exists a finite constant C, = 
C,(a, b, a', b', d) > 1, such that 
C,1~_4(e) < P{A([a, b] × [a', b']) N B~(0, e) ¢ •} < C,]C~_4(c), Vc e (0,1). 
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Remark  5.2 
(a) Clearly, Theorem 5.1 implies Theorem 1.1. 
(b) The function ~d-4 is defined in (4.1). [] 
P roof  (sketch) Consider the two-parameter analogue of (4.2), 
fb  F '  Ja,b#,b,(e) = l~d(0,~)(A(s, ')) ds ds', W ~ (0, 1). J a  Ja  r 
We can note the following lower bound on the probability density of A(s, s'): 
e- ix l~/2(s+s  ') e -S2 /2(a+a ')  
inf inf inf P{A(s,s') e dx} = inf inf inf 
XeBd(O,z ) sE[a,b] s'e[a',b'] dx zezd(o,z) se[a,b] s'e[a',b'] [27r(S ÷ s')]~ - [27r(b ÷ b')]~ " 
If ~d denotes the volume of B d (0, 1), lira inf,-+0 c-dE{Ja,b,a, b,(~)} is at the very least equal 
to (b a)(b' a')nd/[2~r(b + ' ~ - -- b)] . Consequently, there exists a strictly positive and finite 
constant C~ = Cl(a, b, a', b', d), such that for all z E (0, 1), 
E{Ja,b,a'#(C)} _> ViE d. (5.1) 
We only need to remember that C1 is finite and strictly positive. Next, we estimate the 
second moment of Ja,b,a'# (~), viz., 
 f fl'f ' E{J~,b,a,,b,(c)} = f P{IA(s,t)l <_ ~ , IA(s',t')l <_ ¢} dsds' dtdt' 
Ja  J a  Ja  I J a  ~ 
= 2~ + 2W2, where 
T = P{IA(s,t) I <_ e ,  IA(s',t')l < ~}dsds'dtdt ' ,  
J $ J£$# 
T2 = P{IA(s,t)l <_ ~, IA(s',t')l <_ e}dsds'dtdt ' .  
J s  Jat  
The estimate for T~ is straight-forward: when s _< s' and t <_ t', A(s', t') = A(s, t) + A', 
where A' is independent of A(s, t) and has the same distribution as A(s' - s, t' - t). This, 
and the unimodality of the Gaussian distribution, together yield 
T <_ P{IA(s,t)l < s} .  P{IA(s '  - s,t' - t)l < ¢}dsds'dtdt '  
J a  J s  Ja  I J t  
S(aL b-° <_ P{IA(s,t)l <_ ¢}dsdt .  P{IA(u,v)l <_ ¢}dudv. # 
For all s, t > O, the probability density of A(s, t) is at most (s + t)-~. Thus, 
<_ ~d(b-(~+ ~a)(b'-a')c d " JoF-: f''-a' A ~" 1] ,tud,<,. 
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A few lines of calculations reveal the existence of a positive and finite constant, C2 = 
C2(a, b, £, b', d), such that for all ¢ E (0, 1), 
C2 ~2d 
< (5.2) 
The term T2 satisfies a similar inequality, but showing this requires a small trick. Indeed, 
when s _< s' and t _> t', we can write 
A(s, t) = A(s, t') + Z1 
A(s', t') = A(s, t') + Z2, 
where Z1 : A(s, t) - A(s, t') and Z2 = A(s', t') - A(s, t') are independent from one another, 
as well as from A(s, t'). Note that the probability density function of A(s, t') is bounded 
above by some finite constant C3 = Ca(a, b, a', b', d) that can be chosen independently of 
s E [a, b] and t' C [a', b']. Therefore, 
T2 <_ C3 P{]x ÷ Zll <<_ ~ , Ix+Z2] <_ c} dxdsds' dtdt' 
I d 
fb fb fb' ['t f 
fb fb fb' f t  f 
<_ Ca~2de d P{jA(s',t') - A(s,t)] <_ e} dsds' dtdt', ! 
by the unimodality of the Gaussian distribution. A little thought shows that for the s, s', t, t' 
in question, the distribution of A(s', t ' ) -  A(s, t) is the same as that of A(s ' - s ,  t - t ' ) .  Hence, 
~o.b-a /b'-a' "~2 <_ C3~d(b - a)(b' - a')e a P{[A(u, v)l <_ ¢} dndv. 
JO 
From this, and after a few more simple calculations, we conclude the existence of a finite 
and positive constant C4 = C4(a, b, a', b', d), such that for all ¢ C (0, 1), T2 _< C4c2d/lcd_4(¢). 
Combining this with (5.2), we obtain 
E 2d 
E{J~,b,a,,b,(e)} _< 2(C2 + C4)/Cd_4(~ ) . (5.3) 
Together with Lemma 4.3, equations (5.1) and (5.3) imply that 
P{J~,b,a,,b,(¢) > 0} > 2(C2 + C4) ' K:d-4(¢)' 
On the other hand, if J~,b,~',b'(¢) > 0, then certainly A([a, b] × [a', b']) intersects Bd(0 , e), and 
the announced probability lower bound of Theorem 5.1 follows. 
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For the converse inequality, let 9v(s) denote the sigma-field generated by {B(r); r _< s} 
and 7( t )  the one generated by (B~(r); r _< t}. These give rise to two independent filtrations, 
based on which we can consider the "two-parameter martingale," 
i ( s ,  t) = n [J~,2b,a,,2~ (2e) 19V(s) Y 7( t ) ] ,  Vs E [a, b], t E [a', b']. (5.4) 
Clearly, 
f2b  2b I
f M(s,t) > , P{lA(u,v)l < 2elJ=(s)YT(t)}dudv'lB~(o,~)(A(s,t)) 
- -  8 , I t  
f f" > J8 Jt P{IA(u, v) - A(s, t)l < e I ~(s)  v 7 ( t )}  du dr. 18~(.,~)(A(s, t)), 
thanks to the triangle inequality, and the ~'(s) V J:"(t)-measurability of the random variable 
A(s,t). On the other hand, whenever u _> s and v >__ t, A(u,v) - A(s,t) has the same 
distribution as A(u - s, v - t), and is independent of .~'(s) V .~'~(t). (This follows from the 
Markov property of B and B ~, together with their mutual independence.) Consequently, 
b' 
M(s,t) >_ P(IA(u - s,v - t)l <<_ e} dudv. 1Bd(o,~)(d(s,t)) 
• I s  , I t  
> P{IA(x, Y)I < e} dx dy. 1Bd(0,~)(A(s, t)), 
for all s E [a, b] and t E [a ~, bt]. Another simple calculation shows the existence of a nontrivial 
constant C5 = Cs(a, b, a', b ~, d), such that for all e E (0, 1), all s E [a, b], and all t E [£,//], 
gd 
M(s,t) >_ C s ~  " ls~(o,~)(A(s,t)). 
[Here is why our proof is a sketch: One needs to show that the null set can be chosen to be 
independent of the choice of e E (0, 1), as well as that of s E [a, b] and t E [a', bt]. This can 
be done, thanks to the regularity theorem of BAKRY (1979).] Thus, we can take suprema 
over all s E [a, b] and t e [a', b ~] in the previous display, square, and deduce the almost sure 
inequality: 
sup sup M2(s,t) > C 2[ ed ]2 
se[a,b] te[a',b ~] -- LK:~_,(e)J " l {A( [a 'b l×[a" l / l )N i3d(O 'e )¢O}"  
Thus, 
] E sup sup M2(s,t) >C 2 .P{A([a,b]x[a',b'J) MBd(O,e)~=O }. (5.5) 
Lse[a,b] te[a ,b'] - -  
Now, s ~ suPte[~,,~ ] MS(s, t) is a submartingale with respect to the filtration ~'. Thus, by 
Doob's maximal inequality (REVUZ AND YOR 1991, Theorem 1.7, p. 52), 
k=e[a,b] te[=',~] se[a,b] Lte[= ,~1 
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[To be completely rigorous, one needs to look at a suitable augmentation of ~" and ~" in 
order to deduce Doob's inequalities. But such technical details are omitted from our sketch 
here.] On the other hand, for any fixed s E [a,b], t ~ M2(s,t) is a submartingale with 
respect o the filtration 7 .  Thus, another application of Doob's inequality shows us that 
[ ] 
{ J~,2b,,',2b'(2e) } 
[se[a,b] te[a',b ~] J se[a,b] te[a',b'] 
C 2d 
_< 21+2d(c 2 + C4)](:d_,(2C) ' 
The second inequality follows from Jensen's inequality, and the third from (5.3). This and 
(5.5) together show that 
P{A([a,b] x [a', bt]) N Bd(0,e ) ¢ O} _< 
21+2d(c2+c4) K~_,(2~) 
c~ ,'¢:,,_,, (E) " 
The upper bound of Theorem 5.1 follows easily from this and from the regular variation of 
the function A ~-~ /C~(A) near A = 0, i.e., that there exists C6 such that for all e C (0, 1), 
~,,_,,(2c) < c~,,_,(~). [] 
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