This paper assesses whether multi-path communication can help latency-sensitive applications to satisfy the requirements of their users. We consider Concurrent Multi-path Transfer for SCTP (CMT-SCTP) and Multi-path TCP (MPTCP) and evaluate their proficiency in transporting video, gaming, and web traffic over combinations of WLAN and 3G interfaces. To ensure the validity of our evaluation, several experimental approaches were used including simulation, emulation and live experiments. When paths are symmetric in terms of capacity, delay and loss rate, we find that the experienced latency is significantly reduced, compared to using a single path. Using multiple asymmetric paths does not affect latencyapplications do not experience any increase or decrease, but might benefit from other advantages of multipath communication. In the light of our conclusions, multi-path transport is suitable for latency-sensitive traffic and mature enough to be widely deployed.
Introduction

1
Live and interactive applications are sensitive to 2 latency, as the user experience is negatively affected 3 when data is delayed. For instance, freezing a live 4 video just 1% of the video duration is sufficient to 5 turn away 5% of the viewers [1] . Similarly, a la- terfaces can increase the throughput, due to capac-27 ity aggregation [? ] . Even if multi-path protocols 28 have been shown to be more resilient to link failures 29 and able to aggregate capacity to provide increased 30 throughput, the impact of using multiple paths on 31 latency has not been thoroughly investigated. higher than the RTT of p 2 , r 2 , (e.g. r 1 > 10 × r 2 ), 173 then whether the first subflow will be opened over per path, as shown in [19] .
188
For CMT-SCTP a path is defined by the des- For example, chunk rescheduling [22, 7] [27] .
324
The problem of not considering shared bottle- (d) At t 3 = t 1 + 2 × RT T 1 ; #1 and #2 are not received and the receiver's buffer can not receive #7 ⇒ receiver buffer blocking. it, and what goals it has to achieve are all docu-329 mented in [18] . To achieve these goals, various cou- Algorithm (LIA) [18] , the Opportunistic Linked-
333
Increases Algorithm (OLIA) [28] and the BALanced
334
Linked Adaptation (BALIA) [29] . At the time of 
Handling Loss and Retransmissions
338
When data is lost in multi-path transmission the 339 protocol must decide whether to retransmit this 340 data over the same subflow or over a different one.
341
CMT-SCTP features several schemes for retrans-342 mitting data, all detailed in [30] Web page size (KB) Figure 4 : Distribution of Web Page Sizes according to [43] in Figure 5 will be assigned with these characteris-768 tics depending on the technology. In Table 3 Figure 6a . the first path) is provided in Table 7 .
1091
A particular property of the gaming traffic is its of the data on each path is shown in Table 8 .
1132
In the WLAN-WLAN scenario, it is clear that 1133 one path is more used than the other, which was 1134 not the case for the video traffic. This is due to the domly drawn from a range of values (see Table 1 ).
1148
The maximum possible difference between two path 
1175
In the asymmetric WLAN-3G scenario, the av- 
MPTCP Real Measurements
1197
We illustrate gaming traffic delay performance 1198 for real-world measurements in Figure 15 and the Table 9 : Gaming traffic data share per path using MPTCP in NorNet to the experiments.
1209
For WLAN-3G, we observe that MPTCP delay 1210 is slightly higher than the TCP WLAN delay. We Table 2 ), hav-
1233
ing only 72 KiB of payload data, is the smallest 1234 of the three sites. Therefore, the benefit of using
1235
CMT-SCTP for this web site is only small.
1236
In the two scenarios with 3G path(s), a slight 1237 benefit can be seen: the 3G path has a small ca- In Figure 20 , we illustrated the results of down- 
