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Abstract
Stochastic fluctuations in the copy number of gene products have perceivable effects on the
functioning of gene regulatory networks (GRN). The Master equation (ME) provides a theoretical
basis for studying such effects. However, solving the ME can be a task that ranges from simple
to difficult to impossible using conventional methods. Therefore, discovering new techniques for
solving the ME is an important part of research on stochastic GRN. In this paper, we present a
novel approach to obtaining the generating function (GF), which contains the same information
as the ME, for a one gene system that includes multi-step post-transcription and post-translation
processes. The novelty of the approach lies in the separation of the mRNAs from proteins. The
GF for the mRNAs is obtained using a formalism involving operators and vector states. Using the
same formalism, the GF for the proteins is solved for a particular path taken by all mRNAs in
the time-copy number plane; then, the GF is summed over all possible paths. We prove a theorem
that shows the summation of all paths to be equivalent to an equation similar to the ME for the
mRNAs. On a system with six gene products in total and randomly selected initial conditions, we
confirm the validity of our results by comparing them with Gillespie simulations.
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INTRODUCTION
Stochastic fluctuations give rise to cell-to-cell differences in copy numbers of gene prod-
ucts, such as mRNA and protein. Sometimes these differences are insignificant; other times
they lead to major shifts in phenotype [1]. Therefore, understanding the impact of stochastic
fluctuations is an important endeavor in the field of systems biology.
There exist numerous methods for modeling stochastic gene expression. Some of them
are entirely numerical, such as the Gillespie algorithm [2] and its derivatives [3], [4], [5], [6],
[7]; others are hybrids of the Gillespie algorithm and the Master equation [8], [9], [10], [11],
[12], [13], [14]; while the rest facilitate either exact or approximate analytic solutions to the
Master equation [15], [16]. Analytic solutions are of great value because they provide a more
direct insight into the system’s behavior, and/or allow for fast exploration of the system’s
parameter space. However, solving the Master equation analytically has proven possible
only for systems that are too simple and hence not very interesting. For more complex
systems, the strategy is usually to find techniques that lead to approximate (but analytic)
solutions of either the Master equation or the generating function [17] and [18].
In this paper we present a novel approach to obtaining the generating function of a one-
gene system comprising of partially and fully processed mRNA and protein. We make the
observation that the Master equation can be reduced to include the mRNAs only, and that
a similar reduction can be achieved also for the proteins but only for a specific path in the
time-copy number space of the fully processed mRNAs. We show, by proving a theorem
involving a sum of all paths of the partially and fully processed mRNA, that obtaining
the generating function for arbitrary initial conditions can be reduced to solving a set of
M ordinary differential equations, where M is the number of post-transcription processes.
Solving these equations numerically, and with the help of Cauchy’s contour theorem, we
compute the probability distributions at different times for the fully processed protein. Also,
we compute the first four moments for the fully processed protein starting with a randomly
generated set of initial values for all the gene products. We demonstrate the validity of our
approach by comparing our results with Gillespie simulations. We conclude by proposing a
further use of the above-mentioned theorem in, e. g. reducing dimensionality in a multi-gene
system.
2
THE MASTER EQUATION
The system we consider comprises of these reactions:
φ
r−−−−→ m1
mM
d−−−−→ φ
mi
ai−−−−→ mi+1 i = 1, ...,M − 1
mi
a¯i−−−−→ mi−1 i = 2, ...,M
mM
K−−−−→ mM + n1
nN
q−−−−→ φ
ni
bi−−−−→ ni+1 i = 1, ..., N − 1
ni
b¯i−−−−→ ni−1 i = 2, ..., N,
(1)
where m1 is the copy number of freshly transcribed mRNAs, mi, for i = 2, 3, ...,M , are
the copy numbers of mRNAs that have undergone the first (i = 2), second (i = 3), etc.
post-transcription process with mM being the copy number of fully processed mRNA from
which proteins can be translated. The same notation applies to the proteins: n1 is the
copy number of freshly transcribed proteins, and nN is the copy number of fully processed
proteins. For the reactions that change the variables mi, r is the transcription rate, d is the
degradation rate of a fully processed mRNA, and ai and a¯i are the forward and backward
reaction rates of the post-transcription processes, respectively. For the remaining reactions,
K is the translation rate, q is the degradation rate of a fully processed protein, and ai and a¯i
are the forward and backward reaction rates of the post-translation processes, respectively.
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The master equation for this system reads
∂
∂t
P (m,n, t) = r(t)[P (m1 − 1)− P ] + d[(mM + 1)P (mM + 1)−mMP ]
+
M−1∑
i=1
ai[(mi + 1)P (mi + 1,mi+1 − 1)−miP ]
+
M−1∑
i=1
a¯i+1[(mi+1 + 1)P (mi − 1,mi+1 + 1)−mi+1P ]
+KmM [P (n1 − 1)− P ] + q[(nN + 1)P (nN + 1)− nNP ]
+
N−1∑
i=1
bi[(ni + 1)P (ni + 1, ni+1 − 1)− niP ]
+
N−1∑
i=1
b¯i+1[(ni+1 + 1)P (ni − 1, ni+1 + 1)− ni+1P ], (2)
where P (m,n, t) is the joint probability of observing the sets of copy numbers m =
(m1, ...,mM) and n = (n1, ..., nN). For brevity, we only write the argument(s) of P on
the right hand side of Eq. (2) explicitly if there is a change to the said argument(s); e. g.
instead of writing P (m, n1, ..., nk + 1, ..., nN , t), we write P (nk + 1). If there is no change
to any argument, we merely write P . In principal, Eq. (2) could be solved numerically;
however, even for moderate average mRNA and protein copy numbers, the dimension of
the problem might be too large for such a direct approach. For example, for M = N = 3,
m1 = m2 = m3 ∼ 10 and n1 = n2 = n3 ∼ 100, the number of equations that need to be
solved are of order 32 × 103 × 1003 = 9× 109.
THE GENERATING FUNCTION
Direct approach
An alternative approach to the above problem is to obtain a generating function (GF),
which contains as much information about the system as the Master equation. If we let s
be the set of all variables (m1, ...,mM , n1, ..., nN), then the GF is defined as
F (y, t) =
∑
s
M+N∏
k=1
yskk P (s, t). (3)
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The probability distribution, P (sk, t), for the variable sk is related to F (s, t) through this
expression:
P (sk, t) =
1
sk!
[
∂skF (y, t)
∂ysk
]
y=0
. (4)
The GF can also be used to obtain statistical moments:
〈slk〉 =
[(
yk
∂
∂yk
)l
F (y, t)
]
y1=1,...,yM+N=1
=
∑
s
slkP (s, t). (5)
To obtain an equations from the GF, we must multiply Eq. (2) by the product
∏M+N
i=1 y
si
i
and sum over s. The result is a partial differential equation of the form [19]
∂F
∂t
= r(t)(y1 − 1)F − d(yM − 1) ∂F
∂yM
+
M−1∑
i=1
ai(yi+1 − yi)∂F
∂yi
+
M−1∑
i=1
a¯i+1(yi − yi+1) ∂F
∂yi+1
+ K(yM+1 − 1)yM ∂F
∂yM
− q(yM+N − 1) ∂F
∂yM+N
+
M−1∑
i=1
bi(yM+i+1 − yM+i) ∂F
∂yM+i
+
M−1∑
i=1
b¯i+1(yM+i − yM+i+1) ∂F
∂yM+i+1
. (6)
For the system at hand, even this equation is very difficult to solve, especially for arbitrary
initial conditions. In the next section, we show an alternative approach for obtaining the
GF.
Path integral approach
We begin by noticing that the stochastic evolution of the set m = (m1, ...,mM) is inde-
pendent of the set n = (n1, ..., nN). To see this, we sum both sides of Eq. (2) over n to
obtain
∂
∂t
P (m, t) = r(t)[P (m1 − 1)− P ] + d[(mM + 1)P (mM + 1)−mMP ]
+
M−1∑
i=1
ai[(mi + 1)P (mi + 1,mi+1 − 1)−miP ]
+
M−1∑
i=1
a¯i+1[(mi+1 + 1)P (mi − 1,mi+1 + 1)−mi+1P ].
(7)
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If the initial probability, P (m, 0), is Poisson, then P (m, t) is also Poisson:
P (m, t) =
M∏
i=1
γmii
mi!
e−γi , (8)
where the vector γ satisfies
dγ
dt
= Sγ + r, (9)
in which
S =

−a1 a¯2
a1 −(a2 + a¯2) a¯3
.
.
.
aM−2 −(aM−1 + a¯M−1) a¯M
aM−1 −(aM + d)

,
and
r =

r(t)
0
.
.
.
0

,
The solution to Eq. (9) is
γk =
∫ t
0
fk(t− t′)r(t′)dt′ +
M∑
i=1
M∑
j=1
UkiU
−1
ij e
Sitγj(0), (10)
where Si is the i
th eigenvalue of S, Uij is the unitary matrix that diagonalizes S, i. e.
U−1SU = δijSj, and
fk(t− t′) =
M∑
i=1
UkiU
−1
i1 e
Si(t−t′). (11)
Before we attempt to generalize the solution in Eq. (8) for arbitrary initial conditions,
it will prove useful to reformulate the ME (7) in terms of a tensor product of basis vectors
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|m〉 = |m1〉|m2〉...|mM〉 and its transpose 〈m| = 〈m1|〈m2|...〈mM |, and operators Ai, A+i and
A+i Ai, whose action on |m〉 is as follows (see review [19] and references therein):
Ai|m〉 = mi|m1〉|m2〉...|mi − 1〉...|mM〉,
A+i |m〉 = |m1〉|m2〉...|mi + 1〉...|mM〉,
A+i Ai|m〉 = mi|m〉. (12)
In this notation, the ME (7) can be written as
d
dt
|ψ〉 = H|ψ〉, (13)
where
|ψ〉 =
∑
m
P (m, t)|m〉. (14)
and
H = r(t)[A+1 − 1] + d[AM − A+MAM ]
+
M−1∑
i=1
ai[AiA
+
i+1 − A+i Ai]
+
M−1∑
i=1
a¯i+1[Ai+1A
+
i − A+i+1Ai+1]. (15)
The formal solution to Eq. (13) can be written as
|ψ〉 = eH(tL−1)dteH(tL−2)dt . . . eH(t0)dt|ψ(0)〉, (16)
where
|ψ(0)〉 =
∑
m
P (m, 0)|m〉 (17)
is the initial state, t0 = 0, t1 = dt, etc. and Ldt = t. Using the orthogonality relations
〈mi|m′j〉 = δmim′iδij, we obtain the probability of observing m at time t by multiplying Eq.
(16) by 〈m|:
P (m, t) = 〈m|ψ〉 = 〈m|eH(tL−1)dteH(tL−2)dt . . . eH(t0)dt|ψ(0)〉, (18)
or, in a short hand notation
P (m, t) = 〈m|ψ〉 = 〈m|G(t)|ψ(0)〉, (19)
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where
G(t) = Te
∫ t
0 H(t
′)dt′ (20)
and T is the time ordering operator. The operator G(t) can also act on a complex Poisson
state defined by
|z〉 =
∑
m
M∏
i=1
zmii
mi!
e−zi |m〉, (21)
where z = (z1, ..., zM) is a set of complex numbers. The operator G(t) acts on the state |z〉
by evolving the variables z, i. e. z → z(t), according to Eq. (9). The solution of Eq. (9),
z(t), is given by Eq. (10) but with γj(0) replaced by zj = zj(0).
To solve the Master equation (7) for arbitrary initial conditions, we need to know how
G(t) transforms the state |m〉. Since we know how it acts on the state |z〉, we must express
|m〉 in terms of |z〉. This can be done for each state |mj〉 via the identity
|m〉 =
∮
dz
m!
2piizm+1
ez|z〉, (22)
where z is integrated around a unit circle in the complex plain. To express |m〉 in this
manner, all we need to do is apply the same identity to each state |mj〉 with a corresponding
integration variable zj. To see that Eq. (22) is true, we write the state |z〉 explicitly and set
z = eiθ, which leads to
|m〉 =
∫ 2pi
0
dθ
m!
2pi
e−imθee
iθ
[∑
m′
eim
′θ
m′!
e−e
iθ |m′〉
]
=
∑
m′
m!
m′!
[
1
2pi
∫ 2pi
0
dθei(m
′−m)θ
]
|m′〉 =
∑
m′
m!
m′!
δm′m|m′〉 = |m〉. (23)
For convenience, we write
zk(t) = z
(1)
k (t) +
M∑
j=1
z
(0)
kj (t)zj, (24)
where
z
(1)
k (t) =
∫ t
0
fk(t− t′)r(t′)dt′, and z(0)kj (t) =
M∑
j=i
UkiU
−1
ij e
Sit. (25)
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Then,
G(t)|m〉 =
M∏
j=1
[∮
dzj
mj!
2piiz
mj+1
j
ezj
]
G(t)|z〉
=
M∏
j=1
[∮
dzj
mj!
2piiz
mj+1
j
ezj
]
|z(t)〉
=
∑
m′
M∏
j=1
[∮
dzj
mj!
2piiz
mj+1
j
ezj
] (
z
(1)
j (t) +
∑M
l=1 z
(0)
jl (t)zl
)m′j
m′j!
× exp
[
−z(1)j (t)−
M∑
l=1
z
(0)
jl (t)zl
]
|m′〉. (26)
The GF for the variable mk then reads
Fk(m, x, t) =
M∏
j=1
[∫ 2pi
0
dθj
mj!
2pi
e−imjθjee
iθj
]∑
m′
xmk〈m′|z(t)〉
=
M∏
j=1
[∫ 2pi
0
dθj
mj!
2pi
e−imjθjee
iθj
]
exp
[
(x− 1)
(
z
(1)
k (t) +
M∑
l=1
z
(0)
kl (t)e
iθl
)]
=
M∏
j=1
[∫ 2pi
0
dθj
mj!
2pi
e−imjθje
[
(x−1)z(0)kj (t)+1
]
eiθj
]
exp
[
(x− 1)z(1)k (t)
]
(27)
Invoking the integral identity ∫ 2pi
0
dθ
m!
2pi
e−imθeae
iθ
= am, (28)
we obtain
Fk(m, x, t) =
M∏
j=1
[
(x− 1)z(0)kj (t) + 1
]mj
exp
[
(x− 1)z(1)k (t)
]
, (29)
where m1, ..,mM are the initial protein numbers. For an arbitrary initial probability distri-
bution, P (m, 0), the GF becomes
Fk(x, t) =
[∑
m
P (m, 0)
M∏
j=1
[
(x− 1)z(0)kj (t) + 1
]mj]
exp
[
(x− 1)z(1)k (t)
]
, (30)
or, in terms of the initial GF, F (x1, ..., xM , 0),
Fk(x, t) = F (φ1(x, t), ..., φM(x, t), 0)exp
[
(x− 1)z(1)k (t)
]
, (31)
where φj(x, t) = (x− 1)z(0)kj (t) + 1.
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Unfortunately, variables n1, ..., nN cannot be decoupled from m via the same trick. How-
ever, they can be decoupled in a different way. Imagine we are able to observe the evolution,
or path, of the variable mM in real time. Then the Master equation for n is simply
∂
∂t
P (n, t) = KmM(t)[P (n1 − 1)− P ] + q[(nN + 1)P (nN + 1)− nNP ]
+
N−1∑
i=1
bi[(ni + 1)P (ni + 1, ni+1 − 1)− niP ]
+
N−1∑
i=1
b¯i+1[(ni+1 + 1)P (ni − 1, ni+1 + 1)− ni+1P ]. (32)
This equation is identical in structure to Eq. (7). Hence, starting with some initial set
(n1, ..., nN), the GF for the variable nk is
F˜k(n, y, t) =
N∏
j=1
[
(y − 1)w(0)kj (t) + 1
]nj
exp
[
(y − 1)w(1)k (t)
]
. (33)
We put a tilde over F to distinguish it from the actual GF. The functions w
(0)
kj (t) and w
(1)
k (t)
are defined as
w
(1)
k (t) =
∫ t
0
gk(t− t′)mM(t′)dt′, w(0)kj (t) =
N∑
i=1
VkiV
−1
ij e
Tit, (34)
where
gk(t− t′) =
M∑
i=1
VkiV
−1
i1 e
Ti(t−t′), (35)
Vij is the unitary matrix that diagonalizes the matrix
T =

−b1 b¯2
b1 −(b2 + b¯2) b¯3
.
.
.
bN−2 −(bN−1 + b¯N−1) b¯N
bN−1 −(bN + q)

,
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and Ti is the i
th eigenvalue of T. The GF (33) is valid only for a particular path taken by
the variable mM . To obtain the true GF, we must multiply Eq. (33) by the probability of
observing a particular path and then sum over all possible paths:
Fk(n, y, t) =
∑
all paths
P (m(t0), 0)P({m})F˜k(n, y, t)
=
N∏
j=1
[
(y − 1)w(0)kj (t) + 1
]nj
Q(t, t), (36)
where
Q(t, t) =
∑
m0,...,mL
P (m(t0), 0)P({m})exp
[
(y − 1)
∫ t
0
gk(t− t′)mM(t′)dt′
]
, (37)
P({m}) is the probability to observe a particular set
{m} = (m(t0),m(t1), ...,m(tL)), such that m(t0) is the set of mRNA copy numbers
(m1,m2, ...,mM) at t0 = 0, m(t1) is the set of mRNA copy numbers (m1,m2, ...,mM)
at t1 = dt, and so on until tL = Ldt = t; and P (m(t0), 0) is the probability of observing the
set m(t0) at t = 0. We can work out Eq. (37) using the following theorem.
Theorem 1: If P (m, 0) is the probability to observe m at t = 0 in a system governed by Eq.
(7), then, for an arbitrary functional G(m(t′), t, t′),∑
all paths
P (m(t0), 0)P({m})exp
[∫ t
0
G(m(t′), t, t′)dt′
]
=
∑
m
Q(m, t, t′)
∣∣∣∣
t′=t
(38)
where Q(m, t, t′) is the solution of
dQ(m, t, t′)
dt′
= r(t′)[Q(m1 − 1)−Q] + d[(mM + 1)Q(mM + 1)−mMQ]
+
M−1∑
i=1
bi[(mi + 1)Q(mi + 1,mi+1 − 1)−miQ]
+
M−1∑
i=1
b¯i+1[(mi+1 + 1)Q(mi − 1,mi+1 + 1)−mi+1Q]
+G(m, t, t′)Q (39)
such that Q(m, t, 0) = P (m, 0).
Proof: The probability to observe a path {m} is given by
〈m(tL)|eH(tL−1)dt|m(tL−1)〉〈m(tL−1)|eH(tL−2)dt|m(tL−2)〉 . . .
. . . 〈m(t1)|eH(t0)dt|m(t0)〉. (40)
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Then, ∑
all paths
P (m(t0), 0)P({m})exp
[∫ t
0
G(m(t′), t, t′)dt′
]
=
∑
all paths
P (m(t0), 0)
L−1∏
i=0
eG(m(ti),t,ti)dt
×〈m(tL)|eH(tL−1)dt|m(tL−1)〉〈m(tL−1)|eH(tL−2)dt|m(tL−2)〉 . . .
. . . 〈m(t1)|eH(t0)dt|m(t0)〉. (41)
We can rearrange these products so as to combine the indices in G(m(ti), t, ti) with those
labeling the basis, like so∑
all paths
〈m(tL)|eH(tL−1)dt
[
eG(m(tL−1),t,tL−1)dt|m(tL−1)〉
] 〈m(tL−1)|
×eH(tL−2)dt [eG(m(tL−2),t,tL−2)dt|m(tL−2)〉] 〈m(tL−2)| . . .
. . . |m(t1)〉〈m(t1)|eH(t0)dt
[
eG(m(t0),t,t0)dt|m(t0)〉
]
P (m(t0), 0). (42)
Since A+i Ai|m(tk)〉 = mi(tk)|m(tk)〉, for i = 1, 2, ...,M , we can replace the set m =
(m1,m2, ...,mM) in G(m(ti), t, ti) with the set
A+A = (A+1 A1, A
+
2 A2, ..., A
+
MAM). This allows us to move the sums over individual times
from the very front of Eq. (42) to the immediate left of each basis:
∑
m(tL)
〈m(tL)|eH(tL−1)dteG(A+A,t,tL−1)dt
 ∑
m(tL−1)
|m(tL−1)〉〈m(tL−1)|

×eH(tL−2)dteG(A+A,t,tL−2)dt
 ∑
m(tL−2)
|m(tL−2)〉〈m(tL−2)|
 . . .
. . . eH(t0)dteG(A
+A,t,t0)dt
∑
m(t0)
|m(t0)〉P (m(t0), 0), (43)
where we have rearranged the square brackets to call attention to the identity
1 =
∑
m
|m〉〈m|. (44)
Hence, Eq. (43) becomes∑
m(tL)
〈m(tL)|
[
eH(tL−1)dteG(A
+A,t,tL−1)dt . . . eH(t0)dteG(A
+A,t,t0)dt
]
×
∑
m(t0)
|m(t0)〉P ((m(t0), 0).
(45)
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The entire operator in the square brackets now acts on the initial state |ψ(0)〉 defined in Eq.
(17). Invoking the relation esV esW = es(V+W ) + O(s2) for arbitrary matrices V and W in
the limit s→ 0, expression (45) can be written as∑
m′
[
〈m′|eH˜(t,tL−1)dteH˜(t,tL−2)dt . . . eH˜(t,t0)dt|ψ(0)〉
]
, (46)
where m and m′ refer to the set (m1,m2, ...,mM) at t′ = 0 and t′ = t, respectively, and
H˜(t, t′) = H(t′) +G(A+A, t, t′). The expression in Eq. (46), satisfies the equation
d
dt′
|ϕ〉 = H˜(t, t′)|ϕ〉, (47)
or, if we define the state |ϕ〉 as
|ϕ〉 =
∑
m
Q(m, t, t′)|m〉, (48)
Q(m, t, t′) must satisfy Eq. (39). For t′ = t0 = 0, the only term in the brackets of Eq. (46)
is eH˜(t,0)dt = 1 + H˜(t, 0)dt+O(dt2); hence, as dt→ 0, Eq. (46) reduces to∑
m′
〈m′|ϕ〉 =
∑
m′
〈m′|
[
1 + H˜(t, 0)dt+O(dt2)
∣∣∣ψ(0)〉 (49)
and |ϕ〉 → |ψ(0)〉, or Q(m, t, 0) = P (m, 0). QED
To evaluate Eq. (37), we need only to replace G(m, t, t′) in Eq. (39) with (y − 1)gk(t−
t′)mM and solve for Q(m, t, t′). If the initial probability distribution for mRNA is Poisson,
P (m, 0) =
M∏
i=1
ηmii
mi!
e−ηi , (50)
then Q(m, t, t′) has the form
Q(m, t, t′) =
M∏
i=1
[ξi(t, t
′)]mi
mi!
e−h(t,t
′). (51)
Collecting the factors of n1 and n0, we obtain the equations for ξ and h:
dξ
dt′
= r+ Sξ + (y − 1)gk(t− t′)Bξ (52)
dh
dt′
= r − bξM , (53)
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where B = δi,Mδj,M . The dependence of ξ and h on the index k was left out for the
sake of simplicity. To satisfy the initial conditions Q(m, t, 0) = P (m, 0), we must have
ξi(t, t
′ = 0) = ηi and h(t, t′ = 0) =
∑
i ηi. Summing Eq. (51) over m leads to
Q(t, t) = exp
[
M∑
i=1
ξi(t, t)− h(t, t)
]
. (54)
Adding up all equations in (52) and subtracting Eq. (53), we obtain
d
dt′
[
M∑
i=1
ξi(t, t
′)− h(t, t′)
]
= (y − 1)gk(t− t′)ξM(t, t′). (55)
Integrating Eq. (55) over dt′, we obtain
Q(t, t) = exp
[
(y − 1)
∫ t
0
gk(t− t′)ξM(t, t′)dt′
]
. (56)
The former solution to Eq. (52) is
ξ(t, t′) = D˜(t, t′) +D(t, t′, 0)ξ(0), (57)
where
D˜(t, t′) =
∫ t′
0
D(t, t′, t′′)r(t′′)dt′′, (58)
D(t, t′, t′′) = T exp
[∫ t′
t′′
[S+ (y − 1)gk(t− t1)B] dt1
]
(59)
and T is again the time ordering operator. Inserting D˜(t, t′) and D(t, t′, 0)ξ(0) into Eq. (52)
separately, we obtain one set of equations for the vector D˜(t, t′) and another set of equations
for the matrix D(t, t′, 0):
d
dt′
D˜(t, t′) = r+ SD˜(t, t′) + (y − 1)gk(t− t′)BD˜(t, t′) (60)
d
dt′
D(t, t′, 0) = SD(t, t′, 0) + (y − 1)gk(t− t′)BD(t, t′, 0), (61)
with initial conditions that follow from Eqs. (58) and (59): D˜(t, 0) = 0 and D(t, 0, 0) = 1.
Eq. (56) can now be written as
Q(t, t) = exp
{
(y − 1)
[
ψ
(1)
k (t) +
M∑
j=1
ψ
(0)
kj (t)ξj(0)
]}
, (62)
where
ψ
(1)
k (t) =
∫ t
0
gk(t− t′)D˜M(t, t′)dt′ (63)
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and
ψ
(0)
kj (t) =
∫ t
0
gk(t− t′)DMj(t, t′, 0)dt′. (64)
Note that in Eqs. (62), (63) and (64) we put back the index k.
Results in Eqs. (62), (63) and (64) are correct only if the initial probability distribution,
P (m, 0), is Poisson. To obtain Q(t, t) for an arbitrary P (m, 0), we can apply the same trick
as in Eq. (26), except that now the operator G(t) must be replaced with
G˜(t) = T exp
[∫ t
0
[H(t′) + (y − 1)gk(t− t′)mM ]dt′
]
. (65)
The action of G˜(t) on a Poisson state |z〉, where z is any complex number, produces a new
state
G˜(t)|z〉 = |z(t)〉 =
∑
m
M∏
i=1
[ξi(t, t)]
mi
mi!
e−h(t,t)|m〉, (66)
with the initial conditions ξi(t, 0) = zi and h(t, 0) =
∑
i zi. Invoking Eq. (22), we can write
the expression for Q(t, t), for the initial conditions Q(m′, t, 0) = δm′1,m1 ...δm′M ,mM , as
Q(t, t) =
∑
m′
〈m′|G˜(t)|m〉
=
M∏
j=1
[∫ 2pi
0
dθj
mj!
2pi
e−imjθjee
iθj
]∑
m′
〈m′|z(t)〉
=
M∏
j=1
[∫ 2pi
0
dθj
mj!
2pi
e−imjθjee
iθj
]
exp
[
(y − 1)
(
ψ
(1)
k (t) +
M∑
l=1
ψ
(0)
kl (t)e
iθl
)]
=
M∏
j=1
[∫ 2pi
0
dθj
mj!
2pi
e−imjθje
[
(y−1)ψ(0)kj (t)+1
]
eiθj
]
exp
[
(y − 1)ψ(1)k (t)
]
=
M∏
j=1
[
(y − 1)ψ(0)kj (t) + 1
]mj
exp
[
(y − 1)ψ(1)k (t)
]
. (67)
Finally, inserting Q(t, t) in Eq. (67) into Eq. (36), we obtain
Fk(m,n, y, t) =
[
N∏
j=1
[
(y − 1)ψ(0)kj (t) + 1
]mj [
(y − 1)w(0)kj (t) + 1
]nj]
× exp
[
(y − 1)ψ(1)k (t)
]
. (68)
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For an arbitrary initial joint probability distribution, P (m,n, 0), the GF reads
Fk(y, t) =
[∑
m
∑
n
P (m,n, 0)
N∏
j=1
[
(y − 1)ψ(0)kj (t) + 1
]mj [
(y − 1)w(0)kj (t) + 1
]nj]
× exp
[
(y − 1)ψ(1)k (t)
]
= F (µ1(t), ..., µM(t), ν1(t), ..., νN(t), 0)exp
[
(y − 1)ψ(1)k (t)
]
, (69)
where F (u1, ..., uM+N , 0) is the initial GF, µi(t) = (y − 1)ψ(0)kj (t) + 1 and νi(t) = (y −
1)w
(0)
kj (t) + 1.
RESULTS
In this section we compute probability distributions and central moments using result
(69) and compare them to Gillespie simulations.
The probability of observing nN fully processed proteins is given in Eq. (4). To take the
nth derivative of F , we apply Cauchy’s integral formula, which states that
dnf(y)
dxn
=
n!
2pii
∮
dz
f(z)
(z − y)n+1 , (70)
where f(x) is a function that is analytic at the point y. The integral over the complex
variable z must enclose the point y but is otherwise arbitrary. We chose the contour to
be a unit circle in the complex plain, i. e. z = eiθ, solve numerically Eqs. (60) and (61)
for y = ei2pij/J for every j = 0, 1, ..., J , with J = 100, and interpolate the solutions with a
quadratic spline. Then, we perform the Cauchy integral for y = 0.
To obtain the first four statistical moments, we take successive derivatives of Eqs. (60)
and (61) with respect to y, and set y = 1. This leads to the following sets of equations:
d
dt′
D˜(0)(t, t′) = r+ SD˜(0)(t, t′)
d
dt′
D˜(i)(t, t′) = SD˜(i)(t, t′) + gk(t− t′)BD˜(i−1)(t, t′) 0 < i
d
dt′
D(0)(t, t′, 0) = SD(0)(t, t′, 0)
d
dt′
D(i)(t, t′, 0) = SD(i)(t, t′, 0) + gk(t− t′)BD(i−1)(t, t′, 0) 0 < i,
(71)
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where the upper index stands for the order of the derivative. Then, considering only the
first four moments, ψ
(1)
k (t) and ψ
(0)
kj (t) can be written as polynomials on (y − 1):
ψ
(1)
k (t) =
3∑
n=0
(y − 1)n+1
[∫ t
0
gk(t− t′)D˜(n)M (t, t′)dt′
]
(72)
ψ
(0)
kj (t) =
3∑
n=0
(y − 1)n+1
[∫ t
0
gk(t− t′)DMj(t, t′, 0)(n)dt′
]
. (73)
With respect to y, the GF in Eq. (69) is now analytic. Taking the first four derivatives of
Eq. (69) and setting y = 1, we obtain the following combinations of statistical moments for
the variable nN :
F (1) = 〈nN〉
F (2) = 〈nN(nN − 1)〉 = 〈n2N〉 − 〈nN〉
F (3) = 〈nN(nN − 1)(nN − 2)〉 = 〈n3N〉 − 3〈n2N〉+ 2〈nN〉
F (4) = 〈nN(nN − 1)(nN − 2)(nN − 3)〉 = 〈n4N〉 − 6〈n3N〉+ 11〈n2N〉 − 6〈nN〉
(74)
where F (l) = [dlFN(y, t)/(dy)
l]y=1. The first four central moments, defined as σ1 = 〈nN〉,
σl = 〈(n− 〈n〉)l〉 for l = 2, 3..., are
σ1 = 〈nN〉
σ2 = 〈n2N〉 − 〈nN〉2
σ3 = 〈n3N〉 − 3〈nN〉〈n2N〉+ 2〈nN〉3
σ4 = 〈n4N〉 − 4〈nN〉〈n3N〉+ 6〈nN〉2〈n2N〉 − 3〈nN〉4. (75)
Solving Eqs. (74) for the moments 〈nlN〉 and inserting the solution into Eqs. (75), we obtain
σ1 = F
(1)
σ2 = F
(2) + F (1) − [F (1)]2
σ3 = F
(3) + 3F (2) − 3F (1) [F (1) + F (2)]+ F (1) + 2 [F (1)]3
σ4 = F
(4) + 6F (3) + 7F (2) + F (1) − 4F (1) [F (1) + 3F (2) + F (3)]
+ 6
[
F (1)
]2 [
F (1) + F (2)
]− 3 [F (1)]4 . (76)
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FIG. 1. Comparison of the path integral method and Gillespie simulations for a system comprising
of three types of mRNA, three types of protein (M=N=3) and the following reaction rates: r =
5/min, d = 0.1/min, K = 1/min, ai = a¯i = 0.2/min, bi = b¯i = 0.1/min and q = 0.05/min. a)
probability distribution for n3 at t = 10, 20 and 50min, such that at t = 0 the system contains zero
gene products. b) the first four central moments, such that at t = 0, m1 = 59, m2 = 88, m3 = 44,
n1 = 982, n2 = 316 and n3 = 1977.
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We test the calculations above on a system with three post-transcription (M = 3) and
post-translation processes (N = 3), and with rates for the forward reactions that are equal
to the rates for the backward reactions, i. e. ai = a¯i and bi = b¯i for ai 6= bi, and for r(t) = a
constant. Fig. 1 shows the comparison between our results and Gillespie simulations. Fig.
1 a) shows the probability distributions for three different times, starting with the initial
conditions P (m,n, 0) = δm1,0δm2,0δm3,0δn1,0δn2,0δn3,0. Fig. 1 b) shows the first four central
moments for the initial conditions P (m,n, 0) = δm1,m′1δm2,m′2δm3,m′3δn1,n′1δn2,n′2δn3,n′3 , where
the set (m′1,m
′
2,m
′
3, n
′
1, n
′
2, n
′
3) was chosen randomly (see captions in Fig. 1).
CONCLUSION
We presented a novel approach to solving the Master equation for a one gene system
comprising of partially and fully processed mRNA and protein. The success of this approach
lies in the fact that the mRNAs influence the production of the proteins but not vice versa,
and in a theorem which allows for the conversion of an integral over infinitely many paths
taken by the mRNAs into an equation similar to the Master equation for the mRNAs. A
direct approach to solving the Master equation necessitates the consideration of all variables
at once. The effect of our approach is the separation of the variables, which reduces the
dimension of the problem to one. Although we only focused on probability distributions for
each variable separately, the steps detailed in the main text allow for the calculation of joint
probability distributions of two or more variables. Since the above-mentioned theorem is true
for any system in which one part of the system, A, affects another part, B, unidirectionaly,
this approach can be applied to problems involving several genes. The effect of our approach
in such a case would be the reduction of the problem’s dimension from A+B to A.
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