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A central challenge for many quantum technologies concerns the generation of large entangled
states of individually addressable quantum memories. Here, we show that percolation theory allows
the rapid production of arbitrarily large graph states by heralded photonic entanglement in a lattice
of atomic memories. This approach can greatly reduce the time required to produce large cluster
resource states for quantum information processing, including states required for universal one-way
quantum computing. This reduction puts our architecture in an operational regime where demon-
strated collection, coupling and detection efficiencies are sufficient for generating resource states for
universal quantum computing within an experimentally demonstrated coherence time. The approach
also dispenses the need for time consuming feed-forward, high-cooperativity interfaces and ancilla
single photons, and can also tolerate a high rate of site imperfections. We also derive the minimum
coherence time for the atomic memory to scalably create large-scale photonic-entanglement without
feed-forward as a function of collection efficiency, setting a critical benchmark for future experi-
mental demonstrations. We also propose a variant of the architecture with long-range connections
that makes our architecture even more resilient to low site yields. We analyze our architecture for
nitrogen-vacancy (NV) centers in diamond, though the approach applies to any atomic or atom-like
system.
The past years have seen rapid advances in control-
ling small groups of qubits encoded in atomic or atom-
like quantum memories. An important question now
concerns the development of architectures to efficiently
combine these memories into large-scale systems capa-
ble of general-purpose quantum computing [1–4], quan-
tum simulation [5, 6], and measurement near the quan-
tum limit [7]. A promising approach is entangling the
atomic qubits with optical links to generate cluster states.
Cluster states with adaptive measurements can perform
general-purpose quantum computing [8]. A key challenge
is to produce this cluster state fast enough to allow the
one-way quantum computing and error correction within
the finite coherence time of the memory. Large entangled
states of this type also serve as resources for other quan-
tum information processing applications, including quan-
tum simulation and quantum precision measurements.
Here, we show that percolation of heralded entangle-
ment allows us to create arbitrarily large cluster states.
This process is fast enough for implementation with de-
vice parameters that have been demonstrated; one does
not need high cooperativity cavities, ancilla single pho-
tons, or time-consuming feed-forward operations. In the
absence of errors, the missing bonds can be accounted for
with constant overhead [9–12]. In the presence of more
general errors, the scheme can be adapted to a fault-
tolerant architecture.The percolation approach also pro-
vides tolerance for site imperfections. When combined
with our novel transparent node architecture that allows
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long range connections, a further reduction in the perco-
lation threshold can be achieved. We also found a theo-
retical lower bond on the minimum time required to per-
colate in any lattice, and found that our proposed geome-
tries are within a factor 1.6 of this limit. Our approach
applies to a number of physical qubit systems, includ-
ing atomic gases [13, 14], ion traps [15], semiconductor
quantum dots [16–18], or rare earth ions [19], though for
clarity, we focus here on nitrogen vacancy (NV) centers
in diamond [20, 21].
NV centers have many favorable properties as quan-
tum memories. The NV− charge state has a robust opti-
cal transition for heralded entanglement between distant
NV centers [22, 23] and a long electronic spin (S=1) co-
herence time [24]. Recently, single qubit gates with fideli-
ties up to 99% were achieved with optimal control tech-
niques [25, 26]. NV centers can be coupled with nearby
nuclear spins [27], which have coherence times exceeding
one second even at room temperature [28]. The elec-
tronic spin state can be transferred to the nuclear spin,
and measurement of nuclear spin with high fidelity is pos-
sible by repetitive measurement of the electron spin [29].
In addition, the host material (diamond) is solid state
and can be coupled with integrated photonic devices [30]
for scalability.
Fig. 1 illustrates the percolation approach to cluster
state generation with quantum memories. We work in
the framework of cluster states where nodes represent
qubits in the state (|0〉+ |1〉)/√2 and edges/bonds repre-
sent controlled-Z (CZ) gates between neighboring nodes.
Consider a square lattice where every edge exists with
probability p as shown in Fig. 1(a)-(c). The computa-
tional power of such a system is related to the size of
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2FIG. 1. Cluster state generation by percolation. (a),(b) Tran-
sition in the size of the largest connected component (LCC)
with increasing bond probability. Spheres and lines repre-
sent nodes and bonds respectively, and the red spheres repre-
sent the LCC. When the bond probability (p) goes above the
percolation threshold (pc), the size of the LCC suddenly in-
creases and the cluster changes from being classically simula-
ble to a resource for universal quantum computation. (c) Ex-
panded view of (a). (d) Physical implementation of nodes and
bonds with NV centers in diamond. 1© Probabilistic Bell mea-
surement (Barret-Kok protocol) is attempted on two nearest-
neighbor broker qubits (electronic spins, blue spheres). 2©
Conditioned on one photon detection events, the two bro-
ker qubits are entangled onto a Bell state. 3© Hyperfine in-
teraction between electronic spins and nuclear spins (client
qubits, 15N) mediates controlled-Z gates. 4© X-basis mea-
surement of electronic spins projects nuclear spins into an
entangled state heralded by the measurement results (entan-
glement swapping)
the largest connected component (LCC) in the cluster
(shown in red). When p < 0.5, the clusters form small
disconnected islands. In this regime, for a lattice with N
nodes, the size of the LCC is O(log(N)) [31]. Single-qubit
measurements on such a lattice can be efficiently simu-
lated classically and hence, the resource is not sufficient
for quantum computing [32]. When the bond probability
exceeds 0.5 there is a sudden transition in the size of the
LCC: the number of nodes in the LCC is now Θ(N). This
is accompanied by a sudden transition in computational
power; single qubit adaptive measurements on the clus-
ter can enable universal quantum computing [12]. The
bond probability pc at which the transition takes place
is called the percolation threshold.
Figure 1(d) shows the physical implementation of the
entanglement (bond) creation with NVs. The nuclear
spins (red spheres) are “client qubits” that store entan-
glement. They are coupled to NV electronic spins or
“broker qubits”, that are entangled remotely by photon-
mediated Bell measurements. In each time step, we at-
tempt to create one edge (entanglement) at each node.
We consider the Barret-Kok protocol [33] on the bro-
ker qubits of neighboring nodes/sites. If the probabilis-
tic Bell measurement succeeds, the electron spins of the
corresponding NVs are entangled. This entanglement is
then transferred to the nuclear spin with an entanglement
swapping procedure, as illustrated in Fig. 1(f) and in the
supplementary material [34] and Ref. [1]. If the Bell mea-
surement fails, we wait for the nuclear spin and electronic
spin to be decoupled, which happens after a time period
of the hyperfine interaction. The whole cycle from ini-
tialization to entanglement swapping is assumed to be
approximately t0 = 5 µs based on recent experimental
demonstrations [23] [34].
The Barret-Kok protocol does not require ancilla
single-photons or high cooperativity cavities. Further-
more, photon loss does not degrade fidelity, which is crit-
ical to the error correction overhead. This increased fi-
delity comes at the price of low bond success probability
(Table I). This can be overcome in the percolation based
architecture. However, the imperfect cluster produced in
the percolation approach proposed here will need addi-
tional single qubit measurements which will be discussed
later.
The bond lengths could practically be very short, on
the order of tens of microns, so that the entire cluster
may be integrated on a chip, as illustrated in Fig. ref(fig:
SPDschematic). Each node in the architecture requires
an atomic memory and a 1 × d switch, where d is the
degree of the underlying lattice (4 for the square lattice).
Each edge in the lattice requires waveguides, a beam-
splitter, and two detectors for the Bell measurement.
At each time step, a spin-state selective optical pi-pulse
entangles a photonic mode with the electronic spin. Pho-
tonic modes coupled to neighboring electronic spins un-
dergo probabilistic linear optic Bell measurement. Suc-
cessful Bell measurement corresponds to the successful
creation of an edge in the cluster state. In natt time
steps, each edge is attempted natt/d times. Neighboring
switches are synchronized such that photons from neigh-
boring nodes arrive at the same time. Each switch only
needs to be flipped d−1 times during cluster generation,
and hence the switching time is negligible compared to
the whole process. Electro-optic modulators can switch
at sub-ns time-scales and the entanglement generation
time varies from ∼ 0.1 ms to ∼ 100 ms, depending on
the coupling scheme.
The probability of successfully heralding the entangle-
ment of two NV centers is p0 = η
2/2 [33], where η is
the efficiency of emitting, transmitting, and detecting the
photon entangled with the electronic spin (zero phonon
line, ZPL) from the NV excited state. Table I summarizes
3FIG. 2. Physical implementation of the proposed architec-
ture. A unit cell consists of an atomic memory, a 1×4 switch,
waveguides and 4 single-photon detectors. Single-photons
emitted from the atomic memory are coupled to the waveg-
uide and directed to the switch. The switch chooses one of
the nearest-neighbor nodes to be entangled with, and single-
photons are interfered using a 50/50 beam-splitter. Single-
photon detectors detect interfered photon projecting elec-
tronic spins onto an entangled state.
p0 for three representative types of NV-photon interfaces:
low-efficiency interfaces with p0 = 5 × 10−5 representa-
tive of today’s state of the art circular gratings or solid
immersion lenses (SILs) [23, 35, 36]), medium-efficiency
interfaces with p0 = 2 × 10−4 for NV centers cou-
pled to diamond waveguides [30, 37], and high-efficiency
p0 = 5 × 10−2 for nanocavity-coupled NV centers [38].
For all three coupling mechanisms, we assumed coupling
efficiencies that are realistic today [34]. After natt/d en-
tanglement attempts with a nearest neighbor, the proba-
bility of having generated a bond is p = 1−(1−p0)natt/d.
We performed simulations using the Newman-Ziff algo-
rithm [39] with 9 million nodes to evaluate the growth of
the clusters. Fig. 3(a) plots the fraction of nodes that are
in the largest cluster component (fLCC), as a function of
time from the start of the protocol for the three values of
p0, assuming t0 = 5 µs, with an underlying square lattice.
Initially, fLCC is O(log(N)/N) [31] where N is the total
number of nodes in the lattice. As the bond success prob-
ability passes the bond percolation threshold (pc), fLCC
TABLE I. Bell measurement success probability (p0), Bond
trial time (t0) and readout time for three different coupling
schemes
Collection Bullseye or SIL Waveguide Cavity
Bond success prob. p0 5× 10−5 2× 10−4 5× 10−2
Bond trial time t0
a 5 us 5 us 5 us
Readout time 4 us 800 ns 400 ns
a including state initialization
FIG. 3. Size of the largest connected component vs time
for (a) different values of p0, the Bell measurement success
probability in one attempt and (b) different underlying lattice
geometries. A square lattice is used in (a) and p0 = 0.02 % is
used for (b).
rapidly rises approaching Θ(1). For a degree d lattice, the
bond probability after time t is p = 1− (1−p0)t/t0d. The
time required to obtain a resource for universal quantum
computation is tc = t0d ln(1 − pc)/ ln(1 − p0), which is
shown with vertical dashed lines in the figure. The tran-
sition becomes sharper as the number of nodes in the
lattice (N) increases.
In all three collection schemes, the bond success prob-
ability exceeds the percolation threshold within 1 sec-
ond, which is the experimentally demonstrated coherence
time of a nuclear spin coupled to the electronic spin of
the NV [28]. These simulations reveal, surprisingly, that
even with free space coupling without any Purcell en-
hancement, an arbitrarily large cluster can be generated.
It is known that higher degree lattices have a lower
percolation threshold. Does the time to exceed threshold
(tc) change significantly with the lattice degree d? As
shown in Figure 3(b), tc is nearly the same for square
(d = 4), triangular (d = 6) and hexagonal (d = 3) lat-
tices. The reason is that increasing d lowers the bond
percolation threshold, but it also decreases the number
of entanglement attempts per edge, which is natt/d. This
is because a single broker qubit per NV requires entangle-
ment attempts to proceed serially. Increasing d would in
fact substantially lower tc if each site contained multiple
broker qubits that could be entangled simultaneously.
Let’s consider the most general case where we can at-
tempt Bell measurements on any pair of NVs at any time
step. What is the minimum time, t
(LB)
c (min(tc)), re-
quired to obtain a resource for universal quantum com-
putation without feed-forward, optimizing over all lat-
tice geometries? The bond probability after time t is
p = 1 − (1 − p0)t/t0d. For percolation, p ≥ pc i.e.
tc ≥ dt0ln(1− pc)/ln(1− p0). For a degree d lattice, pc ≥
1/(d− 1) [40, 41], with equality for a degree d Bethe lat-
tice. This leads to tc ≥ dt0ln(1− 1/(d− 1))/ln(1− p0).
tc is minimized as d → ∞ in which case we obtain
t
(LB)
c = −t0/ln(1− p0) which is the minimum possible
time required to generate a resource for universal quan-
tum computing without feed-forward. t
(LB)
c is plotted as
a black dashed line in Fig. 3(b). The lattice correspond-
ing to this threshold is the infinite-dimensional, infinite-
4degree Bethe lattice. Such infinite degree lattices are not
a resource for universal quantum computing [42], yet, we
find that the simple 2D lattices with nearest neighbor
connectivity are only a factor 3 above this limit and are
resources for universal quantum computing.
FIG. 4. (a) The minimum time required to obtain a perco-
lated lattice with sub-unity site-yield in the original architec-
ture. (b) fLCC as a function of time for different values of 
in the transparent node architecture. The insets shows the
bonds that can be attempted in a square lattice if the sites
marked with crosses are inactive/transparent. p0 = 0.02%.
Practically, a scalable architecture should be able to
tolerate non-functional sites (e.g. a far-detuned NV cen-
ters or a missing trapped ion). Even if all faulty nodes
and their edges are removed, as illustrated in Fig. 4(a),
the lattice can retain enough bonds for a percolated clus-
ter. The problem maps to site-bond percolation. In
Fig. 4(a), we plot the minimum time required to obtain
a percolated cluster as a function of the site-yield (q),
assuming NVs coupled to diamond waveguides (medium
p0 = 0.02%). In general, a reduced site-yield can be
compensated with a larger bond probability which would
require a longer time (more attempts) to reach. Follow-
ing the trend of the site percolation threshold (qc), the
triangular (qc = 0.5) performs better than the square
lattice(qc ≈ 0.593), which outperforms the hexagonal lat-
tice (qc ≈ 0.697). The site percolation threshold corre-
sponds to the minimum possible site-yield for percolation
with all bonds having succeeded (p = 1).
The architecture that we have discussed thus far allows
for only nearest neighbor connections between atomic
memories. Adding long range connections in the lat-
tice as shown in the inset of Fig. 4(b) can decreases the
threshold time and increase tolerance to imperfect site
yield. Such an architecture can be implemented by re-
placing the 1× 4 switch from Fig. 2 with a 5× 5 beam-
splitter array, which is depicted in supplementary Fig.
S1. The 5 × 5 beam-splitter array can be used to im-
plement any linear optic unitary between the set of in-
put and output modes [43], and compact on-chip ver-
sions have been demonstrated based on cascaded Mach-
Zehnder interferometers (MZIs) [44]. The MZI arrays al-
low us to make long range connections by turning nodes
“transparent”, entangling distant nodes while maintain-
ing a planar physical architecture.
Interestingly, this transparent architecture can be used
to reduce percolation threshold by randomly turning a
fraction 1 −  of the nodes transparent as shown in the
inset of Fig. 4(b). The resulting plot of fLCC vs time with
N = 9 million nodes is shown in Fig. 4(b). As  decreases
starting from one, the maximum possible value of fLCC
is also reduced from one to  because only a fraction 
nodes have active qubits. However, because the trans-
parent nodes increase the dimensionality of the lattice,
reducing  actually reduces the tc at which we obtain a
Θ(N) connected cluster for universal quantum compu-
tation. Therefore, for a given entanglement generation
time, there is an optimum value of  which gives us the
largest LCC. We numerically found a minimum possible
bond percolation threshold in the transparent architec-
ture of 0.33 which is achieved when 1/N    1, i.e.,
when  → 0 but the number of non-transparent nodes
in the lattice is still Θ(N). Faulty sites can be incor-
porated into the fraction of transparent nodes as long as
the yield far exceeds 1/N without affecting the minimum
entanglement time tc.
FIG. 5. The combination of bond probability and measure-
ment error probability achievable for different values of p0. In
order to achieve fault tolerance, the curve should have a por-
tion inside the shaded regions which correspond to adaptive
and non-adaptive measurement schemes from Ref. [45]
Fault Tolerance- We can obtain a regular lattice from
the percolated lattices in Fig. 3 with a constant over-
head by finding crossing paths and using single qubit
measurements [12]. Such an approach would be useful
for nearer term applications including simulating many-
body physics [5, 6], quantum metrology [7, 46] and quan-
tum repeaters [47–51]. Unfortunately, for fault-tolerant
universal quantum computation, the single qubit mea-
surements used to obtain the clean lattice could have
additional errors. However, we can adapt our architec-
ture for fault-tolerant quantum computation with the
Raussendorf lattice [52, 53] using recent results on fault
tolerance with nondeterministic entangling gates [45, 54].
We assume that single qubit measurement error proba-
bility increases with time as 1 − e−t/tcoh , where we use
tcoh = 1s. Following Ref. [45], fault-tolerance requires the
bond probability(p) and measurement error to be in the
two shaded regions in Fig. 5, which correspond to adap-
tive and non-adaptive measurement schemes. At t = 0,
the measurement error probability and bond probability
(p) are both zero. Both these probabilities increase as we
spend more time attempting entanglement generation,
5and we obtain the curves shown in Fig. 5 that depend on
the bond probability per attempt (p0). For low values of
p0, these curves never enter the shaded region. Assum-
ing a bond trial time of 5µs(Table I), we find that a value
of p0 ≈ 4 × 10−3 is required to meet the fault-tolerant
threshold which corresponds to an NV to detector cou-
pling efficiency of 9%. Although the Raussendorf lattice
is 3D, it can be constructed in a 2D architecture with a
small, fixed number of crossings [55].
We assumed here that both bit and phase flip prob-
abilities are the same. However, if the noise is biased,
our results may be significantly improved using recent
work on tailoring the surface code to such a scenario [56].
Although we deal with the problem of ionization, distur-
bance of nuclear spin in the presence of optical excitation,
and imperfections in the cycling transition [34], accurate
control of the microwave and optical transitions presents
a challenge, and is an area of active research [25, 57]. Fu-
ture work should also refine the error model to explicitly
include contributions from the internal dynamics of the
NV including spectral diffusion and transitions from the
|ms = 0〉 excited states to the dark state.
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