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1. INTRODUCTION AND DEFINITIONS 
1.1. Introduction 
This paper deals with the Besov-Hardy-Sobolev spaces B;,,(R,,) and 
F&(R,) on the euclidean n-space R,,. It is a self-contained survey about a 
special aspect, the theory of equivalent norms and quasi-norms in these 
spaces. In [22] we dealt extensively with characterizations of the spaces 
considered via rather different means: differences (dFf‘)(x) and derivatives 
(D”f)(x) of functions, several types of mean values of differences of 
functions, traces of harmonic functions, and temperatures in 
R,‘, , = {(A t) i XE R,,, I >O} on the hyperplane / = 0, etc. In that 
monograph we used specific tools for different characterizations. One aim 
of the present paper is to demonstrate that these different characterizations 
can be obtained from a unified point of view. In this sense this paper may 
be considered as the continuation and an improvement of [23] and of the 
Subsections 2.5.15-2.5.17 of the recent Russian edition of [22]. In order to 
make our presentations self-contained we include some arguments from 
these sources. The second aim of this paper is to extend the previous 
results. For that purpose we introduce weighted means of differences and 
derivatives of functions and distributions, which give also the possibility to 
characterize spaces B; ,(R,,) and F;JR,,) with negative smoothness s and to 
establish a localization principle for all these spaces in a rather easy way. 
As in [22] we are mostly interested in the non-homogeneous spaces 
B;,,(R,) and F;,,(R,?). But as a by-product of the presentation in this paper 
we also obtain corresponding characterizations of the homogeneous spaces 
&JR,) and &JR,) which are simpler, in general. In contrast to 1221 we 
try to avoid the technique of maximal functions as far as possible (but not 
always). The reason is that we obtain on this way more natural restrictions 
for the parameters s, p, and q for the different types of characterizations. 
The plan of the paper is as follows. In Subsection 1.2 we give the 
necessary definitions and add few further comments. Section 2 deals with 
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general characterizations. The concrete examples which are an essential 
part of this paper are discussed in Section 3. 
Although we try to make this paper essentially self-contained we shall 
not describe the historical background of the theory of the spaces B;,,(R,) 
and F&(R,,) which may be found in the two books [20,22]. But in 
Remark 10 and in 3.5 we give some more specific references as far as the 
topics treated in this paper are concerned. 
As usual uninteresting positive constants are denoted by the same letter 
c, where their numerical values may differ from formula to formula. 
1.2. Definitions 
We follow essentially [22, in particular Subsect. 2.3.11. Let R,, be the 
euclidean n-space. S and S’ stand for the Schwartz space of all infinitely dif- 
ferentiable rapidly decreasing complex-valued functions on R,, and the 
collection of all complex-valued tempered distributions on R,, , resectively. 
Because all spaces in this paper are defined on R, we omit “R,,” in the 
respective definitions. F and Fe i denote the Fourier transform and its 
inverse on S’, respectively. Let 0 <p < m then 
(usual modification if p = cc ). Let @ be the collection of all 
systems{qj(X)}p, c S with the following properties: 
(i) qj(x)=cp(2Pix), ifj= 1,2, 3 ,..., (1) 
(ii) supp’po={xI lxld2}, suppq={xI$~ 1x162), (2) 
(iii) c,“=. cpj(x) = 1 for every x E R,,. (3) 
Remark 1. In contrast to [22, Subsect. 2.3.11 we use (1) from the very 
beginning. This is not a serious restriction, cf. [22, Remark 1 in 2.3.11. If 
one uses more general systems {cp,(x)}F:, then (2) must be replaced by 
suppqjc {x12-jP’6 IxI<2’+‘} (4) 
for j= 1, 2, 3, . . . and one must be sure that for every multi-index z there 
exists a positive number c, such that 
2”“’ ID”cp,(x)l < c, for allj = 0, 1, 2, . and all x E R,. (5) 
In the above special case, (4) and (5) are satisfied. 
Remark 2. Systems of the above type will be used in order to define the 
non-homogeneous spaces B;,y and F; y. For the definition of the 
homogeneous counterparts of the above ‘spaces, @ must be modified as 
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follows. C$ is the collection of all systems (vi(x) > y= _ nD c 5’ with( 1) for all 
integers j, (2), and (3) with CJ’Y! ~3c instead of C,T,, for XE R,- (0). Of 
course, Remark 1 can also be modified in an obvious way. 
DEFINITION 1. Let {am>,“,, E@. Let -coco.s<cc and O<q<x. 
(i) If O<pdco then 
(usual modification if q = CG). 
(ii) If 0 <p < co then 
, (7) 
(usual modification if q = a~). 
Remark 3. This definition makes sense because by the Paley-Wiener- 
Schwartz theorem (F- rcp,Ff)(x) is an analytic function for everyfE s’. For 
sake of simplicity we always write (a-‘cp,Ff)(x) instead of the more correct 
version (F-‘[qjFf])(x). In other words, F-’ is applied to the distribution 
cpjFJ The theory of these spaces has been developed in [22]. In particular, 
B;,y and F;.q are quasi-Banach spaces (Banach spaces if p 3 1 and q > 1). In 
the sense of equivalent quasi-norms they are independent of the chosen 
system { cpi} E @. This justifies to write IIf I B;,JI and Ilf I E&I/ instead of 
llf I B;,J trplJ and IIS I F;,qll iqJp,)7 respectively, in the sequel, if (cpj> is an 
arbitrary system belonging to @. Furthermore these two scales cover many 
classical function spaces: Holder spaces, Zygmund classes, Besov-Lipschitz 
spaces, Sobolev spaces, Bessel-potential spaces, and spaces of Hardy type. 
For details we refer to [22], but some of these claims are also essentially 
covered by the equivalent quasi-norms described in this paper. 
Remark 4. In our terminology B;,y and F& are non-homogeneous 
spaces. We describe their homogeneous counterparts &$,, and &y. For that 
purpose one replaces { qj(x)}T==, E @ in Definition 1 by {cp,(x)!;“= ~r E 6 
and C,Y?~ in (6) and (7) by c,c _ ~ ; cf. Remark 2. There IS a small 
technical difficulty, because 
if f is a polynomial. Hence these spaces should be considered modulo 
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polynomials. A more detailed consideration of this point may be found in 
[22, Chap. 51. Again we write Ilf 1 &,/I and ljf I p;,,I/ instead of 
Ilf I I&II ice/} and lif 1 fiPJ iv/), respectively, in the sequel. 
DEFINITION 2. Let ((P,(x)J;~~@ or {cp,(x)},“_ * E 4 and let f‘~ S’. 
Let a>O. Then 
(cp*f),(x)= sup I(Fpl~jFf)(x-y)l 
I 1 + 12’yl” ’ -YE&,, .v E R, 
(8) 
(maximal function). 
Remark 5. Occasionally we shall use the technique of maximal 
functions in this paper, sometimes also for more general systems { cp,}. As a 
special case of the theorem in Subsection 2.3.6 in [22] we recall the follow- 
ing result. 
(i) If a>n/p and {(P,(x)),~C,~E@ then 
f 2’Ay II&m, I L,IIY 
/=o 
(modification if q = a3 ) is an equivalent quasi-norm on B;., 
(ii) If a > n/min(p, q) and {Cam);=,, E @ then 
(9) 
(10) 
(modification if q = 00) is an equivalent quasi-norm in F;,,. There is a com- 
plete counterpart for the homogeneous paces I?& and F;,,. Of course, (i) 
and (ii) are valid for all admissible values of s, p, and q in the sense of 
Definition 1. 
2. GENERAL CHARACTERIZATIONS 
2.1. Spaces of Type F;,, : Basic Results 
Let 0 <p < cc and 0 < q < co. We introduce the abbreviations 
> 
and r~~,~=n 
1 1 
mW4 9, 1) 2 > 
(11) 
and 
-1 
> 
and c?,,~ =n 
1 
minh 9, 1) 
-1 ; 
> 
(12) 
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cf. [22, 2.531. Let h(x) E S and H(x) E S with 
suPPhc {Y I IYI 621, SUPPff~{YI$dlYl~4j, 
h(x) = 1 if /xl< 1 and H(x)=1 if +dIxl<2. 
THEOREM 1. LetO<p<co,O<qd~,and-~<s<<,. Lets,ands, 
be two real numbers with 
.q)+r?p,,<s<s, (13) 
and s1 > CP. Let cpO(x) and q(x) be infinitely differentiable complex-valued 
functions on R, and R, - {O}, respectively, which satisfy the Tauberian 
conditions 
I%fx)l’o if 1x1 62 
and 
IP( > 0 if +< IxI<2. 
Let a > n/min(p, q), 
mSS:,.., 2-“‘“SR. I(F--‘d2”~) W.))(y)l (1 + lylY’dy< aci, 
and 
Let 
c-pi(X) = (p(2-‘x) if xsR,,- {0} 
and j= 1, 2, , . . . . Then 
IK 
i~02J’q IW’PiFfW)“” 1 Lpi1 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
(20) 
(modification if q = co) is an equivalent quasi-norm in Fi y. 
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Proof: Step 1. In the first two steps we prove that the quasi-norm in 
(20) can be estimated from above by c Ilf / F;,q 11. Let {p,(x) },T 0 E: @, where 
we replaced the cpls in the original definition by the p,‘s. In particular we 
have p,(x)=p(2-lx) if j= 1, 2, 3, . . . . Let pi(x)=0 if j= - 1, -2, . . . . Then 
we obtain 
2,“(F-‘qjFf)(x)=2’” f (F-‘qip,+iFf)(x)= f ... + 2 . ..) (21) 
/= z /= -2 l=K+l 
where K is a natural number which will be chosen later on. We estimate the 
first sum. Let 
i%(x) = I.4.” ,a~), P(x) = (xIS’ p(x), and 
fij(X) = fi(2-ix) if j= 1, 2, . . . . (22) 
Then we have 
f 2’“(Fp1~jP,+,Ff)(X) 
/= cc 
Q f 2”“-“1(F~‘~Z.litilb,+,(~) Ff) (x)1. (23) 
/=-K, 
One can replace cpj(z) on the right-hand side of (23) by q,(z) Iz(c~~‘z), 
where c is an appropriate positive number which depends on K. Let 
j= 1, 2, . . . . Recall cp,(z) = (~(2~jz). Then j(F-’ . ..)(x)l on the right-hand 
side of (23) can be estimated from above by 
, (p(2 -‘z) h(c2 -‘z) 
12--‘zl”’ 
Pj+lFf)(x-l’)l &. (24) 
Recall (F-‘lw(2p’.))(y) = 2’“(Fp’lu)(2$). We apply this formula to the first 
factor in (24) and replace afterwards 2’4’ by y. We use (8) with fi, instead of 
‘pi. Then we have 
I(F-‘2’“+“iTj+,~‘)(~-2piy)I ,~2’~+‘)‘(~l*f,f)~(x)(l + Irl)“, (25) 
where c depends on K (but not on x, y,j, and I). We put these transfor- 
mations and estimates in (23) and obtain 
,=g, 2js(Fee’V,P/+jB)(X)~ GC f 2”“l +‘2(‘+‘)‘(~;+ ,f)Jx), (26) 
/=-cc 
where j= 1, 2, 3, . . . . We used (16). We apply first the /,-quasi-norm with 
640.52.2-4 
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respect to j and afterwards the L,-quasi-norm with respect to x. Because 
s, > s we obtain 
Because a > n/min(p, q) we can use the vector-valued maximal inequality 
from [22, Subsect. 1.6.21, only the term with PO(x) = Ix\” p,(x) is critical. 
We return to this point later on in Remark 6 where we prove that 
II~-‘ihFfl L,Il G c lid-WY- I L,ll (28) 
holds provided that s, > c?,,. Then the maximal inequality can be applied 
and (27) can be estimated from above by 
c io lI( I/Y 2msy I(P&Ff)( .)I” ) I II L, . (29) 
Finally, by (28) and the vector-valued Fourier multiplier theorem from 
[22, 1.6.31, (29), and consequently (27), can be estimated from above by 
c 
Il( 
f 2*=J I(F-‘&Jy)(.)I~ liq 
> I II 
L, = c llf I fy. (30) 
t?Z=O 
The term with j = 0 can be incorporated afterwards. In other words, we 
have 
i!(jzo I,=! 2”(p~1’p,Pl+jF/)(~)/q)“y / Lp(i Gc Ilfl F~X,yllr t31) 
cc 
where c depends on K. 
Step 2. We estimate the second sum in (21), where we now calculate 
carefully the dependence of the constants on K. The counterpart of (22) 
reads as follows, 
P(x) = IxlSO p(x), Pi(X) = fi(2 -‘x) if j= 1, 2, . . . . (32) 
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Instead of (23) we have now 
d f 2’(~~~.)i(~-i~“~(2-j~‘;)2.“‘“P,,,(I)B)(X)/. 
l=K+l 
(33) 
We have obvious counterparts of (24) and (25) where we replace i and 
.~-2-~y in (25) by fi and x- 2.-‘-‘y, respectively. Then we obtain 
(34) 
where we used (17), (18) 
j I( R, F- 
, (P(2”z) H(z) 
(2mZ(S0 ) I 
(Y) (1 + IYI”) dY 
< c2p”“n 
s IV’-‘d2’W Wz))(v)l (I+ lvl”) dy (35) R. 
and a similar estimate with cpO instead of cp. Estimate (34) is the counter- 
part of (26) where c is independent of K. In the same way as in the first 
step we arrive at 
2’“(Fp’~jp/+jFf)(.) ’ I” 
I) ! 
L, Q c2-K(S-Sa) 
!I 
IV I c,qll, (36) 
where we used s0 < S. The constant c in (36) is independent of K. Now, 
(21), (31) and (36) prove that the quasi-norm in (20) can be estimated 
from above by c Ijf I F&II. 
Step 3. We prove that IIf I F;,q)I iPm) can be estimated from above by 
the quasi-norm in (20), where (p,(x)};=, E @ has the above meaning. Let 
IC/(X)ES be a function with supp$c {JJ I lyl ~2~+‘} and $(x)=1 if 
1x1 <2K, where we choose the natural number K later on. By (14) (15), 
(19), and the properties of the functions p,, we have 
IV-‘~jW)(x)l = lW’~,~(2-‘Mf)(~)l 
-CR. I( ’ ;) F- - (y)(F-‘~p~$(2~‘.)Ff)(x-y) dy. (37) 
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For fixed x E R, the Fourier transform of the y-function in the integral in 
(37) has a support contained in a ball of radius ~2j+~, where c is indepen- 
dent ofj and K. Let 0 < r < min( 1, p, 9). We use an inequality of Nikol’skij 
type, cf. [22, (1.3.2/5)], and obtain 
(Y)(F~'cpjlCI(2~'.)Ff)(x-y) 'dy. (38) 
Let j= 1, 2, 3, . . . . Then we have 
where b > 0 is at our disposal. A corresponding estimate holds forj = 0. We 
put (39) in (38) and obtain 
<c2(i+KM(1-‘r)+/nr IU-‘cp,$W’4 Ffb-y)I’dy, 
(40) 
where G?> 0 is at our disposal. The integrals in (40) can be estimated from 
above by 
~2~j"+"'(M IFp1cp,$(2p'.)FfJr)(x), (41) 
where M stands for the Hardy-Littlewood maximal function. We put (41) 
in (40), choose d> n and arrive at 
IW’P,W)(-~ d ~2 K'l('-rr(M lF~'40,~(2-'.)FSl')(~). (42) 
Recall 1 <p/r < oc and 1 <q/r 6 03. We multiply both sides of (42) with 
2’“’ and apply the lylr-norm with respect o j and afterwards the I,,,,-norm 
with respect to x. By the vector-valued maximal inequality due to Feffer- 
man and Stein (cf. [7] or [22, 1.2.3]), which holds also for q= CG, we 
obtain 
IK ,=o
< c2K”(’ ~ r) 
. 
li( 
5 (MlFp'2J"(pj1C/(2p'.)Fj 
/=O 
< ,/2K”‘l --i-1 
. 
IK 
,!(I 12”(F- ‘(~,442 ‘.I t/X 
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where c and c’ are independent of K. Because 
cp,$(2-‘.)=cpi-cp,(l-$(2-j.)) 
the right-hand side of (43) can be estimated from above by the rth power 
of the quasi-norm in (20) (this is just what we want) and an additional 
term 
C2Kn(l ~ r) 
IK f 2’“4 I(F-‘cp,(l -$(2-‘.))Ff)( .)I” 1’y L, I. (44) /=O ) I II 
However, this term can be treated in the same way as in the second step, in 
particular we have an obvious counterpart of the estimate in (36). Hence, 
the term in (44) can be estimated from above by 
C2Krol((I/r)- l)- (s -.\(I)) 
II f I F;J r. (45) 
By (13) we may assume that n(( l/r) - 1) - (s-so) < 0. Recall that the 
natural number K is at our disposal. We choose K large. Then the term in 
(45) can be estimated from above, say, by 4 1l.f ( F;,Jr. Now (43) and the 
above splitting yield the desired estimate. 
Remark 6. We prove the estimate in (28). This problem can be reduced 
to 
IlF ’ l-xl” 4~) Fg I &II 6 c I/g I LPI/, (46) 
where C(X) ES with a(x) = 1 if /xl < 1 and G(X) = 0 if 1x1 > 2, and gE L, is 
an arbitrary function with supp Fgc {y I lyl 5 1). By Theorem 1.5.2 in 
[22] this estimate is valid if 
Ixl.” a(x) E H; with K>o,, (47) 
cf. ( 1 l), where H; are the usual Bessel-potential spaces on R,, (Sobolev 
spaces if K is a natural number). Because s, > C,, we may assume that 
s1 + (n/2) > K > G,,. Let 1,(x) be an infinitely differentiable function on R,, 
with~(x)=lif~x~~2and~(x)=Oif~x~~l.Then{~x~~’a(x)E.(2~x)}~~,is 
a fundamental sequence in H;. This follows by straightforward calculations 
if K is a natural number. For fractional numbers K it is a matter of inter- 
polation or of the so-called multiplicative inequalities for Bessel-potential 
spaces. This completes the proof of (28). We add a further observation 
which will be useful later on. In Steps 1 and 2 we used only so < s. In other 
words, in order to estimate the quasi-norms in (20) from above by 
lif I P;,,Il the condition s > so is sufficient. 
In the following corollary we extend the notation (qTf),(x) from (8) to 
the functions ‘pi under consideration here. 
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COROLLARY 1. Let O<p<oo, O<q<oc, and --x<s<x’. Let 
a > n/min(p, q). Let s0 and s1 be two real numbers with 
s,+a<s<s, (48) 
and s, > C,,. Let cpO(x) and cp(x) be the two ,functions from Theorem 1 uxith 
(14)-(18). Let q,(x) withj- 1, 2, 3, . . . be given by, (19). Then 
(49 1 
(modtfication tf q = co ) is an equivalent quasi-norm in F;~,. 
Proof: One can follow the proof of Theorem 1. We indicate the 
necessary modifications. We begin with (21) with X- 2 ‘,I instead of X. 
Then we use (25) with x - 2 -‘I, - 2-j~ instead of x- 2 ‘y and the 
additional factor (1 + lzl)” on the right-hand side. We divide both sides of 
the modified estimate (26) by (1 + /=I )” and take afterwards the supremum 
with respect to z E R,,. This yields (3 1) with 
sup IW’rp,P,+,Ff)b-2 m’;)l 
(1 + lzl)” 
instead of (F-‘cp,p,+,Ff)(.u). (50) 
ZERO 
We modify the second step of the proof of Theorem 1 in the same way. 
Then we obtain (34) with x - 2 -‘z on the left-hand side and the additional 
factor 2’7 1 + 1~1)” on the right-hand side. Because now so + u < s we obtain 
(36) with the same substitute as in (50). This proves that the quasi-norm in 
(49) can be estimated from above by llfl F;, Jj. The other direction follows 
from Theorem 1 because I?,,,~ <a. 
Remark 7. In this paper we are not so much interested in equivalent 
quasi-norms where maximal functions are involved. We included the above 
corollary for sake of completeness and in order to emphasize the difference 
between (13) and (48) which will be of crucial importance later on. 
There is an immediate counterpart both of Theorem 1 and Corollary ! 
for the homogeneous paces pi,,. The proofs are essentially the same, but 
simpler. We formulate the result. 
COROLLARY 2. Let O<p<ocj, O<q<<, and -W<SSW. Let 
a > n/min(p, q). Let q(x) be an infinitely differentiable complex-valued 
function on R, - {0} which satisfies ( 15), and let q,(x) be given by’ (19) 
where J' is an arbitrary integer. 
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(i) Let s0 ands, he two real numbers with (13). Let (16) and (17) be 
satisfied. Then 
IK f 2’“4 I(F-‘cp,Ff)( .)I” “y L, ,= x 1 I !i (51) 
(modification tf q = ~5) is an equivalent quasi-norm in L$q. 
(ii) Let s0 and s, be two real numbers with (48). Let (16) and (17) be 
satisfied. Then 
(52) 
(modification if q = 0~) is an equivalent quasi-norm in l$,y. 
Remark 8. As remarked above the proof is the same as the proofs of 
Theorem 1 and Corollary 1. The assumption s, > r?,, is now not necessary 
and, of course, also not the assumptions for cp,(.u). 
Our considerations in Section 3 are mainly based on conditions of type 
(16)-( 18) both for the spaces F&, and Bhy. However, it will be useful to 
give a more handsome reformulatton of these conditions. Recall that H; are 
the Bessel-potential spaces on R,, (Sobolev spaces if 0 is a natural number). 
COROLLARY 3. Let the hypotheses qf Theorem 1 ,for the numbers p, q, s, 
sO, s, and a be satisfied. Let o > n/2 + a. Let q,(x) be the ,functions ,from 
Theorem 1 where (16))( 18) are replaced by 
(16’) 
sup 2 mh0 ll(p(2”‘.) H( .) 1 H;ll < cc, (17’) 
m = 1,2.... 
and 
sup 2-““o Il(cpo(2”.) H( .) 1 H;II < co, (18’) 
m = I, 2.... 
respectively. Then (20) is an equivalent quasi-norm in I$,,. 
Proof Let O<r< 1 and -cc <b< co. Then 
llW1~)(~)(l + 1~1)’ I L,ll Gc 112 I *II (53) 
with 6 > n((l/r)- (l/2)) + b. This is a well-known estimate; cf. e.g., [21, 
p. 601 or [19,22] (the proof in [22, 1.5.21 for b =0 can also be extended 
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immediately to b #O). However, (53) with r = 1 and a = b shows that 
( 16))( 18) follow from ( 16’)-( 1 S’), respectively. 
Remark 9. In particular if 0 is a natural number then the conditions 
(16’)-( 18’) can be checked easily. Later on we shall use a combination of 
the conditions (16)-( 18) and (16’))( 18’). Of course the conditions in the 
Corollaries 1 and 2 can also be re-formulated in the sense of the above 
corollary. 
Remark 10. Considerations of the above type are not new, both for the 
spaces F;,q and B&, and also for their homogeneous counterparts (cf. [22, 
2.3.6, in particular Remark 31 where we have given some references to 
preceding papers). However, as far as conditions of type (13) or (48) (and 
their even better counterparts for the spaces B;,q which will be described in 
Subsect. 2.3) are concerned, the correspondmg assertions in [22, Sub- 
sect. 2.3.6) are very rough and only of restricted value in order to obtain 
equivalent quasi-norms. Furthermore the great service of the Tauberian 
conditions (14) (15) was simply overlooked in [22]. A first improvement 
was obtained in [23], mostly for the spaces Biy. We included some of this 
material in the Subsections 2.5.15-2.5.17 of the recent Russian edition of 
[22]. Tauberian conditions have a long history. As far as the systematic 
use of ideas of the above type in the framework of the theory of function 
spaces and related problems in approximation theory are concerned we 
refer to Shapiro [17, 181. Furthermore, Riviere and Madych developed in 
[16, lo] this method in great detail in order to study Holder spaces. Some 
results in this connection for the spaces f& with 1 dp $ cc may also be 
found in [ 15, Chap. S] (cf. also [ 1 ] for further references and useful infor- 
mations). As far as a unified approach to the theory of equivalent quasi- 
norms in the spaces Bj,,y and F;,q is concerned the results of this paper seem 
to be new, in particular if p < 1. 
2.2. Spaces of Type Fi.,: Modfications 
Let q(x) = (e’i’ - 1 )“, where yx stands for the scalar product of the 
variable XE R,, and y E R,, and M is a natural number. Then 
(F-‘cpFf)(x) = (d,“f’)(x), where A.;“” are the usual differences of functions 
on R,. Characterizations of spaces of type FE, and B;,, via differences A.7 
are very desirable. For appropriate numbers ‘.rO and s, hypotheses of type 
(16) and (17) for the above function q(x) are fulfilled, but not the 
Tauberian condition (15). On the other hand if one does not deal with a 
single function (eiY-’ - I)“, but with an appropriate finite set of these 
functions { (eiyk, - l)“},N=, or families of these functions of type 
{(eiY”-l)M)lrl=l or {(e”‘- 1)“}l~ly1~2 then the Tauberian condition 
(15) is satisfied in some sense and one can expect characterizations of type 
(20). In this subsection we describe the necessary modifications, compared 
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with the preceding subsection. We are not interested in most general for- 
mulations but we restrict our attention just to those functions cp which 
cover the examples which we have in mind. The numbers o,,, etc., and the 
functions h(x) and H(x) have the same meaning as at the beginning of 
Subsection 2.1. Furthermore, R, stands for the real line. 
THEOREM 2. Let O<p< co, O<qb co, and --GO <SC co. Let s0 and s, 
be two real numbers with (13) and s, > 5,. Let q,,(x) be the same function as 
in Theorem 1, including ( 14) and ( 18), where a > n/min( p, q). Let cp( t) be an 
infinitely differentiable complex-valued function on R, - { 0) which satisfies 
IdtN > 0 if i<t<8 (54) 
(Tauberian condition) and 
p-, CP(YZ) 4) 
IZIS’ > I 
(Y) (l+lyl)“d~<~ (55) 
l(F-‘cpP’~z) W))(y)l (1 + IYIY dy < ~0. (56) 
Then 
lIF--'%Ff I &(I + 
il( 
J Ihl~ .v IW’dh.) ,, 
1 
(57) 
lhl < 1 
and 
llPcp,Ffl L,ll + 1; t-~ sup I(F-l(n(h-)~f)l.)l’~~‘iq 1 Lpi1 
IK 
(58) 
1!2<lhl</ 
(modification if q = GO ) are equivalent quasi-norms in F;,,. 
Proof Step 1. We use the same argument as in Step 1 of the proof of 
Theorem 1 with ~(2~jyx) instead of q,(x) ifj= 1,2, . . . and 1 d IyI <2. Then 
we obtain (26). We take the supremum with respect to these y’s and 
proceed afterwards in the same way as in (27))(31). We obtain 
IK ( f,=l ,=<, 2”1 s;p<z 
l/u 
I(F-‘V0(2-‘Yz) P/+jCz) Ff )(‘)I)’ 
. . > I Lp II 
dc VI ~;,,ll (59) 
and a corresponding estimate with cp,,. Next we use the same arguments as 
in Step 2 of the proof of Theorem 1. We arrive at (34) with (~(2 -jyx) 
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instead of vi(x), where j = 1, 2, . . . and 1 6 1~1 6 2. We take the supremum 
with respect to these y’s and obtain the following counterpart of (36) 
and a corresponding estimate with cpO. However, the quasi-norm in (57) 
can be estimated from above by the quasi-norm in (58) which in turn can 
be estimated from above by the sum of the left-hand sides of (59) and (60) 
and corresponding terms with (p,,, and hence by Ilf I F;,, 11. 
Step 2. In order to prove the reverse inequality we must modify Step 3 
of the proof of Theorem 1. Let y with 1 d IyI 62 be given. Then 
{x I +< 1x1 d2, IdYX)l >O) covers a sectorial set Q, = { y / $ < 1~1 < 2, 
lwlYl)-(YllYl)l w f or some b >O. Let again {P,Jx)}$=~E CD with 
p,(~)=p(2~“x) if nz= 1, 2,.... We decompose the basic function p(x) by 
p(x) = C,“=, P(~)(X) such that for any y with 1 < IyI < 2 we find a number k 
such that supp P@) c 0,. Thus is always possible if one chooses N large 
enough. Let k be given and let 1 6 IyI < 2 with supp pCk’ c 0,. We follow 
the arguments of Step 3 of the proof of Theorem 1 with ~‘~‘(2 -‘x) and 
(~(2 -jyx) instead of pi and cpi, respectively. We arrive at the counterparts of 
(38) and (39), where in the latter inequality we may assume that the 
corresponding right-hand side is independent of k and y. We substitute this 
inequality in the just-described modification of (38) and integrate over 
those y’s which are connected with the given number k in the above sense. 
Afterwards this integration can be extended to all admissible y’s. Then the 
corresponding right-hand sides are independent of k. Summation over k 
yields (40) with 
instead of I(F-‘cp,$(2P’.) Ff)(x-y)(, where we used that 
I . ../ %c(I, l...lQq 
We have the counterparts of (43) and (44). We use the same splitting as 
after (43). The substitute of IF-‘cpjFfl is (sl G ,?, G2 ~F-‘cJJ(~~$.) Ffl” dy)‘lY 
and the corresponding term yields (57). The remaining term, i.e., the coun- 
terpart of (44), can be estimated with the help of (60) in the same way as 
after (44). This shows that IIf I E&/l can be estimated from above by the 
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quasi-norm in (57) and, consequently, also by the quasi-norm in (58). The 
proof is complete. 
Remark 11. Under our specific assumptions for Q(X) one can omit 
supI G ,?, S z in (55) and (56), because it is sufficient to know corresponding 
estimates for a fixed y # 0. However, if one replaces cp(yx) by more general 
families of functions q,(x), then one needs formulations of type (55) and 
(56). As we observed at the end of Remark 6 the assumption s > s0 is suf- 
ficient in order to estimate the quasi-norms in (57), (58) (and also in (61) 
below if s > 0) from above by the Fi,,-quasi-norm. Furthermore the 
Corollaries 1 and 3 have respective counterparts. The corresponding coun- 
terpart of Corollary 2 will be formulated separately later on. 
COROLLARY 4. Let all the hypotheses of Theorem 2 be fulfilled and let in 
addition s > 0. Then 
(modification tf q = a ) is an equivalent quasi-norm in l$,. 
Proof We have to prove that the quasi-norm in (61) can be estimated 
from above by the quasi-norm in (58). For this purpose we estimate 
supo< ,,, <, from above by C,“=, sup, ,-I, G ,h, G 2m,,. Then we have 
This is just the desired estimate. 
COROLLARY 5. LetO<p<oo,O<q<oO,and -CCCOSSCD. Lets,and 
s, be two real numbers with (13) and s, > 6,. Let cpo(x) be the same,function 
as in Theorem 1, including ( 14) and ( 18 ), where a > n/min(p, q). Let 
q?“‘(X), . . . . (pCN’(x) be N infinitely differentiable complex-valued functions on 
R, - { 0 > which satisfy 
if f Q I.4 < 2 (62) 
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(Tauberian condition) and (16), (17) with v(k) instead of cp. Then 
and 
IF- lvoFf I &II 
are equivalent quasi-norms in Fi,,. If, in addition, s > 0 then 
w’cpoff I Lpll 
tr”“ sup I(F-‘cp’k’(z.) Ff)(.)l”t L, (65) 
o<r<r 
is also an equivalent quasi-norm in F&. 
Proof. This corollary is simply the discrete version of Theorem 2 and 
Corollary 4. The proof is the same. 
Remark 12. In particular (63), (64) and, if in addition s>O, (65), with 
N=l and (p(l)= cp are equivalent quasi-norms in F;,y, where q has the 
meaning of Theorem 1. 
COROLLARY 6. Let O<p<oo, O<qda, and -cccos<~. Let 
a>n/min(p, q). Let so and s, be two real numbers with (13). Let cp(t) be an 
infinitely differentiable complex-valued function on R, - { 0} which satisfies 
(54)-( 56). Then 
(66) 
and 
sup I~F-‘cpWM7-)(~)lYf L, II 
(67) 
r/2 c Ihl < I 
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(modification if q = 00 ) are equivalent quasi-norms in p;,y. If, in addition, 
s > 0 then 
dt liu 
sup IV--‘cp(h.) EM-)IyT 
> I 
L, (68) O<lhl<, 
(modification if q = 00 ) is also an equivalent quasi-norm in I$,. 
Remark 13. This corollary is the counterpart of Theorem 2 and 
Corollary 4 for the homogeneous paces pp,y. Furthermore there is also an 
obvious counterpart of Corollary 5. 
Further modifications. It is quite clear that some of the above con- 
siderations can be generalized and modified. For instance, the C”- 
smoothness assumptions for the functions ‘p,, and cp from the two theorems 
and the subsequent corollaries can be weakened, e.g., in the sense of the 
Bessel-potential spaces from Corollary 3. Furthermore, one can replace the 
special family { (p(hx)},, E R, in Theorem 2 by more general families 
hWh,R~ which satisfy conditions of type (55) (56). However, we wish 
to describe another modification in some detail because there is a connec- 
tion with the so-called tent spaces which attracted some attention recently, 
(cf. [S, 6]), and also with characterizations of the spaces I$, via Lusin 
functions given by Paivarinta [12, 13, 141 (cf. also [22, 2.12.11). Let C, be 
the truncated cone 
C,={(Y,~)IY~R,,~~~~~,IYI~~} (69) 
in R,+,. Then one has the following modification of Corollary 1, where we 
now prefer the continuous version: Let O<p < co, O< q < co, and 
-cc <s < cc. Let a > n/min(p, q). Let so and s1 be two real numbers with 
(48) and s, > e,,. Let q,(x) and q(x) be the two functions from Theorem 1 
with (14))( 18). Then 
lIF-lcpol;f I L,II + 
IK 
!*,, trAY l(F-‘p(t-)F/)(x+~)l”d~~ 
114 
11 II 
L, (70) 
(modification if q = co) is an equivalent quasi-norm in F;,q. The integral 
over C, is taken with respect to (y, t) and the I,,-integral with respect to 
XE R,. We outline a proof. For fixed XE R, and, say, t = 2-j with 
j= 1,2 , . . . we have 
I(F- ‘cp(t.1 Ff)(x+~)l ~c(cplfLb), IYI G 4 (71) 
where (cpTf),(x) has the same meaning as in Corollary 1. Hence by this 
corollary the quasi-norm in (70) can be estimated from above by a quasi- 
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norm in F;,q. (As in the above considerations there is no problem to 
repIace J$YJ , . . . in (49) by s:. . . dt/t in the previous sense). In order to 
prove the reverse estimate we use (38) with y + z instead of y (integration 
over y), where Iz/ < t = 2-‘. We have (39) with y + z on the left-hand side 
and y on the right-hand side. We put this estimate in the just-described 
modified version of (38) and take afterwards the (J,=, <, 1.. .Iy.lr dz)“Y-norm 
on both sides. Now the rest is the same as at the end of Step 2 of the proof 
of Theorem 2, and we are through. We add few remarks. (70) is an exten- 
sion of Paivarinta’s characterization of the spaces F;,, via Lusin functions; 
cf. [12, 13, 141 or [22, 2.12.11. For that purpose one has simply to observe 
that the integral over C, in (70) can be written as 
i 
1 1 
0 t-S’ IB(X> t)l s BkO 
I(F-‘cp(t.) Ff)( y)ly 4$ (72) 
where B(x, t) stands for a ball of radius t in R,, centered at x E R, with 
lB(x, t)l as its volume. It is almost obvious that one has a counterpart for 
the spaces p;,y. One must replace the truncated cone C, from (69) by the 
full cone 
Let O<p<co, O<q<oo, and -coco.ss<. Let a>n/min(p,q). Let s,, 
and s, be two real numbers with (48). Let q(x) be the function from 
Theorem 1 with (15t( 17). Then 
tr”Y IV-‘dt.) V-)(x+~)l~ dyz t (74) 
(modification if q = co) is an equivalent quasi-norm in pi,,. 
2.3. Spaces of Type B;,y 
This subsection deals with the spaces B& and $,y from Definition 1 and 
Remark 4, where again the homogeneous paces B& are treated as a by- 
product. We formulate the counterparts of the two preceding subsections 
and indicate the necessary modifications in the proofs. We use the numbers 
from (11) and (12), as well as the functions h(x) and H(x) defined at the 
beginning of Subsection 2.1. 
THEOREM 3. LetO<p<a,O<q<oo,and-oo<s<co.Lets,ands, 
be two real numbers with 
s,+d,<s<s, (75) 
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and s, > 5,. Let cpO(x) and q(x) be infinitely differentiable complex-valued 
functions on R, and R, - {0}, respectively, which satisfy the Tauberian 
conditions 
and 
Idx)l > 0 if ;< 1x162. 
Let p = min( 1, p) and let 
and 
m::.... 2-““0” s,. I(F~‘(p,(2”.)H(.))(y)l”dy<cc. 
Let cpi(x)=(p(2-jx) ifx~R,-(0) andj=1,2,3,.... Then 
f 2’=’ I(Fp’cpiFf I L,IIy I” 
i=O > 
(modification if q = co ) and 
IW’cpot’f I &II + j; trsY IIF-‘cp(t.1 Ff I 
(76) 
(77) 
(78) 
(79) 
(81) 
(82) 
(modiJi:cation if q = co) are equivalent quasi-norms in B&. 
ProoJ We modify the proof of Theorem 1. We have again the splitting 
(21), the estimate (23) and the expression (24). Let 1 <p 6 co. Then we 
apply the L,-norm to (23), (24), use (78) with d = 1, and apply afterwards 
the /,-quasi-norm. Then we obtain the following counterpart of (27), 
f F-Lcpjp,+jFf I L, 
I= --no 
6C ( f 2msy IIF-‘/T,Ff 1 LpIly)? (83) 
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Let 0 <p < 1. We use an inequality of Nikol’skij type, cf. [22, (1.3.2/5)] 
and estimate the integral in (24) from above by 
I/P 
x ~(F~‘2”“+“~i+lFf)(x-y)~Pdy (84) 
where c is independent of ,j. We put this estimate in (23), apply the 
L,-quasi-norm, use (78) with p =p, apply the l,-quasi-norm and obtain 
again (83). Recall that (C bk)P <C &’ for non-negative b,‘s. As in the first 
step of the proof of Theorem 1 we arrive at the following counterpart of 
(31), 
f F-‘q,p,+,Ffl L, (85) 
I= -cc 
In precisely the same way the second step of the proof of Theorem 1 can be 
modified. We have to use (79), (80), and obtain 
f F-l~jp,+jFfl L, 1’4<c2-K(r-~‘0i IIf F;J (86) 
l=K+l 
as the counterpart of (36). The constant c is independent of K. However 
(85), (86) prove that the quasi-norm in (81) can be estimated from above 
by c ilf I Z$J. In order to prove the reverse inequality we modify Step 3 of 
the proof of Theorem 1. We have (42) where now 0 < r < min( 1, p) is suf- 
ficient. We use the usual (sacalar) Hardy-Littlewood maximal inequality 
with respect to the L,,,-norm and apply afterwards the I,,,-norm. By the 
same arguments as in Step 3 of the proof of Theorem 1 we obtain that 
llf I I$,[1 can be estimated from above by the quasi-norm in (81). The 
necessary modifications in order to .ncorporate the quasi-norm in (82) 
have been described in the proof of Theorem 2. 
Remark 14. In contrast to the proof of Theorem 1 we avoided the 
technique of maximal functions completely. The advantage of (78)-(80) 
compared with (16)-( 18) will be clear later on when we discuss equivalent 
quasi-norms where differences dy are involved. 
Next we formulate the counterparts of the Corollaries l-3. In particular, 
the maximal function (cp,*f), has the same meaning as in Corolh y 1. 
COROLLARY 7. Let O<p<oo, O<q<oo, and -CQOOSSCD. Let 
a > n/p. Let so and s, be two real numbers with so + a <s <s, and s, > I?~. 
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Let q+,(x) and q(x) he two infinitely differentiable functions on R,z and 
R,- {0}, respectively, which satisfy (76), (77) and also (16))(18) with the 
above number a > n/p. Then 
(87) 
(modtyication tf q = co ) is an equivalent quasi-norm in B% y. 
Proof One can use the proof of Theorem 1 with the modifications 
described in the proof of Corollary 1. 
Remark 15. This is the counterpart of Corollary 1. The conditions 
(78))(80) are less restrictive than (16)-(18) with a >n/p, respectively. This 
is clear if p > 1 and it follows from Holder’s inequality if p < 1. 
Again we take the opportunity to formulate the corresponding results for 
the homogeneous paces Z$,. 
COROLLARY 8. Let O<pbco, O<q<m, and -UJSOSSCD. Let 
a > n/p. Let q(x) be an infinitely differentiable complex-valued function on 
R, - (0) which satisfies (15), and let cpj(x) be given by (19) where j is an 
arbitrary integer. 
(i) Let s0 and s, be two real numbers with (75). Let (78) and (79) be 
satisfied. Then 
( 
f 2’“’ i(Fp'qjffl L,IIy 
1'4 
j= zc 1 
638) 
(modtfication tf q = co ) is an equivalent quasi-norm in L$ y. 
(ii) Let s,, and s, be two real numbers with (48) and let (16) and (17) 
be satisfied, where a > n/p has the above meaning. Then 
f 
Ii4 
2jsy ll(cP?f 1, I L,IIY 
> 
(89) 
j= -a 
(modification if q = GO) is an equivalent quasi-norm in Ri,y. 
Remark 16. This is the counterpart of Corollary 2 and it extends 
Theorem 3 and Corollary 7 from the non-homogeneous spaces to the 
homogeneous ones. 
The conditions for q,(x) and q(x) from Corollary 7 can be reformulated 
in the sense of Corollary 3. We give the corresponding reformulation for 
the conditions (78)-(80). Let again H; be the usual Bessel-potential spaces 
on R, (Sobolev spaces if CJ is a natural number). up has been defined 
in (11). 
640’52.2-5 
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COROLLARY 9. Let the hypotheses of Theorem 3 for the numbers p, q, s, 
sO, and s1 be fulfilled. Furthermore let the conditions (16’)-(18’) ,from 
Corollary 3 with o > op be satisfied. Let cpjx) be the same functions as in 
Theorem 3. Then (81) and (82) are equivalent quasi-norms in LI;,4. 
Proof The corollary follows from Theorem 3 and (53). 
Our next task is to carry over the results obtained in Subsections 2.2 for 
the spaces F;,, to the spaces B;,y. 
THEOREM 4. LetO<p<co,O<q<oo,and --<SC<. Lets,ands, 
be two real numbers with (75) and s, > c?~. Let cpO(x) be the same function as 
in Theorem 3, including (76) and (80), where again j = min( 1, p). Let p(t) be 
an infinitely dtfferentiable complex-valued ,function on R, - (0) 
satisfies the Tauberian condition Iq( t)l > 0 if $ < t < 8 and 
F-, CP(YZ) h(z) ,i 
/Zl.\’ i I 
(Y) dy’<m, 
I(F’cp(2”yz) H(z))(y)(” dy < co. 
Then 
IIF-‘v,Ff I &II + Ihl Jq IW’dh.1 Ff I 
and 
sup 
Ii2 < IhI <, 
IIF- ‘cp(h.) Ff I L#+)‘” 
which 
(90) 
(91) 
(92) 
(93) 
(modification of q = CD) are equivalent quasi-norms in B&. If, in addition, 
s>O then 
l/Y 
sup IIF-‘dh.) Ff I L,ll”~ 
> 
(94) 
O<lhl<, 
(modtfication tfq= co) is an equivalent quasi-norm in B&. 
Proof: One has to modify the proof of Theorem 3 which, in turn, is 
based on the proof of Theorem 1 in the sense of the proof of Theorem 2. 
We omit the details. Then we obtain that (92) and (93) are equivalent 
quasi-norms in B;,,. If s > 0 then we can use the arguments from the proof 
of Corollary 4 in order to show that (94) is also an equivalent quasi-norm. 
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Remark 17. The above theorem is the counterpart of Theorem 2 and 
Corollary 4. Furthermore, it is now obvious that one has also a counter- 
part of Corollary 5. In other words, if one replaces the function q(t) in 
Theorem 4 by N infinitely differentiable complex-valued functions 
q+“(X), . ..) Q(~)(X) with (62) and the respective counterparts of (78), (79), 
then 
IIF-‘cpoFf L,lI +,z, (j-; trSY llF-‘cp’“‘(t~)ly Lp,l~~)” (95) 
and 
IIF-‘cp,Wl L,lI + f (lo1 ,;:y<, II~+P%)WI ~pllq~)li” (96) 
&=I I,, 
(modification if q = 00) are equivalent quasi-norms in B&. If s > 0 then one 
can replace suprlZGrG, in (96) by supocrG ,. Furthermore one can describe 
a counterpart of (70) for B;,,. 
Finally we formulate the counterpart both of Theorem 4 and Corollary 6 
for the homogeneous paces &. 
COROLLARY 10. Let O<p< co, O<q6 co, and -CC <S-C co. Lets,, and 
s’ be two real numbers with (75). Let q(t) be an infinitely differentiable com- 
plex-valued function on RI - (0) which satisfies (54) and (90), (91). Then 
Ih( PSy IIF-‘q(h.) Ff 
and 
sup IIF-‘cp(h. 
lP<Ihl<r 
dh ‘:Y 
WIhi” ) (97) 
Ff I Lpll$ 
> 
‘I4 
(98) 
(modtfications tf q = 00) are equivalent quasi-norms in L$,. If, in addition, 
s > 0, then 
dt ‘lq 
SUP 
O<lhl<, 
IIF-‘dh~) Ff I Lpllql 
> 
(99) 
(modification tf q = 00) is also an equivalent quasi-norm in L&. 
Remark 18. Furthermore there are also obvious counterparts of the 
quasi-norms (95) and (96) for the homogeneous paces A;,,. 
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3. CONCRETE CHARACTERIZATIONS 
3.1. Characterizations via Differences and Derivatives 
As in Section 2 we are mostly interested in characterizations for the non- 
homogeneous spaces B;,, and Fiq. However, we shall formulate the 
corresponding results for the homogeneous paces && and fi&, too. First, 
we introduce a few notations. If c( = (a,, . . . . a,) is a multi-index, i.e., the c(is 
are non-negative integers, then Da = a’X’/~xyl ... 8x2 with (~11 = a, + . . . tl, 
stands for the derivatives. Let 
(A:,f)(x) =f(x + h) -f(x) and /,M,A’AM-’ h h h (100) 
with M = 2, 3, . . . . be the usual differences, where x E R, and h E R,. If 
h = (t, 0, . . . . 0) with - a3 < t < co then we write Ah” = A;2: for the partial dif- 
ferences with respect o the first direction of the co-ordinates. Similarly AZ 
with k = 2, . . . . n. Recall that the numbers gP, etc., have been defined in 
(111, (12). 
THEOREM 5. Let O<pdco, O<qGoc, and S.,<.s<M, where M is a 
natural number. Then 
Ilf I ~$11 + j,h, ~ 1 IhI -.v IlA,“f I L,lIy g)“‘, 
IV I L,ll + .r,’ t-34 
( 
dt ‘I4 
sup IAh” fl Lpllqt 
0< Ihl <I 1 
, 
Ilf I L,II + kc, (so’ 
dt ‘lrl 
t-“’ IlA$A” I L,IIyt 
> 
> 
(101) 
(102) 
(103) 
(104) 
are equivalent quasi-norms in B; 4. 
Proof: We use Theorem 4 with cpO(x) = 1 and q(t) = (e’“‘- 1 )“, where v 
is a positive number. Then we have (76) and Icp(t)l > 0 for Q < t < 8 if v > 0 
is small. Recall that F- ’ (eihx - l)M = A?. Then (75), (80), and (91) with 
so = 0 are satisfied. Finally we fix s1 with s, > s. If M is large then (90) is 
fulfilled; cf. Corollary 9 or (53). Then (92) and (94) prove that (101) and 
(102) with large natural numbers M are equivalent quasi-norms in B& 
where the integration over (hi < 1 and 0 < t < 1 can be replaced by an 
integration over IhI <p and 0 < t < 1 respectively, where p > 0 is an 
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arbitrary number (cf. also Subsect. 3.2, where we return to just this point in 
Corollary 14). This result can be extended to any natural number M with 
M > s, ; cf. Remark 19, where we discuss this point. In order to prove that 
(103) and (104) are equivalent quasi-norms in B;, we choose 
cpck’(x) = (eivXk - 1)“” with v > 0, x = (x,, . . . . x,) and k = 1, :.., n instead of 
the above function cp. Then (62) is satisfied if v > 0 is small. Then 
Remark 17 proves that the expressions in (103) and (104) are equivalent 
quasi-norms in B;,, provided that A4 is large. The fact that even M > s1 is 
sufficient follows from Remark 19 below. 
Remark 19. The above proof covers only the case if M in (101 )-( 104) 
is large. We have to show that the expressions in (101)(104) are 
equivalent quasi-norms in B$,y for every natural number M with A4 > s. 
There are two possibilities where we restrict ourselves to the quasi-norm in 
(101). The other cases can be treated similarly. (i) The integration over 
Ihl 6 1 in (101) can be replaced by an integration over R, and let 
Ilf I B&II M be the quasi-norm from (101) modified in this way. Let s < M. 
Then Ilf 1 4JM+ 1 d c Ilf I B;,,l/, is obvious. Recall 
(~hMf)(X) = 2-“(dgf)(x) + A;+ ’ ( c a,f(x + lh) ! ) (105) 
where C stands for a finite sum and a, are real numbers; cf. [22, (45) in 
2.5.91. If one puts (105) in Ilf I B;,J ,,,, then we have 
Ilfl B;,,Il,- llfl B;,,II,+, +rM llfl ~;.,ll,. (106) 
Because M> S, this proves that Ilf I B;J, and IIf / B;,JM+ , are 
equivalent. The rest is a matter of mathematical induction. (ii) A second 
possibility is to modify (55) and (90) where we replace 1~1 ‘I by (~2)~ where 
A4 is the above natural number. This has the consequence that one must 
replace IxIS1 in (22) by (yx)“. Because (yx)” is a polynomial one has no 
problems to modify the proof of Theorem 2 and, hence, of Theorem 4. 
However (yz))““(eivgx - l)M is an analytic function and both (55) and (90) 
are satisfied for any S, = M > S. These arguments work also for the spaces 
F;, which will be used later on. 
COROLLARY 11. LetO<p<co, O<q<co, andC:,<s-L<M where L 
and M are natural numbers. Then 
“fI Lp’l+, Ihl -(s-Lk IId? rf I (107) CL 
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and 
(108) 
are equivalent quasi-norms in I&. 
Prooj Let cpCk’(x) =xk(eivXx - 1)” with k = 1, . . . . n and v > 0. Let again 
cp,(x) = 1. If v >O is small then (62) is satisfied. We use (75) with s,, = L 
and si = L + M. Then the respective counterparts of (78), (79) are fulfilled, 
where in the latter case one can apply the arguments from Remark 19. 
Now (95) proves that (108) is an equivalent quasi-norm where we again 
refer to Subsection 3.2 as far as the replacement of Jlh, c y by J,h, <, is con- 
cerned. Now we complement the functions P(~)(X) by all functions 
Xf‘I . . . xnL,(eivXk - 1)” with L, + . .. + L, = L and apply again (95). 
This shows that (108) with C,,, =L Ild$D*f 1 L,jl instead of 
C; = i l/d $(~?~flax,“) I L,ll is also an equivalent quasi-norm. Because (101) 
and (103) are equivalent quasi-norms it follows from the last observation 
that (107) is also an equivalent quasi-norm. 
Remark 20. Of course the corresponding counterparts of (102) and 
(104) in the sense of (107) and (108), respectively, are also equivalent 
quasi-norms in B&. 
THEOREM 6. Let 0cp-c 00, O<q< cc and n/min(p, q) <SCM, where 
M is a natural number. Then 
Ilf I L,II + 
IK 
j’ (110) 
0 
IV I L,ll + t 
k=l 
and 
are equivalent quasi-norms in Ft;,y. 
Proof We use the same functions qo, cp, and qCk’ as in the proof of 
Theorem 5. Let, in addition d,,, + (n/min(p, q)) < s. Then we choose 
s,=a>n/min(p, q) with s,+C,,,<s and s, =M. We have (13), (14), and 
BESOV-HARDY-SOBOLEV SPACES 189 
(18). Furthermore (56) holds where we need now s0 = LI. As far as (55) is 
concerned we use the arguments from Remark 19. Hence we can apply 
Theorem 2 and Corollary 4 which cover (109) and (110). As far as the 
replacement of Jlhl G y and [;; by jlhl c I and jh, respectively, are concerned we 
refer again to Subsection 3.2, Corollary 14. The remaining quasi-norms in 
(111) and (112) follow from Corollary 5 in the same way as above. Hence 
the theorem is proved if cP,y + (n/min(p, q)) < s. If we have only 
s > n/min(p, q) and a = s,, < s, then it follows from Remark 11 that the 
quasi-norms in (109)-( 112) can be estimated from above by the F&-quasi- 
norm. We postpose the coverse inequality to Remark 23. 
COROLLARY 12. Let 0 <p < co, o<q<a, and n/mMp, 4) < 
s - L < M, where L and M are natural numbers. Then 
Ilf I -&II + 1 ,,~,~L Ihl-(“-L)Y lWVWf$)“q 1 L,II (113) 
Im(=L 
and 
are equivalent quasi-norms in FE,,. 
ProoJ: The proof follows from the preceding theorem and the 
arguments of the proof of Corollary 11. 
Remark 21. The conditions for s and M in Theorem 5 and 
Corollary 11 and at least for q >,p also in Theorem 6 are natural. Charac- 
terizations of type (110) cannot be expected if s < n/p, because in that case 
F;,, contains essentially unbounded functions for which the corresponding 
expression is infinite. 
The above two theorems and the subsequent corollaries have more or 
less obvious counterparts for the homogeneous paces &;,, and fi&. One 
has to use Corollaries 6 and .lO, and also the modifications indicated in 
Remark 19. We restrict ourselves to an example. 
COROLLARY 13. (i) Let O<pdoo, Ocqdoo, and 6,cs-L<M 
where L is a non-negative integer and M is a natural number. Then 
(115) 
is an equivalent quasi-norm in B&. 
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(ii) Let O<p<oo, O<q<co, andn/min(p,q)<s-L<M, where L 
is a non-negative integer and M is a natural number. Then 
IV(spL)“ l(4W-Wf&)“4 / L,j (116) 
is an equivalent quasi-norm in l$;,;;,y 
3.2. Characterizations via Differences and Derivatives: Complements 
In the preceding subsection we used functions of the type 
q(t) = (e’“’ - 1)” in order to reduce the assertions from Subsection 3.1 to 
the respective theorems and corollaries in Section 2. It was convenient to 
assume that v > 0 is small. The direct application of the results of Section 2 
yields, for example, the quasi-norms in (109) and (110) with JlhlG,, and 1; 
instead of J,,, <, and J& respectively. However, by simultaneous dilations 
h + ch and x -+ c’x with c > 0 and c’ > 0 it follows that for any number 
p > 0 the expression in (109) with j,h, GP instead of Jlh, <, is an equivalent 
quasi-norm in F;,,. Of course, a similar remark holds true for all the other 
quasi-norms in Subsection 3.1 for the non-homogeneous paces B& and 
F” One can 
s ;;:‘..dh/lhi”, 
ask whether jlh, GP ... dh/lhl” can be replaced by 
etc. An affirmative answer can be obtained by direct 
calculations. But we prefer a more general setting which is essentially a 
comparison of homogeneous and non-homogeneous paces and which can 
also be applied to other situations than those ones dealt with in the 
preceding subsection. Let q(x) E S with (2) and, say, c,E ~ x: q,(x) = 1 if 
x#O, where cp,(x)=cp(2--‘x). Let (P’(x)ES with supp’p’c {y 1 lyl ~2) 
and p’(x) = 1 if 1x1 < 1. Recall that CP has been defined in (12). 
PROPOSITION. (i) Let O<p<co, O<q<co, ands>6,. Then 
lIFP’cpoFf 1 L,I( + f 2+’ IlF ‘cp,Ff I L,IIy 
> 
Ii4 
(117) 
j=-m 
and 
IV I LPI1 + f 2”” IIF?+. L,IIy 
> 
I/Y 
i= -3~ 
(modification if q = co) are equivalent quasi-norms in BS, y. 
(ii) Let O<p<oo, O<q<oo, ands>8,. Then 
(118) 
IIF-*cp’Ef I &I/ + /I ( f 2”” l(F~‘~~F/)(~)lY)lh I Lpi1 (119) 
j= x, 
BESOV-HARDY-SOBOLEV SPACES 191 
and 
Iv-1 J$ll + 
IK 
T Py I(~+Q.nw ‘ly L,II 
) I 
(120) 
j= -3~ 
(modification if q = CC ) are equivalent quasi-norms in Fi,,. 
Proof Step 1. In order to prove that (117) and (119) are equivalent 
quasi-norms in B;,y and F;,q,,y) respectively, it is sufficient o show that there 
exists a constant c>O such that 
I(Fp’qjFf 1 Lpll < c2pi’p IIF- ‘VOff I Lpl/ (121) 
holds for all j = - 1, -2, - 3, . . . . cf. (6) and (7). However, we have 
IIFplV,Ff I LpII = IIF~l~jFF~l~oFf I LplI 
G c IW’cp, I Lpll IW1cpOW I LPI1 (122) 
with d = min( 1, p), cf. [22, Proposition 1.5.11. Because (F-‘q,)(x) = 
2j”(Fp’(p)(2jx) we obtain (121). 
Step 2. We prove that (120) is an equivalent quasi-norm in F;,,. We 
have 
Ilf I ~$11 d c IIF-‘cp°Ffl L,II + c f IIF-‘cp,Ff I &II’ 
,=I > 
‘i/J 
(123) 
if 0 <p 6 1 and a corresponding estimate if 1 <p < co. Now, (119) and 
(123) prove that (120) can be estimated from above by c Ilf I F;,,J. We 
prove the reverse inequality. Because s > c?,, we have 
lW1cpoEf I &II d c, llf I &II +E IIF-‘cp°Ff I L,ll 
where E>O is at our disposal; cf. [22, 2.5.9, formula (37)]. We choose 
E = t. Then it follows that Ilf 1 F&II can be estimated from above by (120). 
In the same way one obtains that (118) is an equivalent quasi-norm in B6,q. 
Remark 22, Expressions ( 118) and (120) can be written as 
IV I &II + llf I &II (125) 
and 
Ilf I &II + llf I &Jr (126) 
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respectively; cf. Remark 4. This shows how the homogeneous and the non- 
homogeneous spaces are connected if the hypotheses of the above 
proposition are satisfied. 
COROLLARY 14. (i) Let O<p<a, O<q<a, and 6,<s<M, where 
M is a natural number. Let O<v< co. Then (101) with jlhlGb,...dh/Ihl” or 
with jR, . ..dh/lhl” instead ofjlh, S 1 . ..dh/lhl”. and (102))( 104) with f; . ..dt/t 
or with jr . . dt/t instead of s,!, . . dtJt are equivalent quasi-norms in B;,, . 
(ii) Let 0 <p < co, 0 <q < GO and n/min(p, q) <s < M, where M is a 
natural number. Let O<v<oo. Then (109) with JlhlGv...dh/lhl” or with 
jR,...dh/jhI” instead of jlh,<, . ..dh/lhl”. and (llO)-(112) with li...dt/t or 
with J; . . dt/t instead of j; . . . dt/t are equivalent quasi-norms in Fi,,. 
Proof: If v > 0 is small then the above claims are covered by the proofs 
of the Theorems 5 and 6. On the other hand in Corollary 13 we gave exam- 
ples of equivalent quasi-norms in f;,, and l$,,. Using these results the 
above proposition and Remark 22 it follows that (101) and (109) with 
s R,...dh/Ihl” instead of J,,<, ... dh/lhl” are equivalent quasi-norms in B;,, 
and F’ respectively. Similar for the remaining quasi-norms. However, as 
far as “t’l% spaces F” py are concerned we must add the same remark as at the 
end of the proof of Theorem 6: The above considerations work if 
8P,y + (n/min(p, q)) <s. If we know only s > n/min(p, q) then it follows 
from the final remarks at the end of the proof of Theorem 6 and their coun- 
terparts for the homogeneous paces that at least all the quasi-norms in 
Theorem 6 and in part(ii) of the above corollary can be estimated from 
above by c 11-f / F;,,l(. We postpone the converse inequality to Remark 23. 
3.3. Characterizations via Weighted Means of Differences and Derivatives, 
the Localization Principle 
We modify the considerations of Subsection 3.1, but we restrict ourselves 
to the non-homogeneous paces B& and PP,y. We deal with two versions of 
weighted means of differences. The first version gives the possibility to 
replace the assumption s > n/min(p, q) in Theorem 6 and Corollary 14(ii) 
for the spaces F;,, by the more natural assumption s > d,,,, where c?~,~ has 
been defined by (12). The price to pay is the replacement of the differences 
Ah” by weighted means of differences; cf. also Remark 21. One can do the 
same for the spaces B& in the sense of Theorem 5. But there is no chance 
to improve the condition s > ~7~. So we restrict ourselves to the spaces F’;,y, 
at least as far as the first version of weighted means is concerned. 
Let g E S be non-negative and rotation-invariant (i.e., g(x) depends only 
on [xl) with g(0) > 0 and supp Fg compact. Then 
CK""(g, t)f I(x) = j- g(h)(~:f)(x) dk XER,, (127) 
& 
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are weighted means of differences where M is a natural number and t > 0. 
As the subsequent considerations show the assumptions for g are con- 
venient, but they can be weakened. 
THEOREM 7. Let O<p<co, O<qdco, and S’,,,<s<M, where M is a 
natural number. Let 0 < v < co. Let g be the above function and let K”(g, t),f 
be given by ( 127). Then 
llf I L,lI + IK j; tr=’ I(K”(g, ,)/)(.)I$ 
L, (128) 
is an equivalent quasi-norm in F;,,. 
Proof Let cp,Jx) = 1 and 
q(x) = jRn g(h)(eiv.Yh - l)M dh, XER,,, (129) 
where xh stands for the scalar product of x E R, and h E R,, and 0 < v < co. 
WeuseTheoreml withs,=Oands,=MifMisevenands,=M+l ifM 
is odd. Then (13), (14), (18) and S, >g, are satisfied. As for (15) we have 
g(h)(eiVYh - 1)““dh <CT Mm2, (130) 
where c is independent of T and v. On the other hand if 1x1 6 2 and v = b/T 
where b > 0 is small then 
s g(h)(eiv-rh -l)“dh=cTpM Ihl < T s g(h)(xh)“(l +o(l))dh. (131) lhl S T 
If M is even then the integral over g(h)(xh)M in (131) is positive and (130) 
and (131) yield (15). If M is odd then the integral over g(h)(xh)M vanishes 
but not the integral over g(h)(xh)“+‘. Then one has (131) with TpM- ’ 
instead of TeM. Again (15) follows from (130) and this modified equation 
(131). We have to check (16) and (17). Because g(h) is rotation-invariant, 
q(x) has the same property. If M is even then cp(x)/lxl” is an analytic 
function, if M is odd then cp(x)/lxl M+ ’ is an analytic function. Then it 
follows that (16) with si = M or si = M + 1, respectively, is satisfied. In 
order to check (17) we remark that 
dxk-1)“s g(h)dh+ ; adFg)(vk-~) (132) 
R” k=l 
holds, where ak are appropriate constants. In particular we have 
rp(2”‘x) = c if 1x1 2 t and m is large. This shows that (17) with s0 = 0 is 
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satisfied. Hence, the hypotheses of Theorem 1 and Corollary 5 (with N= 1) 
are satisfied. Furthermore, F- ‘~(2.) Ff with q(x) from (129) yields (127) 
with vt instead of t. Then it follows from (63) with N= 1 that (128) is, at 
least for small values of v, an equivalent quasi-norm in F;,y, where we used 
that IIFplcp,Ff 1 LPI1 can be replaced by 11 f I L,Ij, cf. Step 2 of the proof of 
the proposition in 3.2. The corresponding assertion for the homogeneous 
spaces &q reads as follows: (128) with Jg instead of J;; and without the 
term II f I L,Il is an equivalent uasi-norm in I$,. The assertion of the 
theorem for arbitrary 0 < v < co and in particular for v = co follows now 
from the proposition in 3.2 and Remark 22. 
Remark 23. We complete the proofs of Theorem 6 and Corollary 14(ii), 
which also completes the proof of Corollary 13(ii). We restrict ourselves to 
(109) and (110) with jihi S y and j;; instead of Jlh, <, and JA, respectively, 
where 0 < v < cc. The proof for the remaining quasi-norms is the same. Let 
0 <p < co, 0 < q d co and n/min(p, q) < s < M, where A4 is a natural num- 
ber. As we remarked at the end of the proofs of Theorem 6 and 
Corollary 14 the modified quasi-norms (109) and (110) (with v instead of 
1) can be estimated from above by c Ilf I F;,J. In order to prove the reverse 
inequality we use the quasi-norm from (128). We have 
IW”(g, t)f )(x)l G c .f r” sup I(dh”f )(x)l, (133) 
I=0 0 c Ihl < 12’ 
where r > 0 is at our disposal. Then (128) with v = co yields 
Ilf I J’;,,II 6~ Ilf I -&II +c f r” 
/=O 
ID 
2 dt ‘ly 
X 
0 t-“Y 
sup I(4Yf)w~ 
0 < lhl < 12' > I II 
L, 3 (134) 
where r’ > 0 is at our disposal. We substitute z = t2’ in the respective terms 
on the right-hand side of (134). Then we have an additional factor 2’“. We 
choose r’ > S. It follows that 11 f I F;,,li can be estimated from above by the 
quasi-norm in (110) with 1: instead of j;, and the proof is complete 
as far as this special case is concerned. Next we extend the proof to the 
quasi-norm in (110) with f; instead of IA, where 0 <v < co. Let 
n/min(p, q)<5<s. We have 
IlO cc dt ‘I4 <C Y t-@ sup I(~h”fKY, L, 0 < Ihl < f > I II 
G c Ilf I J’;,,lI 6 c, Ilf I &II + 6 Ilf I ~p,yll, (135) 
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where E > 0 is at our disposal. The last estimate in (135) follows from (120) 
with c,?& instead of c,?= _ co and from a corresponding counterpart of 
(124). The above proven assertion that (110) with 1: instead of j; is an 
equivalent quasi-norm in F;,, and (135) prove the correspondig assertion 
with j;; instead of Jh in (110). It remains to show that Ilf ( F;& can be 
estimated from above by the quasi-norm in (109) with j,,, cy instead of 
s ,h, $ i. We may assume that v = cc because the cases with v < cc can be 
treated afterwards on the basis of (135). We use again (127) and (128) with 
v = co. Let 1 d q d co. By Holder’s inequality we have (modification if 
4= co) 
zc1-n (136) 
and 
(137) 
We put (137) in (128) and obtain the desired estimate in the case 
l<q<cc.LetO<q<l.Thenwemodify(133)by 
I(K”k? t) f)(x)1 
<c f 2-” sup k!(h) I(~~.fNx)l”dh (138) 
I=0 0 c IhI < r2’ 
IkWX~)ll-‘j 
& 
where g(h) is a non-negative function on R, with suphE Rn Ih( N g(h) < cc for 
any natural number N. (138) remains valid if we take the q th power term 
by term. Afterwards we multiply with t es4 ~ ’ and integrate over 0 < t < cc. 
Then we apply Holder’s inequality, based on q + (1 - q) = 1, and obtain 
(s O” CI ‘-” 
dt ‘-4 
I=0 
sup Iwv)w, 
O<lhl<Z2’ > 
x joffi t-34 jRn t(h) I(~:f)(x)l” dh f 
> 
‘. (139) 
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The second factors are independent of 1 and they can be estimated in the 
same way as in (136), (137). The first factors can be treated as above, i.e., 
we substitute z = t2’ and choose r > 1. Now we apply the L,-quasi-norm 
and we use again Holder’s inequality with respect to q + (1 -4) = 1. 
Because both (128) and (110) with s? instead of Jh are equivalent quasi- 
norms in F;,, we obtain finally 
x (llf I L/J + I( ( lR” IhI --sq I(dh”f)( qgq / q. (140) 
This yields the desired estimate in the case 0 <q < 1. 
Corollary 14 and the underlying Theorems 5 and 6 give the possibility to 
establish a Localization Principle which is useful, e.g., in order to study dif- 
ferential equations. We describe an example. Let 0 <p < co, 0 < q < co, and 
n/min(p, q) < s < A4 where A4 is a natural number. Let E > 0 and let 
Ihl--sq XER,. (141) 
Then Ilf ( L,,(I + II F 1 L,Ij is an equivalent quasi-norm in F&, cf. (109) and 
Corollary 14(ii). However in order to calculate F(x) one needs only the 
values of f(y) with 1 y - XI 6 EM, where one may choose E > 0 as small as 
one wants. One has a similar assertion for the spaces $q provided that 
O<p< 00, 0 <q< cc and s> 5,; cf., e.g., Corollary 14(l) and (101) with 
s IhI instead of Jlh, G 1. The question arises whether one can find for all 
spaces B;, and F;,, without any restriction for s equivalent quasi-norms 
which exhibit this property, which we call the Localization Principle. In 
order to get an affirmative answer we introduce new weighted means of 
differences. Let $ E S with 
suPP+c{YI IvlGl) and W)(O) # 0. (142) 
Let t > 0 and let A4 be a natural number. Then we put 
L-L('h, t) f](x) = j $(~)f(x - t.v) dy, XER, (143) 
&I 
and 
CL”($, t)fl(x) = [ j” $(y)(~Z.f)(x - tv) dh dx (144) 
R, Ihl < 1 
BESOV-HARDY-SOBOLEV SPACES 197 
where the inner integral is taken with respect o {h ( IhI< 1 } and the outer 
integral is taken with respect to YE R,. The integral over h is an 
(unweighted) ball mean of differences which is of the same structure as 
(127). In contrast to (127) we have now an additional weighted ball mean 
with respect to y; cf. (142). We use (143) and (144) for all f~ S’ which 
makes sense because 1(1 E S. Recall that g’p has been defined in (12). 
THEOREM 8. Let 0 -C q d co and - 00 <s < cci. Let M be a natural num- 
ber with M> s and M> ~7~. Let L($, t) and L”($, t) be the means from 
(143) and (144) respectively. 
(i) Let 0 <p < co. There exists a positive number Q, such that for all E 
with O<E<E~, 
llL(tiT Elf I LPI1 + t-“” IIL”(1cIt t)f I 
dt ‘I4 
Lpll”, 
> 
(145) 
(modification zf q = co ) is an equivalent quasi-norm in BAy. 
(ii) Let 0 <p < co. There exists a positive number E,, such that for all E 
with O<E<E,,, 
liL($,E)f 1 LPI1 + 1; f’Y I(L’?$> ,)f)(.)i4$)“’ (&(I (146) 
(modification if q = a3 1s an equivalent quasi-norm in F&. ) . 
Proof: In order to prove part (ii) we use Theorem 1 with 
%b) = (F’k)(EX) and V(X) = (F$)(Ex) l,h, ~, (eiEhx - l)“dh, (147) 
with E > 0, where hx stands for the scalar product of h E R, and x E R,. If 
E > 0 is small then both (14) and (15) are satisfied. Furthermore, go(x)/lxl M 
if A4 is even, and &x)/lx\ M+l if A4 is odd, are analytic functions. This 
shows that (16) with s1 = M (resp. s1 =M+ 1) is satisfied. Furthermore, 
(17’) and (18’) from Corollary 3 are satisfied for any number sO. Hence we 
can apply Theorem 1 where we now prefer the version (63) with N= 1. 
Recall t-“(F$(t-l.))(x)= (F$)(tx). Then (147), (143), and (144) yield 
(146). Part (i) follows in the same way where one has to use Theorem 3 
instead of Theorem 1. 
Remark 24. Let x E R, and 0 < t < E. In order to calculate the values of 
the means in (143) and (144) at the point x one needs only the values of 
f(z) with (z-xl < c(M+ 1). This makes sense for any f E S’. This shows 
that all spaces B& with O<p<oo, O<q<co, SER,, and all spaces F;,, 
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with 0 <p < co, 0 <q < co, and SE R, satisfy the Localization Principle 
which we described in front of Theorem 8. 
COROLLARY 15. Let 0 <q < co and - 00 <s < C.Q. Let A4 be a natural 
number with M>s and M> d,. Let L($, t) be the mean from (143). 
(i) Let O<p< co. There exists a positive number Ed such that for all E 
with O<E<E~, 
\%I = M 
t(“-S)4 [IL(l), t) D”f 1 L,ll’ f 1/Y 
) 
(modfication if q = co) is an equivalent quasi-norm in B&. 
(ii) Let 0 <p < 00. There exists a positive number Ed such that for all E 
with O<E<Q,, 
llL(Ic/? Elf I &II +, ,c, ii(J-; P-S)4 ((L($, t)Dy)(.)i’~)“4) L,ii (149) 
I 
(modtfication tf q = co) is an equivalent quasi-norm in F;‘;;,,. 
Proof: In order to prove part (ii) we use Corollary 5 with 
%(X) = (W)(EX) and q’“‘(x) = Xa(Fl+b)(EX), /cl1 = M, (150) 
where E > 0, x E R,, and x’ = xyl ... x2. As in the proof of Theorem 8 the 
function cp,, satisfies (14) and (18’) from Corollary 3 for any s0 provided 
that .s>O is small. For small E>O we have also (62) and (17’) for any 
function q’“‘. As far as (16) or (16’) with q’“’ instead of cp is concerned we 
refer to the modifications indicated at the end of Remark 19. This means in 
our case that we can replace q(z) h(z)/lzl”’ in (16) by rp’“‘(z) h(z)/z” 
provided laJ=M=s,>sands,>d,. Hence the hypotheses of Corollary 5 
are satisfied. In the same way as in the proof of Theorem 8 part (ii) follows 
from (63). Remark 17 proves part (i). 
Remark 25. Again L($, t)D”f must be interpreted in the sense of dis- 
tributions. Furthermore the Localization Principle can also be established 
on the basis of the above corollary. 
3.4. Characterizations via Harmonic Functions and Temperatures 
It is well known that function spaces of Besov-Hardy type on R, can be 
characterized as traces of harmonic functions or of temperatures in 
R,=l= {(x, t) I XE&, t >O} on the hyperplane t =0 which is identified 
with R,. In our context this means that we have to choose the fuction p(x) 
from Theorem 1 and the subsequent heorems and corollaries as e ~ lx’ (in 
the case of harmonic functions) and as e ~ lXt2 (in the case of temperatures) 
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where we must multiply these functions with some powers of 1x1. Recall 
that 
(F-‘cp(t.) e-)(x) = c jRn (F-Wtmx-Y)f(J4 dY 
= et-” 
s (F-w 7 f(.Y)4. ( 1 
(151) 
RR 
If we choose p(x) = e-‘-” then we have 
(F- ‘e-‘%)=(* + ,,,:,,n+,,,* 
and (151) yields the Cauchy-Poisson semi-group P(t)f of harmonic 
functions in R,t, 1 given by 
CP(t)fl(x)=c jR (jx-412:t’)~““l,‘/Odv, XER,, t>O. 
n 
(152) 
If we choose (~(x)=e-‘-“’ then we have F(e~“‘2’2)(~)=e~“‘2’2 and (151) 
with cp(&*) instead of cp( t. ) yields the Gauss-Weierstrass semi-group 
W( t)f of temperatures in R,++ 1, given by 
[ W(t)f](x) = ctP’z/2 j eP”-y”‘4’f(y) dy, XER,,, t>o. (153) 
RR 
Recall that u(x, t) = [ W(t)f](x) satisfies the heat equation in 
{(x, t) 1 XE R,, t > O}. As far as the formal aspects of these two semi- 
groups are concerned we refer to [20, 2.5.2, 2.5.31. If f~ S’ then (153) 
makes sense. In the case of (152) one must interprete this expression in a 
sense of a limiting procedure. Recall that cTp has been defined in (12). 
THEOREM 9. Let 0 < q d 00 and - CXJ <s < a. Let cpO ES with q,(O) # 0. 
(i) Let O<p< co. Let k and m be non-negative integers with 
k > max(s, gP) + ~7~ and 2m > s. Then 
IIF-‘cp,Ff I LPI1 + j ( ; fU-.ski idk;;j)f 11 
and 
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(modification if q = 00) are equivalent quasi-norms in Biy. I” s > 8, then 
IIF-‘cp,Ff 1 L,II in (154) and (155) can be replaced by [If’1 LJ. 
(ii) Let O<p< co. Let k and m be non-negative integers with 
k > max(s, eP) + n/min( p, q) and 2m > s. Then 
lIf+P,w I ~,ll + t(k-S)” Iv(-)l’f)‘:‘I LPI1 (156) 
and 
lIF-‘cp,FfJ LPI1 + 
IK 
J-i t(m-(S’Z))y 1”~$t)f(.)1’;)“‘/ L,!i (157) 
(modification if q = 00 are equivalent quasi-norms in F;,,. If s > 6, then ) 
IIF-‘cp,Ff ) L,,JI in (156) and (157) can be replaced by Ilf I L,IJ. 
ProojY Step 1. We prove part (ii). We use Theorem 1 with the above 
function ‘pO and q(x) = Jxlk e-l”‘. The above assumption ~~(0) # 0 and 
P(X) # 0 for all x # 0 cover (14) and (15). Furthermore, ( 17’) and (18’) 
from Corollary 3 are satisfied for any sO. Finally, (16’) can be reduced 
to the question whether eP1x’Ix(k-rl with st > max(s, cP) belongs to H; 
with ~7 > (n/2)+ (n/min(p, 4)). By Remark 6 this property holds if 
k - s1 + (n/2) > 0. This is satisfied by the above assumption for k. Hence we 
can apply Theorem 1 and (63) with N = 1. We have 
F-‘cp(t.) Ff= tkF-’ (ylk e-‘l.“‘Ff 
= tk f F-‘e-‘l-‘1Ff = tk $ p(t)f; (158) 
cf. (152), which proves that (156) is an equivalent quasi-norm in F&. In 
order to prove the corresponding assertion for the expression in (157) we 
use again Theorem 1 with ‘p,, and q(x) = lxlZm eP1”“. Then all conditions, 
including (16’) with s, =2m>s are satisfied, and the counterpart of (158) 
reads as 
F-‘cp(&.) F’= t”F-’ ly)2m e-ri.vi2Ff 
= tm~F-‘e~‘l’.l‘Ff.= 1-g w(t)f; (159) 
cf. (153). Then it follows that (157) is an equivalent quasi-norm in I$+ 
where one has to take into consideration that we substituted t by j, t. 
Finally let s> ii,. Then we have (123) and (124) which prove that we can 
replace lIFp’qp,Ff) L,Il in (156) and (157) by I/f I L,ll. 
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Step 2. Part (i) can be proved in the same way. We use Theorem 3 and 
Corollary 9 instead of Theorem 1 and Corollary 3, respectively. 
Remark 26. A reasonable choice of (po, at least in (155) and (157) is 
given by &x) = e-c1x12 with c>O. In other words, one can replace 
IIF-‘cp,Ff( L,I( in (154F(157) by llLV(l)fl LJ. On the other hand, 
IIF-‘cp,Ff 1 &II cannot be replaced by IIP(l)fl L,II, in general. A more 
detailed study of this question can be based on (152) but we shall not go 
into detail. 
COROLLARY 16. Let O<q<co and ---co <SC a3 
(i) Let 0 <p< CO. Let k and m be non-negative integers with 
k>s+c, and2m>s. Then 
and 
(160) 
(161) 
(modification if q = &) are equivalent quasi-norms in &&. 
(ii) Let O<p < cg. Let k and m be non-negative integers wirh 
k > s + (n/min(p, q)) and 2m > s, then 
(162) 
(163) 
(modification if q = m) are equivalent quasi-norms in l$;,4. 
Proof. Terms (16Ob( 163) are the homogeneous counterparts of 
( 154)-( 157), respectively. Instead of Theorems 1 and 3 we have to use 
Corollaries 2(i) and 8(i), respectively. The counterpart of (63) has been 
mentioned in Remark 18. 
3.5. Comments 
The results of this paper generalize, modify, and, in particular, unify, 
corresponding assertions from [22] for the spaces B;,4 and F;,y. As far as 
the general history of these spaces is concerned we refer to [22, 2.3.51. In 
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[22,2.5] we gave several characterizations of the spaces B;,, and pi,, in 
terms of differences and derivatives of functions and related ball means. 
However, we used rather specific methods. A first step in direction of a 
more unified approach was done in [23] and the Subsections 2.5.15-2.5.17 
of the recent Russian edition of [22]. The present paper may be considered 
as the continuation of this way. The main new ingredients are the con- 
ditions of Tauberian type, cf. for instance (14), (15), or (54), and the rather 
careful description of the assumptions of the underlying functions in the 
sense of (16)-( 18), etc. This is the basis for a unified approach to the 
apparently rather different types of equivalent quasi-norms in the treated 
spaces presented in this paper. As far as the use of Tauberian conditions is 
concerned we gave some references in Remark 10. Concrete charac- 
terizations of function spaces via derivatives and differences of functions, 
and harmonic or thermic extensions are known. Characterizations of the 
classical Besov-Sobolev spaces based on derivatives and differences may be 
found in [ 111 and [20], including many historical remarks and references. 
The use of semi-groups of operators in Banach spaces in connection with 
the classical Besov-Sobolev spaces and related problems in approximation 
theory has been studied in [4] and [20]. This covers not only charac- 
terizations via derivatives and differences (translation group) but also 
characterizations via harmonic and thermic extensions (Cauchy-Poisson, 
and Gauss-Weierstrass semi-groups, respectively). However, the semi- 
group approach is not effective for the spaces F;,q (even not if p 3 1 and 
q > 1) and it breaks down if p < 1 in B;,, or F;,,. As far as the spaces F;.y 
with s > 0, 1 <p < co, 1 <q < co are concerned a detailed study of 
equivalent norms involving derivatives and differences of functions, as well 
as harmonic and thermic extensions has been given by Kaljabin [S, 91. 
Finally we refer to the papers [2, 31 by Bui, where characterizations of 
spaces with p < 1 (and with weights of Muckenhoupt type in the case of the 
latter paper) in terms of thermic and harmonic extensions are given. 
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