INTRODUCTION
Consider the following model of a regression line Y i = β 0 + x i β + e i , i = 1, . . . , n,
where β 0 and β are unknown parameters, x 1 , . . . , x n are fixed or stochastic regressors, the model errors e 1 , . . . , e n are assumed to be i.i.d. with an unknown distribution function F and a uniformly continuous density f independent from x 1 , . . . , x n (if they are random).
Our aim is to test the hypothesis
Since F is unknown, we should use nonparametric tests. Among them, rank tests play an important role. They use, instead of the original response variables Y i 's, their ranks. Rank tests form a class of statistical procedures which have the advantage of simplicity combined with a surprising power.
Modern development of rank tests began in the 1930's, see e. g. [8] and [12] . In 1945 Wilcoxon [24] introduced a popular Wilcoxon test for comparing two treatments. At first, it was believed that a high price in loss of efficiency when using rank tests has to be paid. However, it turned out that the efficiency of the rank tests behaves quite well under the classical normality assumption. In addition, these tests remain valid and have a high efficiency when the normality assumption is not satisfied. These facts were first described by Pitman [19] . At the moment, rank tests remain still very popular and widely used, see [7] and [15] .
Let us briefly show the classical approach based on a linear rank statistic (see e. g. [11] ). Denote
Let R i be the rank of Y i among Y 1 , . . . , Y n and let us define a simple linear rank statistic
for a nondecreasing, nonconstant, square integrable score function ϕ : (0, 1) → R. The test criterion for H 0 is then
where
Under H 0 , T 2 n has asymptotically (under very mild conditions) χ 2 distribution with 1 degree of freedom.
The regression model (1) assumes that the regressors x i are observed accurately, but in practise this is often not satisfied. We will, therefore, consider a measurement error model
where we observe w i instead of x i that are affected by additive measurement errors v i which are i.i.d. independent from e i and x i . The influence of measurement errors on parameter estimates was first considered by Adcock at the end of the nineteenth century. Adcock [1] showed that in the regression line model with measurement errors the least squares estimate of the slope is downward in magnitude. Since then a lot of methods for dealing with measurement errors have been developed, e. g. the method of moments (see [6, 20] ), the maximum likelihood method (see [17] ), the total least squares method ( [10] ). There are even several books devoted entirely to measurement error models, see e. g. [3, 4, 5] and [9] .
Most of the methods use parametric approach with its restrictive normality assumptions or with some additional information about the error distribution. However, this is not our case, we will introduce a class of new rank tests applicable in the measurement error model (3) without any further information about the errors.
Jurečková [14] was the first who introduced rank tests into measurement error models. She showed that the test (2) in the model (3) remains valid even if measurement errors are present, they only cause a decrease in the test power. This result was further extended by Navrátil [18] and Jurečková [13] for various other measurement error models.
TEST IN SIMPLE LINEAR REGRESSION
Koul [16] considered a class of estimates in a linear regression model based on the minimization of a certain type of distances. He also showed that such estimates might have, in some situations, a greater efficiency than the corresponding R-estimates. This fact motivated us to introduce a class of test statistics based on Cramér-von Mises type of distance involving various weighted empirical processes and investigate their power. We will also pay attention to their robust properties.
Let us define
g(x i ) = 0. Let us discuss some computation aspects of (5). First, let us look at the formula (5) for K * g,n . Inserting (4) into (5) we obtain
Since L is a distribution function, then L(max{a, b}) = max{L(a), L(b)}. This also remains true for the limits from the left:
Using the fact that
which is much more convenient for practical computations.
Under H 0 (β = 0), the model (1) is reduced to
Since the distribution of model errors e i is absolutely continuous, there cannot be any ties in ranks with probability 1. Thanks to the invariance of ranks with respect to the location, the distribution of R 1 , . . . , R n under the null hypothesis is uniform over all n! permutations of numbers {1, . . . , n}. Therefore, the distribution of K * g,n given x 1 , . . . , x n , under H 0 , is distribution-free and may be even computed directly. To do so, we have to compute all values of the test statistic K * g,n for each of n! permutations of numbers {1, . . . , n} and order these values in the increasing magnitude. The critical region is then formed by M = αn! largest values. The combination which leads to the (M + 1)-st largest value can be possibly randomized.
However, the computation of exact (conditional) distribution may be time consuming for large sample size n. We will, therefore, investigate the asymptotic distribution of K * g,n . We have to distinguish two cases: random or fixed regressors x i . We will present only the first one because it is often overlooked and because the assumptions and proofs of asymptotic distributions are analogous for fixed regressors.
For s ∈ [0, 1], let us define empirical processes
} is an empirical distribution function. Now, let us state the assumptions needed for proving the asymptotic properties of
Lemma 2.1. Let us assume that (7) - (10) hold, then under H 0
For the convenience, we will drop off index g in K * g,n and V g,n . Adding and subtracting V n (s) in the first integrand and using the Cauchy-Schwarz inequality we get
The fact that sup
Lemma 2.2. Let us assume that (7) - (10) hold, then under H 0
Using the Minkowski inequality
By the Cauchy-Schwarz inequality
because
Observe that
Now, combining the previous result, Lemma 2.1 and (15), (16) and (17) we have proven the Lemma.
Remark 2.3. The previous lemma states that the asymptotic distribution of K * g,n is the same as of V 2 g,n (s) dL(s), which is easier to investigate. Now, we are able to state the theorem about the asymptotic null distribution of K * g,n .
Theorem 2.4. Let us assume that (7) - (14) hold. Then in the model (1), under H 0 ,
where U 1 , . . . , U n are i.i.d. random variables with the uniform U(0, 1) distribution. By [16] we have
. That, together with Lemma 2.2, proves the Theorem.
The distribution of the random variable Y L for L(s) = s was first investigated by Smirnov [21] . The values of its distribution function may be found for example in [2] or in [22] and [23] , some quantiles are listed in Table 1 . One has to use simulated values for other choices of the function L.
(
Now, we will investigate behavior of K * g,n under the local alternative
For t ∈ R, let us define
where R i,t is the rank of Y i − x i t among Y 1 − x 1 t, . . . , Y n − x n t and U 1 , . . . , U n are i.i.d. random variables with uniform U(0, 1) distribution.
Remark 2.5. Koul [16] defined an estimator of β in the model (1) as a minimizer of (18) with respect to t ∈ R. Hence, the proposed test statistic K * g,n is K * g,n (t) computed in the hypothetical value t = 0, i. e. K * g,n = K * g,n (0) is the test statistic under H 0 , while
Lemma 2.6. Let us assume that (7) - (10) hold. Then for every 0 Remark 2.7. Particularly, if u = 0 in Lemma 2.6, we get
Lemma 2.2 is then a special case of Lemma 2.6. Now, let (7) - (14) be satisfied. Rewrite (19) as (18) and (19) we finally get
The right-hand side of (20) converges to the convolution of two (dependent) random variables γ 2 · Y L and Z ∼ N (a, b), where
Hence, under (7) - (14) the asymptotic distribution of K * g,n under the local alternative K 0,n is the above convolution of dependent random variables.
As far as practical applications are concerned, there arises a natural question how to choose the functions g and L. The function g is in fact a weight function, so it can downweight outlying observations (regressors) to robustify our test against the extreme values of x i (if g is bounded for example). The function L has a similar interpretation as the score-function ϕ in the standard rank test theory. The optimal L could be chosen based on the estimate of unknown model errors. The simplest choice L(s) = s provides very reasonable results (see the simulations).
EXTENSIONS OF THE TEST
Now, let us return to the problem with measurement errors in the model (3) . We would like to use our test although the original regressors are not observable. We apply our test based on the observed regressors w i , denote the corresponding test statistic K * w,n and show that the test works: under H 0 (β = 0), the measurement error model (3) is reduced to the model (6) -the same model as in the case without measurement errors. Hence, the exact distribution (given w 1 , . . . , w n ) of K * w,n , under H 0 , might be derived in the same way as in the model without measurement errors. Using the same arguments, if (7) - (14) hold for w i , then the asymptotic null distribution of K * w,n is the same as in the model without measurement errors.
The previous ideas might be summarized in the following theorem.
Theorem 3.1. Let the conditions (7) - (14) for w i 's be satisfied. Then in the measurement error model (3) under H 0
Remark 3.2. The presence of measurement errors decreases the power of our test because we do not use the values of the function g in the optimal points x 1 , . . . , x n but in w i 's. Now, let us show the extension of our test into a multiple regression model
where β 0 ∈ R and β ∈ R p are unknown parameters, x 1 , . . . , x n are fixed or stochastic vectors of regressors, the model errors e 1 , . . . , e n are assumed to be i.i.d. with an unknown distribution function F and a uniformly continuous density f independent from x 1 , . . . , x n (if they are random). Now, we test the hypothesis
We will introduce the test statistic K * g,n into the multiple regression model (21) . Let us define
where R i is the rank of
Remark 3.3. Similarly as in Section 2, the formula (22) might be simplified for practical computations. Based on the permutation principle its exact null distribution might be derived. A detailed analysis of K * g,n in the multiple regression model (21) will be part of our future study.
SIMULATIONS
To support the previous theoretical results, we conducted a large simulation study. Let us present several interesting results.
Let us start with the model (1) without measurement errors for a moderate sample size n = 30. We have compared the empirical power of our test based on the test statistic K * g,n with g(x i ) = x i −x and L(s) = s (call it the minimum distance test) with the Wilcoxon test for regression (based on (2) with ϕ(u) = u) and the standard t-test for regression.
The regressors x 1 , . . . , x 30 were generated from the uniform U(−2, 10) distribution, the model errors e i were generated from the normal, logistic, Laplace and t-distribution with 6 degrees of freedom, respectively, always with 0 mean and variance 3/2. The empirical powers of the tests were computed as a percentage of rejections of H 0 among 10 000 replications, at the significance level α = 0.05. The results are summarized in Table 2 .
β \ e i N 0,
Log 0,
Lap 0, The t-test achieves (not surprisingly) the largest power for normal model errors, but the differences among the three tests are not very distinct. For the distributions with heavier tails than normal, our test has the largest power, even for the logistic distribution (for which the Wilcoxon test is locally most powerful rank test). It is caused by the slow convergence of the Wilcoxon test statistic to its asymptotic distribution. Now, let us compare the three previous tests in the measurement error model (3) -under the same simulation design as before. The empirical errors of the first kind for various measurement errors are summarized in Table 3 . The empirical powers for various measurement errors are summarized in Table 4 (with the true value of parameter β = 0.2).
According to Table 3 , the minimum distance test preserves the error of the first kind at the prescribed α even if measurement errors are present. The presence of measurement errors decreases the power of all tests -the larger variance of measurement errors, the smaller power.
Lap 0, 
Lap 0, We performed more simulations for various regressors x i (both random and fixed), sample sizes n and the model errors e i . We also compared the tests according to the choice of the functions L and g. However, the corresponding results are very similar to those presented in Tables 2 -4.
Remark 4.1. Koul [16] derived a formula for the asymptotic variance of the minimum distance estimator from Remark 2.5 with g(x i ) = x i −x and L(s) = s. It is given by
We may compare the minimum distance estimator with the Wilcoxon and the least squares estimate via the relative asymptotic efficiency (ARE) for various distributions of the model errors, see Table 5 .
Pitman [19] generalized asymptotic relative efficiencies for tests; we tried to arrive at similar formulae for the minimum distance tests. However, in Pitman's definition the asymptotic distribution of the test statistic needs to be χ 2 , which is not our case. In addition, we did not obtain a closed formula for the asymptotic distribution of our test statistic under Pitman's alternative.
However, we compared the empirical powers of the three tests. The simulation results are in accordance with Table 5 which compares variances of the corresponding estimates. The minimum distance test has not only a slightly greater power than the Wilcoxon test or the t-test for some model errors, but it also converges faster to its asymptotic distribution than the Wilcoxon test (see Table 4 ).
CONCLUSION
In this paper we proposed a new rank test for hypothesis testing in a simple linear regression model. The test statistic is based on minimum distance estimates (Cramér-von Mises distance) and unlike the classical rank tests (such as Wilcoxon, or van der Waerden) it is not a linear function of the ranks.
We derived its exact null distribution and asymptotic distribution under both the null and alternative hypotheses. In the simulation study we showed a good performance of the test. It achieves a greater power than the Wilcoxon test for the distribution of model errors with heavy tails. Moreover, it converges faster to its asymptotic distribution than the Wilcoxon test.
Our test is neither sensitive to leverage observations, nor outliers and has robust properties. It might be also used in measurement error models, the errors cause only a decrease of its power. The extension into a multiple regression model is straightforward, a detailed analysis will be included in our further study.
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