show that the proposed 4SS performs better than the well-known three-step search and has similar performance to the new three-step search (N3SS) in terms of motion compensation errors. In addition, the 4SS also reduces the worst-case computational requirement from 33 to 27 search points and the average computational requirement from 21 to 19 search points as compared with N3SS.
INTRODUCTION
In recent years, several video compression standards had been proposed for different applications such as CCITT H.261 [2] , MPEG-1 [3] and MPEG-2 [4] . One common feature of these standards is that they use DCT transform coding to reduce spatial redundancy and block motion estimation/compensation to reduce the temporal redundancy. In addition, the encoders complexity of these video standards are dominated by the motion estimation, if full search (FS) is used as the block matching algorithm (BMA). FS matches all possible displaced candidate blocks within the search area in the reference frame, in order to find the block with the minimum distortion. Massive computation is, therefore, required in the implementation of FS. On the other hand, the H.261 and MPEG standards have not specified the BMA for motion estimation at the encoder. As a result many fast BMA's [5] [6] [7] [8] [9] [10] [11] [12] had been developed to alleviate the heavy computations of FS. For examples the three-step search (3SS) [5] , the 2D-logarithm search (LOGS) [6] , the conjugate directional search [7, 8] , the cross-search algorithm [9] , and the dynamic search-window adjustment algorithm [10] , etc. Among the proposed BMA's, the 3SS became the most popular one and it is also recommended by RM8 of H.261 and SM3 of MPEG owing to its simplicity and effectiveness. However, the 3SS uses a uniformly allocated checking point pattern in its first step, which becomes inefficient for the estimation of small motions. In addition, experimental results [1] show that the block motion field of real world image sequence is usually gentle, smooth, and varies slowly. It results in a center-biased global minimum motion vector distribution instead of an uniform distribution. This can be observed from the motion vector distribution based on the FS algorithm for the two well-known test sequences "Football" and "Tennis" in Fig.1 (a) and (b). For the "Football" sequence, there are nearly 80% blocks that can be regarded as stationary or qusi-stationary blocks and most of the motion vectors are enclosed in the central 5×5 area. For the "Tennis" sequence, which consists of faster motion and camera zooming, the motion vector distribution is still highly center-biased. Although it is more diverse as compared to "Football" sequence.
Based on the characteristic of center-biased motion vector distribution, a new threestep search (N3SS) algorithm for improving the performance of the 3SS on the estimation of small motions was proposed in [1] . The N3SS employed a center-biased checking point pattern in the first step, that combined the original checking point used in 3SS and 8 extra neighboring points of the search window center. The N3SS use a halfway-stop technique to speed up the stationary or qusi-stationary blocks matching. Simulation results in [1] show that the N3SS is much more robust, and produces smaller motion compensation errors as compared with the 3SS. For the maximum motion displacements of ±7, however, the N3SS algorithm in the worst case requires 33 block matches while 3SS needs only 25 block matches. For some image sequences with a lot of large motions, the computational requirement of N3SS may be higher than the 3SS. In addition, for the real-time or VLSI implementation of motion estimation the worst case computational requirement should be considered instead of the average computation. In this paper, a new four-step search (4SS) algorithm based on the center-biased motion vector distribution characteristic is proposed. The proposed 4SS produces better performance than the 3SS and has similar performance as compared with the N3SS. While the worst case computational requirement of the 4SS is 27 block matches, which is only just 2 more block matches as compared with the 3SS.
FOUR-STEP SEARCH ALGORITHM
For the maximum motion displacements of ±7, the proposed 4SS algorithm utilizes a center-biased search pattern with 9 checking points on a 5×5 window in the first step instead of a 9×9 window in the 3SS. The center of the search window is then shifted to the point with minimum block distortion measure (BDM). The search window size of the next two steps are depended on the location of the minimum BDM points. If the minimum BDM point is found at the center of the search window, the search will go to the final step (Step 4) with 3×3 search window. Otherwise, the search window size is maintained in 5×5 for step 2 or step 3. In the final step, the search window is reduced to 3×3 and the search stops at this small search window. The 4SS algorithm is summarized as follows:
Step 1: A minimum BDM point is found from a 9 checking points pattern on a 5×5
window located at the center of the 15×15 searching area as shown in Fig.  2a . If the minimum BDM point is found at the center of the search window, go to Step 4; otherwise go to Step 2.
Step 2: The search window size is maintained in 5×5. However, the search pattern will depend on the position of the previous minimum BDM point. a) If the previous minimum BDM point is located at the corner of the previous search window, 5 additional checking points as shown in Fig.  2b are used. b) If the previous minimum BDM point is located at the middle of horizontal or vertical axis of the previous search window, 3 additional checking points as shown in Fig. 2c are used. If the minimum BDM point is found at the center of the search window, go to Step 4; otherwise go to Step 3.
Step 3: The searching pattern strategy is the same as Step 2, but finally it will go to
Step 4.
Step 4: The search window is reduced to 3×3 as shown in Fig. 2d and the direction of the overall motion vector is considered as the minimum BDM point among these 9 searching points.
From the algorithm, we can find that the intermediate steps of the 4SS may be skipped and then jumped to the final step with a 3×3 window if at any time the minimum BDM point is located at the center of the search window. Based on this four-step search pattern, we can cover the whole 15×15 displacement window even only small search windows 5×5 and 3×3 are used. There are overlapped checking points on the 5×5 search windows in the step 2 and step 3, thus the total number of checking points is varied from (9+8) = 17 to (9+5+5+8) = 27. The worst case computational requirement of the 4SS is 27 block matches, it will happen for the estimation of large movement. Two examples of 4SS are shown in Fig. 3 (3,-7) . For the worst case example of the lower search path, the number of checking points required is 27 and the estimated motion vector is equal to (-7,7). We can find that the computational complexity of 4SS is only two block matches more than the 3SS while 6 block matches less than the N3SS in the worst case.
SIMULATION RESULTS
The 4SS algorithm is simulated using the luminance component of the first 90 frames of the "Football" and "Tennis" sequences. These two sequences consist of large displacement and fast motion. In the "Tennis" sequence, camera zooming and panning are also involved. The size of each individual frame is 352×240 pixels quantized uniformly to 8 bits. The mean absolute error (MAE) distortion function is used as the BDM. The maximum displacement in the search area is ±7 pixels in both the horizontal and the vertical directions for 16×16 block size. The performance comparison of 4SS, N3SS, 3SS, and FS in terms of mean-square error (MSE) between the estimated frames and the original frames are shown in Fig. 4 (a) and (b). The MSE comparisons show that the 4SS almost always provides better performance than the 3SS and similar to the N3SS, especially in the area where fast motion is involved. Table 1 to 4 give some statistical performance comparisons of the four BMAs. Table  1 shows the average MSE of the first 90 frames using different algorithms. From this table, we can find that 4SS gives the smallest MSE among the three fast algorithms. The speed-up ratio of the BMAs is compared by the average search points required for a motion vector estimation. The average search points per motion vector estimation for the first 90 frames using FS, 3SS, N3SS and 4SS algorithms are shown in Table 2 . In addition, the average search points required by N3SS and 4SS vs. the frame number for the "Football" and "Tennis" sequences are also shown in Fig. 5 (a) and (b), respectively. These figures show the average search points required by 4SS for each frame is always less than 25 and much less than N3SS for the frames with fast or large motions. From Table 2 and Fig. 5 , we can find that the search points needed by 4SS is very near to its minimum 17 but the search points needed by N3SS is highly depended on the motion content of the image sequences. Table 2 also shows that 4SS outperformed other algorithms whether the image sequence containing fast or slow motion. Table 3 gives us a measure of the accuracy of different algorithms using the motion vectors found by FS as reference. The N3SS and 4SS give similar accuracy and they are much better than the conventional 3SS. Using the motion vector found by FS as the true motion vector, Table 4 shows the probability of finding the true motion vector using different fast BMAs. Again, the performance of N3SS and 4SS is similar and they are much better than 3SS. Fig. 6 shows the estimated 80th frames of FS, 3SS, N3SS, and 4SS of the "Tennis" sequence. In terms of subjective image quality, the performance of 4SS is very closed to FS and better than 3SS and similar to N3SS.
CONCLUSIONS
Based on the center-biased global minimum motion vector distribution characteristic of real world image sequence, a new 4SS algorithm for fast block-based motion estimation is proposed in this paper. Experimental results show that the proposed 4SS algorithm performs better than the well-known 3SS and have similar performance to the N3SS in terms of mean-square error measure with smaller computational requirement. In addition, 4SS is more robust as compared with 3SS and N3SS. It is because the performance of 4SS is maintained for image sequence that contains complex movement such as camera zooming and fast motion. On the other hand, the 4SS also possesses the regularity and simplicity of hardware-oriented features. -12 -(a) Estimated frame using FS (b) Estimated frame using 3SS (c) Estimated frame using N3SS (d) Estimated frame using 4SS Fig. 6 The 80th estimated frames from the "Tennis" sequence using different searching algorithms
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