Removing noise in magnetic resonance images (MRI) is a crucial issue in the field of medical image processing. These images are infected by Rician noise which is a non-additive noise, allows to reduce the image contrast and causes random fluctuations. Our paper proposed a new method for 3D MRI denoising based on new combination between non-local means filter and the diffusion tensor with adaptative MAD estimator Rician noise. The performance of our proposed algorithm was evaluated with respect to different quantitative measures, compared to other denoising methods which illustrate that our proposed denoising algorithm efficiently removes noise and preserves more details.
Introduction
3D magnetic resonance imaging (MRI) is one of the most recent medical imaging techniques. It is a non-invasive medical test provides valuable support for the physician diagnosis and treat medical conditions. It allows viewing a high accuracy organs and soft tissue, in different spatial planes. It is thus possible to determine the exact position of otherwise invisible lesions. Despite significant improvements in recent years, MR images are often suffered from numerous kinds of artefacts. Some affect the quality of the MRI exam while others do not affect the diagnostic quality but may be confused with pathology. The common problem in this images is the Rician noise as shown in Macovski (1996) studies, which is a signal dependent difficult to be eliminated. Therefore, removing of noise from 3D MR images is now a very challenging issue in the field of medical image processing. This is usually done by using a denoising method in order to preserve the important features and edges. Among these methods, 3D wavelet transform have been applied successfully to medical imaging denoising (Chen and King, 2004) , methods based on variational algorithms (Tran et al., 2012; Chambolle and Lions, 1997; Bergounioux and Tran, 2011) , also the anisotropic diffusion tensor filtering (Romdhane et al., 2014; Meijering et al., 2002; Mendrik et al., 2009; Frangakis and Hegerl, 2001; Weickert et al., 1996) and the non-local means (NLM) algorithm (Coupé et al., 2008 (Coupé et al., , 2012 He and Greenshields, 2009 ) are often used in medical image processing. This paper represents a new proposed Rician removing technique applied to 3D MRI data. The paper is organised as follows: Section 2 introduces an overview of the most common denoising method, Section 3 describes the proposed approach, Section 4 presents results in terms of denoising quality and Section 5 concludes the work.
Overview
In literature, the magnitude MR image is described by a Rician distribution (Gudbjartsson and Patz, 1995) . The non additive Rician noise allows lowing signal to noise ratio (SNR); it reduces the image contrast and causes random fluctuations. Consequently, several methods for removing this noise were developed in literature. In this section we focus in the most successful 3D denoising algorithm.
Wavelet transform
The use of wavelet transform for denoising is performed by applying a wavelet transform to noisy data as showing in Figure 1 (Wang et al., 2012) , thresholding the resulting coefficients by comparing the detail coefficients with a given threshold value, and shrinking these coefficients close to zero to take away the effect of noise in the data (Donoho, 1995) , and then applying an inverse transform of the thresholded wavelet coefficients to obtain a smoothed data. In terms of wavelet space decomposition, the separable 3D WT (Kroon et al., 2010) can be expressed by a tensor product by:
where ⊕ denotes space direct sum, L x and H x , respectively represent the low-and high-pass directional filters along directions of α-axis, and α ∈ {x, y, z}. 
HA
The choice of a threshold is an important point of interest for reducing noise. There exist various methods for wavelet thresholding, which rely on the choice of a threshold value. The NeighShrink (Chen et al., 2005) represent the most recent wavelet thresholding. In addition, Dengwen and Wengang (2008) 
And λ is the universal threshold, where the optimal λ for each of the high-frequency subbands is estimated using SURE (Dengwen and Wengang, 2008) .
TV minimisation
Total variation (TV) denoising is one of the most successful tools for image denoising (Rudin et al., 1992) , it is reduces the number of variation in the data. It removes small-scale details and preserves edges and textures. TV method tends to approximate the original image u(x, y, z) by minimising the Rudin-Osher-Fatemi (ROF) functional energy (F) on bounded variation space
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where f is the 3D noisy image, u the desired 3D clean image and λ ≥ 0 is a regularisation parameter. Several studies was introduced in literature such as Tran et al. (2012) approach, Bergounioux et al. (2011) approach in order to minimise the ROF(F).
Anisotropic diffusion tensor
Weickert (1998) used the nonlinear partial differential equation (PDE) proposed by Perona and Malik (1990) , based on the diffusion tensor for denoising images, given by: and the eigenvalues μ 1 , μ 2 and μ 3 of the structure tensor and ∂I t is the rate of change in intensity value in image I at diffusion time t. In case of 3D volume, D(⋅) can be written as follows:
The structure tensor can be given by:
where ∇I σ the smoothed version of the gradient which is obtained by a convolution with a Gaussian kernel K ρ for standard deviation ρ. In order to average the gradient over a rather large field of the volume and to calculate the mean orientation Weickert used a diffusion function called coherence enhancing diffusion (CED), it preserves small structures and enhances tubular structures. The diffusion functions are given as follow: 
where
, α = 0.001 (Weickert, 1998) and λ c is the CED contrast parameter. These definitions reflect diffusion in direction v 3 using the ratio between the second and the third eigenvalues of the structure tensor.
Non-local mean (NL-mean)
The NL-mean filter (Buades et al., 2005 ) is based on a weighted average of voxels inside a search window in image. In the classic formulation the restored intensity NL(I)(x i ) of the voxel x i is the weighted average of the intensities of all voxels in the image I:
where I(x j ) is the intensity of the voxel x j , w(x i , x j ) is the weight assigned to the restoration of voxel x j which evaluate the similarity between the intensity of patches N i and N j registered to voxels x i and x j based on the square Euclidean distance between patches intensity, defined as: 
New proposed method
In this section, we propose a new method based on combination between two filters such as the non local mean filter and the anisotropic diffusion tensor with an estimator noise Rician (Coupé et al., 2009 ) in order to preserve more structures in 3d data. The main idea is summarised by the following iterative algorithm: 
1 ( , ) ( ) ( 1 5 ) where y i are the wavelet coefficients of the HHH sub-band, θ is the SNR value and ξ is the correction factor which is expressed as:
where F 1 is the first order modified Bessel function. For the diffusion weight functions we choose to apply the CED technique where the smooth effect is increasing in the directions with less variability. In 3D the divergence operator can be written as:
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For the standard discretisation of the divergence operator, central differences are used (Kroon et al., 2010) :
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The other terms are written in the same way. This standard scheme allows to the best smoothing performance for uniform regions and fully characterises the information in the volume data. So our method depends not only on the similarity of the intensity grey level of patches but also on the structures information. In the next section, we will give some experimental results.
Experimental results

Phantom data
We have simulated a realistic MRI phantom as a ground truth (http://mouldy.bic.mni.mcgill.ca/brainweb/) (Collins et al., 1998 ) with 1 mm 3 resolution and volume size (181 × 217 × 181) to improve the performance of the denoising algorithm by using the quality metrics such as the peak signal-to-noise ratio (PSNR) and the structural similarity index (SSIM) (Wang et al., 2004) to describe how well the noise is removed and the quality index based on local variance (QILV) (Fernández et al., 2006) to describe how well the structures are preserved. The SSIM index combines indexes from the luminance, contrast and structure between each pair of vectors between the denoised and original images over a 11 × 11 window bounded between 0 (worst quality) and 1 (identical to ground-truth): where μ is the mean intensity, σ denotes the standard deviation, and the constants c 1 = 0.01, c 2 = 0.03 were chosen in Wang et al. (2004) . The final value of SSIM is the mean of SSIM index calculated over the N local regions:
For the QILV index between two images I and J, it is defined as:
where μ V is local-variance of the image, σ V is standard deviation of the local and I J V V σ is the covariance between the variances of two images. This index seems more sensitive to the blurring of image edges. It is bounded between 0 (worst quality) and 1 (identical to ground-truth). The phantom dataset was infected with Rician noise and compared to the previously described works in Section 2. Our model's parameters are fixed to: β = 0.1, α = 0.001, ρ = 15 and λ c = 20. As shown in figures [Figures 4(a) and 6(a)], the T1-weighted MR phantom are contaminated with 5% and 9% of Rician noise respectively and the denoising effects of the algorithms (PFNLM, wavelet NeighshrinkSure method, TV denoised method and our proposed algorithm) are quite reasonable [Figures 4(c) to 4(f) and 6(c) to 6(f)]. Visually, the proposed algorithm surpassed all other methods at high noise levels in terms of preserving edges, distinct features and small structural details. Tables 1 to 3 show respectively a comparison of the experimental results for the denoising methods based on PSNR, SSIM and QILV for the T1-weighted MR images. It confirms the effectiveness of our model with the highest score. According to Table 1 , our filter gives the highest value of the PSNR with slightly above of PFNLM filter in term of precision that is why our method allows a significantly better visualisation [Figures 5(e) and 7(e)]. The TV and wavelet NeighShrinkSure models succeeded in removing noise but their major drawbacks is that they blur the data with low contrast. For Table 2 , which presents the quantitative measure SSIM for the difference methods, the proposed algorithm offers the highest value for majority level of the noise. The SSIM measures the similarity of a closer manner to subjective perception of the human and it is clear according to the figures (Figures 4 and 6 ) that the score is assigned as human evaluation so that is why TV and WT NeighShrinkSure methods present the low values. 
Moreover, Table 3 illustrates the QILV index for the different method. So it is clearly that it offer a lowest value for both TV and WT NeighShrinkSure methods unlike for our and the PFNLM filters which have higher values. 
Real data
As a real data, we evaluate a T1-weighted autistic female brain child scanned at two years 
As shown in Figures 9 and 11 , the cross-sectional analysis of the images clarify that the denoising effects of the algorithms are quite reasonable. The TV and WT NeighShrinkSure methods lose important details and lead to blur the data while PFNLM preserve well discontinuities but our proposed algorithm gives the best enhancement and preservation details.
Conclusions
In this paper, we presented a new denoising method for 3D MRI data based on combination between NLM filters and the diffusion tensor with adaptative MAD estimator Rician noise to get a modified weight average in iteratively way using a CED diffusion functions. The experimental results on phantom data show how much our algorithm surpasses the compared method such as TV, WT NeighShrinkSure and PFNLM models by calculating various quality metrics. On the other hand, we applied our model to a real datasets and it was very promising in term of preserving the interesting features and removing noise. Hence, we expect to propose for our algorithm a new diffusion function to control the smoothing task and the impact denoising on the performances of postprocessing algorithms, like segmentation schemes also should be studied. We are also looking to have an automatic adjustment of the smoothing parameter with a time limitation of the calculation for designing reliable results of denoising 3D MR images.
