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ABSTRACT. Sensitivity analysis aims at quantify the influence of the dispersion of input parame-
ters on the dispersion of the outputs of a mechanical model. Among all approximation methods,
polynomial chaos expansion is one of the most efficient in order to calculate sensitivity indices
because they are computed analytically from the coefficients of the expansion (Sudret (2008)).
Indices are approximated and it is difficult to evaluate the error due to approximation. In order
to evaluate the reliability of these indices we propose the construction of confidence intervals
by Bootstrap re-sampling (Efron, Tibshirani (1993)) on the experimental design used to build
the polynomial chaos approximation. Since the evaluation of the sensitivity indices is obtained
with confidence intervals, it is possible to find an optimal design of experiments allowing the
computation of sensitivity indices with a given accuracy.
RÉSUMÉ. L’analyse de sensibilité a pour but d’évaluer l’influence de la variabilité d’un ou
plusieurs paramètres d’entrée d’un modèle sur la variabilité d’une ou plusieurs réponses.
Parmi toutes les méthodes d’approximations, le développement sur une base de chaos polynômial
est une des plus efficace pour le calcul des indices de sensibilité, car ils sont obtenus ana-
lytiquement grâce aux coefficients de la décomposition (Sudret (2008)). Les indices sont donc
approximés et il est difficile d’évaluer l’erreur due à cette approximation. Afin d’évaluer la con-
fiance que l’on peut leur accorder nous proposons de construire des intervalles de confiance par
ré-échantillonnage Bootstrap (Efron, Tibshirani (1993)) sur le plan d’expérience utilisé pour
construire l’approximation par chaos polynômial. L’utilisation de ces intervalles de confiance
permet de trouver un plan d’expérience optimal garantissant le calcul des indices de sensibilité
avec une précision donnée.
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1. Introduction
Performing global sensitivity analysis is often a major step in uncertainties prop-
agation. It helps to understand how uncertainties of a mechanical response could be
explained and reduced. Sensitivity indices coming from variance decomposition are
relevant information but asked for estimation of many partial variances. These calcu-
lations could be done by polynomial chaos expansion approximation of the quantity of
interest. In order to know if this approximation is efficient enough (to estimated par-
tial variance) we propose to construct confidence interval by Bootstrap re-sampling.
The first part of this paper recalls some important features about polynomial chaos ex-
pansion and determination of sensitivity indices. One important point deals with the
method used to construct the polynomial basis. In our study, two different methods
are compared (OpenTURNS (2011) and Blatman (2009)). The second part presents
application of Bootstrap re-sampling (Efron, Tibshirani (1993)) to sensitivity indices
when they are calculated by polynomial chaos expansion (PCE). It recalls some re-
sults about the determination of confidence intervals and presents the algorithm which
is set up to build a design of experiment allowing to obtain sensitivity indices with a
given degree of confidence. Finally this methodology is tested on an academic case
(Ishigami function) and used for sensitivity analysis on a finite elements model of
satellite (TARANIS designed by Centre National d’Etudes Spatiales).
2. Determination of sensitivity indices by polynomial chaos expansion
2.1. Polynomial chaos expansion
Approximation of a stochastic model y(X)
Ghanem, Spanos (2003) showed that any second-order random variable can be ex-
panded in a polynomial decomposition.This expansion has been generalized (Soize,
Ghanem (2004)) to general stochastic model y(X) of a random vector X= {X1, · · · ,XN}
of N independent random variables of joint probability density function (PDF) called
fX(x) =∏Ni=1 fXi(xi)
y(X) =
∞
∑
i=0
Ciφi(X1, · · · ,XN) (1)
where {φi}∞i=0 is an adequate (with respect to the joint PDF) orthogonal basis. In
practice, decomposition (1) has to be truncated to a finite number of polynomial terms
P
y(X)≈ ŷ(X) =
P−1
∑
i=0
Ciφi(X1, · · · ,XN) (2)
Determination of the coefficients
Several methods can be used in order to find the best coefficients Ci of (2). Here,
we choose a regression method which is quite efficient and simple (Berveiller (2005)).
Coefficients Ci are determined by minimizing the error εy =Y−ΦC in quadratic norm
between some exact values y(X) estimated at k different points (experimental design
of size k) concatenated into vector Y, and their estimation by the truncated polynomial
expansion, concatenated into vectorΦC where C is the vector of unknown coefficients
Ci of (2), andΦ the matrix of regressors. The least square minimization criterion leads
to,
C = (ΦtΦ)−1ΦtY (3)
Construction of the basis
About the construction of the polynomial basis, it is shown (Xiu, Karniadakis
(2002)) that for usual distributions (see table 1), classical univariate polynomial basis
should be used. Then the orthogonal multivariate polynomials basis is obtained from
the product of each univariate polynomial. Here, this approach is chosen because only
usual distributions are used.
Random variable Orthogonal polynomials
Gaussian Hermite
Uniform Legendre
Beta Jacobi
Gamma Laguerre
Table 1. Univariate orthogonal polynomials for usual random variables
This multivariate polynomial basis is composed of an infinity of terms. As it is
shown in (2), this basis is truncated to a finite number of polynomials, say P. In the
following, these polynomials are ranked by order (first polynomials are univariate of
degree one, then multivariate using two variables at degree one, then the univariate
at degree two, etc.). The simplest way to truncate the basis is then to choose the P
first polynomials. For example, number P of polynomials necessary to reach order p
is P = (N + p)!/(N!p!) where N is the number of random variables. This strategy is
efficient for problem of small dimensions and responses that can be approached by
low degree polynomials. When it is not the case the number of terms becomes too
important and leads to calculation problems and pollution of the approximation. That
is why different kinds of selection strategies allowing sparse basis were introduced
and are now briefly presented:
1. Cleaning Strategy (OpenTURNS (2011)). The main idea is to remove non
significant polynomials from the reference basis of size P and to select a significant
basis of size B. From a complete basis of B terms, non significant terms are removed :a
term Ciφi(X1, · · · ,XN) is considered as non significant if Ci < 10−3max{Ck,k ∈ [1,B]}.
The basis is then constructed iteratively, replacing the removed terms, which number
is j, by next terms of the basis (terms B+ j). This method is efficient to clean the
polynomial basis from useless terms which pollute the meta-model and lead to error,
especially in sensitivity analysis. Nevertheless, as the calculation of all terms needs
to be done, its numerical coast is higher than the construction of a full basis of degree
p. Parameters of this method are essentially the size B of the basis to construct (how
many polynomials have to be kept) and size P.
2. LAR and Leave One Out selection (Blatman (2009); OpenTURNS (2011)).
This method aims at construct sparse polynomial basis (as the Cleaning Strategy)
selecting the most relevant terms iteratively. Selection criterion is based on the Least
Angle Regression method. LAR algorithm return a family of sparser and sparser PC
approximations then, the one which minimizes the leave one out error is chosen. Fi-
nally this method is the most efficient and allows fast construction of a sparse basis.
As for the Cleaning Strategy, the main parameter of this method is the size P (chosen
for the degree of the polynomials it allows to reach).
For our application, Cleaning Strategy and LAR methods are both used because
the construction of a sparse basis is more relevant for sensitivity analysis.
2.2. Computation of sensitivity indices
Polynomial chaos expansion gives a meta-model ŷ(X) of the response y(X) as a
sum of orthogonal polynomials (see (2)). It is shown (Sudret (2008)) that, E [ŷ(X)] =
C0 and Var [ŷ(X)] = ∑P−1i=1 C
2
i E [φi(X)]. The main idea is now to identify the polyno-
mial chaos meta-model with the ANOVA decomposition (see Rahman (2011)). Once
this identification is done (Sudret (2008)), we obtain sensitivity indices using partial
variance as
Ŝi1,··· ,is =
∑α∈Li1,··· ,is C
2
αE
[
φ2α(Xi1 , · · · ,Xis)
]
∑P−1i=1 C
2
i E [φi(X)]
(4)
where Li1,··· ,is represent the sets:
Li1,··· ,is =
{
α : αk ∈ N
∗∀k = 1, · · · ,N,k ∈ (i1, · · · , is)
α j = 0∀ j = 1, · · · ,N, j /∈ (i1, · · · , is)
}
(5)
with α = (α1, · · · ,αN), where αk means that the variable k is used with order αk by
the polynomial φα.
This formula means that sensitivity indices are given by the coefficients of the
polynomials acting on the variables of interest. For example, the first order sensitivity
indice of a variable Xi is computed with the coefficient of all the univariate polynomi-
als acting on Xi. The major advantage of polynomial chaos expansion for calculation
of sensitivity indices is that it does not need more calculation than the one necessary
for determination of the coefficients. This method is much more efficient than the
method based on Monte Carlo sampling, in terms of numerical cost due to the number
of model evaluations. Nevertheless, the quality of the sensitivity indices is directly
connected to the quality of the approximation by the meta-model. So the problem is
how to choose the construction parameters of the polynomial chaos expansion in order
to get sensitivity indices with enough confidence.
3. Bootstrap re-sampling applied to polynomial chaos expansion
3.1. Construction of confidence intervals by Bootstrap re-sampling
The Bootstrap (Efron, Tibshirani (1993)) is a re-sampling method which aims at
determining confidence interval on a statistic variable with only one design of exper-
iment. The main idea is to create several new designs of experiment (B) by drawing
with replacement in the first one (source design) and then to use these new designs to
get an empirical distribution of the statistic variable calculated on these designs. This
methodology has been applied on several surrogate models as in (Janon et al. (2010))
and (Gayton et al. (2003)).
Here, we are interested in sensitivity indices (denoted as collection T ). PCE of
the response of interest gives an estimator of these indices (denoted as collection T̂ ).
For every new design Pk,k = 1 · · ·B, the methodology of construction of polynomial
chaos expansion (Cleaning strategy or LAR) is used, leading to the sensitivity indices
T̂k for the design Pk (it should be noted that to avoid ill conditioning of regression
matrix Φ defined in (3), the size of the design of experiments is three times higher
than the size of the polynomial basis, see Roussouly (2011)). After the computation
of the B sensitivity indices collections (one per re-sampled design), several confidence
intervals are built. Let us denote T̂ ∗ and VarT̂ the estimator of the mean and variance
of the empirical distribution of the B collection of indices T̂k.
1. Direct quantiles estimation: Confidence interval is such that
T̂[α/2] 6 T 6 T̂[1−α/2]
where T̂[α/2] and T̂[1−α/2] are the α/2 et 1−α/2 empirical quantiles.
This interval does not need hypothesis on the distribution of T̂ but needs more re-
sampling B (higher than 500, see (Notin (2010))) in order to approximate these quan-
tiles with a sufficient precision.
2. Empirical quantiles corrected: The idea is to take into account bias between
estimator of the mean T̂ ∗ and the value of indices estimated on the first design of ex-
periment (source design). This bias is then used to correct the evaluation of empirical
quantiles. Details can be found on Notin (2010) and Efron, Tibshirani (1993).
This study essentially use direct empirical quantiles estimation as it is faster and easier
to set up, but example of section 4 uses empirical quantiles corrected method for
comparison.
3.2. Sequential construction of an optimized design of experiments
This part presents application of this method to optimize the number of points
in design of experiment in order to get the sensitivity indices from polynomial
chaos with a fixed level of confidence. The algorithm described here is inspired
by a previous work, using Bootstrap re-sampling in a similar way on reliability in-
dices (Notin (2010)). The iterative methodology presented figure 1 is split in five
main steps:
1. An experimental design of size N is used to construct a polynomial chaos meta-
model. The size of the polynomial basis is less equal to N/3 for reason of conditioning
described previously.
2. B new bootstrapped samples are used to construct the 95% confidence intervals
(CI) with one of the methods presented in the previous section. Number B depends on
the complexity of the response and of the kind of chosen interval. In our application,
we mainly used the direct quantiles estimation with B = 700 (in order to fix B, we
increase this number until the convergence on the size of the CI).
3. Convergence criterion: Here, we choose to stop the algorithm at iteration for
which all CI sizes are less than 10% of the maximum mean value of the sensitivity
indices (let us recall that if there is no interaction, the sum of the first order sensitivity
indices is equal to one). Of course if many variables have an important influence or if
variables act mainly in interaction, this criterion is going to be too restrictive because
the maximum mean value of the sensitivity indices will be small (compared to one).
4. If the convergence criterion is not reached, then we add β new points in the
experimental design by Monte-Carlo sampling and start a new iteration.The value
of β is a compromise between computation time of a single model evaluation and
computation time of one algorithm iteration (700 PC construction). If β is too low
then most of the time is spent during Bootstrap iteration, and if it is too high, the
algorithm converges in less iteration but the final experimental design could be far
from the optimal one (β− 1 points are useless in the worst case). If the convergence
criterion is reached, one obtain the sensitivity indices with enough confidence using
an optimal experimental design.
5. The last point concerns parameters of the polynomial basis construction
method. Both methods have in common one parameter which is the choice of the
maximal degree of the polynomials filling the basis. This parameter is very important
because, if it is too low, the quantity of interest can not be correctly approximated.
So, at the first iteration, this choice is based on an a priori knowledge of the response.
Then, we decide, arbitrary, that if after four iterations, evolutions of the means of
the bootstrapped samples of sensitivity indices are not monotonic, we increase the
maximal degree. Even if we have no prove that the convergence of the mean have
to be monotonic, we believe that this condition is a convenient way to increase this
parameter.
4. Application on Ishigami function
4.1. Presentation
Ishigami function, defined in Saltelli et al. (2000), is a well known test case for
sensitivity analysis, because among its three parameters, two have close first order
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Figure 1. Iterative construction of an optimal design of experiments.
sensitivity indices and one only appears in interaction. It is defined by:
Y = sinX1+7sin2 X2+0.1X43 sinX1,
where X j follows a uniform law between [−pi,+pi].
Sensitivity indices computed analytically are presented in table 2.
Analytical values
Variable Si STi
X1 0.3138 0.5574
X2 0.4424 0.4424
X3 0.0 0.2436
Table 2. Ishigami function: Sensitivity indices
This example is study with, the iterative algorithm presented above is used with
the Cleaning Strategy and the LAR polynomial basis construction methods. For both,
the number B of Bootstrap re-sampling is 700 and the first design of experiment con-
tains 50 points. In this example the model evaluation is negligible (evaluation of an
analytical function), so the number of point to add is fixed to 10. Like this, in the worst
case, the final experimental design count 9 useless points. As the Ishigami function is
strongly non linear, it is possible to use the construction of the confidence intervals by
the corrected empirical quantiles.
4.2. Results with the Cleaning strategy
As the numerical cost of this construction method is directly linked to the max-
imum degree of the polynomials in the basis (first construction of a full basis then
elimination and replacement until the final basis is obtained), the first maximal degree
reachable by the polynomial basis is chosen equal to 5. Figure 2 gives evolution of
the 95% confidence intervals obtained by direct evaluation of the empirical quantiles
in the determination of the first order sensitivity indices according to the number of
points in the design of experiment. On this figure, verticals dotted lines represent an
augmentation in the degree reachable by the polynomial.
Figure 2. First order sensitivity indices, Ishigami function: Cleaning strategy,
empirical quantiles.
Finally table 3 gives numerical results. Several conclusions can be drawn from this
first example:
– First, it is clear that the maximum degree reachable have a huge influence in the
convergence of the algorithm. In this example, it is necessary to increase it from 5 to
8.
– Once the correct degree is reached, the convergence is fast and the confidence
intervals border theoretical values.
– The convergence criterion (size of CI less equal to 10% of the max of the boot-
strap mean of the sensitivity indices) could be too difficult to reach if several variables
are important. In this case even the highest bootstrap mean sensitivity indice must be
low and then the CI size should be almost null. To avoid this problem the conver-
gence criterion could be increase as regard to the bootstrap mean sensitivity indices
computed during first iterations.
– Evaluation of the confidence intervals by corrected estimation of empirical
quantiles seems to reduce the size of the CI. In this example the number of points
to reach the convergence is not decreased by this method but, observing convergence
figures, it would be the case if the convergence criterion has been less restrictive.
4.3. Results with the LAR strategy
The major advantage of this basis construction method is that polynomials are
chosen a priori within a full basis reaching a given degree. Moreover the size of
the basis have not to be specified, the best basis is chosen using cross validation.
The numerical cost of this methodology is much more interesting compared with the
Cleaning strategy, that is why the starting maximum degree is chosen equal to 8.
Figures 3 presents evolution of the 95% confidence intervals evaluated by corrected
empirical quantiles in the determination of the first order sensitivity indices according
to the number of points in the design of experiment. Table 3 sums up all the results
and allows the comparison between the two methods of basis construction.
Figure 3. First order sensitivity indices, Ishigami function: LAR strategy corrected
quantiles.
Cleaning strategy
N 230
Theoretical Quantiles Corrected QuantilesB-Inf Mean B-Sup B-Inf Mean B-Sup
S1 0.314 0.296 0.309 0.316 0.299 0.312 0.320
S2 0.442 0.414 0.439 0.451 0.420 0.444 0.462
S3 0.000 0.000 0.000 0.002 0.000 0.000 0.006
St1 0.557 0.539 0.556 0.594 0.535 0.556 0.578
St2 0.442 0.426 0.448 0.480 0.422 0.442 0.458
St3 0.244 0.239 0.252 0.284 0.238 0.244 0.266
LAR
N 110
Theoretical Quantiles Corrected QuantilesB-Inf Mean B-Sup B-Inf Mean B-Sup
S1 0.320 0.306 0.312 0.317 0.308 0.313 0.332
S2 0.462 0.440 0.447 0.461 0.429 0.441 0.449
S3 0.006 0.000 0.000 0.000 0.000 0.000 0.000
St1 0.578 0.538 0.550 0.559 0.551 0.558 0.570
St2 0.458 0.441 0.450 0.463 0.430 0.441 0.449
St3 0.266 0.228 0.238 0.248 0.237 0.245 0.260
Table 3. Summary for Ishigami function
4.4. General conclusions
– The LAR construction basis method is more efficient than the Cleaning strategy
because it allows to reach high degree of polynomial without wasting time in evalua-
tion of non significant coefficients.
– Iterative method for determination of the sensitivity indices with their confi-
dence interval is efficient on this example as it converges to the theoretical values and
it allows to get the optimal design of experiment. This leads to a goal oriented design
of experiment and preserved from useless model evaluation.
– The methodology seems to work well on both first order and total sensitivity
indices.
5. Application to sensitivity analysis on an industrial finite element model
5.1. Context of the study
This example presents a part of a reliability analysis of satellite structure, TARA-
NIS developped by CNES (Centre National d’Etudes Spatiales). Figures 4 i) and ii)
present finite elements model used for calculations (approximatively 380000 degrees
of freedom).
Sizing of a satellite structure under quasi static load is usually done considering
severals loading cases and observing some critical quantities of interest. This presen-
tation focuses on one particular response of interest which is the maximum Von Mises
i) ii)
Figure 4. i) Finite elements model of Taranis structure, ii) Minus X panel.
stress in the panel of normal plus Z (cf figure 4 i)) under the following loading case:
9.75g following X , −3.68g following Y and 3.68g following Z.
The number of variables in this model is 14. Variables are presented in table 4. All
probability densities are chosen normal, means and variation coefficients are given in
table 4. For this example we are interesting in the determination of the total sensitivity
Variable Short name Mean V C
Acceleration following X grav_X −9.75 g 4%
Acceleration following Y grav_X −3.68 g 4%
Acceleration following Z grav_X −3.68 g 4%
Thickness of the lower skin, panel −Z pmz_tck_inf_skin 0.6 mm 6%
Thickness of the uper skin, panel −Z pmz_tck_sup_skin 0.6 mm 6%
Thickness of the honeycomb, panel −Z pmz_tck_honey 17.6 mm 6%
Young modulus of the skins, panel −Z pmz_E_skins 72.e6 MPa 4%
Thickness of the lower skin, panel +Z ppz_tck_inf_skin 0.6 mm 6%
Thickness of the uper skin, panel +Z ppz_tck_sup_skin 0.6 mm 6%
Thickness of the honeycomb, panel +Z ppz_tck_honey 17.6 mm 6%
Young modulus of the skins, panel +Z ppz_E_skins 72.e6 MPa 4%
Young modulus of the pannel −X panel pmx_E 72.e6 MPa 4%
Thickness of orange stiffeners on figure 4 ii, panel −X pmx_tck_or_stif 18 mm 6%
Thickness of black stiffeners on figure 4 ii, panel −X pmx_tck_bl_stif 9.2 mm 6%
Table 4. Variables of TARANIS model and probability distributions parameters
indices of every 14 variables.
5.2. Results obtained by surface response method
Results presented in this section are taken from Roussouly (2011). The aim of this
work was to study the reliability under static load of the satellite using second order
surface response. Several methods are used in order to select the most relevant vari-
ables for every responses. Finally it appears that 14 variables are enough to represent
the response. We focus on results obtained in the study of the maximum Von Mises
stress in the panel of normal plus Z for the loading case described above. A global
sensitivity analysis is done using the calculation of sensitivity indices by Monte Carlo
methods on the surface response.
Surface response is constructed using a experimental design of 186 points. Then,
2000000 Monte Carlo simulations of the surface response are necessary to obtain
sensitivity indices. Results are presented in table 5 column R-S. It can be noticed that
the sum of all indices is almost one, which means that there is almost no interaction
between variables.
5.3. Application of the method
Methodology presented in section 3, is applied on the study of the satellite under
the loading case described previously. This model count 14 variables. One finite
element model evaluation cost about one minute.
Algorithm, given in figure 1, is used to find sensitivity indices with suitable confi-
dence intervals. To perform the calculation of the sparse polynomial chaos expansion,
LAR construction basis method is used as it is more efficient on the academic example.
First maximal order reachable is chosen equal to 3 (the full basis will be composed
of 680 polynomials). First experimental design counts 50 points. Value of β adding
points is equal to 10. Convergence criterion was set to 10% but, as it can be seen on
figure 5 first iterations converge on low value for the highest sensitivity indice (around
0.3), so it is decided to increase it to 20%. Figure 5 presents results of the algorithm,
and table 5 sums up the value of total sensitivity indices of the five most influent
variables and their confidence intervals obtained on the final design of experiment.
The algorithm converges in 5 iterations, with a final design of experiment of size
100. This means that only 100 points are necessary to construct a polynomial chaos
expansion given sensitivity indices with a enough confidence. Concerning the me-
chanical aspect, the results seams logical as the most variance influent variables are
related to the panel plus Z and to the loading (response observed is the maximum Von
Mises stress in the panel plus Z).
Comparison with results obtained by surface response allows to be confident in
the capability of the method in industrial problem as both methods give almost same
results (see table 5). Moreover it is notable that values obtained by surface response
method are in confidence intervals obtained by Bootstrap re-sampling, which seems
to prove that Bootstrap re-sampling allows to describe measure uncertainties. A per-
spective for this work is its application on a model with more variables.
Figure 5. Taranis total sensitivity indices evolution
Variable R-S B-Inf Mean B-Sup
ppz_tck_sup_skin 0.3047 0.2726 0.2940 0.3231
ppz_tck_inf_skin 0.2786 0.2456 0.2707 0.2935
ppz_E_skins 0.0577 0.0522 0.0615 0.0719
grav_Z 0.2174 0.1999 0.2197 0.2403
grav_Y 0.1286 0.1206 0.1344 0.1494
Table 5. Comparison between surface response method and Bootstrap re-sampling
on sensitivity indices computed by PCE.
6. Conclusion
The methodology presented in this paper is efficient to find an optimal design of
experiment in order to compute reliable sensitivity indices. It could be useful for
global sensitivity analysis in order to know which variance variables should be de-
creased to decrease the variance of the response, or as a first step in variables selec-
tion. Moreover, use of sparse polynomial basis allows to deal with model of input
dimension of order 10, which is often the case in industrial models.
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