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1. Introduction and Preliminaries
The Lebesgue integration theory was developed in the year 1904 by Hendri Lebesgue.
This theory and the function xp in the definition of Lp space inspired by Z.W. Birnbaum
and W. Orlicz to proposed a generalized space of Lp, later on it was known as Orlicz
space. This space was later developed by Orlicz himself. The fundamental properties
of Orlicz space with Lebesgue measure found in [10]. In [12], Rao and Ren discussed
the theory of Orlicz space which is a more generalized version of Lp-space with the help
of Young functions and the underlying measure. The basic ideas of the proofs of the
theorems of Orlicz space were analogues of the basic results on Lp-space. In [17], Thung
presented a translation invariant subspace L1(R
n) ∩ Lφ(R
n) to be dense in Orlicz space
Lφ(R
n) by over coming difficulties as C∞0 (R
n) is dense in Lp(Rn) but not generally dense
in Lφ(R
n). On the other hand, Donaldson and Trudinger [3] proved that C∞0 (R
n) is dense
in Orlicz-Sobolev space. Henstock integral was first developed by R. Henstock and J.
Kurzweil independently, during 1957-1958 from Riemann integral with the concept of
tagged partitions and gauge functions. Henstock-Kurzweil integral (we write Henstock
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integral) is a kind of non-absolute integral and contain Lebesgue integral (see [8, 9, 11, 15]).
Based on the articles [3, 7, 8, 15, 16], we introduce Henstock-Orlicz (shortly H-Orlicz)
space with the concept of Henstock integrable functions in place of bounded measurable
functions with compact support. Throughout, the paper our functions are of Lebesgue
measurable. It is known that, if f is bounded with compact support, then following are
equivalent:
(a) f is Henstock–Kurzweil integrable,
(b) f is Lebesgue integrable,
(c) f is Lebesgue measurable.
In general, every Henstock–Kurzweil integrable function is measurable, and f is Lebesgue
integrable if and only if both f and |f | are Henstock–Kurzweil integrable. This means
that the Henstock–Kurzweil integral can be thought of as a ”non-absolutely convergent
version of Lebesgue integral”. So, our space is equivalent to the classical Orlicz space.
The Orlicz space is motivated us to construct the H-Orlicz space. Also, we note some
important difference such as C∞0 (R
n) is dense in H-Orlicz space.
Recall, a tagged partition of an interval I = [a, b] is a finite set of ordered pairs D =
{(ti, Ii) : 1 ≤ i ≤ m}, where {Ii : 1 ≤ i ≤ m} is a partition of I consisting of closed
non-overlapping subintervals and ti is a point in Ii; ti is called the tag associated with Ii.
If f : I → R, the Riemann sum of f with respect to D is defined as
S(f,D) =
m∑
i=1
f(ti)l(Ii), (1.1)
where l(Ii) is the length of the subinterval Ii.
If δ : I → (0,∞) is a positive function, we define an open interval valued function on I by
setting γ(t) = (t− δ(t), t+ δ(t)). If Ii = [xi, xi+1], and ti ∈ Ii, 1 ≤ i ≤ m, we can rewrite
ti ∈ Ii ⊂ γ(ti). (1.2)
A function γ defined on I such that γ(f) is an open interval containing t for each t ∈ I
is called a gauge on I. If D = {(ti, Ii) : 1 ≤ i ≤ m} is a tagged partition of I and γ is a
gauge on I, we say that D is δ-fine if (1.2) is satisfied. i.e. if D is δ-fine, we write D << δ.
Definition 1.1. [15, Definition 2] A function f : [a, b] → R is said to be Henstock
integrable over [a, b] if there exists A ∈ R such that for every ǫ > 0 there exists a gauge
δ : [a, b]→ R such that |S(f,D)−A| < ǫ whenever D is a δ-fine tagged partition of [a, b].
Or A function f : [a, b]→ R is Henstock integrable if there exists a function F : [a, b]→ R
such that for every ǫ > 0 there exists a function δ(t) > 0 such that for any δ-fine partition
D = {[u, v], t} of I = [a, b], we have∥∥∥∑[f(t)(v − u)]− F (u, v)∥∥∥ < ǫ,
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where the sum
∑
runs over D = {([u, v], t)} and F (u, v) = F (v) − F (u). We write
H
∫
I
f = F (I).
Throughout the article, we assume an abstract measure space (B,Σ, µ∞), where B is
some set of points and Σ is an σ-algebra of its subsets on which a σ-additive function
µ∞ : Σ → R
+ is given. Also we assume that the measure µ∞ is the Lebesgue measure.
We say that this measure space has the finite subset property if for every E ∈ Σ with
µ∞(E) =∞ there exists a family of subsets {Ei}
∞
i=1 ⊂ Σ with Ei ⊂ E; 0 < µ∞(Ei) <∞
and µ∞
(
∞⋃
i=1
Ei
)
=∞.
This give us
µ∞(E) =
{
0, if E = ∅,
+∞, if E 6= ∅
Otherwise it does not restrict the generality of our assumption. We denote H(µ∞) be
the space of all Henstock integrable functions defined on B. In [7, 15, 16], authors proved
that H(µ∞) is a vector space under the usual operations of pointwise addition and scalar
multiplication on R. In the one-dimensional case, Alexiewicz [2] has shown that the class of
Henstock integrable functions, with respect to the norm defined in the following manner:
for f ∈ H(R), define ‖f‖H by
‖f‖H = sup
s
∣∣∣∣
∫ s
−∞
f(r)d(r)
∣∣∣∣ .
is a normed space, and it is known that H(R) is not complete (see [2]). Gill and Zachary
[6] introduced two new classes of Banach space of Henstock integrable functions.
Henstock-integral on Rn: Let Rn be n-dimensional Euclidean space. A typical element
of Rn will be denoted by x = (x1, x2, . . . , xn). An interval in R
n is a set of the form J =
[a,b] :=
∏n
i=1[ai, bi], where −∞ < ai < bi <∞ for i = 1, 2 . . . , n.. The set
∏n
i [ai, bi] ⊂ R
n
is known as a degenerate interval if ai = bi for some i ∈ {1, 2, . . . , n}. Two intervals J =
[a,b], K = [u,v] in Rn are said to be non-overlapping if
∏n
i (ai, bi) ∩
∏n
i (ui, vi) is empty.
Also, union of two intervals in Rn to be an interval in Rn. (see Lemma 2.1.2 [19]). We
know that the space Rn equipped with the maximum norm ||.||, where ||x|| = max
1≤k≤n
|xk|.
With this norm, we denote the closed ball of Rn by B[x, r] = {x ∈ Rn : ||y − x|| ≤ r},
whose center is x with sides parallel to the co-ordinates axes of length 2r. It is a closed
interval for side i about xi is in [ai, bi]. So, let B[x, r] = [J,x], where J =
∏n
i=1[ai, bi], J
is closed interval in Rn.
Definition 1.2. If E is a compact ball in Rn, a partition P of E is a collection {(Ji, xi) :
xi ∈ Ji, 1 ≤ i ≤ m}, where J1, J2, . . . , Jm are non overlapping closed intervals i.e. µ∞[Ji ∩
Jj] = 0, i 6= j and
m⋃
i=1
Ji = E.
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If δ is a positive function on E we say P is Henstock δ-partition of E if for each i,
Ji ⊂ B
′
(xi, δ(xi)). The function δ is a gauge on E.
Definition 1.3. A function f : E → R is said to be Henstock integrable on E, if there
exists a number A such that for any ǫ > 0 there exist a gauge δ and Henstock δ-partition
on E such that
|
m∑
i=1
f(xi)µ∞(Ji)− A| < ǫ.
Definition 1.4. [12] A function θ : R+ → R+ is said to be Young function, so that
θ(x) = θ(−x), θ(0) = 0, θ(x) → ∞ as x → ∞, but θ(x0) = +∞ for some x0 ∈ R is
permitted.
Definition 1.5. [10] Let m : R+ → R+ be non-decreasing right continuous and non-
negative function satisfying
m(0) = 0, and lim
t→∞
m(t) =∞.
Definition 1.6. [10] A function θ : R+ → R is called an N -function if there is a function
′m′ satisfying the above sense that
θ(u) =
∫ |u|
0
m(t)dt.
Evidently, θ is an N -function if it is continuous, convex, even satisfies
lim
u→∞
θ(u)
u
=∞ and lim
u→0
θ(u)
u
= 0.
For example θp(x) = x
p; p > 1.
Definition 1.7. An N -function θ is said to satisfy ∆2-condition if there is a k > 0 such
that θ(2x) ≤ kθ(x) for large values of x.
Definition 1.8. An Orlicz function is a function θ : R+ → [0,∞] such that
(1) θ(0) = 0, θ(x) > 0 for some x > 0 and θ(x1) <∞ for some x1 > 0
(2) θ is increasing: x1 ≤ x2 ⇐⇒ θ(x1) ≤ θ(x2)
(3) θ is convex: θ(ax1 + (1− a)x2) ≤ aθ(x1) + (1− a)θ(x2), 0 ≤ a ≤ 1
(4) θ is left-continuous: θ(x−) = θ(x), x ≥ 0.
Throughout our work, we consider only real functions in H-Orlicz class H−θ(µ∞). We
define H−θ(µ∞) in Definition 2.1 of section 2.
We refer [5, 10, 12, 13, 14, 18] for details on Orlicz space and its applications.
Definition 1.9. A Banach space X is called Banach lattice if ||f ||X ≤ ||g||X for every
f, g ∈ X such that |f | ≤ |g|.
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For every non-negative measurable function f : R+ → R+, we define the function
ηf(t) := µ∞({f > t}), t ∈ R
+, (1.3)
where {f > t} := {x ∈ R+ : f(x) > t}, t ∈ R+ are the upper Lebesgue sets of f.
The function ηf : R
+ → [0,∞], defined by (1.3), is called the (upper) distribution func-
tion of f. Clearly ηf is smooth (infinitely differentiable) and ηf has compact support (is
identically zero outside some bounded interval).
The non-negative functions f and g are called equimeasurable if ηf = ηg i.e., µ∞({f >
t}) = µ∞({g > t}), t ∈ R
+.
Let f : R+ → R be a real measurable function on R+ and let η|f |(t) := µ∞({|f | > t}) ∈
[0,+∞], t ∈ R+ be the distribution function of the absolute value |f |. It is possible to have
η|f |(t) = +∞. In the sequel, we assume (unless otherwise stated) that η|f |(t) 6= +∞. Since
the function η|f | is decreasing and right-continuous, it has a unique generalized inverse,
which is also decreasing and right-continuous. This inverse function η−1|f | will be denoted
by
η−1|f | (x) = inf{t ≥ 0 : η|f |(t) ≤ x}.
Since η|f |(t) 6= +∞, there exists t0 ≥ 0 such that the value η|f |(t0) = µ∞({|f | > t0}) <
+∞. This means that lim
t→∞
η|f |(t) = 0 and hence η
−1
|f | (x) <∞ for all x > 0.
A nonzero Banach space (X, ||.||X) of measurable functions on (R
+, µ∞) is called sym-
metric if the following conditions hold:
(a) If |f | ≤ |g| and g ∈ X, then f ∈ X and ||f ||X ≤ ||g||X.
(b) If f and g are equimeasurable and g ∈ X, then f ∈ X and ||f ||X = ||g||X.
A normed space (X, ||.||X) satisfying condition (a) is called a normed ideal lattice.
Theorem 1.1. If f : I0 ⊆ B → R is a measurable function with gauge function δ : I0 ⊆
B → R then θ(f) : B → R+ is Henstock integrable.
Proof. Let f : I0 ⊆ B → R
+ be measurable (integrable) function, then for all ǫ > 0 there
exists a δ : I0 → R such that∣∣∣∣∣∣
∑
(I,w)∈π
∑
(I
′
,w
′
)∈π
′
[f(w)− f(w
′
)]µ∞(I ∩ I
′
)
∣∣∣∣∣∣ < ǫ
for all partitions π and π
′
of I0 finer than δ.
As θ is Young function. So, θ(x) → ∞ as x → ∞. Our claim is θ(f) is Henstock
integrable.
Since, Young function by definition, is an extended real Borel function. So, θ(f) is
measurable. If π and π
′
are both partitions of the same interval of I0, then for any
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subinterval I of I0 we can write
µ∞(I) =
∑
(I′ ,w′)∈π′
µ∞(I ∩ I
′
).
So, ∑
(I,w)∈π
θ(f)(w)µ∞(I) =
∑
(I,w)∈π
∑
(I
′
,w
′
)∈π
′
θ(f)(w)µ∞(I ∩ I
′
)
i.e.
∣∣∣∣∣∣
∑
(I,w)∈π
θ(f)(w)µ∞(I)−
∑
(I′ ,w′)∈π′
θ(f)(w)µ∞(I)
∣∣∣∣∣∣ < ǫ.
Thus, θ(f) is Henstock integrable. 
2. Structure of H-Orlicz class
In this section we define the Henstock-Orlicz class for bounded measurable functions
with compact support and discuss some fundamental results of this class.
Definition 2.1. Let H−θ(µ∞) be the set of all f : B → R bounded measurable with
compact support for Σ ⊂ B such that
∫
B
θ(|f |)dµ∞ is Henstock integrable.
i.e. H−θ(µ∞) = {f is bounded measurable with compact support :
∫
B
θ(|f |)dµ∞ ∈ H(µ∞)}.
Theorem 2.1. The space H−θ(µ∞) is absolutely convex. That is if f, g ∈ H
−θ(µ∞) and
α, β are scalars such that |α|+ |β| ≤ 1 then αf+βg ∈ H−θ(µ∞). Also h ∈ H
−θ(µ∞), |f | ≤
|h|, f is Henstock integrable, then f ∈ H−θ(µ∞).
Proof. Let f, g ∈ H−θ(µ∞). Then by the monotonicity and convexity of θ, we get 0 < γ =
|α|+ |β| ≤ 1. Now,
θ(|αf + βg|) ≤ θ(|α||f |+ |β||g|)
≤ γθ
(
|α|
γ
|f |+
|β
γ
|g|
)
≤ |α|θ(|f |) + |β|θ(|g|).
The right hand side is Henstock integrable. So, αf + βg ∈ H−θ(µ∞).
For second part |f | ≤ |h|. If f 6= h then for all x ∈ B, there exists ǫ > 0 such that
|h− ǫ| ≤ |f | ≤ |h|.
As h ∈ H−θ(µ∞) gives θ(|h|) is Henstock integrable. Also, θ(|h−ǫ|) is Henstock integrable.
So, by Lemma 9 [15], f ∈ H−θ(µ∞). 
Theorem 2.2. The space H−θ(µ∞) is a linear space if and only if θ satisfies ∆2-condition.
Henstock-Orlicz space and its dense space 7
Proof. For linearity, it is sufficient to verify that for each f ∈ H−θ(µ∞), 2f ∈ H
−θ(µ∞)
since then nf ∈ H−θ(µ∞) for any integer n. Since h ∈ H
−θ(µ∞), |f | ≤ |h|, f measurable,
implies f ∈ H−θ(µ∞) hence for each α > 0, αf ∈ H
−θ(µ∞).
Then yields, αf + βg = γ
(
α
γ
f + β
γ
g
)
∈ H−θ(µ∞), γ = |α| + |β| > 0 for any f, g ∈
H−θ(µ∞).
If θ is ∆2-regular, then µ∞(B) = +∞ and θ(2|f |) ≤ kθ(|f |), k > 0 implies 2f ∈ H
−θ(µ∞).
If µ∞(B) <∞ then θ(2x) ≤ kθ(x) for x ≥ x0 ≥ 0.
Let
f1 =
{
f, if |f | ≤ x0,
0, otherwise
We set f2 = f − f1 that is f = f1 + f2 and
θ(2|f |) = θ(2|f1 + f2|) ≤ θ(2|f1|) + θ(2|f2|) (by convexity of θ)
≤ θ(2|f1|) + kθ(2|f2|) (by ∆2 − condition).
Therefore
∫
B
θ(2|f |)dµ∞ is Henstock integrable as right side is Henstock integrable.
So, 2f ∈ H−θ(µ∞). That is nf ∈ H
−θ(µ∞) for any integer n
Therefore H−θ(µ∞) is linear when θ ∈ ∆2.
For converse, let E ∈ Σ be a set of positive measure on which µ∞ is diffuse and that θ
not belong in ∆2.
We construct f ∈ H−θ(µ∞) such that 2f /∈ H
−θ(µ∞).
If 0 < α < µ∞(E) < ∞. Then by hypothesis on µ∞, there is F ⊂ E, F ∈ Σ with
µ(F ) = α <∞.
We construct a function supported by F to satisfy our assumption. Let θ(R) ⊂ R+. Since
θ does not satisfies ∆2-condition.
There exists a sequence xj ≥ j such that θ(2xj) > nθ(xj), j ≥ 1.
Let n0 be an integer such that ∑
n≥n0
1
n2
<∞
and θ(xn) ≥ 1 for all n ≥ n0.
This is possible by diffuseness of µ∞ on F there is a measurable F0 ⊂ F such that
µ∞(F0) =
∑
n≥n0
1
n2
<∞.
Similarly we can find a set D1 ∈ Σ, D1 ⊂ F0 such that µ∞(D1) =
1
n2
.
Since µ∞(F0−D) > 0, we can again find D2 ∈ Σ and D2 ⊂ F0−D1 such that µ∞(D2) =
1
(n0+1)2
.
Then for disjoint sets Dn ∈ Σ, µ∞(Dn) =
1
(n0+n−1)2
, n ≥ 1.
Let Fk ⊂ Dk, Fk ∈ Σ, be chosen such that µ∞(Fk) =
µ∞(Dk)
θ(xn)
.
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Let
n∑
j=1
θ(xj)µ∞(Fj) =
∫
I0
f.
Then f ∈ H−θ(µ∞) (Remark 5 of [15]). However∫
B
θ(2f)dµ∞ =
n∑
j=1
θ(2xj)µ∞(Fj)
≥
∑
n≥n0
jθ(xj)µ∞(Fj)
=
∑
n≥n0
1
j
= +∞.
So, 2f /∈ H−θ(µ∞).
So, our conclusion H−θ(µ∞) is a class of scalar function and it is linear if and only it is
closed under multiplication by positive number. 
Example 2.1. Consider B = {[i − 1, i] : i ∈ N}. Let Σ be power set of B and µ∞ be
positive measure with the ith interval has measure 1, and let θ(x) = ex
2
− 1. Then θ(x)
is N -function such that θ /∈ ∆2, we have H
−θ(µ∞) is linear space.
Proof. By definition θ(x) is N -function and it is not satisfies ∆2-condition. We will see
H−θ(µ∞) is linear space.
If f ∈ H−θ(µ∞), then
∫
B
θ(f)dµ∞ =
∞∑
n=1
(e|f |
2
− 1) <∞.
So,
∫
B
θ(f)dµ∞ is bounded and Henstock integrable.
Let K > 0 be bound. So (e|f |
2
− 1) ≤ K implies e|f |
2
≤ 1 +K.
Therefore
∫
B
(θ(2f)dµ∞ =
∞∑
n=1
(
e4|f |
2
− 1
)
.
That is ∫
B
θ(2f)dµ∞ ≤
∞∑
n=1
(exp(|f(x)|2)− 1)(K + 2)((K + 1)2 + 1)
≤ [(K + 2)(K + 1)2 + 1]
∫
B
θ(f)dµ∞.
Right side is Henstock integrable. So 2f ∈ H−θ(µ∞) and the space is linear. 
Proposition 2.3. Let (B,Σ, µ∞) be finite measure space. Then H(µ∞) =
⋃
{H−θ(µ∞) : θ
ranges over all N-function.}
Proof. Since θ is convex. θ(x) ≥ ax+ b for some constant a, b. For each f ∈ H−θ(µ∞), we
have
∫
B
(a|f |+ b)dµ∞ ≤
∫
B
θ(|f |)dµ∞.
Since
∫
B
θ(|f |)dµ∞ is Henstock integrable, So f is bounded measurable function. Us-
ing Lusin’s theorem, and the continuity of f (Exercise 13 of [7]), we have f is Hen-
stock integrable, so f ∈ H(µ∞). Since this hold for all such convex function. Therefore
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⋃
H−θ(µ∞) ⊂ H(µ∞).
If f ∈ H(µ∞), and since f is bounded, so f is Lebesgue integrable on B (see Theorem
9.13, [7]). Therefore, we get |f | is Henstock integrable. Thus θ(|f |) is Henstock integrable.
Therefore f ∈ H−θ(µ∞). So H(µ∞) ⊂
⋃
H−θ(µ∞) and hence the result. 
Corollary 2.4. L1(µ∞) =
⋃
H−θ(µ∞).
3. H-Orlicz Space
In this section we introduce the Henstock-Orlicz (shortly H-Orlicz) space over an arbi-
trary measure space (B,Σ, µ∞), and discuss some topological properties of the space.
Definition 3.1. Let (B,Σ, µ∞) be an arbitrary measure space and let H
−θ(µ∞) be the
Henstock-Orlicz class on (B,Σ, µ∞). Then the space H
θ(µ∞) of all measurable function
f : B → R such that αf ∈ H−θ(µ∞) for some α > 0 is called H-Orlicz space. We define
the H-Orlicz space as follows:
Hθ(µ∞) =
{
f : B → R measurable :
∫
B
θ(αf)dµ∞ ∈ H(µ∞) for some α > 0
}
.
Proposition 3.1. Hθ(µ∞) is a linear space.
Proof. Let fi ∈ H
θ(µ∞), i = 1, 2. Then there exist αi such that by definition αifi ∈
H−θ(µ∞).
Let α = min(α1, α2). Then for α > 0.∫
B
θ
(α
2
(f1 + f2)
)
dµ∞ ≤
1
2
[∫
B
θ(α1f1)dµ∞ +
∫
B
θ(α2f2)dµ∞
]
.
Right hand side is Henstock-integrable. So, f1 + f2 ∈ H
θ(µ∞) as
α
2
> 0.
If f = f1 = f2 implies 2f ∈ H
θ(µ∞). So, nf ∈ H
θ(µ∞) for all integer n > 1.
Therefore βf ∈ Hθ(µ∞) for any scalar β. Hence H
θ(µ∞) is a linear space. 
Definition 3.2. We define the Luxemburg norm on Hθ(µ∞) as follows:
Hθ(f) = inf
{
a > 0 : H
∫
B
θ
(
f
a
)
dµ∞ ≤ 1
}
.
It is understood that inf(∅) = +∞. It is the gauge of the set
U = {f measurable : H
∫
B
θ(f)dµ∞ ≤ 1}.
Proposition 3.2. For each f ∈ Hθ(µ∞), there is an α > 0 such that
Bθ = {αf = g ∈ H
−θ(µ∞) : H
∫
B
θ(g)dµ∞ ≤ 1}
is a circled solid subset of H−θ(µ∞).
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Proof. Let f, g ∈ Hθ(µ∞). Then there exist α, β > 0 such that αf, βg ∈ H
−θ(µ∞). Let
ν = min(α, β). Then for ν > 0 and using the fact of convexity and monotonicity of θ, we
get
H
∫
B
(ν
2
(f + g)
)
dµ∞ ≤
1
2
[H
∫
B
θ(αf)dµ∞) +H
∫
B
θ(βg)dµ∞].
The right side is Henstock integrable. As ν
2
> 0, gives f + g ∈ Hθ(µ∞). In particular,
with each f in Hθ(µ∞), 2f ∈ H
θ(µ∞) and then nf ∈ H
θ(µ∞) for all integers n > 1,
so that γf ∈ Hθ(µ∞) for any scalar γ. Therefore the given set is solid and circled. To
hold γf ∈ Hθ(µ∞) for some γ > 0. Let an → 0 be arbitrary and set γn = min(γ, an).
Then γn → 0 and θ(γnf) ≤ θ(γf) and θ(γnf) → 0 as θ is a continuous Young function.
Dominated convergence theorem give us H
∫
B
θ(γnf) → 0 so that for some n0, we have
H
∫
B
θ(γnof)dµ∞ ≤ 1. Thus γn0f ∈ Bθ. 
Theorem 3.3. The space (Hθ(µ∞), ||.||Hθ) is normed linear space.
Proof. (a) If f = 0 a.e., then Hθ(f) = 0.
Conversely, if Hθ(f) = 0.
Let |f | > 0, on a set of positive measure. If possible then there exists a number δ > 0
such that A = {p : |f(p)| ≥ δ} satisfies µ∞(A) > 0.
Now
θ(nδ)µ∞(A) =
∫
A
θ(nδ)dµ∞
≤
∫
A
θ(nf)dµ∞
≤
∫
B
θ(nf)dµ∞, n ≥ 1.
Since µ∞(A) > 0 and θ(nδ)dµ∞ → ∞ as n → ∞. This is not possible so, µ∞(A) = 0.
Thus f = 0 a.e. Therefore Hθ(f) = 0 if and only if f = 0 a.e.
(b) Hθ(αf) = |α|Hθ(f), α ∈ R or α ∈ C.
Let α 6= 0.
Hθ(αf) = inf
{
k > 0 : H
∫
B
θ
(
αf
k
)
dµ∞ ≤ 1
}
= |α| inf
{
k
|α|
> 0 : H
∫
B
θ
(
f
k
|α|
)
dµ∞ ≤ 1
}
= |α|Hθ(f).
(c) Hθ(f + g) ≤ Hθ(f) +Hθ(g).
Let f, g ∈ Hθ(µ∞), a > Hθ(f) and b > Hθ(g) Then 0 < a < ∞ and 0 < b < ∞, and
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suppose c = a+ b > 0. Since f + g ∈ Hθ(µ∞), Hθ(f + g) <∞. Now
H
∫
B
θ
(
f + g
c
)
dµ∞ = H
∫
B
θ
[
f
a
.
a
c
+
g
b
.
b
c
]
dµ∞
≤
a
c
H
∫
B
θ
(
f
a
)
dµ∞ +
b
c
H
∫
B
θ
(g
b
)
dµ∞
≤
a
c
+
b
c
≤ 1.
By Proposition 3.2, we have 1
c
(f+g) ∈ Bθ so that Hθ(f+g) ≤ c = a+b. If a→ Hθ(f) and
b→ Hθ(g), we get the triangle inequality Hθ(f + g) ≤ Hθ(f) +Hθ(g). Hence (H
θ, ||.||Hθ)
is a normed linear space. 
Lemma 3.4. For µ∞(B) < ∞. Assume µ∞ is bounded, then H
θ(µ∞) ⊂ L1(µ∞), where
the inclusion from Hθ to (L1, ||.||1) is continuous.
Proof. We have for u > 0 and v ≥ 0 such that θ(s) ≥ us − v for all s ≥ 0 implies
us ≤ θ(s) + v.
Let f ∈ Hθ(µ∞). Then for small enough a > 0
a
∫
B
|f |dµ∞ ≤
1
u
∫
B
[θ(af) + v]dµ∞
=
1
u
∫
B
θ(af)dµ∞ +
vµ∞(B)
u
<∞.
Therefore f ∈ L1(µ∞), so H
θ(µ∞) ⊂ L1(µ∞) and this inclusion is continuous since with
c > 0 taken sufficiently small for the inequality u
c
− vµ∞(B) ≥ 1 to hold, we have
H
∫
B
θ
(
f
c||f ||1
)
dµ∞ ≥
u
c
H
∫
B
f
||f ||1
dµ∞ − vµ∞(B)
=
u
c
− vµ∞(B) ≥ 1.
Hence c||f ||1 ≤ ||f ||Hθ. 
Corollary 3.5. Hθ(µ∞) ⊂ H(µ∞).
Lemma 3.6. Let (fn)n≥1 be a sequence in H
θ(µ∞). Then the followings are equivalent:
(i) lim
n→∞
||fn||Hθ = 0
(ii) For all a > 0, lim
n→∞
supH
∫
B
θ(afn)dµ∞ ≤ 1
(iii) For all a > 0, lim
n→∞
H
∫
B
θ(afn)dµ∞ = 0
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Proof. For the proof of (i) implies (ii):
lim
n→∞
||fn||Hθ = 0
=⇒ lim
n→∞
inf
{
a > 0 : H
∫
B
θ
(
fn
a
)
dµ∞ ≤ 1
}
= 0
=⇒ inf
{
a > 0 : lim
n→∞
H
∫
B
θ
(
fn
a
)
dµ∞ ≤ 1
}
= 0.
Therefore, lim
n→∞
sup H
∫
B
θ(afn)dµ∞ ≤ 1.
For (iii) implies (ii) is obvious as θ is convex and θ(0) = 0 for all x ≥ 0 and 0 < ǫ ≤ 1
θ(x) = θ(1− ǫ)0 + ǫ
(x
ǫ
)
≤ (1− ǫ)θ(0) + ǫθ
(x
ǫ
)
.
Thus θ(x) ≤ ǫθ(x
ǫ
), x ≥ 0, 0 < ǫ ≤ 1.
From here (ii) implies (iii) follows easily.
For (ii) implies (i):
lim
n→∞
supH
∫
B
θ(afn)dµ∞ ≤ 1
=⇒ inf
{
a > 0 : lim
n→∞
H
∫
B
θ
(
fn
a
)
dµ∞ ≤ 1
}
= 0
=⇒ lim
n→∞
inf
{
a > 0 : H
∫
B
θ
(
fn
a
)
dµ∞ ≤ 1
}
= 0
=⇒ lim
n→∞
||fn||Hθ = 0.

Theorem 3.7. (Hθ(µ∞), ||.||Hθ) is Banach space.
Proof. Let (fn)n≥1 be a Cauchy sequence in H
θ(µ∞). We find a countable partition
(Ek : k ≥ 1} of measurable subset of B such that µ∞(Ek) <∞ for all k ≥ 1.
Now, in restriction µ∞k(.) = µ∞(Ek ∩ .).
As (fn)n≥1 is a Cauchy sequence in H
θ(Ek, µ∞k). Using Lemma 3.4, (fn)n≥1 is a Cauchy
sequence in L1(µ∞). As L1(µ∞) is complete, it is convergent in L1(µ∞) and one can extract
a subsequence which converges µ∞k-a.e. pointwise to f in Ek. Using the diagonal extrac-
tion procedure, we can extract a subsequence (fnk)k≥1 which converges µ∞-a.e. pointwise
to f on the whole space.
Let a > 0. Then there exists integer Na and Lemma 3.6, H
∫
B
θ(a(fm − fn))dµ∞ ≤ 1 for
all m,n ≥ Na
With Fatou’s Lemma this gives
H
∫
B
θ(a(fm − f))dµ∞ ≤ lim
k→∞
infH
∫
B
θ(a(fm − fnk))dµ∞ ≤ 1, ∀m ≥ Na.
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So, fm − f ∈ H
θ(µ∞). But fm ∈ H
θ(µ∞), so f ∈ H
θ(µ∞). Moreover,
lim
m→∞
infH
∫
B
θ(a(fm − f)dµ∞ ≤ 1, ∀a > 0,
we have lim
m→∞
||fm − f ||Hθ = 0. So, it is a Banach space. 
Corollary 3.8. (Hθ(µ∞), ||.||Hθ) is a Banach space if H(µ∞) = L1(µ∞).
Theorem 3.9. The space (Hθ(µ∞), ||.||Hθ) is a symmetric space.
Proof. If f is bounded measurable function, then
Hθ(f) = H
∫
B
θ(|f |)dµ∞
= H
∫
B
ηθo|f |dµ∞
= H
∫
B
µ∞{θ(|f |) > x}dµ∞
= H
∫
B
µ∞{|f | > θ
−1(x)}dx
= H
∫
B
µ∞{|f | > y}θ(y)
= H
∫
B
η|f |dθ.
Let f ∈ Hθ(µ∞) and let g be equimeasurable to f, that is η|f | = η|g|. Then we have
Hθ(f) = H
∫
B
η|f |dθ
= H
∫
B
η|g|dθ
= Hθ(g).
Therefore g ∈ Hθ(µ∞) so, ||f ||Hθ = ||g||Hθ . Hence, this space is symmetric.
It is easy to checked that (Hθ(µ∞), ||.||Hθ) is a normed ideal lattice. 
Lemma 3.10. For any bounded measurable function g on B, ||g||Hθ = 0 if and only if
g = 0 a.e.
Proof. As ||g||Hθ = 0 if and only if inf{a > 0 : H
∫
B
θ( g
a
)dµ∞ ≤ 1} = 0. This gives
||g||Hθ = 0 ⇐⇒ H
∫
B
θ
(g
a
)
dµ∞ = 0 for all a > 0 (by Lemma 3.6(iii))
⇐⇒ θ
(g
a
)
= 0 a.e. for all a > 0
⇐⇒ g = 0 µ∞ − a.e.

14 Hazarika, Kalita
Lemma 3.11. If 0 < ||f ||Hθ <∞ then H
∫
I⊆B
θ
(
f
||f ||Hθ
)
≤ A, where A = limS
(
θ
(
f
||f ||Hθ
)
, Dk
)
,
Dk is a sequence of tagged partition.
Proof. Let ||f ||Hθ > 0. Then
∫
B
θ
(
f
||f ||H
θ
)
dµ∞ is Henstock integrable. By (Ch 1, Theorem
6 [15]), for every k there exists a gauge δk on I ⊆ B such that D1, D2 ≤ δk, then∣∣∣∣S
(
θ
(
f
||f ||Hθ
)
, D1
)
− S
(
θ
(
f
||f ||Hθ
)
, D2
)∣∣∣∣ < 1k .
For each k, let Dk < δk, If k > j, we have∣∣∣∣S
(
θ
(
f
||f ||Hθ
)
, Dk
)
− S
(
θ
(
f
||f ||Hθ
)
, Dj
)∣∣∣∣ < 1j .
Thus
{
S
(
θ
(
f
||f ||Hθ
)
, Dk
)}
is a Cauchy sequence in R.
Let A = lim
k
S
(
θ
(
f
||f ||H
θ
)
, Dk
)
. Then
∣∣∣S (θ ( f||f ||H
θ
)
, Dk
)
− A
∣∣∣ ≤ 1k for all k.
Let ǫ > 0. There exists natural number ′n′ such that 1
n
< ǫ
2
.
Assume D < δn. Then∣∣∣∣S
(
θ
(
f
||f ||Hθ
)
, D
)
−A
∣∣∣∣
≤
∣∣∣∣S
(
θ
(
f
||f ||Hθ
)
, D
)
− S
(
θ
(
f
||f ||Hθ
)
, Dn
)∣∣∣∣+
∣∣∣∣S
(
θ
(
f
||f ||Hθ
)
, Dn
)
− A
∣∣∣∣
<
1
n
+
1
n
< ǫ.
Hence H
∫
I⊆B
θ
(
f
||f ||Hθ
)
dµ∞ ≤ A. 
Theorem 3.12. For all f ∈ Hθ(µ∞), g ∈ H
Φ(µ∞), where Φ is complementary function
of θ, then
H
∫
B
|fg|dµ∞ ≤ ||f ||Hθ||g||HΦ.
Proof. If ||f ||Hθ = 0, ||g||HΦ = 0. Then by Lemma 3.10, gives the result. Let 0 <
||f ||Hθ , 0 < ||g||HΦ. By Young’s inequality, we get
st ≤ θ(s) + Φ(t); s, t ≥ 0.
Let s = f
||f ||H
θ
, t = g
||g||HΦ
. Then we have
H
∫
B
f
||f ||Hθ
g
||g||HΦ
dµ∞
≤ H
∫
B
θ
(
f
||f ||Hθ
)
dµ∞ +H
∫
B
Φ
(
g
||g||HΦ
)
dµ∞
≤ A+ A.
Therefore
∫
B
fgdµ∞ ≤ 2A||f ||Hθ ||g||HΦ.
In particular A = 1
2
gives H
∫
Ω
|fg|dµ∞ ≤ ||f ||Hθ ||g||HΦ. 
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4. Denseness of C∞0 (R
n)
Lemma 4.1. Let M be an element of C∞0 (R
n) satisfying M ≥ 0 and
∫
M(t)dµ∞(t) = 1.
Define a sequence (Mk)k≥1 of elements of C
∞
0 (R
n) by Mk(t) = kM(kt). Let θ be an N-
function and f ∈ Hθ(µ∞), then the convolution Mk ∗f ∈ H
θ(µ∞) and ||Mk ∗f−f ||Hθ → 0
as k →∞.
Proof. Let Φ be the complementary N -function of θ and let g ∈ HΦ(µ∞) with ||g||HΦ = 1.
Then ∫
|Mk ∗ f(x)− f(x)||g(x)|dµ∞(x)
=
∫
|Mk ∗ f(x)−
∫
M(t)dµ∞(t)f(x)||g(x)|dµ∞(x)
=
∫
|
∫
Mk(t)f(x− t)dµ∞(t)−
∫
M(t)dµ∞(t)f(x)||g(x)|dµ∞(x)
≤
∫
|
∫
Mk(t)f(x− t)dµ∞(t)−
∫
Mk(t)dµ∞(t)f(x)||g(x)|dµ∞(x)
≤
∫ {∫
|f(x− t)− f(x)||g(x)|dµ∞(x)
}
Mk(t)dµ∞(t)
≤ 2
∫
||ft − f ||HθMk(t)dµ∞(t) (by Theorem 3.12),
where ft(x) = f(x− t).
By assumption ||g||HΦ = 1, therefore by Theorem 3.12, we have
||Mk ∗ f − f ||Hθ ≤ 2
∫
||ft − f ||HθMk(t)dµ∞(t)
= 2
∫
||f t
k
− f ||HθM(t)dµ∞(t).
Since, f ∈ Hθ(µ∞) and M has compact support so, for every ǫ > 0 there exists k suffi-
ciently large such that∫
||f t
k
− f ||HθM(t)dµ∞(t) ≤ ǫ
∫
M(t)dµ∞(t)
= ǫ.
Therefore ||Mk ∗ f − f ||Hθ → 0 as k →∞. It is clear that Mk ∗ f ∈ H
θ(µ∞). 
Theorem 4.2. If B = Rn, then C∞0 (R
n) is dense in Hθ(Rn) = Hθ(Rn, µ∞).
Proof. Suppose f ∈ Hθ(µ∞) has compact support. Let us assume a sequence (Mn) of
elements of C∞0 such that Mn(x) = 1 for x ≤ n and Mn(x) = 0 for x ≥ 2n.
Clearly Mn ∗ f is a function with compact support, and Mn ∗ f → f ∈ H
θ(Rn).
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Let (Mk) be the sequence defined in Lemma 4.1. Define
fk(x) = f ∗Mk(x)
=
∫
f(t)Mk(x− t)dµ∞(t).
Derivative of distributional function is again distributional function, (page 33 [1] and
Lemma 5.7 of [4]) shows that Dαf ∈ Hθ(Rn). So, for all α, |α| ≤ m and Mk ∈ C
∞
0 .
We have
Dαfk(x) = D
α
∫
f(t)Mk(x− t)dµ∞(t)
=
∫
f(t)DαMk(x− t)dµ∞(t)
=
∫
Dαf(t)Mk(x− t)dµ∞(t).
So, ||Dαfk − D
αf ||Hθ = ||D
αf ∗Mk − D
αf ||Hθ → 0 as k → ∞. Therefore, C
∞
0 (R
n) is
dense in Hθ(Rn, µ∞). 
Acknowledgement
The authors would like to thank the reviewer for reading the manuscript carefully and
making valuable suggestions that significantly improve the presentation of the paper.
References
[1] M.A-Algwaiz Theory of Distributions, Pure and Applied Mathematics, Monograph, Marcel Dekker,
Inc (1992).
[2] A. Alexiewicz, Linear functionals on Denjoy-integrable functions, Colloq. Math. 1(1948) 289–293.
[3] T. K. Donaldson, N. S. Trudinger, Orlicz Sobolev space and Imbedding Theorems, J. Funct. Anal.
8(1971) 52–75.
[4] J.J. Duistermaat, J. A. C Kolk Distribution: Theory and application, Berlin Heidelberg, Newyork,
Springer (2006).
[5] M. Et, Y. Altin, B. Choudhary, B.C. Tripathy, On some classes of sequences defined by sequences
of Orlicz functions, Math. Inequ. & Appl. 9(2)(2006) 335-–342.
[6] T. L. Gill, W. W. Zachary Functional Analysis and The Feynman Operator Calculus, Springer
International Publishing Switzerland, (2016).
[7] R. A. Gordon, The Integrals of Lebesgue, Denjoy, Perron and Henstock, Graduate Studies in Math-
ematics Vol 4, Amer. Math. Soc. (1994).
[8] R. Henstock The General Theory of Integration, Oxford Mathematical Monographs, Clarendo Press,
Oxford (1991).
[9] R. Henstock, The equivalence of generalized forms of the Ward, variational, Denjoy–Stieltjes, and
Perron–Stieltjes integrals Proc. London Math. Soc. 3(10) (1960) 281-–303.
[10] M.A. Krasonsel’skii, Ya. B. Rutickii, Convex functions and Orlicz Spaces, P. Noordfoff Ltd, Gronin-
gen (1961).
Henstock-Orlicz space and its dense space 17
[11] J. Kurzweil, Generalized ordinary differential equations and continuous dependence on a parameter,
Czechoslovak. Math. J. 7(82) (1957) 418–446.
[12] M.M. Rao, Z.D. Ren, Theory of Orlicz Spaces, Vol 146 of Pure and Applied Mathematics, Marcel.
Dekker, Inc (1991).
[13] Ben-Zion A. Rubshtein, G. Ya. Grabarnik, M.A. Muratov, Y. S. Pashkova Foundations of Symmetric
Spaces of Measurable Functions, Developments in Mathematics, Springer, (2016).
[14] N. Subramanian, R. Nallaswamy, N. Saivaraju, Characterization of Entire Sequences via Double
Orlicz Space, Inter. J. Math. Math. Sci. 2007, Article ID 59681, 10 pages.
[15] C. Swartz, Introduction to Gauge Integral, World Scientific Pub. Co. (2001).
[16] B. S. Thomson, Theory of Integral, Classical Real Analysis. Com. (2008).
[17] T. V. Thung, Some collections of functions Dense in an Orlicz Space, Acta Math. Vietnamica.
25(2)(2000) 195–208.
[18] B.C. Tripathy, R. Goswami, Vector Valued Multiple Sequence Spaces Defined by Orlicz Function,
Bol. Soc. Paran. Mat. 33(1)(2015) 69-–81.
[19] L. T. Yeong, Henstock–Kurzweil Integration on Euclidean spaces, Series in Real Analysis, Vol. 12,
World Scientific Publishing (2011).
