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Abstract
A set of vertices S ⊆ V is called a safe separator for treewidth, if S is a separator of G, and the treewidth of G equals the maximum
of the treewidth over all connected components W of G − S of the graph, obtained by making S a clique in the subgraph of G,
induced by W ∪ S. We show that such safe separators are a very powerful tool for preprocessing graphs when we want to compute
their treewidth. We give several sufﬁcient conditions for separators to be safe, allowing such separators, if existing, to be found in
polynomial time. In particular, every inclusion minimal separator of size one or two is safe, every minimum separator of size three
that does not split off a component with only one vertex is safe, and every inclusion minimal separator that is an almost clique is
safe; an almost clique is a set of vertices W such that there is a v ∈ W with W − {v} a clique. We report on experiments that show
signiﬁcant reductions of instance sizes for graphs from probabilistic networks and frequency assignment.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In several applications, it is of importance to determine the treewidth of a given graph and to ﬁnd tree decompositions
of graphs of minimum or close to minimum width. Having such a tree decomposition allows the solution of various
otherwise intractable graph problems, see, amongst many others, [3,8,12,14]. Experiments and applications show that
this is also useful in a practical setting. Koster et al. [20] used tree decompositions to solve instances of frequency
assignment problems. The algorithm of Lauritzen and Spiegelhalter [21] to solve the probabilistic inference problem
on probabilistic networks is the most commonly used algorithm for this problem and uses tree decompositions. An
important problem that arises in such applications is to ﬁnd a tree decomposition of the given graph of width as small
as possible.
It is known that for each ﬁxed k, there exists a linear time algorithm that checks if a given graph has treewidth at
most k, and if so, ﬁnds a tree decomposition of G of width at most k [7]. Unfortunately, it appears that the constant
factor of this algorithm is too big to make this algorithm usable in practice. (See [25].) So, an important task is to design
practically efﬁcient methods for ﬁnding tree decompositions of small width.
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In [11,15], preprocessing methods based on graph reduction were studied. A number of ‘safe reduction rules’ was
proposed; each such rule rewrites the graph locally, thus decreasing the number of vertices in the graph, such that a
tree decomposition of optimal width for the smaller reduced graph can be easily transformed to one for the original
graph. When no reductions are possible, another method must be used to solve the problem on the remaining graph.
Experiments on a set of graphs, taken from probabilistic networks applications, showed that sizes of these remaining
graphs were in general much smaller than the sizes of the original graphs. In some cases, reduction was sufﬁcient for
ﬁnding the optimal solution to the problem.
In this paper, we study a different form of preprocessing. Here we propose to use separators. A simple example is
the following. The treewidth of a graph equals the maximum treewidth over all its biconnected components. Thus,
when computing the treewidth of G, we can split G in its biconnected components, and compute the treewidth for each
biconnected component separately. In the terminology of this paper: separators of size one are safe, and thus we can
split G on these separators. Each preprocessing step with safe separators takes a graph, and replaces it by two or more
smaller graphs. This way, we obtain a collection of graphs. Solving the treewidth problem on the original instance is
equivalent to solving the treewidth problem on each of the graphs in the collection. However, the graphs in the collection
are usually signiﬁcantly smaller than that in the original instance. We can repeat trying to ﬁnd safe separators in the
graphs in the collection, replacing these again by even smaller graphs, until we do not ﬁnd a safe separator in any graph
in the collection. Then, the treewidth of the graphs in the collection must be established by other means: this may be
trivial (e.g., when the graph is complete), can be done by an exact method like branch and bound (which can be fast
enough when the preprocessing yielded only small graphs in the collection), or with an approximation algorithm.
After some preliminary deﬁnitions and results in Section 2, we establish our main graph theoretic results in Section 3.
In this section, we give several sufﬁcient conditions for a separator to be safe for treewidth. In Section 4, we discuss how
the safe separators can be found. In Section 5, we compare the use of safe separators with the use of graph reduction
from [11,15]. In Section 6, we discuss experiments that we have carried out. Some ﬁnal conclusions are made in
Section 7.
2. Deﬁnitions and preliminary results
In this section, we give a number of deﬁnitions and a few easy or well known lemmas. We assume the reader to be
familiar with standard graph terminology. In this paper, we assume graphs to be undirected and without parallel edges
or self loops. For a graph G = (V ,E), let n = |V | be the number of vertices and m = |E| be the number of edges.
For a vertex set S ⊆ V , we denote G − S as the subgraph of G, induced by V − S, G[V − S]. A maximal connected
nonempty subgraph of G is called a connected component, or just component of G. We denote G + clique(S) as the
graph (V ,E ∪ {{v,w}|v,w ∈ S}).
A set of vertices S ⊆ V is called a separator of G = (V ,E) if G − S has more connected components than G has.
Vertices that are in the same component of G but in different components of G−S are said to be separated by S. S is an
inclusion minimal separator, when it does not contain another separator as a proper subset. S is a minimum separator,
when G has no separator of size smaller than S. S is a clique separator, when S forms a clique in G and S is a separator.
A full component of a separator S is a connected component of G− S such that every vertex in S is adjacent to a vertex
in the component.
Deﬁnition 1. A tree decomposition of G= (V ,E) is a pair ({Xi |i ∈ I }, T ), where {Xi |i ∈ I } is a collection of subsets
of V and T = (I, F ) is a tree such that
(i) ⋃i∈I Xi = V .
(ii) ∀{u,w} ∈ E, ∃i ∈ I : u,w ∈ Xi .
(iii) ∀i, j, k ∈ I : if j is on a path in T from i to k then Xi ∩ Xk ⊆ Xj .
The width of a tree decomposition ({Xi |i ∈ I }, T ) is maxi∈I |Xi | − 1. The treewidth of G is the minimum width
over all tree decompositions of G.
The third condition can be equivalently stated as: for all v ∈ V , the set Iv = {i ∈ I |v ∈ Xi} is connected in T.
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Treewidth can also be deﬁned with help of triangulations. A graph G = (V ,E) is triangulated if in every cycle in
G with length at least four there is a chord (i.e., two non-consecutive vertices in the cycle that are adjacent). A graph
H = (V ,E′) is a triangulation of G = (V ,E) when H is triangulated and G is a subgraph of H (i.e., E ⊆ E′.) It is
well known that the treewidth of a graph G is exactly one smaller than the minimum over all triangulations H of G of
the maximum clique size of H. Moreover, when we have a triangulation H of G with maximum clique size k, we can
ﬁnd a tree decomposition of G of width k − 1 in linear time (see e.g., [9]). We will use the reverse step later: given tree
decomposition ({Xi |i ∈ I }, T ) of G = (V ,E) of width k, the graph H = (V ,E′) with E′ = {{v,w}|v = w, ∃i ∈ I :
v,w ∈ Xi} is a triangulation of G with maximum clique size k + 1.
The following two lemmas are well known.
Lemma 2. A separator S of G is an inclusion minimal separator of G if and only if each of its connected components
is full.
Lemma 3. Let W be a clique of the graph G= (V ,E), and let ({Xi |i ∈ I }, T = (I, F )) be a tree decomposition of G.
Then there is an i ∈ I with W ⊆ Xi .
Deﬁnition 4. A separator S of a graph G = (V ,E) is safe for treewidth, or, in short: safe, when the treewidth of G
equals the maximum over all components Z of G − S of the treewidth of G[S ∪ Z] + clique(S).
The proof of the following lemma uses standard techniques (compare e.g., with [2]).
Lemma 5. For every graph G, and every separator S of G, the treewidth of G is at most the maximum over all
components Z of G − S of the treewidth of G[S ∪ Z] + clique(S).
Proof. Let  be the maximum of the treewidth ofG[S∪Z]+clique(S) taken over all components Z ofG−S. Let these
components beZ1, . . . , Zr .Then, for 1jr ,wehave a tree decomposition ({Xji |i ∈ I j }, T j )ofG[S∪Zi]+clique(S)
with width at most . By Lemma 3, for each j, there is a node ij ∈ I j with S ⊆ Xj
ij
. A tree decomposition of G can
be formed by taking the disjoint union of the tree decompositions ({Xji |i ∈ I j }, T j ), 1jr , and adding one new
node i∗ with Xi∗ = S, and making i∗ adjacent to every node ij , 1jr . The width of this tree decomposition is at
most . 
Lemma 6 uses the same idea as Lemma 5, but now formulated in terms of triangulations.
Lemma 6. Let S be a separator ofG= (V ,E). SupposeW1, . . . ,Wr induce the components ofG−S, and let for each
q ∈ {1, . . . , r} Hq = (Wq ∪S,Eq) be a triangulation ofG[S∪Wq ]+clique(S), each with maximum clique size at most
k. Let H = (V , F ) be the graph obtained from taking the (non disjoint) union of the graphs Hq , i.e., F =⋃1q r Eq .
Then H is a triangulation of G with maximum clique size at most k.
Proof. Let Vq =Wq ∪S for all q ∈ {1, . . . , r}. If v and w are adjacent, then there must be a q with v,w ∈ Vq , 1qr .
If v,w ∈ Vq , and v,w ∈ Vq ′ , q = q ′, then v,w ∈ S. It follows that for each clique Z in H, there is a Hq with Z a clique
in Hq . So H has maximum clique size at most k.
Clearly, H contains G as a subgraph. H is triangulated: consider a cycle C with vertices v1, . . . , vs , s > 3. If there is
a q with v1, . . . , vs ∈ Vq , then Hq and hence H contains a chord of C. Otherwise, suppose vi ∈ Wq , vj ∈ Wq ′ , q = q ′.
As S separates vi and vj , S contains a vertex vi′ on the path from vi to vj on the cycle, and a vertex vj ′ on the other
path from vi to vj on the cycle. As S is a clique in H, {vi′ , vj ′ } is a chord of C. 
The next lemma is also nothing more than a reformulation of known results, e.g., from [24].
Lemma 7. Let S be a clique separator of G. Then S is safe for treewidth.
Proof. Note that for every component Z of G − S, G[S ∪ Z] + clique(S) = G[S ∪ Z] is a subgraph of G and hence
its treewidth is at most the treewidth of G. Now the lemma follows with the help of Lemma 5. 
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Lemma 7 expresses a sufﬁcient condition for a separator S to be safe. In the next section, we give more general
sufﬁcient conditions. By this, classes of safe separators are deﬁned. If a graph cannot be decomposed any further
by a class of safe separators, we call this decomposition ﬁnal, whereas we call the graph prime with respect to
this class.
Deﬁnition 8. S is an almost clique, when there is a vertex v ∈ S, such that S − v forms a clique. In case S is not a
clique, v is called a non-clique vertex of almost clique S.
S is an almost clique separator, when S is an almost clique and S is a separator. S is an inclusion minimal almost
clique separator, when S is an almost clique, and S is an inclusion minimal separator.
Deﬁnition 9. Graph H = (VH ,EH ) is a labelled minor of G = (VG,EG), when H can be obtained from G by a
sequence of zero or more of the following operations: deletion of edges, deletion of vertices (and all adjacent edges),
edge contraction that keeps the label of one endpoint: when contracting the edge {v,w} the resulting vertex will be
labelled either v or w.
The following lemma is a trivial modiﬁcation of the well known fact that treewidth cannot increase when taking
minors.
Lemma 10. Let H be a labelled minor of G. Then the treewidth of H is at most the treewidth of G.
3. Conditions for safeness
In this section, we give a number of sufﬁcient conditions for separators to be safe.
Lemma 11. Suppose S is a separator of G = (V ,E). Suppose for every component Z of G − S, the graph G − Z
contains a clique on S as a labelled minor. Then S is safe for treewidth.
Proof. By Lemma 5, it remains to show that the treewidth of G is at least the maximum over all components Z of G−S
of the treewidth ofG[S∪Z]+clique(S), i.e., that for every component Z ofG−S, the treewidth ofG[S∪Z]+clique(S)
is at most the treewidth of G. Consider a component Z. From the fact that G − Z contains a clique on S as a labelled
minor, it follows that G has G[S ∪Z]+ clique(S) as a labelled minor: when applying the operations that yield a clique
on S from G − Z to G, we obtain G[S ∪ Z] + clique(S). Thus, by Lemma 10, the treewidth of G[S ∪ Z] + clique(S)
is at most the treewidth of G, and the lemma follows. 
Corollary 12. Suppose S is a separator of G= (V ,E). Suppose for every component Z of G− S, the graph G[Z ∪ S]
contains a clique on S as a labelled minor. Then S is safe for treewidth.
Proof. Let S be a separator, and suppose that for every component Z of G−S, the graph G[Z∪S] contains a clique on
S as a labelled minor. Consider a component Z′ of G − S. Let Z′′ be another component of G − S. The graph G − Z′
contains G[S ∪ Z′′] as a subgraph, and hence contains a clique on S as labelled minor. The result now follows from
Lemma 11. 
Theorem 13. Let S be a separator of G, and let k be the maximum size of a clique in S. If S has at least |S| − k + 1
full components, then S is safe for treewidth.
Proof. Suppose S is a separator of G with k the maximum size of a clique in S, and S has at least |S| − k + 1 full
components. We show that for every component Z of G − S, the graph G − Z contains a clique on S as a labelled
minor; the theorem then follows from Lemma 11.
Consider for a component Z of G− S the graph G−Z. G−Z contains at least |S| − k full components of S. Let W
be a maximum clique in S. For each vertex v ∈ S − W , select a unique full component of S, and contract all vertices
in that component to v. Note that we have at least as many full components as we have vertices in S − W . After the
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contractions, S has turned into a clique: Consider w, x ∈ S. If w, x ∈ W , then they are adjacent in G. If w /∈W , a
full component has been contracted to w, and as this component was adjacent to x, this has created the edge {w, x};
similarly when x /∈W . 
Corollary 14. If S is an inclusion minimal almost clique separator of G, then S is safe for treewidth.
Proof. This follows fromTheorem13, as an inclusionminimal almost clique separatorShas at least two full components
and has a clique of size |S| − 1. 
In the next section, we see that there is a polynomial time algorithm to ﬁnd an inclusion minimal separator that is an
almost clique in a graph G when such a separator exists. Thus, Corollary 14 gives our ﬁrst new method to preprocess
the graph with safe separators. We also can establish safeness of some separators of small size.
Corollary 15. Every separator of size 1 is safe for treewidth. Every inclusion minimal separator of size 2 is safe for
treewidth.
Proof. A vertex set of size 1 is a clique; a vertex set of size 2 is a clique or almost clique. 
We now consider separators of size three. We ﬁrst need the following lemma.
Lemma 16. Let S be a minimum separator of G with |S| = 3, and let W be the vertex set of a connected component of
G − S with |W |2. Then G[W ∪ S] contains a clique on S as a labelled minor.
Proof. (The following short proof of this lemma is due to Gasper Fijavz.) First, we show that G[W ∪ S] contains
a cycle C. Suppose G[W ∪ S] is a forest. The vertices in W cannot have degree less than three, as G does not have
separators of size one or two. Thus forest G[W ∪ S] has at least two vertices of degree at least three, so has at least
four leaves. As only the vertices in S can be a leaf and |S| = 3, this is a contradiction.
Now, consider a cycle C, and take three arbitrary vertices w, x, y on C. As the minimum separators of G have size
three, there are three vertex disjoint paths in G from w, x, y to S, by the Menger theorem [23] (some of these paths may
be of zero length if C ∩ S = ∅). As S is a separator of G, these paths belong to G[W ∪ S]. We can now contract all
edges on each of these three paths, and edges on C until we obtain a clique on S. So, a clique on S is a labelled minor
of G[W ∪ S]. See Fig. 1. 
Theorem 17. Let S be a minimum separator of size three of G. Suppose G − S has two connected components, each
with at least two vertices. Then S is safe for treewidth.
Proof. The theorem directly follows from Lemma 16 and Corollary 12. 
Fig. 1. Illustration to the proof of Lemma 16.
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As Theorem 17 asks for minimum separators of size three, we should ﬁrst split G with help of the separators of size
one and two. Once we do not have such separators left, each separator of size three is a minimum separator. Other safe
separators of size three are implied by the following result when k = 3.
Corollary 18. Let S be an inclusion minimal separator of G of size k, such that G − S has at least k connected
components. Then S is safe for treewidth.
Proof. This follows directly from Lemma 2 and Theorem 13. 
Together with the almost clique separators, these results are quite powerful. The only case where a separator of size
three is not necessarily safe is when it is the neighbourhood of a vertex of degree three, it splits the graph into two
components, and the vertices in the separator are not adjacent. For separators of size four, we can derive some cases
where they are safe as well, but in this case, the result become less powerful.
Theorem 19. Let S = {v,w, x, y} be a separator of size four of G, with v adjacent to w, x, and y. Suppose that G has
no separator of size two, and no separator of size three that contains v. If at least two connected components of G− S
have at least two vertices, then S is safe for treewidth.
Proof. Consider G − v. {w, x, y} is a separator of G − v, and G − v has no separator of size 1 or 2. Consider a
component Z of G−S =G− v−{w, x, y} with at least two vertices. By Lemma 16, a clique on {w, x, y} is a labelled
minor of G[{w, x, y} ∪ Z]. As v is adjacent to w, x, and y, we hence have that a clique on S is a labelled minor of
G[Z ∪ S].
For each component Z′ of G − S, there is a component Z′′ = Z′ of G − S with at least two vertices, and hence
G − Z′ contains G[S ∪ Z′′] as subgraph, which contains a clique on S as labelled minor. Hence, by Lemma 11, S is
safe. 
4. Finding safe separators
The results of Lemma 7, Theorems 17 and 19, and Corollaries 14, 15 and 18 can be implemented in a general
decomposition framework. We initialize a list of graphs with the input graph G. As long as the list is not empty, a graph
G is taken from it and we look for a safe separator. If such a separator S is found, the graphs G[S ∪Z] + clique(S) are
added to this list; otherwise G is prime with respect to the classes of safe separators studied.
We now discuss how to ﬁnd safe separators for several types of separators discussed above. Some types of separators
are easy to handle. Using safe separators of size zeromeans splitting the graph into its connected components. The use of
separators of size one corresponds to splitting the graph into its biconnected components; this can be done in O(n+m)
time using depth ﬁrst search [26]. Splitting a graph into its triconnected components, and ﬁnding the separators of size
two can also be done in linear time [17]. Clique separators are well studied. There are several algorithms to ﬁnd the
clique separators of a graph in O(nm) time, see [27,22,5,24]. We can use e.g., the algorithm of [22], which gives in
O(nm) time a ﬁnal decomposition of the graph with respect to clique separators.
The other types of safe separators require somewhat more discussion here. We ﬁrst look at the inclusion minimal
separators that are an almost clique.
Lemma 20. SupposeG= (V ,E) does not contain a clique separator. For every v ∈ V , S ⊆ V −{v}, S is an inclusion
minimal clique separator in G − {v}, if and only if S ∪ {v} is an inclusion minimal almost clique separator in G with
non-clique vertex v.
Proof. Clearly S is a clique separator inG−{v}, if and only if S∪{v} is an almost clique separator in G with non-clique
vertex v.
Suppose W ⊂ S ∪ {v} and S ∪ {v} are two different separators in G. If v ∈ W , then W − {v} is a separator in
G − {v}, and thus S is not an inclusion minimal separator in G. If v /∈W , then W is a clique, and hence G contains a
clique separator, contradiction.
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Fig. 2. New inclusion minimal almost clique separators can be formed.
Suppose X ⊂ S and S are two different separators in G − {v}. Then X ∪ {v} is a separator in G, and hence S ∪ {v}
is not an inclusion minimal separator in G. The lemma now follows. 
The lemma tells us that we can ﬁnd the set of inclusion minimal almost clique separators of G = (V ,E) by ﬁnding
the inclusion minimal clique separators in G − {v} for all v ∈ V .
Corollary 21. The set of all inclusion minimal almost clique separators of a graphG=(V ,E) can be found inO(n2m)
time.
Proof. For every v, we can ﬁnd the inclusion minimal clique separators in G − v in O(nm) time [27,22,5,24]. 
After we have split a graph on an inclusion minimal almost clique separator we should check the resulting graphs
again for having an inclusion minimal almost clique separator. Consider the graph in Fig. 2. For vertex v, there is no
separator S such that S − {v} is a clique. However, after the graph has been split on separator {w, x, y} with {w, x, y}
turned into a clique, then the component with v contains an inclusion minimal separator S′ = {v,w, x} with S′ − {v} a
clique.
We now look at algorithms to ﬁnd the safe separators of size three, indicated by Theorem 17. There is an O(n2)
algorithm to split a graph into its four-connected components and ﬁnd all separators of size three [18]. We conjecture
that this may lead to an O(n2) time algorithm to make a decomposition of a graph with respect to safe separators of
size one, of size two, and minimum separators of size three whose components each contain at least two vertices, such
that each of the graphs in the resulting ﬁnal decomposition does not contain such a safe separator.
In our experiments, we have used a simpler method, based on the vertex connectivity algorithm, described in
[16, Section 6.2]. We also just ﬁnd one safe separator, and repeat the procedure on the new graphs in the collection.
Using ﬂow techniques, we can ﬁnd for a pair of vertices v, w if there is a separator of size at most k that separates v
from w in O((n + m)k) time. This can be used to check whether there is a separator S of size at most k that separates
v from w such that both v and w belong to a component of G − S with at least two vertices in O((n + m)k3) time as
follows. Of course, when v and w are adjacent, then no separator between v and w exists. Suppose both v and w have
degree at most k. Then we look at all O(k2) graphs obtained by contracting v to a neighbour, and contracting w to a
neighbour, for all pairs of neighbours, excluding contractions to a vertex that is adjacent to both v and w. One can see
that the required separator in G exists, if and only if there is a separator of size k in one of these graphs obtained
by contraction: if S separates v from w in the graph obtained by contracting v to x and contracting w to y, then in G,
S also separates v from w, and x belongs to the same component as v in G − S, and w and y also belong to the same
component in G − S. Thus, we look at all O(k2) graphs obtained by the contractions for separators between v and w
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of size at most k. (Actually, when the separators are found using an application of the Ford–Fulkerson ﬂow algorithm,
we can see that it is not necessary to do the contractions to w; we omit here the technical details.) When both v and
w have degree at least k + 1, then for every separator S of size at most k that separates v from w, both v and w have
a neighbour that does not belong to S and hence belong to a component of G − S of size at least two. So, in this case,
we just look for a separator of size at most k between v and w. If one of v or w has degree at most k and the other has
not, then we look at the O(k) graphs, obtained by contracting the small degree vertex to one of its neighbours. Thus
in O((n + m)k3) time, we can determine if the desired separator between v and w exists, and if so, ﬁnd one. We will
apply this procedure for the case where k = 3.
So far, we required the separator to separate a speciﬁc pair of vertices. To look for any separator in the graph, we
use the scheme of [16, p. 129]. Take an arbitrary vertex v. For all vertices w, look if there is a separator of size at most
k, with v and w in different components of size at least two. If we ﬁnd such a separator, we are done. If not, when the
degree of v is at most k, check if the neighbours of v split G into at least three components with two of them have size
at least two. Otherwise, we know that v must belong to any separator of size at most k that splits G with at least two
components of size at least two. Remove v from G, and look for a separator of size at most k − 1 in G− v with at least
two components of size at least two. This procedure takes O(nmk4) time; we apply it with k = 3, so we have an O(nm)
procedure to check if G has a safe separator, indicated by Theorem 17.
Minimum separators of size three that split the graph into at least three components are also safe (Corollary 18.)
Most of these are already found by the procedure above; the remaining case is when there are two vertices of degree
three with the same set of neighbours. We can determine in O(n) time if there are two vertices of degree three with the
same neighbourhood: assume some order on the vertices. Then, list all vertices of degree three with their neighbours
in sorted order, and then radix sort this list (see e.g., [13, Section 9.3]). Vertices with the same neighbourhood will be
on consecutive places in this list.
Thus, in O(nm) time, we ﬁnd for a given graph G if it has a safe separator of size three of the types, given in Theorem
17 or Corollary 18. Repeating this on newly formed graphs in the collection gives a worst case time bound of O(n2m)
to ﬁnd all safe separators of size three.
5. Safe separators and graph reduction
In [11], a set of reduction rules was established that can be used for preprocessing a graph. Generalizations of these
(e.g., to the case of weighted treewidth) were considered in [15]. Several of these rules can be seen to be special cases
of the use of safe separators, while for some others, there are small differences. We recommend using graph reduction
techniques as well as ﬁnding safe separators, as many of the graph reduction steps can be carried out much faster than
the more time consuming safe separators steps.
When applying preprocessing with the reduction rules, we maintain in a variable low a lower bound on the treewidth
of the initial graph G. The following rules were given in [11], using results from [4] and others. For each rule, there
is a method to ‘reverse it’, i.e., compute the treewidth and an optimal tree decomposition for the graph before the rule
from those for the graph after the application of the rule.
• Simplicial rule: Remove a vertex v whose neighbours form a clique, and set low to the maximum of low and the
degree of v. Special cases are when the degree of v is zero (Islet rule) or one (Twig rule).
• Almost simplicial rule: Suppose the neighbours of v form an almost clique. If low is at least the degree of v, then
turn the neighbours of v into a clique and remove v. Special cases are when the degree of v is two (Series rule)
or three (Triangle rule).
• Buddy rule: Suppose v and w have the same neighbours, and both have degree three. Suppose low is at least three.
Then turn the neighbours of v and w into a clique and remove v and w.
• Extended cube rule: Suppose G contains the subgraph, shown in Fig. 3. a, b, and c have no neighbours that are
not shown. If low3, then turn v, w, x, and y into a clique, and remove a, b, and c.
A generalisation of the Buddy rule is the Buddies rule from [15]: suppose v1, . . . , vk have the same neighbours, and
each of these has degree k + 1. Then, if lowk + 1, make the neighbours of v1 into a clique, and remove v1, . . . , vk .
In each of these cases, we can observe that we can use safe separators that split the graph into one or more cliques
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Fig. 3. The extended cube rule.
and one or more graphs that are either the same graph, obtained from applying the reduction rule or a subgraph of this
graph. The technical difference is that the reduction rules check on the value of low, while the safe separators check on
minimality of certain separating sets. There are a few mostly trivial exceptions; see also the discussion on the extended
cube rule.
First, consider the simplicial rule, and suppose G is not a clique. The set of neighbours of v, N(v) is a separator,
separating v from the rest of the graph, and as it is a clique, it is safe. Thus, splitting on N(v) replaces G by G− v and
the clique formed by {v} ∪ N(v). The case that G is a clique gives a trivial exception: in this case, no separator exists.
We now consider the buddy rule. Suppose the buddy rule can be applied in graph G = (V ,E), with v and w
the vertices of degree three with the same set of neighbors N(v). There are a few cases. The trivial case, where G
contains only the ﬁve vertices in {v,w} ∪ N(v) is not very interesting. Suppose G has more than ﬁve vertices. Write
H =G−{v,w}−N(v). N(v) is a separator that splits G in at least three components: one component consisting of the
vertex v only, one component with vertex w only, and the connected components of H. If N(v) is an inclusion minimal
separator, then it is safe, by Corollary 18, as it has size three and splits G into at least three components. In this case,
using N(v) as safe separator yields the following graphs: a clique on {v} ∪N(v), a clique on {w} ∪N(v), and for each
connected component of H, the subgraph induced by the component and N(v), with edges added between the vertices
in N(v). Note that each of these latter graphs is an induced subgraph of the graph obtained by applying the buddy rule
with v and w. If N(v) is not an inclusion minimal separator, then there exists a subset S of N(v) that is an inclusion
minimal, and hence safe separator. Using S as safe separator splits off at least one connected component of H from
G. This step can be repeated with other safe separators that are a subset of N(v) until the graph has only ﬁve vertices
or N(v) is an inclusion minimal (hence safe) separator. We can observe that every graph yielded by the procedure is
either a clique, or an induced subgraph of the graph obtained by applying the buddy rule with v and w to G.
The analysis for the Almost Simplicial rule is similar. When v is almost simplicial, then N(v) is an almost clique.
Now, we can always split on safe separators that are N(v) or a subset of N(v), and this yields a number of graphs,
each either a clique, an induced subgraph of the graph obtained by applying the rule to almost simplicial vertex v, or a
graph with at most N(v) + 1 vertices.
Finally, we consider the Extended Cube rule. Suppose the rule can be carried out in G. We name the participating
vertices as in Fig. 3. Hence {v,w, x, y} is a separator.A somewhat tedious case analysis shows that {v,w, x, y} is a safe
separator or contains a safe separator as a subset, allowing to repeat splitting of graphs until we are left with a graph
containing at most the seven vertices in {a, b, c, v,w, x, y}. However, in some cases, safeness is implied by Lemma 11
but not by any of the later given lemmas, and hence the separator is not found by our experiments. This happens e.g.,
when G− {a, b, c, v,w, x, y} is connected. Despite this, our experiments have shown that graphs where the extended
cube rule can be applied appear rarely in practice [11].
While most of the power of the reduction rules is also captured by the safe separators, the reduction rules have the
advantage that it is much faster to ﬁnd vertices in the graph where they can be applied. Thus, for a faster algorithm,
one would ﬁrst reduce the graph with help of the reduction rules, and when such reductions cannot be found anymore,
then one can try to split the graph with the help of safe separators.
6. Experiments
The study of safe separators has been motivated by our effort to ﬁnd practical computationally tractable algo-
rithms for determining the treewidth of graphs [11,19,15]. Therefore, in this section we not only discuss the direct
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impact of safe separators on graphs from various applications, but also their impact on the performance of other
methods (e.g., heuristics) for computing treewidth. In Section 6.1, we discuss the results for applying different sets
of safe separators, whereas Section 6.2 is devoted to a comparison of some heuristics before and after safe separator
decomposition.
All algorithms have been implemented in C++ and the computations have been carried out on a Linux-operated
PC with a 2.53GHz Intel Pentium 4 processor. For our computational studies, we used two sets of graph instances.
The ﬁrst set consists of the moralised graphs for probabilistic networks. Probabilistic networks are used as underlying
technology in several decision support systems; the networks come from medical, agricultural, and other applications.
The most frequently used algorithm to solve a central problem from these applications (inference) is based on using
tree decompositions [21]. The second set is taken from the CALMA project on frequency assignment problems [1]
in wireless networks. These problems extend the vertex coloring problem in various ways. In total, 15 graphs from
probabilistic networks and 25 from frequency assignment are considered. Koster et al. [20] used tree decompositions
of small width to solve several instances of these frequency assignmentproblems.
6.1. Finding safe separators
Before applying the safe separators the graphs are preprocessed by the reduction rules presented in [11]. As pointed
out in Section 5, this reduces the time for the preprocessing, and we avoid the detection of trivial separators, i.e.,
separators that can also be interpreted as one of the preprocessing rules. Such separators generate lots of small graphs
that can be neglected anyway.
We carried out three experiments on these instances: the effect of (i) clique separators, (ii) clique and almost clique
separators, and (iii) clique and almost clique separators as well as separators of size three. For the ﬁrst experiment,
Table 1 shows the results for those graphs that contain clique separators. The graphs not reported on do not contain
clique separators. This in particularly holds for the ‘graph∗’ frequency assignment instances. These instances are gen-
erated according to some criteria and seem not to contain clique separators. The column ‘cs’ gives the number of clique
separators found. The column #G denotes the number of prime graphs. In low the lower bound on the treewidth obtained
is given. This value is the maximum of (i) the lower bound provided by the graph reduction rules, (ii) the sizes of the
(inclusion minimal almost) clique separators, and (iii) the sizes of the prime graphs that are cliques. The column ‘clq’
tells how many of the prime graphs are cliques (and hence, the treewidth of these is trivial to determine); the column
‘todo’ gives the number of output graphs that are not a clique and whose size is larger than low + 1, and hence their
treewidth must still be determined in some way. The column ‘Sizes of prime graphs’ reports on the number of vertices
in the graphs obtained by the decomposition and the number of graphs of that size. For example, the graph munin3-pp
is decomposed in one graph of 82 vertices and 2 of 9 vertices. Note that by each decomposition the total number of
vertices (over all graphs) increases by at least one. Table 1 shows that sometimes large components are decomposed
Table 1
The effect of clique separators
Instance Size Output Sizes of prime graphs CPU
|V | |E| cs #G low clq todo #vertices (# graphs) time
munin2-pp 167 455 6 7 4 0 7 95(1), 18(2), 17(2), 8(2) 0.05
munin3-pp 96 313 2 3 4 0 3 82(1), 9(2) 0.02
munin4-pp 217 646 2 3 4 0 3 177(1), 23(2) 0.07
munin-kgo-pp 16 41 1 2 5 0 2 9(2) 0.00
celar01-pp 157 804 1 2 6 0 2 110(1), 47(1) 0.03
celar03-pp 81 413 5 6 8 3 2 63(1), 10(1), 7(1), 5(1), 4(1), 2(1) 0.03
celar07-pp 92 521 3 4 9 1 2 71(1), 16(1), 8(1), 3(1) 0.03
celar08-pp 189 1016 3 4 9 0 3 120(1), 53(1), 16(1), 8(1) 0.07
celar09-pp 133 646 1 2 9 0 2 120(1), 16(1) 0.05
celar10-pp 133 646 1 2 9 0 2 120(1), 16(1) 0.05
celar11-pp 96 470 1 2 7 0 2 80(1), 19(1) 0.03
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Table 2
The effect of clique and almost-clique separators for selected instances
Instance Size Separators Output Sizes of prime graphs CPU
|V | |E| cs acs #G low clq todo #vertices (# graphs) time
diabetes-pp 116 276 0 85 86 4 84 2 8(1), 6(1), 5(84) 5.09
munin4-pp 217 646 3 4 8 4 2 6 55(2), 38(2), 23(2), 5(2) 0.70
pathﬁnder-pp 12 43 0 5 6 6 6 0 7(5), 6(1) 0.01
celar01-pp 157 804 2 19 22 8 18 3 61(1), 47(1), 19(1), 9(1), 8(3), 7(5), 6(1), 5(6), 4(3) 4.38
celar08-pp 189 1016 4 28 33 11 28 3 82(1), 39(1), 16(1), 12(3), 10(2), 8(2), 7(1), 6(2), 5(15), 4(5) 3.72
graph12-pp 312 1177 0 64 65 6 64 1 248(1), 7(64) 3697.39
Table 3
The effect of clique, almost clique, and size three separators for selected instances
Instance Size Separators Output Sizes of prime graphs CPU
|V | |E| cs acs s3 #G low clq todo #vertices (# graphs) time
munin2-pp 167 455 6 13 4 24 4 12 12 18(2), 17(4), 16(4), 6(2), 5(10), 4(2) 0.54
munin-kgo-pp 16 41 1 0 2 4 5 2 2 7(2), 5(2) 0.01
ship-ship-pp 30 77 0 0 2 3 4 0 3 24(1), 6(2) 0.18
celar01-pp 157 804 2 19 1 23 8 18 3 58(1), 47(1), 19(1), 9(1), 8(3), 7(5), 6(2), 5(6), 4(3) 5.84
celar08-pp 189 1016 4 32 1 38 11 33 3 76(1), 39(1), 16(1), 12(3), 10(2), 8(2), 7(1), 6(2), 5(19), 4(6) 6.02
graph12-pp 312 1177 0 64 0 65 6 64 1 248(1), 7(64) 3619.29
from the rest of the graph; by that reducing the size of the largest component signiﬁcantly. The computation times (in
seconds) for this separation are very small.
In our second experiment we added the almost clique separators. Table 2 shows the results for some selected
instances. Here, the column ‘acs’ reports the number of almost clique separators found. Detailed numbers, to in
[10], show that for 33 out of 40 instances the graph can be decomposed. In the majority of the cases, only small
portions of the graph are separated from the rest. Notable exceptions are ‘diabetes-pp’ and several ‘celar∗’ and
‘graph∗’ instances. It also happens that new clique separators are found after some almost-clique separators have
been found. In some special cases, the resulting graphs all form cliques, and thus the value low determines the
treewidth.
In our ﬁnal experiment we included the safe separators of size three as well. Again, results for selected instances
can be found in Table 3 whereas detailed numbers for all graphs can be found in [10]. Fig. 4 shows for all in-
stances some key ﬁgures. From Fig. 4 we can conclude that both the almost-clique separators and safe separators
of size three are effective in preprocessing the graph. For instance ‘celar01-pp’ and ‘celar07-pp’ an additional clique
separator could be found after application of the almost-clique separators as described in Section 4. Separators of
size 3 are found rarely but in some cases they indeed exist. Very succesfull applications of safe separators are for
instance ‘munin2-pp’, ‘munin4-pp’, ‘celar01-pp’, and ‘celar04-pp’. On the other hand, the tested safe separators
did not have any effect on the instances ‘celar02-pp’, ‘graph14-pp’, ‘oesoca+-pp’, ‘ship-ship-pp’, and ‘pignet2-pp’.
In particular for ‘pignet2-pp’ this is a pity since this graph is the largest of all test instances. For this graph and
several ‘graph∗’ instances the computation times are quite large, mainly due to the almost-clique separators that
have to be repeated for all newly constructed graphs. In some cases, like ‘barley-pp’ and ‘munin2-pp’, the sizes
of the prime graphs are small enough to expect that ﬁnding an exact solution with branch and bound can be done
effectively.
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Fig. 4. Key ﬁgures of the third experiment. (a) Number of clique separators (cs), almost clique separators (acs), and safe separator of size three (s3),
(b) Size of the largest remaining graph, relative to the input graph.
6.2. Heuristics and safe separator decompositions
For the graphs that cannot be split anymore with help of the studied safe separators, other methods have to be applied
to ﬁnd the treewidth. These can be exact methods, like branch and bound, or heuristics. In [19, revised version], we have
compared several heuristics for approximating treewidth. The most promising are based on the triangulation algorithms
minimumﬁll-in (MINFIL,MINFIL+MC),minimumdegree (MINDEG,MINDEG+MC),MaximumCardinalitySearch
(MCS, MCS+MC), and Maximal Cardinal Search Minimal (MCS-M). Here, the annex +MC denotes that a chordal
minimization algorithm [6] is run afterwards.
Fig. 5 shows the computation times of the MCS-M heuristic for the original graphs, the graphs preprocessed by the
graph reduction rules, and the graphs decomposed by safe separators. The results show that an additional signiﬁcant
time reduction can be achieved by the safe separators for most instances. Only for the ‘graph∗’ the reductions are
marginal since the size of the largest graph is reduced only marginal.
Occasionally, better widths and better lower bounds are derived after safe separator decomposition, cf. the detailed
ﬁgures in [10]. Most remarkable in this context is the instance ‘diabetes’, where the width by MCS-M is reduced from
35 via 20 to 4, the treewidth for this instance.
We have carried out a similar experiment for the MINFIL, MINFIL+MC, MINDEG, and MINDEG+MC heuristics.
As these heuristics are much faster than the MCS-M heuristic, the savings in the time for applying the heuristic were
often less than the time needed for the preprocessing with safe separators. However, also here there were several cases
where a reduction on the treewidth was obtained with help of safe separators.
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Fig. 5. Computation times of the MCS-M heuristic for the original graph, after graph reduction, and after safe separator decomposition.
7. Conclusions
In this paper, we introduced the notion of separators that are safe for treewidth. It was known that clique separators are
safe, in our terminology. We have established a number of sufﬁcient conditions for separators to be safe. Experiments
show that such safe separators can be efﬁciently found, and help to reduce the problem size when we want to compute
the treewidth and optimal tree decompositions for many graphs coming from practical applications. In many cases,
safe separators help to reduce the instances to sizes that are small enough to make it feasible to solve the treewidth
problem approximately or even exactly with a method like branch and bound. Thus, safe separators are a useful tool
when preprocessing graphs for treewidth.
In an earlier paper, graph reduction was used for preprocessing [11], see also [15]. A comparison shows that most
reduction rules can be obtained as a special case of applying safe separators. Safe separators thus are a more powerful
tool, as there are many graphs that cannot be reduced with the reduction rules, but contain safe separators. However,
the algorithms for applying graph reduction are much faster than those for ﬁnding safe separators, and thus the best
practice seems to be to ﬁrst apply graph reduction until this is not possible, and then look for safe separators in the
graph.
An open problem is to obtain faster algorithms to ﬁnd the safe separators, especially the inclusion minimal almost
clique separators and/or safe separators of size three (or four), and to ﬁnd safe separator decompositions that are ﬁnal
for the given types of safe separators.
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