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Abstract
X-ray tomography has applications in various industrial fields such as sawmill industry, oil and gas industry,
chemical engineering, and geotechnical engineering. In this article, we study Bayesian methods for the X-ray
tomography reconstruction. In Bayesian methods, the inverse problem of tomographic reconstruction is solved with
help of a statistical prior distribution which encodes the possible internal structures by assigning probabilities for
smoothness and edge distribution of the object. We compare Gaussian random field priors, that favour smoothness,
to non-Gaussian total variation, Besov, and Cauchy priors which promote sharp edges and high-contrast and low-
contrast areas in the object. We also present computational schemes for solving the resulting high-dimensional
Bayesian inverse problem with 100,000-1,000,000 unknowns. In particular, we study the applicability of a no-
U-turn variant of Hamiltonian Monte Carlo methods and of a more classical adaptive Metropolis-within-Gibbs
algorithm for this purpose. These methods also enable full uncertainty quantification of the reconstructions. For
faster computations, we use maximum a posteriori estimates with limited-memory BFGS optimisation algorithm.
As the first industrial application, we consider sawmill industry X-ray log tomography. The logs have knots, rotten
parts, and even possibly metallic pieces, making them good examples for non-Gaussian priors. Secondly, we study
drill-core rock sample tomography, an example from oil and gas industry. We show that Cauchy priors produce
smaller number of artefacts than other choices, especially with sparse high-noise measurements, and choosing
Hamiltonian Monte Carlo enables systematic uncertainty quantification.
Impact Statement
Industrial X-ray tomography reconstruction accuracy depends on various factors, like the equipment, mea-
surement geometry and constraints of the target. For example dynamical systems are harder targets than static
ones. The harder and noisier the setting becomes, the more emphasis goes on mathematical modelling of the
targets. Bayesian statistical inversion is a common choice for difficult measurement settings, and its limitations
mainly come from the choice of the a priori models. Gaussian models are widely studied, but they pro-
vide smooth reconstructions. Total variation priors are not invariant under mesh changes, so doing systematic
uncertainty quantification, like data-centric sensor optimisation, cannot be done with them. Besov and Cauchy
priors however provide systematic non-Gaussian random field models, which can be used for contrast-boosting
tomography. The drawback is higher computational cost. Hence, the techniques developed here are useful for
non-time-critical applications with difficult measurement settings. In these cases, the methods developed may
provide significantly better reconstructions than the traditional methods, like filtered back-projection.
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1. Introduction
X-ray tomography has applications in various industrial fields such as sawmill industry, where it can be
used for detecting knots, rotten parts and foreign objects in sawmills (Shustrov et al., 2019; Zolotarev
et al., 2019). In oil and gas industry, X-ray tomography can be used to analyze drill-core rock sam-
ples to identifying pore structures (Mendoza et al., 2019) and other structural properties of rock. In
chemical engineering, X-ray microtomography can be used to measure the internal structure of sub-
stances at the micrometer level (Ou et al., 2017). In manufacturing it can be used in nondestructive
testing (Garcea et al., 2018; Rotella et al., 2018), endurance testing (Piao et al., 2019), and dimen-
sional metrology (Kruth et al., 2011; Villarraga-Gómez et al., 2019). In geotechnical engineering,
X-ray microtomography can be used to measure soil properties in laboratories, while a closely related
travel-time tomography can be used to measure the structure of soil and rocks from cross-borehole
measurements (Ernst et al., 2007; Huai et al., 2016).
The principle of X-ray tomography is that we transmit X-ray radiation to the object, which pene-
trates the object of interest over a collection of propagation paths, and the attenuated X-ray radiation
is measured in a detector system (Toft, 1996). This allows us to estimate internal properties of an
unknown object given the noise-perturbed indirect measurements. However, typically, we can transmit
and measure the X-rays only from a limited number of angles around the object which makes it harder
to reconstruct the internal structure of the object from the measurements. The reconstruction problem
is thus an inverse problem where the measurements give only a limited amount of information on the
object of interest (Siltanen et al., 2003).
In order to successfully reconstruct the internals of the object from the limited number of measure-
ments, we need to introduce additional information to the reconstruction process. In this article, we
study so-called Bayesian methods (Kaipio and Somersalo, 2005), where we introduce a statistical prior
model for the possible internal structures in form of a probability distribution. This prior model encodes
the information on what kind of structures are more likely and which are less likely than others. For
example, a Gaussian random field prior puts higher probability for smoother structures whereas total
variation (TV), Besov, and Cauchy priors favor structures that can have sharper edges between the sub-
structures (González, 2017). The advantage of the Bayesian formulation is that it provides uncertainty
quantification mechanism to the reconstruction problem, as it not only provides single reconstruction,
but also the error bars for the reconstruction in form of a probability distribution (Bardsley, 2012).
The Bayesian formulation of the X-ray tomography problem transforms the solution to the associ-
ated inverse problem to a Bayesian inference problem, where we need to use computational methods
from Bayesian statistics to solve it. In this article, we use Markov chain Monte Carlo (MCMC) meth-
ods, and in particular, Metropolis-within Gibbs (MwG) sampling and Hamiltonian Monte Carlo (HMC)
which are powerful tools for this purpose. We also experiment simpler solution methods which find
the maximum posterior probability reconstructions (maximum a posteriori, MAP, estimates) by using
numerical optimization.
In the experiments we concentrate on two industrial problems. The first one is sawmill industry
application, doing log tomography for detecting knots, rotten parts and foreign objects in sawmills
(Shustrov et al., 2019; Zolotarev et al., 2019). The second application is drill-core rock sample
tomography, in oil and gas industry, for identifying pore structures (Mendoza et al., 2019).
1.1. X-ray tomography as a Bayesian statistical inverse problem
In general, reducing the number of measurements tends to add artefacts to the tomographic reconstruc-
tion. This means that we need to carefully evaluate the accuracy of the reconstruction for different levels
of sparsity. For this kind of problems, a typical approach is to deploy Bayesian statistical inversion
3techniques in the sense of Kaipio and Somersalo (2005). Bayesian inversion is the theory and practi-
cal data analysis of noisy indirect measurements within the Bayesian estimation framework. Following
Toft (1996), X-ray radiation measured at single detector pixel over a given propagation path is
yθ,s =
∬
X (x1, x2) δ (s − x1 cos θ − x2 sin θ) dx1dx2 + eθ,s =: Aθ,sX + eθ,s, (1)
where yθ,s is measured value at angle θ with translation s andX is varying X-ray attenuation coefficient
field inside the object of interest. For practical computations, we discretise the operation Aθ,sX by
approximating X with a piecewise defined function with constant values on square pixels, and obtain a
finite-dimensional presentation y = AX + e, where y ∈ Rn, A ∈ Rn×m, e ∈ Rn, and X ∈ Rm represent
the approximated values of X on pixels.
In X-ray tomography, the noise process e is often modelled as a compound Poisson distributed noise
(Whiting, 2002; Thanh et al., 2019). We make a simplification, and assume that e is zero-mean Gaussian
white noise with covariance C = σ2I. As our main aim is in contrast-boosting priors, so we assume that
this simplification does not affect the generality of the results. The solution of the tomography problem
is then an a posteriori probability density via the Bayes formula
pi (X |y) = pi (X) pi (y |X)
pi (y) ∝ pi (X) pi (y |X) = pi (X) exp
(
−1
2
(y − AX)T C−1 (y − AX)
)
, (2)
where pi(X) is the a priori density, that is, the probabilistic description of the unknown we know before
any measurements are taken, pi(y |X) is the likelihood density, and pi(y) is a norming constant, which
we shall omit, as we carry out computations by using unnormed densities.
1.2. Literature review
Sparse-angle tomography is an ill-posed inverse problem (Natterer, 2001), and thus in order to have
stable solutions, we need to set the prior pi(X). As our objective is in reconstructing unknown objects
with sharp interfaces, which are often refereed as edges, we need to choose a prior density that can
model the edges. A standard choice is to use Gaussian random field priors (Bardsley, 2013). They
are easy to use through their analytic properties, that is, they are fully defined by their means and
covariances. The drawback of Gaussian priors is that they are locally smoothing, and thus cause contrast
artefacts near sharp edges. Conversely, any contrast-boosting prior needs to be non-Gaussian.
When computing posterior estimates, the unavoidable non-Gaussianity of any contrast-boosting
prior, leads to computational complexity and high computational cost. In two-dimensional industrial
tomography, with even small or moderate mesh sizes, a typical problem has around 100,000-1,000,000
unknown parameters. High-dimensionality in industry poses problems, especially in time-critical
applications, where speed is valued. Optimisation methods are natural starting points as they are
computationally less expensive. For example, maximum a posteriori (MAP) estimates, expectation-
maximisation algorithm, and variational Bayesian methods are flavours of posterior analysis (Tzikas
et al., 2008). They provide computational efficiency, but they do not provide full uncertainty quantifi-
cation.
To fully quantify uncertainty, we need to explore the whole posterior, that is, use Markov chain
Monte Carlo (MCMC) techniques. A straightforward choice is to use Metropolis-within-Gibbs (MwG),
as the one given in Markkanen et al. (2019). There is a growing number of MCMC algorithms
designed especially for high-dimensional problems (Cotter et al., 2013; Law, 2014; Beskos et al., 2017).
Unfortunately, non-Gaussianity of the contrast-boosting priors breaks many of the assumptions of the
function-space MCMC methods. For example, there is currently no preconditioned Crank-Nicolson
algorithm for the pixel-based Cauchy prior constructions. MwG is a standard choice, but it typically
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has some single, more problematic, pixels requiring significantly long MCMC chains. As an alterna-
tive, we shall use Hamiltonian Monte Carlo (HMC, Neal, 2011). It has been used for a wide range of
applications and it is well-suited for large-dimensional problems (Beskos et al., 2011,0). In particular,
we use the HMC variant with no-U-turn sampling (HMC-NUTS, Hoffman and Gelman, 2014).
There are several priors, which promote contrast-boosting or edge-preserving inversion. A standard
choice for edge-preserving inversion are the total variation (TV) priors, which are based on using L1-
norms. In statistics, these methods are called LASSO. This method, however, has a drawback, which
rises from the finiteness of the prior moments. When we make the discretisation denser and denser, the
TV-priors converge to Gaussian priors in the discretisation limit. This behaviour was studied by Lassas
and Siltanen (2004), and they showed that the estimators are not consistent under mesh refinement for
Bayesian statistical inverse problems. This, naturally, means that doing uncertainty quantification under
TV-prior assumption is not consistent with respect to the change of the mesh.
Recently, several hierarchical models, which promote more versatile behaviours, have been devel-
oped. These include, for example, deep Gaussian processes (Dunlop et al., 2018; Emzir et al., 2019),
level-set methods (Dunlop et al., 2017), mixtures of compound Poisson processes and Gaussians (Hos-
seini, 2017), and stacked Matérn fields via stochastic partial differential equations (Roininen et al.,
2019). The problem with hierarchical priors is that in the posteriors the parameters and hyperparame-
ters may become strongly coupled, which means that vanilla MCMC methods become problematic and,
for example, re-parameterisations are needed for sampling the posterior efficiently (Chada et al., 2019;
Monterrubio-Gómez et al., 2019). In level-set methods, the number of levels is usually low, because
experiments have shown that the method deteriorates when the number of levels is increased.
Here, we utilise a different approach, and make the prior non-Gaussian by construction without
hierarchical modelling or compromising on uncertainty quantification. The first choice is to utilise
priors based on Besov Bsp,q norms (Lassas et al., 2009). These priors are constructed on wavelet basis,
typically Haar wavelets, and they have well-defined non-Gaussian discretisation limit behaviour. Besov
priors have been utilised in a number of studies for Bayesian inversion, see, e.g., Niinimäki (2013).
The problem with Besov priors is the structure of wavelets and the truncation of the wavelet series. The
coefficients of the wavelets are random but actually not interchangeable, since their decay is necessary
for convergence of the series. That typically means that we make an unnecessary and strong prior
assumption for edge locations based on wavelet properties, for example, consider a one-dimensional
inverse problem on domain (0,1), we prefer an edge at 1/4 over an edge at 1/3 for Haar wavelets.
General α-stable random field priors can be constructed with Karhunen-Loève (KL) expansions. For
KL expansions, see Berlinet and Thomas-Agnan (2004), and for stable field expansions, see Samorod-
nitsky and Taqqu (1994); Sullivan (2017). Third option is to use pixel-based approaches (Markkanen
et al., 2019; Bolin, 2014; Mendoza et al., 2019), which cover also some α-stable processes. As α-
stable processes, both KL-expansions and pixel-based approaches are valid, but one should note that
the different approaches lead to different statistical objects. We stress that both approaches lead to well-
posedness of the inverse problem. In this paper, we shall utilise certain pixel-based approaches, and
limit the discussion to the Cauchy difference priors, which is a special case α = 1.
1.3. Contribution and organisation of this work
The contributions of this paper are two-fold, first of all we make a large-scale numerical comparison for
the X-ray tomography problem with different Gaussian and non-Gaussian (TV, Besov, Cauchy) prior
assumptions. To the best of the authors’ knowledge, this kind of comparison has not yet been published.
Secondly, we apply a carefully designed HMC algorithm to the high-dimensional non-Gaussian inverse
problem. In particular, we show its applicability for the sparse-angle tomography problem.
The rest of this paper is organised as follows: In Section 2, we review Gaussian, TV, Besov and
Cauchy priors. In Section 3, we introduce the necessary MwG and HMC tools. In Section 4, we have
two synthetic case studies: 3D-imaging of logs in sawmills, and drill-core tomography problem. Finally,
in Section 5, we conclude the study, and make some notes on future developments.
52. Random field priors
For Gaussian, TV and Besov priors, we write the priors as pi(X) ∝ exp (−G(X)), where G(X) is L2-
norm of differences of X for the Gaussian case, L1-norm of differences for TV, and Besov Bsp,q-norm
for a wavelet expansion with random coefficients X1, . . . , Xm for Besov case. We will describe these
distributions below and their respective G(X). In the following, we will describe separately the Cauchy
prior, as it is based on another type of construction.
2.1. Gaussian prior
Let us assume a zero-mean Gaussian prior, which is fully defined with one of the following choices,
G(X) = 1
2
XTΣ−1X =
1
2
XTQX =
1
2
XT LT LX =
1
2
(LX)T LX,
where Σ is the covariance matrix, Q is the precision matrix and L is a square-root (e.g., Cholesky factor)
of the precision matrix. Common choices are exponential and squared exponential covariances, Matérn
covariances, and Brownian motion covariance. Different choices lead to different kinds of presenta-
tions, for example, squared exponential leads to full matrices for all Σ,Q, L, but with certain choices,
the Matérn covariances have sparse Q, L matrices due to the Markov property (Roininen et al., 2019).
Two-dimensional difference priors can be obtained by choosing L to be a discretisation of the fol-
lowing operator equation ∇X =W, whereW = (W1,W2)T with two statistically independent white
noise random fieldsW1 andW2. Thus we have LX = W for the discrete presentation, which we will
solve in the least-squares sense. We note that the precision matrix Q = LT L is not invertible, thus this
is an improper prior, but if we impose zero-boundary conditions, we have a proper prior. For X-ray
tomography zero-boundary conditions are natural choices, as typically the domain of interest is larger
than the object of interest, and thus putting zero-boundary is justified. Now, let us denote by Xi, j the
unknown at pixel (i, j). As a summation formula with zero-boundary conditions, we can write the prior
then as
GGauss(X) = Gpr(X) + Gboundary(X) =
I∑
i=1
J∑
j=1
( (
Xi, j − Xi−1, j
)2
σ2pr
+
(
Xi, j − Xi, j−1
)2
σ2pr
)
+
∑
i, j∈∂Ω
X2i, j
σ2boundary
,
where by ∂Ωwe mean the boundary indices of the discretised domainΩ, σ2pr is regularisation parameter,
and σ2boundary zero-boundary parameter.
2.2. Total variation prior
Similarly to the Gaussian prior, we can write a two-dimensional TV prior with
GTV(X) = Gpr(X) + Gboundary(X) =
I∑
i=1
J∑
j=1
α
(Xi, j − Xi−1, j  + Xi, j − Xi, j−1) + ∑
i, j∈∂Ω
αboundary
Xi, j  ,
where α, αboundary are regularisation parameters. We note that in statistics, these distribution are often
called Laplace distributions. This form of TV prior is anisotropic. According to González et al. (2017),
it can be shown that an isotropic form is obtained when we choose
Gpr(X) =
I∑
i=1
J∑
j=1
α
( (
Xi, j − Xi−1, j
)2
+
(
Xi, j − Xi, j−1
)2)1/2
.
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Using higher-order TV priors would be possible (Liu et al., 2015), but often the basic first order TV
prior is selected because it preserves sharp edges within the reconstruction much better. The major
drawback of TV prior is that due to its finite moments, the prior is not discretisation-invariant and
it resembles Gaussian difference prior on dense enough meshes. It is notable that MAP estimate and
the Conditional Mean (CM) estimate differ drastically of each other in the limit (Lassas and Siltanen,
2004). While the inconsistency is not desirable, the prior is still used in many practical applications. In
the numerical experiments, we use anisotropic TV prior.
2.3. Besov prior
Gaussian and TV priors are based on Gaussian and Laplace distributions. Besov priors are based on
wavelet coefficients of the reconstruction, and in practise calculated by discrete wavelet transform
(DWT) (Lassas et al., 2009). The continuous wavelet transform decomposes the reconstruction into
approximation and detail coefficients. For detailed treatise on Besov priors, see (Niinimäki, 2013).
Besov prior for X derives from wavelet expansion for function X
X =
2k−1∑
d1=0
2k−1∑
d2=0
〈X, φk,d1,d2〉 φk,d1,d2 + ∞∑
r=k
2r−1∑
d1=0
2r−1∑
d2=0
3∑
t=1
〈X, ψr,d1,d2,t 〉 ψr,d1,d2,t, (3)
and its Besov norm is
‖X‖Bsp,q =
©­«
2k−1∑
d1=0
2k−1∑
d2=0
〈X, φk,d1,d2〉p + ∞∑
r=k
2rq(s+1−2/p)
2r−1∑
d1=0
2r−1∑
d2=0
3∑
t=1
〈X, ψr,d1,d2,t 〉pª®¬
1/p
.
In Equation (3), φ is the father wavelet and ψ is the mother wavelet. The subindices refer to different
scales and translations of the functions (Meyer, 1992). We utilise the prior for Besov space B11,1, which
reduces the norm into absolute sum of wavelet coefficients. Other Besov spaces than B11,1 would be
doable as well, but in those cases the wavelet coefficients would have different weights or they would
be raised to other powers than one. We use Haar wavelets as our father and mother wavelets.
In practise, we compute the two-dimensional DWT of X , which is now represented as a reconstruc-
tion of size of 2n × 2n, n ∈ N square pixels. The Besov prior is defined by
GBesov(X) =
2k−1∑
d1=0
2k−1∑
d2=0
ak,d1,d2  + kmax∑
r=k
2r−1∑
d1=0
2r−1∑
d2=0
3∑
t=1
br,d1,d2,t  .
Terms ak,d1,d2 refer to the approximation coefficients of the DWT of X and terms br,d1,d2,t to the
corresponding detail coefficients. As DWT algorithm, we choose a matrix operator method described
by Wang and Vieira (2010). A more common and faster way to calculate the DWT would be to use fast
wavelet transform, but we want to keep track of how changing the value of an individual pixel alters
the wavelet coefficients and therefore the prior, too. This property is needed in the MwG algorithm,
because we propose new samples for each component of X in a sequential manner and calculating the
whole DWT every time for all the components would be too time-consuming.
Besov priors are discretisation-invariant and therefore should remain consistent if the resolution is
increased (Lassas et al., 2009). Their drawback is the tendency to produce block artefacts into the point
estimates: the wavelet coefficients at certain low scale are different, even though they are adjacent to
each other. This makes Besov priors location-dependent, that is, they are not translation-invariant.
72.4. Cauchy prior
While the previous three priors were constructed based on different types of norms, Cauchy priors
are constructed based on Cauchy walk, or more profoundly general α-stable random walk. These one-
dimensional objects have well-defined limits, and the generalisation in (Markkanen et al., 2019) to
two-dimensional setting is given as a prior density
pi(X) ∝
I∏
i=1
J∏
j=1
hλ
(hλ)2 + (Xi, j − Xi−1, j )2 hλ(hλ)2 + (Xi, j − Xi, j−1)2 ,
where h is discretisation step in both coordinate directions, and λ is the regularisation parameter.
These priors have been used for X-ray tomography in oil and gas industry (Mendoza et al., 2019) and
subsurface imaging (Muhumuza et al., 2019).
A second formulation of the Cauchy difference prior was derived in (Chada et al., 2019). In that, the
starting point was α-stable sheets, which lead to difference approximations of the form
pi(X) ∝
I∏
i=1
J∏
j=1
h2λ(
h2λ
)2
+
(
Xi, j − Xi−1, j − Xi, j−1 + Xi−1, j−1
)2 .
We note that Cauchy difference prior is theoretically justified in the discretisation limit, which is not the
case with TV prior. Unlike Gaussian difference prior, Cauchy difference prior favours small increments
and steep transitions relatively much more. This means that Cauchy difference prior preserves edges
within the lattice and does not smooth them out. A disadvantage of Cauchy difference prior is its
anisotropic nature.
3. Posterior estimates
The two most common estimators drawn from the posterior density (2) are the MAP and CM estimates.
For MAP estimation, we will use Limited-memory BFGS (L-BFGS) optimisation algorithm, which
belongs to the family of quasi-Newtonian methods. For CM estimation, we shall use MCMC methods,
as they also enable uncertainty quantification of the estimators.
3.1. Adaptive Metropolis-within-Gibbs
We shall use single-component adaptive Metropolis-Hastings (SCAM) (Haario et al., 2005) to generate
samples from the posterior distributions. It is an adaptive variation of the MwG algorithm, which is
a generalisation of Gibbs sampling. In Gibbs sampling, the samples are generated by generating new
values for each component of the target distribution from the component-wise conditional distributions.
However, if it is not possible to obtain samples from such distributions analytically, MwG can be used
instead, since it utilises Metropolis-Hastings acceptance/rejection step for proposing new values for the
components. In theory, both methods are applicable also in very high-dimensional distributions.
The adaptive MwG algorithm adapts a Gaussian transition kernel for each component during the
burn-in period. This means that algorithm calculates the variance of each component in the chain and
sets new proposal variances for them. By this way, the algorithm does not require manual tuning,
unlike the non-adaptive MwG algorithm does. We note that self-adaptation does not fix the fundamental
problem of component-wise sampling – the algorithm is unable to sample from distributions, which
support consists of diagonally separated regions, since the algorithm cannot jump from one region
to another without transforming the coordinate system of the distribution. If the distribution is heavy-
tailed, the variance-based adaptation might not converge to a reasonable proposal variance at all because
the conditional distributions have infinite or undefined variances. Single component robust adaptive
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Metropolis-Hastings (RAM) (Vihola, 2011) tunes the proposal variance according to the acceptance
ratio of each component so far in the chain and hence should work better with heavy-tailed distributions.
Furthermore, strong correlations in high-dimensional distributions might impair the sampling efficiency
of component-wise samplers.
Another feature of MwG is that since the candidate generating kernel is centred at the previous
sample and no matter what the proposal covariance is, there will be significant correlation between the
samples in the chain. This decreases the effective sample size of the generated samples, since they are
not actually independently drawn from the target distribution.
3.2. Hamiltonian Monte Carlo
Here, we will summarise the Hamiltonian Monte Carlo (HMC, Neal, 2011) method. For an expanded
conceptual descriptions of the HMC, the reader is directed to Betancourt (2017). In HMC, the geomet-
ric information of the typical set is used to guess of a new sample location. The Hamiltonian dynamic
is used in to determine the path between the current sample position and the next sample. Specifically,
one considers the negative logarithm of the probability density function of the target distribution as a
potential energy function (Neal, 2011; Barp et al., 2018). Then one introduces an auxiliary momen-
tum P and kinetic energy function K(P) with suitable mass matrix M , which are used along with the
potential energy function to form the Hamiltonian function:
H(X, P) = U(X) + K(P) = − log (P) + K(P) = − log (P) + P
TM−1P
2
.
In order to sample from the target distribution, one starts following a Hamiltonian trajectory from the
previous sample in the chain by setting X∗ = Xk−1 and by sampling a momentum vector from its
proposal distribution. Then, one approximates the following Hamiltonian equations with a symplectic
integrator, like Störmer-Verlet:
∂H(X∗, P)
∂P
=
dX∗
dt
,
∂H(X∗, P)
∂X∗
= −dP
dt
.
As Hamiltonian is time-reversible and the trajectories preserve their volume in the phase space, the new
proposal sample can be selected to be the last value of X∗ at the end of the trajectory. The final step is to
apply a Metropolis acceptance/rejection step to correct for the numerical approximation error caused by
time discretisation. The computational complexity of generating the samples scales with m
5
4 (Beskos
et al., 2013), whereas random walk Metropolis-Hastings algorithms scale with m2 (Neal, 2011).
Selecting appropriate step size of the symplectic integrator and the corresponding trajectory length
is apparent problems of the basic HMC. If the step size is too big, the value of Hamiltonian is not
preserved so precisely and most of the proposals are rejected. If it is too small, the extra computational
burden makes the algorithm impractically slow. Also, too long overall trajectory length both wastes
time and actually increases the change that the trajectory comes close to the initial state, whereas too
short trajectory evidently means that the trajectory always ends near the starting point. A self-adaptive
HMC algorithm No-U-Turn Sampler (NUTS) adapts the integration step size by changing its value
with respect to acceptance ratio so far in the chain by routine called Dual Averaging (Hoffman and
Gelman, 2014). NUTS does not use a fixed trajectory length, since it calculates the trajectory randomly
in the opposite directions from the starting point. Furthermore, it uses a set of heuristics to remain the
reversibility and to stop simulating trajectories until they start to turn back. These facts render NUTS a
promising method for sampling from high-dimensional distributions with possibly severe correlations.
However, even NUTS might need setting an appropriate mass matrix to sample efficiently from the
target distribution. One way to select a mass matrix is to run preliminary MCMC chains to calculate an
9empirical covariance for the distribution and use it as the mass matrix. If the distribution is very high-
dimensional, the mass matrix might be just diagonal. More sophisticated approach is to utilise mass
matrices, which are not constant. That is the case in Riemannian Manifold HMC algorithms (Girolami
and Calderhead, 2011).
4. Numerical experiments
We have two numerical experiments, the log tomography and the drill-core tomography. The mea-
surement setting is the same for both test cases: We shall use X-ray tomography with parallel beam
geometry. The computational grid is 512 × 512, so we have 262,144-dimensional posterior distribu-
tions. We have additive white noise models, according to Equation (1), we fix the standard deviation
of the noise to 1.5% of the maximum value of the line integrals. The parameters of each prior distri-
bution at each measurement scenario are set using a grid search. We select the parameter value, which
gives approximately a minimum L2-error between the MAP estimate given by the parameter value and
the ground truth. Furthermore, in the log tomography case, we use a different log slice without a high
density object to select the parameters by the grid search. For Besov prior, we use 8 levels in the DWT.
For log tomography, we have a foreign object inside, thus it is a high-contrast target. The second
experiment is a lower-contrast target with lots of distinct regions with different attenuation coefficient.
In simulations, we shall use the four priors, L-BFGS, adaptive MwG, and HMC-NUTS. The initial
points of MCMC chains are set to be the MAP estimate obtained with L-BFGS. As MCMC chain
lengths, we use 500,000 samples in MwG to adapt a proposal variance for each component and we use
those variances to generate 400,000 samples to calculate CM estimates. For NUTS, we let the algorithm
run 100 times, at which time the dual averaging algorithm adapts a step length for the Störmer-Verlet
symplectic integrator. Then we use that step length to generate 4,000 samples for CM estimates.
4.1. Log tomography
Our test case is visualised in Figure 1, with metallic piece in black and knots in light color, and a small
rotten part in near white with more smooth behavior. Besides the ground truth, we have also plotted
the three-dimensional estimates, obtained by stacking two-dimensional MAP estimate slices computed
with L-BFGS. We have all the four different priors, and the number of equispaced measurement angles
is 10, 30 or 90. While all the methods seem to capture the main features in densest-data case, reducing
the number of measurement leads to severe artefacts with Gaussian and TV priors, and the Besov prior
promotes blocky estimate. Cauchy prior seems to capture the metallic piece even in the most difficult
case, but it struggles with knots.
It is easier to see the effects of different priors in the two-dimensional slices in Figure 2. The dens-
est scenario, with 90 angles, TV and Cauchy priors produce very good MAP estimates recovering
the edges. MAP estimate with Besov prior looks blocky. In the MAP estimate with Gaussian prior,
the edges of the metallic object are smoothed. Reducing the number of measurement angles causes
visible artefacts into MAP-estimates with TV and Gaussian priors, but TV prior preserves the edges
much better. Meanwhile, the rotation-dependency of Cauchy difference prior becomes apparent with
coordinate-axis aligned sharp artefacts. The Besov prior MAP estimate remains more or less consistent
even if the number of angles is decreased. However, in practice the block artefacts will spoil the MAP
estimates and that is not useful in practical applications. We could decrease the number of wavelet
transform levels in order to reduce blockiness, or use another wavelet family.
In Figure 3, we have plotted the CM estimates computed with MwG and HMC. Here we skip Gaus-
sian priors, as the CM and MAP estimates with Gaussian priors are the same. It is notable that the
CM estimate with TV prior differs noticeably from its MAP estimate (Figures 1 and 2). For high-
dimensional inverse problems, it has been demonstrated by Lassas and Siltanen (2004, Figure 4) that
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Figure 1. Three-dimensional ground truth and two-dimensional ground truth with knots (light material) and metallic piece (black).
Three-dimensional reconstructions obtained by stacking two-dimensional MAP estimates with different angles and priors.
CM estimates might be wildly oscillatory, even though the same prior produces reasonable MAP esti-
mates. Also, the great number of scanning artefacts is noteable. On the other hand, CM estimates with
Cauchy difference prior have less coordinate-axis related artefacts, and CM estimates of Besov prior
are less blocky than their corresponding MAP estimates.
In Figure 4, we have logarithmic pixel-wise variances estimated from the MCMC chains with MwG
and HMC-NUTS. For TV and Besov priors, MwG and HMC produce similar results. However, they
produce different variance estimates for Cauchy prior at the 30 angle case. This is because some of the
pixels at the boundary of the high density object have much higher variance than the other boundary
pixels. This is a mixing issue, and we notice that with heavy tails the MwG and HMC require longer
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Figure 2. Two-dimensional MAP estimates with different measurement angles and prior assumptions.
chains for Cauchy than for TV and Besov. We could improve the sampling capabilities of NUTS by
adapting a diagonal global mass matrix different than the identity one by running a preliminary run to
estimate the variance of posterior. Adapting a full covariance matrix or using a local metric and there-
fore changing HMC-NUTS to Riemannian Manifold Monte Carlo would be computationally infeasible
in this kind of a high-dimensional case. On the other hand, there is not much we can do to improve
the space exploration in MwG. We might change the adaptation strategy to the component-wise robust
adaptive Metropolis-Hastings, which should explore the heavy tails more efficiently.
4.2. Drill-core tomography
Here we take a simpler setting for a lower-contrast target, and we detect pores and mineralised soil
within a core sample. Unlike in the log tomography experiment, there are no objects with drastically
different absorption coefficient than the surrounding matter has in the domain of interest. However, the
drill-core sample has lots of pores and soil cobs and their sizes also vary.
We shall only demonstrate MAP estimation, and the results are in Figure 5. At the first glance,
there are no significant differences within the MAP estimates if we compare TV, Cauchy and Gaussian
difference priors to each other at 90 measurement angle scenario. Nevertheless, we consider the Cauchy
and TV priors as the best ones, since they have the least amount of noise present and they still preserve
the edges of the pores with low density and and denser regions of the core sample well. If we wanted
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Figure 3. Two-dimensional CM estimates with different measurement angles, prior assumptions, and samplers.
to achieve the same level of noise with Gaussian difference prior, we would end up having clearly
oversmoothed MAP estimates.
At the 30 angle measurement angle scenario, MAP estimate with Besov prior is severely ruined with
block artefacts and in the 10 angle scenario, it is completely useless. This is likely due to the fact that
the region of interest consists of many spherical objects which are close to each other, but the wavelet
coefficients of Haar family do not approximate well such details. Unlike in the log tomography case,
there are not so many artefacts present in the MAP estimates calculated with Gaussian prior. In the 10
angle case, MAP estimates calculated with Gaussian, TV and Cauchy priors are very close to each other
and neither of them can be considered superior over the others. We could try to fix the coordinate-axis
dependency of Cauchy prior by introducing isotropic Cauchy prior so that we set a bivariate Cauchy
distribution for differences of each pixel to their neighbours.
5. Conclusion
We have made a Bayesian inversion industrial tomography comparison study with four different prior
assumptions. The targets have different contrasts, that is, sharp edges were to be reconstructed. This is
a classical problem, where one needs either hierarchical or non-Gaussian models, and hence inherently
computational complexity becomes a problem. The chosen methods, to use optimisation or MCMC, is
a balance between fast computations and uncertainty quantification. It should be noted that for many
13
10−1
100
(a) MwG, TV, 90
2× 10−1
3× 10−1
4× 10−1
6× 10−1
(b) MwG, TV, 30
10−1
100
(c) HMC, TV, 90
2× 10−1
3× 10−1
4× 10−1
6× 10−1
(d) HMC, TV, 30
2× 10−1
3× 10−1
4× 10−1
(e) MwG, Besov, 90
100
8× 10−1
9× 10−1
(f) MwG, Besov, 30
2× 10−1
3× 10−1
4× 10−1
(g) HMC, Besov, 90
100
8× 10−1
9× 10−1
(h) HMC, Besov, 30
10−2
10−1
100
101
(i) MwG, Cauchy, 90
10−2
10−1
100
101
(j) MwG, Cauchy, 30
10−2
10−1
100
101
(k) HMC, Cauchy, 90
10−2
10−1
100
(l) HMC, Cauchy, 30
Figure 4. Pixel-wise variance estimates for the CM estimates in Figure 3.
industrial applications the computational cost is still too high for many dynamical systems. However,
for static objects and case studies where computational time is not critical, the correctly chosen methods
can significantly enhance the reconstruction results for difficult measurement geometries and targets. It
is notable that systematic choices of different parameters, including mesh refinement parameters, dictate
the reconstruction accuracy. Here, we have used simple grid searches, in order to show the maximum
possible reconstruction capabilities of the priors while paying attention to which kind of artefacts each
prior had. In reality, choosing the parameters would require implementing some kind of a hierarchical
model. This would naturally further increase computational complexity.
In all the scenarios we considered, MAP estimates with Cauchy and TV priors were considered
the best – their artefacts were mild in general and, while their edge-preserving performances were still
excellent. The point estimates using Besov prior with at least Haar wavelets underperformed remarkably
compared to the other priors in most cases due to the major block artefacts it tends to produce. We could
reduce that behaviour by reducing the number of DWT levels and using another wavelet family, but even
that cannot improve the location-dependency of the prior. Likewise, we could try fixing the anisotropic
of the Cauchy prior with a bivariate Cauchy distribution or using the alternative formulations of the
prior. For further development, acceptance-ratio-based adaptation in MwG and setting a non-identity
mass matrix for HMC would improve sampling.
Further improvements in addition to the aforementioned ones, we should consider using other prior
distributions, like general α-stable priors, or using hierarchical priors. For instance, instead of the Gaus-
sian prior we might test various hierarchical Gaussian priors with possible many layers to potentially
improve the edge-preserving properties of it.
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Figure 5. MAP estimates for the drill-core experiment with different measurement angles and prior assumptions.
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