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Abstract
In this paper, we investigate the dynamics of a system ofN weakly interacting bosons with singular three-body interactions
in three dimensions. By assuming factorized initial dataΨN,0 = ϕ
⊗N
0 and triple collisions, we prove that in the many-particle
limit, its mean-field approximation converges to quintic Hartree dynamics. Moreover, we prove that the rate of convergence
towards the mean-field quintic Hartree evolution is ofO(N−a) for ϕ0 ∈ H
(3/2)+a(R3) where 0 ≤ a ≤ 1. Our proof is based
on and extends the Fock space approach.
1 Introduction
It is known among experimental physicists that a three-body interaction is essential to produce a Bose-Einstein condensation
(BEC), which is related to evaporativ cooling. [10, 26, 28]. We are interested in the time-evolution of a condensate of
N -particles under the presence of a three-body interaction. We prove that, in the many-particle limit, the solution of the
many-particle Schrödinger equation with a three-body interaction can be approximated by its mean-field limit (quintic Hartree
equation) in the trace norm topology.
We consider a system of N bosonic particles interacting with three-body interaction having factorized initial data, i.e.,
i∂tΨN,t =
 N∑
j=1
(−∆xj) +
1
N2
∑
1≤i<j<k≤N
V (xi, xj , xk)
ΨN,t (1.1)
ΨN |t=0 =
N∏
j=1
ϕ0(xj).
Note that ΨN,t ∈ L2sym(R3N ). The mean-field evolution of the above system is given by the following quintic Hartree system
i∂tϕt = −∆ϕt + 1
2
(∫
dydz V (x, y, z)|ϕt(y)|2|ϕt(z)|2
)
ϕt
ϕt|t=0 = ϕ0.
To generalize the Coulomb interactions, it is natural to assume the three-body interaction potential V (x, y, z) is related to the
distance between x, y, and z. Moreover, it should be symmetric up to the variables x, y, and z. Hence, we will assume
V (x, y, z) = λ(v(x − y)v(x − z) + v(y − z)v(y − x) + v(z − x)v(z − y)) (1.2)
for some constant λ ∈ R. We assume v to be the Coulomb potential, i.e., v(x) = 1/|x|. Note that v satisfies the following
operator inequality
v(x) ≤ C(1−∆)
by Hardy inequality.
∗School of Mathematics, Korea Institute for Advanced Study, 85 Hoegiro, Dongdaemun-Gu, Seoul, 02455, Republic of Korea
jinyeoplee@kias.re.kr
1
To understand our system rigorously at time t ≥ 0, we proceed as follows. First, we consider the density matrix
γN,t = |ΨN,t〉〈ΨN,t| associated with ΨN,t, which can be understood as the orthogonal projection onto ΨN,t. More precisely,
the kernel of γN,t is given by
γN,t(xN ;x
′
N ) := ΨN,t(xN )ΨN,t(xN )
where we denote xm ∈ R3m for anym ∈ N. The k-particle marginal density is then defined through its kernel
γ
(k)
N,t(xk;x
′
k) =
∫
dxN−kγN,t(xk,xN−k;x
′
k,xN−k). (1.3)
We now focus on the trace-norm distance between the one-particle marginal density γ
(1)
N,t and the projection operator |ϕt〉〈ϕt|.
In particular, we will prove that
Tr
∣∣∣γ(1)N,t − |ϕt〉〈ϕt|∣∣∣ ≤ CeKtN (1.4)
and find C according to the conditions on V and ‖ϕ0‖. The norm ‖ · ‖ of ϕ0 will be discussed later. Regarding the necessity
of having the Tr | · |-norm in (1.4) instead of the L2-norm, we refer to [20], which provides a counterexample, where just a one
particle difference made a huge distance in L2-norm but not in Tr | · |-norm, which coincides with intuition.
Theorem 1.1. Let the three-body interaction potential V (x, y, z) such that
V (x, y, z) = λ(|x− y|−1|x− z|−1 + |y − z|−1|y − x|−1 + |z − x|−1|z − y|−1)
where λ ∈ R. For 0 ≤ a < 1, let ϕ0 ∈ H(3/2)+a(R3) with ‖ϕ0‖L2(R3) = 1, and ϕt be the solution of the quintic Hartree
equation
i∂tϕt = −∆ϕt + 1
2
(∫
dydz V (x, y, z)|ϕt(y)|2|ϕt(z)|2
)
ϕt (1.5)
with initial data ϕt=0 = ϕ0. Let ψN,t = e
−iHN tϕ⊗N0 and γ
(1)
N,t be the one-particle reduced density associated with ψN,t as
defined in 5.3. Then there exist constants C andK , depending only on ‖ϕ0‖H(3/2)+a , and λ such that
Tr
∣∣∣γ(1)N,t − |ϕt〉〈ϕt|∣∣∣ ≤ CeKtNa .
Remark 1.2. If we assume a more realistic case with two-body interaction potentials, the Hamiltonian of the system would
have the form
HN =
N∑
j=1
(−∆xj ) +
1
N
∑
i<j
V2(xi, xj) +
1
N2
∑
i<j<k
V3(xi, xj , xk).
For a two-body interaction potential V (x) = λ|x|−1, it is known that the rate of convergence towards the mean-field regime
is O(1/N). For the sake of notional and logical simplicity, we assume that there is no two-body interaction potential. By
combining the results of [7] and the one presented here, one can straightforwardly produce a mean-field limit by
i∂tϕt = −∆ϕt + (V ∗ |ϕt|2)ϕt + 1
2
(∫
dydz V (x, y, z)|ϕt(y)|2|ϕt(z)|2
)
ϕt.
Moreover, one can obtain the optimal rate of convergenceO(1/N) by letting a = 1.
Remark 1.3. Note that, in previous studies on three-body interactions (see for example [8, 9]), the interaction potential V is
denoted such that
V (x, y, z) = V (x− y, x− z).
Since there is essentially no difference, we use V (x, y, z) instead of V (x− y, x− z) to emphasize that the potential is related
to a three-body interaction.
Remark 1.4. One can obtain the same result by using the other three-body interaction potentials such that
V (x, y, z) = V∞(x, y, z)VC(x, y, z)
where V∞ ∈ L∞(R9) and VC(x, y, z) = λ(|x − y|−1|x− z|−1 + |y − z|−1|y − x|−1 + |z − x|−1|z − y|−1) or
V (x, y, z) = V3(x, y, z) + V∞(x, y, z)
where V3(x, y, z) = v3(x− y)v3(x− z) + v3(y− z)v3(y− z) + v3(z − x)v3(z − y) with v3 ∈ L3(R3) and V∞ ∈ L∞(R9).
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Remark 1.5. Note that we have better bound as initial data more regular. For example, we obtain we obtain better rate of
convergence for ϕ0 ∈ H5/2(R3) than for ϕ0 ∈ H(3/2)+ε(R3) with sufficiently small ε > 0. If ϕ0 ∈ H5/2(R3), we obtain the
convergence rate O(1/N).
Remark 1.6. Chen in [9] supposed that
V (x, y, z) = v(x− y)v(x− z) + v(y − x)v(y − z) + v(z − x)v(z − y)
where, for ε ∈ (0, 1/2),
v(x) :=
χ(|x|)
|x|1−ε or G2+ε(x),
where χ ∈ C∞0 (R+ ∪ {0}) is nonnegative decreasing function and Gα, which is the kernel of the Bessel potential. Then he
obtained the rate of convergenceO(N−1/2). Succeeding that work, through out this paper we consider the case where ε = 0
without assuming the fast decay. Using our approach given this article, we also can cover both focusing and defocusing cases.
Before we describe the main ideas used in the proof of Theorem 1.1, we give a brief summary of the related known results.
The derivation of the mean-field limit of a dilute Bose gas has been activly studied. First, profound results [15, 16, 19, 29]
give us, using the BBGKY hierarchy, that the convergence,
Tr
∣∣∣γ(1)N,t − |ϕt〉〈ϕt|∣∣∣→ 0 as N →∞.
Form Erdős and Yau [11], the convergence is also proven for a singular potential (including the Coulomb case). Rodnianski
and Schlein in [27], developed a coherent state approach to obtain a bound for the trace norm difference
Tr
∣∣∣γ(1)N,t − |ϕt〉〈ϕt|∣∣∣ ≤ O(N−1/2)
for singular potentials (including Coulomb potential). The proof is based on the works of Fröhlich [12, 13, 14]. The rate of
convergence O(N−1) is known to be optimal [17, 18]. The optimal rate of convergenceO(N−1) was obtained in [7] for the
Coulomb case. A similar approach has been applied to many-body semi-relativistic Schrödinger equations with gravitational
interaction [21]. Methods in Fock space have been studied for the dynamical properties of a BEC [1, 2, 3, 4, 5, 6, 7, 22, 27].
The same rate of convergence an be obtained by counting the number of particles in the condensate state [20, 24, 25].
In [8], a system with three-body interactions is considered. Chen and Pavloić proved that, in the Gross-Pitaevskii regime,
the limiting dynamics is governed by the quintic nonlinear Schrödinger equation using the BBGKY hierarchy method in
dimension d = 1, 2, i.e.,
Tr
∣∣∣γ(1)N,t − |ϕt〉〈ϕt|∣∣∣→ 0 as N →∞.
In [9], Chen provides a rigorous proof for Hartree dynamics under the presence of triple (repulsive) collisions with singular
interaction potential. He reported that the rate of convergence towards the mean-field limit, quintic Hartree equation, is of
O(1/
√
N). In other words,
Tr
∣∣∣γ(1)N,t − |ϕt〉〈ϕt|∣∣∣ ≤ O(N−1/2).
In the two-body interaction case, as in [7, 21, 27], we first embedd the initial state to the Fock space relacing it by the
coherent state. For the evolution of the coherent state, we need to control the fluctuation U(t; s), which is defined in (5.9),
around the quintic Hartree dynamics. Then one can utilize the evolution of the coherent state to estimate the fluctuations for the
dynamics of the factorized state. A technical difficulty here was overcome by using the method in Rodnianski and Schlein [27],
which is equivalent to Lemma 5.2 in this paper. It was possible to overcome the difficulty by controlling the fluctuation U(t; s)
first by comparing it with an approximate dynamics U˜(t; s), whose generator is L˜(t) (see 6.6). The idea was introduced, for
two-body interaction, by Ginibre and Velo [15] as a limiting dynamics.
The main difficulty of this paper arise from three-body interaction. Since we are dealing with three-body interaction
V (x, y, z) = λ (v(x− y)v(x − z) + v(y − z)v(y − x) + v(z − x)v(z − y))
with v(·) := 1/|x|, the interaction V is twice more singular than Coulomb potential. Hence, we regularize each v so that the
fluctuation of U˜(t; s). For this, we need to prove the wellposedness of ϕt in H1(R3) and obtain the global (in time) bound of
‖ϕt‖H1(R3). For that, we generalize the Hardy-Littlewood-Sobolev inequality in Section 2.
In this paper, we follow the approaches employed in [21, 27]. Since we want to use the approach for three-body interaction
potential, we regularize interaction potential. By applying and extending the techniques developed in [7, 21, 27] for the
regularized potential, we obtain the optimal factor of orderN−1. Here, the regularization has a key role, controlling the time
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evolution due to the three-body interaction in the Fock space. While this gives us the optimal bound for Fock states, it turns out
that we lose the rate of convergence between the original evolution and the regularized evolution. To overcome this difficulty
and to obtain the rate of convergenceN−a, we assume the initial data ϕ0 to be in H
(3/2)+a(R3). In other words, we get the
optimal rate of convergenceO(1/N) for ϕ0 ∈ H5/2.
This paper is organized as follows: First, in Section 2, we introduce the properties of the solution of quintic Hartree
equation to bound
∫
dxdydz |V (x, y, z)|2|ϕt(x)|2|ϕt(y)|2. Note that we are considering a very singular potential. Hence, in
Section 3, we are going to regularize the interaction potential. Then, we will compare the time evolution between before and
after regularization. Next, we review bosonic Fock space formalism in Section 4. We prove our main theorem by proving the
theorem for regularized potential in Section 5. The main strategy is to embed our state into the Fock space and compare the
time evolution of our stated and coherent state. For that, we use Propositions 5.4 and 5.5, which will be proved in Section 7.
In Section 6, we prepare lemmas describing comparison dynamics to prove Propositions 5.4 and 5.5. The lemmas are similar
to the lemmas in previous works, for example see [7, 21, 27].
2 Properties of the solution of quintic Hartree equation
In this section, our goal is to bound ∫
dxdydz |V (x, y, z)|2|ϕt(x)|2|ϕt(y)|2|ϕt(z)|2 (2.1)
which will appear in the proves given in Section 6. Note that it is different from the potential energy because we have a square
for V .
The following lemma cannot be directly applied for our purpose. We offer it, however, to provide an intuition to the readers.
Lemma 2.1 (generalized Young’s inequality). Let pj > 1 for each j = 1, . . . , 5 with
5∑
j=1
1
pj
= 3.
Let fj ∈ Lpj (Rn) for each j = 1, . . . , 5. Then there exists a constant C(n, {pj}5j=1), independent of fj , such that∣∣∣∣∫
Rn
∫
Rn
∫
Rn
dxdydz f1(x)f2(y)f3(z)f4(x− y)f3(x− z)
∣∣∣∣ ≤ C(n, {pj}5j=1) 5∏
j=1
‖fj‖pj . (2.2)
Proof. Let
I =
∫
Rn
∫
Rn
∫
Rn
dxdydz f1(x)f2(y)f3(z)f4(x− y)f3(x− z)
Then, we integrate y and z first so that we have
I =
∫
Rn
dx f1(x) (f2 ∗ f4) (x) (f3 ∗ f5) (x).
Using Hölder inequality,
|I| ≤ ‖f1‖p1‖f2 ∗ f4‖q‖f3 ∗ f5‖r (2.3)
where
1
p1
+
1
q
+
1
r
= 1. (2.4)
By Young’s convolutional inequality,
‖f2 ∗ f4‖q ≤ ‖f2‖p2‖f4‖p4 and ‖f3 ∗ f5‖r ≤ ‖f3‖p3‖f5‖p5 (2.5)
with
1
q
+ 1 =
1
p2
+
1
p4
and
1
r
+ 1 =
1
p3
+
1
p5
. (2.6)
Then combining (2.3) and (2.5) together with (2.4) and (2.6), we
|I| ≤ C(n, {pj}5j=1)
5∏
j=1
‖fj‖pj
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with
5∑
j=1
1
pj
= 3.
If we allow f4 ∈ Lp4w and f5 ∈ Lp5w instead of Lpj , we can utilize such lemma for our Coulomb singularity. According to
Lieb and Loss in [23], Hardy-Littlewood-Sobolev inequality can be understood as a weak Young’s inequality. Hence, by we
provide the following lemma, which generalize Hardy-Littlewood-Sobolev inequality.
Lemma 2.2. Let p1, p2, p3 > 1 and 0 < λ < n with
1
p1
+
1
p2
+
1
p3
+
2λ
n
= 3.
Let fj ∈ Lpj (Rn). Then there exists a constant C(n, λ, p1, p2, p3), independent of fj , such that∣∣∣∣∫
Rn
∫
Rn
∫
Rn
dxdydz
1
|x− y|λ
1
|x− z|λ f1(x)f2(y)f3(z)
∣∣∣∣ ≤ C(n, λ, p1, p2, p3) 3∏
j=1
‖fj‖pj . (2.7)
Proof. This proof generalize the proof of Theorem 4.3 in [23, pp.108-110].
We have the following formulas:
|x|−λ = λ
∫ ∞
0
dc c−λ−1χ{|x|<c}(x), (2.8)
fj(xj) =
∫ ∞
0
dxj χ{fj>aj}(xj). (2.9)
Inserting these on the left side of (2.7) we obtain
I :=
∫∫∫
dxdydz
1
|x− y|
1
|x− z|f1(x)f2(y)f3(z)
= λ2
∫
· · ·
∫ ∞
0
∫∫∫
(Rn)3
dxdydz da1da2da3 dc1dc2 c
−λ−1
1 c
−λ−1
2 (z) (2.10)
× χ{f1>a1}(x)χ{f2>a2}(y)χ{f3>a3}χ{|x|<c1}(x− y)χ{|x|<c2}(x− z).
The integrals over x, y, and z in (2.5) can be estimated from above by replacing one of the five χ’s in (2.5) by the number 1.
Thus,
I ≤ λ2
∫
· · ·
∫
da1da2da3 dc1dc2 c
−λ−1
1 c
−λ−1
2 I(a1, a2, a3, c1, c2)
and
I(a1, a2, a3, c1, c2) := v1(a1)v2(a2)v3(a3)u1(c1)u2(c2)/max{v1(a1), v2(a2), v3(a3), u1(c1), u2(c2)}, (2.11)
with
vj(aj) =
∫
Rn
χ{fj>aj}
and
uj(cj) = (|Sn−1|/n)cnj .
The norms of fj’s can be written as
‖fj‖pjpj = pj
∫ ∞
0
daj a
pj−1
j vj(aj) = 1.
To do the cj-integration we assume first that v1(a1) ≥ v2(a2) ≥ v3(a3), the other case being similar. Using the definition of
I in (2.11), we compute∫∫
dc1dc2 c
−λ−1
1 c
−λ−1
2 I(a1, a2, a3, c1, c2)
5
≤
(∫∫
u1(c1)<v1(a1),u2(c2)<v2(a2)
+
∫∫
u1(c1)<v1(a1),u2(c2)≥v2(a2)
+
∫∫
u1(c1)≥v1(a1),u2(c2)<v2(a2)
+
∫∫
u1(c1)≥v1(a1),u2(c2)≥v2(a2)
)
dc1dc2 c
−λ−1
1 c
−λ−1
2 v3(a3)
=
(
n
λ(n− λ) (|S
n−1|/n)λ/n
)2
v3(a3) (v2(a2)v1(a1))
1−λ/n
.
By repeating the same computation over other ranges, e.g., v2(a2) ≥ v1(a1) ≥ v3(a3), and collecting terms, one obtains
I ≤
(
n
λ(n− λ) (|S
n−1|/n)λ/n
)2
×
∫ ∞
0
∫ ∞
0
∫ ∞
0
min
{
vi(ai) (vj(aj)vk(ak))
1−λ/n
}
{i,j,k}={1,2,3}
da1da2da3.
(2.12)
Next, we split the a2 and a3 integral into two integrals, one from 0 to a
p1/r
1 and the other from a
p1/r
1 to ∞. Thus, the
integral in (2.12) is bounded above by∫ ∞
0
da1 v1(a1)
(
(
∫ ap1/r1
0
da2 v2(a2)
1−λ/n) · (
∫ ap1/r1
0
da3v3(a3)
1−λ/n)
)
+
∫ ∞
0
da1 v1(a1)
1−λ/n
(
(
∫ ∞
a
p1/r
1
da2 v2(a2)) · (
∫ ap1/r1
0
da3 v3(a3)
1−λ/n)
)
+
∫ ∞
0
da1 v1(a1)
1−λ/n
(
(
∫ ap1/r1
0
da2 v2(a2)
1−λ/n) · (
∫ ∞
a
p1/r
1
da3 v2(a3))
)
.
(2.13)
Then the second term in (2.13) can be rewritten as∫ ∞
0
ds v2(s)
(
(
∫ sr/p1
0
dt v1(t)
1−λ/n) · (
∫ tp1/r
0
du v3(u)
1−λ/n)
)
(2.14)
By Hölder’s inequality withmj = (pj − 1)(1− λ/n)∫ ap1/r1
0
da2 v2(a2)
1−λ/nam22 a
−m2
2
≤
(∫ ap1/r1
0
da2 v2(a2)
(1−λ/n)/(1−λ/n)ap2−12
)1−λ/n(∫ ap1/r1
0
da2 a
−m2n/λ
2
)λ/n
.
It is easy to see thatm2n/λ<1 and hence the first term in (2.13) is bounded above by(
λ
λ− p2(n− λ)
)λ/n(
λ
λ− p3(n− λ)
)λ/n (∫ ∞
0
da1 v1(a1)a
λ
n p1−1
1
)
×
(∫ ∞
0
da2 v2(a2)a
p2−1
2
)1−λ/n (∫ ∞
0
da3 v3(a3)a
p3−1
3
)1−λ/n
≤ C.
An analogous computation using (2.14) shows that the second and the third term in (2.13) is bounded above by some constant
C. Hence we get the desired lemma.
Using this lemma, we can prove the boundedness ofH1(R3)-norm as follows.
Lemma 2.3 (Boundedness of H1(R3)-norm). Let ϕt be the solution of quintic Hartree equation with initial data ϕ0. If
‖ϕ0‖H1 < C, then
‖ϕt‖H1 ≤ C.
6
Proof. Define the energy E(ϕt) by
E(ϕt) := 1
2
∫
dx |∇ϕt(x)|2 + λ
6
∫
dxdydz V (x, y, z)ϕt(x)|2|ϕt(y)|2|ϕt(z)|2
≥ 1
2
∫
dx |∇ϕt(x)|2−
+
λ
6
∫
dxdydz (v(x − y)v(x− z) + v(y − z)v(y − x) + v(z − x)v(z − y)) |ϕt(x)|2|ϕt(y)|2|ϕt(z)|2.
By Lemma 2.2, we obtain ∫
dxdydz
1
|x− y|
1
|x− z| |ϕt(x)|
2|ϕt(y)|2|ϕt(z)|2 ≤ C‖|ϕ|2‖3L9/8.
By Riesz-Thorin interpolation theorem, one get
‖|ϕ|2‖3L9/8 = ‖ϕ‖6L9/4 ≤ ‖ϕ‖5L2‖ϕ‖L6 ≤ ‖ϕ‖5L2‖ϕ‖H1 .
Hence, for sufficiently small ε > 0 so that
1
2
∫
dx |∇ϕt(x)|2 − Cε‖ϕt‖2H1 > 0,
we have
E(ϕ0) = E(ϕt) ≥ 1
2
∫
dx |∇ϕt(x)|2 − C‖ϕt‖1H1
≥ 1
2
∫
dx |∇ϕt(x)|2 − C
(
ε‖ϕt‖2H1 +
1
ε
)
.
Thus,
E(ϕ0) + C
ε
≥ C‖ϕt‖2H1 .
This leads us to the conclusion.
Remark 2.4. For λ > −1/4, the proof of Lemma 2.3 is a bit easier as follows.
If λ > 0, we are done since
E(ϕt) ≥ 1
2
∫
dx |∇ϕt(x)|2
implies that ‖ϕt‖H1 ≤ C(E(ϕ0) + ‖ϕ0‖L2).
Note that ∫
dxdydz
1
|x− y|
1
|x− z| |ϕt(x)|
2|ϕt(y)|2|ϕt(z)|2 ≤ 2‖ϕt‖2H1‖ϕt‖4L2
implies
E(ϕ0) = E(ϕt) ≥ 1
2
∫
dx |∇ϕt(x)|2 − 2|λ|‖ϕt‖2H1‖ϕt‖4L2 ≥
(
1
2
− 2|λ|‖ϕt‖4L2
)
‖ϕt‖2H1
Then, for λsatisfying
|λ| < 1
4
,
we have
‖ϕt‖H1 ≤ C.
Then we have the following lemma which is our goal of this section.
Lemma 2.5. Let ϕt be the solution of quintic Hartree equation with three-body interaction potential V (x, y, z) having initial
data ϕ0 ∈ H1. Then ∫
dxdydz |V (x, y, z)|2|ϕt(x)|2|ϕt(y)|2|ϕt(z)|2 ≤ C.
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Proof. First, we rewrite
∫
dxdy |V (x, y, z)|2|ϕt(x)|2|ϕt(y)|2
= λ2
∫
dxdy
(
1
|x− y|
1
|x− z| +
1
|y − x|
1
|y − z| +
1
|z − x|
1
|z − y|
)2
|ϕt(x)|2|ϕt(y)|2
≤ 2λ2
∫
dxdy
1
|x− y|2
1
|x− z|2 |ϕt(x)|
2|ϕt(y)|2
+ 2λ2
∫
dxdy
1
|x− y|2
1
|x− z|2 |ϕt(x)|
2|ϕt(y)|2
+ 2λ2
∫
dxdy
1
|x− y|2
1
|x− z|2 |ϕt(x)|
2|ϕt(y)|2
=: I1 + I2 + I3
By Lemma 2.3, we can prove that
I1 = 2λ
2
∫
dxdy
1
|x− y|2
1
|x− z|2 |ϕt(x)|
2|ϕt(y)|2 ≤ C‖ϕt‖4H1 ≤ C.
Similarly for other terms, we get the conclusion.
3 Regularization of the interaction potential
As we have talked in Section 1, for the Fock space analysis, the potential V is more singular than we can utilize the property
of the solution of quintic Hartree equation. Hence, we are going to remove the singularity of the potential V .
Let
V̂ (x, y, z) = λ (v̂(x, y)v̂(x, z) + v̂(y, z)v̂(y, x) + v̂(z, x)v̂(z, y)) (3.1)
with
v̂(x, y) = sgn (v(x, y))min
{|v(x, y)|, α−1N }
where sgn(v(x)) denotes the sign of v(x). We also define the regularized Hamiltonian
ĤN =
N∑
j=1
(−∆xj )−
1
N2
∑
i<j<k
V̂ (xi, xj , xk). (3.2)
We now want to argue that the evolution governed byHN and ĤN are similar enough.
Lemma 3.1. Let ψN,0 = ϕ
⊗N
0 for some ϕ ∈ H(3/2)+a(R3) with some 0 ≤ a ≤ 1 and ‖ϕ0‖L2(R3) = 1. Let ψN,t =
e−iHN tϕ⊗N0 and ψ̂N,t = e
−iĤN tψN,0. Then there exist a constant C > 0 such that
‖ψN,t − ψ̂N,t‖2 ≤ CNα1+2aN |t|
for allN ∈ N, t ∈ R.
Proof. We consider the derivative
d
dt
‖ψN,t − ψ̂N,t‖2 = −2Re d
dt
〈ψN,t, ψ̂N,t〉
= 2 Im〈(HN − ĤN )ψN,t, ψ̂N,t〉
=
2
N2
N∑
i<j<k
Im〈(V (xi, xj , xk)− V̂ (xi, xj , xk))ψN,t, ψ̂N,t〉.
Observe that (3.1) gives us that∣∣∣V (x, y, z)− V̂ (x, y, z)∣∣∣ ≤ |λ|( |v(x, y)v(x, z) − v̂(x, y)v̂(x, z)|
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+ |v(y, x)v(y, z)− v̂(y, z)v̂(y, x)|
+ |v(z, x)v(z, y)− v̂(z, x)v̂(z, y)|
)
≤ |λ|
(
|v(x, y)v(x, z) − v(x, y)v̂(x, z)|+ |v(x, y)v̂(x, z)− v̂(x, y)v̂(x, z)|
+ |v(y, z)v(y, x)− v(y, z)v̂(y, x)| + |v(y, z)v̂(y, x)− v̂(y, z)v̂(y, x)|
+ |v(z, x)v(z, y)− v(z, x)v̂(z, y)|+ |v(z, x)v̂(z, y)− v̂(z, x)v̂(z, y)|
)
≤ |λ|
(
|v(x, y)| |v(x, z)− v̂(x, z)|+ |v(x, y)− v̂(x, y)| |v̂(x, z)|
+ |v(y, z)| |v(y, x) − v̂(y, x)|+ |v(y, z)− v̂(y, z)| |v̂(y, x)|
+ |v(z, x)| |v(z, y)− v̂(z, y)|+ |v(z, x)− v̂(z, x)| |v̂(z, y)|
)
.
Note that, for any 0 ≤ a ≤ 1,
|v − v̂| ≤ |v| · 1(|v| ≥ α−1N ) ≤ |v|2+2aα1+2aN . (3.3)
Then ∣∣∣V (x, y, z)− V̂ (x, y, z)∣∣∣ ≤ 2|λ|α1+2aN (|v(x, y)||v(x, z)|2+2a + |v(y, z)||v(y, x)|2+2a + |v(z, x)||v(z, y)|2+2a) .
Hence, using Hardy inequality,∣∣∣∣ ddt‖ψN,t − ψ̂N,t‖2
∣∣∣∣
≤ CN
∣∣∣〈(V (x, y, z)− V̂ (x, y, z))ψN,t, ψ̂N,t〉∣∣∣
≤ CNα1+2aN
(
〈ψN,t, (1−∆x)1/2(1 −∆y)(1−∆z)aψN,t〉1/2〈ψ̂N,t, (1−∆x)1/2(1 −∆y)(1−∆z)aψ̂N,t〉1/2
+ 〈ψN,t, (1−∆x)(1 −∆y)1/2(1 −∆z)aψN,t〉1/2〈ψ̂N,t, (1−∆x)(1 −∆y)1/2(1 −∆z)aψ̂N,t〉1/2
+ 〈ψN,t, (1−∆x)(1 −∆y)a(1−∆z)1/2ψN,t〉1/2〈ψ̂N,t, (1−∆x)(1 −∆y)a(1 −∆z)1/2ψ̂N,t〉1/2
)
Note that
N (3/2)+a〈ψN,t, (1−∆x)1/2(1−∆y)(1 −∆z)aψN,t〉 ≤ C〈ψN,t, (HN +N)(3/2)+aψN,t〉
≤ C〈ϕ⊗N0 , (HN +N)(3/2)+aϕ⊗N0 〉
≤ CN (3/2)+a‖ϕ0‖2H(3/2)+a .
Therefore, we have that
d
dt
‖ψN,t − ψ̂N,t‖2 ≤ CNα1+2aN .
This concludes the proof of the desired lemma.
Corollary 3.2. Let γ
(k)
N,t and γ̂
(k)
N,t be the k-particle reduced densities associated with ψN,t = e
−iHN tϕ⊗N0 and ψ̂N,t =
e−iĤN tψN,0. Then there exist a constant C > 0 such that
Tr
∣∣∣γ(k)N,t − γ̂(k)N,t∣∣∣ ≤ CαaN |t|1/2.
Proof. See [7, Corollary 2.1].
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Lemma 3.3. Let ϕ0 ∈ H(3/2)+a(R3). Let ϕt be the solution of the quintic Hartree equation (1.5) and ϕ̂t the solution of the
quintic Hartree equation
i∂tϕ̂t = −∆ϕ̂t + 1
2
(∫
dydz V̂ (x, y, z)|ϕ̂t(y)|2|ϕ̂t(z)|2
)
ϕ̂t
with regularized potential V̂ with the same initial data ϕt=0 = ϕ̂t=0 = ϕ0. Then
‖ϕt − ϕ̂t‖ ≤ CαaNeK|t|. (3.4)
Therefore
Tr
∣∣|ϕt〉〈ϕt|⊗k − |ϕ̂t〉〈ϕ̂t|⊗k∣∣ ≤ CkαaNeK|t| (3.5)
for any k ∈ N.
Proof. From Lemma (2.3) we see that ‖ϕt‖H1 , ‖ϕ̂t‖H1 < C, for some constant C which only depends on ‖ϕ0‖H1 . We
calculate
d
dt
‖ϕt − ϕ̂t‖2 = 2 Im
〈
ϕt, [
∫
dydz V (x, y, z)|ϕt(y)|2|ϕt(z)|2 −
∫
dydz V̂ (x, y, z)|ϕ̂t(y)|2|ϕ̂t(z)|2]ϕ̂t
〉
= 2 Im
〈
ϕt, [
∫
dydz
(
V (x, y, z)− V̂ (x, y, z)
)
|ϕt(y)|2|ϕt(z)|2]ϕ̂t
〉
+ = 2 Im
〈
ϕt, [
∫
dydz V̂ (x, y, z)
(|ϕt(y)|2|ϕt(z)|2 − |ϕ̂t(y)|2|ϕ̂t(z)|2)](ϕ̂t − ϕt)〉 .
Then, using (3.3), we obtain∣∣∣∣ ddt‖ϕt − ϕ̂t‖2
∣∣∣∣
≤ 2α2N‖ϕt‖‖ϕ̂t‖ sup
x
∫
dy, dz |v(x, y)|2|v(x, z)|2|ϕt(y)|2|ϕt(z)|2
+ 2‖ϕ̂t − ϕt‖‖ϕt‖ sup
x
∫
dydz |V (x, y, z)| ||ϕt(y)ϕt(z)| − ϕ̂t(y)ϕ̂t(z)| (|ϕt(y)||ϕt(z)|+ |ϕ̂t(y)||ϕ̂t(z)|)
≤ Cα2N + C‖ϕ̂t − ϕt‖2. (3.6)
In the last inequality, we have used that∫
dydz |V (x, y, z)| ||ϕt(y)ϕt(z)| − ϕ̂t(y)ϕ̂t(z)| (|ϕt(y)||ϕt(z)|+ |ϕ̂t(y)||ϕ̂t(z)|)
≤ C
(∫
dydz |ϕt(y)ϕt(z)− ϕ̂t(y)ϕ̂t(z)|2
)1/2(∫
dydz |V (x, y, z)|2 (|ϕt(y)|2|ϕt(z)|2 + |ϕ̂t(y)|2|ϕ̂t(z)|2))1/2
≤ C‖ϕ̂t − ϕt‖.
From (3.6) we obtain by Grönwall inequality
‖ϕt − ϕ̂t‖2 ≤ Cα2aN (eC|t| − 1)
which concludes the proof of (3.4). To show (3.5), we follow the proof of [7, Lemma 2.2].
Theorem 3.4. Let V̂ (x) as in (3.1) with αN = N
−1. For 0 ≤ a < 1, letϕ0 ∈ H1(R3) with ‖ϕ0‖ = 1, and ϕt be the solution
of the quintic Hartree equation
i∂tϕ̂t = −∆ϕ̂t + 1
2
(∫
dydz V̂ (x, y, z)|ϕ̂t(y)|2|ϕ̂t(z)|2
)
ϕ̂t
with initial data ϕt=0 = ϕ0. Let ψ̂N,t = e
−iĤN tϕ⊗N0 and γ̂
(1)
N,t be the one-particle reduced density associated with ψ̂N,t.
Then there exist constants C andK , depending only on ‖ϕ‖H(3/2)+a ,D,and λ such that
Tr
∣∣∣γ̂(1)N,t − |ϕ̂t〉〈ϕ̂t|∣∣∣ ≤ CeKtN .
The proof of Proposition 3.4 is given in Section (5). It makes use of a representation of the problem on the bosonic Fock
space, which we introduce in the next section.
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4 Fock space formalism
To consider the system of N -bosons, we want to embed our the system into a larger space so-called bosonic Fock space over
L2(R3) which is defined as
F :=
⊕
n≥0
L2(R3, dx)⊗sn = C⊕
⊕
n≥1
L2s(R
3n, dx1, . . . , dxn),
where L2s = L
2
s(R
3n, dx1, . . . , dxn) is a symmetric subspace of L
2(R3n, dx1, . . . , dxn) where we let L
2
s(R
3)⊗0 = C. An
element ψ ∈ F is called a state, and it can be understood as a sequence ψ = {ψ(n)}n≥0 of n-particle wave functions
ψ(n) ∈ L2s(R3n). The inner product on F is defined by
〈ψ1, ψ2〉 =
∑
n≥0
〈ψ(n)1 , ψ(n)2 〉L2(R3n)
= ψ
(0)
1 ψ
(0)
2 +
∑
n≥0
∫
dx1 . . . dxnψ
(n)
1 (x1, . . . , xn)ψ
(n)
2 (x1, . . . , xn).
A vacuum state is defined as Ω := {1, 0, 0, . . .} ∈ F . Since a state in a Fock space can have a different number of particles,
we define the creation operator a∗(f) and the annihilation operator a(f) on F by
(a∗ (f)ψ)
(n)
(x1, . . . , xn) =
1√
n
n∑
j=1
f(xj)ψ
(n−1)(x1, . . . , xj−1, xj+1, . . . , xn) (4.1)
and
(a (f)ψ)
(n)
(x1, . . . , xn) =
√
n+ 1
∫
dxf (x)ψ(n+1)(x, x1, . . . , xn) (4.2)
which creates a particle f to the syste and annihilates f from the system (respectivey). Note that both a∗(f) and a(f) are not
self-adjoint. We define the self-adjoint operator φ(f) such as
φ(f) = a∗(f) + a(f).
We also use operator-valued distributions a∗x and ax satisfying
a∗(f) =
∫
dx f (x) a∗x, a(f) =
∫
dx f (x)ax
for any f ∈ L2(R3). The canonical commutation relation between creation and annihilation operators is
[a(f), a∗(g)] = 〈f, g〉L2(R3), [a(f), a(g)] = [a∗(f), a∗(g)] = 0,
which also assumes the form
[ax, a
∗
y] = δ (x− y) , [ax, ay] = [a∗x, a∗y] = 0.
Moreover, the number operatorN , which gives us the expected number of the state in Fock space, is defined by
N :=
∫
dxa∗xax, (4.3)
For each non-negative integer n, we introduce the projection operator onto the n-particle sector of the Fock space,
Pn(ψ) := (0, 0, . . . , 0, ψ
(n), 0, . . . )
for ψ = (ψ(0), ψ(1), . . . ) ∈ F . For simplicity, with slight abuse of notation, we will use ψ(n) to denote Pnψ. and it satisfies
that (Nψ)(n) = nψ(n). For an operator J on the one-particle sector L2(R3, dx), we define its second quantization dΓ(J) by
(dΓ (J)ψ)
(n)
=
n∑
j=1
Jjψ
(n)
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where Jj = 1 ⊗ · · · ⊗ J ⊗ · · · ⊗ 1 is the operator J acting on the j-th variable only. The number operator defined above can
also be understood as the second quantization of the identity, i.e., N = dΓ(1). With a kernel J(x; y) of the operator J , the
second quantization dΓ(J) can be also be written as
dΓ(J) =
∫
dxdy J(x; y)a∗xay,
which is consistent with (4.3).
Since the annihilation operator and the creation operator forms the number operator, it is natural to control the operators
by the number operator. To control the operators and second quantization, we provide the following lemma.
Lemma 4.1. For α > 0, let D(Nα) = {ψ ∈ F :∑n≥1 n2α‖ψ(n)‖2 <∞} denote the domain of the operatorNα. For any
f ∈ L2(R3, dx) and any ψ ∈ D(N 1/2), we have
‖a(f)ψ‖ ≤ ‖f‖ ‖N 1/2ψ‖,
‖a∗(f)ψ‖ ≤ ‖f‖ ‖(N + 1)1/2ψ‖,
‖φ(f)ψ‖ ≤ 2‖f‖‖ (N + 1)1/2 ψ‖ .
(4.4)
Moreover, for any bounded one-particle operator J on L2(R3, dx) and for every ψ ∈ D(N ), we find
‖dΓ(J)ψ‖ ≤ ‖J‖‖Nψ‖ . (4.5)
Proof. See [27, Lemma 2.1] for (4.4), and see [7, Lemma 3.1] for (4.5).
Since we are dealing with three-body interactions, we are to use these controls in the following sections.
5 Proof of the Main Result
In this section, we prove the main result of the paper, Theorem 1.1. To have that, we first proof the Proposition 3.4.
5.1 Unitary operators and their generators
As we define bosonic Fock space in Section 4, the new Hamiltonian for the Fock space evolution can be written as
HN =
∫
dxa∗x(−∆)ax +
1
6N2
∫
dxdydz V (x, y, z)a∗xa
∗
ya
∗
zazayax. (5.1)
Since we have (HNψ)(N) = HNψ(N) for ψ ∈ F , 5.1 can be justified as a proper generalization of 1.1. Since we are going to
use regularized potential, we define
ĤN =
∫
dxa∗x(−∆)ax +
1
6N2
∫
dxdydz V̂ (x, y, z)a∗xa
∗
ya
∗
zazayax (5.2)
which is also a generalization of ĤN for the Fock space.
The one-particle marginal density γ
(1)
ψ associated with ψ is
γ
(1)
ψ (x; y) =
1
〈ψ,Nψ〉
〈
ψ, a∗yaxψ
〉
. (5.3)
Note that γ
(1)
ψ is a trace class operator on L
2(R3) and Tr γ
(1)
ψ = 1.
Heuristcally, there are eigenvectors of ax with the eigenvalue
√
Nf , where f ∈ L2(R3). It known as the coherent states,
defined by, for f ∈ L2(R3),
ψcoh(f) := e
−‖f‖2
L2
/2
∑
n≥0
(a∗(f))n
n!
Ω = e−‖f‖
2
L2
/2
∑
n≥0
1√
n!
f⊗n.
Then from (5.3) one obtain γ
(1)
ψcoh
(x; y) = ϕt(x)ϕt(y), which is exactly the one-particle marginal density associated with the
factorized wave function ϕ⊗Nt . Note that, unlike our system with N -particles, such eigenvectors of the annihilation operator
can have any number of particles. We, however, can utilize coherent states for our goal.
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The coherent state can be generated by acting Weyl operatorW (f) on vacuum state Ω. i.e.,
ψcoh(f) =W (f)Ω = e
−‖f‖2/2 exp (a∗ (f))Ω = e−‖f‖
2/2
∑
n≥0
1√
n!
f⊗n. (5.4)
Where the Weyl operatorW (f) is defined by
W (f) := exp (a∗(f)− a(f))
and it also satisfies
W (f) = e−‖f‖
2/2 exp (a∗(f)) exp (−a(f)) ,
which is known as the Hadamard lemma in Lie algebra. We collect the useful properties of the Weyl operator and the coherent
states in the following lemma.
Lemma 5.1. Let f, g ∈ L2(R3).
1. The commutation relation between the Weyl operators is given by
W (f)W (g) = W (g)W (f)e−2i·Im〈f,g〉 = W (f + g)e−i·Im〈f,g〉.
2. The Weyl operator is unitary and satisfies that
W (f)∗ =W (f)−1 =W (−f).
3. The coherent states are eigenvectors of annihilation operators, i.e.,
axψ(f) = f(x)ψ(f) ⇒ a(g)ψ(f) = 〈g, f〉L2ψ(f).
The commutation relation between the Weyl operator and the annihilation operator (or the creation operator) is thus
W ∗(f)axW (f) = ax + f(x) and W
∗(f)a∗xW (f) = a
∗
x + f(x).
4. The distribution ofN with respect to the coherent state ψ (f) is Poisson. In particular,
〈ψ(f),Nψ(f)〉 = ‖f‖2, 〈ψ(f),N 2ψ(f)〉 − 〈ψ(f),Nψ(f)〉2 = ‖f‖2.
We omit the proof of the lemma, since it can be derived from the definition of theWeyl operator and elementary calculation.
For
dN :=
√
N !
NN/2e−N/2
, (5.5)
we note that C−1N1/4 ≤ dN ≤ CN1/4 for some constant C > 0 independent of N , which can be easily checked by using
Stirling’s formula. Then we have the following lemmas.
Lemma 5.2. There exists a constant C > 0 independent ofN such that, for any f ∈ L2(R3) with ‖f‖L2(R3) = 1, we have∥∥∥∥(N + 1)−1/2W ∗(√Nf) (a∗(f))N√N ! Ω
∥∥∥∥ ≤ C(t)dN .
Proof. See [5, Lemma 6.3].
Lemma 5.3. Let Pm be the projection onto them-particle sector of the Fock space F for a non-negative integerm. Then, for
any non-negative integers k ≤ (1/2)N1/3 and for any f ∈ L2(R3) with ‖f‖L2(R3) = 1,∥∥∥∥P2kW ∗(√Nf) (a∗(f))N√N ! Ω
∥∥∥∥ ≤ 2dN
and ∥∥∥∥P2k+1W ∗(√Nf) (a∗(f))N√N ! Ω
∥∥∥∥ ≤ 2(k + 1)3/2dN√N .
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Proof. See [21, Lemma 7.2].
Let γ̂
(1)
N,t be the kernel of the one-particle marginal density associated with the time evolution of the factorized state ϕ
⊗N
0
for Hamiltonian ĤN . By definition,
γ̂
(1)
N,t =
〈
e−iĤNtϕ⊗N , a∗yaxe
−iĤN tϕ⊗N
〉
〈
e−iĤN tϕ⊗N ,N e−iĤN tϕ⊗N
〉 = 1
N
〈
ϕ⊗N , eiĤNta∗yaxe
−iĤN tϕ⊗N
〉
=
1
N
〈
(a∗(ϕ))
N
√
N !
Ω, eiĤNta∗yaxe
−iĤN t
(a∗(ϕ))
N
√
N !
Ω
〉
. (5.6)
If we put the coherent states instead of the factorized initial data in (5.6) and expand a∗yax around Nϕt(y)ϕt(x), then it is
enough to consider the operator
W ∗(
√
Nϕs)e
iĤN (t−s)(ax −
√
Nϕt(x))e
−iĤN (t−s)W (
√
Nϕs) (5.7)
= W ∗(
√
Nϕs)e
iĤN (t−s)W (
√
Nϕt)axW
∗(
√
Nϕt)e
−iĤN(t−s)W (
√
Nϕs).
Now we are lead to understand the operatorW ∗(
√
Nϕt)e
−iĤN (t−s)W (
√
Nϕs). For the understanding, since we know that
for t = s, we investigate the time evolution of the operator by differentiate it with respect to t. One can compute directly such
that
i∂tW
∗(
√
Nϕt)e
−iĤN (t−s)W (
√
Nϕs) = LW ∗(
√
Nϕt)e
−iĤN(t−s)W (
√
Nϕs), (5.8)
where L :=∑6k=0 Lk(t) and the exact formulas for Lk are as follows:
We consider evolution
i∂tU = LU (5.9)
with
L = L0 + L1 + L2 + L3 + L4 + L5 + L6
where
L0 = N
6
∫
dxdydz V̂ (x, y, z)|ϕt(x)|2|ϕt(y)|2|ϕt(z)|2
L1 = 0
L2 =
∫
dxa∗x(−∆)ax
+
1
6
∫
dxdydz V̂ (x, y, z)
[
3|ϕt(x)|2
(
ϕt(y)ϕt(z)a
∗
ya
∗
z + ϕt(y)ϕt(z)azay
)
+ 3|ϕt(x)|2
(
ϕt(y)ϕt(z)a
∗
yaz + ϕt(y)ϕt(z)a
∗
zay
)]
L3 = 1
6
√
N
∫
dxdydz V̂ (x, y, z)
[(
ϕt(x)ϕt(y)ϕt(z)a
∗
xa
∗
ya
∗
z + ϕt(x)ϕt(y)ϕt(z)axayaz
)
+ 3
(
ϕt(x)ϕt(y)ϕt(z)a
∗
xa
∗
yaz + ϕt(x)ϕt(y)ϕt(z)a
∗
zaxay
)]
Lc4 =
1
6N
∫
dxdydz V̂ (x, y, z)
[
3
(
ϕt(x)ϕt(y)a
∗
xa
∗
ya
∗
zaz + ϕt(x)ϕt(y)axaya
∗
zaz
)]
Lr4 =
1
6N
∫
dxdydz V̂ (x, y, z)
[
6ϕt(x)ϕt(y)a
∗
xa
∗
zazay + 3|ϕt(x)|2a∗ya∗zazay
]
L5 = 1
2N
√
N
∫
dxdydz V̂ (x, y, z)a∗xa
∗
y
(
ϕt(z)a
∗
z + ϕt(z)az
)
ayax
L6 = 1
6N2
∫
dxdydz V̂ (x, y, z)a∗xa
∗
ya
∗
zazayax.
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5.2 Proof of Theorem 1.1
As explained in Section 1, we use the technique developed in [7, 9, 21, 27]. The proof of Theorem 1.1 is a consequence of
Corollary 3.2 and Theorem 3.4. Hence, it is enough to prove Theorem 3.4. The proof of Theorem 3.4 consists of the following
two propositions. Recall the definition of dN in (5.5). In this section, we use U(t) instead of U(t; s) for notional simplicity.
Proposition 5.4. Suppose that the assumptions in Theorem 1.1 hold. For a Hermitian operator J onH1(R3), let
E1t (J) :=
dN
N
〈
W ∗(
√
Nϕ)
(a∗(ϕ))N√
N !
Ω,U∗(t)dΓ(J)U(t)Ω
〉
Then, there exist constants C andK , depending only on λ and ‖ϕ0‖H1 , such that∣∣E1t (J)∣∣ ≤ C‖J‖eKtN .
Proposition 5.5. Suppose that the assumptions in Theorem 1.1 hold. For a Hermitian operator J onH1(R3), let
E2t (J) :=
dN√
N
〈
W ∗(
√
Nϕ)
(a∗(ϕ))N√
N !
Ω,U∗(t)φ(Jϕt)U(t)Ω
〉
Then, there exist constants C andK , depending only on λ and ‖ϕ0‖H1 , such that∣∣E2t (J)∣∣ ≤ C‖J‖eKtN .
Proof of Propositions 5.4 and 5.5 will be given later in section 7. With Propositions 5.4 and 5.5, we now prove Proposition
3.4.
Proof of Theorem 3.4. Formally, the proof is the same with previous results but for the sake of completeness, we include the
proof of this theorem. Recall that
γ̂
(1)
N,t =
1
N
〈
(a∗(ϕ))
N
√
N !
Ω, eiĤN ta∗yaxe
−iĤN t
(a∗(ϕ))
N
√
N !
Ω
〉
. (5.10)
From the definition of the creation operator in (4.1), we can easily find that
{0, 0, . . . , 0, ϕ⊗N , 0, . . . } = (a
∗(ϕ))
N
√
N !
Ω, (5.11)
where theϕ⊗N on the left-hand side is in theN -th sector of the Fock space. Recall thatPN is the projection onto theN -particle
sector of the Fock space. From (5.4), we find that
(a∗(ϕ))
N
√
N !
Ω =
√
N !
NN/2e−N/2
PNW (
√
Nϕ)Ω = dNPNW (
√
Nϕ)Ω.
Since ĤN does not change the number of particles, we also have that
γ̂
(1)
N,t(x; y) =
1
N
〈
(a∗(ϕ))
N
√
N !
Ω, eiĤN ta∗yaxe
−iĤN t
(a∗(ϕ))
N
√
N !
Ω
〉
=
dN
N
〈
(a∗(ϕ))
N
√
N !
Ω, eiĤN ta∗yaxe
−iĤNtPNW (
√
Nϕ)Ω
〉
=
dN
N
〈
(a∗(ϕ))N√
N !
Ω, PNe
iĤNta∗yaxe
−iĤNtW (
√
Nϕ)Ω
〉
=
dN
N
〈
(a∗(ϕ))
N
√
N !
Ω, eiĤN ta∗yaxe
−iĤNtW (
√
Nϕ)Ω
〉
.
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To simplify it further, we use the relation
eiĤN taxe
−iĤNt =W (
√
Nϕ)U∗(t)(ax +
√
Nϕ̂t(x))U(t)W ∗(
√
Nϕ)
(and an analogous result for the creation operator) to obtain that
γ̂
(1)
N,t(x; y) =
dN
N
〈
(a∗(ϕ))
N
√
N !
Ω, eiĤNta∗yaxe
−iĤNtW (
√
Nϕ)Ω
〉
=
dN
N
〈
(a∗(ϕ))
N
√
N !
Ω,W (
√
Nϕ)U∗(t)(a∗y +
√
N ϕ̂t (y))(ax +
√
Nϕ̂t(x))U(t)Ω
〉
.
Thus,
γ̂
(1)
N,t(x; y)− ϕ̂t (y)ϕ̂t(x) =
dN
N
〈
(a∗(ϕ))
N
√
N !
Ω,W (
√
Nϕ)U∗(t)a∗yaxU(t)Ω
〉
+ ϕt (y)
dN√
N
〈
(a∗(ϕ))
N
√
N !
Ω,W (
√
Nϕ)U∗(t)axU(t)Ω
〉
+ ϕt(x)
dN√
N
〈
(a∗(ϕ))
N
√
N !
Ω,W (
√
Nϕ)U∗(t)a∗yU(t)Ω
〉
.
Recall the definition of E1t (J) and E
2
t (J) in Propositions 5.4 and 5.5. For any compact one-particle Hermitian operator J on
L2(R3), we have
Tr J(γ̂
(1)
N,t − |ϕ̂t〉 〈ϕ̂t|) =
∫
dxdyJ(x; y)
(
γ̂
(1)
N,t(y;x)− ϕ̂t(y)ϕ̂t (x)
)
=
dN
N
〈
(a∗(ϕ))
N
√
N !
Ω,W (
√
Nϕ)U∗(t)dΓ(J)U(t)Ω
〉
+
dN√
N
〈
(a∗(ϕ))
N
√
N !
Ω,W (
√
Nϕ)U∗(t)φ(Jϕ̂t)U(t)Ω
〉
= E1t (J) + E
2
t (J).
Thus, from Propositions 5.4 and 5.5, we find that∣∣∣TrJ(γ̂(1)N,t − |ϕ̂t〉 〈ϕ̂t|)∣∣∣ ≤ C ‖J‖N eKt.
Since the space of compact operators is the dual to that of the trace class operators, and since γ̂
(1)
N,t and |ϕ̂t〉 〈ϕ̂t| are Hermitian,
Tr
∣∣∣γ̂(1)N,t − |ϕ̂t〉 〈ϕ̂t|∣∣∣ ≤ CN eKt
which concludes the proof of Theorem 3.4.
6 Comparison dynamics
As briefly mentioned in Section 1, the key technical estimate is the upper bound on the fluctuation of the expected number of
particles under the evolution U(t; s), which is the following lemma. This section is to provide useful comparison dynamics.
Lemma 6.1. Suppose that the assumptions in Theorem 1.1 hold. Let U (t; s) be the unitary evolution defined in (5.9). Then
for any ψ ∈ F and j ∈ N, there exist constants C ≡ C(j) andK ≡ K(j) such that〈U (t; s)ψ,N jU (t; s)ψ〉 ≤ CeKt 〈ψ, (N + 1)2j+3 ψ〉 .
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We now begin the proof of Lemma 6.1. First, we introduce a truncated time-dependent generator with fixed M > 0 as
follows:
L(M)N (t) =
∫
dxa∗x(−∆x)ax
+
1
6
∫
dxdydz V̂ (x, y, z)
[
3|ϕt(x)|2
(
ϕt(y)ϕt(z)a
∗
ya
∗
z + ϕt(y)ϕt(z)azay
)
+ 3|ϕt(x)|2
(
ϕt(y)ϕt(z)a
∗
yaz + ϕt(y)ϕt(z)a
∗
zay
)]
+
1
6
√
N
∫
dxdydz V̂ (x, y, z)χ(N ≤M)
[(
ϕt(x)ϕt(y)ϕt(z)a
∗
xa
∗
ya
∗
z + ϕt(x)ϕt(y)ϕt(z)axayaz
)
+ 3
(
ϕt(x)ϕt(y)ϕt(z)a
∗
xa
∗
yaz + ϕt(x)ϕt(y)ϕt(z)a
∗
zaxay
)]
+
1
6N
∫
dxdydz V̂ (x, y, z)χ(N ≤M)
[
3
(
ϕt(x)ϕt(y)a
∗
xa
∗
ya
∗
zaz + ϕt(x)ϕt(y)axaya
∗
zaz
)]
+
1
6N
∫
dxdydz V̂ (x, y, z)χ(N ≤M)
[
6ϕt(x)ϕt(y)a
∗
xa
∗
zazay + 3|ϕt(x)|2a∗ya∗zazay
]
+
1
2N
√
N
∫
dxdydz V̂ (x, y, z)χ(N ≤M)a∗xa∗y
(
ϕt(z)a
∗
z + ϕt(z)az
)
ayax
+
1
6N2
∫
dxdydz V̂ (x, y, z)a∗xa
∗
ya
∗
zazayax.
We remark thatM will be chosen to beM = N later in the proof of Lemma 6.1. Define a unitary operator U (M) by
i∂tU (M) (t; s) = L(M)N (t)U (M)(t; s) and U (M) (s; s) = 1. (6.1)
We use a three-step strategy.
Step 1. Truncation with respect to N withM > 0.
Lemma 6.2. Suppose that the assumptions in Theorem 1.1 hold and let U (M) be the unitary operator defined in (6.1). Then,
there exist constants C andK such that, for all N ∈ N andM > 0, ψ ∈ F , and t, s,∈ R,
〈
U (M)(t; s)ψ, (N + 1)jU (M)(t; s)ψ
〉
≤ 〈ψ, (N + 1)jψ〉C exp(4jK|t− s|(1 +√M
N
+
M
N
+ α−1N
(
M
N
)3/2))
.
Proof. Following the proof of Lemma 3.5 in [27], we get
d
dt
〈
U (M)(t; 0)ψ, (N + 1)jU (M)(t; 0)ψ
〉
=
〈
U (M)(t; 0)ψ, [iL(M)N (t), (N + 1)j ]U (M)(t; 0)ψ
〉
= Im
∫
dxdydz V̂ (x, y, z)|ϕt(x)|2ϕt(y)ϕt(z)
〈
U (M)(t; 0)ψ, [a∗ya∗z, (N + 1)j ]U (M)(t; 0)ψ
〉
+
1
3
√
N
Im
∫
dxdydz V̂ (x, y, z)ϕt(x)ϕt(y)ϕt(z)
〈
U (M)(t; 0)ψ, [a∗xa∗ya∗zχ(N ≤M), (N + 1)j ]U (M)(t; 0)ψ
〉
+
1√
N
Im
∫
dxdydz V̂ (x, y, z)ϕt(x)ϕt(y)ϕt(z)
〈
U (M)(t; 0)ψ, [a∗xa∗yazχ(N ≤M), (N + 1)j]U (M)(t; 0)ψ
〉
+
1
N
Im
∫
dxdydz V̂ (x, y, z)ϕt(x)ϕt(y)
〈
U (M)(t; 0)ψ, [a∗xa∗ya∗zazχ(N ≤M), (N + 1)j ]U (M)(t; 0)ψ
〉
+
1
N
√
N
Im
∫
dxdydz V̂ (x, y, z)ϕt(z)
〈
U (M)(t; 0)ψ, [a∗xa∗yχ(N ≤M)a∗zayax, (N + 1)j]U (M)(t; 0)ψ
〉
.
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Using the pull-through formulae axN = (N + 1)ax and a∗xN = (N − 1)a∗x, we find
[a∗x, (N + 1)j ] =
j−1∑
k=0
(
j
k
)
(−1)k(N + 1)ka∗x, [ax, (N + 1)j] =
j−1∑
k=0
(
j
k
)
(−1)k(N + 1)kax
As a consequence,
[a∗xa
∗
y, (N + 1)j ] =
j−1∑
k=0
(
j
k
)
(−1)k (a∗x(N + 1)ka∗y + (N + 1)ka∗xa∗y)
=
j−1∑
k=0
(
j
k
)
(−1)k
(
N k/2a∗xa∗y(N + 1)k/2 + (N + 1)k/2a∗xa∗y(N + 3)k/2
)
[ax, (N + 1)j ] =
j−1∑
k=0
(
j
k
)
(−1)k(N + 1)kax =
j−1∑
k=0
(
j
k
)
(−1)k(N + 1)k/2axN k/2.
Moreover,
[a∗xa
∗
ya
∗
z, (N + 1)j ] =
j−1∑
k=0
(
j
k
)
(−1)k
(
(N − 1)k/2a∗xa∗ya∗z(N + 2)k/2 +N k/2a∗xa∗ya∗z(N + 3)k/2
+ (N + 1)k/2a∗xa∗ya∗z(N + 4)k/2
)
[a∗xa
∗
yaz, (N + 1)j ] =
j−1∑
k=0
(
j
k
)
(−1)k
(
(N − 1)k/2a∗xa∗yazN k/2 +N k/2a∗xa∗yaz(N + 1)k/2
+ (N + 1)k/2a∗xa∗yaz(N + 2)k/2
)
[a∗xa
∗
ya
∗
zaz, (N + 1)j ] =
j−1∑
k=0
(
j
k
)
(−1)k
(
(N − 2)k/2a∗xa∗ya∗zazN k/2 + (N − 1)k/2a∗xa∗ya∗zaz(N + 1)k/2
+N k/2a∗xa∗ya∗zaz(N + 2)k/2 + (N + 1)k/2a∗xa∗ya∗zaz(N + 3)k/2
)
[a∗xa
∗
ya
∗
zayax, (N + 1)j ] =
j−1∑
k=0
(
j
k
)
(−1)k
(
(N − 3)k/2a∗xa∗ya∗zayax(N − 2)k/2 + (N − 2)k/2a∗xa∗ya∗zayax(N − 1)k/2
+ (N − 1)k/2a∗xa∗ya∗zayaxN k/2 +N k/2a∗xa∗ya∗zayax(N + 1)k/2
+ (N + 1)k/2a∗xa∗ya∗zayax(N + 2)k/2
)
Therefore,
d
dt
〈
U (M)(t; 0)ψ, (N + 1)jU (M)(t; 0)ψ
〉
=
j−1∑
k=0
(
j
k
)
(−1)k Im
∫
dxdydz V̂ (x, y, z)|ϕt(x)|2ϕt(y)ϕt(z)
×
〈
U (M)(t; 0)ψ,
(
N k/2a∗ya∗z(N + 2)k/2 + (N + 1)k/2a∗ya∗z(N + 3)k/2
)
U (M)(t; 0)ψ
〉
+
1
3
√
N
j−1∑
k=0
(
j
k
)
Im
∫
dxdydz V̂ (x, y, z)ϕt(x)ϕt(y)ϕt(z)
×
〈
U (M)(t; 0)ψ,
j−1∑
k=0
(
j
k
)
(−1)kχ(N ≤M)
(
(N − 1)k/2a∗xa∗ya∗z(N + 2)k/2 +N k/2a∗xa∗ya∗z(N + 3)k/2
+ (N + 1)k/2a∗xa∗ya∗z(N + 4)k/2
)
U (M)(t; 0)ψ
〉
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+
1√
N
j−1∑
k=0
(
j
k
)
Im
∫
dxdydz V̂ (x, y, z)ϕt(x)ϕt(y)ϕt(z)
×
〈
U (M)(t; 0)ψ,
j−1∑
k=0
(
j
k
)
(−1)kχ(N ≤M)
(
(N − 1)k/2a∗xa∗yazN k/2 +N k/2a∗xa∗yaz(N + 1)k/2
+ (N + 1)k/2a∗xa∗yaz(N + 2)k/2
)
U (M)(t; 0)ψ
〉
+
1
N
j−1∑
k=0
(
j
k
)
Im
∫
dxdydz V̂ (x, y, z)ϕt(x)ϕt(y)
×
〈
U (M)(t; 0)ψ, χ(N ≤M)
(
(N − 2)k/2a∗xa∗ya∗zazN k/2 + (N − 1)k/2a∗xa∗ya∗zaz(N + 1)k/2
+N k/2a∗xa∗ya∗zaz(N + 2)k/2 + (N + 1)k/2a∗xa∗ya∗zaz(N + 3)k/2
)
U (M)(t; 0)ψ
〉
+
1
N
√
N
j−1∑
k=0
(
j
k
)
Im
∫
dxdydz V̂ (x, y, z)ϕt(z)
×
〈
U (M)(t; 0)ψ, χ(N ≤M)
(
(N − 3)k/2a∗xa∗ya∗zayax(N − 2)k/2 + (N − 2)k/2a∗xa∗ya∗zayax(N − 1)k/2
+ (N − 1)k/2a∗xa∗ya∗zayaxN k/2 +N k/2a∗xa∗ya∗zayax(N + 1)k/2
+ (N + 1)k/2a∗xa∗ya∗zayax(N + 2)k/2
)
U (M)(t; 0)ψ
〉
=: I1 + I2 + I3 + I4 + I5. (6.2)
To control the contribution from the terms in the right-hand side of (6.2), we use the bounds of the form
∣∣∣∣∫ dxdydz V̂ (x, y, z)|ϕt(x)|2ϕt(y)ϕt(z)〈U (M)(t; 0)ψ, (N + 1) k2 a∗ya∗z(N + 3) k2 U (M)(t; 0)ψ〉∣∣∣∣
≤
∫
dxdy v̂(x− y)|ϕt(x)|2|ϕt(y)|‖ay(N + 1) k2 U (M)(t; 0)ψ‖‖a∗(v̂(x− ·)ϕt)(N + 3) k2 U (M)(t; 0)ψ‖
≤ K‖(N + 3) k+12 U (M)(t; 0)ψ‖2,∣∣∣∣∫ dxdydz V̂ (x, y, z)ϕt(x)ϕt(y)ϕt(z)〈U (M)(t; 0)ψ, (N + 1) k2 a∗xa∗ya∗z(N + 3) k2 U (M)(t; 0)ψ〉∣∣∣∣
≤
∫
dxdy v̂(x− y)|ϕt(x)||ϕt(y)|‖axayχ(N ≤M)(N + 1) k2 U (M)(t; 0)ψ‖
× ‖a∗(v̂(x− ·)ϕt)χ(N ≤M)(N + 3) k2 U (M)(t; 0)ψ‖
≤ KM1/2‖(N + 3) k+12 U (M)(t; 0)ψ‖2,∣∣∣∣∫ dxdydz V̂ (x, y, z)ϕt(x)ϕt(y)ϕt(z)〈U (M)(t; 0)ψ, (N + 1) k2 a∗xa∗yaz(N + 3) k2 U (M)(t; 0)ψ〉∣∣∣∣
≤
∫
dxdy v̂(x− y)|ϕt(x)||ϕt(y)|‖axayχ(N ≤M)(N + 1) k2 U (M)(t; 0)ψ‖
× ‖a(v(x− ·)ϕt)χ(N ≤M)(N + 3) k2 U (M)(t; 0)ψ‖
≤ KM1/2‖(N + 3) k+12 U (M)(t; 0)ψ‖2,
and ∣∣∣∣∫ dxdydz V̂ (x, y, z)ϕt(x)ϕt(y)〈U (M)(t; 0)ψ, (N + 1) k2 a∗xa∗ya∗zaz(N + 3) k2 U (M)(t; 0)ψ〉∣∣∣∣
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≤
∫
dxdydz V̂ (x, y, z)|ϕt(x)||ϕt(y)|‖azayaxχ(N ≤M)(N + 1) k2 U (M)(t; 0)ψ‖‖az(N + 3) k2 U (M)(t; 0)ψ‖
≤ KM‖(N + 3) k+12 U (M)(t; 0)ψ‖2.
On the other hand, to control contribution arising from I5 in the right-hand side of (6.2), we use that∣∣∣∣∫ dxdyV̂ (x, y, z)ϕt(z)〈U (M)(t; 0)ψ, (N + 1)k/2a∗xa∗ya∗zayaxχ(N ≤M)(N + 2)k/2U (M)(t; 0)ψ〉∣∣∣∣
≤
∫
dx v̂(x− y)
∥∥∥axayazχ(N ≤M)(N + 1) k2 U (M)(t; 0)ψ∥∥∥ ‖a(v(x − ·)ϕt)χ(N ≤M)‖∥∥∥axN k2 U (M)(t; 0)ψ∥∥∥
≤ Kα−1N M3/2 sup
x
‖v(x− ·)ϕt‖‖(N + 1) k+12 U (M)(t; 0)ψ‖2.
This implies
d
dt
〈
U (M)(t; 0)ψ, (N + 1)jU (M)(t; 0)ψ
〉
≤ K
(
1 +
√
M
N
+
M
N
+ α−1N
(
M
N
)3/2) j∑
k=0
(
j
k
)〈
U (M)(t; 0)ψ, (N + 3)jU (M)(t; 0)ψ
〉
≤ 4jK
(
1 +
√
M
N
+
M
N
+ α−1N
(
M
N
)3/2)〈
U (M)(t; 0)ψ, (N + 1)jU (M)(t; 0)ψ
〉
.
Applying the Grönwall Lemma with Lemma 2.5, we get the desired result.
Step 2: Weak bounds on the U dynamics.
Lemma 6.3. For arbitrary t, s ∈ R and ψ ∈ F , we have
〈ψ,U(t; s)NU(t; s)∗ψ〉 ≤ 6 〈ψ, (N +N + 1)ψ〉 .
Moreover, for every ℓ ∈ N, there exists a constant C(ℓ) such that〈
ψ,U(t; s)N 2ℓU(t; s)∗ψ〉 ≤ C(ℓ) 〈ψ, (N +N)2ℓψ〉 ,〈
ψ,U(t; s)N 2ℓ+1U(t; s)∗ψ〉 ≤ C(ℓ) 〈ψ, (N +N)2ℓ+1(N + 1)ψ〉
for all t, s ∈ R and ψ ∈ F .
Proof. We may follow the proof of Lemma 3.6 in [27] without any change.
Step 3: Comparison between the U and U (M) dynamics.
Lemma 6.4. Suppose that the assumptions in Theorem 1.1 hold. Then, for every j ∈ N, there exist constants C ≡ C(j) and
K ≡ K(j) such that∣∣∣〈U(t; s)ψ,N j (U(t; s)− U (M)(t; s))ψ〉∣∣∣
≤ C(j)
(
(N/M)j + (N/M)j−1/2 + (N/M)j−1
) ‖(N + 1)j+3/2ψ‖2(
1 +
√
M
N +
M
N + α
−1
N
(
M
N
)3/2) exp
(
K(j)|t− s|
(
1 +
√
M
N
+
M
N
+ α−1N
(
M
N
)3/2))
and∣∣∣〈U (M)(t; s)ψ,N j (U(t; s)− U (M)(t; s))ψ〉∣∣∣
≤ C(j)
(
(1/M)j + (1/M)j−1/2 + (1/M)j−1
) ‖(N + 1)j+3/2ψ‖2(
1 +
√
M
N +
M
N + α
−1
N
(
M
N
)3/2) exp
(
K(j)|t− s|
(
1 +
√
M
N
+
M
N
+ α−1N
(
M
N
)3/2))
.
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Proof. To simplify the notation we consider the case s = 0 and t > 0 only; other cases can be treated in a similar manner. To
prove the first inequality of the lemma, letting αN = N
−1,we expand the difference of the two evolution as follows:〈
U(t; 0)ψ,N j
(
U(t; 0)− U (M)(t; 0)
)
ψ
〉
=
〈
U(t; 0)ψ,N jU(t; 0)
(
1− U(t; 0)∗U (M)(t; 0)
)
ψ
〉
= −i
∫ t
0
ds
〈
U(t; 0)ψ,N jU(t; s)
(
LN (s)− L(M)N (s)
)
U (M)(s; 0)ψ
〉
= J1 + J2 + J3 + J4 + J5
where
J1 := − i
3
√
N
∫ t
0
ds
∫
dxdydz V̂ (x, y, z)
×
〈
U(t; 0)ψ,N jU(t; s)χ(N > M)
(
ϕt(x)ϕt(y)ϕt(z)a
∗
xa
∗
ya
∗
z + ϕt(x)ϕt(y)ϕt(z)axayaz
)
U (M)(s; 0)ψ
〉
,
J2 := − i√
N
∫ t
0
ds
∫
dxdydz V̂ (x, y, z)
×
〈
U(t; 0)ψ,N jU(t; s)χ(N > M)
(
ϕt(x)ϕt(y)ϕt(z)a
∗
xa
∗
yaz + ϕt(x)ϕt(y)ϕt(z)a
∗
zaxay
)]
U (M)(s; 0)ψ
〉
,
J3 := − i
N
∫ t
0
ds
∫
dxdydz V̂ (x, y, z)
×
〈
U(t; 0)N jU(t; 0)ψ, χ(N > M)
(
ϕt(x)ϕt(y)a
∗
xa
∗
ya
∗
zaz + ϕt(x)ϕt(y)axaya
∗
zaz
)
U (M)(s; 0)ψ
〉
,
J4 := − i
6N
∫ t
0
ds
∫
dxdydz V̂ (x, y, z)
×
〈
U(t; 0)N jU(t; s)ψ, χ(N > M)
(
6ϕt(x)ϕt(y)a
∗
xa
∗
zazay + 3|ϕt(x)|2a∗ya∗zazay
)
U (M)(s; 0)ψ
〉
,
and
J5 := − i
N
√
N
∫ t
0
ds
∫
dxdydz V̂ (x, y, z)ϕt(z)
×
〈
U(t; 0)N jU(t; s)ψ, a∗xa∗y (azχ(N > M) + χ(N > M)a∗z) ayax U (M)(s; 0)ψ
〉
.
Then, noting that χ(N > M) ≤ (N/M)kfor any k ≥ 1,
|J2| ≤ C√
N
∫ t
0
ds
∫
dxϕt(x)‖axU(t; s)∗N jU(t; 0)ψ‖
× ‖a(v(x− ·)ϕt)a(v(x− ·)ϕt)χ(N > M + 1)U (M)(s; 0)ψ‖
≤ C√
N
sup
x
‖v(x− ·)ϕt‖2
∫ t
0
ds
∫
dxϕt(x)‖axU(t; s)∗N jU(t; 0)ψ‖ ‖χ(N > M + 1)U (M)(s; 0)ψ‖
≤ C√
N
sup
x
‖v(x− ·)ϕt‖2
∫ t
0
ds‖N 1/2U(t; s)∗N jU(t; 0)ψ‖ ‖χ(N > M + 1)U (M)(s; 0)ψ‖
≤ C(j)N j‖(N + 1)jψ‖
∫ t
0
ds
〈
U (M)(s; 0)ψ, N
2j
M2j
U (M)(s; 0)ψ
〉1/2
≤ C(j)(N.M)j‖(N + 1)jψ‖
∫ t
0
ds
〈
U (M)(s; 0)ψ,N 2jU (M)(s; 0)ψ
〉1/2
.
For J1, using similar approach, we can obtain the same bound. Then we consider J3.
|J3| ≤ C
N
∫ t
0
ds
∫
dz ‖azU(t; s)∗N jU(t; 0)ψ‖
× ‖a(v(x− ·)ϕt)a(v(x − ·)ϕt)azχ(N > M + 1)U (M)(s; 0)ψ‖
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≤ C
N
sup
x
‖v(x− ·)ϕt‖2
∫ t
0
ds
∫
dz ‖azU(t; s)∗N jU(t; 0)ψ‖ ‖χ(N > M + 1)azU (M)(s; 0)ψ‖
≤ C
N
sup
x
‖v(x− ·)ϕt‖2
∫ t
0
ds‖N 1/2U(t; s)∗N jU(t; 0)ψ‖ ‖χ(N > M + 1)N 1/2U (M)(s; 0)ψ‖
≤ C(j)N j−1/2‖(N + 1)j+1ψ‖
∫ t
0
ds
〈
U (M)(s; 0)ψ, N
2j
M2j−1
U (M)(s; 0)ψ
〉1/2
≤ C(j)(N/M)j−1/2‖(N + 1)j+1ψ‖
∫ t
0
ds
〈
U (M)(s; 0)ψ,N 2jU (M)(s; 0)ψ
〉1/2
.
Also for J4,we con obtain the same bound. From Lemma 6.3,
‖NU(t; s)∗N jU(t; 0)ψ‖2 ≤ 6〈N jU(t; 0)ψ, (N +N + 1)2N jU(t; 0)ψ〉 (6.3)
≤ C(j)〈ψ, (N +N)2j+2(N + 1)ψ〉 ≤ C(j)N2j+2〈ψ, (N + 1)2j+3ψ〉.
Thus
|J5| ≤ C
N
√
N
∫ t
0
ds
∫
dydz ‖ayazU(t; s)∗N jU(t; 0)ψ‖
× ‖a(v(z − ·)ϕt)ayazχ(N > M + 1)U (M)(s; 0)ψ‖
≤ C
N
√
N
sup
x
‖v(x− ·)ϕt‖
∫ t
0
ds
∫
dydz ‖ayazU(t; s)∗N jU(t; 0)ψ‖ ‖ayazχ(N > M + 1)U (M)(s; 0)ψ‖
≤ C
N
√
N
sup
x
‖v(x− ·)ϕt‖
∫ t
0
ds ‖NU(t; s)∗N jU(t; 0)ψ‖ ‖Nχ(N > M + 1)U (M)(s; 0)ψ‖
≤ C(j)N j−1‖(N + 1)j+3/2ψ‖
∫ t
0
ds
〈
U (M)(s; 0)ψ, N
2j
M2j−2
U (M)(s; 0)ψ
〉1/2
≤ C(j)(N/M)j−1‖(N + 1)j+3/2ψ‖
∫ t
0
ds
〈
U (M)(s; 0)ψ,N 2jU (M)(s; 0)ψ
〉1/2
.
We thus conclude that∣∣∣〈U(t; 0)ψ,N j (U(t; 0)− U (M)(t; 0))ψ〉∣∣∣
≤ C(j)
(
(N/M)j + (N/M)j−1/2 + (N/M)j−1
) ‖(N + 1)j+3/2ψ‖2(
1 +
√
M
N +
M
N + α
−1
N
(
M
N
)3/2) exp
(
K(j)|t− s|
(
1 +
√
M
N
+
M
N
+ α−1N
(
M
N
)3/2))
(6.4)
The proof of the second part of the lemma is similar and we omit it.
We now prove Lemma 6.1 by combining the three steps above.
Proof of Lemma 6.1. From Lemmas 6.2, 6.3, and 6.4 with the choice αN = 1/N andM = N
1/3, SinceN > 1, we have that〈U (t; s)ψ,N jU (t; s)ψ〉
=
〈
U (t; s)ψ,N j(U − U (M)) (t; s)ψ
〉
+
〈
(U − U (M)) (t; s)ψ,N jU (M) (t; s)ψ
〉
+
〈
U (M) (t; s)ψ,N jU (M) (t; s)ψ
〉
≤ CeK|t−s|
〈
ψ, (N + 1)2j+3 ψ
〉
.
Recall the definition of U˜ (t; s) in (6.6). In the next lemma, we prove an estimate similar to Lemma 6.1 for the evolution
with respect to U˜ .
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Lemma 6.5. Suppose that the assumptions in Theorem 1.1 hold. We consider another evolution
i∂tU˜ = (L2 + Lr4 + L6)U˜ .
Then 〈
ψ˜, (N + 1)jψ˜
〉
≤ CeKt. (6.5)
Let L˜ = L2 + Lr4 + L6 and define the unitary operator U˜ (t; s) by
i∂tU˜ (t; s) = L˜ (t) U˜ (t; s) and U˜ (s; s) = 1. (6.6)
Since L˜ does not change the parity of the number of particles,〈
Ω, U˜∗ (t; 0) ayU˜ (t; 0)Ω
〉
=
〈
Ω, U˜∗ (t; 0)a∗xU˜ (t; 0)Ω
〉
= 0. (6.7)
Proof. For (6.5), we derivate this with respect to time. Then
d
dt
〈
ψ˜, (N + 1)jψ˜
〉
=
d
dt
〈
ψ˜, (N + 1)jψ˜
〉
=
〈
ψ˜, [i(L2 + Lr4 + L6), (N + 1)j ]ψ˜
〉
= 2 Im
∫
dxdydz VN (x, y, z)|ϕt(x)|2ϕt(y)ϕt(z)
〈
ψ˜, [a∗ya
∗
z , (N + 1)j]ψ˜
〉
= 2 Im
∫
dxdydz VN (x, y, z)|ϕt(x)|2ϕt(y)ϕt(z)
〈
(N + 3) j2−1ayazψ˜, (N + 3)1−
j
2
(
(N + 1)j − (N + 3)j) ψ˜〉
Then ∣∣∣∣ ddt 〈ψ˜, (N + 1)jψ˜〉
∣∣∣∣
≤ C
∫
dxdydz VN (x, y, z)|ϕt(x)|2|ϕt(y)||ϕt(z)|
∥∥∥(N + 3) j2−1ayazψ˜∥∥∥ ∥∥∥(N + 1) j2 ψ˜∥∥∥
≤ C
(∫
dxdydz |VN (x, y, z)|2|ϕt(x)|2|ϕt(y)|2|ϕt(z)|2
)1/2
×
(∫
dxdydz |ϕt(x)|2
∥∥∥(N + 3) j2−1ayazψ˜∥∥∥2)1/2 ∥∥∥(N + 1) j2 ψ˜∥∥∥
≤ C
∥∥∥(N + 1) j2 ψ˜∥∥∥2 .
Hence by Grönwall’s inequality, we obtain (6.5).
Lemma 6.6. Suppose that the assumptions in Theorem 1.1 hold. Then, for any for anyψ ∈ F and j ∈ N, there exist a constant
C ≡ C(j) such that ∥∥∥(N + 1)j/2L3ψ∥∥∥ ≤ CeKt√
N
∥∥∥(N + 1)(j+3)ψ∥∥∥ .
Proof. Let
A3 =
∫
dxdydz V (x, y, z)ϕt(x)ϕt(y)ϕt(z)a
∗
xa
∗
ya
∗
z
and
B3 =
∫
dxdydz V (x, y, z)ϕt(x)ϕt(y)ϕt(z)a
∗
xa
∗
yaz
Then
L3 = 1
6
√
N
((A3 +A
∗
3) + 3(B3 +B
∗
3)) .
Take any ξ ∈ F . Then〈
ξ, (N + 1)j/2A∗3ψ
〉
23
=∫
dxdydz V̂ (x, y, z)ϕt(x)ϕt(y)ϕt(z)
〈
ξ, (N + 1)j/2azayaxψ
〉
≤
(∫
dxdydz |V̂ (x, y, z)|2|ϕt(x)|2|ϕt(y)|2|ϕt(z)|2
∥∥∥(N + 1)−1/2ξ∥∥∥2)1/2(∫ dxdydz ∥∥∥azayax(N + 1)j/2ψ∥∥∥2)1/2
≤ C‖ϕt‖2H1(R3)‖ξ‖
∥∥∥(N + 1)(j+3)/2ψ∥∥∥ .
Similarly, this holds for A3, B3, and B
∗
3 . It leads us the lemma.
Lemma 6.7. Suppose that the assumptions in Theorem 1.1 hold. Then, for any for anyψ ∈ F and j ∈ N, there exist a constant
C ≡ C(j) such that ∥∥∥(N + 1)j/2Lc4ψ∥∥∥ ≤ CeKt√
N
∥∥∥(N + 1)(j+4)/2ψ∥∥∥ .
Proof. Let
A4 =
∫
dxdydz V̂ (x, y, z)ϕt(x)ϕt(y)a
∗
xa
∗
ya
∗
zaz.
Then
Lc4 =
1
2N
(A4 +A
∗
4).
Take any ξ ∈ F . Then〈
ξ, (N + 1)j/2A∗4ψ
〉
=
∫
dxdydz V̂ (x, y, z)ϕt(x)ϕt(y)
〈
(N + 1)−1/2ξ, (N + 1)(j+1)/2a∗zazayaxψ
〉
≤
(∫
dxdydz |V̂ (x, y, z)|2|ϕt(x)|2|ϕt(y)|2
∥∥∥az(N + 1)−1/2ξ∥∥∥2)1/2(∫ dxdydz ∥∥∥azayax(N + 1)(j+1)/2ψ∥∥∥2)1/2
≤ C‖ϕt‖2H1(R3)‖ξ‖
∥∥∥(N + 1)(j+4)/2ψ∥∥∥ .
Similarly for A∗4, we obtain desired lemma.
Lemma 6.8. Suppose that the assumptions in Theorem 3.4 hold. Then, for any for anyψ ∈ F and j ∈ N, there exist a constant
C ≡ C(j) such that ∥∥∥(N + 1)j/2L5ψ∥∥∥ ≤ CeKt
αNN
√
N
∥∥∥(N + 1)(j+5)/2ψ∥∥∥ .
Proof. Let
A5 =
∫
dxdydz V̂ (x, y, z)ϕt(z)a
∗
xa
∗
ya
∗
zayax.
Then
L5 = 1
2N
√
N
(A5 +A
∗
5).
Take any ξ ∈ F . Then〈
ξ, (N + 1)j/2A∗5ψ
〉
=
∫
dxdydz V̂ (x, y, z)ϕt(z)
〈
(N + 1)−1/2ξ, (N + 1)(j+1)/2a∗xa∗ya∗zayaxψ
〉
≤
(∫
dxdydz
∥∥∥axayaz(N + 1)−3/2ξ∥∥∥2)1/2(∫ dxdydz |V̂ (x, y, z)|2|ϕt(z)|2 ∥∥∥ayax(N + 1)(j+3)/2ψ∥∥∥2)1/2
≤ Cα−1N
(∫
dxdydz
∥∥∥axayaz(N + 1)−3/2ξ∥∥∥2)1/2(∫ dxdydz (|v̂(x, z)|2 + |v̂(y, z)|2) |ϕt(z)|2 ∥∥∥ayax(N + 1)(j+3)/2ψ∥∥∥2)1/2
≤ Cα−1N ‖ϕt‖H1(R3)‖ξ‖
∥∥∥(N + 1)(j+5)/2ψ∥∥∥ .
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Lemma 6.9. Suppose that the assumptions in Theorem 1.1 hold. Let αN = N
−1. Then, for all j ∈ N, there exist constants
C ≡ C(j) andK ≡ K(j) such that, for any f ∈ L2(R3),∥∥∥(N + 1)j/2 (U∗ (t)φ(f)U (t)− U˜∗ (t)φ(f)U˜ (t))Ω∥∥∥ ≤ CeKt
N
‖f‖L2(R3).
Proof. Let
R1(f) :=
(
U∗(t)− U˜∗(t)
)
φ(f)U˜(t)
and
R2(f) := U∗(t)φ(f)
(
U(t) − U˜(t)
)
so that
U∗(t)φ(f)U(t) − U˜∗(t)φ(f)U˜(t) = R1(f) +R2(f). (6.8)
We begin by estimating the first term in the right-hand side of (6.8). From Lemma 6.1,∥∥∥(N + 1)j/2R1(f)Ω∥∥∥ = ∥∥∥∥∫ t
0
ds(N + 1)j/2U∗(s; 0)(L3 + Lc4 + L5)U˜∗(t)φ(f)U˜ (t)Ω
∥∥∥∥
≤
∫ t
0
ds
∥∥∥(N + 1)j/2U∗(s; 0)(L3 + Lc4 + L5)U˜∗(t)φ(f)U˜ (t)Ω∥∥∥
≤ CeKt
∫ t
0
ds
∥∥∥(N + 1)j+1(L3 + Lc4 + L5)U˜∗(t)φ(f)U˜(t)Ω∥∥∥ .
From Lemmata 6.6, 6.7, and 6.8, we have∫ t
0
ds
∥∥∥(N + 1)j+1L3U˜∗(t)φ(f)U˜ (t)Ω∥∥∥ ≤ CeKt√
N
∫ t
0
ds
∥∥∥(N + 1)j+(5/2)U˜∗(t)φ(f)U˜(t)Ω∥∥∥
≤ Ce
Kt
√
N
∫ t
0
ds
∥∥∥(N + 1)j+4φ(f)U˜(t)Ω∥∥∥ ≤ C‖f‖L2(R3)eKt√
N
(∫ t
0
ds
∥∥∥(N + 1)j+5U˜(t)Ω∥∥∥2)1/2
≤ C‖f‖L2(R3)e
Kt
√
N
(∫ t
0
ds
∥∥∥(N + 1)j+13/2Ω∥∥∥2)1/2 ≤ CeKt√
N
‖f‖L2(R3),
∫ t
0
ds
∥∥∥(N + 1)j+1L4U˜∗(t)φ(f)U˜(t)Ω∥∥∥ ≤ CeKt
N
∫ t
0
ds
∥∥∥(N + 1)j+3U˜∗(t)φ(f)U˜ (t)Ω∥∥∥
≤ Ce
Kt
N
∫ t
0
ds
∥∥∥(N + 1)j+9/2φ(f)U˜(t)Ω∥∥∥ ≤ C‖f‖L2(R3)eKt
N
(∫ t
0
ds
∥∥∥(N + 1)j+(11/2)U˜(t)Ω∥∥∥2)1/2
≤ C‖f‖L2(R3)e
Kt
√
N
(∫ t
0
ds
∥∥∥(N + 1)j+7U˜(t)Ω∥∥∥2)1/2 ≤ CeKt
N
‖f‖L2(R3)
and ∫ t
0
ds
∥∥∥(N + 1)j+1L5U˜∗(t)φ(f)U˜ (t)Ω∥∥∥ ≤ CeKt
αNN
√
N
∫ t
0
ds
∥∥∥(N + 1)j+(7/2)U˜∗(t)φ(f)U˜(t)Ω∥∥∥
≤ Ce
Kt
αNN
√
N
∫ t
0
ds
∥∥∥(N + 1)j+5φ(f)U˜(t)Ω∥∥∥ ≤ C‖f‖L2(R3)eKt
αNN
√
N
(∫ t
0
ds
∥∥∥(N + 1)j+6U˜(t)Ω∥∥∥2)1/2
≤ C‖f‖L2(R3)e
Kt
√
N
(∫ t
0
ds
∥∥∥(N + 1)j+15/2U˜(t)Ω∥∥∥2)1/2 ≤ CeKt
αNN
√
N
‖f‖L2(R3).
Then, since the integrand in the right-hand side does not depend on s, we get∥∥∥(N + 1)j/2R1(f)Ω∥∥∥ ≤ CeKt( 1√
N
+
1
N
+
1
αNN
√
N
)
‖f‖L2(R3) .
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Thus, from Lemma 6.5, we obtain forR1(f) that∥∥∥(N + 1)j/2R1(f)Ω∥∥∥ ≤ C‖f‖eKt√
N
.
The study ofR2(f) is similar and we can again obtain that
‖(N + 1)j/2R2(f)Ω‖ ≤ C‖f‖e
Kt
√
N
.
This completes the proof of the desired lemma.
7 Proof of Propositions 5.4 and 5.5
In this section, we prove Propositions 5.4 and 5.5 by applying the lemmas proved in Section 6. Even though the proofs are
almost the same as previous works, we include the following proves since underlying lemmas and logic are different. The
structure of the proof is given in [21]. We, however, provide this section since the exponents of (N + 1) are a bit different.
Proof of Proposition 5.4. Recall that Comparison dynamics
E1t (J) =
dN
N
〈
W ∗(
√
Nϕ)
(a∗(ϕ))N√
N !
Ω,U∗(t)dΓ(J)U(t)Ω
〉
We begin by
∣∣E1t (J)∣∣ = ∣∣∣∣dNN
〈
W ∗(
√
Nϕ)
(a∗(ϕ))N√
N !
Ω,U∗(t)dΓ(J)U(t)Ω
〉∣∣∣∣ (7.1)
≤ dN
N
∥∥∥∥(N + 1)− 12W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥ ∥∥∥(N + 1) 12U∗(t)dΓ(J)U(t)Ω∥∥∥
From Lemma 5.2, ∥∥∥∥(N + 1)− 12W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥ ≤ CdN . (7.2)
By successively applying Lemma 6.1 (and also using the inequality (4.5)), we also get∥∥∥(N + 1) 12U∗(t)dΓ(J)U(t)Ω∥∥∥ ≤ CeKt ∥∥(N + 1)2dΓ(J)U(t)Ω∥∥ ≤ C ‖J‖ eKt ∥∥(N + 1)3U(t)Ω∥∥
≤ C ‖J‖ eKt
∥∥∥(N + 1)9/2Ω∥∥∥ . (7.3)
Thus, from (7.1), (7.2), and (7.3), ∣∣E1t (J)∣∣ ≤ C‖J‖eKtN ,
which proves the desired result.
For the proof of Proposition 5.5, we take almost verbatim copy of the proof of Lemma 4.2 in [21]. To make the paper
self-contained, we write it in detail below.
Proof of Proposition 5.5. Recall the definitions ofR1 andR2 in the proof of Lemma 6.9. LetR = R1 +R2 so that
R(f) = U∗(t)φ(f)U(t) − U˜∗(t)φ(f)U˜ (t).
From the parity conservation (6.7),
P2kU˜∗(t)φ(Jϕt)U˜(t)Ω = 0
for all k = 0, 1, . . . . (See Lemma 8.2 in [21] for more detail.) Thus,
∣∣E2t (J)∣∣ = dN√
N
〈
(a∗(ϕ))N√
N !
Ω,W ∗(
√
Nϕ)U˜∗(t)φ(Jϕt)U˜(t)Ω
〉
26
+
dN√
N
〈
(a∗(ϕ))N√
N !
Ω,W ∗(
√
Nϕ)R(Jϕt)Ω
〉
≤ dN√
N
∥∥∥∥∥
∞∑
k=1
(N + 1)− 52P2k−1W ∗(
√
Nϕ)
(a∗(ϕ))N√
N !
Ω
∥∥∥∥∥ ∥∥∥(N + 1) 52 U˜∗(t)φ(Jϕt)U˜(t)Ω∥∥∥
+
dN√
N
∥∥∥∥(N + 1)− 12W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥ ∥∥∥(N + 1) 12R(Jϕt)Ω∥∥∥ (7.4)
LetK = 12N
1/3 so that Lemmas 5.2 and 5.3 show that∥∥∥∥∥
∞∑
k=1
(N + 1)− 52P2k−1W ∗(
√
Nϕ)
(a∗(ϕ))N√
N !
Ω
∥∥∥∥∥
2
≤
K∑
k=1
∥∥∥∥(N + 1)− 52P2k−1W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥2
+
1
K4
∞∑
k=K
∥∥∥∥(N + 1)−1/2P2k−1W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥2
≤
(
K∑
k=1
C
k2d2NN
)
+
C
N4/3
∥∥∥∥(N + 1)−1/2W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥ ≤ Cd2NN .
Using Lemma 6.5, ∥∥∥(N + 1) 52 U˜∗(t)φ(Jϕt)U˜(t)Ω∥∥∥ ≤ CeKt ∥∥∥(N + 1)4φ(Jϕt)U˜(t)Ω∥∥∥
≤ C‖Jϕt‖eKt
∥∥∥(N + 1)5U˜(t)Ω∥∥∥ ≤ C‖J‖eKt ∥∥∥(N + 1)13/2Ω∥∥∥ ≤ C‖J‖eKt.
For the second term in the right-hand side of (7.4), we use Lemmas 5.2 and 6.9, where we put Jϕt in the place of f for the
latter. Altogether, we have ∥∥∥(N + 1)j/2R(f)Ω∥∥∥ ≤ C‖f‖eKt
N
,
which is the desired conclusion.
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