Abshnct -Daily load forecasting is essential to improve the reliability of the AC power line data network and provide optimal load scheduling in an intelligent home system. In this paper, a short-term daily load forecasting realized by a GAbased neural network is proposed. A neural network with a switch introduced to each link is employed to minimize forecasting errors and forecast the daily load with respect to different day types and weather information. Genetic algorithm (GA) with arithmetic crossover and non-uniform mutation is used to learn the input-outpot relationships of an application and the optimal network structure. Simulation results on a short-term daily load forecasting in an intelligent home will be given.
INTRODUCTION
Nowadays, homes can have smart features to ensure a high degree of security and comfort. Reliable channels for the communications among electrical appliances and users can be realized. Moreover, with a home network, electrical appliances can be used in an efficient way such that the wastage of energy can he reduced. This paper is based on an intelligent home system [15]. In this system, the AC power line network is used not only for supplying electric power, but also serving as the data communication channel among electrical appliances. With this AC power line data network, a short-term load forecasting can he realized. An accurate load forecasting can bring the following benefits to the intelligent home.
1)
Increasing the reliability of AC power line data network. One problem faced by the power line data network is the possible low impedance of the power line in the operating bandwidth [16-171 for data transmission. When the line impedance is too low, the maximum transmission rate will be affected, and the reliability and throughput of the AC power line data network will decrease. The attenuation of the data signal in an AC power line is proportional to the loads connected to it. The reliability of the power line data network can he enhanced if the load is kept at an optimal level through forecasting and balancing. We can also adaptively set a suitable data transmission rate based on the forecasted load condition in order to reduce the overhead owing to retransmissions of data.
2)
Optimal load scheduling -At present, the peak demands of electricity are met by operating costly auxiliary generators, or by purchasing power from other utility companies. The cost for supplying peak power is therefore much higher than that for supplying the average power. A reduction in the peak value of electricity demand can be achieved if we can realize load forecasting, and schedule the demands on the utility company accordingly. This has to be supported by batteries installed in the intelligent home that are responsible for sharing the load demand.
Computational intelligence techniques have been applied in daily load forecasting. Artificial neural networks have been considered as very promising tools to short-term load forecasting [IS-251. However, the gradient-descent (GD) algorithm for parameter training of the neural networks suffers from the common problems of convergence to local minima and sensitivity to initial values of the parameters. Global search technique such as Genetic Algorithm (GA) may solve these problems. Genetic algorithm (GA) is a powerful searching algorithm to handle optimization problems [I-31. It is particularly useful for complex optimization problems with a large number of tuned parameters. Applications of CA can he found in fuzzy control [6] [7] [8] [9] [10] 121 [2] . Usually, the structure of a neural network is fixed for a learning process. However, a fixed structure may not provide the best performance within a given training period. If the neural network structure is too complicated, the training period will he long and the implementation cost will be high.
In this paper, a three-layer neural network with a switch introduced in each link is proposed to facilitate the tuning of the optimal network structure. GA with arithmetic crossover and non-uniform mutation [5] is used to help tuning the structure as well as the parameters of the proposed neural network. The proposed neural network is then used to forecast the daily load in an intelligent home. Simulation results will be given to illustrate the performance of the proposed neural network. This paper is organized as follows. The GA-based neural network with link switches is introduced in section 11. A short-term daily load forecasting by using the proposed GA-based neural network is presented in section 111. A conclusion will be drawn in section 1V.
CA-BASED NEURAL NETWORK WITH LINK SWITCHES
In this section, a newal network with link switches is presented. The tuning of the network parameters and structure using CA will also be formulated in this section.
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A. Neural Network with Link Switches
The proposed three-layer network is shown in Fig. 1 . Specifically, a unit step function is introduced to each link. This unit step function is defmed as,
The introduction of the step function is equivalent to adding a switch to each link of the neural network. Referring to Fig.  1 , the input-output relationship of the proposed multipleinput-multiple-output three-layer neural network is given by,
z i ( t ) , i = 1,2, . .., nm, are the inputs which are functions of a variable t; njn denotes the number of inputs; vv , i = 1, 2, . ._, ncn, j = 1, 2, ..., nh , denotes the weight of the l i between the i-th input and the j-th hidden node. nh denotes the number of the hidden nodes; sb denotes the parameter of the link switch from the i-th input to the j-th hidden node. s : ; , j = 1,2, . . ., nh ; k = 1,2, .. ., n , , denotes the parameter of the link switch from the j-th hidden node to the k-th output; nw, denotes the number of outputs of the proposed neural network. b) and b: denote the biases for the hidden nodes and output nodes respectively. s) and s: denote the parameters of the link switches of the biases to the hidden and output layers respectively. logsid) denotes the logarithmic sigmoid function:
y , (t), k = I, 2, . . ., now,, is the k-th output of the proposed neural network. The weights v, and the switch states are to be tuned. In can be seen that the weights of the links govem the input-output relationship of the neural network while the switches of the links govem the structure of the neural network.
B. Tuning
In this section, the proposed neural network is employed to learn the input-output relationship of an application using GA with arithmetic crossover and nonuniform mutation. The input-output relationship is described by, yd(t)=g(zd(t)),t= 1,2, ..., nd The objective is to minimize of mean absolute percentage error ( M E ) (6) using GA by setting the chromosome to be [ s : ; wjt si vu s: bj s i b:] for all i,j, k. The range of (5) is from 0 to 1. A larger value of the fitness function indicates a smaller value of (6).
SHORT-TERM DAILY LOAD FORECASTING SYSTEM
The proposed short-term daily load forecasting system in an intelligent home will be discussed in this section. The idea of daily load forecasting is to construct seven multi-input multi-output neural networks, one for each day. Each neural network has 24 outputs representing the expected hourly load for a day. The most important work in the short-term daily load forecasting in an intelligent home is the selection of the input variables. In this forecasting system, there are three main kinds of input variables:
1. Historical loads data: hourly loads were collected and used as historical load inputs. The historical load data reflect the habit of the family on power consumption. 2. Temperature inputs: the average temperature of the previous day and the present day are used as two inputs in this forecasting system. The value of the average temperature of the present day is got from the temperature forecasting of the weather observatory, assuming that their forecasting accuracy is good. 3. Rainfall index inputs: the average rainfall index of the previous day and the present day (again predicted by the weather observatnty) are used as two inputs in this forecasting system. The range of the rainfall index is from 0 to 1. 0 represents no rain and 1 represents heavy rain.
A diagram of the daily load forecasting system is shown in Fig. 2 (z2,) and Nodes 28 (z2J represent the average rainfall index at previous day and present day respectively. The output layer consists of 24 output nodes that represent the forecasted 24 hourly loads of a day and is denoted by yk(t) = Lj ( t ) ,i = 1, 2, ..., 24. There are two methods of realizing the daily load forecasting system. One is by training the forecasting neural network off-line and the other is by training on-line. The offline training is a time consuming processing. However, once trained, the system can make the forecast quickly (as a lower number of iterations is needed). In this example, we use 12 sets historical data for off-line training. Once trained off-line, the forecasting system operates in an on-line mode, and the weights of neural network will he updated day by day with 500 iterations. From (2), the proposed neural network used for the daily load forecasting is govemed by, k=l, 2, ..., 24.
(7)
The number of hidden nodes (n,) is changed from 14 to 19 in order to compare the learning performance. GA is employed to tune the parameters and slruchue of the neural network of (7). The fitness function is defined as follows,
The objective is to maximize the fitness function of (8). A larger value of the fitness function indicates a smaller value of err of (9). The hest fitness value is 1 and the worst one is 0. The population size used for the GA is IO. The Table I and Table 11 . Table I shows the simulation results of daily load forecasting on Wednesday and Table I1 shows the daily load forecasting on Sunday. These tables show the fitness value, the average training error, the average forecasting error (in term of MAPE) and the percentage of reduction of the number of links of the neural network. Referring to these two tables, the hest result is obtained when the number of hidden node is equal to 16. From Table I , n,=16, the number of link reduced is 111 after learning (the number of links of a fully connected network is 872). It is about 12.73% reduction of the links. The average training error and forecasting error in term of MAPE from Monday to Sunday are shown in Table 111 . The average errors of training and forecasting are 2.2403 and 2.8677 respectively. Fig.3 and Table IV show the simulation results of the daily load forecasting on Sunday using the proposed network. In Fig.3 , the solid line represents the forecasted result and the dashed line is the actual load.
Referring to Table IV , we can ohserve that the percentage error for each hour is within 0 to 3.8% (the average error is 2.3485%). IV CONCLUSION By introducing a switch to each link, a neural network that facilitates the tuning of its structure has been proposed. By employing GA with arithmetic crossover and non-uniform mutation, a proposed GA-based neural network is able to leam both the input-output relationship of an application and the optimal network structure. As a result, a given fully connected neural network will become a partly connected neural network aAer learning. This implies a lower cost of implementation. A short-term daily load forecasting in an intelligent home using the proposed GAbased neural network has been presented. The performance of the proposed network is satisfactory.
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