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ABSTRACT 
 
This work is an assemblage of three applied projects that address the institutional 
and spatial constraints to managing threatened and endangered (T & E) terrestrial species. 
The first project looks at the role of the Endangered Species Act (ESA) in protecting 
wildlife and whether banning non-conservation activities on multi-use federal lands is 
socially optimal. A bioeconomic model is used to identify scenarios where ESA-imposed 
regulations emerge as optimal strategies and to facilitate discussion on feasible long-term 
strategies in light of the ongoing public land-use debate. Results suggest that banning 
harmful activities is a preferred strategy when valued species are in decline or exposed to 
poor habitat quality. However such a strategy cannot be sustained in perpetuity, a switch 
to land-use practices characteristic of habitat conservation plans is recommended. The 
spatial portion of this study is motivated by the need for a more systematic quantification 
and assessment of landscape structure ahead of species reintroduction; this portion is 
further broken up into two parts. The first explores how connectivity between habitat 
patches promotes coexistence among multiple interacting species. An agent-based model 
of a two-patch metapopulation is developed with local predator-prey dynamics and 
density-dependent dispersal. The simulation experiment suggests that connectivity levels 
at both extremes, representing very little risk and high risk of species mortality, do not 
augment the likelihood of coexistence while intermediate levels do. Furthermore, the 
probability of coexistence increases and spans a wide range of connectivity levels when 
individual dispersal is less probabilistic and more dependent on population feedback. 
Second, a novel approach to quantifying network structure is developed using the 
statistical method of moments. This measurement framework is then used to index habitat 
 ii 
networks and assess their capacity to drive three main ecological processes: dispersal, 
survival, and coexistence. Results indicate that the moments approach outperforms single 
summary metrics and accounts for a majority of the variation in process outcomes. The 
hierarchical measurement scheme is helpful for indicating when additional structural 
information is needed to determine ecological function. However, the qualitative trend 
between network indicator and function is, at times, unintuitive and unstable in certain 
areas of the metric space.  
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Chapter 1 
INTRODUCTION/BACKGROUND 
Successful conservation depends on in-depth understanding of the social and 
physical barriers to species existence. Mathematical modeling is an established 
framework in ecology for problem visualization, scenario testing, forecasting, and 
motivating certain management prescriptions. In this dissertation, I use theoretical models 
to better understand the underlying dynamics driving participation in conservation and 
the landscape on which conservation is practiced. This work is necessary for building 
management intuition in light of the growing concern over nature’s dwindling workforce.   
Loss of habitat is among the foremost factors threatening species existence 
worldwide and has intensified in recent time due to fluctuations in the climate as well as 
anthropogenic pressure, such as industrialization and urbanization (Brock et al., 2009). 
To exacerbate this issue, the public good nature of species existence creates strong 
incentives for landowners to engage in free-riding behavior and forego conservation on 
managed lands (Ostrom, 2005). In many cases the private incentives to increase the 
population of rare species are insufficient and may even be negative, e.g., incentives that 
create “shoot, shovel, and shut-up” behavior (Innes and Frisvold, 2009). In other cases, 
endangered species create a private nuisance, and there are private incentives that 
encourage reduction of the species, e.g., crop destruction (Rondeau, 2001; Horan and 
Bulte, 2004). In sum, private action underprovides conservation relative to the socially 
desired level.  
The Endangered Species Act (ESA) was enacted in the United States to correct 
the market failure behind declining fish, wildlife, and plant populations. The ESA 
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regulates the interaction between landowner and residing endangered species, thus 
forming the basis of an institution for conservation. The objective of the ESA is to 
preserve and protect endangered species at all costs, which translates to the restriction of 
activities harmful to endangered populations on designated critical habitat; a regulatory 
standard that has made the act unpopular among many public and private landowning 
agencies. Chapter 2 discusses the criticisms of the ESA in the context of public land 
management, outlines a bioeconomic modeling approach to framing the species recovery 
problem under the ESA, and addresses the question of whether ESA-regulated 
conservation is the best use of federal lands. This approach also serves as a helpful 
conceptual tool for highlighting areas where legislative instruments like the ESA can be 
improved. 
  In addition to institutional considerations, managers must also assess the spatial 
feasibility of species recovery. Habitat destruction has disconnected species from 
historically wider ranges and reduced many endangered wildlife to isolated 
subpopulations. Thus management agencies must develop strategies dealing with species 
recovery on increasingly patchy landscape. The design and maintenance of dispersal 
corridors forming a network of protected areas has gained widespread support as a 
general means of improving survival prospects for fragmented populations (Yakubu and 
Castillo-Chavez, 2002; Jacobi and Jonsson, 2011). Building connected links between 
viable patches could serve as a means of aiding species movement in avoidance of 
resource scarcity, inbreeding, encroachment threats and short-term climate variability 
(Harris, 1984; Merriam, 1991; Noss, 1993). In spite of this, corridor management has 
come under criticism; Hobbs (1992) claims that corridors may permit dispersal of pests, 
 3 
invasive species, and disease, so increased connectivity cannot have a wholly positive 
effect. Taylor et al., (2006) and Boitani et al., (2007) assert that structural connectedness 
of networked systems does not imply actual functional connectivity, and so the presence 
of dispersal corridors is not as important as the degree to which they facilitate successful 
dispersal between patches. Furthermore, prospective corridor management plans are 
encouraged to encompass whole ecosystems, preserving biological populations and 
processes. However such plans are normally geared towards a focal species, most often a 
large carnivore (Landres et al., 1988; Noss et al., 1996; Lambeck, 1997; Bolck et al., 
2004; Carroll, 2006). The rest of my dissertation deals with assessing the effects of 
habitat connectivity and structure on the ecological interactions and processes influencing 
species persistence.  
Chapter 3 looks at the role of connectivity and density-dependent dispersal in 
determining persistence of a predator and prey population on fragmented land. 
Metapopulation models provide a theoretical foundation for problems dealing with the 
management of spatially structured populations and allow for various functional 
representations of local dynamics and inter-patch dispersal (Levin, 1974; Hanski and 
Gilpin, 1997; Amarasekare and Nisbet, 2001; Berezovskaya et al., 2009; Jacobi and 
Jonsson, 2011). Incorporating multi-species interaction, such as predator-prey dynamics, 
into models of spatial management may effectively change the conservation criteria 
(Yodzis, 2001; Boitani et al., 2007). I develop a two-patch, predator-prey model to assess 
how varying degrees of connectivity between patches, given different species dispersal 
mechanisms, affects metapopulation persistence. Knowledge of any connectivity 
tradeoffs is essential for assessing the value of dispersal corridors. 
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Building on results from the two-patch model, I investigate the role that 
connectivity plays in a number of relevant ecological processes influencing species 
persistence and develop a useful hierarchical measurement scheme for characterizing 
large-scale, patchy landscapes. Metapopulations exist on what may be viewed as a 
networked landscape, with nodes representing habitat patches and weighted links 
representing corridors that facilitate dispersal to some degree. And so, analysis of 
structured population dynamics may benefit from adopting a graph-theoretic/network 
approach (Bode et al., 2008; Estrada and Bodin, 2008; Bodin and Saura, 2010). Chapter 
4 details a new method for characterizing habitat network structure based on established 
network metrics and the statistical method of moments. I use data on black-footed ferrets 
(Mustela nigripes) and prairie dogs (Cynomys spp.) to parameterize the system and 
further motivate real-world application. The proposed method of measurement is general 
and can be applied to the study of numerous processes taking place on social and 
biological networks. In the context of conservation, results from this study highlight 
structural tradeoffs when selecting suitable sites for species reintroduction, thus providing 
better insight into habitat network design, construction, and management (Council of 
Europe, 2000; Carr et al., 2003; Van Teeffelen et al., 2006). 
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Chapter 2 
A BIOECONOMIC PERSPECTIVE ON THE ENDANGERED SPECIES ACT 
2.1.  Introduction 
Habitat destruction threatens species existence and is accelerating because of 
population growth, urban sprawl, agricultural development and other profitable land 
conversions on public and private lands (Barbier and Schulz, 1997; Polasky et al., 2004; 
Brock et al., 2009). In an effort to reverse this trend, the United States Congress passed 
the Endangered Species Act (ESA) in 1973. The act establishes a set of rules for planning 
government intervention to protect dwindling fish, wildlife, and plant populations and 
creates a platform for recovery and conservation. Despite current application, there have 
been calls to restructure the ESA from opponents arguing that the extensive regulatory 
measures borne of the act come into direct conflict with other public and private land-use 
ventures (Merrifield, 1996; Innes et al., 1998; Shogren et al., 1999; Langpap, 2006). 
Substantial effort has gone into understanding the conflicts between private property 
rights and endangered species policy (Innes et al., 1998; Langpap, 2006; Lewis et al., 
2011; Sorice et al., 2011). We focus on the interplay between ESA regulation and public 
land management1 and specifically address the question, are there conditions that make 
ESA-imposed regulations socially optimal on federally managed lands? 
The ESA mandates federal participation in conservation by imposing land-use 
restrictions on federal land managing agencies. Under the ESA, wildlife management 
officials have two primary tools to support population recovery on existing public lands, 
                                                
1 This focus is motivated by interest in plans for the restoration of the endangered Sonoran pronghorn 
(Antilocapra americana sonoriensis) population on public lands in Arizona (Hosack, 2002; FWS, 2002).  
Nevertheless, the insights from our research are applicable to other endangered species on public lands (i.e. 
Desert tortoise, Utah Prairie dog, etc.). 
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(1) restricting ‘take’, which includes any harvest or incidental killing that may take place 
as part of otherwise lawful activities (e.g. bomb training on military lands), and (2) 
improving the quality of existing habitat for local endangered populations.2 Both of these 
management modifications are common on government land (e.g., on military 
installations and US Fish and Wildlife reserves) in the west where public lands make up 
approximately half of the landscape and are already under the administration of federal 
agencies such as the Bureau of Land Management (BLM), the U. S. National Park 
Service (NPS), and the Department of Defense (DoD) (Skillen, 2009). In many cases, 
agencies must curtail other socially beneficial activities (e.g. grazing, renewable energy 
development, mining) in order to meet conservation goals. Moreover, the ESA is explicit 
about how to navigate tradeoffs when listing a species as threatened or endangered – only 
evaluation of biological risks faced are considered to the exclusion of all other factors 
(Coggins et al., 1993). But the act is unclear about what information can or should be 
used when determining delisting criteria and long-term management for recovered 
populations; this ultimately delays the recovery process. Ambiguous recovery criteria 
slow reallocation of scarce resources to other beneficial land-use activities, including 
other population recovery efforts. Thus a secondary objective of this study is to suggest 
areas in which the ESA can be improved to support efficient allocation of resources 
within recovery plans. 
Reconciliation of biological recovery goals amidst budget constraints and alternate 
land-use benefits can be supplemented by economic analysis (Shogren et al., 1999). 
                                                
2 Take is often broadly defined as direct killing or harming wildlife as well as destroying habitat (DOI et 
al., 1996). In our modeling efforts we use take more narrowly focusing on activities that may kill or harm 
wildlife. 
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Economic tradeoffs are inherent in species recovery under the ESA, but the act does not 
discuss how agencies should structure a recovery plan in light of such factors. Brown and 
Shogren (1998) state that the role of economists under the ESA is to find the least-cost 
approach to achieving some biologically determined recovery criteria. Economic analysis 
can also be helpful in establishing post-delisting management strategies since, over the 
long-run, conservation effort will need to coexist with conflicting land-use activities.  
Most work in economics pertaining to endangered species policy and public land 
management has focused on evaluations of the U.S. Fish and Wildlife Service (FWS) 
budget allocation (Langpap and Kerkvliet, 2010). We take a mathematical bioeconomic 
approach to conceptualizing the management issue on public lands and discussing the 
implications of the ESA. We develop a deterministic optimal management model that 
couples the biological growth dynamics of a managed population with the economic 
incentive properties of conservation. The baseline assumption behind the derivation of 
the biological model is that without management intervention and regulation over the 
current horizon, species growth is unsustainable; this is most likely the case for many 
endangered populations given the quality of habitat available (Bean and Wilcove, 1996; 
Bean, 1998). The economic component places value on growth and take of the 
population, thus the corresponding trajectory of population growth is dependent on the 
relative value for species existence. We use the model to identify and discuss scenarios 
where management strategies reflecting ESA regulation (e.g. no take, habitat 
enhancement) emerge as optimal decisions. The model also illustrates the linkage 
between post-recovery benefits and the development of rational recovery and delisting 
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criteria, thus facilitating discussion on construction of feasible post-delisting conservation 
strategies.   
2.2.  Material and methods 
2.2.1.  A model for habitat quality and population growth 
Consider the motivating example of the endangered Sonoran pronghorn 
(Antilocapra americana sonoriensis), hereafter referred to as pronghorn. Livestock 
grazing in the southwestern US led to significant degradation of pronghorn habitat 
(Sheridan, 2000). Coupled with hunting and fencing, human interactions led to further 
pronghorn declines (FWS, 2002). A large part of the current range of pronghorn is used 
for ordinance training by the US military, which may also place individual pronghorns at 
risk. Furthermore, changing climate has brought on frequent, harsher droughts in the 
Sonoran desert (Hosack, 2002). The supplement and amendment to the 1998 final revised 
pronghorn recovery plan (FWS, 2002) states that improved habitat quality (e.g., 
establishment and assessment of forage enhancement plots, evaluation of pronghorn use 
and dependence on temporary and permanent water sources, reducing predation in 
specific areas of pronghorn habitat) is necessary for pronghorn recovery. Such measures 
imply that survival of the pronghorn depends on continued monitoring and maintenance 
through the foreseeable future.  
To develop a stylized model of an endangered species with characteristics similar 
to the pronghorn, let 𝑥(𝑡) denote the size of the population. Growth dynamics for the 
population are governed by 
   𝑥 =   𝐺 ℎ 𝑡 , 𝑥 𝑡 − 𝑦!(𝑡)                                                                   (2.1) 
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Eq. (2.1) is a population growth model that captures the qualitative effects of habitat 
quality on population growth as well as the biological impact of non-conservation 
activities. ℎ(𝑡) denotes the quality of habitat available to population 𝑥(𝑡) at time 𝑡. 𝑦!(𝑡) 
is the removal rate of the target population (hereafter referred to as ‘take’) due to other 
legal activities that result in the reduction of the population. Specifically, 𝑦!(𝑡) is 
conceptualized as removing animals from the population or causing physical harm 
separate from habitat destruction, which is modeled separately (see Eq. (2.3)). Take may 
be the result of targeted pressures on the population (e.g. harvesting, translocation) or the 
incidental byproduct of other valuable uses of habitat (e.g. ordnance delivery and live 
rounds from training flights on military lands). 
Owing to the discrete, probabilistic nature of birth and death events at the 
individual level, many populations at low abundance are vulnerable to extinction; this is 
known as demographic stochasticity (Gotelli, 2008).3 To approximate this phenomenon 
in a deterministic setting, we use a critical depensatory growth function that includes a 
minimum viable population (MVP). Below the MVP, extinction is certain without 
intervention (see Fig. 2.1A). Population dynamics are represented by,  
            𝐺 ℎ 𝑡 , 𝑥 𝑡 =   𝑟𝑥 !!(!) − 1 1− !!(!)                                                        (2.2) 𝑟 denotes a positive growth constant that affects the shape of the growth curve. 𝑛(ℎ) 
(where 𝜕𝑛 𝜕ℎ > 0 and 𝜕!𝑛 (𝜕ℎ)!   ≤ 0) is a conversion function that relates the quality 
of habitat at time 𝑡 to a measure of carrying capacity for the endangered population. The 
growth rate, 𝐺, is negative when species fall below the MVP, which is denoted 𝑚(ℎ) (i.e.  
                                                
3 Results of a population viability analysis on pronghorn suggest that the population has a significant 
increase in the likelihood of extinction at small population sizes of about 100 individuals (FWS, 2002; 
Hosack, 2002). 
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FIG. 2.1. Critical depensatory growth of target species expressed as a dynamic function 
of habitat quality (ℎ). (A) Illustrates growth of the target species when habitat quality is 
maintained above a critical threshold (i.e. ℎ > ℎ!"#$). The growth curve is negative when 
species fall below the minimum viable population (𝑚(ℎ)), and positive (but bounded) 
when species exceed the minimum viable population but remain under the carrying 
capacity (i.e. 𝐺 < 0 when 𝑥 < 𝑚(ℎ), 𝐺 > 0 when 𝑚 ℎ < 𝑥 < 𝑛(ℎ)), and attains a 
maximum at 𝑥!"#. (B) Illustrates ‘growth’ of the target species when habitat quality falls 
below a critical threshold (i.e. ℎ < ℎ!"#$). The target population is unable to persist due to 
lack of resources. 
 
 
 𝐺 < 0 when 𝑥 < 𝑚(ℎ)). 𝐺 is positive and bounded when the population is between the 
MVP and the carrying capacity, which is denoted 𝑛(ℎ), (i.e. 𝐺 > 0 and 𝜕𝐺 𝜕𝑥 ≶ 0 when 𝑚 ℎ < 𝑥 < 𝑛(ℎ)). Finally, 𝐺 attains maximum growth at the population marker 𝑥!"#. 
We assume that active habitat enhancement reduces the MVP (i.e. 𝜕𝑚 𝜕ℎ < 0, 𝜕!𝑚 𝜕ℎ! > 0) by stabilizing the environment and reducing environmental shocks, and 
increases the carrying capacity (𝜕𝑛 𝜕ℎ > 0, 𝜕!𝑛 𝜕ℎ! < 0).  Lastly, we assume there 
exists a habitat quality threshold ℎ!"#$ such that for ℎ < ℎ!"#$ the target population is 
unable to survive in the wild and dies out (Fig. 2.1B). The explicit functional forms of 𝑚(ℎ) and 𝑛(ℎ) used in numerical analysis are given in Table 2.1. 
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Assume the temporal dynamics of habitat quality can be expressed as, 
   ℎ =   𝑦!(𝑡)− 𝐾 ℎ 𝑡 =   𝑦! − 𝛾(ℎ)ℎ                                                              (2.3) 
Eq. (2.3) is a linear investment model and first-order approximation to any process of 
improving habitat quality. 𝑦! denotes managerial investments in habitat enhancement. 𝑦!, measured in units of ℎ per time, has a positive and monotonic effect on habitat quality 
(𝜕ℎ 𝜕𝑦! > 0). Exogenous development pressures (e.g., water demand), increased human 
use of wild areas, and climate change create a scenario where constant intervention must 
be undertaken to combat habitat degradation, which is modeled according to 𝛾(ℎ). The 
magnitude of 𝛾 diminishes with further reduction in habitat quality (i.e. 𝜕𝛾 𝜕ℎ < 0 as ℎ → 0! and 𝛾 0 = 0); this is because the consequences of reduced habitat quality for 
species growth become less severe as habitat becomes increasingly degraded. 
Fig. 2.2 illustrates the phase dynamics of the unregulated ecological system, 
where there is no investment in habitat quality 𝑦! =   0  and no restriction on take 𝑦! =   𝑦!!"#  - hereafter referred to as the no-regulation scenario. The long-run outcome 
of this scenario is eventual collapse of the population due to the compounded effect of 
constant habitat degradation and unregulated take. Existence of the ESA suggests there is 
some public desire to prevent the extinction of rare species and this may be achieved with 
sufficient habitat enhancement conditional on some level of allowable take. In the next 
subsection, we explore the conditions under which a social planner may choose to operate 
in a conservation-oriented manner (e.g. reducing take and enhancing habitat to some 
degree). 
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FIG. 2.2. Phase dynamics for the no-regulation scenario with no investment in habitat 
quality (𝑦! = 0) and no regulation on take (𝑦! = 𝑦!!"#). The dashed ‘c-curve’ is a 2-D 
representation of the depensation curve from Fig. 2.1 with varying levels of habitat 
quality. Initial populations within the depensation curve (i.e. 𝑚 ℎ < 𝑥(0) < 𝑛(ℎ)) 
experience positive growth, but continued degradation of habitat leads to eventual 
population decline. Extinction is the long-run outcome from all initial conditions in the 
absence of habitat enhancement.   
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social planner may complete the conservation market, which is isometric to maximizing 
the discounted social net benefits from the full suite of land-use activities. Initiating 
management at some arbitrary time, 𝑡!, the bioeconomic problem of completing the 
conservation market is   
            Max!!,!! 𝑒!!" 𝐵! 𝑥 +   𝐵! 𝑦! −   𝐶 𝑦!!!!   𝑑𝑡    
                                          s.t.     𝑥  , ℎ, 𝑥 𝑡! = 𝑥!  , ℎ 𝑡! = ℎ!                                       (2.4)                               
where 𝛿 is the discount rate. The social planner is free to choose the investment and 
removal rate, 𝑦!(𝑡) and 𝑦!(𝑡) respectively, to maximize social welfare over an infinite 
horizon (sensu Horan et al., 2011). 𝐶(𝑦!) is the time varying cost of habitat 
enhancement. 𝐵!(𝑦!) represents social benefits from non-conservation activities that 
adversely affect the target population. 𝐵!(𝑥) measures the stream of social benefits from 
species conservation, e.g., existence value.  
 
2.2.3.  Solving the social planner problem 
Assuming states and controls are bounded, problem (2.4) can be solved for the 
optimal rate of investment in habitat enhancement (𝑦!) and take of species (𝑦!). 
Exploring the parameter space in (2.4) is helpful for identifying conditions that lead to a 
no-take corner solution (when 𝑦! optimally equals 0). If such a corner solution emerges 
endogenously, then such a result is interpretable as ESA regulation being socially 
optimal. In order to ease derivation and interpretation of necessary conditions 
characteristic of solutions to problem (2.4) we now specify the economic functional 
forms as,  
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𝐵! 𝑥 𝑡 = 𝑝!𝑥(𝑡),      𝐵! 𝑦! 𝑡 = 𝑝!𝑦!(𝑡),     𝐶 𝑦! 𝑡 = 𝑐𝑦!(𝑡), 
where 𝑝!, 𝑝!, and 𝑐 are all constants. All other functional forms used in this study are 
provided in Table 2.1.   
To solve the dynamic optimization problem given by (2.4), write the current value 
Hamiltonian (CVH) as 
  𝐻 = 𝑝!𝑥 + 𝑝!𝑦! − 𝑐𝑦! + 𝜇! 𝑡 𝑥 + 𝜇! 𝑡 ℎ                                                     (2.7) 
The CVH is a measure of welfare (Weitzman, 1976; Dasgupta and Maler, 2000; Brock 
and Xepapadeas, 2003). The CVH is not always concave in all state variables due to the 
critical depensatory growth model (see Fig. 2.1). However, existence of optimal controls 
and use of Pontryagin’s Maximum Principle is made feasible by the boundedness of 𝑥 
and ℎ (Fleming and Rishel, 1975; Fister et al., 1998). The first three terms on the RHS of 
the CVH (𝑝!𝑥, 𝑝!𝑦! and 𝑐𝑦!) are measured in monetary units and represent the value of 
take, species existence, and the cost of enhancing habitat respectively. 𝜇! 𝑡  is in units of 
dollars per population growth and is interpreted as the marginal benefit or shadow value 
of conserving an additional unit of the population. 𝜇! 𝑡  is in units of dollars per habitat 
restored and represents the marginal benefit or shadow value of enhancing one more 
additional unit of habitat. The CVH is linear in both controls (𝑦!, 𝑦!). Therefore, the 
optimal solution is either a bang-bang or a mixture of bang-bang and singular controls, 
depending on initial conditions (Conrad and Clark, 1987). 
Marginal change in CVH (2.7) with respect to changes in the control variables can 
be written respectively as, 
 !"!!! =   𝜎! =   −𝑐 +   𝜇!                                                                                       (2.8) 
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            !"!!! =   𝜎! = 𝑝! −   𝜇!                                                                   (2.9) 
where 𝜎! and 𝜎! represent the switching functions for habitat enhancement and take 
respectively. When the switching functions in Eq. (2.8) and (2.9) vanish, this implies that 
the singular value of both shadow value terms are constants. For habitat enhancement the 
optimal feedback control rule is  
 𝑦! 𝑥, ℎ =        0                                      𝑖𝑓𝑓            𝜎! < 0𝑦!∗ 𝑥, ℎ               𝑖𝑓𝑓            𝜎! = 0𝑦!!"#                              𝑖𝑓𝑓            𝜎! > 0                                                       (2.10) 
Similarly, the feedback rule for take is  
 𝑦! 𝑥, ℎ =    0                                        𝑖𝑓𝑓            𝜎!   < 0𝑦!∗ 𝑥, ℎ               𝑖𝑓𝑓          𝜎!   = 0𝑦!!"#                              𝑖𝑓𝑓          𝜎! > 0                                                          (2.11) 𝜎! < 0 signifies that the marginal value of enhancing habitat is negative, suggesting that 
it is optimal to cease improvements to habitat quality – thus, 𝑦! is optimally set to zero. 
Likewise, if 𝜎! < 0 then no take should occur (𝑦! = 0) because the marginal benefit of 
one more unit of take is negative. If 𝜎! > 0 (𝜎! > 0), then there is more value in 
enhancing habitat (increasing take), so 𝑦! (𝑦!) should be set at the maximum. When one 
switching function vanishes but the other does not, this results in a partial singular 
solution. When both switching functions optimally vanish the resulting control rule is 
called double singular (Bryson and Ho, 1975).  
 Necessary conditions for characterizing optimal solutions to problem (2.4) 
include, 
 𝜇! =   𝛿𝜇! −   !"!! =   𝛿𝜇! −   𝜇! !"!! − 𝜇! !"!!                                  (2.12) 
and, 
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 𝜇! =   𝛿𝜇! −   !"!" =   𝛿𝜇! − 𝑝! +   𝜇! !"!"         (2.13) 
Eqs. (2.12) and (2.13) are arbitrage equations and guarantee that habitat improvement and 
population abundance grow at the optimal rate over time. The arbitrage equations can be 
rewritten as golden rules relating the discount rate (𝛿), which is the opportunity cost 
associated with forgoing investments in other sectors of the economy, to the rate of return 
from conservation: 
𝛿 =    !!!! +   !!!"!!  !  !!!"!!!!                               (2.14) 𝛿 = !!!! + !"!" + !!!!             (2.15) 
Eqs. (2.14) and (2.15) collectively state that the optimal levels of 𝑥 and ℎ must equate the 
marginal opportunity cost of conservation (of investing in 𝑥 and ℎ) to the return rate at 
each point in time (Clark, 2005). Eq. (2.14) shows the tradeoffs associated with investing 
in habitat quality. In this case, 𝛿 reflects the marginal opportunity cost of habitat 
enhancement. The RHS of Eq. (2.14) represents the marginal productivity of habitat 
enhancement. The first RHS term represents the percent change in the shadow value of 
habitat quality, and is a capital gains or loss term. The second RHS term is the 
normalized net gain from a marginal increase in habitat quality, which can be further 
separated into the marginal effects of changes in habitat on each of the state variables. 
The first term in the numerator of the second RHS term is the marginal value of 
population growth from habitat enhancement and the second term reflects a marginal cost 
because the rate of habitat degradation, 𝛾(ℎ), is greater for higher levels of habitat quality 
(effectively, there is more to lose). 
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 Eq. (2.15) is the golden rule equation pertaining to population growth, where 𝛿 is 
interpreted as the marginal opportunity cost of conserving one more individual. The first 
RHS term represents the percent change in the shadow value of population growth, and 
represents capital gains. The second RHS term is the marginal productivity of the 
population and could be positive or negative depending on the magnitude of 𝑥. Concave 
regions of the critical depensation function, where 𝑥 ∈ (𝑚 ℎ ,𝑛(ℎ)), imply decreasing 
returns to population growth. So a sufficiently large level of marginal productivity (i.e. 𝑚 ℎ < 𝑥 < 𝑥!"#), relative to the discount rate, may signify greater value in increasing 
population size, while a sufficiently low level (i.e. 𝑥!"# < 𝑥 <   𝑛 ℎ ) signals 
disinvestment in conserving individuals.  
Bang-bang control combinations like {0,0} and 𝑦!!"# , 0  and the partial singular 
control 𝑦!∗ , 0  are strategies corresponding to the ESA’s prohibition on take, we hereafter 
refer to such control combinations as no-take strategies. We are particularly interested in 
identifying conditions where it is optimal to employ no-take strategies. Initial conditions 
play a major role in characterizing optimal solutions, so it is helpful to map out regions in 
x-h space where no-take ESA regulation is the optimal strategy. It is also helpful to 
highlight regions where ESA regulation is not optimal. Both scenarios can be addressed 
by exploring the double singular scenario. 
Solutions to autonomous, infinite-horizon, linear-control problems generally 
include the use of bang-bang controls along the path to a long-run steady state solution, at 
which point the extreme control value (lower or upper bound) switches to the singular 
value (Conrad and Clark, 1987). Eqs. (2.10) and (2.11) suggest that paths to an optimal 
steady state solution may also involve one (or more) of the four partial singular solutions, 
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where one control switches to a singular arc or value while the other remains at a corner. 
So different combinations of finite-time optimal bang-bang and partial singular solutions 
are employed along the path to a double singular, steady state solution (Sanchirico et al., 
2010). Thus exploring the double singular scenario coincides with the overall goal of 
identifying optimal ESA regions since no-take strategies may be finite-time optimal 
along the path to a double singular solution.  
 In what is to follow, we derive the general feedback rules for partial singular 
solutions as a preliminary step to analyzing no-take strategies such as 𝑦!∗ , 0  and 
characterizing finite-time optimal paths to the double singular solution. The general form 
of the double singular solution is then calculated. Lastly, we consider a numerical 
example in order to illustrate optimal paths to the long-run equilibrium from different 
areas of the state space, with emphasis on regions suggestive of ESA regulation. 
2.2.3.1.  Deriving partial singular solutions 
Consider the singular solution for habitat quality, conditional on a nonsingular 
level of take (i.e. upper or lower bound). In this case 𝜎! vanishes, which implies,  
 𝜇! =   𝑐           →           𝜇! = 0                                (2.16) 
Substituting the results of Eq. (2.16) into Eq. (2.12) and solving for 𝜇! yields, 
 𝜇! =    ! !  !  !" !!!" !!           (2.17) 
By using Eqs. (2.1), (2.3), and (2.17), and the derivative identity 𝜇! =    𝜕𝜇! 𝜕𝑥 𝑥 +   𝜕𝜇! 𝜕ℎ ℎ, we can rewrite Eq. (2.13) as, 
 !!!!" 𝐺 − 𝑦! +   !!!!! 𝑦! − 𝐾 =    !" !  !  !" !!!" !!   −    𝑝! + ! !  !  !" !!!" !! !"!"  
Solving the above equation for 𝑦! yields, 
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 𝑦! =    !" !  !  !" !!!" !!   !   !!!! !  !  !" !!!" !! !"!"   !  !!!!" !!!!!!! !! + 𝐾                                       (2.18) 
Eq. (2.18) represents a nonlinear feedback control rule that is the partial singular solution 
for habitat enhancement conditional on a nonsingular level of take.   
We now consider the singular solution for take. When 𝜎! vanishes  
 𝜇! =   𝑝!           →           𝜇! = 0                       (2.19) 
Substituting the results of Eq. (2.19) into Eq. (2.13) and solving for 𝜕𝐺 𝜕𝑥 yields, 
 !"!" =   𝛿  −   𝑝! 𝑝!           →           𝛿 = !"!" + !!!!       (2.20) 
Eq. (2.20) is a special case of the golden rule equation given in Eq. (2.15). The modified 
golden rule suggests that a necessary condition for characterizing a singular solution for 
take is that the discount rate must equal the marginal growth of the target population plus 
the ratio of conservation to non-conservation related benefits. Moreover, so long as 𝑝!, 𝑝! > 0, the marginal growth rate of the population must be less than the discount rate, 
generally indicating a slower growing population. 
The sign on the RHS of Eq. (2.20) is indicative of population magnitude in the 
long run. For any given value of ℎ, Eq. (2.20) can only hold for a single unique value of 𝑥.4 So for a higher discount rate or greater value of take, fewer individuals are conserved 
and the population converges to a steady state solution between the MVP and 𝑥!"#. For a 
greater value of existence, a larger population is conserved with the optimal level 
occurring between 𝑥!"# and the carrying capacity, 𝑛(ℎ).   
 
                                                
4 If we drop the assumption of a growing population, it is possible that a second value of 𝑥 can satisfy Eq. 
(2.20) for population smaller than the MVP. But in order for the population to remain persistent, the steady 
state population must be greater than the MVP (Fig. 2.1).   
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Eq. (2.20) implies that the marginal growth rate of the population must be 
constant so calculating the total time derivative of this term yields, 
 !!" !"!" =    !!!!!! 𝑥 +    !!!!"!! ℎ =    !!!!!! 𝐺 − 𝑦! +    !!!!"!! 𝑦! − 𝐾 = 0                  (2.21) 
Solving for 𝑦!, 
 𝑦! =    !!!!"!! !!!!!!! !!! + 𝐺               (2.22) 
Eq. (2.22) gives the partial singular solution for take conditional on a nonsingular level of 
habitat enhancement. 
2.2.3.2.  Deriving the double singular solution 
In order for a double singular solution to exist, both switching functions must 
vanish simultaneously. Suppose habitat enhancement (𝑦!) is on a singular path and the 
adjoint condition for habitat quality is also satisfied (i.e. 𝜇! = 𝑐, 𝜇! = 0), then Eq. (2.12) 
can be rewritten in terms of 𝜇!, which is given by Eq. (2.17). Now suppose the switching 
function for the target population also vanishes, so 𝜇! = 𝑝!; substituting this equation 
into Eq. (2.17) yields, 
 𝑝! =    ! !  !  !"!!!" !! → 𝜎!|!!!! = 0            (2.23) 
 
Eq. (2.23) represents the switching function for take conditional on a singular solution for 
habitat enhancement.   
The switching function for habitat enhancement conditional on a singular solution 
for take is similarly derived. Suppose take, 𝑦!, is on a singular path and the adjoint for 
species holds (i.e. 𝜇! = 𝑝! , 𝜇! = 0), then Eq. (2.13) can be rewritten in terms of 𝛿 (see 
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Eq. (2.20)). Let the switching function for habitat also vanish and the corresponding 
adjoint is also satisfied, so 𝜇! = 𝑐 (𝜇! = 0); substituting this equation into Eq. (2.12) and 
solving for the discount rate yields, 
 𝛿 =    !!! !"!! −   !"!!                                   (2.24) 
Eq. (2.24) yields another version of the golden rule result with respect to the optimal 
level of habitat quality. The RHS of Eq. (2.24) is a rescaling of the marginal benefit of 
take driven by an increase in habitat quality (the first RHS term) net the marginal cost of 
habitat enhancement (the second RHS term). Thus, a necessary condition for the 
existence of double singular solutions is that the marginal net benefit of allocating funds 
to increase habitat quality must equal the return rate from other uses of capital. 
Substituting Eq. (2.24) back into Eq. (2.20) yields, 
 !"!" +   !!!! =    !!! !"!! −   !"!! → 𝜎! !!!! = 0                                           (2.25) 
Eq. (2.25) represents the switching function for habitat enhancement conditional on a 
singular solution for take. While this is not the case for 𝜎! !!!! = 0, the derivation of 𝜎! !!!! = 0 is dependent on both adjoint conditions. Combining Eqs. (2.23) and (2.25) 
yields a well-defined system of two equations and two unknowns with, at most, a finite 
number of solutions. Solving the coupled system yields the double singular solution. 
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2.3.  Results and discussion 
2.3.1.  Numeric example 
Constructing illustrative examples of solutions to problem (2.4) using bang-bang 
controls and the singular feedback rules is a numerical exercise (Arrow, 1968). We bound 
the space of possible outcomes by considering a particular set of parameter combinations 
that highlight the existence of an interior, double singular steady state solution (Table 
2.2). Economic parameters in this general study should be regarded as a relative value of 
certain activities to others and not a specific estimate of monetary values or costs 
associated with conservation/non-conservation activities. Parameters indicative of 
population growth (e.g. growth rate and maximum carrying capacity) are calculated 
based on a population viability analysis for pronghorn (Hosack, 2002).  
 
Table 2.2.  Parameter values for numerical example. 
Parameter                         Description                                                 Numerical value 𝑟                     Species growth constant                                                                  0.025 𝐴                    Minimum carrying capacity                                                             125 𝛼!                  Maximum reduction rate in MVPb                                                  125 𝜉!                  Determines when MVP reduction rate half-maximal                       25 𝛼!                  Maximum growth rate in carrying capacity                                      125 𝜉!                  Determines when carrying capacity growth rate half-maximal         25 𝛼!                   Maximum degradation rate of habitat quality                                 0.01 𝜉!                    Determines when degradation rate half-maximal                             25 𝛼!                   Growth constant affecting habitat quality                                         25 𝜉!                    Growth constant affecting habitat quality                                        2.5 𝐶                     Marginal cost of habitat enhancement                                               6 𝑝!                    Marginal existence value                                                                  20 𝑝!                    Marginal value of take                                                                      10 𝛿                      Discount rate                                                                                   0.05 
bMVP - Minimum viable population 
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FIG. 2.3. Switching curves for habitat enhancement 𝜎! !!!! = 0  and take 𝜎! !!!! =0 . The intersection of both curves, at DSS, gives rise to a double singular solution. 
 
 
 
For the given parameter values, the switching curves given in Eqs. (2.23) and 
(2.25) intersect at a single point, denoted DSS (Fig. 2.3). DSS satisfies the above 
necessary conditions as well as Kelley’s condition, a second-order necessary condition 
for the optimality of singular arcs (Bryson and Ho, 1975). So the equilibrium DSS is a 
candidate long run solution to the complete market problem. This shows that there are 
regions of the state space where an ESA-style strategy does not complete the market. 
Nevertheless, a no-take, ESA-style strategy may be optimal along a path to DSS, 
therefore we must determine the optimal approach paths to DSS from all arbitrary points 
on the state space.   
DSS
sx sh = 0 = 0
sx sh = 0 = 0
sh sx = 0 = 0
0 500 1000 1500 2000 2500 3000
0
50
100
150
200
250
300
Habitat quality HhL
Po
pu
lat
ion
HxL
 25 
2.3.1.1.  Bang-bang controls 
Bang-bang control combinations are only optimal as initial strategies along the 
path to DSS. Bang-bang controls include no-take strategies ( 0,0  and 𝑦!!"# , 0 ), the no-
regulation scenario ( 0,0 ) discussed in Section 2.2.1, and 𝑦!!"# ,𝑦!!"# . 0,0   and  𝑦!!"# , 0  can be interpreted as the extremes of ESA regulation with the former 
representing a scenario where take alone is fully restricted and the latter a situation where 
agencies must fully invest in habitat enhancement in addition to halting all take. 𝑦!!"# ,𝑦!!"#  reflects another extreme where agencies conduct conservation and non-
conservation activities simultaneously at the maximum possible level; this management 
scenario may be the case for large, valuable unlisted or recovered populations on multi-
use federal lands. 
2.3.1.2.  Partial singular solution for habitat enhancement, maximum take - 𝑦!∗ ,𝑦!!"#  
The partial singular solution for habitat enhancement conditional on the maximum level 
of take, Eq. (2.18), is substituted back into the equations of motion in Eqs. (2.1) and (2.3). 
This case yields one saddle steady state solution, denoted PSS1 (‘PSS’ denotes partial 
singular solution). The singular path leading to PSS1, denoted 𝜎! !!!"! = 0, intersects the 
switching curve 𝜎! !!!! = 0 thus giving rise to a double singular solution, denoted DSS1 
(Fig. 2.4A). DSS1 cannot be optimal and is discarded because, as discussed above, the 
adjoint for species is not satisfied along 𝜎! !!!! = 0. We are able to locate a feasible 
singular path, denoted PSP1, in this scenario leading to the point DSS (‘PSP’ stands for 
partial singular path). Along this path, management sets take at the maximum level and 
switches to the singular value for take once DSS is reached (Fig. 2.4B). 
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FIG. 2.4. (A) The partial singular solution for 𝑦! conditional on 𝑦!!"# with a 
superimposed sketch of the switching curves characterizing the double singular solution 
DSS. PSS1 and DSS1 are ruled out as long-run optimality candidates (B) Phase dynamics 
for the current scenario and an illustration of the partial singular path (PSP1) leading to 
DSS. ‘PSP’ stands for partial singular path. 
  
 
 
2.3.1.3. No habitat enhancement, partial singular solution for take - 0,𝑦!∗  
This case represents a scenario where the manager allows a restricted level of take but 
does not invest in habitat enhancement. Similar to the no-regulation scenario, this case 
yields no interior solutions, as the population cannot survive in the long run without 
upkeep of its habitat. However, a feasible singular path leading to the point DSS does 
exist and is denoted PSP2 (Fig. 2.5). Along this path, management does not invest in 
habitat enhancement but switches to its singular value once DSS is reached. 
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FIG. 2.5.  Phase dynamics for the scenario with no habitat enhancement and a partial 
singular solution for take - 0,𝑦!∗ . PSP2 is the partial singular path leading to DSS. 
 
 
 
 
FIG. 2.6. Phase plane dynamics for scenario involving the partial singular solution for 
take and maximum habitat enhancement 𝑦!!"# ,𝑦!∗ . (A) PSS3 is not an optimal long run 
candidate because management is better off moving to PSP2. (B) PSP3 is the partial 
singular path leading DSS. 
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2.3.1.4.  Maximum habitat enhancement, partial singular solution for take - 𝑦!!"# ,𝑦!∗  
The partial singular solution with maximum habitat enhancement and regulated 
take represents the idea of habitat conservation plans (HCPs) under the ESA. HCPs are a 
joint partnership between federal and non-federal entities to conserve land critical to the 
survival and growth of a listed species. Proposed HCPs are submitted as part of the 
application process for an incidental take permit (ITP) by private, local and state-run 
public agencies when their activities may ”harm” listed individuals or their habitat. HCPs 
allow agencies some level of incidental take when conducting valued activities, so long 
as the general procedure is ‘minimizing and mitigating’ the level of take (DOI et al., 
1996; Kareiva et al., 1999).  
The mathematical representation of the HCP scenario yields one saddle steady 
state solution, denoted PSS3. The singular path leading to PSS3, denoted 𝜎! !!!"# = 0, 
does not intersect any switching curves, thus leaving PSS3 as the only candidate long-run 
solution in this scenario, other than the DSS (Fig. 2.6A). Right above PSS3 is PSP2, the 
singular arc for 0,𝑦!∗  (see Fig. 2.6A). We assess the optimality of PSS3 by considering 
a shift towards path PSP2 and reevaluating the CVH; an optimal PSS3 should maximize 
the CVH (Rondeau, 2001; Horan et al., 2011). At PSS3, ℎ = 𝐺 ℎ!!!!, 𝑥!""! −   𝑦!∗ = 0 
and 𝑦! = 𝑦!!"#, this yields, 
 𝐻!""! = 𝑝!𝑥!""! + 𝑝!𝐺 ℎ!""!, 𝑥!""! − 𝑐𝑦!!"#                         (2.26) 
Consider the alternate strategy of moving upwards from PSS3 to partial singular path 
PSP2, this requires management to set 𝑦! to zero (𝑦! stays fixed at 𝑦!!"#), which implies 𝜎!   =   𝑝!  – 𝜇!!"# <   0, where 𝜇!!"# is the alternate shadow value of species corresponding 
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to the shift towards path PSP2 (Eq. 2.11). The CVH associated with this alternate 
strategy, evaluated at PSS3, is, 𝐻!"# = 𝑝!𝑥!"# − 𝑐𝑦!!"# + 𝜇!!"#𝐺 ℎ!""!, 𝑥!""!                  (2.27) 
Recall that 𝑥!"# is the new population level attained from halting take and 𝑥!"# > 𝑥!"!! 
(see Fig. 2.6A). Taking the difference of Eqs. (2.26) and (2.27) yields, 
 𝐻!""! − 𝐻!"# = 𝑝! 𝑥!""! − 𝑥!"# + 𝑝! − 𝜇!!"# 𝐺 ℎ!""!, 𝑥!""! < 0 
So PSS3 cannot be considered optimal as a shift in strategies away from the PSS3 
saddle and towards PSP2 increases the value of the CVH. We are able to locate a feasible 
singular path, denoted PSP3 in this scenario leading to the point DSS; along this path, 
management sets habitat enhancement at the maximum level and switches to the singular 
value once DSS is attained (Fig. 2.6B). 
2.3.1.5. Partial singular solution for habitat enhancement, no take - 𝑦!∗ , 0  
When federal agencies manage for endangered species under the ESA it is 
common for the agency to invest in habitat (e.g., water fixtures and food plots in the case 
of pronghorn) and prohibit all take. The partial singular solution associated with this case 
yields one saddle steady state solution, denoted PSS4. Like the previous partial singular 
case, the singular path leading to PSS4, denoted 𝜎! !!!! = 0, does not intersect any 
switching curves, so PSS4 is the only candidate long-run solution in this scenario. 
However, using the same method employed in the previous subsection we eliminate PSS4 
as an optimal long run candidate by considering the alternate strategy of moving directly 
to PSP3. PSS4 cannot be considered optimal, as there is positive value in moving away 
from the saddle and towards PSP3. Furthermore, there is no partial singular path to DSS  
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in this scenario as all values on the proposed singular arc imply negative investments in 
habitat enhancement, which is not feasible given model specifications. 
2.3.1.6.  Optimal feedback control diagram 
The feedback control diagram in Fig. 2.7 illustrates optimal control strategies 
from any initial value in the x-h state space.5 The three partial singular paths partition the 
feedback control diagram into 6 distinct regions where different bang-bang and partial 
singular controls are optimal.6 Depending on the initial condition, the optimal path is 
governed by a possible mixture of bang-bang and partial singular controls leading to the 
point DSS. If a trajectory intersects a partial singular path before reaching DSS, the path 
is followed until DSS is realized.   
There is no region in the state space on the feedback control diagram (Fig. 2.7) 
where it is optimal to fully restrict take without actively investing in habitat 
improvement; the {0,0} no-take strategy is never optimal. Given the assumption about 
the irreversibility of habitat degradation without human intervention, it is straightforward 
that regulating only take cannot be a long-run solution. However, there are regions of the 
state space where implementing the {0,0} no-take strategy may lead trajectories along a 
path to the long-run optimum. For example, in the region to the right of the depensation 
curve and below PSP1 and PSP2 (see Fig. 2.7), employing take regulation as the sole  
                                                
5 Such diagrams should not to be confused with phase plane diagrams, which depict time-varying solution 
trajectories for a fixed control strategy. Feedback control diagrams can be viewed as all possible 
simulations conditional on following the optimal feedback rule at each point in space.  
 
6 We assume impulse controls are feasible (i.e. singular values for the controls, and subsequently the 
bounds as well, can get arbitrarily large) as this simplifies the derivation of the partial singular solution 
leading to the long-run optimal solution. This assumption does not change the qualitative result discussed 
in the subsection, and the use of impulse controls has been previously adopted in other studies involving 
the analysis of infinite-horizon, linear control problems (Sanchirico et al., 2010; Horan et al., 2011). 
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FIG. 2.7. The optimal feedback control diagram for the complete market scenario. The 
depensation curve (dashed) is included to illustrate optimal control strategies relative to 
different initial conditions in the state space. 
 
 
 
control could lead to PSP1, PSP2 or DSS. However, the payoff from such a strategy is 
lower compared to the combination of other bang-bang controls (see Table 2.3); this is 
due to the delay in reaching the long-run optimum and the restriction on take from non-
conservation activities. 
For initial conditions in the region below PSP1 and PSP2 (hereafter referred to as 
the ESA region), ESA regulation (i.e. 𝑦! ,𝑦! = {𝑦!!"# , 0}) is part of the optimal strategy 
along the path to point DSS. Moreover, the area below PSP1 and PSP2 may represent 
regions of potential concern for wildlife populations. The bottom-most portion of the ESA 
region indicates initial conditions of low population abundance, where individuals may 
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be below the minimum viable population size for some levels of habitat quality. The left-
most portion of the ESA region represents initial conditions with relatively low habitat 
quality, where individual survival is low due to resource limitations. Both sets of initial 
conditions are indicative of a population that may be considered threatened or 
endangered.  
 
 
Table 2.3.  Table of net present benefits along optimal and suboptimal paths from 
different initial points. 
Initial point – (𝒉𝟎,𝒙𝟎)               Strategy – {𝒚𝒉,𝒚𝒙}                      Net present benefits 
DSS                                             𝑦!∗ ,𝑦!∗                                                          98,807 
DSS                                             𝑦!∗ ,𝑦!∗ → 0,𝑦!!"#                                     91,404 
(232,32)c                                     𝑦!!"# , 0 → 𝑦!∗ ,𝑦!!"# → 𝑦!∗ ,𝑦!∗              55,930 
(232,32)c                                     0,0 → 𝑦!∗ ,𝑦!!"# → 𝑦!∗ ,𝑦!∗                      37,063 
(500,250)                                    𝑦!!"# ,𝑦!!"# → 𝑦!∗ ,𝑦!!"# → 𝑦!∗ ,𝑦!∗        97,094 
(500,250)                                    0,𝑦!!"# → 𝑦!∗ ,𝑦!!"# → 𝑦!∗ ,𝑦!∗               93,631 
cInitial condition from the ESA region 
 
 
ESA regulation on federal lands is primarily characterized by take restriction and 
investment in activities that help maintain/improve habitat quality for endangered 
populations. However ESA regulation is not the long-run solution to conservation.  
Results suggest it is optimal to switch to a singular arc (PSP1 or PSP2) along the path to 
long-run optimum DSS (Fig. 2.7). Along both these singular arcs management regulation 
is relaxed, some take is optimal and investments in habitat enhancement begin to phase 
out. We further elaborate on what these arcs signify in terms of long-run conservation 
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planning in Section 2.3.4. Next, we focus on the factors affecting recovery paths from the 
ESA region.  
 
2.3.2.  Recovery and conservation under the ESA 
Suppose the social planner problem given in (2.4) is reformulated as a free-time, 
terminal-state problem and written,  Max!!,!!,! 𝑒!!"  (𝐵! 𝑥(𝑡) + 𝐵! 𝑦!(𝑡) −   𝐶 𝑦! 𝑡!! 𝑑𝑡 +   𝑒!!"𝑊 𝑥 𝑇 , ℎ(𝑇)     
   s.t.     ℎ, 𝑥  , 𝑥 0 = 𝑥!"#  , ℎ 0 = ℎ!"#,                    (2.28) 
where initial population, 𝑥(0), and habitat quality, ℎ(0), lie in the ESA region of the state 
space. Problem (2.28) is an interpretation of the management dilemma under ESA 
conditions. 𝑇 denotes the optimal switching time to the long-run management phase and 
can be interpreted as the time it takes the population to recover and leave the ESA region 
(i.e. delisting time). 𝑊 represents the future management benefits from an optimally 
restored population and habitat at time 𝑇 and can be referred to as the salvage value of 
recovery. The main purpose of this reformulation is to highlight the role of the salvage 
value, 𝑊. The salvage value represents the measure of species scarcity seen by society 
after delisting, and is critical in characterizing an optimal recovery path for endangered 
populations (i.e. initial conditions in the ESA region) and determining long-run 
conservation management and benefits. Interpreting the implications of 𝑊 helps 
highlight some areas where the ESA could be improved.     
Choosing 𝑦!, 𝑦! and 𝑇 optimally in problem (2.28) yields the greatest net present 
benefits from management effort. However, solution pathways to population recovery 
cannot be realized without knowledge of the salvage value, 𝑊. Specifically, the marginal 
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salvage value from the recovered stock and habitat is equal to the corresponding shadow 
values evaluated at the terminal time, i.e.,  𝜇!(𝑇) = !"!"       ,  𝜇! 𝑇 = !"!!    , 
this relationship follows from the dynamic envelope theorem (Caputo, 2005). So optimal 
trajectories for ℎ and 𝑥 depend on the exogenously chosen value of 𝑊. Fig. 2.8 is a 
graphical example of the relationship between marginal salvage value, shadow value, and 
the terminal time, 𝑇.  
For the case where future benefits to recovery are negative (𝑊 < 0), conservation 
is unjustified from an economic standpoint (Swanson and Barbier, 1992; Alexander, 
2000). This case suggests that, privately, the species is a nuisance and a liability (Zivin et 
al., 2000; Rondeau, 2001; Horan and Bulte, 2004). The optimal solution would be to 
harvest the population down to extinction, but the ESA bestows a positive shadow value 
turning the species into a public asset. If the population is allowed to recover, then 𝑊 < 0 means these economic conditions revert at the time of delisting and the 
population becomes, once again, undesirable. As one of the goals is to protect against 
extinction, species that fall into this category may be listed indefinitely as delisting leads 
to further exploitation; this may be the fate of many species on the list (NWI, 1994). This 
is particularly true if certain ecological relationships (e.g., predator-prey relationships) 
have vanished from the system because these relationships can qualitatively determine 
the sign of a species shadow value (Fenichel et al., 2010).   
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Fig. 2.8. Relating magnitude of marginal salvage value of the population to shadow value 
of the population and length of recovery time. It is assumed 𝑥 𝑇 , ℎ 𝑇 = (𝑥!"", ℎ!"") 
in Problem (2.28) in order to develop this plot. The negative sloped line is the shadow 
value of the target population along PSP1. All else equal, a long-run management plan 
with greater marginal benefits from species recovery 𝜕𝑊 𝑥 𝑇! , ℎ 𝑇! 𝜕𝑥     >    𝜕𝑊 𝑥 𝑇! , ℎ 𝑇! 𝜕𝑥  results in shorter time to delisting of the target population 
(𝑇! < 𝑇!). This is because of the possibility of conservation and growth even after the 
species is removed from the endangered list. If we associate the salvage value with the 
level of managerial flexibility after a population is delisted, the interpretation remains; 
larger benefits with regards to level of flexibility and resources available for other 
recovery efforts correspond to an earlier delisting time. 
 
 
 𝑊 = 0 implies there is no net benefit to delisting. In this case, 𝜕𝑊 𝜕ℎ =𝜕𝑊 𝜕𝑥 = 0, and so the optimal delisting time, 𝑇, that solves the transversality condition 
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suggests that the long-run management phase promotes conservation only at a minimal 
level (i.e. no depreciation of stock post-delisting).   𝑊 > 0 denotes a positive payoff from recovery and ensures that time to delisting 
takes no longer than the previous case where 𝑊 = 0. Though positive post-recovery 
benefits are integral in promoting conservation in the long run, a strictly positive salvage 
value does not guarantee that recovery costs borne by federal agencies in the first phase 
are compensated with substantial payoff after delisting. Assessing the potential 
magnitude of 𝑊 is important.   
 From a management perspective, the significance of 𝑊 indicates that early 
establishment of a long-run post-recovery plan is critical for developing rational recovery 
and delisting plans (Rondeau, 2001; Mehta et al., 2007; Homans and Horie (2011) show 
this in the context of invasive species control programs). As a practical example, the 
development and approval of a state management plan to guide management post-
recovery enabled the delisting of gray wolf subpopulations in areas of Montana and 
Idaho. Seasonal hunting and trapping with set quotas has been restored in both states and 
culling has resumed to reduce predation pressure on local livestock populations. Harvest 
and control of the wolf population in Montana and Idaho is federally sanctioned so long 
as populations remain robust and above a prescribed level as per the ESA post-delisting 
monitoring requirement (FWS, 2011). These post-delisting regulatory mechanisms create 
the salvage value of wolf recovery. Failure to draft a plan in accordance with federal 
conservation goals, among other reasons, stalled delisting of the gray wolf subpopulation 
in Wyoming until recently (FWS, 2005; FWS, 2011). 
 37 
The ESA states that in order for species to be delisted, several biological factors 
must be reassessed (i.e. population growth, habitat quality, predatory threats, etc.). 
Seldom are all the factors that lead to endangered status mitigated so many endangered 
species will continually require some form of management post-recovery. The ESA hints 
at the importance of post-recovery plans by designating delisting criteria but does not 
elaborate further; this suggests a rather shortsighted objective for species conservation. A 
farsighted planner would use the characteristics of an established post-recovery plan to 
guide management efforts during the recovery process. 
 
2.3.3.  Long-run conservation benefits 
Consider problem (2.28) and suppose 𝑥 𝑇 , ℎ 𝑇 = (𝑥!"", ℎ!""), where (𝑥!"", ℎ!"") represents the terminal state values corresponding to the double singular 
solution. Then the solution to problem (2.28) matches the complete market solution given 
in Fig. 2.7 and recovery paths will involve ESA regulation, PSP1 or PSP2 as a second-
phase strategy, and then converge to the observable long-run solution DSS. Both terminal 
time shadow values and the salvage value are calculated numerically for the given 
parameter set (Table 2.2) and are positive. While numerical values depend on parameter 
configuration, the existence of an interior DSS guarantees the positivity of the shadow 
values and the salvage value.  
In social planner problem (2.4), DSS reflects a positive salvage value for the 
recovered population and habitat quality in perpetuity. Under the complete market 
assumption the long-run conservation benefits are established through DSS. Problem 
(2.4) is valuable as a tool for illustrating the issue of conservation, but this formulation 
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ultimately ignores market failures that lead to the development of legislative mechanisms 
for internalizing conservation (Ostrom, 2005). Suppose we relax the assumption about a 
complete market for species existence. Absent market incentives, ESA regulations place 
positive value on species existence by restricting threats (𝑦! = 0), mandating recovery 
effort on federal lands, and designating biological targets (e.g. 𝑥(𝑇)) up to the point of 
delisting. For agencies like the Air Force and the Marine Corps, the true salvage value of 
recovery is management flexibility; where effort and resources can be redirected away 
from conservation towards primary objectives that may generate take. In the worst case, 
agencies may significantly reduce investments in habitat quality post delisting (e.g. 𝑦!(𝑡) ≈ 0 for 𝑡 > 𝑇); population dynamics would then resemble Fig. 2.2 where 
extinction, or relisting, is the long-run outcome.   
The ESA creates a system where a marginal increase in the population has positive 
value up to the point of recovery, at which point the ESA-generated value vanishes. This 
omission may translate to an overshoot in recovery effort compared to long-run 
conservation goals, which would be an inefficient use of limited agency resources. A 
major oversight of the ESA is that it does not internalize the salvage value when making 
provisions for recovery.  
 
2.3.4.  Post-recovery management 
Results from the previous subsections emphasize early, explicit characterization of 𝑊, in terms of post-recovery management planning and benefits, would supplement the 
preliminary efforts of the ESA. Moreover, the existence of an optimal interior solution 
suggests that long-run management goals will consist of conservation and non-
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conservation activities, as both are socially beneficial uses of public land. Apart from one 
unique trajectory leading directly to DSS, all other recovery paths initiated in the ESA 
region undergo a shift in strategy as bang-bang trajectories merge onto partial singular 
paths (Fig. 2.7). PSP1 and PSP2 represent second-phase strategies that allow agencies 
some level of take when conducting non-conservation activities (i.e. 𝑦! ≥ 0). Second-
phase strategies are essentially post-ESA conservation plans that come into effect once 
the target population can be maintained without stringent ESA regulations. Results 
suggest that although post-ESA strategies are also finite-time optimal, such plans could 
lay the foundation for a characterization of long-run conservation management.  
Management of recovered wildlife must be carefully planned before delisting and can 
only be successfully executed if proposed state management plans meet the federal 
conservation standard (FWS, 2011). State and federal agencies must work closely to 
ensure consensus is reached and a plan is drafted in timely fashion. Collaboration 
between federal, state and private agencies, with respect to long-term conservation may 
exist in the form of regional HCPs. However, the time period in which most HCPs are 
currently implemented has some drawbacks. A large number of HCPs are developed and 
executed as de facto recovery plans for many listed species and may be detrimental to the 
goal of conservation (Shilling, 1997; Hood, 1998).7 The stated goals of these plans have 
to do more with reduction in harmful activities and processes than the actual recovery of 
a listed species; for this reason, HCPs have come under some scrutiny (see Langpap and 
Kerkvliet, 2012 for a discussion). Qualitatively, HCPs are similar to control combinations 
along PSP3 and results from Section 2.3 suggest that utilizing this strategy in the ESA 
                                                
7 Some studies actually suggest that species with HCPs tend to recover faster and are delisted in a shorter 
period – though it is unclear if faster recovery is a direct effect of the HCP (Langpap and Kerkvliet, 2012).  
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region is, at best, a second-best management strategy. Though allowing take of 
endangered populations may not make the objective of recovery unattainable, the task 
does become increasingly risky for smaller populations.  
The continued development and implementation of comprehensive HCPs could serve 
as post-recovery management for delisted populations. HCPs allow for the discussion of 
tradeoffs in the implementation of conservation and non-conservation activities.  
Management plans like HCPs phase out the restrictive regulations of the ESA and allow 
more flexibility to federal agencies but not necessarily at the expense of species survival.  
Once species are delisted they lose the protection of the ESA and so must retain 
positive valuation in order to stay recovered. Incentive structures are integral in 
promoting conservation among cooperative nonfederal agencies, more specifically, 
private landowners (Langpap, 2006) and can be incorporated into HCPs. These incentive 
structures allow private landowners to view species conservation as a valuable service. In 
effect, the shadow value of species conservation post-recovery, no longer a construct of 
the ESA, will be implicitly defined through the corresponding HCP(s). HCPs can provide 
a mechanism with which to sustain value for delisted populations; the extent to which 
such plans unburden participating federal agencies and/or broaden participation among 
private landowners could serve as a proxy for the salvage value (𝑊) ahead of delisting 
plans.  
 
2.4.  Conclusion 
The prospect for long-term existence of certain species has suffered as a result of 
demand for other socially beneficial uses of their habitat (Alexander, 2000). Government 
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intervention to rescue dwindling populations has led to the enactment of the ESA (Eagle 
and Betters, 1998). The ESA mandates federal participation in conservation on managed 
lands and public agencies must increasingly forego activities intended to provide non-
conservation social benefits from other land-use activities in order to provide 
conservation; the social benefit of such a strategy has been questioned. To address the 
question of whether ESA-imposed regulations alone can serve as an effective strategy for 
managing federal lands, we developed and analyzed a bioeconomic model of a managed 
population whose growth and decline, through habitat enhancement and take, generates 
positive benefits. Biological growth reflects value in conservation and population decline 
reveals a preference for activities that harm the population. The objective of this analysis 
is to map out regions in the state space where no-take ESA regulations emerge as optimal 
management decisions.   
Results suggest that areas of the state space characteristic of at-risk populations (i.e. 
the ESA region) do correspond to regions where ESA regulations are optimal. 
Populations located in the ESA region do face possible extinction, but positive long-run 
valuation drives recovery via the cessation of all harmful activities and full investment in 
habitat enhancement. ESA implementation is efficient in some scenarios. The regulatory 
power of the act serves as a preliminary form of protection for endangered populations. 
However, ESA regulation is only a short-term solution to the management problem on 
federal lands. Results also indicate emphasis should be placed on constructing the 
second-phase management plan early on in the initial recovery process, as the designation 
of a post-recovery plan is essential for the timely delisting and continued conservation of 
target populations. This means that managers trying to mimic the socially-optimal result 
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would need to know the characteristics of 𝑊 in order to define an adequate recovery 
plan. This is an important preliminary step in the bioeconomic management problem. But 
our experience with conservation managers is that post-recovery planning is largely 
neglected and most effort is focused on measuring the current population and tactical 
short-term interventions.   
Our formal finding can be summarized by a common saying in most management 
courses, “you can’t get there, if you don’t know where you are going.” This is somewhat 
complicated in the case of species conservation because “where we are going” involves 
tradeoffs between conservation and non-conservation activities. Society values species 
existence as well as products from non-conservation activities on federal lands, so the 
most likely long-run solution is where both management activities coincide (Rondeau, 
2001). An interior double singular solution reflects this thinking. In order to realize this 
long-run outcome, mechanisms must be in place to ensure recovered populations and 
their habitat stay protected over larger time-scales in the wake of other land-use activities. 
HCPs could function as the glide path towards a more long-term management solution. 
Regional HCPs initiate valuable cost-sharing methods between federal, state, and private 
agencies, which could increase managerial flexibility and further growth of the recovered 
population.   
Although delisted, or otherwise stable, populations are not the main targets for HCPs, 
they can be included as part of a larger plan to conserve wide ranges of habitat; some 
regional HCPs are already developed this way (DOI et al. 1996). Multi-agency HCPs 
could be made more expansive by giving federal land managing agencies a more primary 
role in region-wide conservation efforts. HCPs could also be made more appealing to the 
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public (especially private landowners) through incentive-based schemes like ‘no 
surprises’, ‘safe harbor’ and ‘candidate conservation’ agreements that support species 
conservation. HCPs may not be the ultimate solution to species conservation, but they 
remain an important stepping-stone towards what could be considered conservation in the 
long run.  
Our model abstracts from many of the details of endangered species management on 
multi-use federal lands. Nevertheless, framing the management problem from a 
bioeconomic perspective allows for helpful illustration and discussion on when 
regulations imposed by the ESA may be most effective.   
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Chapter 3 
VARYING EFFECTS OF CONNECTIVITY AND DISPERSAL ON INTERACTING 
SPECIES DYNAMICS 
3.1.  Introduction 
Landscape fragmentation has a major impact on landscape mosaics due to normal 
fluctuations in climate, species growth, re-growth, colonization, and the resultant 
availability of resources. However, the effects of industrialization, urbanization, 
pollution, and other ramifications of an ever-growing economy have further exacerbated 
conditions leading to the increasing fragmentation of landscapes (Meyer and Turner II, 
1992). As a result, when considering the management of wildlife, it is necessary to adopt 
a systemic view, thus shifting focus from managing a single species on a full landscape to 
managing fragmented populations of several interacting species across patchy landscapes 
(Wiens, 1997).   
Indeed, a change in the nature of the problem regarding restoration and 
conservation has also brought about a change in the potential management tools and 
possibilities with which to deal with the problem accordingly. One of the more frequently 
used management tools involves the designation of certain key habitats for species 
survival as enclosed, protected areas where species management and surveillance are 
priority – commonly known as a “fences and fines” or fortress conservation approach 
(Brown, 2002). However, with the hardships to rural communities that come about from 
the designation and accumulation of protected areas (Brockington et al., 2008; Brown 
2002), the cost of enforcing rules and protecting the enclosed area against human 
encroachment (Child, 2004), the limits to the area placed under protection, and global and 
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regional climate change threats faced by species confined to an enclosed area, managers 
may benefit from exploring more dynamic and holistic forms of management (Walters, 
1986). Rather than restricting species to conservation “islands” in an attempt to shelter 
them from the possible threats that come with a changing landscape, species dispersal 
should be facilitated by establishing broader, multi-use protected areas and, together with 
conservation corridors spanning protected areas and other types of land tenure (Beier and 
Noss, 1998; van Aarde and Jackson, 2007). This alternate form of management takes a 
broader perspective of species management beyond reserves. Such an approach has taken 
shape in multiple forms including the transfrontier conservation areas of southern Africa, 
such as the Kavango-Zambezi Conservation Area or the Great Limpopo Transfrontier 
Conservation Area (Schoon, 2008), the large-scale Yellowstone to Yukon Conservation 
Initiative, or corridor connectivity projects of the Wildlands Project (Soulé and Terborgh, 
1999). 
Motivated by research on metapopulations, many conservation biologists expect 
that giving species the freedom to move between patches of fragmented landscape 
increase their chances for survival by dealing with problems of resource scarcity and 
climatic and other types of heterogeneity. Naturally, this leads many managers to expect 
species to benefit from increased connectivity. An increase in connectivity, however, 
besides aiding species dispersal through an otherwise fragmented system, may also favor 
spread of disease, pests, and/or invasive species through a system. And so, without the 
inclusion of these diffusive populations and processes, the effects of landscape 
connectivity on species conservation cannot be fully addressed. Improper modeling of the 
system, through the absence of key phenomena, often leads to simplistic and misleading 
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conclusions. In addition to the threats of invasive species and disease, we demonstrate 
that a baseline phenomenon already exists by which the obvious tradeoffs in connectivity 
are observable. This behavior is interspecies interaction. The modeling of predator and 
prey interactions using a Lotka-Volterra framework across a patchy landscape, tracking 
the movement and dispersal mechanism of a mobile resource, provides insight into 
population dynamics that balance the different necessities of both species.   
As described throughout this chapter, interspecies interaction tells us that, besides 
the spread of pests and disease, increased connectivity also favors other mechanisms that 
can lead to global extinction. As a result, protected areas and corridors between them 
should be managed in a more adaptive way so as to maintain an intermediate level of 
connectivity and keep the population levels in a more stable range in the face of 
stochastic life events. However, adaptively managing for species conservation requires 
continuous assessment of criteria for landscape alteration based on possible corridor 
location and construction, as well as effectively utilizing feedback from population 
dynamics when manipulating connectivity; a difficult and daunting task. This study aims 
to provide some insight into the latter problem of using feedback from population 
dynamics to guide alterations in landscape connectivity by adopting the individual or 
agent-based modeling (IBM/ABM) framework and setting up the natural system as an 
agglomeration of prey and predator individuals on interlinked habitat patches  
A large number of existing analytical and computational models place emphasis 
on how a single species is affected by fragmentation (Bodin and Norberg, 2007; Minor 
and Urban, 2007; Urban and Keitt, 2001). Other works on fragmented landscapes focus 
on the survivability of interacting populations using rather simplistic dispersal 
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mechanisms (Cuddington and Yodzis, 2000; Droz and Pekalski, 2001). In particular, this 
chapter builds on previous work that utilized a 10-patch ABM framework (Baggio et al., 
2011) that showed how increased connectivity does not benefit both predators and prey 
alike and hints the fact that intermediate levels of connectivity may be more beneficial for 
conservation purposes. Here the system is downscaled to a more tractable model with two 
habitat patches connected through a corridor. The modeling exercise has two goals. The 
first comes from how varying the threshold dispersal functions of the two species affect 
the optimal level of connectivity represented by the distance separating the two habitat 
patches. The second main goal of this study is to extend current theory by including 
active connectivity variation on landscapes and thus helping managers to understand 
existing tradeoffs regarding connectivity, and species survival. The agent-based system 
provides a modeling environment conducive to repeated scenario testing and the 
incorporation and aggregation of individual characteristics and behavior. Furthermore, 
ABMs can incorporate stochasticity in the form of measurement error, event uncertainty 
and rare phenomena (Bonabeau, 2002). By using an agent-based framework rather than a 
typical Lotka-Volterra (or other) deterministic model of species interaction, we gain a 
better representation of the stochasticity inherent in reality, which may lead to more 
plausible scenarios, a better understanding of system dynamics and improved strategies 
for landscape management.   
To summarize, this chapter has two main objectives and both can be achieved 
through abstraction of the agents (predators and prey), simulation of the dynamical 
process, and documentation of the ABM outcomes. First we aim to study the role of 
connectivity in dictating the likelihood of coexistence among a predator and prey 
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population. Secondly, we aim to gain insight into how the role of connectivity is affected 
by the suite of sigmoidal functions used to represent density-dependent dispersal in both 
species. Assessing the effects of inter-patch connectivity using a family of dispersal 
functions makes the model applicable across a range of mobile species, thus allowing for 
more informed decision-making when looking at establishing corridors and changing 
connectivity between protected areas.  
 
3.2.  Materials and methods 
As briefly outlined above, we formulate an agent-based representation of 
interacting predators and prey on a heterogeneous landscape. The model is built so as to 
assess the role of connectivity given different dispersal functions. In the following 
subsections, we give a detailed description of the agent-based model implemented in 
NetLogo 4.1.3 by describing parameters and variables used to characterize individual 
predator and prey behavior. Table 3.1 provides a summary of agent attributes. The 
parameter values characterizing stochastic species birth and death events are taken from a 
predator-prey modeling experiment by Wilson (1998) and those influencing dispersal are 
taken from Baggio et al. (2011). It is important to note that Wilson (1998) first uses 
species birth and death rates to model population dynamics in a deterministic, 
continuous-time fashion. In order to utilize deterministic rates in the proposed stochastic 
ABM setup, the continuous-time dynamics must be discretized; the resulting value is in 
the form of an exponential distribution that can then be used to represent the probabilistic 
measures of discrete birth and death events. Values taken from Baggio et al. (2011) 
already determine probabilistic events or are in the form of dimensionless proportions  
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Table 3.1. Summary of variables, parameters and values used in the ABM. 
Symbol               Description                                          Default values for Monte  
                                                                                          Carlo runs 𝑃      Number of patches                                           2 𝐶      Carrying capacity of a patch                   500 𝐿       Number of links                                           1 𝑊!"      Weight of link connecting patch 𝑖 to 𝑗       Varies from 5 to 305 𝑁!      Initial number of prey on each patch       Poisson distributed with mean   
                                                                                          250 𝑥!      Number of prey on patch 𝑖 at a given       N/A  
                 time-step 𝑟      Prey reproduction rate                    Poisson distributed with mean  
                                                                                          25a  𝐷!,!      Prey density threshold affecting prey       Poisson distributed with mean  
                 dispersal                                                           90b  𝐷!,!      Prey density threshold affecting                      Poisson distributed with mean  
                 predator dispersal                                             30b 𝑀!      Prey movement capability                               Poisson distributed with mean  
                                                                                          30  𝑁!      Initial number of predators on each          Poisson distributed with mean  
                 patch                                                                100 𝑦!      Number of predators on patch 𝑖 at a                 N/A 
                 given time-step 𝑐      Predation rate                                 Poisson distributed with mean  
                                                                                           90a  𝑓      Predator reproduction rate (after predation)     Poisson distributed with mean  
                                                                                           50a 𝑑      Predator death rate                                            Poisson distributed with mean  
                                                                                           6a 𝐷!,!      Predator density threshold affecting prey         Poisson distributed with mean  
                 dispersal                                                            70b 𝑀!      Predator movement capability                    Poisson distributed with mean  
                                                                                            60 
aThe original mean values taken from Wilson (1998) are decimals. Values taken from a 
Poisson distribution are rescaled by a factor of 100 so random outcomes remain 
comparable to the original values. For example, the mean value for the predator death 
rate (𝑑) is 0.06, so random values are drawn from a Poisson distributed with mean 6 and 
then divided by 100. Note, these mean values are rates not proportions and need not be 
bounded above by 1.    
bThe original mean values are proportions. Values taken from the Poisson distribution are 
rescaled by a factor of 100. In the event that the rescaled distribution returns a value 
greater than 1, the value is replaced with 1. 
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and need no further transformation. The functional form of all probabilities determining 
discrete, stochastic events will be displayed in the following subsections.     
Detailed information on model development and implementation can be found in 
the Overview, Design concepts, and Detail (ODD) protocol write-up (Grimm et al., 
2006), which is included as Appendix A. Furthermore, the ODD outline and the NetLogo 
code have been uploaded to the model archives of the openabm website 
(www.openabm.org), a large ABM repository and global forum for promoting rigorous 
model verification and scientific collaboration.8  
 
3.2.1.  Two-patch landscape 
The ABM developed for this study is based on the one developed by Baggio et al. 
(2011), however the model presented simplifies the landscape (reducing a network to two 
linked patches) in order to examine the interactions in more detail. The link existing 
between the two patches represents the theoretical cost of movement of a species (i.e. the 
difficulty in dispersing from one patch to another). This cost of movement is defined as 
the weight of the existing link (𝑊!"), and serves as a proxy for distance and dispersive 
capability between the two arbitrary patches 𝑖 and 𝑗. The weights mimic the 
difficulty/ease with which predators and prey are able to move from one patch to another; 
they can also be described as the cost of movement from one patch to another. Adding 
weights representative of movement costs to species allows for a more realistic appraisal 
of the existing relationship between species dispersal and connectivity. Furthermore,  
                                                
 8 The code for the model presented and the ODD are available at the openabm site 
(http://www.openabm.org/search/luceneapi_node/salau).  
 51 
 
Fig. 3.1.  Metapopulation dynamics. This is an illustration of the metapopulation model 
with two patches. Successful traversal from one patch to the other is dependent on the 
relative measure between the movement capability of the species and the weight of the 
edge (i.e. 𝑔(𝑀! ,𝑊!")). Though there exist only one edge between the patches the two 
arrows signify that the measure for successful dispersal may differ between predator and 
prey. See Table 3.1 for further description of the parameters.   
 
 
 
including weights allows for the consideration of individual variation within a single 
species. More precisely, some members of a species may be successful in their attempt to 
traverse corridors from one habitat patch to another, while others fail, thus highlighting 
the importance of species management between protected areas (Hilty et al., 2006). 
Additionally, as will be described in more detail later, the model compares several 
movement threshold functions in order to evaluate persistence outcomes for species with 
different dispersal mechanisms. The drawback of adding such intricacies as cost of 
movement is that it further complicates the model and increases the amount of constraints 
when considering manager intervention. Therefore, a two-patch, one-link model is 
developed and analyzed, to compensate for the level of complexity in the system under 
study  (see Fig. 3.1 for an illustration of the metapopulation model). Focusing on the two-
patch system allows for a key assessment of the effects of connectivity on predator-prey 
dynamics and generalization to metapopulations of larger scale.   
 
! ! ! !!!!!!!!!!!!!!!!!!!!!!!!!!
g(Mx, w12) 
h(My, w12) 
x1 x2 
y1 y2 
Patch 1 Patch 2 
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3.2.2.  The species 
3.2.2.1.  Birth and death events 
To represent the species, let 𝑥! and 𝑦! represent the total predator and prey 
population, respectively, on patch 𝑖. Individual prey and predators are assigned randomly 
to each patch, however the initial populations of predator and prey on each patch are 
fixed. In each time-step, a prey agent on patch 𝑖 reproduces if a number drawn from a 
uniform probability distribution on the unit interval (between [0,1]) is less than the prey 
reproduction probability denoted, 1− 𝑒𝑥𝑝 −𝑟 1− 𝐷!,! ; 𝑟 is the deterministic, intrinsic 
growth rate of prey agents.9 𝐷!,! denotes the density of prey agents on patch 𝑖; this 
measure is computed as 𝐷!,!   =   𝑥! 𝐶! D!,! = x! C!, where 𝐶! represents the carrying 
capacity of agents for patch 𝑖.  Note that reproduction by a given prey agent is truncated 
by increasing prey density on its local patch. An abundant prey population leads to 
scarcity of resources needed for further growth. Truncation of reproduction in this way 
relates directly to the widely used model of logistic growth for prey species.   
Prey mortality on patch 𝑖 occurs as a result of predation, which is determined by 
the event that the prey agent is detected (proportional to the density of prey, 𝐷!,!) and the 
deterministic rate of predation, 𝑐. And so, successful predation occurs on patch 𝑖 with 
predation probability, 1− 𝑒𝑥𝑝(−𝑐𝐷!,!). Note that the predation event will only occur if 
predator and prey are located on the same patch. In the event that prey availability on 
patch 𝑖 is small, the predation probability also suffers a decrease as the likelihood of 
detecting prey is reduced; this mechanism is directly comparable to type I functional 
                                                
9 All successful stochastic events described from this point on are determined by drawing a random number 
from a uniform probability distribution on the unit interval [0,1] and checking to see that this number is 
indeed less than the specified probabilistic rate for a given event. 
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response of predators in a classic Lotka-Volterra system (Holling, 1959). Predator 
reproduction depends on the successful capture and consumption of a prey agent and 
immediately occurs with the probabilistic rate, 𝑓; this method of directly linking foraging 
to reproduction is consistent with most widely studied predator-prey formulations 
(Gotelli, 2008; Holland and Hastings, 2008; Lotka, 1925; Volterra, 1926, 1931). Natural 
mortality for predators occurs with some probability, 1− 𝑒𝑥𝑝(−𝑑), where 𝑑 is the 
deterministic predator mortality rate. 
3.2.2.2.  Dispersal 
Species dispersal can be described using a mixture of partial random movement 
along with dispersal indicators dictated by some threshold population level (Kun and 
Scheuring, 2006; Metz and Gyllenberg, 2001; Ruxton and Rohani 1998; Travis et al., 
1999). In this study, the idea of random walks is fused with density-dependent dispersal 
to model species movement as a biased random walk (Nonaka and Helme, 2007).10 
Movement is still random, but becomes increasingly biased, and eventually constant, as 
some density threshold is reached. Use of a biased random walk to characterize species 
movement is also present in other works that incorporate species dispersal and optimal 
foraging (Focardi et al., 1996; Pyke, 1981; Wiens et al., 1993).  
Relevant studies, stemming from analytic models of metapopulation dynamics, 
characterize density-dependent dispersal as a two-stage process, individual willingness to 
move and successful dispersal. Ruxton et al. (1997) and Silva et al. (2001) call for the 
incorporation of dispersal mortality into analytic, density-dependent metapopulation 
                                                
10 Nonaka and Helme (2007) use the form 𝑒𝑥𝑝(−𝑑(𝑥, 𝑦) 𝛿) to represent a forager’s probability of moving 
to a patch (𝑥, 𝑦) from a given location. 𝑑(𝑥, 𝑦) represents the distance from patch (𝑥, 𝑦) to the closest 
habitable patch with resources and 𝛿 is a scaling factor that is positively correlated with the level of 
stochasticity in the forager’s random walk.  
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models as a realistic addition that may have a stabilizing effect on model dynamics. 
Boitani et al. (2007) does an exhaustive review of the literature for ecological network 
design and construction and also asserts that incorporation of species willingness to move 
as well as the probability of successful dispersal should be considered in models of 
species dynamics on fragmented landscape. Furthermore, all mathematical 
metapopulation models assuming density-dependent species dispersal essentially treat 
movement as a two-stage process as dispersal rates can often be divided into two 
proportions; one proportion characterizing the population density of willing dispersers 
and the other representing dispersal mortality (Amarasekare, 2004; Hudgens and Haddad, 
2003; Sanchirico and Wilen, 1999, 2001, 2005).11   
Under a probabilistic framework, the two-stage dispersal process becomes the 
amalgamation of two stochastic events. This formulation, though adding another level of 
complexity, just converts the two-stage process into a conditional probability where the 
likelihood of successful dispersal is first based on the probability that an agent is willing 
to move and then finalized by the agent’s ability to traverse the landscape (also 
probabilistic). This formulation has already been implemented in existing ABM studies 
of species dynamics and density-dependent dispersal (Bach et al., 2006; Hovestadt et al., 
2010; Tang and Bennett, 2010). Since the aim of this study is to assess the joint effects of 
connectivity and density-dependent dispersal intensity on interacting population 
                                                
11 For example, using a continuous-time metapopulation model, Amarasekare (2004) characterizes the 
successful dispersal rate of a population, 𝑁!, as, 
   𝛼!(𝑁! 𝐾!)! 
where, (𝑁! 𝐾!)! is the corresponding proportion of the population willing to move (with 𝐾! being the 
carrying capacity for population 𝑁! and 𝑠 characterizing the intensity of density-dependence) and 𝛼! is the 
rate of dispersal mortality (also a proportion) that determines how many willing dispersers actually survive 
the journey. 
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dynamics, we also develop and utilize a proxy for the two-stage dispersal process. The 
functional forms of the probabilities used to characterize the two-stage dispersal process 
will be presented later in the current subsection. 
 We assume that species movement is governed by simple rules that mimic 
intraspecies competition (Bartumeus and Levin, 2008) and antipredatory behavior (Creel 
et al., 2005; Fischhoff et al., 2007; Ives and Dobson, 1987; Lima, 2002; Luttberg and 
Schmitz, 2000; Nelson et al., 2004) in prey, and foraging strategy (Bartumeus and Levin, 
2008; Ioannou et al., 2008; Lima, 2002; Linhares, 1999) in predators. Implicit in this 
assumption is that both predator and prey are aware of the population immediately 
surrounding them (i.e. their local patch), but not global population densities. Prey and 
predator population densities on a patch 𝑖, 𝐷!,! and 𝐷!,!  respectively, are computed based 
on the carrying capacity, 𝐶!.12 At high densities, with respect to intraspecies competition, 
prey agents are more likely to move and may do so collectively as a subpopulation. At 
low densities, there is no scarcity of resources and so prey willingness to move becomes 
less of a factor and is better characterized as an isolated, random event. The same 
mechanism is adopted for antipredatory behavior. A small number of predators pose little 
or no risk to the prey population; and so prey movement becomes less biased. At high 
predator densities, prey agents are, collectively, more apt to move in search of refuge.     
                                                
12 Predator population density is defined, similar to prey population density, as 𝐷!,!   =   𝑦! 𝐶!. Note that 𝐶! 
is an upperbound on the number of agents patch 𝑖 can support. In general, predator agents will not attain 
such high amounts because growth is limited by prey abundance, predation, and the reproduction rate (see 
Section 3.2.2.1). 𝐷!,! is an underestimated proportion but remains a relatively good measure of predator 
abundance on patch 𝑖 relative to prey numbers. 
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Fig. 3.2. Threshold dispersal of prey (-) and predator (- -). The plots (from left to right) 
showcase the suite of dispersal mechanisms used to represent threshold dispersal in this 
study; spanning from ramp (far-left) to bang-bang dispersal (far-right). The plots 
highlighted with solid black lines (-) represent threshold dispersal in prey agents as a 
function of interspecies competition (with corresponding threshold density, 𝐷!,!). The 
plots highlighted with dashed black lines (- -) represent threshold dispersal in predators as 
influenced by prey availability (with corresponding threshold density, 𝐷!,!).  
 
 
 
Prey agents on patch 𝑖 can determine their willingness to move between patches at 
each time-step with probability,  
  (  𝐷!,! 𝐷!,!)!     if     𝐷!,!   <   𝐷!,!  
         1                if      𝐷!,!   ≥   𝐷!,!     ,                   (3.1) 
indicating prey willingness to move due to intraspecies competition, or with probability, 
  (  𝐷!,! 𝐷!,!)!     if     𝐷!,!   <   𝐷!,!  
         1                if      𝐷!,!   ≥   𝐷!,!     ,                              (3.2)  
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indicating prey willingness to move due to excess predation pressure. As displayed in 
Fig. 3.2 the probability of dispersing increases to the maximal limit of 1, where every 
prey agent is willing to move, as prey or predator population densities approach threshold 
proportions on the current patch 𝑖. 𝐷!,! and 𝐷!,! are proportional measures of intensity in 
resource competition and antipredatory behavior respectively; these are the two density 
thresholds influencing prey willingness to disperse with probability (3.1) and (3.2) 
respectively. If prey agents do choose to move, whether or not a maximum density 
threshold has been exceeded, the probability of successful dispersal to the neighboring 
patch must be calculated. The assessment of successful prey dispersal from patch 𝑖 to 
patch 𝑗 is determined with probability,  
  𝑀!   𝑊!"        if     𝑀𝑥   <   𝑊!"   
               1            if      𝑀!   ≥   𝑊!"     .                    (3.3) 
The probabilistic rate of successful dispersal given by (3.3) is conditional on prey 
willingness to move and dependent on the weight of the traversable link between patches 
(𝑊!") and the innate ability to move in prey (𝑀!); we assume innate movement ability is 
constant throughout a single simulation run and equal for all agents of the same species. 
Unsuccessful dispersal can be interpreted as mortality via movement. A dispersing prey 
agent may die (assumed via movement) when the weights of the links attached to its 
current patch are all much larger than its innate ability to move (thereby decreasing the 
likelihood of successful dispersal). Additionally, a moving prey agent may be subject to 
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dispersal mortality if the chosen patch has a prey or predator density that has already 
reached a density threshold.13 
Willingness to move in predators is governed by a prey-related density threshold.  
More precisely, at each time-step a predator agent decides to leave patch 𝑖 with 
probability,  
 [(𝐷!,!   –   1) ⁄ (𝐷!,!  –   1)]!        if     𝐷!,!   >   𝐷!,!   
         1                           if      𝐷!,!   ≤   𝐷!,!     .                   (3.4) 
Note, if the prey density on the current patch falls below some predetermined threshold 
(𝐷!,!), predators leave patch 𝑖 with probability 1 (see Fig. 3.2). Predators survive 
dispersal from patch 𝑖 to some patch 𝑗 with probability,  
  𝑀! 𝑊!"         if     𝑀!   <   𝑊!"  
               1            if      𝑀!   ≥𝑊!"     ,                    (3.5) 
where 𝑀! denotes the predator’s ability to move (also equal for all predator agents during 
a single rune). Dispersal mortality for predators is evaluated in the same manner as prey. 
It is expected that the range of functional forms applied in this study will play an 
important role in gauging the effects of connectivity. We characterize the dispersal 
mechanism using a piecewise function with comparable shape to the Holling type-n 
functional of the form. As we vary the parameter, 𝑛, which controls intensity in species’ 
                                                
13 This form of additive mortality for dispersing agents stems from the assumption that individuals willing 
to disperse due to proposed threats (e.g. intraspecies competition, predation pressure, etc.) are, all else 
equal, unfit to survive on other patches where the same pressures exist. This assumption is based on the 
characterization of dispersal as a strategy employed by natural agents in order to fortify their reproductive 
and survival capacity while escaping threats that increase mortality risk (Giske et al., 2003; McLane et al., 
2011; Railsback, 2001). In any case, we have considered the effects of this assumption and verified that its 
incorporation does not contradict the qualitative aspects of the results to be displayed and discussed in the 
following sections; results of the ABM experiment without additive dispersal mortality can be viewed in 
Appendix B. 
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willingness to move, we are able to capture a suite of dispersive behavior spanning from 
ramp (𝑛 = 1) to bang-bang (𝑛 ⇒∞) dispersal (Fig. 3.2). Ramp dispersal characterizes 
species movement with a high probability of occurrence before or after a threshold 
density is crossed (weakly-biased random movement). Bang-bang dispersal can be 
characterized as strict threshold behavior where every member of a species is willing to 
move after some threshold density has been crossed (Baggio et al., 2011); this can be 
thought of as collective movement or herding behavior. The intermediate case (1 < 𝑛), 
termed half-pipe dispersal, contains strategies that support strongly-biased random 
movement; this case is of particular importance in this study. The half-pipe dispersal 
mechanism maintains that with relatively low likelihood, individuals and small 
subpopulations can still move between patches before a threshold density is crossed. 
After the threshold density is crossed, all members of the species choose to disperse. The 
half-pipe dispersal mechanism captures the idea of biased random movement and, 
furthermore, its qualitative form may have a significant effect on the relationship between 
connectivity, interspecies interaction, and predator-prey population levels.  
 
3.2.3.  Simulation 
3.2.3.1.  Event scheduling 
In this subsection, we give an overview of the model processes undergone during 
one time-step of the ABM.   
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Fig. 3.3. Initialization and process diagram. Portrayed is the order of events in the ABM 
during a simulation; this figure covers events from the initialization of the landscape to 
the actions of the agents.  
 
 
 
Fig. 3.3 gives a pictorial representation of the processes described below. This outline 
will also be available under the ‘model development’ of the ODD protocol in Appendix 
A. Process overview and scheduling is as follows: 
1. The landscape is initialized first; the number of patches is fixed at two 
throughout all simulation experiments. A link is placed between the patches and 
assigned a specific weight, which stays fixed throughout a run. We assume 
maximum capacity is equal for every patch.   
2.  The initial population of prey (predators) on each patch is Poisson distributed 
with mean 250 (100). 
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3.  Each individual prey and predator on patch 𝑖 then internalizes local 
information by counting the number of predators and prey on its patch (including 
itself) and determining the population density values 𝐷!,! and 𝐷!,!. We assume 
that agents do not update these values until the beginning of the next time-step so 
as to create the idea that agents actions, especially events that are density-
dependent, occur in some simultaneous fashion and no single agent receives the 
most current information. Also note that only agents existing at the beginning of a 
time-step can perform the specified procedures (e.g. reproduction, dispersal, 
predation) within that time-step. Thus the earliest period in which new offspring 
can perform a procedure is in the next time-step following birth.  
4.  All prey events are conducted first. During a time-step, each surviving prey 
agent from the previous time-step has the ability to reproduce with some density-
dependent probability. After all possible prey reproduction events have occurred 
prey dispersal events are calculated. As discussed in the previous subsection, 
successful prey dispersal is a two-step process; first the agent’s willingness to 
move from patch 𝑖 to target patch 𝑗 is calculated with density-dependent 
probability (3.1) or (3.2) and, in the event that the prey agent is willing to 
disperse, then it moves successfully with probability (3.3). Prey dispersal 
mortality occurs if probability (3.3) is not achieved, if intraspecies competition on 
target patch 𝑗 is too great (𝐷!,!   >   𝐷!,!), or if predation pressure on target patch 𝑗 
has exceeded prey agent limits (𝐷!,!   >   𝐷!,!) – the latter two inequalities reflect 
additive dispersal mortality (see Footnote 6).   
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5.  Predator events begin with foraging. As long as prey agents remain on the 
current patch, each predator agent will successfully capture one with some 
probability. Following successful capture of prey, a predator agent consumes the 
prey and reproduces with some probability. After foraging and reproduction 
events, predators die naturally according to some probability. Finally, the event of 
successful predator dispersal from patch 𝑖 to target patch 𝑗 is determined using 
probability (3.4) and (3.5); similar to the two-stage movement process of prey. 
Predator dispersal mortality occurs if probability (3.5) is not achieved or if prey 
availability on target patch 𝑗 is too low (𝐷!,!   <   𝐷!,!). 
6. Procedures 3 - 5 are repeated each time-step until the specified terminal time of 
the simulation. 
Examples of coexistence and extinction dynamics are provided for two select simulation 
runs, denoted runs A and B, to provide some idea about the range of dynamics captured 
in the ABM (Fig. 3.4). Parameters for run A and B are determined with the same 
specifications given in Table 3.1 and differ in the magnitude of the weight between 
patches (𝑊!" equals 80 and 50 respectively).   
For different levels of connectivity, predator-prey dynamics may display high or 
low amplitude oscillation (see Panel 3.4.1 vs. 3.4.4). Population patterns across patches 
(i.e. the level of synchrony) may also differ depending on model parameters. For 
instance, Panel 3.4.3 of run A suggests no distinct pattern between predator dynamics in 
patch 1 and 2, whereas Panel 3.4.6 of run B shows a distinct positive correlation between 
both predator populations. Note that predator extinction in run B is facilitated by large 
oscillatory dynamics in the coupled system. Synchrony also plays a major role as a  
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Fig. 3.4. Run A - Coexistence and extinction dynamics. (Left column) 3 panels from a 
sample run of the ABM (run A), where predators and prey coexist for 4000 time-steps - 
the designated benchmark for long-run persistence. The parameters used in run A are in 
line with specifications given in Table 3.1, additionally, 𝑊!" = 80 and 𝑛 = 3. Data panels 
for run A include, (1) time series plot of the total predator and prey population, (2) time 
series plot of prey population on patch 1 and 2 with an inset (top right corner) of the last 
100 time-steps to highlight the level of (a)synchrony in population patterns across 
patches, and (3) time series plot of predator population with an inset of dynamics in the 
last 100 time-steps. (Right column) 3 panels from a sample run of the ABM (run B), 
where predators go extinct short of the 4000th time-step, thus ending coexistence and 
terminating the run. The parameters used in this run are in line with specifications given 
in Table 3.1, additionally, 𝑊!" = 50 and 𝑛 = 3. Data panels for run B include, (4) time 
series plot of the total predator and prey population, (5) time series plot of prey 
population on patch 1 and 2 with an inset of the last 100 time-steps, and (6) time series 
plot of predator population with an inset of dynamics in the last 100 time-steps. Note that 
high amplitude cycling and synchrony in the coupled system are the main drivers of 
predator extinction in this example. 
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positive correlation in inter-patch dynamics reduces the occurrence of rescue effects to 
buffer local extinction events. Results from run A and B suggest that more connected 
systems may also adversely affect predator-prey persistence, but a more formal analysis 
on the effects of connectivity and dispersal is given in Section 3.3.  
3.2.3.2.  Model iteration and data collection 
As described in the introduction, we aim to study the role of connectivity in 
dictating the possibility of coexistence between a predator and prey population and to 
gain insight into how the role of connectivity is affected by density-dependent dispersal 
mechanisms. Both of these objectives can be addressed by varying the level of 
connectivity between the two patches and the magnitude of 𝑛 to simulate differences in 
the dispersive behavior of both species. To address the issue of parameter sensitivity and 
ensure that the qualitative results of the ABM experiment are robust to parameter 
uncertainty, a Monte Carlo scheme is employed. In utilizing the Monte Carlo method, we 
randomize all predator and prey attributes, as well as the initial population of both 
species, at the start of every run by drawing values from a Poisson distribution. A specific 
Poisson distribution determines the value of an attribute for a given species. Refer to 
Table 3.1 for the mean values of each attribute. Carrying capacity is the only parameter 
not randomized during the Monte Carlo sweep as it is strongly suggested that random 
variation in this parameter has little effect on qualitative results so long as the 
experimental value is large enough to overcome demographic stochasticity (Hovestadt et 
al., 2010). During the experiments carrying capacity is fixed at 500 prey agents per patch, 
which we strongly assert is a value large enough to render demographic stochasticity a 
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nonissue; Hovestadt et al. (2010) make the same claim with a carrying capacity value of 
100 agents.     
Due to the stochastic nature of the agent attributes, we compute 400 runs for each 
parameter combination with a fixed level of connectivity and dispersal intensity. In total, 
84,000 simulations are computed to reduce the variability in model outcome. The data 
collected include minimum/maximum number of prey and predators per patch (updated 
each 100th time-step), the average number of dispersing predator and prey agents per 
patch, the average rate of predation pressure per patch and, in the event of extinction, the 
extinction time. 
 
3.3.  Results and discussion 
Fig. 3.5 illustrates the relationship between connectivity level, dispersal 
mechanism, and the likelihood of coexistence for the predator and prey species. The 
likelihood of coexistence (on the vertical axis of all panels in Fig. 3.5) is calculated using 
the total number of runs, out of 400 simulations with a fixed level of connectivity and 
type 𝑛 dispersal, in which the predator and prey population remain extant for over 4000 
time-steps. The likelihood is measured as a probability and so it takes value between 0 
and 1 with a larger value corresponding to a greater chance of coexistence between 
predators and prey. The horizontal axis for all panels in Fig. 3.5 span from 5-305 (high - 
low) and represents the connectivity between the two patches. Each panel in Fig. 3.5 
contain plots for two consecutive values of type 𝑛 dispersal ranging from 𝑛 = 1 (Panel 
3.5A) to 𝑛 = 40 (Panel 3.5E). The panels encompass a wide array of half-pipe functions 
that approximate the transition from ramp dispersal (weakly-biased random movement)  
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Fig. 3.5. The effect of connectivity and dispersal on likelihood of coexistence. A-E 
represent the effects of landscape connectivity and type of dispersal mechanism on the 
likelihood of coexistence between predators and prey. Each panel contains two plots for 
differing dispersal mechanisms (𝑛). Panels A & B clearly show an increase and eventual 
decrease in the likelihood of coexistence (for 𝑛 = 1, 2, 3, 5) as connectivity is decreased.  
Note for 𝑛 ≥ 7, the likelihood of coexistence will also reach a peak, but declination is 
delayed and coexistence is prolonged for lower levels of connectivity. 
 
 
 
to the bang-bang case (strongly-biased). To represent bang-bang dispersal we set 𝑛 = 40 
as we find no substantive changes beyond this value.  
Fig. 3.5 displays a result that is not immediately clear from the construct of the 
model. For each choice of a type 𝑛 dispersal mechanism, it is shown that the most 
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favorable choice for survivability of both species on the landscape does not occur at the 
margins of connectivity. For each panel in Fig. 3.5 the likelihood of coexistence rises to a 
peak at a relatively intermediate level of connectivity before decreasing to zero for 
further increase in connectivity, 𝑊!". Essentially, there are tradeoffs to increasing and/or 
decreasing the connectivity of a patch. These tradeoffs exist due to the interplay between 
foraging (resource scarcity) and evasion (prey refuge), two processes that characterize the 
movements of the predator and prey. In effect, the landscape must be connected enough 
to allow for the foraging of both species, but also restrictive enough to allow for prey 
refuge and to protect against overcrowding. As a result, a landscape configuration 
promoting coexistence cannot be attained at the margins of connectivity.  
The objectives of corridor management associate increased connectivity between 
patches of viable land with positive responses in the coexistence and maintenance of a 
larger ecosystem. While there are clear reasons for advocating connectivity (prevention 
of local extinctions, minimization of genetic drift, allowing for dispersal and 
colonization, etc.), there are equally arguments against this strategy (the swift spread of 
some invasive species, wildlife disease, and global synchrony whereby the 
metapopulation becomes effectively a single population, etc.). In this model, we provide 
another argument against ever-increasing connectivity in the context of natural species 
interaction. When a predator-prey relationship is explicitly taken into account we show 
there are definite trade-offs to connectivity at the extremes. This result is interesting 
because intermediate connectivity signifies different targets for managers and modified 
goals for conservation groups; targets and goals that vary with species vagility. 
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For each dispersal mechanism type 𝑛, the relationship between connectivity and 
the likelihood of coexistence maintain the same qualitative shape. Therefore, the result 
emphasizing the tradeoffs to increased connectivity is a robust finding. However, the 
intensity of movement, as dictated by increased type 𝑛 dispersal functions, plays a big 
role in determining the effects of connectivity on coexistence levels. Fig. 3.5 shows that 
the most favorable levels of connectivity occur at higher values of 𝑊!" (a more 
intermediate level of connectivity) for increasing values of 𝑛.   
Transitioning from species characterized by weakly-biased to strongly-biased 
random movement (increasing 𝑛), we find intermediate connectivity is optimal and 
survivability is more probable for systems with even less connectivity. This may be due 
to the fact that for populations where movement is, for the most part, collective and 
motivated by sharp density-dependent feedback (large 𝑛), a larger subpopulation is more 
apt to move and escape the various pressures of their current patch only when such 
threats are forthcoming; thereby avoiding excess dispersal mortality (recall Fig. 3.2). In 
effect, these predator and prey are better informed; these agents take advantage of 
available resources on their native patch and are more likely to disperse only to avoid 
resource scarcity and welfare threats, as opposed to random will. However, this does not 
fully explain the reason why greater likelihoods of coexistence occur at increasingly 
lower, intermediate regions of connectivity for the better-informed, collective dispersers. 
This result is further elucidated by considering the relationship between dispersal 
mechanism (𝑛), connectivity level, and direct species interaction in the form of predation 
pressure.   
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Fig. 3.6. Predation pressure on patch 1 versus patch 2. This figure displays the average 
predation pressure on patch 1 and 2 throughout the ABM simulation experiment. Average 
predation pressure is measured as the ratio of the total number of predator to prey agents 
in the metapopulation, averaged over the duration of a simulation. The independent 
variable in this case is dispersal mechanism (𝑛), which varies from 1–40.  The data is 
further stratified by Panels A-D, each one giving an idea of the correlation in 
measurements of predation pressure between the two patches for a subsequently larger 
cost of movement value (5-125). The main result stemming from this figure is that there 
appears to be strong positive correlation between patch 1 and 2 with respect to predation 
pressure, at all levels of connectivity. 
 
 
 
Predation pressure is a key indicator in evaluating the likelihood of coexistence 
because the measure must remain in a bounded region that ensures predator survival but 
also restricts overpredation and system collapse. As discussed in Section 3.2.2.2, an 
increased number of individual predators disperse when faced with low prey abundance. 
If all predator agents disperse in this uniform manner, which occurs for values of larger 𝑛, then the same density pressures still exist on both patches. Prey scarcity will persist 
since large predator subpopulations will deplete resources on both patches; Fig. 3.6 
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displays the suggested positive correlation between patch 1 and 2 with respect to 
predation pressure. To counteract this issue, increased likelihood of coexistence is 
attained at lower levels of connectivity because the pressure of two subpopulations of 
collective, dispersing predators is reduced by increased mortality via movement; Fig. 3.7 
illustrates this point. For relative all levels of connectivity depicted (5 - 145) in Fig. 3.7, 
predation pressure maintains an upward trend suggesting that predators employing 
stronger biased dispersal mechanisms put more strain on the prey population. However, 
for increasingly lower levels of connectivity predation pressure is reduced due to 
increased dispersal mortality (as a result of the increase in the cost of movement). For 
example, the maximum predation pressure in a metapopulation with a connectivity level 
of 25, which is attained for larger values of 𝑛, is approximately 0.6 (Panel 3.7A) as 
opposed to peak predation pressure of 0.4 in a metapopulation with connectivity 125; a 
33 percent reduction in pressure.   
And so the increase in dispersal mortality as determined by an increase in the cost 
of movement mitigates predation pressure, which serves to bolster prey abundance and 
welfare. Reduction in predation pressure is key especially for populations of strongly 
biased individual dispersers. This result supports similar findings by Ruxton et al. (1997) 
and Silva et al. (2001) on the stabilizing role of dispersal mortality. This experiment is a 
good example that provides interesting insights into the subtle interplay between inter-
patch dynamics (connectivity) and intra-patch processes (willingness to move) and the 
consequences for coexistence.  
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Fig. 3.7. The effect of dispersal and connectivity on average predation pressure. This 
figure showcases the effects of dispersal intensity and connectivity level on the average 
predation pressure over the entire metapopulation. Each panel contains two plots for 
differing levels of connectivity. Panels B-D clearly show an increase in predation 
pressure for larger values of 𝑛 suggesting that overpredation becomes more of an issue 
for populations of strongly-biased dispersers. Although the upward trend still persists for 
larger 𝑛, increasing the cost of movement between patches (5-145) has the effect of 
reducing the overall magnitude of predation pressure. 
 
 
 
3.4.  Conclusion 
Firstly, we have developed a system that dictates low landscape connectivity is 
detrimental to the management goal of species coexistence as expected by both theory 
and practice. The creation of a link between two distinct populations allows for the 
possibility of local extinction and globally extant populations. If one patch is subject to 
species extinction, repopulation is very likely if a traversable connection exists to an 
alternate, viable population. And so, isolation may increase the risk of global extinction 
because the probability of repopulation is effectively zero. However this conclusion does 
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not necessarily imply that the probability of species survival increases monotonically 
with higher levels of connectivity. Rather, like most conclusions drawn from actual 
management practice, tradeoffs exist.   
A more connected landscape could reduce the likelihood of global extinction and 
allow for more efficient foraging; however, at high levels of connectivity we encounter 
new threats; overcrowding and overpredation, and global synchrony. With high levels of 
connectivity intraspecies competition becomes an issue on both patches leading to 
overcrowding. Furthermore, predators are able to traverse the landscape freely and 
frequently, keeping their population high. The augmented level of predation efficiency 
causes large boom-bust cycles in the interacting populations (with stochasticity, this 
outcome may very well lead to extinction). Likewise, a well-connected system can be 
considered a single habitat, which can be described as global synchrony; this could also 
be considered a weakness when system shocks are incorporated. And so, large predator-
prey boom-bust cycles and global synchrony will tend to destabilize the system and make 
it susceptible to global extinction. 
The model developed in this study reveals that, for species movement characterized 
by derivates of the half-pipe dispersal mechanism, there exist some intermediate range of 
connectedness that allows for local repopulation but at the same time protects against 
high amplitude oscillation and global synchrony. Although collective movement may be 
a common phenomenon in nature it is not necessarily the case that large populations 
move as one; it may be the case that smaller subpopulations engage in herd dispersal. 
Therefore, bang-bang dispersal may be a strong assumption with respect to threshold 
movement, while the half-pipe dispersal function (a stronger reflection of biased random 
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movement) may be a more accurate assumption for the dispersal scheme. The results 
discussed, using the half-pipe dispersal mechanism, suggest that support for greater 
connectivity may be ill advised. Knowledge of these connectivity trade-offs is pertinent 
to the management process. For a given landscape and set of species, if the manager 
assumes that the landscape is not at this optimal connectivity level, some interesting 
questions must be addressed to devise an effective strategy (based on landscape 
alteration) for coexistence, including: 
What sort of feedbacks should the manager employ when deciding to alter  
the landscape? 
How does management strategy change when a patch develops multiple linkages? 
The aforementioned questions are all relatively open as this study only serves to 
develop insight into the drivers that could help better inform corridor managers. To a 
certain degree, the success of the manager will be determined by identifying the 
appropriate interval of connectivity at which the likelihood of coexistence is maximized. 
Existence of such a threshold would signify that it may not be enough for the manager to 
just act based on feedback, but that it must work to maintain a minimum, significant level 
of connectivity or higher (based on other conservation goals).   
 We utilize an agent-based modeling approach to address the issue of landscape 
alteration and corridor management of a predator-prey metapopulation. The ABM allows 
us to do away with assumptions of average aggregate behavior (suppositions of a 
deterministic construct) and model behavior and interaction from the micro-level and see 
how this bottom-up approach serves to affect interactions, behavior, and population 
levels. Different degrees of connectivity lead to different population dynamics and 
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persistence outcomes. The effect of connectivity on inter- and intra-patch dynamics 
depends heavily on the nature of threshold dispersal, which affects species interaction. 
For species movement that closely resembles the form characterized by the half-pipe 
dispersal function, an intermediate level of connectivity is most desirable. Depending on 
the nature of the species’ dispersal mechanism, differing levels of connectedness between 
patches may lead to variable results from coexistence to global extinction, it is now the 
goal of corridor advocates to manage the landscape at a level that balances tradeoffs 
between the various necessities considered by each species.       
 
3.5. Appendix A: ODD Protocol 
Purpose: 
An agent-based model of species interaction on fragmented landscape is developed to 
address the question, how do population levels of predators and prey react with respect to 
changes in the patch connectivity as well as changes in the sharpness of threshold 
dispersal? 
 
State Variables and Scales: 
The model presents populations of predators and prey, habitat patches and links.  
Variables differ for the four main groups as follows. 
 
Individual predator-prey variables 
• Prey: 
o Location (which patch they feed on) 
o Density on a patch 
o Reproduction rate 
o Natural death rate 
o Movement capability 
• Predators: 
o Location (which patch they search for prey) 
o Density on a patch 
o Natural death rate 
o Predation (probability of attacking and killing a prey that is located on the 
same patch) 
o Reproduction rate (a product of predation) 
o Handling (time in which the predator does not attack but can reproduce) 
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o Movement capability 
 
Landscape variables: 
• Patches: 
o Number of patches  
o Size of patches (maximum carrying capacity) 
• Links 
o Number of links in the metapopulation 
o Weight of links represent movement cost and the survival likelihood for 
both species 
 
Process Overview and Scheduling: 
The landscape is initialized first; the number of patches is fixed throughout all simulation 
experiments. A link is placed between patches and assigned a specific weight, which 
stays fixed throughout a run. We assume maximum carrying capacity is equal for every 
patch.   
 
Individual prey and predators are assigned randomly to each patch however their total 
initial population count is equal on each patch. 
 
Each individual prey and predator on patch 𝑖 then internalizes local information by 
counting the number of predators and prey on its patch (including itself) and determining 
the population density values 𝐷!,! and 𝐷!,!. We assume that agents do not update these 
values until the beginning of the next time-step so as to create the idea that agents 
actions, especially events that are density-dependent, occur in some simultaneous fashion 
and no single agent receives the most current information. 
 
All prey events are conducted first. During a time-step, each prey agent has the ability to 
reproduce with some density-dependent probability. After all possible prey reproduction 
events have occurred prey dispersal events are calculated. As noted in the previous 
subsection, successful prey dispersal is a two-step process; first the agent’s willingness to 
move from patch 𝑖 to 𝑗 is calculated with a density-dependent probability and, in the 
event that the prey agent is willing to disperse, then it moves successfully with some 
probability. Prey dispersal mortality occurs if prey dispersal is unsuccessful, if 
intraspecies competition is too great (𝐷!,!   >   𝐷!,!) on target patch 𝑗, or if predation 
pressure has exceeded prey agent limits (𝐷!,!   >   𝐷!,!) on target patch 𝑗.   
 
Predator events begin with foraging. As long as prey agents remain on the current patch, 
each predator agent will successfully capture one with some probability. Following 
successful capture of prey, a predator agent consumes the prey and reproduces with some 
probability. After foraging and reproduction events, predators die naturally according to 
some probability. Finally, the event of successful predator dispersal from patch 𝑖 to 𝑗 is 
determined with some probability; this event is similar to the two-stage movement 
process of prey. Predator dispersal mortality occurs if successful dispersal is not achieved 
or if prey availability is too low (𝐷!,!   >   𝐷!,!) on target patch 𝑗. 
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Design Concepts: 
Emergence 
• Population cycles and size dependent on landscape (network); traversable 
landscape is defined by weight of a link and sharpness in species dispersal. 
 
Interaction 
• Prey and predators interact through predation and density thresholds (depending 
on the maximum capacity of their residing patch) that affect their willingness to 
move.  
 
Stochasticity 
• The model assumes probabilistic events (initial placement of predators and prey, 
predation, reproduction, death, dispersal). 
 
Observation 
• The focus is on the population of predators and prey on each patch and the overall 
network/landscape as determined by the weight of links and the sharpness of 
species dispersal. 
 
Initialization: 
Patches are fixed and placed randomly. Links are formed between all patches to give the 
representation of a fully connected network. The weights of these links are chosen in a 
systematic manner. Maximum carrying capacity is equal for every patch. Predators and 
prey are randomly assigned with equal populations on each patch. Reproduction, death, 
and dispersal rates are equal for each prey (predator) agent (i.e. every prey (predator) has 
the same likelihood of demographic event occurrence). Predation rate, the probability that 
a predator will catch and consume a prey agent at every given time-step, is also equal for 
each predator agent. 
 
Upper and lower density thresholds are assigned for prey, while an upper density 
threshold is assigned for predators. Density thresholds do not vary across patches. These 
thresholds are used to determine species dispersal once the simulation begins. 
 
Variables are initialized as shown in Table 3.1. In order to correct for the high 
stochasticity of the model, repeated runs with the Poisson distributed parameters are 
performed (The mean values for the Poisson distributions are given in Table 3.1). 
Moreover, during the simulations the weight of a link will vary from 5 to 305 by an 
increment of 5 for a set of 400 repeated runs. Sharpness in the dispersal functions, which 
determine species willingness to move before and after a density threshold is reached also 
varies since the objective of the model is to look at the effects of connectivity and 
density-dependent movement on interacting population dynamics. 
 
Input: 
 
See Table 3.1. 
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Submodels: 
 
Model Setup: 
 
• Network 
o Landscape is represented by a fully connected, weighted, undirected 
network 
o Multiple links between two patches and loops are not allowed 
o 𝑁 number of patches is chosen 
o Links are placed between patches 
o Links have some weight assigned   
o Capacity 𝐶 is assigned to every patch: 𝐶 = 500 
 
• Prey and Predators 
o Initial number of prey, 𝑁! is Poisson distributed with mean 250 
o Initial number of predators, 𝑁!  is Poisson distributed with mean 100 
o Random assignment of predators and prey to a patch 𝑖 
o Let 𝑥!  be a prey assigned to patch 𝑖, then the density of prey on patch 𝑖 is 𝐷!,! = 𝑥! 𝐶 
o Let 𝑦!  be a predator assigned to patch 𝑖, then the density of predators on 
patch 𝑖, 𝐷!,! = 𝑦! 𝐶 
 
Model Development: 
 
• Patch, Prey, Predator (consecutively) 
o Calculate population density on their patch (local information) 
• Prey 
o Prey on patch 𝑖 reproduce with probability 1− 𝑒!! !!!!,! , where 𝑟 is 
Poisson distributed with mean 0.25 
o Prey dispersal (3 scenarios) 
§ 1. When no population density thresholds are exceeded ([𝐷!,!     <  𝐷!,!] and [𝐷!,!     <   𝐷!,!]) 
• Each prey picks two numbers at random between 0 and 1, 
call it rand and sand 
• If  rand < (𝐷!,!   /  𝐷!,!)! or sand < (𝐷!,!   /  𝐷!,!)! 
o Prey agent wants to move to some neighboring 
patch.  
o Prey picks another random number, denoted band.  
Let 𝐾 be the set of all neighboring patches 𝑘 s.t 
band < (𝑀!  /  𝑊!") {Note 𝑊!"   =   𝑊!"},  
§ If 𝐾 nonempty 
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• Prey randomly chooses an element 
(patch) 𝑗 from 𝐾 
• Prey agent moves successfully to 
patch 𝑗 
• Prey agent calculates population 
density on new patch 𝑗 
• If (𝐷!,!   >   𝐷!,!) then the prey agent 
dies (overpopulation) 
§ Else 
• Prey agent dies (death via dispersal) 
§ 2. Intraspecific competition for space/food (𝐷!,!   >   𝐷!,!) 
• Prey agent wants to move to the nearest neighboring patch 𝑗.  
• Prey picks a random number, call it band  
o If band < (𝑀!  /  𝑊!") 
§ Prey agent moves successfully 
§ Prey agent calculates prey density on new 
patch 𝑗 
§ If (𝐷!,!   >   𝐷!,!) then the prey agent dies  
(overpopulation) 
o Else 
§ Prey agent dies (death via dispersal) 
 
§ 3. Anti-predator behavior (𝐷!,!   >   𝐷!,!) 
• Same procedure as 2. 
 
• Predators 
o Predation  
§ If there any prey on the predator’s resident patch 𝑖 
• Pick one prey agent at random 
• With probability 1− 𝑒!!!!,!, where 𝑐 is Poisson distributed 
with mean 0.9, successfully eat the prey 
o With corresponding probability 𝑓, which is Poisson 
distributed with mean 0.5, predator agent gives birth 
o Predators die of natural causes with probability 𝑑, which is Poisson 
distributed with mean 0.06 
o Predator dispersal (2 scenarios) 
§ 1. When no population density thresholds are exceeded (𝐷!,!   >  𝐷!,!)  
• Each predator picks one number at random between 0 and 
1, call it rand  
• If rand < ([𝐷!,!     −   1]/[𝐷!,!   −   1])!  
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o Predator picks another random number, denoted 
band.  Let 𝐾 be the set of all neighboring patches 𝑘 
s.t band < (𝑀!  /  𝑊!") {Note 𝑊!"   =   𝑊!"},  
§ If 𝐾 nonempty 
• Predator randomly chooses an 
element (patch) j from 𝐾 
• Predator moves successfully to patch 𝑗 
• Predator calculates population 
density on new patch 𝑗 
• If (𝐷!,! <   𝐷!,!) then the predator 
agent dies (food scarcity) 
§ Else 
• Predator agent dies (death via 
dispersal) 
§ 2. Predator foraging behavior (𝐷!,! <   𝐷!,!) 
• Predator picks another random number, denoted band.  Let 𝐾 be the set of all neighboring patches 𝑘 s.t band < (𝑀!  /  𝑊!") {Note 𝑊!"   =   𝑊!"},  
o If 𝐾 nonempty 
§ Predator randomly chooses an element 
(patch) 𝑗 from 𝐾 
§ Predator moves successfully to patch 𝑗 
§ Predator calculates population density on 
new patch 𝑗 
§ If (𝐷!,! <   𝐷!,!) then the predator agent dies 
(food scarcity) 
o Else 
§ Predator agent dies (death via dispersal) 
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3.6. Appendix B: The effects of additive dispersal mortality 
In an effort to assess the difference in ABM results when the assumption of truncation 
mortality (via dispersal) is considered and when it is not, the following figures where 
generated. Our conclusion is that this assumption only brings about a quantitative 
difference in model outcome, the main result of the ABM experiments, reported in the 
published manuscript, still holds. 
 
Fig. S1. The effect of connectivity and dispersal on likelihood of coexistence, when 
truncation mortality is removed. S1A-C represent the effects of landscape connectivity 
and type of dispersal mechanism on the likelihood of coexistence between predators and 
prey. Each panel contains two plots for differing dispersal mechanisms (𝑛). Panels S1A 
& B still show the increase and eventual decrease in the likelihood of coexistence (for 𝑛 
= 1, 2, 3, 5) as connectivity level decreases. For 𝑛 ≥ 7, the likelihood of coexistence still 
reaches a peak (at 1) and sustains this value for lower levels of connectivity however, 
declination is inevitable at much lower levels of connectivity. 
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Chapter 4 
TOWARDS A HIERARCHICAL MEASUREMENT OF NETWORK STRUCTURE 
4.1.  Introduction 
There has been an explosion in the use of graph and network theory across the 
applied sciences. The appeal is that networks provide clear visualization of interlinked 
systems (or entities). The motivating hypothesis implicit in network analysis is that by 
understanding the underlying linkage structure researchers gain predictive power about 
social and biological processes taking place on networks including; neuron 
communication (Laughlin and Sejnowski, 2003), infectious disease dynamics (May, 
2006), and species dispersal and persistence (Urban et al., 2009). A secondary appeal of 
network representation is that it captures heterogeneity, but details about heterogeneity 
are lost when summarizing networks with a single mean-style measure. Researchers have 
indicated that a hierarchical system composed of multiple metrics may be a more useful 
determinant of structure, but a formal method for grouping metrics is still lacking 
(Estrada and Bodin, 2008). We develop such a hierarchy and systematically test the 
hypothesis that simple metrics are sufficient to explain the variation in processes that take 
place on networks, using ecological function as an example. The nested hierarchy of 
measures is motivated by the statistical concept of moments, where a set of numerical 
features are systematically calculated and used to describe the structure of a distribution, 
or a set of nodes in the case of a network, in increasing detail.  
Graph and network analysis have emerged as a popular approach to visualizing 
fragmented habitat and addressing the issue of connectivity and species conservation on 
such landscapes (Ortega-Huerta and Medley, 1999; Mackovcin, 2000; Urban and Keitt, 
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2001; Dixon et al., 2006). In the network formulation, nodes represent habitat patches 
and links represent corridors that facilitate individual dispersal. Network metrics, a 
measure of the degree to which movement is facilitated along whole landscapes, and 
patch centralities, which contain information on individual patch contribution to habitat 
connectivity, can then be used to quantify network structure and link it to different 
ecological measures of persistence.  
Summary metrics are prevalent in the ecological networks literature. For example, 
Bunn et al. (2000) use diameter, the maximum geodesic distance between any two 
patches on a network to assess habitat connectivity jointly for the american mink 
(Mustela vison) and the prothonotary warbler (protonotaria citrea), and conclude that 
mink recognize a connected landscape whereas warblers do not. Bodin and Norberg 
(2007) use betweenness, the total number of pairwise shortest pathways passing through 
a central patch, to indicate highly connected components of habitat patches for the ring-
tailed lemur (Lemur catta) in Southern Madagascar. The spectral radius and eigenvector 
centrality (collectively referred to as eigenmetrics) are also ubiquitous in the ecological 
modeling literature on structured/heterogeneous population dynamics (Ovaskainen and 
Hanski, 2001; Allesina and Pascual, 2009; Watson et al., 2011). Rayfield et al. (2011) 
highlight the increased popularity of summary indices, asserting that the number of 
published work using graph or network theory to quantify habitat networks has grown 
roughly by a factor of 10 over the past three decades. 
There are numerous established metrics for measuring connectivity in habitat 
networks, and many are strongly correlated (Baggio et al., 2011). We use the 
eigenmetrics to demonstrate the hierarchical approach to network summarization. 
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Specifically, the concept of moments is extended to habitat networks by treating the 
eigenvector centrality as a distribution of patch connectivity scores. 
We focus on capturing outcome variation in three ecological processes: spread of 
a single species, survival of a single species, and coexistence of a predator and prey on 
patchy landscape. The ecological data are drawn from agent-based representations of 
single- and multi-species habitat networks. The actions of the agents are probabilistic and 
provide a scenario where the predictive power of the chosen metrics can be assessed amid 
stochastic population dynamics. The ecological agent-based models (ABMs) are 
calibrated using data from ferret and prairie dog demographics and interaction. 
Habitat conversion has reduced the prairie dogs (Cynomys spp.) to about 2% of 
their original range (Miller et al., 1996; Cain et al., 2011). This remainder is distributed 
along central North America as spatially distinct prairie towns (patches) linked by 
individual dispersal through the adjoining landscape. Prairie dogs are a keystone species 
as they are a major food source for a number of mammal and bird populations and their 
burrows serve as habitat for other species (Antolin, 2002; Lomolino et al., 2003). 
Moreover, prairie dog digging activity has a significant effect on non-trophic ecosystem 
functions, e.g. nutrient cycling (Roach et al., 2001; Johnson and Collinge, 2004). Prairie 
dog decline has had notable impact on the endangered ferret population (Mustela 
nigripes). Ferrets feed almost exclusively on prairie dogs and usurp their burrows for use 
in rearing ferret kits and avoiding top predators. Ferrets have been listed as endangered 
since 1966 and continued plans for their reintroduction into the wild will depend on the 
regional persistence of fragmented prairie dog populations (Hof et al., 2002; Lomolino et 
al., 2003).  
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Prairie dog metapopulations can be represented as a network of multiple 
complexes (each consisting of multiple prairie dog families) with low-lying drainages, 
roadways and other landscape features serving as corridors (Roach et al., 2001; Cain et 
al., 2011). Prairie dogs serve as the focal species in the spread and survival scenario. The 
representative coexistence scenario is based on ferret-prairie dog interaction as both 
species share a strong trophic and spatial relationship; this is an important notion when 
using the idea of habitat networks to model multi-species processes (Bunn et al., 2000). 
The parameters on ferrets and prairie dogs are compiled from several different regions 
and are intended to bound the parameter space, not outline a specific case study. 
Nevertheless, use of graph-theoretic approaches to habitat characterization will add 
valuable insight to the selection of suitable sites for ferret conservation. Moreover, 
extensive data on ferret reintegration and survivability is scarce (Holmes, 2008: Cain et 
al., 2011). So knowledge of the structural properties of prairie dog habitat is key in 
determining the success of ferret conservation (Biggins et al., 1993; Bevers et al., 1997). 
In general, an increased understanding of different ecological tradeoffs and consequences 
of network topology is needed for making better-informed conservation decisions (Urban 
et al., 2009). 
 
4.2. Methods 
4.2.1. Representative landscape and metrics 
Let 𝐺 denote a network with 𝑁 habitat patches. We assume any two patches in the 𝑁-patch system possess a weighted link between them representing the relative ease of 
dispersal. In the prairie dog habitat networks case study, link weights represent pairwise  
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Fig. 4.1. (Left) A weighted 4-patch network denoted 𝐺. The weights of 𝐺 represent the 
distance between patches, which can be taken as Euclidean distance or the distance along 
some known dispersal corridor. (Right) The corresponding adjacency matrix 𝐴! . Note 
that the weights in 𝐺 are bidirectional, which means 𝐴!  is symmetric. Given the 
definition, weights cannot exist between a patch and itself, thus the diagonal elements of 𝐴!  are always zero. Bi-directionality (symmetry) and no self-linkages (zero-diagonals) 
are an ever-present assumption in all networks (matrices) generated and analyzed. 
 
 
geographic distances along low-lying drainage systems connecting disjoint complexes 
(Roach et al., 2001).14 𝐺 can be expressed as an 𝑁×𝑁 adjacency matrix, denoted 𝐴! , 
where the link weights between the 𝑁 patches of 𝐺 make up the elements of 𝐴! . 𝐺 does 
not possess self-links and weighted links are bidirectional, so 𝐴!  is always a zero-
diagonal, symmetric matrix. Fig. 4.1 provides an example of how a network is mapped 
into an adjacency matrix. In the networks literature the spectral radius, denoted 𝜆! , is 
used to measure the overall traversability of a static landscape (Jacobi and Jonsson, 
2011), and is computed as the dominant eigenvalue (i.e. 𝜆! = max!∈{!,…,!} 𝜆! )  of 𝐴! . 
Networks with low spectral radius span a shorter distance and are highly connected.  
Increasing spectral radius indicates greater disconnectedness. Spectral radius is positively 
correlated with the mean weighted degree (i.e. strength) and the mean clustering 
                                                
14 Roach et al. (2001) calculate distance between prairie towns in north-central Colorado using 4 different 
geographic measurements assuming, 1) dispersers travel the shortest distance on a homogeneous landscape 
- linear (Euclidean) distance, 2) dispersers take the shortest distance along low-lying drainages connecting 
towns – drainage distance, 3) dispersers take the shortest distance along roadways connecting towns – road 
distance, 4) dispersers take the shortest distance along drainages or roads – drainage-road distance.  The 
authors found that dispersal via (2) best matched genetic variation between towns. 
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coefficient of a network (Appendix A provides the relationships between eigenmetrics 
and other popular metrics).15  
A measure that provides information about individual patch importance in a 
network is the eigenvector centrality (EC). A patch with low EC score is highly 
connected relative to other patches in the network. The EC is the 𝑁×1 eigenvector (𝑣!) 
associated with the spectral radius whose elements are rescaled so the Euclidean norm of 𝑣!  equals 1. The 𝑖!! component of the EC ranks the importance (contribution) of the 𝑖!! 
patch as donor and recipient of dispersing agents on the landscape; this provides a 
description of patch contribution to landscape connectivity (Borgatti, 2005; Urban et al., 
2009).  
Spectral radius estimates the mean distance across a network, so critical 
information is lost when summarizing the structural characteristics of a 𝑁-patch network 
with a single metric. Indeed, there exists a set of network configurations with the same 
spectral radius that lead to different ecological outcomes as a result of deviations in other 
determinants of structure.16 Using both spectral radius and EC together provides a more 
complete picture of network structure. We treat the elements of an N-dimensional EC as 𝑁 data points. Specifically, we use the statistical moments of the EC but discard the mean 
of the EC (first moment) because, as we show in Appendix B, there is a one-to-one 
relationship between EC mean and EC variance (second moment). 
                                                
15 The strength of a patch is defined as the sum of all the weights corresponding to its attached links; the 
average strength simply takes the average of this measure over all patches in a network. Clustering 
coefficient is a relative measure of the degree to which patches are bunched together, taking the average 
extends this local metric to the entire network. 
 
16 May (2006) and Ames et al. (2011) make a similar argument on the limitations in using the degree 
distribution as the sole predictor variable for disease dynamics on networks. Average degree distribution is 
not a strong determinant of patch accessibility because a single patch may serve as a hub in an otherwise 
disconnected system.  
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Variance measures the spread in a dataset. In the context of networks, EC 
variance (𝑣𝑎𝑟(𝑣!)) measures the spread in patch contribution across the network and 
provides a measure of heterogeneity among patches. Networks with zero EC variance 
imply that all patches contribute equally to the overall traversability of a landscape (Fig. 
4.2A). Networks with nonzero EC variance (see Fig. 4.2B) contain patches that 
contribute heterogeneously to network traversability. EC variance corresponds greatly 
with popular metrics that are least correlated spectral radius (e.g. see global efficiency 
and average shortest path length in Appendix A); this supports the idea that statistical 
moments are useful for organizing information from a large set of available summary 
indices. 
Skewness, the third moment, indicates whether deviations from the mean of a 
dataset are positive or negative and measures the level of asymmetry in data. Datasets 
with negative skew contain a larger proportion of points that exceed the mean. EC 
skewness (𝑠𝑘𝑒𝑤(𝑣!)) captures the net proportion between strong and weak contributors 
to overall network connectivity. Patch 𝑖 of network 𝐺 is a relatively strong (weak) 
contributor if its corresponding eigenvector element (𝑣! ∈ 𝑣!) is greater (less) than the 
EC mean. Networks with negative EC skewness possess a larger proportion of weak 
contributors (Fig. 4.3A), zero EC skewness reflects a one-to-one ratio of weak to strong 
contributors and structures with positive EC skewness have a higher proportion of strong 
contributors (Fig. 4.3B). Our approach of using EC moments could be extended to higher 
order moments, but it is hard to produce clear interpretable meaning for statistical 
moments past the third (Casella and Berger, 2002).  
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Fig. 4.2. Graphical illustration of two 6-patch networks with the same spectral radius 
(𝜆! =  80km) but different variance. (A) Network with zero variance. (B) Network with 
nonzero variance (𝑣𝑎𝑟 𝑣! = 0.026). (C-D) Frequency distribution of eigenvector 
centrality scores for patches in networks (A) and (B) respectively. Patch 3 in network (B) 
is more connected than other patches hence patch contribution cannot be homogeneous. 
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Fig. 4.3. Graphical illustration of two 6-patch networks with the same spectral radius 
(𝜆! =  65km) and variance (𝑣𝑎𝑟 𝑣! = 0.0086) but different skewness. (A) Network 
with negative skew (𝑠𝑘𝑒𝑤 𝑣! = −1.79). (B) Network with positive skew (𝑠𝑘𝑒𝑤 𝑣! =1.086). (C-D) Frequency distribution of eigenvector centrality scores for patches in 
networks (A) and (B) respectively. Patch 3 in network (A) is the only strong contributor 
on the landscape. In contrast, patches 1-4 in network (B) are strong contributors. 
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4.2.2. Model design 
Using the MATLAB R2012a software package, we develop an algorithm 
(outlined in Appendix C) to build 6×6 adjacency matrices with predetermined spectral 
radius, EC variance, and EC skewness. The matrices constructed represent 6 interlinked 
patches; this number is comparable to networks of prairie dog complexes (Trudeau et al., 
2004; Antolin et al., 2006). We use these adjacency matrices as habitat networks for an 
agent-based model of prairie dogs and ferrets (NetLogo 5.0.1). In order to create 
extremities for the metrics, a bound on the link weights must be selected based on focal 
species in the study (O’Neill et al., 1988). On average ferrets and prairie dogs disperse 
4km (Bevers et al., 1997) and 2km (Garrett and Franklin, 1988; Hoogland, 1995) 
respectively. 20km is used as the upper bound for any link weight because this reflects a 
low probability of successful dispersal (Lomolino et al., 2003; Holmes, 2008). We choose 
1km as the minimum distance between patches, which corresponds to the minimum 
distance between circumscribed prairie dog complexes (Holmes, 2008). When all patches 
are 1km apart the network spectral radius is 5km and the least connected network, where 
all patches are 20km apart, has a spectral radius of 100km. Both of these extreme 
networks have zero EC variance because patch contribution is uniform. As a result, both 
extreme networks cannot be further characterized by EC skewness. However, a large 
number of networks possessing spectral radius between 5km and 100km can be stratified 
by EC skewness. We choose 5 spectral radii, spanning the spectrum of potential spectral 
radii in our system, to generate adjacency matrices. For each spectral radius we specify 
five EC variance measures, and then repeat the process with five levels of EC skewness. 
Some networks have an EC variance of 0. In sum, we create 107 networks.    
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4.2.2.1. Intra-patch dynamics 
On patch 𝑖 ferrets, 𝑦! , and prairie dogs, 𝑥!, interact following Klebanoff et al. 
(1991). We convert Klebanoff et al.’s (1991) age-structured, ordinary differential 
equation model to a discrete, single-age ABM. The ecological submodels are briefly 
described in terms of predator-prey interaction; the spread and survival ABMs have the 
same structure, but the ferret population is suppressed. Agent birth, death, and dispersal 
events are stochastic and successfully occur if a randomly chosen value from the random 
uniform distribution on the unit interval ([0,1]) is less than the corresponding rate of 
event occurrence.  
Prairie dogs exhibit density-dependent growth (Hoogland et al., 1988). In each 
time-step, a prairie dog on patch 𝑖 produces 𝑘! offspring with probability, 1− 𝑒𝑥𝑝[−𝑟(1− 𝐷!,!)]; 𝑟 is the intrinsic growth rate of prairie dogs. 𝐷!,! denotes prairie 
dog density on patch 𝑖 and is computed as 𝐷!,!   =   𝑥! 𝐶!, where 𝐶! represents prairie dog 
carrying capacity for patch 𝑖. Prairie dog mortality on patch 𝑖 occurs with probability 𝑑! 
or as a result of predation with density-dependent probability, 1− 𝑒𝑥𝑝(−𝑐𝐷!,! (1+   𝑐ℎ𝐷!,!)), where 𝑐 is the ferret attack rate and ℎ denotes prey 
handling time; this formulation stems directly from Type II functional response of 
predators in a Lotka-Volterra system (Holling, 1959). Conditional on successful 
predation, a ferret produces 𝑘! offspring with probability 2.5 (1+ 40𝑒𝑥𝑝(−𝑓𝑥! 𝑦!)), 
which is derived from a statistical fit of ferret birth rates to a sigmoidal function 
(Klebanoff et al., 1991); 𝑓 denotes the intrinsic growth rate in the ferret birth rate 
conditional on predation rate, 𝑥! 𝑦!. Ferret mortality occurs with probability 𝑑!. Table 
4.1 provides a summary of agent attributes and parameters. 
 92 
 
Table 4.1. Summary of variables and parameters used in the ABM. 
Symbol          Description                                                       Value 𝑁!           Initial number of prairie dogs on a patch                     150 𝑟           Prairie dog growth rate                                               0.74a  𝑘!           Prairie dog litter size                                               3b  𝑑!           Prairie dog mortality probability                       0.4a  𝐷!,!           Prairie dog density threshold affecting own dispersal          0.9c  𝐷!,!                 Prairie dog density threshold affecting ferret dispersal         0.3c 𝑀!                 Average dispersal distance of prairie dogs                      2kmd 𝑁!                 Initial number of ferrets on a patch                                  15 𝑐           Ferret attack rate                                               28a  ℎ           Handling time                                                           0.005a  𝑓           Ferret intrinsic growth rate (after predation)                      0.2a 𝑘!           Ferret litter size                                                           3a  𝑑!           Ferret mortality probability                                              0.6a 𝐷!,!           Predator density threshold affecting prey dispersal          0.7c 𝑀!                 Predator movement capability                                              4kme 
Approximated from: aKlebanoff et al. (1991), bHoogland (1988), cSalau et al. (2012),     
dGarrett and Franklin (1988), eBevers et al. (1997) 
 
 
 
4.2.2.2. Dispersal dynamics 
Dispersal is a two-stage process, the decision to disperse and the likelihood of 
successful dispersal. This formulation is in line with existing analytical and 
computational models of dispersal dynamics (Amarasekare, 2004; Hudgens and Haddad, 
2003; Sanchirico and Wilen, 2005; Hovestadt et al., 2010; Tang and Bennett, 2010; Salau 
et al., 2012). Prairie dog dispersal is influenced by intraspecific competition and 
antipredatory behavior (Garrett and Franklin, 1988; Hof et al., 2002). In the ABM, prairie 
dogs disperse from patch 𝑖 with density-dependent probability, 𝐷!,! 𝐷!,!     if     𝐷!,!   <   𝐷!,!  
                  1         if      𝐷!,!   ≥   𝐷!,!                                                 (4.1)  
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(4.1) symbolizes the decision to disperse due to intraspecific competition. 𝐷!,! is a fixed 
density threshold indicator of overcrowding below which, the decision to disperse is 
random but increasingly likely with higher prairie dog density. Above 𝐷!,!, dispersal is 
certain. Prairie dogs may also disperse from patch 𝑖 with density-dependent probability, 𝐷!,! 𝐷!,!     if     𝐷!,!   <   𝐷!,!  
1           if      𝐷!,!   ≥   𝐷!,!                                                       (4.2)          
(4.2) represents the decision to disperse due to extreme predation pressure. 𝐷!,! is a 
measure of ferret density on patch 𝑖 with respect to the prairie dog carrying capacity (i.e. 𝐷!,!   =   𝑦! 𝐶!). 𝐷!,! denotes the density threshold indicative of excess predation 
pressure.  
Ferret dispersal responds to prairie dog abundance (Gurney and Nisbet, 1975; 
Holmes, 2008; Cain et al., 2011). Ferrets disperse from patch 𝑖 with density-dependent 
probability, (𝐷!,!   –   1) (𝐷!,!  –   1)        if     𝐷!,!   >   𝐷!,!  
                1                    if      𝐷!,!   ≤   𝐷!,!     .                               (4.3) 𝐷!,! is the density threshold indicator of prey scarcity. When prairie dog density is above 𝐷!,!, ferret dispersal is random and less likely as prairie dog numbers continue to grow. 
When prairie dogs are scarce (i.e. 𝐷!,!   ≤   𝐷!,!), ferret dispersal is certain. 
Assuming an individual disperses out of a patch, the probability of successful 
arrival at another patch is a function of distance (Garrett and Franklin, 1982; Hof et al., 
2002). A dispersing animal completes a move from patch 𝑖 to patch j if,  
 𝐸𝑥𝑝 𝑀! <𝑊!"                  (4.4) 
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Where 𝑀! denotes the mean dispersal ability of prairie dogs and 𝑊!" is the distance 
between patches 𝑖 and 𝑗. If the animal cannot reach patch 𝑗 given the dispersal ability 
draw, then the dispersing animal dies.  
 
4.2.3. Model iteration and statistical analysis 
A description of the sequence of agent events for each ecological process is 
available in Appendix D and archived online (www.openabm.org). We simulate 1000 
realizations per network configuration for each ecological process. Spread potential is 
evaluated by measuring the time needed for an initial population of prairie dogs on one 
randomly chosen patch to occupy the last uninhabited patch (i.e. time to full network 
occupation). Time to extinction of the prairie dog population is the ecological metric of 
choice in the survival scenario; so greater persistence reflects a lengthier time to 
extinction. Time to extinction of either predator or prey (i.e. the end of coexistence) is 
used as the measure of persistence in the coexistence scenario. We perform a regression 
on combinations of spectral radius, EC variance, and EC skewness in order to assess the 
predictive accuracy of the proposed metrics against the functional response variables for 
each scenario; median time to full network occupation, median time to single-species 
extinction, and median time to extinction of predator or prey. Model ranking is based on 
R2 values and Akaike’s information criterion (AIC). 
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Table 4.2. Table of sample regression models using spectral radius (𝜆!), EC variance 
(𝑣𝑎𝑟(𝑣!)), and EC skewness (𝑠𝑘𝑒𝑤(𝑣!)) as possible predictor variables and the median 
time values for the spread, survival, and coexistence scenarios as the response variables. 
Regression models are ranked using the corresponding R2 and AIC values. The R2 value 
indicates the proportion of variability in outcomes explainable by a given model. AIC 
levels allow for further model comparison, with preferred models corresponding to lower 
AIC values. △AIC is a rescaling of the original AIC values by the lowest AIC value in 
the group of models. 
Ecological 
process               Network metric(s)                       R
2                    △AIC         Rank 
Median 
spread time 
𝜆!                                                              0.135         143.982            5 
              𝑣𝑎𝑟(𝑣!)                                     0.118         155.350            6 
                                    𝑠𝑘𝑒𝑤(𝑣!)             0.000         230.866           7 𝜆!           𝑣𝑎𝑟(𝑣!)                                      0.151        134.438            4 𝜆!                                  𝑠𝑘𝑒𝑤(𝑣!)            0.309        11.200              2 
              𝑣𝑎𝑟(𝑣!)         𝑠𝑘𝑒𝑤(𝑣!)            0.162         126.968            3 
 𝝀𝑮          𝒗𝒂𝒓(𝒗𝑮)        𝒔𝒌𝒆𝒘(𝒗𝑮)           0.324            0f                  1 
 
Median 
survival time 
𝜆!                                                               0.573         590.130            6 
                𝑣𝑎𝑟(𝑣!)                                    0.797         144.130            4 
                                      𝑠𝑘𝑒𝑤(𝑣!)            0.347        845.828            7 𝜆!            𝑣𝑎𝑟(𝑣!)                                     0.839         8.222                2 𝜆!                                   𝑠𝑘𝑒𝑤(𝑣!)             0.575       589.270            5 
              𝑣𝑎𝑟(𝑣!)        𝑠𝑘𝑒𝑤(𝑣!)            0.826          55.142              3 
 𝝀𝑮          𝒗𝒂𝒓(𝒗𝑮)        𝒔𝒌𝒆𝒘(𝒗𝑮)          0.841            0g                    1 
 
Median 
coexistence 
time 
𝜆!                                                                 0.630       572.536            6 
                 𝑣𝑎𝑟(𝑣!)                                     0.763       303.916            4 
                                        𝑠𝑘𝑒𝑤(𝑣!)           0.461        797.496           7 𝜆!             𝑣𝑎𝑟(𝑣!)                                     0.837        81.782              3 𝜆!                                     𝑠𝑘𝑒𝑤(𝑣!)            0.649        542.210          5 
                𝑣𝑎𝑟(𝑣!)          𝑠𝑘𝑒𝑤(𝑣!)           0.844        55.620             2 
 𝝀𝑮           𝒗𝒂𝒓(𝒗𝑮)         𝒔𝒌𝒆𝒘(𝒗𝑮)           0.858           0h                  1 
 
Original AIC value: f7231.528, g8396.336, h6909.676 
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4.3. Results 
The top ranked models use all three metrics and explain 32%, 84 %, and 86 % of 
the variation in spread, survival, and coexistence outcomes respectively (Table 4.2). 
Network metrics are relatively poor predictors of spread, an unexpected result because 
landscape structure is expected to directly determine dispersal but indirectly influence 
persistence. The R2 for the spread model improves to 64% if squared and interaction 
terms are included in the regression (see Appendix E).  
Some single-metric models are relatively good indicators of variation in the 
simulated data. For example, the linear regression model with EC variance as the sole 
predictor variable is able to account for approximately 80 percent of the variation in 
survival outcomes. But the main result of the regression analysis suggests that multiple 
metrics that holistically describe the network configuration best explain the functional 
outcome of the events on the network. 
4.3.1. The overall effect of single metrics 
Increases in the spectral radius monotonically increase the time it takes the 
population to spread across the network (Fig. 4.4A). Greater overall distance limits the 
ability of agents to successfully disperse through the landscape, thus increasing the time 
to full network occupation. Though there is a clear general trend between spectral radius 
and spread, the variation in outcomes (especially at intermediate levels of connectivity) 
suggest that other structural attributes play an important role. EC variance has a negative 
monotonic effect on the time to full network occupation (Fig. 4.4B). Habitat networks 
with increased heterogeneity in patch contribution facilitate the spread of agents. 
Increasing heterogeneity guarantees the existence of a strongly connected patch that, once  
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Fig. 4.4. The overall effect of network indicator on ecological function, without grouping 
the metrics. The rows of plots each pertain to the spread, survival, and coexistence 
scenario respectively. The columns of plots each pertain to spectral radius, EC variance, 
and EC skewness respectively. The y-axis on each plot represents a median time 
measure. 
 
 
inhabited, is able to facilitate the spread of agents to all other patches in the system. In 
short, greater heterogeneity reflects greater accessibility. EC skewness does not have a 
clear effect on the time to full network occupation (Fig. 4.4C). When comparing the 
spread regression model of spectral radius and EC variance with the spread regression 
model of all three metrics, we find that the latter model accounts form more variation 
with an R2 value approximately three times greater than that of the former. EC skewness 
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is unreliable as the sole predictor of spread but contributes information conditional on the 
inclusion of other more influential factors (e.g. spectral radius and EC variance).   
Simulations on the survival and coexistence scenarios display similar trends in 
terms of network structure and function (see Fig. 4.4D-F vs. Fig. 4.4G-I). This result 
suggests that evaluating survival likelihood of a single species gives insight into 
coexistence in multi-species habitat networks; this makes intuitive sense in predator-prey 
systems with strong trophic and spatial dependencies between consumer and resource. 
However this observation cannot be generalized to all multi-species habitat networks, e.g. 
recall minks and warblers from Bunn et al. (2000). 
Given the qualitative similarities between the persistence of a single species and 
predator-prey system, we focus on the survival of a single species from hereon. Networks 
with low spectral radius coincide with high persistence times (Fig. 4.4D). Highly 
traversable habitat networks bolster species persistence by allowing greater mobility for 
foraging, securing refuge, and more frequent rescue effects17; this tends to be the general 
belief among conservationists and the rationale for maintaining/increasing connectivity 
between habitat patches (Heller and Zavaleta, 2009). But variation in results over the 
range of spectral radius values suggest that other attributes of structure may be important. 
Networks with greater EC variance coincide with greater persistence levels. And so 
heterogeneity in patch connectedness also plays a major role in species survival. This 
does not nullify the belief that increasing connectivity generally improves survival 
prospects for fragmented populations, but it does suggest that there are tradeoffs between 
                                                
17 A rescue effect is defined as a scenario where inter-patch dispersal buffers local extinction events. This 
persistence strategy, congruent with metapopulation theory, is a major driver of global persistence in 
fragmented populations (Gonzalez et al., 1998; Roach et al., 2001; Antolin et al., 2006). 
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connectivity and heterogeneity that may be important to consider when indicating 
preferred sites for species conservation.   
All else equal, structures consisting of a larger proportion of strong patch 
contributors (i.e. increased EC skewness) support lengthier survival periods; however, 
variation in persistence outcomes is high (Fig. 4.4E). A larger proportion of strong 
contributor patches increase the likelihood of a rescue effect. But increased EC skewness 
does not necessarily indicate a high level of network connectivity as a few patches in the 
system may be severely disconnected. So the overall effect of increasing EC skewness is 
not comparable to reducing spectral radius.  
 
4.3.2. Metric dependence and structural variation 
 
The equation for computing EC skewness of a structure depends explicitly on the 
EC variance, which in turn depends on the magnitude of the spectral radius. We 
numerically verify this dependence. Fig. 4.5A provides a graphical representation of the 
mathematical relationship between spectral radius and EC variance. The highest point in 
each column of data stratified by a given spectral radius value represents a network 
structure with the greatest EC variance attainable. So for networks first classified by a 
spectral radius of 35km, the highest EC variance attainable is 0.08. In general, increasing 
the spectral radius decreases the range of realizable EC variances. As networks become 
increasingly disconnected, the corresponding patches become increasingly isolated. 
Therefore, each patch contributes equally to network connectivity. Increasing the spectral 
radius has varying effects on the range of EC skewness values, initially containing mostly 
positive EC skewness values, then increasing the range to allow for an equal range of  
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Fig. 4.5. Categorization of spread model outcomes by spectral radius, EC variance and 
EC skewness. Color denotes median time to full network occupation. This figure helps 
illustrate the range of network available on different metric scales and the range of 
ecological outcomes attainable.  
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positive and negative EC skewness values, and finally restricting the range to only 
negative EC skewness values (Fig. 4.5B). For networks with intermediate connectivity, 
patch contribution skews in the positive or negative direction thus allowing for a larger 
range of network configurations (Fig. 4.5B). Increased EC variance decreases the range 
of possible EC skewness values (Fig. 4.5C).  
 
4.3.3. Assessing spread outcomes with a nested hierarchy of metrics 
First we highlight regions in the spread scenario where single metrics explain 
most of the outcome variation. Spectral radius may be a sufficient metric for networks 
with moderate to high connectivity (in our example 𝜆! ∈    [5,50]); time to full spread 
occurs over very short time periods due to the overall closeness of all patches (see Fig. 
4.5C). Likewise, networks with moderately low to high patch heterogeneity (𝑣𝑎𝑟(𝑣!) ≥0.02) facilitate spread over short time periods. Thus the ultimate determinant of fast 
spread is the general accessibility of patches, and a high level is achieved in networks 
with low spectral radius or high EC variance. 
 We observe variation in spread outcomes for networks with low connectivity 
(𝜆! ∈    [65,80]) and heterogeneity (𝑣𝑎𝑟(𝑣!) ∈ [0.006,0.01]); refer to this area of the 
metric space as region A. Increased spread time is expected in this region of the metric 
space because a majority of patches are equally disconnected, but there are a number of 
examples where this is not the case (Fig. 4.5C). For such networks, spectral radius and 
EC variance are unable to adequately capture all scenarios and EC skewness provides 
additional information in distinguishing between different spread outcomes. As an 
example, networks with spectral radius 80km and EC variance 0.006 foster extremely 
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low or high spread times depending on the magnitude of EC skewness. At the lower end 
of the EC skewness spectrum for region A, a large proportion of patches are strongly 
disconnected, however nonzero EC variance indicates there exists at least one relatively 
strong contributor responsible for quick dispersal across the whole network.  
For networks with high EC skewness in region A, the overall accessibility of 
patches is lower even though the proportion of strongly connected patches has increased. 
This is because increasing EC skewness in this region replaces the high connectivity of a 
few strong contributors with weaker individual connectivity. As a result, full occupation 
of the network requires a longer time period because individual patches are unable to 
provide the same level of connectivity necessary for fast dispersal. This result suggests 
that the absolute number of patches responsible for a certain level of connectivity in a 
network give rise to a threshold effect that determines whether all patches in the system 
are reachable or remain isolated. Compared to the whole metric space (outlined in Fig. 
4.5) region A is relative small however, its existence is a prime example of the effects of 
structure. More importantly, the ability to illustrate and explain the implications of region 
A generates key insights for using network science to consider population spread. 
 
4.3.4. Assessing survival outcomes with a nested hierarchy of metrics 
We discuss only the results of the survival model due to strong qualitative 
similarities with the coexistence model. Our results suggest that the most important 
network characteristic for persistence is the accessibility of patches. At the highest levels 
of spectral radius, accessibility is nonexistent because all patches are isolated. For 
networks with intermediate spectral radius, all patches are accessible if the corresponding 
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EC variance is high; this due to the existence of a strongly connected patch able to drive 
dispersal to relatively disconnected patches. If EC variance is not large enough, then EC 
skewness plays a significant but, at times, unintuitive role.  
Networks spanning large distances (in our example, 𝜆! ≥ 80km) are unable to 
sustain populations for long periods of time (Fig. 4.6C); spectral radius is a good 
predictor of persistence outcomes in such structures. Alternatively, networks possessing 
great heterogeneity (𝑣𝑎𝑟(𝑣!) ≥ 0.08) are able to support populations for long stretches 
of time, indicating the EC variance metric as a relatively reliable sole predictor in such 
scenarios. But for large portions of the metric space, persistence outcomes vary greatly. 
For a fixed level of spectral radius, networks with greater heterogeneity in patch 
contribution tend to enable greater persistence times (Fig. 4.6A). This result illustrates the 
importance of heterogeneity in patch contribution, as having at least one particularly 
strong contributor is enough to maintain overall network traversability and enhance a 
rescue effect. EC Skewness also explains functional connectivity and heterogeneity but 
maintains a nonlinear relationship with persistence. For networks stretching relatively 
large distances (𝜆! ≥ 65𝑘𝑚), high EC skewness denotes longer persistence times (Fig. 
4.6C); in this case, a larger proportion of strong contributors increase long-term survival 
prospects.  
The interpretation and intuition behind EC skewness changes for networks with 
spectral radius below 65km and EC variance between 0.02 and 0.08; denote this area 
region B. For fixed spectral radius and EC variance in region B, structures with marginal 
EC skewness promote long persistence times. For networks in region B with extreme 
positive EC skewness (i.e. top end of the EC skewness spectrum), a large portion of  
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Fig. 4.6. Categorization of single species survival model outcomes by spectral radius, EC 
variance and EC skewness. Color denotes median time to extinction. 
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habitat patches are tightly coupled leaving only a few isolated patches, this combined 
with intermediate network distance and heterogeneity allows corresponding structures to 
buffer local extinctions with more frequent colonization events. Networks in region B 
with extreme negative EC skewness (i.e. bottom end of the EC skewness spectrum) 
contain a small proportion of strong contributors that are highly connected, so patch 
accessibility is a nonissue and the likelihood of successful rescue effects remains high.  
For networks in region B with intermediate EC skewness, persistence outcomes 
are variable. As an example, networks with spectral radius 20km and EC variance 0.02 
(this area, a subset of region B, is hereon referred to as region b) induce extremely low 
persistence times for intermediate EC skewness values (𝑠𝑘𝑒𝑤(𝑣!) = 0) as opposed to the 
margins. Region b highlights a scenario where 1) high connectivity (low spectral radius) 
does not guarantee long-term species survival and 2) large outcome variation still persists 
(and is nonlinear) after three-tier classification of structure.  
Despite the ability of the EC skewness metric to indicate different persistence 
outcomes for seemingly similar network structures, the pattern remains unclear. For 
networks in region B with intermediate EC skewness, there is generally a reduction in 
persistence time due to the absence of a strongly connected patch, even though the 
proportions of strong and weak contributors are relatively equal. These findings 
reemphasize the notion that for fixed spectral radius and EC variance, one strongly 
connected patch may be more essential for network cohesion than multiple moderately 
connected patches. So the nonlinear behavior of networks with intermediate EC skewness 
is most likely the result of a threshold effect with respect to the absolute proportions of 
strong and weak contributors in the network. 
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4.4. Discussion and conclusion 
Using single metrics to link landscape connectivity with ecological processes 
allows for the evaluation and illustration of a simple relationship between a particular 
network measure and ecological outcome. In the absence of extensive data on the ecology 
of species and interactions with the landscape, network indexing and model simulation is 
a useful tool for analyzing ecological implications of landscape structure (Urban et al., 
2009; Moilanen, 2011). However single metrics collapse network configuration into one 
dimension and omit structural information.  
Applications of network and graph theory to problems of ecology are widespread 
but at times redundant given the correlation between many habitat connectivity metrics. 
In order to provide managers with a more organized set of metric tools for assessing the 
dynamics of fragmented biological populations, a systematic analysis of the effects of 
structure is necessary. A natural sequence of classification is to begin at the global scale 
and characterize networks based on the most general measure of structure (e.g. a network 
metric), and then categorize based on individual-scale heterogeneities (e.g. patch 
centrality scores). We provide an intuitive statistical structure for measuring networks 
that is comparable to the method for describing distributions. The measures reflect the 
mean distance of a network (spectral radius), heterogeneity in patch contribution to 
network connectivity (EC variance), and the net proportion of strong contributors in a 
network (EC skewness). Together, the three metrics characterize the topology of 
weighted habitat networks and bound the set of possible configurations. The proposed 
measurement scheme is demonstrated with eigenmetrics but does not rely on their use. 
The nested hierarchical approach is applicable to other metric combinations that detail 
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overall connectivity (e.g. mean degree) and patch centrality (e.g. a set of patch 
betweenness values).  
The mathematical dependence between the grouped metrics determines the range 
of possible network configurations. However large variation in network configuration 
does not imply large variation in ecological outcome; outcome variability manifests itself 
in specific regions of the metric space. For models of spread, variability in the time until 
full network occupation occurs only for structures with large spectral radius. In this case, 
multi-metric classification shows that even highly disconnected systems can foster quick 
dispersal depending on other structural features of the habitat network. For models of 
survival and coexistence, variability in persistence time occurs for structures with low 
spectral radius and EC variance; highly connected systems are no guarantee of long-term 
persistence. When categorized by spectral radius and EC variance, EC skewness is 
capable of indicating different ecological outcomes.  
From a management viewpoint, the interplay between grouped metrics highlights 
the existence of possible tradeoffs in structural design and selection. The nested 
hierarchical approach also outlines regions of the tri-metric space where single measures 
are strong indicators of specific process outcomes (and when they are not). Most 
networks promoting persistence also facilitate dispersal, but the converse is not true 
(compare Tables 4.3 and 4.4). Networks with high overall distance suppress spread and 
persistence, whereas networks with high patch heterogeneity promote both processes. 
Connectivity is not the sole driving force behind long-term persistence and can be 
substituted for greater patch heterogeneity; this gives land managers more options to 
consider when selecting suitable sites for species reintroduction.  
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Table 4.3. Summary of lessons learned about spread in single species habitat networks. 
 
 
 
Level of patch heterogeneity (EC Variance) 
 
Low Intermediate High 
 
 
Overall 
connectivity  
(Spectral 
radius) 
Low Fasti  Fasti  Fasti 
 
Intermediate 
 
Slower for 
structures with 
higher EC 
skewnessi  
 
Fasti 
 
 
Fasti 
 
 
High 
 
Slower for 
structures with 
higher EC 
skewnessi 
 
Fasti 
 
 
Fasti 
 
iWritten translations of the partitioned color spectrum in Fig. 4.5; e.g. dark blue coincides 
with ‘fast’ time to full network occupation and burgundy denotes ‘slow’ spread time. 
 
 
 
 
 
Table 4.4. Summary of lessons learned about survival in single species habitat networks. 
 
 
 
Level of patch heterogeneity (EC Variance) 
 
Low Intermediate High 
 
 
 
Overall 
connectivity  
(Spectral 
radius) 
Low Highly variable 
but generally 
long at margins 
of EC skewnessj 
Generally long 
but decreases 
with higher EC 
skewnessj 
Longj 
 
Intermediate 
 
Generally brief 
but increases 
with higher EC 
skewnessj 
 
Generally brief 
but increases at 
margins of EC 
skewnessj 
 
Longj 
 
High 
 
Briefj 
 
Briefj 
 
Briefj 
jWritten translations of the partitioned color spectrum in Fig. 4.6; e.g. dark blue coincides 
with ‘brief’ persistence time and burgundy denotes ‘long’ persistence time. 
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In the context of ferret conservation, our case study, spread and persistence are 
management goals and results suggest that the potential for both processes are assessable 
from observations on prairie dog habitat networks (Bevers et al., 1997; Biggins et al., 
2006; Holmes, 2008). As a rule of thumb, targeting networks with high EC variance in 
patch contribution consistently lead to faster spreading and longer persistence. High 
levels of EC variance dull the effects of spectral radius and EC skewness and decrease 
the range of possible ecological outcomes (reducing uncertainty). If structures with low 
EC variance cannot be avoided, then relatively homogeneous networks with low spectral 
radius can serve as an alternative. However, managers must be cautioned on the selection 
of habitat networks characteristic of region b. Such structures are highly variable, 
nonlinear, lack intuitive interpretation, and do not guarantee long-term survival. In these 
cases especially, in-depth on-site assessment of species ecology and habitat typology 
should supersede any conclusions drawn from network analysis. Lastly, avoiding highly 
disconnected networks is a well-known recommendation. But in the event that networks 
large spectral radius must be considered for reintroduction, then investigating other 
properties such as EC variance and EC skewness can help guide selection of the ‘best 
among the worst’.  
Network metrics and patch centralities detail certain immigration and emigration 
aspects of population dynamics, and so no single measure can give a precise 
determination of spread or persistence. We demonstrate that using multiple metrics in a 
systematic manner helps retain structural information and visualize the possibility for 
different ecological outcomes between similar structures. The network framework 
captures local information, so it may be difficult to make specific declarations on the best 
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network structure for maintaining certain ecological processes. But it is possible to 
negotiate tradeoffs between simple, readily interpretable metrics and the amount 
information lost through summarization by thinking systematically about how the 
information from a network is summarized. 
 
 
4.5. Appendix A: Correlation between eigenmetrics and popular network metrics 
 
Spearman Correlation 
  𝝀𝑮 𝒂𝒗𝒈 𝒗𝑮  𝒗𝒂𝒓 𝒗𝑮  𝒔𝒌𝒆𝒘 𝒗𝑮  deg eg ave el cc 𝝀𝑮 1.00          𝒂𝒗𝒈 𝒗𝑮  0.68  1.00         𝒗𝒂𝒓 𝒗𝑮    -0.67 -0.99  1.00        𝒔𝒌𝒆𝒘 𝒗𝑮  -0.75 -0.47  0.46 1.00       
deg 0.98  0.80 -0.80 -0.74 1.00      
eg -0.71 -0.90  0.90 0.52 -0.82 1.00     
ave 0.72  0.92 -0.92 -0.40 0.82 -0.94 1.00    
el -0.74 -0.90   0.90 0.57 -0.84 0.99 -0.93 1.00   
cc  0.97  0.82  -0.82 -0.76 0.99 -0.85 0.83 -0.87 1.00 
Note: * = Spearman coefficients are all significant at 5% level; 𝑎𝑣𝑔 𝑣!  = mean of the eigenvector 
centrality, deg = average weighted degree (i.e. strength), eg = global efficiency, ave = average shortest path 
length, el = average local efficiency, cc = average clustering coefficient. 
 
4.6. Appendix B: Proposition 1 
Let 𝑣!  represent the eigenvector centrality corresponding to a 𝑁-patch network (𝑁 ≥ 1) 
denoted 𝐺. Let 𝑣 and 𝑣𝑎𝑟 𝑣!  denote the mean and variance of 𝑣!  respectively 
(𝑣,  𝑣𝑎𝑟 𝑣! ∈ ℝ). Then there exists a continuous function 𝑔: 𝑣 → 𝑣𝑎𝑟 𝑣! , such that 𝑔 
is bijective. 
Proof. By definition,  
   𝑣 = 𝑣! 𝑁!!!!                        (B1) 
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𝑣𝑎𝑟 𝑣! = !! 𝑣! − 𝑣 !!!!!                                                                                (B2) 
Expanding Eq. (B2) and using the identity in Eq. (B1) gives,   
  𝑣𝑎𝑟 𝑣! = !! 𝑣!! − 2𝑣!𝑣 + 𝑣!!!!!  
                            = !! 𝑣!!!!!! − !!! 𝑣!!!!! + 𝑣! 
                            = !! 𝑣!!!!!! − 2𝑣! + 𝑣!          
                            = !! ( 𝑣!!)!!!! − 𝑣!                                                                           (B3) 
Eigenvector centralities are rescaled so the corresponding Euclidean norm equals one, so  
          𝑣!!!!!!! = 1 = 𝑣!!!!!!            (B4) 
Plugging Eq. (B4) into Eq. (B3) yields, 
 𝑣𝑎𝑟 𝑣! = !! − 𝑣! = 𝑔(𝑣)                          (B5) 
As 𝑣 can only take on positive values, 𝑣𝑎𝑟 𝑣!  decreases monotonically with greater 
mean values; thus 𝑔 is one-to-one and surjective. Eq. (B5) represents a bijective 
mapping, 𝑔, between the mean and variance of the eigenvector centrality.  
 
4.7. Appendix C: Pseudo code for matrix generating algorithm 
1. Designate the structure of solution matrix, 𝑥∗.  
a. Assign matrix dimensions (e.g. 𝑁×𝑁). 
b. Assign lower and upper bound for matrix elements. 
c. Assign specific spectral radius (𝜆!∗), EC variance (𝑣𝑎𝑟 𝑣!∗ ), and EC 
skewness (𝑠𝑘𝑒𝑤 𝑣!∗ ).    
 
2. Develop constraints for the solution matrix, 𝑥∗. 
a. Constrain 𝑥∗ to have zeros in the diagonal entries. 
b. Constrain 𝑥∗ to be symmetric. 
c. Constrain 𝑥∗ to be bounded below and above by values designated in (1b). 
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3. Generate a 𝑁×𝑁 initial matrix, 𝑥!, with random entries bounded above by maximum 
weight designated in (1b) and make note of the corresponding spectral radius, EC 
variance, and EC skewness. 
 
4. Compare each metric designated in (1c) with its counterpart derived from 𝑥!. One 
method of comparison is by taking the absolute value of the differences (e.g. 𝜆!∗   −   𝜆!! , 𝑣𝑎𝑟 𝑣!∗   −   𝑣𝑎𝑟 𝑣!! , 𝑠𝑘𝑒𝑤 𝑣!∗   −   𝑠𝑘𝑒𝑤 𝑣!! ).  
 
5. While any of the three absolute differences diverge by some predetermined tolerance 
level, 
a. Randomize one of the elements of 𝑥! subject to (1b). 
b. Minimize the sum of squared differences between the metrics designated in 1c 
and their counterparts derived from 𝑥! by perturbing the elements of 𝑥! 
subject to constraints detailed in (2). Denote this perturbed version of 𝑥!, 𝑥!. 
c. Replace the elements of 𝑥! with those of 𝑥!.  
d. Reevaluate absolute differences as per (4). 
 
6. The matrix 𝑥! that breaks the while loop outlined in (5) is designated 𝑥∗. 
 
 
4.8. Appendix D: Summary of events 
Each ecological scenario follows a similar sequence of actions briefly described 
below:  
1) Landscape initialized with a habitat network (𝐺) possessing a specified spectral 
radius (𝜆!), EC variance (𝑣𝑎𝑟(𝑣!)), and EC skewness (𝑠𝑘𝑒𝑤(𝑣!)). 
2) Initialization of agents 
a. Spread – A population of 𝑁! Prairie dogs initially placed on one randomly 
chosen patch. 
b. Survival – 𝑁! prairie dogs initially placed on each patch.  
c. Coexistence - 𝑁! ferrets and 𝑁! prairie dogs initially placed on each patch. 
3) Internalization of local information 
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a. Spread - Each prairie dog on patch i internalizes local information by 
counting the number of agents on its patch (including itself) and 
determining the population density (i.e. 𝐷!,!). We assume agents do not 
update these values until the beginning of the next time-step so as to create 
the idea that agents actions, especially density-dependent events, occur in 
some simultaneous fashion and no single agent receives the most current 
information. 
b. Survival – Same as above. 
c. Coexistence – Same as above but with each agent logging the density of 
ferrets and prairie dogs on its patch (𝐷!,! and 𝐷!,! respectively).  
4) Individual stochastic events 
a. Spread - During a time-step, prairie dog natural mortality events occur 
first. Then surviving prairie dogs may reproduce. Lastly, dispersal events 
are calculated. Dispersal mortality occurs if prey dispersal is unsuccessful 
or if intra-species competition is too great on target patch. 
b. Survival – Same as above. 
c. Coexistence - Prairie dog events are conducted first as detailed above. 
Ferret events also begin with probable individual mortality and then 
followed by foraging. As long as prairie dogs reside on the same patch, 
ferret foraging may occur. Following capture and consumption of a prairie 
dog, reproduction occurs with some probability. Lastly, ferret dispersal 
occurs. Dispersal mortality occurs if successful dispersal is not achieved, 
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if prey availability is too low on target patch, or if predation pressure has 
exceeded the specified limits on the target patch.   
5) Stop conditions 
a. Spread - If prairie dogs have not reached the last uninhabited patch, 
process is repeated from step 3.  
b. Survival - If prairie dogs still exist on the landscape, process is repeated 
from step 3. 
c. Coexistence - If ferrets and prairie dogs still exist on the landscape, 
process is repeated from step 3. 
 
4.9. Appendix E: Best models from regression 
Ecological 
process 
                       Network metrics                                                                    R2         AIC 
Spread 𝑒𝑖𝑔     𝑣𝑎𝑟     𝑠𝑘𝑒𝑤     𝑒𝑖𝑔!     𝑒𝑖𝑔×𝑣𝑎𝑟     𝑒𝑖𝑔×𝑠𝑘𝑒𝑤                           0.643     6854.782 
 
Survival 𝑒𝑖𝑔     𝑠𝑘𝑒𝑤     𝑒𝑖𝑔!     𝑣𝑎𝑟!     𝑠𝑘𝑒𝑤!     𝑒𝑖𝑔×𝑣𝑎𝑟     𝑣𝑎𝑟×𝑠𝑘𝑒𝑤  0.886     8207.370 
 
Coexistence 𝑒𝑖𝑔	  	  	  	  	  𝑒𝑖𝑔!	  	  	  	  	  𝑣𝑎𝑟!	  	  	  	  	  𝑒𝑖𝑔×𝑣𝑎𝑟	  	  	  	  	  𝑒𝑖𝑔×𝑠𝑘𝑒𝑤	  	                                      0.877     6829.782	  
 𝑒𝑖𝑔 = spectral radius, 𝑣𝑎𝑟 = EC variance, 𝑠𝑘𝑒𝑤 = EC skewness 
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Chapter 5 
CONCLUDING REMARKS 
The intellectual merit of this thesis involves the fusion of tools from dynamic 
optimization, metapopulation theory, and network analysis in a way that is useful for 
informing decision-makers on acceptable institutional and spatial constructs for 
conservation. Chapter 2 uses a bioeconomic model to demonstrate how biological 
feedback affects the flow of benefits from management activity and highlights some 
important results relating to the current institutional framework for conservation in the 
United States. The predator-prey metapopulation scenario developed in Chapter 3 is a 
subtle reminder that simply reconnecting species with larger ranges of habitat does not 
guarantee survival, a message that is sometimes lost in the frenzied popularity of corridor 
management. The statistical moments method developed in Chapter 4 is a novel, yet 
intuitive, way of indexing habitat fragments and may provide a fundamental measure for 
land managers.  
The most prevalent finding in this work is that the issue of conservation is rife 
with tradeoffs, e.g. tradeoffs regarding the level of effort committed to conservation 
(Chapter 2, Fig. 2.7), tradeoffs in the optimal level of connectivity needed to foster 
species persistence (Chapter 3, Fig. 3.5), and tradeoffs in the selection of suitable habitat 
structures for preserving ecosystem function (Chapter 4, Tables 4.3 and 4.4). 
Formulating the problem in a mathematical sense helps illustrate the wide spectrum of 
available options; this is perhaps the main contribution of my work and the main utility of 
my training.  
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The broader impacts of this thesis include (1) the applicability of these theoretical 
models to a wide range of T & E species - the network model is applicable to cases where 
habitat patches are similar across multiple species possessing different dispersal biology; 
(2) policy development towards the synthesis of the biological and economic objectives 
influencing public land management; and (3) further data collection to improve 
assessment of prairie dog networks ahead of future ferret reintroductions. 
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