Consider the problem of comparing parametric models M 1 ; : : : ; M k , when at least one of the models has an improper prior N i ( i ). Using the Bayes factor for comparing among these is not feasible due to arbitrary multiplicative constants in N ( i ). In this work we suggest adjusting the initial priors for each model, N i , by Berger and Pericchi, 1996) . The expected posterior prior scheme can be applied to a wide variety of statistical problems. Applications to the selection of linear models and for the default analysis of mixture models can be seen in P erez (1998).
Many methods have been suggested to overcome this problem (Spiegelhalter and Smith, 1982; Berger and Pericchi, 1996; O'Hagan, 1995) . Most of the proposed methods attack the problem by rescaling the Bayes factor by a correction factor in such a way that any normalizing constants would be canceled. In this work we adopt the approach of directly developing default conventional priors for use in model comparison problems by means of updating default prior distributions, N i ( i ), using the device of \imaginary training samples", Y (Good, 1950; Spiegelhalter and Smith, 1982; Iwaki, 1996) , where Y represents potential, but in general unobserved, data.
In the following sections it is shown that this approach corresponds asymptotically with the Intrinsic Bayes Factors method (IBF) in the case of nested models as well as possessing other desirable properties. 
Expected posterior priors and resulting Bayes factors
will be called the expected posterior prior (or EP prior) for i under m .
Note that (1) implies that i ( i ) exists. Typically, we will choose the dimension of Y to be the minimal dimension such that (1) holds for all models under consideration. Note also that m will not necessarily be chosen to be proper, however, (2) has the form of the expectation of N ( jy ) with respect to m , so that we will sometimes abuse notation by 
The EP priors, i ( i ), will not be proper unless m itself is proper. However, the conventional priors will be \well calibrated" for model selection, in the sense that the Bayes factor of M i to M j will not depend on any multiplicative constant factor for m . Indeed, (5) clearly shows that multiplying m by a constant does not alter B ij , so that use of improper m does not su er from the calibration problem of many other default priors.
Also note that the resulting Bayesian inference is coherent when choosing among multiple models (under EP priors) . Since a unique prior, i , is de ned for each model, it is clear that B ij = 1=B ji and B ij = B ik B kj . These coherence requirements are not, in general, satis ed with other approaches, as for example with the methods suggested in Spiegelhalter and Smith (1982) or with the (unadjusted) Arithmetic IBF in Berger and Pericchi (1996) . Coherence across multiple comparisons is particularly important in variable selection for the linear model, which is discussed in P erez (1998). ) and m N 2 (y) = 1;
respectively. The posterior for N 2 , given one sample y , is then a Normal density with mean y and variance 2 0 . We will argue in section 3 that a sensible choice for m is given by m N 1 . The ensuing EP prior for this choice is given by a Normal density with mean 1 and variance 2 2 0 . This prior also corresponds to the Intrinsic Prior resulting from the Arithmetic IBF (Berger and Pericchi, 1997) .
The choice of the predictive density, m , for the (imaginary) training samples is certainly the main issue for the proposed methodology. We will discuss some approaches to the selection of m in section 3.
3 Development of EP priors: Choice of m Using a marginal or predictive distribution of the observations Y in the construction of subjective priors is a well known technique. In many problems, it is easier to quantify information about the response variable Y than about the parameters of the model (see, for example, Kadane (1980) ).
In our problem, it is intuitively tempting to view m as providing the statistician's beliefs as to how a training sample will behave, allowing the possibility of eliciting m based on subjective knowledge about the problem. There is no clear guidance, however, as to how to determine the dimension of the training sample and whether the elicited proper density m and the resulting expected posterior priors are consistent in some sense. The following result provides some insight into the choice of m in terms of I KL (P; Q), the Kullback-Liebler divergence between two measures, de ned by I KL (P; Q) = Z log dQ dP dQ:
Theorem 3.1 Let m be the density of a probability measure on Y and suppose there exists a probability density 0 on such that
Let be the density of another probability measure on and m = Shyamalkumar (1996) .2 The result can be formally interpreted as this EP prior is closer to 0 ( ) than the initial prior ( ) (in the Kullback-Leibler sense), lending some intuitive support to the notion that subjective speci cation of m , followed by use of the EP prior, will result in a prior corresponding to subjective beliefs (i.e., 0 , the prior yielding m .) However, if m really were speci ed subjectively, then additional iterations for replacing would result in a prior still closer to 0 , and would arguably be optimal. The limiting result will typically have discrete support, and computation of the resulting Bayes factor would be much more di cult, however. We will suggest, instead, the use of conventional (and often improper) choices of m , which can be chosen by studying the properties of the resulting expected posterior priors.
Using the simplest model as a base model for m
One choice for m that is attractive arises from selecting a base model M for the training sample and de ning m (y ) = m N (y ). Intuitively, the base model should be at least as simple as the other models, although this cannot always be made precise. In most cases, a simpler model will provide good coverage over the training sample space, providing thus a \ atter" m . However, in some special situations, as for example in point testing hypotheses, m would be a sharp proper distribution, and an alternative base model might In section 4.1, it will be shown that this prior is also the Intrinsic Prior for the Expected Arithmetic IBF (Berger and Pericchi, 1997) . In general, all properties of N (e.g. invariance) will be inherited by the EP prior when following this approach.
Note that the use of the simplest model as a base model is not limited to the nested case. The following example illustrates the use of a base model in a situation where both nested and non nested models are under consideration.
Example 3.1 Proschan (1963) Using the EP prior to compute the predictive evaluated at one observation y, yields m 1 (y) = m 2 (y) = m 3 (y) = 1=y. Therefore, for a sample of size one, all models are predictively matched and no decision can be made. In this sense, one might say that the proposed priors are unbiased for testing. In fact, any scale invariant c 2 m (cy 1 ; cy 2 ) = m (y 1 ; y 2 ): (7) function m will have this property, provided the corresponding integrals exist (c.f. Berger et al. (1998) ; P erez (1998)).
The above example indicates the di culty in de ning a formal rule to obtain a default predictive measure m . Predictive matching is a common tool used to obtain matched priors ( see Berger and Pericchi (1997) ), but there will typically be in nitely many possible choices for m that achieve this. On the other hand, the heuristic of letting M be the intuitively simplest model worked well in the example.
In light of the above di culties, our general recommendation is to elicit an appropriate base model M and de ne the predictive m , for the training samples y , as the marginal of M with respect to a noninformative prior, as discussed earlier. We recommend that y be a minimal training sample (e.g. two observations in location-scale problems) which, in some sense, minimizes the in uence of the choice of m or M . As an example, Berger et al. (1998) show that, for location-scale problems when a reference prior is used, the marginal of two observations is m (y 1 ; y 2 ) = 1=(2jy 1 ? y 2 j) and, so, the choice of a base model M is irrelevant in such situations.
Use of the empirical distribution for m
Using a simple model as a base model for m leads, in most cases, to sensible expected posterior priors. However, it is not always easy to determine a simple base model, especially in non-nested model comparisons. An obvious alternative is to use the empirical distribution in order to generate an appropriate predictive for the training samples. The empirical version of the expected posterior prior is de ned as follows.
Definition 3.1 Given observations y 1 ; : : : ; y n , let 
The empirical expected posterior prior is, thus, obtained by resampling training sample observations of size m from the original observations. Formally, m in (8) is an estimate of the predictive density for Y under its true probability model. Note that the training samples could be chosen to be minimal for each model separately, yielding an m i ( ) that depends on the model. This possibility will be discussed later.
Assuming that the number of training samples L is the same for two models M i and M j , the Bayes factor in the empirical case is given by
The following is a simple example of the use of empirical EP priors. The empirical EP prior for M 1 , given by substituting in (9), is which in turn, taking y 1= T and = T = 0 , can be approximated by ( + 1) 2 =4 . For 0:5 < < 2 this rate is less than or equal to 1.125, so the empirical version of the Bayes factor puts approximately the same weight as the \regular" EP prior when T is at most twice (or half) the value of 0 . For 0:1 < < 10 this rate is still less than or equal to 3.025.
The observations in the example points toward the consideration of the Open Model Approach (see for example Key et al. (1998) ), where none of the models under consideration is regarded as the true model. Although further exploration of the subject is due, the empirical EP prior could present an appealing methodology to deal with the open model approach.
Asymptotics concerning the behavior of the empirical expected posterior prior can be obtained using the theory of U-statistics. Uniform convergence results can also be obtained by noting that ( )= N ( ) is a U-process indexed on f( j )=m N ( ), for 2 (Nolan and Pollard, 1987, 1988; Arcones and Gin e, 1993) . The uniform almost sure convergence of ( ) will depend on the existence of an F-integrable envelope M,
and some conditions on the covering number of the process. (Berger and Pericchi, 1996) is given by
where B N 21 = B N 21 (y) is the Bayes factor between models M 1 and M 2 if one were to use the N i directly. The sum is over all possible minimal training samples, y(l), of the observed data y. As mentioned earlier, an attractive property of a default testing method is the existence of Intrinsic Priors, i.e., priors which, in some sense, correspond to the methodology in use. For the arithmetic IBF, conditions for the existence of such priors are given in Domochowski (1994) for the case of nested models. The IBF Intrinsic Priors are priors for which resulting Bayes factors are equivalent to the asymptotic limit of the IBF. By using a Schwartz approximation to the Bayes factor corresponding to priors 1 ( 1 ) and 2 ( 2 ), one obtains (1 + o(1)) :
Equating this with (11) yields 
General solutions do not always exist, nor are they necessarily unique or proper. However, in the case of nested models, it is possible to obtain a solution to the intrinsic equations above. 
for a speci ed value of .
In this case, it is easy to show that the Intrinsic Equations (13) 
Proper conditional priors for nested models
Consider again nested models M 1 and M 2 , with parameters 1 and ( 1 ; ), respectively, as de ned in (14). An interesting property of the EP prior in this case is that, under regularity conditions, one can integrate out part of the parameters to obtain 2 ( 1 ) = Z N 2 ( 1 jy )m (y )dy : In this way, one can e ectively de ne a proper conditional prior for as 2 ( j 1 ) = 2 ( 1 ; )= 2 ( 1 ). Typically, will consist of the set of parameters of interest, while 1 are the nuisance parameters. In Berger and Pericchi (1996) , the noninformative priors that were considered for this problem were This prior corresponds exactly to the expected posterior prior in (16) when q 1 = 1 and q 2 = 2. However, the more natural noninformative prior is the reference prior, corresponding to q 1 = q 2 = 1 resulting in (17). A comparison of the priors in (16) and (17), and with the Cauchy prior, is given in Figure 1 (for = 1) .
Note that the Cauchy prior was proposed by Je reys (1961) as a conventional prior for this situation. The rationale behind this choice depended upon the Cauchy being symmetric about zero and having no moments. Interestingly, the prior found in (16) is also symmetric about zero with no moments. In fact, the tail behavior of ( j ) is approximately the same as that of a Cauchy density f C , in the sense that, as 2 ! 1, 2 ( j ) f C ( j0; ) = (1 + 
Other approaches to the development of EP priors
While the methodologies discussed above will cover a wide range of problems, other approaches for obtaining a predictive measure m might be needed for speci c cases. Consider, for example, a parametric model M 1 where Y has a density function f( j ; ), and where prior information is available for but not for . In this case, it would be desirable to incorporate the information concerning into the expected posterior prior directly. Assume that the prior is speci ed as N ( ; ) = ( ) N ( j ), where is a proper density and N ( j ) is a non-informative prior on conditional on . Sun and Berger (1998) Application of this idea to Mixture Models can be seen in P erez (1998) .
When the observations Y 1 ; : : : ; Y n are not exchangeable under the model, the empirical EP prior can take into account the lack of exchangeability in a natural way. However, it may be necessary to make some modi cations to the \base model" approach. Consider, for example, the linear model E y i ] = + x i . Training samples will need to be associated with some order, say l = (l 1 ; : : : ; l m ), resulting from Y l i being an (imaginary) observation from the model with the covariate x l i . Let Y (l) = (Y l 1 ; : : : ; Y lm ) be the associated training sample, and let m l correspond to the predictive of Y (l), given the ordering l. We suggest averaging over all possible l to produce the predictive m = Note that, if the observations are exchangeable, this reduces to the usual EP prior. In P erez (1998) we apply (18) to the case of normal Linear Models.
For some testing problems there is no natural simple model. And the (always available) empirical version of the EP prior may require extensive computation time when the number of samples is even moderately large. Other ideas, such as a geometric averaging of marginals, can be used to obtain m in such situations. Figure 2 shows the normalized versions of these priors for 0 = 1. Note that the fractional prior has a discontinuity at 0 . In order to compare the di erent priors, Berger and Mortera suggest using the prior odds ratio
to determine the degree of \balance between the hypotheses". The prior odds ratio for FI and MI , found in computations in Berger and Mortera (1997) , are 2.67 and 1.46, respectively. These indicate that both priors are biased in favor of M 1 . For EI the prior odds ratio is one, showing that this prior is \balanced" beteween the hypotheses. The same holds for the EP prior with the natural choice = 1=2 (within the numerical approximation error.)
A general method to specify m could be obtained by formally thinking of N ( jy ) as the rst stage of a hierarchical prior for , with hyperparameters given by the training samples y . In this case, choosing m (y ) is the same as choosing a hyperprior for y . With this in mind, one might try to choose a default m according to one of the many criteria for choosing non-informative priors (Je reys, 1961; Bernardo, 1979) 
The resulting approximation to the Bayes factor is simplŷ B 21 =m 2 (y)=m 1 (y):
The following result follows from direct application of the Law of Large Numbers. (27) and assume that log N 1 ( ; G r ; F) = o(r) for each xed > 0. Then, for^ ( ) as in (24), it follows that sup j^ ( ) ? ( )j= N ( i ) ! 0, G-a.s., as r ! 1.
Proof The proof is a direct application of uniform convergence theorems for Empirical Processes (Pollard, 1984) . 2
The convergence of the Bayes factor approximation in (26) would also follow under the conditions in the above theorem. Note that importance samples from either method can be generated using a Gibbs scheme as follows:
1. Generate j , j = 1; : : : ; r, independently from N i ( jy). 2. Generate y j from f i (y j j ) for j = 1; : : : ; r.
A computer program can be easily written to produceB 21 , taking as inputs the model likelihoods, marginal predictives and the updated posteriors. This implements a Bayesian testing procedure which is automatic and general.
Posterior simulation
In many cases, it will be desirable to obtain a random sample from the posterior distribution of an EP priors. One example are large problems, where both proper subjective priors and expected posterior priors are used. In this situation, typically the model parameters and the model selection are obtained by means of Markov Chain Monte Carlo simulations.
Generating samples from ( jy) would be a required step of the MCMC algorithm. Unfortunately, it will generally be the case that not even the EP prior would be available in closed form, mainly due to the integration over the imaginary training sample space. One possible approach to solve this problem is to consider a \joint" generation for and y .
Write then ( ; y ) = N ( jy )m (y ). The full conditional for the observations, y, and the parameters would be given by p(y; ; y ) = f(yj ) N ( jy )m (y ):
Given the observations, y, and starting points (0) and y (0) , the following Gibbs sampler (under regularity conditions) will asymptotically generate from the target distribution 1. Generate (t) from N ( jy; y (t?1) ).
2. Generate y (t) from p(y j (t) ) / m (y ) N ( (t) jy ):
3. Repeat until convergence. Typically, however, step 2 will require a Metropolis-Hastings sampling algorithm for the generation of y .
To sweep throughout several models, consider the \independent" joint prior for all model parameters and the training sample, given by (32) the full conditional for the observations and the parameters can be written as the product of (31) and (32). Note that, conditional on all other variables, i is independent of j for j 6 = i. The following algorithm will generate a sample from the posterior of all models.
Choose starting points 1(0) ; : : : ; k(0) and y (0) , 1. Generate i(t) from N i ( i jy; y (t?1) ), for i = 1; : : : ; k. Some extensions of the algorithms described here were used in P erez (1998) 
When z ! 1, the asymptotic behavior of M(a; b; z) is (Abramowitz and Stegun, 1970) M where the right hand side is less than or equal to m N i (y) . Since 0 < m N i (y) < 1 and is arbitrary, it follows that jm i (y) ? m i (y)j ! 0, except on a G-null set. ThatB 21 (y) ! B 21 (y), G-a.s., follows from continuity. 2
