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ABSTRACT
This study demonstrates one way in which the combined nonparametric and 
parametric estimates o f retums-to-research can be used to build a stronger argument for 
public investment in agricultural research. The data used in this study were constructed 
from time series information covering the period 1949-95. Tomqvist-Theil quantity 
indices were calculated and used to determine the implicit state price for each input 
category.
The retums-to-research in Louisiana agriculture were estimated using both 
nonparametric and parametric estimators, with appropriate emphasis given to lag 
structures, data coherence, and functional forms. Model misspecification testing for the 
parametric model was examined. Internal rates o f return were calculated from the 
empirical estimates.
Results indicate that Louisiana agricultural research investments significantly 
contribute to productivity growth. Returns exhibited a  pattern that has been observed in 
a previous national nonparametric study and numerous parametric studies o f returns to 
agricultural research. The overall return pattern exhibited an investment return life cycle 
as long as 30 years, in which flows o f research returns can be divided into four stages; 
incubation, growth, maturity, and senescence. Public and private researches appear to 
play alternative and complementary roles in Louisiana agricultural productivity. The 
public research plays a major role in the third and final periods o f the cycle. Nearly 95 
percent o f the benefits from agricultural research flowed between 15 years and 30 years
x
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after the initial investment, with a peak at 24 years. Private investment largely affected 
the second and third stages o f the overall return life cycle. Private return patterns had a 
stronger impact in the short term and the peak effect occurred almost 7-8 years earlier 
than those for public research investment. The extension service played an important 
role in the productivity growth period. Results presented in this study suggest that 
internal rates o f returns to agricultural research investment in Louisiana are at least 20 
percent for public investment and 18 percent for private investment. Results also show 
that nonparametric and parametric approaches can generate consistent results and the 
nonparametric and parametric approaches play complementary roles. Comprehensive 
approaches to model misspecification testing used in this study provided better insight 
into sources o f possible misspecifications.
xi
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CHAPTER 1. INTRODUCTION
The high rate o f U.S. agricultural productivity growth has attracted the attention 
o f researchers since Griliches’ groundbreaking study in 1958. Huffman and Evenson 
(1993) reported that real output growth averaged 1.69 percent per annum, and 
multifactor productivity1 (MFP) increases averaged 1.53 percent per annum, over the 
period from 1949 to 1990. Luh and Stefanou (1991) identified the dynamic linkages 
between technical change and productivity growth in U.S. agriculture and measured 
total factor productivity2 (TFP) growth at 1.50 percent per annum. Jorgenson and 
GoIIop (1992) measured the average annual rate o f agricultural TFP growth over the 
postwar period as 1.58 percent, concluding that productivity growth has been a more 
important source o f economic growth in agriculture than in the private nonfarm 
economy.
The measurement o f changes in agricultural productivity, and the relationship 
between research and productivity growth, have become two major issues in the study 
o f agricultural productivity growth (Deininger, 1993). Investment in public sector 
research has been widely acknowledged as one of the primary sources of U.S. 
agricultural productivity change (Huffman and Evenson, 1993). A public investment in 
agricultural research is an investment in maintaining or increasing the capital stock of 
production technology and decision making knowledge. This research-based knowledge 
brings more output, cost savings, new and better products, and better organization to the 
agricultural economy (Alston, Norton, and Pardey, 1995). Early research indicated that
1
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2the returns to public agricultural research investment were extremely large. For 
example, Griliches (1958) reported that the rate o f return to investment in hybrid-com 
research was at least 700 percent per year. The gross social rate o f return to public 
agricultural research investment averaged 300 percent per year between 1949 and 1959 
(Griliches, 1964). Other researchers have estimated similarly high rates o f return to 
agricultural research (Peterson, 1971; Hayami and Ruttan, 1985; Echeverria, 1990).
The economic framework used to estimate the rates o f return to agricultural 
research was introduced almost a  century ago by Alfred Marshall (Hertford and 
Schmitz, 1977). The major empirical techniques used to evaluate rates o f return have 
been categorized in different ways (Peterson, 1971; Norton and Davis, 1981; Capalbo 
and Vo, 1988; Huffman and Evenson, 1993; Alston, Norton, and Pardey, 1995). But, 
regardless o f how the techniques are categorized, researchers have addressed a number 
of issues related to estimating returns. For example, recent studies have included an 
increasing number of independent variables in aggregate production functions in order 
to avoid misspecification and perhaps the overestimation o f public return rates. 
Overestimation can occur when the omission o f other production variables biases 
estimates o f the rate o f return to research investment. Yee (1992) found that previous 
work neglecting private research expenditures overestimated the rate o f return to public 
research by 20 percent. Yee (1992) also used an index o f the state o f the economy as an 
independent variable in the production function. Oehmke (1994) introduced social 
science research variables into the estimation (with limited success) and Cline and Lu
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3(1976) included a weather variable. Education and extension related variables were 
brought into the production function by Griliches (1964).
Lag structures, functional forms and estimation techniques are other topics 
examined in previous studies. Evenson (1967) focused on the shape and length o f the 
lag between research investment and output changes, ultimately recommending an 
inverted “U” shape with a mean lag o f 6 to 7 years. An Almon (1965) lag distribution 
was employed by Cline and Lu (1976), White and Havlicek (1982), Thirtle and 
Bottomiey (1988), and Yee (1992). Flexible function forms were employed by Lyu, 
White, and Lu (1984). Other researchers have used advanced estimation techniques, 
including generalized least squares (Cline and Lu, 1976), ridge regression (Norton, 
Coffey, and Frye, 1984), nonparametric analysis (Chavas and Cox, 1992), and Box- 
Jenkins analysis with vector auto-regression (Oehmke, 1994).
Empirical work on states and regions has also been a popular research topic. 
Latimer and Paarlberg (1965) and Bauer and Hancock (1975) investigated aggregate 
production functions for individual states. White and Havlicek (1979) incorporated the 
possibility o f interregional transfers o f research results (spillovers) into state level 
estimations. Norton, Coffey, and Frye (1984) conducted a disaggregated state-level 
evaluation o f research, extension, and teaching for Virginia. Ojemakinde (1989) 
employed a multi-input and multi-output dual production function approach to 
examining returns to Louisiana public research and extension. His results indicated an 
annual marginal rate o f return to research investment o f 19.6 percent, while the rate o f 
return to extension investment was 15.7 percent
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4Problem Statement
Although more independent variables, more complicated frameworks, and more 
advanced estimation techniques have been introduced over time, the literature on returns 
to research has only limited examples o f comprehensive efforts to overcome theoretical 
and methodological problems. Several issues remain unsettled in the analysis o f the 
effects o f research on production (Chavas and Cox, 1992). For example, the nature of 
the lags between research expenditures and improvement in productivity is still not 
clear. Previous studies also have not provided a comprehensive nonparametric/ 
parametric approach to research productivity problems. Most studies since 1970 have 
employed only parametric approaches to investigating the effects o f research on 
productivity. There has been a notable lack o f an overall scheme within which various 
parametric analyses are systematically related to each other (Afriat, 1972), especially 
given the knowledge that parametric estimates are sensitive to functional form 
assumptions (Chavas and Cox, 1995). Chavas and Cox (1992) proposed a 
nonparametric approach developed by Afriat (1972), Hanoch and Rothschild (1972), 
and Varian (1984) to examine the effects o f research on production. This nonparametric 
approach requires no a priori restrictions on functional form and allows flexibility in the 
investigation o f the length and shape o f the lag distribution between research and 
productivity.
Other issues that have been largely neglected in studies o f research returns 
include the potential for dynamic relationships (other than those modeled in research 
lags) and the violation o f statistical assumptions imbedded in various modeling
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
5approaches. Antle (1984) suggested that agricultural production is fundamentally 
dynamic because it depends on biological processes and because farmers make 
production decisions sequentially over tim e. As a result, the impacts o f research 
expenditures on productivity in agriculture are likely to be dynamic in nature. In 
addition, estimation issues have not been thoroughly examined, with few reports 
indicating whether the estimation procedures met underlying statistical assumptions. 
Furthermore, econometric problems, such as multicollinearity, heteroskedasticity, and 
data outliers, have not been adequately examined for their potential impact on estimates 
of returns to research investments. Given nonsystematic approaches and potentially 
serious statistical problems, the critical issue in studying returns to research investments 
is the reliability o f the estimates that are used for investment decision making. 
Justification
It is important to conduct systematic evaluations o f the effect o f public research 
expenditures on agricultural production. National and state research funding decisions 
depend, at least in part, on how the public and policy makers perceive the system and its 
efficacy. In an era o f increased demand for accountability, the issue o f evaluating public 
research systems is o f interest to both producer and consumer clientele, and required if 
these groups are expected to support the funding of public agricultural research 
(Huffman and Evenson, 1993). While a systematic examination o f the public 
agricultural research system might not be able to address all concerns, improvements in 
the effectiveness o f the system might be expected to follow from a comprehensive 
evaluation o f previous system performance.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
6Reliability is perhaps one o f the most important issues to consider when 
estimating the rate o f return to research investm ent Because parametric estimates are 
sensitive to various data and functional form assumptions, different parametric-based 
analyses often can not be easily compared. In fact the estimated importance o f public 
research expenditures can vary greatly depending on the methods used in each research 
project Systematic use of nonparametric methods requires no a priori restrictions on 
functional forms, allows joint estimation o f the effects o f research on production, and 
admits flexibility in the investigation o f the length and shape o f the lag distribution 
between research input and output (productivity). In addition, it is empirically tractable. 
Combined with an empirically rigorous parametric estimation, nonparametric estimates 
have the potential to increase the policy impact of returns to research studies by 
providing a quasi-validation o f the parametric estimates. Thus, the comprehensive 
nonparametric/parametric approach used in this study will demonstrate how to take 
advantage o f both regression techniques and linear programming algorithms to improve 
the reliability o f returns to research estimates.
Objectives
The general goal o f this research is to evaluate returns to public investment in 
agricultural research in Louisiana. The specific objectives are to:
1. present the use o f nonparametric estimation methods in production economics and 
develop a nonparametric model o f  returns to agricultural research expenditures in 
Louisiana;
2. develop a parametric model o f returns to agricultural research in Louisiana that is 
empirically consistent with underlying statistical and econometric assumptions;
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
73. using the estimated models developed in objectives (1) and (2), examine the 
relationship between measures o f agricultural output and conventional as well as 
non-conventional (research, extension) inputs in Louisiana; and
4. from the results generated in objective (3), develop suggested policy actions that 
might improve the allocation o f public investments and thus the efficacy o f the 
agricultural research system in Louisiana.
Procedures
The following procedures are organized by objective and briefly describe the 
approaches used to attain the goal o f this study. Detailed descriptions o f each procedure 
and accompanying theoretical and empirical applications are presented later in the 
dissertation.
Objective 1
The first objective will be accomplished by presenting, within a theoretical 
framework, a  nonparametric approach to examining the effect o f research investment on 
agricultural production. The basic nonparametric framework o f production analysis was 
pioneered by Afriat (1972) and Hanoch and Rothschild (1972). However, their 
theoretical approach did not received notable attention until Varian (1984). Four years 
later, Chavas and Cox (1988) reported their approach to nonparametric analysis and 
presented an empirical application to the evaluation o f agricultural technology. Since 
that time, there has been an increasing interest in using nonparametric approaches to 
analyze technology, production efficiency, and supply response (Chavas and Cox, 1990, 
1995; Chavas and Aliber, 1993; Fawson and Shumway, 1988; Lim and Shumway, 
1992a, 1992b; Banker and Maindiratta, 1988). However, using nonparametric analysis
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
8to examine the effects o f research on production has not received much attention 
(Chavas and Cox, 1992).
Nonparametric analysis relaxes many o f the statistical and functional form 
assumptions that are critical to the application o f parametric analysis. A nonparametric 
approach assumes that a production process maximizes profit or minimizes cost, 
consistent with the re g u la r ity  properties o f classical production functions (e.g., 
monotonicity, concavity, homogeneity). Under the assumption o f profit maximization or 
cost minimization, the production process should satisfy the conditions o f the Weak 
and/or Strong Axiom o f Profit Maximization or Cost Minimization (WAPM, SAPM, 
WACM, or SACM). Within this context, the basic conditions that provide consistency 
with the properties o f a production function were derived by Afriat (1972) and Hanoch 
and Rothschild (1972). Homothetic and separability conditions were developed by 
Varian (1984). Thus, the nonparametric approach has been demonstrated to meet all the 
neoclassical assumptions regarding the representation o f a production technology.
The basic motivation behind the nonparametric approach was to construct 
specific testing conditions based on hypotheses about the underlying technology, and 
then to transfer these hypotheses, in the form o f restrictive conditions, into a linear 
programming problem. The ability to solve the resulting linear programming problem 
not only suggests that the underlying hypotheses cannot be rejected, but at the same time 
generates important information about the technology. Chavas and Cox have used this 
method to test for the existence o f technical change (1988, 1990), the nature o f technical 
change (1990), the influence o f research on agricultural productivity (1992), and the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
9form o f supply response (1995). Using a slightly different approach, Fawson and 
Shumway (1988) investigated agricultural production behavior for U.S. subregions.
The process behind applying nonparametric techniques to the study o f 
production technology can be described as a series of steps:
Step 1. Assume that revealed economic behavior includes profit maximization or cost 
minimization, although it may be possible to relax this assumption under some 
circumstances (Banker and Maindiratta, 1988).
Step 2. Given a profit maximization goal, portray the decision maker’s problem as one 
of
(1) M ax** { p y -r 'x  }
Subject to y<  f  (x)
where p is a output price, r  is a vector o f input prices, x is an input vector, y is a output 
and f(x)  is the production technology.
Step 3. Apply the WAPM and the property-consistent conditions o f neoclassical 
production function theory to generate a set o f conditions implied by the decision 
maker’s optimization goal. In general, doing this will yield the following set o f 
relationships:
(2) a) pt( yr  ys) - r 't( xt - x») > 0, for all s, t , or the WAPM;
b) property-consistent conditions; and/or
c) specific testing conditions based on other hypotheses.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Step 4. Combine the set o f conditions generated in step 3 into the form:
(3) V q > c ,
given appropriate definitions of the m atrix D and the vector c (Chavas and Cox, 1992).
Step 5. Reformulate the original decision maker’s problem into one o f finding the values 
for q  such that
(4) M in ^ b 'f}
Subject to D'q > c, ^ > 0
where b is chosen so that problem (4) remains bounded.
It has been proven that the set o f inequalities in equation (3) has a solution q  if  
and only if  problem (4) has a solution (Luenberger, 1984). The existence o f solution 
vector q implies that the original model o f the decision maker’s problem is optimized. 
In other words, the observed data (yt, xt, pt, r t) are admitted as theoretically consistent 
given the objective o f profit maximization and the specifying hypotheses, with the 
hypotheses to be tested failing to be rejected under the given observed data set.
W ithin the context o f returns to research in Louisiana, consider a production 
process under the assumption of profit maximization:
(5) M axy,x { p y - r ’x }
Subject to Y(y, e)=  f  (x)
where p is a  output price, r  is a vector o f input prices, x is an input vector; y is an
output, and e is a technology index. Denote “effective” output Y = Y (y, e) as a strictly
increasing function o f y and /(x ) as a  monotonic, concave, and homogenous degree X
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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production function. Let y(Y, e) be an inverse function o f Y(y, e). Equation (5) can then 
be expressed as:
(6) Maxy^t { py (Y, e ) - r ’x }
Subject to Y = /  ( x )
Suppose that Yt = Y*( pt, r 't, e, ) and xt = x*( pt, r't, et) are the solutions to profit-
maximization. Then the following inequalities are necessary and sufficient conditions
for profit-maxim izing production behavior (Weak Axiom o f Profit Maximization):
[ Pt Y(yt , e,)~ r ’tXt ] - [pt Y(ys , e, ) - r ’tx ,l > 0 for all s, t
(7) or pt[Y(yt ,<?t) - Y(ys , e , ) ] - r ’t (Xt-Xs) > 0 .
In empirical work, a linear form Y = y - e can be specified, which when substituted into 
expression (7) yields:
(8) pt [ (yt - e, ) - (ys - es) ] - r ' t [ xt - x,) ] > 0 .
Following the Chavas and Cox (1992) approach, let the technology indices e 
take the linear form:
(9> = S  * R ' - J + S  vy * r >-j
J=Jo J=Jo
where wj is the coefficient o f Louisiana research expenditures in year t-j on production 
in year j; v, is the coefficient o f research expenditures outside Louisiana in year t-j on 
Louisiana production in year j  (spillover effect); Rt-j is the Louisiana research 
expenditures in t-j th year; R°_j is research expenditures outside Louisiana in t-j th year;
and j = j0, jo+1, m, where jo is the starting point o f the lag effect and m is the 
maximum number of lags between research expenditures and productivity change.
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Expressions (8) and (9), and the property-consistent conditions, can be written as
D '^ > c, where q is the vector o f unobservable estimates {e\ w', v') in inequalities (8)
and (9). Thus, the nonparametric analysis consists in finding values q and can be
formulated as a linear programming problem:
(10) Min q {b' q}
Subject to D'q > c, q > 0
where b is chosen such that problem (10) is bounded. The inequalities D'qr>c have a
solution for q if and only if  problem (10) has a solution. Checking the existence of a
solution to the nonparametric inequalities is thus performed by evaluating the existence
o f a solution to the linear programming problem (10). The solution vector q includes
the coefficients o f technical change and research impacts on productivity.
The literature contains a few studies that have examined the relationship 
between nonparametric and parametric estimation methods in production economics 
(Chavas and Cox 1995; Lambert 1996; Chavas and Cox 1996; Chalfant and Zhang 
1997). In general, these studies emphasize that more than one representation of 
technology can be consistent with both theory and data. In applied work, estimated 
technology parameters and response measures are not only determined by the data, but 
also by the functional structure assumed by the researcher. Perhaps because parametric 
estimates especially require a priori restrictions on functional forms and are sensitive to 
underlying statistical and econometric assumptions, returns to research estimates in the 
literature have varied significantly. Nonparametric methods only require explicit 
assumptions about how the effective netputs are formed, and this tends to impose less
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13
structure on the analysis. The nonparametric method, by imposing fewer restrictions, 
may be thought o f as a data-centered analysis, thereby revealing more o f the true 
informative content of the data. This suggests that nonparametric estimates may be used 
to heuristically bound the results o f parametric analyses, particularly in cases where the 
functional form of the underlying technology is unknown. In other cases, a 
nonparametric analysis may reveal the weak informational content o f the data and 
highlight the inability to estimate meaningful parametric results. In this study, the 
nonparametric estimates were used both to examine returns to agricultural research in 
their own right and as a bounding or validation mechanism on the estimates derived 
from the more standard parametric analysis of returns to agricultural research.
Objective 2
The second objective will be accomplished by developing a parametric model 
using the production function approach. The production function approach, pioneered 
by Griliches (1964), introduces the level o f public expenditures on agricultural research 
and extension as variables in the aggregate production function. Using a slightly 
different approach, Evenson (1967) hypothesized that the contribution o f agricultural 
research to production takes “the form o f numerous small changes in the quality of 
inputs” and introduced the “research production function” approach. The assumption of 
this approach was that agricultural production depends on conventional inputs, such as 
labor, land, and capital, as well as non-conventional inputs, such as agricultural 
research, extension, and education. This approach can be expressed as:
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
14
(11) yt = /  ( Xu, x2t, ..., x„t; Rt)
where yt is value o f agricultural output at time t; Xit is the ith conventional input at tim e 
t, i = 1 , 2 , n; and Rt is research expenditures at time t.
While a Cobb-Douglas functional form has been typically employed in most o f 
the production function studies (Griliches, 1964; Evenson, 1967; Cline and Lu, 1976), 
flexible functional forms can also be used. For example, Lyu, White, and Lu (1984) 
employed the translog production function using data horn the U.S. and eight production 
regions for the period 1949-1981. The specific functional form o f equation (11), and how 
this form is chosen will be the focus of the empirical work in objective 2.
Studies o f returns to research have typically used a direct measure o f output as a 
dependent variable. This measure could be in physical units, but more typically it is 
expressed as aggregate output value for the area being studied. An alternative approach, 
especially when difficulties arise with data collection, is to use a productivity index as 
the dependent variable. Evenson (1967) first used this approach to estimate the marginal 
product o f research in the United States. Cline and Lu (1976) updated and refined 
Evenson’s work for aggregate agricultural output in ten separate production regions. 
Evenson (1978) provided a U.S. aggregate index for 1870 to 1971, regional indices for 
1927 to 1971, and individual state indices for 1949 to 1971. The tradeoff involved in 
using a productivity index is loss o f information concerning the relative contribution o f 
important conventional inputs to productivity growth.
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The choice of independent variables included in an aggregate production 
function also can significantly affect estimates o f the impacts o f research on production. 
Overestimation can occur when the omission of relevant production variables biases 
estimates o f the rate of return (omitted variable misspecification) (Yee, 1992; Cline and 
Lu, 1976; Griliches, 1964). This study will first identify independent variables which 
are expected to contribute to returns based on economic theory and previous studies. 
Then, parametric tests will be conducted to determine whether these independent 
variables are indeed significant, and if any important variables might be omitted.
Another important issue to be investigated will be the nature o f and structure o f 
time lags between research expenditures and productivity changes. Both theoretical 
analysis and empirical work show that a time lag exists between research expenditures 
and productivity changes, such that research investment in year t may affect production 
over a period o f many years. Given a j  year lag from year t, equation (II) can be more 
specifically expressed as:
(12) yt f  (X|t» X2t, •••, Xnt »••• Rt-j, —Rt-m)
Where yt is value o f agricultural output in year t; Xjt is the ith conventional input in year 
t, i = 1, 2 ,..., n; and Rt.j is the expenditure on research in the t-jth year, j = j0, jo + 1, ... 
m, j0 > 0. Previous studies suggest that the first year in which the productive impacts o f 
a specific research expenditure occur, jo , varies between two and five years, while lag 
length (m-jo) is between 15 years (Evenson, 1967; White and Havlicek, 1982; Yee, 
1992) and 30 years (Pardey and Craig, 1989). In addition, the specific lag distribution
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has been assumed to take different forms in past studies. One potential problem with 
many lag structures is that the large number of lagged variables are likely to be highly 
correlated and consume a large number of degrees o f freedom (Yee, 1992). One o f the 
most effective techniques for combating this difficulty is by using the Almon (1965) 
distributed lag (Yee, 1992; Thirtle and Bottomley, 1988; White and Havlicek, 1982; 
Cline and Lu, 1976; and Evenson 1967).
The concept behind the Almon procedure is to transform the large number o f 
lagged variables into one variable which reflects the impacts of previous research 
expenditures. Evenson’s Almon approach assumes that the impacts o f expenditures 
takes the shape o f an inverted ‘U’-shaped distribution, with the contribution of research 
small initially, increasing for a number of years, then eroding after a period of time. 
Mathematically:
(13) AV( R t) = a (Rt-jo, Rt-<jo+i), — Rt-j» — R«n)
Where AV(R,) is an Almon variable of research expenditures in year t. Letting function 
a ( . ) be linear for simplicity:
(14)
J=Jo
where wj =ao + ag + a*j2, a second-degree polynomial weighted function; j = jo, jo+L 
..., m, j0 > 0; ao, ai, and a2 are empirically determinable coefficients. Substituting 
equation (14) into equation (12) yields the model:
(15) yt = /  (xib x2b ..., xm; AV( R*)).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
17
Various approaches can be used to estimate equation (15). Although a number o f 
advanced estimation techniques have been employed in previous studies (Cline and Lu, 
1967; Norton, Coffey, and Frye, 1984; Oehmke, 1994), they were used mainly in response 
to estimation difficulties that suggest problems with the structure o f the underlying data 
sets or the chosen functional forms. In other words, many econometric issues have not 
been thoroughly examined in returns to research studies. This study will fully 
investigate these econometric issues, following procedures that examine all the 
statistical and econometric underlying consistent, unbiased, and efficient parameter 
estimation (McGuirk, Driscoll, and Alwang, 1993).
Objective 3 and 4
The realization o f the third objective will be accomplished by empirical 
application of the nonparametric framework proposed in objective (1), and the 
parametric models in objective (2). The effect o f research investment on the agriculture 
in Louisiana will be estimated using time series data for the period 1949-1995. Annual 
expenditures on public agricultural research, which include total annual expenditures 
from all sources including federal, state, industry and other non-governmental funds, 
were obtained from Financial Report o f the Louisiana Agricultural Experiment Stations 
and LSU System Budgets. The other data was obtained from numerous secondary 
sources and various state-level publications.
Results from the empirical work in this study can be used to examine the 
existence and nature o f  research impacts on production in Louisiana agriculture. The 
length and shape o f  the lag distribution, the choice o f independent variables included in
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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aggregate production functions, the forms of these production functions, and the 
marginal rate and internal rate o f return to research will provide important insight into 
the operation and efficacy o f the Louisiana agricultural research system. The 
comparison o f nonparametric and parametric results will be interpreted in light o f the 
information needs o f policy makers and the public. Efforts will be made to suggest 
improvements in research funding allocation and use according to the nonparametric 
and parametric results.
Organization of the Dissertation
This dissertation is organized in six chapters. Chapter 2 will present a review o f 
the structure o f agricultural research funding in the U.S., the economic effects o f 
investment in agricultural research, and past studies examining agricultural research 
investment This latter part o f  the chapter will focus on the past role o f nonparametric 
and parametric methods in evaluating returns to research. Chapter 3 will present 
specifies on data construction and description. Chapter 4 will present the theoretical 
framework for evaluating returns to research on production using nonparametric and 
parametric approaches. Chapter 5 will present the empirical implementation o f the 
theory and results o f estimates. Chapter 6 presents a summary o f  the study, 
interpretation o f the results, and the potential policy implications. The limitations o f the 
study and possible questions for future research are given at end of the chapter.
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CHAPTER 2. RESEARCH INVESTMENT IN AGRICULTURE
The general goal o f this research was to evaluate returns to public investment in 
agricultural research in Louisiana. In doing so, the study presents a theoretical 
framework and an empirical structure for systematically combining non-parametric and 
parametric approaches to estimating returns to research. This chapter describes the past 
role o f nonparametric and parametric estimation methods in production economics, and 
examines their relative potential for determining returns to research expenditures. 
Structure of Agricultural Research Funding
Public agricultural research in the United States is conducted by the U.S. 
Department o f Agriculture (USDA), which includes the Agricultural Research Service, 
Economic Research Service, and Forestry Service, and by state agricultural experiment 
stations (SAES). The federal government provides almost all of the funding for its own, 
in-house research activities at various USD A research institutions. The funds for 
research in the USD A are line items in the federal government’s budget request 
(Huffman and Evenson, 1993). The directors o f the agencies can be called to Congress 
to defend and discuss their budgets. Congress eventually passes an authorization for a 
specific amount o f funding after hearings on the budgets. Fiscal support from Congress 
has generally been good, with real expenditures on public agricultural research 
increasing by 110 percent between 1950 and 1992 (Khanna, Huffman, and Sandler, 
1994).
19
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The SAES have historical been funded from various sources, including regular 
federal sources, contracts, grants, and cooperative agreements with USDA and with 
non-USDA federal agencies, state government appropriations, endowments, commodity 
groups, and private industry. Primary SAES funding comes from state governments via 
state tax receipts and from both public and private sector transfers. Thus, state 
government decisions are critical in the funding o f  SAES research and are a  major factor 
in total public research funding. A strong negative trend exists in the share o f regular 
federal government funds going to state-level research, falling from almost 85 percent in 
1888 to less than 20 percent in 1990 (Figure 1). In contrast, state-funded SAES research 
in the Great Lake States, Com Belt, Northern Plains, Southern Plains, and Pacific 
regions made up more than 80 percent o f all research for the period 1951-1985. The 
share o f state-funded SAES research in the Mountain, Delta States3, Appalachian, and 
Northeast regions were somewhat less than 80 percent (Table 1).
The SAES largely determine the research program for federal funds, and since 
1979, have had the other right to decide the allocation of regional research projects. 
However, 1965 and 1977 federal legislation did give Congress and the USDA more 
power to choose research projects to be funded with federal appropriations. In 1965, the 
Special Grants Program was established to provide funding for proposals in areas 
identified by Congress for special attention. The USDA annually calls for proposals, 
evaluates them, and makes the awards. The Competitive Research Grants Program, 
established in 1977, is open to all scientific researchers in state agricultural experiment
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Table I. State-funded Share o f Public Agriculture 
Research by State for Selected Years, 1950-1989
Region/States
State-funded Share 
of Public Research 
(%)
Region/States
State-funded Share 
of Public Research 
(%)
Lake States Southern Plains
Wisconsin 86.2 Texas 90.6
Minnesota 83.8 Oklahoma 80.7
Michigan 81.8 Delta States
Corn Belt Louisiana 88.8
Illinois 85.7 Mississippi 77.6
Iowa 83.2 Arkansas 82.6
Indiana 81.6 Southeast
Ohio 81.6 Florida 87.2
Missouri 84.5 Georgia 84.5
Northern Plains Alabama 70.0
Kansas 89.4 S. Carolina 77.1
Nebraska 88.6 Appalachian
N. Dakota 87.4 N. Carolina 82.5
S. Dakota 82.7 Virginia 77.2
Mountain Tennessee 75.1
Colorado 78.9 Kentucky 76.9
Arizona 78.5 W. Virginia 72.8
Utah 74.7 Northeast
Wyoming 69.3 New York 88.8
Idaho 76.0 New Jersey 78.2
Montana 78.5 Pennsylvania 85.1
New Mexico 69.4 Maryland 11.0
Nevada 71.6 Mass. 71.9
Pacific Connecticut 74.8
California 93.2 Vermont 67.2
Oregon 81.1 New Hampshire 67.5
Washington 81.2 Rhode Island 64.1
Alaska Unknown Delaware 67.4
Hawaii Unknown Maine 69.6
Source: Huffman and Evenson, 1993 (Table 8.2), Page 223.
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stations, all colleges and universities, federal agencies, private organizations, other 
organizations and individuals (Huffman and Evenson, 1993).
The ongoing changes in funding mechanisms at both the federal and state levels 
have partially occurred through replacement of formula-funded budgetary allocations 
with internal competitive grants. This transformation in funding structure has led to 
more research efforts directed toward short-term projects with immediate and sure 
payoffs, and towards more applied work (Just and Huffman, 1992). Just and Huffman 
found empirical evidence supporting the notion that replacement of formula funds with 
public grant funds has caused a loss in efficiency in the land-grant system. The authors 
suggested that inappropriate identification of research priorities is leading to more 
power struggles, local-level funding instability, high research transaction costs, reduced 
perspective and creativity, and obstruction of the modem organization of science as 
applied to agriculture. Their more recent study (Huffman and Just, 1994) also concluded 
that formula-funding was more productive than competitive-grant funding.
Although the growth rate of U.S. public agricultural research expenditures over 
the past 100 years (1890-1990) has been 4.2 percent per annum, private agricultural 
research has grown at the rate of 4.8 percent per annum in the same period (Figure 2). 
The growth o f private expenditures has been especially rapid since the 1940s, with 
private expenditures exceeding public expenditures since 1950. Since 1990, private 
expenditures have been being approximately twice as large as public agricultural 
research.
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Economic Effects of Investment in Agricultural Research
Theoretically, the effect of agricultural research can be illustrated as a shift in 
supply due to a  change in productivity as a result o f public and private investment in 
research and extension (Alston, Norton, and Pardey 1995). When a new technology 
improves productivity, it also affects relationships between production costs and output, 
and therefore between supply and price. If the supply and demand curves under the 
original technology are denoted by So and D, respectively, the equilibrium price and 
quantity under the original technology can be defined as Po and Qo (Figure 3). If 
adoption o f new technology shifts the supply curve to Si, the results is a new 
equilibrium price and quantity of Pi and Qi. Thus, research investment leads to a higher 
quantity produced, a lower price paid by consumers, and a lower price received by 
producers, or an economic surplus effect. The shaded area between the two supply 
curves and beneath the demand curve, area ablilo, reflects the gross annual benefits from 
the research investment.
Under most circumstance, a successful research investment yields a sustained 
stream of benefits. Alston, Norton, and Pardey (1995) suggested that the complete 
evaluation of a research investment must therefore take account o f  the dynamic 
relationships between investments in research and the stream o f future benefits. Figure 4 
shows the hypothetical relationship between the adoption of new technology and the 
time after the initial investment. It includes a  research lag, a development lag, and an 
adoption lag. The first lag is between the initiation o f the research and the generation of
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Figure 3. A Shift of Supply Curve Due to Research Investment
(Source: Alston, Norton, and Pardey 1995)
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pre-technology knowledge. During the development period, the results from pre­
technology research are incorporated into useful agricultural technology. The last stage 
is the adoption process (lag) between the release o f  the agricultural technology and 
maximum adoption by producers. Adoption shapes, or lag structures, may be variously 
shaped, including an S-shaped curve, a logistic curve, simpler linear functions, 
polynomial lags, trapezoidal lags, or inverted “U” shaped lags.
Alston, Norton, and Pardey (1995) used a discrete time approximation to a 
continuous adoption curve to develop a conceptual diagram o f the stream of annual 
benefits. Figure 5 shows the annual flows of costs and benefits corresponding to the 
research investment It includes a) the shaded area from Figure 3 representing flows o f 
benefits from the supply shift due to a research-induced technical change; b) the time 
path o f adoption and the size o f  the industry-level supply shift described in Figure 4; 
and c) the research cost (investment). In the early years, there are no benefits. Once 
people in the industry begin to adopt the technology, there will be a supply shift and a 
corresponding flow of benefits. As the extent o f adoption increases, the size o f the 
supply shift and the corresponding flow of annual benefits increases, following the 
shape of the adoption curve in Figure 4. Meanwhile, there are costs of research, 
development, and adoption in the early years. Even after the research results have been 
fully adopted, the stream o f costs and benefits reflects the costs o f further research 
undertaken to maintain the value o f the technology. Ultimately, however, a technology 
depreciates when it becomes less productive over time (due to changing environmental 
circumstance), or it becomes obsolete when it is replaced with a better technology. This
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inherent depreciation of technology makes maintenance research necessary to 
compensate for the depreciation. The timing and extent of depreciation and 
obsolescence varies greatly among different types o f research, production environments, 
and types of knowledge.
Evaluating the Role o f Agricultural Research Investment
The economic framework used in estimating the rates o f return to agricultural 
research was introduced almost a century ago by Alfred Marshall (Hertford and 
Schmitz, 1977). The major research techniques to evaluate returns to agricultural 
research have been categorized, in various ways, by Peterson (1971), Norton and Davis 
(1981), Capalbo and Vo (1988), and Huffman and Evenson (1993) (Table 2).
Overview of Methods
Peterson (1971) categorized research investment evaluation techniques into two 
broad classes; descriptive “public relations” approaches and quantitative approaches. 
The public relation approach, used in the early 20th century, qualitatively described 
what research had accomplished and what it was expected to accomplish in the future. 
The pioneering work in quantitative methods o f evaluating the returns to investment in 
agricultural research was conducted by Schultz and Griliches. One early technique 
applied by Schultz (19S3) involved calculating the value of the inputs saved in 
agricultural production as a result o f improved and more efficient production 
techniques. Unlike the procedure o f measuring the value of inputs saved, the external
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Table 2. Classifying Methods for Evaluating Public Research Investment
Authors Categories Remarks or Subcategories
Peterson (1971) Public Relations Approach Descriptive Evaluation
Quantitative Approach Value of Inputs Saved
External and Internal Rates of Return
Marginal Rates of Return and/or Marginal Product of Research
Norton & Davis 
(1981)
Ex Ante Evaluations Scoring Model, Benefit-Cost Analysis, 
Simulation Model, Mathematical Programming
Ex Post Evaluations Consumer/Producer Surplus Approach 
Production Function Approach
Capalbo & Vo 
(1988)
Accounting Data Analysis (Productivity 
Index Method)
Development of output and input indices and the computation of 
non-econometric factor productivity measures.
Econometric Analysis Estimates production relationship with econometric or 
programming techniques.
Huffman & 
Evenson (1993)
Imputation-Accounting Methods Uses evidence from experiments and professional judgments to 
define the relationship between productivity and research activity
Statistical Meta-Function Methods Meta-production Function Analysis 
Meta-profit Function Analysis
Statistical Productivity Decomposition 
Methods
Productivity Function Analysis
u>o
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rate (benefit-cost ratio) analysis compared costs of research with the derived benefits. A 
similar measure, the internal rate o f return, has gained popularity and can be defined as 
the rate o f interest that makes the accumulated present value of the flow o f research 
investment costs equal to the discounted present value o f the flow o f  returns to research 
at a given point of time. This relationship can be expressed as:
I
7 ,  (return, — cost, ) /(l + irr)' = 0 ,
1=0
where irr is the internal rate o f return, i = 1 ,2 ,... /, and t is total time o f  a project. While 
most initial studies focused on total returns, optimal investment decision-making 
requires the marginal rate of returns. One method for estimating marginal returns is to 
measure the marginal product o f  research.
Norton and Davis (1981), following Schuh and Tollini (1979), classified returns 
to research studies into ex ante and ex post evaluations. Ex ante studies can be divided 
into four subgroups; (a) scoring models that rank research activities, (b) benefit-cost 
analyses that establish rales o f  return to research, (c) simulation models that evaluate 
research programs, and (d) mathematical programming models that identify an optimal 
mix of research activities. Ex post evaluation falls into two major groups: 
consumer/producer surplus approaches, and production function approaches. 
Consumer/producer surplus approach (or the index number approach), is similar to input 
saved, external rate and internal rate analyses in terms o f Peterson’s classification, and it 
estimates an average rate o f return to research by measuring consumer and producer 
surplus. The production function approach corresponds to Peterson’s marginal rate o f
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return or marginal product o f  research analysis, and it treats research as an exogenous 
variable in a production function.
More recently, Capalbo and Vo (1988) categorized approaches to measurement 
o f productivity into two broad categories; (a) accounting data analysis (productivity 
index method), which involves the development of indices o f outputs and inputs and the 
computation o f nonparametric factor productivity measures, and (b) econometric 
analyses that involve estimating production relationship with statistical or programming 
techniques. Huffman and Evenson (1993) placed methods that have been used for 
productivity analysis into three classes; (a) imputation-accounting methods, (b) 
statistical meta-function methods, and (c) statistical productivity decomposition 
methods. The imputation-accounting method uses evidence from experiments and 
professional judgments to define the relationship between productivity and a research 
activity. Statistical econometric methods are used to analyze aggregate productivity 
changes when there are no direct measures o f  innovation adoption. The meta-function 
method is similar to the productivity decomposition approach in which research 
expenditures are included directly in a production or profit function. However, unlike 
the meta-fimction method, the productivity decomposition method utilizes a two-stage 
procedure, with a productivity index being computed in the first stage and then 
regression analysis being used to decompose this productivity measure by regressing it 
on research variables.
Although the historical taxonomy o f retums-to-research methods may appear 
complicated, in reality the different approaches address the same issues from different
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perspectives (Table 3). Peterson (1971) employed the objective-oriented criteria in 
classifying the methods used in previous quantitative studies. Norton and Davis (1981) 
focused on specific ways o f executing empirical studies in order to evaluate the effect of 
research on agricultural production. Similarly, Capalbo and Vo (1988) considered the 
nature o f procedures, both non-econometric (non-parametric) and econometric 
(parametric). The way an analyst treats data and procedures, or the subjectivity of the 
approach, was the criteria used by Huffman and Evenson (1993).
To be concise and to focus on the objectives of this study, major research 
techniques were categorized as belonging to one of two groups. The first group, called 
Type I techniques, refers to deterministic, non-econometric methods that use accounting 
data and/or index number procedures to analyze average returns to research investment. 
The second group, Type II techniques, includes stochastic, econometric, mathematics, 
programming, parametric, and nonparametric approaches to evaluating the marginal 
returns or marginal products of research investment. This simplified system is consistent 
with previous attempts to categorize retums-to-research studies and reflects the main 
focal points o f current research effects. O f particular interest are the Type II techniques, 
for they encompass most of the modem methods used in productivity analysis. This 
emphasis on Type II approaches is evident when reviewing the literature of the last 30 
years.
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Table 3. Comparison of Different Ways to Classify Methods 
Used for Evaluating Public Research Investment
Peterson Norton and Davis Capalbo and Vo Huffman and Evenson
(1971) (1981) (1988) (1993)
Criteria Study Objectives Specific Methods Used Nature of Research 
Procedures
Handling of Data or 
Procedures
Type I Value of Inputs Saved, Consumer Surplus and Accounting Data Imputation-Accounting
External Rates of Return, Producer Surplus Analysis Methods
and Internal Rates of Approach (Index Number (Non-Econometric
Return Approach) approach)
Type II Marginal Rates of Return Production Function Econometric Analysis Statistically Meta-
and Marginal Product of Approach (Parametric Approach) Function or Productivity
Research Decomposition Methods
u>
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Review o f General Agricultural Productivity Studies
Among the earliest methods o f  quantifying agricultural productivity were the 
index number approaches employed by Barton and Cooper (1948) and Loomis and 
Barton (1961). These authors estimated productivity by calculating the ratios o f  an 
index o f aggregate output to an index o f all input factors. Kendrick (1961) popularized 
this use o f arithmetic indexes for calculating total factor productivity (TFP) 
measurements. However, Abramovitz (1956), Solow (1957), and Fabricant (1959) 
recognized that TFP indices leave a large portion o f the growth o f output unexplained. 
In an attempt to minimize the unexplained residual productivity, researchers introduced 
the idea o f a shifting production function (Solow, 1957; Ruttan, 1957; Schultz, 1953). 
Issues such as the substitution o f capital for labor, economies o f scale, the effects of 
human capital investment, and errors in measurement were studied in an attempt to 
understand residual productivity (Jorgenson and Griliches, 1967; 1972). Griliches 
(1960, 1963, 1964) used a measure o f education to adjust labor quality and included 
research and extension expenditures as inputs in productivity studies. He concluded that 
economies o f scale, labor quality changes, and research and extension were major 
factors in explaining output growth in agriculture.
O f course, shifts in production functions imply shifts in the available technology, 
and there is no reason that these shifts should be neutral4 with respect to input use or 
output mix. In fact, Stout and Ruttan (1958) argued that technical change could not have 
been neutral in U.S. agriculture based on the rapid decline in farm employment from
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1925 to 1955 could not have resulted only from the movement of the price o f labor 
relative to other inputs.
Hayami and Ruttan (1970, 1971) compared trends of factor prices and factor 
proportions in the long-term agricultural development in the United States and Japan 
and found that development in the United States could be the result o f induced 
innovation. In other words, changes in the level o f factor prices influence the direction 
o f innovation activity. Productivity indices and their use developed rapidly. The Diewert 
(1976) index number relaxed the restrictions associated with an aggregate production 
function, thereby allowing geometric or arithmetic calculation procedures. The Divisia 
index was developed to adjust conventional inputs for differences in quality (Brown, 
1978).
Duality approaches have also been used to examine aggregate U.S. agriculture 
production. For example, Binswanger (1974) used translog cost functions to estimate 
parameters from a cost share model, decomposing the observed changes in cost shares 
over the period from 1912 to 1968 into technological change effects and observed factor 
price changes. The author indicated that technical changes had in general been labor- 
saving, machinery-using, and fertilizer-using. Brown and Christensen (1981) employed 
a similar approach to characterize the structure o f U.S. agriculture by specifying a 
single-output, five-input translog restricted cost function. Ray (1982) applied a multiple 
output/input translog cost function to investigate U.S. agricultural production over the 
1939-1977 period. The author rejected the hypotheses o f constant return to scale and 
homotheticity in the underlying technology and concluded that Hicks-neutral technical
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change occurred at an annual rate of 1.8 percent. The author also estimated that the U.S. 
agricultural sector was characterized by decreasing returns to scale ranging from 0.64 in 
1939 to 0.83 in 1977. A normalized translog profit function model was employed by 
Antle (1984) to analyze technological change bias and the structure of the U.S. 
agricultural sector. The homotheticity restrictions were rejected for both the pre- and 
post-war periods. More studies on aggregate productivity using a production function 
approach were reviewed by Capalbo and Vo (1988).
Review of Returns to Agricultural Research Studies
Schultz (1953) is credited with the pioneering work in the consumer/producer 
surplus approach to evaluating the returns to investment in agricultural research. Schultz 
introduced consumer and producer surplus as measures of the effect o f research, in 
particular by calculating the value o f inputs saved through more efficient production 
technology. Using this approach, Schultz estimated that output per unit o f input was at 
least 32 percent higher in 1950 than 1910. However, there were two possible biases in 
his procedure. First, some of the public expenditures were not necessary aimed at 
generating new production techniques. This shortcoming would place downward bias on 
Schultz’s estimate o f  research returns. Second, part of the improvement in production 
techniques should be attributed to private research (Peterson, 1971). This shortcoming 
would place an upward bias on Schultz’s estimates. Although the sign o f the biases are 
opposite, lack o f information on their likely magnitude made it impossible to predict the 
size of aggregate bias. An intensive review o f the surplus approach development was 
given by Norton and Davis (1981).
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The most widely used procedure for measuring returns to public investment in 
agricultural research and extension is the production function approach. Griliches 
(1964) introduced the idea o f using the level o f public expenditures on agricultural 
research and extension as a variable in an aggregate production function. Using an 
unrestricted Cobb-Douglas production function specification, Griliches employed 
separate variables for each of five major input categories, a measure of education per 
worker, and a measure of public expenditures on research and extension per farm. To 
allow for lags in the effect o f research and extension expenditures, Griliches constructed 
yearly observations on these variables by averaging the level o f expenditures in the 
previous six years. He concluded that research and extension expenditures significantly 
affected the level o f agricultural output. However, Griliches’ study did not consider 
alternative lag structures or functional forms for production technology.
Using a slightly different approach, Evenson (1967) fitted a  linear regression 
model to time series data o f U.S. agriculture for the 1935-1963 period. He discussed a 
framework for estimating the contribution o f agricultural research to production and 
hypothesized that the contribution takes “the form of numerous small changes in the 
quality o f inputs” and introduced a “research production function” approach. Evenson 
asserted that conventional input measures may fail to reflect changes in the quality o f 
the input. As a result, he constructed a  quality index5 that was employed in the research 
production function to represent input quality change. In addition, Evenson stressed that 
the time dimension o f the research variables was an important feature o f the estimation 
problem. Lag structure was investigated and specified as (1) a symmetric, inverted “U” 
shape between expenditures on research and the resulting impact o f research results, and
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(2) an exponentially declining relationship between new knowledge and the “stock” o f 
knowledge, or between existing knowledge and actual knowledge. Results indicated that 
an inverted “U” shape lag distribution with a mean lag o f  6 to 7.5 years best fit the 
available data. However, like Griliches’ earlier research, the study was limited by an 
inflexible functional form. In addition, the estimated effect o f research expenditures 
may have been biased because private research expenditures were not included in the 
specification and a measure o f spillover effects6 was neglected.
Cline and Lu (1976) developed a theoretical framework and empirical study for
measuring the rates o f return to public research and extension expenditures in multiple 
farm regions. They pointed out that a production function technique is one method to 
obtain estimates of the marginal return to investment, an important criterion in 
investment decision-making. Furthermore, this technique allows one to estimate time 
lags through various distributed lag techniques. A model that related the agricultural 
productivity in each region to research and extension expenditures, farmer education 
level, and weather was hypothesized, using an Almon distributed lag procedure. Results 
for the 1939-1972 period indicated that the rates of return to public research investment 
varied from a high of 44.3 percent in the Pacific Region to a low of 14.3 percent in the 
Southern Plains Region.
Within the production function approach, productivity indices have been widely 
used as the dependent variable in an attempt to avoid auto-correlation and collinearity 
problems associated with time-series data for conventional production inputs. Evenson 
(1967) first used this kind o f model to estimate the marginal product o f research in the
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United States. Cline and Lu (1971) updated and refined Evenson’s work for aggregate 
agricultural output and for ten production regions. Evenson (1978) provided a U.S. 
aggregate index for 1870 to 1971, regional indices for 1927 to 1971, and individual state 
indices for 1949 to 1971. However, these studies failed to account for interregional 
transfers (spillovers) when estimating rates of return for agricultural research investment 
at the state level. Latimer and Paarlberg (1965) and Bauer and Hancock (1975) 
estimated aggregate production functions for states and had difficulty finding a 
statistically significant relationship between research expenditures within the state and 
agricultural output White and Havlicek (1979) took into account the interregional 
transfers o f agricultural research results when estimating rates of return for agricultural 
research investment at the state level. Their results demonstrated that increases in 
productivity within a region resulted from research and extension investments both 
within the region and outside the region. This implied that previous estimates overstated 
the rates o f return for a particular state or region by ignoring the transfer o f research 
results from other states or regions.
In recent years, flexible function forms have been used in many studies employing 
the production function approach. Lyu, White, and Lu (1984) used a translog production 
function and data from the period 1949-1981 to estimate returns to research investment in 
the United States and eight production regions. Their results indicated that use o f a Cobb- 
Douglas production function might overestimate the internal rate of return of agricultural 
research and extension expenditures. Their translog estimates resulted in a total marginal 
product and internal rate o f return o f $8.11 and 66 percent, respectively. Meanwhile, ridge
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regression has been employed to handle multicollinearity, a common problem in 
estimating returns to agricultural research investment (Norton, Coffey, and Frye, 1984). 
Yee (1992) argued that previous work had neglected private agricultural research 
expenditures, overestimating the rate of return to public research by at least 20 percent. 
After including private research expenditures, a weather index and an index reflecting 
the general state of the economy, he estimated that the rate of return to public 
agricultural research was 58 percent without private research and 49 percent with 
private research for the years 1931-1985.
While many approaches have been used, it is generally recognized that the 
production function approach is well suited for examining the effects of research on the 
relative productivity of inputs and income shares of input categories. In particular, the 
production function approach can be very useful for separating the production effects of 
research from those of education and conventional inputs across geographical areas. It 
also allows the direct calculation of marginal rates o f return to agricultural research. 
However, difficulty in obtaining data on production inputs limits its application. In 
addition, projecting future rates of return based on past estimated rates may be a 
questionable practice when making investment decisions. Finally, the assumption of 
treating research as an exogenous variable is also questionable (Norton and Davis, 
1981).
Although most studies since 1970 have employed only parametric approaches to 
investigating the effects o f research on productivity, several issues remain unsettled in 
the analysis o f the effects of research on production. There has been a notable lack o f an
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overall scheme within which various traditional parametric analyses are systematically 
related to each other (Afriat, 1972). A direct result o f this lack of coherence has been 
widely disparate estimates generated by different studies. Partially in an effort to combat 
this problem, Chavas and Cox (1992) proposed a nonparametric approach to examine 
the effects o f research on production.
Nonparametric Approach on Returns to Research
Although the concept o f nonparametric analyses has long existed, these 
techniques have only recently attracted attention in economics. There are several distinct 
approaches to nonparametric analysis: nonparametric statistical techniques,
semiparametric estimation techniques, and nonparametric programming approaches 
(Hallam, 1992). The nonparametric programming approach employed in this study is 
also called revealed-preference (or behavior) analysis, nonparametric production or 
consumption analysis, mathematical programming approach, or data envelopment 
analysis (DEA). The nonparametric programming approaches differ significantly from 
the nonparametric analysis used in statistical inference. The attraction o f the 
nonparametric programming approach is that it avoids the imposition o f functional 
forms on the data. In other words, it does not require any assumptions about the 
distribution of the data, and as a result has been recognized as an important approach for 
modeling operational processes in a number o f fields (Seiford and Thrall, 1990).
There appears to be some confusion as to originator of the nonparametric 
approach to production analysis. Alston, Norton and Pardey (1993) indicated that the 
nonparametric approach was developed by Hanoch and Rothschild (1972) and codified
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by Varian (1984). However, Fare, Grosskopf, and Lovell (1985) and Fare and Grosskopf
(1994) concluded that Farrell (1957) first constructed a piecewise-linear, but very 
restrictive, nonparametric technology. Even Chavas and Cox (1988, 1990, 1992, 1995), 
productive authors o f empirical nonparametric work in agricultural economics, provide 
varying accounts o f  the names o f  founders o f nonparametric analysis.
It is true that modem efficiency analysis, leading to the development o f today’s 
nonparametric technique, originated with the pioneering work of Farrell (Hallam, 1992; 
Seiford and Thrall, 1990). Farrell (1957) intended to provide a satisfactory measure o f 
productive efficiency and proposed an alternative method departing from the standard 
production function approach in some simple cases. He developed a way to measure 
how far a given input vector is from the boundary of the input requirement set and to 
find the boundary o f the input requirement set that satisfies the axioms and is consistent 
with the data via linear programming procedures rather than regression techniques.
A more general framework for Farrell’s efficiency work was systematically and 
theoretically developed by Afriat (1972). Afriat derived fundamental principles used 
widely in today’s nonparametric analysis. One o f his important results is the conditions 
o f properties-constancy for production functions, including such common assumptions 
as monotonicity, concavity, and homogeneity, and he proved the necessary and 
sufficient conditions for these properties to exist:
Monotonic o  F (x) = Max { yt : xt < x } < /  (x ) ;
Concave <=> F (x) = Max { £  yt Xt : T. xtXt < x , £ A . t =l ,A.t > 0 } < /  (x); and 
Homogenous degree X o  F (x) = Max { £  y, Xt : £  xtA.t < x, Xt > 0 } < /  (x).
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where yt is an observed output level at time t, xt is an observed input vector at time t, /( .)
and F(.) are continuous functions, and “<=>” represents if  and only if.
Another important result is Afriat’s Optimal Axiom and his Bound Theorem.
The Optimal Axioms include a Cost-Minimization Axiom and Profit-Maximization
Axiom. Afriat’s Bound Theorem gives the lower bound and upper bound of cost
functions, production functions or profit functions that rationalize the objective and are
based on the observed data. The Afriat Cost-Minimization Axiom (ACMA) and
corresponding Bound Theorem (ABT) are:
Cost-Minimization o r s Xt<wtyt ,
C’ (r) < c(r) < C " (r),
F ’ (x ) fC / (x )< F” (x),
where r is input price vector, wt is a unit cost;
c(r) is a cost function;
C' (r) = mint (r a t}, lower bound of cost function;
C"(r) = max {Z A.t : Z  UtXt < r , Xt > 0}, upper bound of cost function;
/  (x) is the production function fitted observed data (yt , xt);
F '(x) = mint {utx}, Ut = rt/wt, lower bound o f  production function;
F'(x) = max { Z  A.t : Z  a,Xt < x, Xt > 0 }, upper bound of production.
Afriat Profit-Maximization Axiom (APMA) and Bound Theorem (ABT) are:
Profit-Maximization <=> yt - rt xt > ys - rt xs ,
F ' (x) < /(x) < F " (x),
G ’(r)< g(r)< G ”(r),
where vt = yt - rt xt, profit function;
G’(r) = mint { Z  A* vt : Z  rtXt < r , Z  A.t = 1, A* > 0}, lower bound o f profit 
function;
G"(r) = maxs (ys - r  xs), upper bound of profit function.
At the same time, Hanoch and Rothschild (1972) independently developed a 
method for testing the validity o f general hypotheses from data, free from any particular
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parametrizaton o f the production function. They named their technique the non­
parametric approach, a term which has been widely adopted. Hanoch and Rothschild 
explored the existence o f a production function fix )  which could have admitted a set o f 
n observations on output y\ > 0 and the associated /w-vectors o f inputs x\ > 0. In other 
words, their basic hypothesis can be expressed as:
A production function fix )  is said to  exist if  the function fix )  
satisfies the following conditions: (a) consistent with the observations: 
f ix i) =y\; » = 1 , n; (b) weakly monotonically increasing or decreasing: x  
> x '  => fix ) > fix );  (c) quasi-concave and continuous, the input 
requirement set for y, V(y) = {x | fix ) > y }, is convex and closed for any 
realy.
The concept of a minimal input requirement set T; was also introduced in their 
approach, and denoted as Tj = where Rj = { x | x > x j}, the input requirementkeL,
set for y  and x is an input vector; and Lj = { k | 0 < k < n; yk > y i }, the set o f indices o f 
observations with output equal to or greater than yj where y is an output. With the help 
o f the concept o f a minimal input requirement set, Hanoch and Rothschild's Theorem 1 
(Monotone) can be expressed as:
A production function /  (x) valid fo r the observed data (yi , Xj) 
exists if and only if Xj e  Ti =>y, >y, for all /.
The second Hanoch and Rothschild Theorem gives a necessary and sufficient 
condition with regard to the property o f quasi-concavity:
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A production function /  (x) valid for the observed data (y, , x<) 
exists if  and only if  for each / there exists an r-vector p\ = (plh .... prJ 
such that p ’ >0, p\ 'xj = / , and p\ > 1 for j  e  Mi, Mj = { j  \ 1 < j < n,yj
>y\  }•
Hanoch and Rothschild derived the conditions o f cost-minimization7 (Theorem 
3) and of diminishing return production (Theorem 4). Two more assumptions with 
respect to cost-minimizing and homotheticity were imposed. Finally, an important 
procedure was developed in the derivation o f Theorem 5. Hanoch and Rothschild’s 
Theorem 5 proves that the assumptions that a production function/ (x) is valid given 
the observed data ( y , , x,) are equivalent to the existence o f pi and such that
1) pi > 0;
2) P i ' X( — A,;
3) p  ’Xj > k j ,  i * j;
4) X, > Xj if i eLj.
Normalizing Xt = y  thus yields the linear program: 
min P
p,
s.t. Pi^O ;
P> 0;
P i ' x i = y i ;
Pi ' X j  - Pi 'X i> 0  if  j  e  Li,
P t'xk-P k 'xk  + p > 0  i * k
which is the core o f Hanoch and Rothschild’s nonparametric approach.
While theoretically appealing, the work o f both Afriat (1972) and Hanoch and
Rothschild (1972) work received little attention until Varian (1984). Chavas and Cox
(1995) called this “a long lag between the development o f the method and its
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application” and attributed it to the fact that the authors might have “not been easily 
understood by many economists.” Varian (1984) synthesized the previous results and 
explicitly showed that the consistency o f the observed input, output, and price data with 
profit maximization is equivalent to the existence o f an underlying family o f production 
function sets rationalizing the observed data. Varian then generalized the conditions o f 
the cost-minimization theorem to arrive at the Weak Axiom o f Cost Minimization 
(WACM) and the Strong Axiom o f Cost Minimization (SACM). The Weak Axiom o f 
Profit Maximization (WAPM) and the Strong Axiom o f Profit Maximization (SAPM) 
were proposed analogs. These axioms have been widely applied in empirical work and 
are discussed in detail later in the dissertation. He reviewed and provided the methods to 
test for constant returns to scale, hometheticity, and separability. In addition, he 
developed ways to recover estimates (information) o f the underlying technology and 
forecast firm behavior without making any assumptions concerning the parametric form 
o f underlying production technology. He showed that the inner and outer bounds on 
input requirement set, VI (y) and VO (y), are the tightest inner and outer bounds on the 
true input requirement sets. In this sense they completely recover all o f the information 
available in the observed behavior.
Similarly, the bounds on the true production function were constructed as an
overproduction function f*  (x) and underproduction function f(x ):
f ( x )  = Max { y :x  e  VI(y)} 
f  (x) = Max {y: x  e  VO(y)}
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then there exist f*(x)>  f  (x)>  f(x )  since VI (y) cr V(y) ci VO (y). The overcost and the 
undercost functions, overprofit and underprofit functions were also provided (Varian 
1988).
Banker and Maindiratta (1988) extend Varian’s nonparametric production 
analysis to situations when the set of observed output, input, and price data is not 
consistent with profit maximisation for at least one firm. An empirical study illustrated 
this approach to nonparametric analysis o f the production process o f a large U.S. 
manufacturing firm. Similarly, a nonparametric approach to production function 
estimation known as Data Envelopment Analysis (DEA), initiated by Chames, Cooper, 
and Phodes (1978), has grown rapidly and widely in the field o f management science. 
Seiford and Thrall (1990) reported that over 400 DEA articles had appeared in the 
literature. There also have been numerous applications o f the nonparametric approach to 
efficiency. The early paper by Timmer (1971) considered U.S. agriculture using state 
data as individual observations. Hall and Leveen (1978) examined large and small farms 
in California using the Farrell approach. Byrnes, Fare, and Grosskopf (1984) analyzed 
the efficiency o f Illinois strip mines and related it to optimal scale. Bymes, Fare, 
Grosskopf, and Kraft (1987) studied the relative performance o f Illinois grain farms and 
decomposed the efficiency measures. In doing so, they determined that size is a major 
explanatory variable for observed differences in efficiency.
With the advent o f flexible functional forms, tests for functional structure in 
parametric analyses became popular (Blackorby, Primont, and Russell, 1978). The 
techniques o f Varian allow a nonstatistical test o f a variety o f functional hypotheses.
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Chavas and Cox (1988) developed a generalized nonparametric framework including 
both cost minimization and profit maximization cases and introduced a technology 
factor to detect separability and technical changes in U.S. agriculture. They also 
suggested that the methodology can be used prior to parametric analysis to investigate 
particular hypotheses and identify time periods which support these hypotheses. Using a 
slightly different approach, Fawson and Shumway (1988) investigated separability and 
jointness hypotheses for ten U.S. agricultural production regions. Barnhart and Whitney 
(1988) provided some comparisons between approaches. Chavas and Cox (1990) 
improved their nonparametric approach by introducing augmentation hypotheses and 
input and output augmentation functions to test for the existence and nature o f technical 
change in U.S. and Japanese manufacturing. Later, Chavas and Cox (1992) analyzed the 
effects o f national research on productivity and Chavas and Cox (1995) investigated and 
estimated price elasticities of output supply and input demand functions.
Nonparametric techniques encourage the active exploration o f the data and more 
attention to data. The greatest advantage o f nonparametric techniques is that they are 
data-centered and do not require functional form assumptions. However, the 
nonparametric approach lacks statistical inference and is sensitive to input aggregation 
assumptions (Hallam, 1992; Gempesaw, 1992). The nonparametric and parametric 
approaches play complemental roles; therefore, the combination o f two approaches 
together can generate results that make use o f the advantages from both approaches and 
minimize the weaknesses that would be present if only one approach was used. The 
nonparametric approach can be used to investigate roles o f research investment in
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Louisiana to arrived at data-centered estimates without the restriction from functional 
form assumptions; meanwhile, parametric estimates provide statistical inference and are 
less sensitive to input aggregation problems.
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CHAPTER 3. DATA CONSTRUCTION AND DESCRIPTION
This chapter describes the data used to evaluate returns to agricultural research 
investment in Louisiana. The chapter begins with a brief overview of the problems 
associated with measuring aggregate inputs and output, along with a discussion of a 
potential solution to the most troubling problems. Next, each data series used in this 
study is discussed separately, in terms o f both how it was constructed and, where 
important, how it compares to national data. The constructed data is presented in 
graphical form within the chapter. Detailed tables o f the aggregate data and its 
precursors can be found in Appendix A.
Aggregate Data and Productivity Studies
It is a challenging task to translate available statistics into meaningful measures 
o f input and output data that can be used to study production and the effects o f research 
and development on production (Alston, Norton and Pardey 1995). One o f the 
fundamental aspects o f productivity measurement is to distinguish between movements 
along an isoquant in response to changes in relative factor prices and shifts o f the 
isoquant due to productivity changes (Deininger 1993). One way to eliminate the price- 
induced substitution effects on productivity measurement is to use appropriately 
constructed indices o f aggregate inputs and outputs. Richter (1966) and Hulten (1973) 
showed that the Divisia index exhibits an invariance property, whereby the index 
remains unchanged if  changes in the factor mix are due solely to changes in relative 
prices. The Divisia index is defined as:
51
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0 6 )
d(lnx) _  y . rtxt d(lnx,)
dt £ t { Y , r'x ' )  dt
where r, denotes the price for the i-th input and x\ is the quantity for the i-th input. 
Unfortunately, calculation o f a true Divisia index requires the continuous measurement 
o f the input or output, a requirement that generally cannot be met when dealing with 
real-world production processes, especially in agriculture. To overcome this problem, a 
Tomqvist-Theil discrete approximation to the Divisia index can be calculated. The 
Tomqvist-Theil quantity and price indices can be expressed in logarithmic form as 
(Chambers 1988):
where s;' and s°  are the expenditure shares o f the i-th input, / = 1 , 2 , at time t and 
base year 0 and x{ and x° are the quantities for the i-th input, / = 1,2, at time t 
and base year 0. Qlt represents the quantity index at time / and PIX the price index at 
timer.
While intuitively appealing, the Tomqvist-Theil discrete approximations can 
themselves be subject to calculation problems. In many empirical investigations, 
information on prices and expenditures may be available, but information on actual 
quantities used is lacking. This situation would make it possible to calculate a price 
index directly, but not a quantity index. In other cases, quantity data for inputs and 
outputs may be available, but specific price data is lacking, thus making the calculation
(17) ^ Q 1' =^Z(5/+O ln(x<,/x,°)’0r
(18)
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of a price index problematic. When these type o f data deficiencies arise, Fisher’s weak 
factor reversal property can be used to indirectly calculate a quantity index from a price 
index, or vice versa (Chambers 1988). Fisher’s property can be expressed as:
(19) 0 /  = — ~—qv '  ^  P I •  E°
where £ 'a n d  £° are expenditures at time /  and base year o, respectively. By employing 
both the Tomqvist-Theil discrete approximations to the Divisia index and Fisher’s 
property, all aggregate price and quantity data used in this study were constructed from 
the most disaggregate data that was available. In doing so, total expenditures were 
implicitly defined such that the price index times the quantity index equals total 
expenditure.
Data Construction
The data used in this study were constructed from time series information 
covered the period 1949-95. The information was obtained from numerous sources, 
including Agricultural Prices (U.S. Department o f Agriculture), Agricultural Statistics 
(U.S. Department o f Commerce), Agricultural Statistics and Prices fo r  Louisiana 
(Zapata and Frank; 1990, 1995), Bureau o f  Labor Statistics (U.S. Department o f 
Labor), Farm Labor (U.S. Department o f Agriculture), Inventory o f  Agricultural 
Research (U.S. Department o f Agriculture), Louisiana State University System Budgets 
(Louisiana State University), and various published and unpublished state-level sources. 
In particular, the data set relies on numerous state experiment station publications that 
detail historical agricultural land values, chemical usage, employment levels, and
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machinery compliments. Wherever possible, the aggregate data reported for Louisiana 
in national publications was reconstructed using state-level data series. The variables 
included in the newly constructed data set were chosen so as to mirror the input sets 
used in previous national studies o f returns to agricultural research investment 
(Appendix A, Table A .I). Thus, annual quantity and price indices were constructed for 
family labor, hired labor, machinery, land, feed, seed, energy, fertilizer, pesticide, and 
aggregate output.
Labor Variables
It is notoriously difficult to obtain accurate measures o f  the labor actually used in 
agricultural production and the prices paid for that labor (Alston, Norton and Pardey 
1995). Family labor has traditionally been a major input to farm production, but 
inconsistent record keeping and blurred lines between labor and leisure have raised 
doubts about family labor surveys. Hired labor has become increasingly important as a 
percentage of total labor, but the prevalence of cash-hires in small and medium sized 
operations suggests that formal labor surveys may undercount its contribution. Other 
problems in labor data collection are the conceptual and measurement issues associated 
with accounting for variations in quality over space and time. In this study, as in the 
previous national studies, owner-operator/fami ly labor was assumed to be qualitatively 
different than hired labor, and thus two different sets o f labor variables were 
constructed. The number o f family members and hired workers on farms and the 
average number o f hours worked per week were obtained from Farm Labor (U.S.
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Department o f Agriculture) (Appendix A, Table A.2). Total hours o f each type o f labor 
used per year was then calculated as:
(20) Total hours o f family or hired labor = number o f  fam ily or hired workers *
average number o f hours worked per week by fam ily/hired workers * 50 weeks
Wages o f hired labor were calculated by dividing total hours o f hired labor into total 
expenses o f hired labor obtained from Agricultural Statistics and Prices fo r  Louisiana 
(Zapata and Frank; 1990, 1995). Wages o f family labor were estimated using wages o f 
hired labor adjusted by the observed ratio o f family wage to hired wage rates obtained 
from various issues o f Projected Costs and Returns and Whole Farm Analysis fo r  Major 
Agricultural Enterprises in Louisiana. Total family labor expense was then calculated 
as total hours o f family labor times wages of family labor.
Quantity and implicit price indices o f family labor and hired labor were 
calculated using the data above and equation (17) or (18) and (19), as appropriate 
(Appendix A, Table A.3 and Table A.4). Figure 6 shows the calculated quantity indices 
o f family and hired labor, while Figure 7 depicts the implicit prices for each labor class. 
The family labor used in Louisiana agriculture has significantly declined at an annual 
rate8 o f 5.14 percent over the past 50 years, with hired labor use declining at a somewhat 
slower rate o f 4.97 percent. At the same time, changing labor productivity has led to real 
increases in family and hired labor wages. While more family than hired labor is used in 
Louisiana agriculture, the gap has narrowed over time even as the hired labor wage has 
significantly lagged behind the family labor wage.
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Machinery and Land Variables
Capital stocks and their service flows create a series o f critical and difficult 
measurement problems in studies o f production. Durable capital items tire not used up 
during one production cycle. As a  result, service flows from capital stock needs to be 
inferred from information on the amount o f capital stock and their values. The 
measurement o f service flo w s,/ require a number of assumptions. These assumptions 
include the pattern o f depreciation, 5, the expected life span o f the capital stock, L, the 
average age, k, or age distribution o f capital stock, and the choice o f an appropriate 
alternative investment interest rate, r. Ignoring the capital physical depreciation for the 
moment, if  a discount rate r  is assumed to be constant over time and there is no salvage 
value from the capital, the service flow /  can be dynamically calculated using the 
following formula:
where MV± stands for the market value o f a unit o f capital (Alston, Norton, and Pardey 
1995). In order to incorporate the depreciation of capital into this service flow 
measurement, the declining balance method was used (Jorgenson and Griliches, 1969). 
The declining balance method assumes that the efficiency o f capital declines 
geometrically at a rate o f 8, leading to a service flow, / ,  that can be calculated as:
(21) -M V k = 0
(22)
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(23)
where A.(L,k,r,S) ■/
Rearranging equation (23) to solve for service flow yields:
(24) /it = A/Kk * A(L, k, r, 4).
In principle, the parameters L, k, r, and 8  of the function X can be determined from 
historical observation, but in practice the appropriate data are rarely available. As a 
result, this study employed financial theory and the results o f the limited previous 
empirical studies to determine valid parameter values.
Theoretically, the depreciation rate, 8, should be approximately 2JL, where L is 
the mean service life o f the asset in the declining balance method. This approximate 
depreciation rate calculation is consistent with the values used in national retums-to- 
research studies. In these studies, the national level depreciation rate is generally 
assumed to be in the neighborhood o f 19 percent, implying a general expected service 
life o f approximately 10 years using the above formula (8 « 2/L).
Griliches (1960) suggested that the interest rate used to calculate service flow 
has to be higher than the real rate for government or corporate bonds in which there are 
lower risk levels. Deininger (1993) chose 4 percent as the applicable real interest rate in 
his study o f the measurement o f technical change in U.S. agriculture, even though he 
observed that real interest rates for corporate bonds averaged about 2 percent per annum 
(Ibbotson Associates, 1991). Alston, Norton, and Pardey (1995) reported that a long-
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run real interest rate for a portfolio of government and private bonds outside the 
agricultural sector has historically averaged approximately 4 percent in the United 
States. Using a time series o f the U.S. Federal Reserve discount rates (White House 
Economic Statistic Briefing Room), the calculated average real interest rate during the 
period 1949-95 was 5.19 percent. Thus, a service flow discount rate o f 5 percent was 
used in this study.
It should not be surprising to discover that service flow lifespans tend to vary 
with the types o f capital being examined (Table 4).
Table 4. Service Flow Lifespans
Physical Lifespan L
Autos 9
Buildings 45
Combines 15
Forage Equipment 15
Tractor 15
Trucks 10
Source: Deininger, 1993
Under the assumption that capital is uniformly distributed in age across time, the 
average age o f capital k should be approximately half o f the total capital lifespan L. 
With this approximation in mind, different combinations o f the parameters 8  r, L and k  
o f A. were tested. Considering the criteria above and the nature o f agricultural machinery 
deterioration, L = 15, k  = 7.5, r  = 0.05, 8=  0.2, i.e. X(15, 7.5, 0.05, 0.2) = 0.2614 
were chosen as the machinery service flow rate for Louisiana agriculture during the 
period 1949-95. Figure 8 describes the way in which service flow o f machinery capital 
stock changes over the age o f the capital given the above assumptions. Intuitively,
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service flows remain high in the early years o f the capital’s life, but degrade rapidly 
after their age reaches approximately two-thirds o f the maximum lifespan.
Having decided on the appropriate parameters for equation (24), market values 
for machinery and motor vehicles were obtained from Farm Business Balance Sheet, 
1960-1991, United States and by State (Erickson et al. 1993), with the machinery price 
index coming from Agricultural Statistics. Service flows were then calculated by 
multiplying market values by X(15, 7.5, 0.05, 0.2), and the quantity o f machinery 
subsequently calculated by dividing the price index into total amount o f service flows. 
The final machinery indices are shown in Figure 9 and Figure 10 (and detailed in 
Appendix A, Table A.5). In mirror image to the labor variables, machinery use in 
Louisiana dramatically increased by 400 percent over the period 1949-95. Much o f this 
change occurred during the 1970-80s in response to technology-driven demands. 
Machinery use has remained at high and stable levels during the past ten years. Real 
machinery prices have not increased during the same period, and in fact have shown a 
slight declining trend in recent years.
Similar to machinery, an annual service flow from land, rather than the market 
price o f the land, was the theoretically appropriate value to use in the retums-to- 
research investment calculations. Service flow from agricultural land can be 
approximated using the rental rate of land (Alston, Norton, and Pardey 1995). 
However, a  complete time-series o f rental rates was unavailable for Louisiana. 
Therefore, land service flows were estimated using the ratios o f an average rental rate
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to an average market price of an acre o f land reported for particular years in previous 
studies on Louisiana land value (Kennedy, Henning, and Vandeveer 1995; Huffman and 
McManus 1982). These empirically observed ratios are detailed in Table 5.
Table 5. Derived Ratios o f Rental Rate to Market Price
Previous Studies Derived Ratio o f Rental Rate to Market Price o f An Acre of Land
Kennedy, Henning, and Vandeveer, 1995 1:17.5 in 1993
Huffman and McManus, 1982 1:19.2 in 1980 1:232 in 1949
A linear model was fitted to these point estimates, yielding the relationship:
(25) Ratio o f  Market Price to Rental Rate = 19.2 + 0.131(1980 - Year)
where Year = 1949, 1950, . . . ,  1995 (Column 3, Appendix A, Table A.6). In addition, 
the theoretical land service flow was calculated using equation (24). In these theoretical 
service flow calculations, “zero depreciation” o f the land (Alston, Norton, and Pardey 
1995) was assumed to apply and the lifespan o f the land was assumed to be infinite, 
implying that:
(26) A(L = co,k = co,r,8 = 0) =
Substituting the average real interest rate during the period 1949-95 (5.19%) into 
equation (26), X = 0.04934, a result that was consistent with the average estimate o f 
A=0.04939 based on the previous empirical studies and equation (25).
The market values of land per acre during the period 1949-1995 were obtained 
from Agricultural Statistics, and the quantity o f land used in Louisiana agriculture was
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acquired from Agricultural Statistics and Prices fo r  Louisiana (Zapata and Frank 1990, 
1995). The resulting calculated quantity and implicit price indices are listed in 
Appendix A, Table A.6 and shown in Figure 9 and Figure 10. Although land use has 
slowly declined at a rate o f 0.6 percent annually over the past 50 years, the implicit price 
o f land increased by a factor o f 10 from 1949 to the early 1980s, and then declined 
through the late 1980s. The implicit price o f agricultural land in Louisiana has been 
relatively stable during the 1990s.
Seed and Feed Variables
In principle, the measurement o f other conventional inputs is relatively 
straightforward compared to the capital items. The other conventional inputs are 
typically purchased in markets so that their prices and total expenditures are directly 
observed, and the service flow issue is no longer important since the purchased inputs 
are non-durable.
Aggregated seed prices were calculated based on 12 main kinds o f seeds used in 
Louisiana over the past 50 years (Appendix A, Table A.7). Seed prices were obtained 
from Agricultural Prices, with total expenditures for seeds obtained from Agricultural 
Statistics and Prices fo r  Louisiana (Zapata and Frank 1990, 1995) (Appendix A, Table 
A.8). A  Tomqvist-Theil price index for seed was constructed using equation (18) under 
an equal share assumption, with Fisher’s weak factor reversal property being used to 
indirectly calculate a seed quantity index from the price index. An implicit price was 
then calculated from the quantity index and total seed expenditures (Appendix A, Table 
A.8).
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Similarly, feed indices were calculated in two steps. Tomqvist-Theil price 
indices were computed based on feed price data from the Bureau o f Labor Statistics. 
The price indices were then used to calculate quantity indices using Fisher’s weak factor 
reversal property. Expenditures for feed were obtained from the Economic Research 
Service, the U.S. Department o f Agriculture (1997) and used to determine feed implicit 
prices. Appendix A, Table A.9 provides the feed data, its sources, and calculated 
indices. The combined trends of the quantity indices and implicit prices o f seed and 
feed are shown in Figure 11 and Figure 12. Both seed and feed use has been increasing 
over the past 50 years. Similar to the other price data used in this study, seed prices 
fluctuated over the time but maintained an upward trend. Severe feed price fluctuations 
appear to have arisen in the mid-1970s in conjunction with a large increase in price. 
Recent years have seen a significant decline in the implicit price o f feed as well as a 
lessening o f the price fluctuations.
Energy and Fertilizer Variables
Various energy sources, including electricity, gas, and diesel, were aggregated 
into a single energy variable. Electricity prices were acquired from Agricultural 
Statistics, with diesel and gas prices coming from Projected Costs and Returns and 
Whole Farm Analysis fo r  Major Agricultural Enterprises Louisiana (Department o f 
Agricultural Economics and Agribusiness, Louisiana State University) and Agricultural 
Price (U.S. Department o f Agriculture). Total expenditures on electricity and fuel were 
obtained from the Economic Research Service electronic data repository (U.S.
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Department o f Agriculture, Economic Research Service, 1997). A quantity index for 
energy was indirectly calculated from the aggregated price index from these sources 
using Fisher’s weak factor reversal property. The implicit prices o f energy were 
determined by dividing total energy expenditures by the quantity index (Appendix A, 
Table A. 10).
Pre-aggregated data for fertilizer components, including nitrogen, phosphate, 
and potash, were used to derive the Tomqvist-Theil quantity index and the implicit price 
o f fertilizer. Because the reporting o f fertilizer use at the state-level was dropped by 
Agriculture Statistics in 1986, the quantities o f nitrogen, phosphate, and potash for the 
period 1986-1995 were linearly interpolated using the previous 30 years o f data and 
fertilizer total expenditures from Agricultural Statistics and Prices fo r  Louisiana 
(Zapata and Frank; 1990, 1995). Fertilizer prices were obtained from Projected Costs 
and Returns and Whole Farm Analysis fo r Major Agricultural Enterprises Louisiana 
(Department o f Agricultural Economics and Agribusiness, Louisiana State University) 
and Agricultural Price (U.S. Department o f Agriculture). Appendix A, Table A. 11 
details the state-level data and the calculated quantity index and implicit prices for 
fertilizer. The combined trends of the quantity indices and implicit prices for energy and 
fertilizer are given in Figure 13 and Figure 14. Energy use slowly increased until 1981, 
declining rapidly afterwards, while energy prices increased smoothly before 1981, and 
then experienced relatively large fluctuations. Fertilizer use exhibited overall growth 
across the study period, accompanied by slightly increasing prices.
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Pesticide Variable
The active ingredients in pesticides have changed significantly over time, 
complicating the measurement o f the chemicals used in agriculture at the state-level. To 
incorporate information about the mix and concentration o f active ingredients, the 
different kinds o f chemicals, and the amount o f application across commodities, a three 
dimensions’ approach was used in this study.
These three dimensions are product class, commodity to which each product 
class applied, and specific chemical used in each commodity for each class (Figure 15). 
The first dimension includes insecticides, herbicides, and fungicides. If rb i= 1, 2, 3 
stands for aggregate price for insecticides, herbicides, and fungicides, respectively, and 
s,-' and Si° are the shares o f the i-th product class in total expense at time t and base year 
o, respectively, then a  Tomqvist-Theil price index is equal to:
To determine an aggregate price for each product class, rx, the prices o f each pesticide in 
the class used in each o f Louisiana’s five main commodities (cotton, soybeans, com, 
sugarcane, and rice), ry, were calculated. The aggregated prices o f each class across five 
commodities, ry, can be calculated as:
(27)
(28)
fo r  1985 or later 
before 1985
k
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where TITy is the total expenditure o f product class / for commodity j  and TQ\y is the 
total quantity o f product usage of class / for commodity j;  r* is the price o f a specific 
chemical k  used in commodity j  and Qi is the quantity o f the chemical k  applied to the 
commodity j  per acre. Since quantity data o f chemical application were not available 
before 1985, ry is approximated using an enhanced simple average, i.e.
(29) v*=<
0-3 + 0Jrlow otherwise
where n is a  total number o f chemicals used for a specific commodity and M  is an 
arbitrarily chosen small positive number. If  differences between prices within a 
commodity are relatively small, then a simple average is applied. Otherwise, all 
observations are broken into two sub-groups: high and low. The means o f the two sub-
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groups, rhlgh and rlow, are aggregated using a low weight (0.3) for higher price chemicals
and high weight (0.7) for lower price chemicals under the assumption that farmers tend 
to use less expensive pesticide more intensively. Assuming price weights o f w,j for each 
commodity, then
(30) n  = fi>ri=l,2,3.
v»i
where wy = Aj / £  A} , with A} being planted acreage by commodity j .
The prices and suggested quantities o f each product class applied to the each 
commodity per acre for the period 1985-95 were obtained from the Projected Costs and 
Returns and Whole Farm Analysis fo r  Major Agricultural Enterprises Louisiana, 
Department o f Agricultural Economics & Agribusiness, Louisiana State University 
(Appendix A Table A. 12 through Table A. 17). However, only price data are available 
for earlier years (Appendix A, Table A.18). Appendix A, Table A.19 to Table A.21 give 
intermediate results for per acre chemical expenditures by product class and commodity 
for the period 1985-95 according to the equation (28). Applying equation (30), (28), 
and (29), average chemical prices weighted by product usage in major commodities 
were calculated (left panel o f Appendix A, Table A.23). The calculation of the 
Tomqvist-Theil price index is straightforward once these prices and expenditure shares 
are determined. Using equation (18), the direct price index was calculated and a quantity 
index indirectly calculated using Fisher’s weak factor reversal property (Appendix A, 
Table A.24). Figure 16 and Figure 17 depict the pesticide quantity indices and implicit
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prices. Pesticide use grew rapidly up to the early 1980s, then fluctuated up and down in 
minor trends. The implicit pesticide price increased steadily throughout the study 
period.
Output and Research Variables
Due to lack o f sufficiently disaggregated state-level data o f quantities and prices 
for all products produced for the period 1949 to 1995, Louisiana total gross farm income 
and the price index o f output from Agricultural Statistics were used to construct indices 
o f aggregate output (Appendix A Table A.25). Output indices are graphed in Figure 18 
and Figure 19. Louisiana agricultural output, as measured by the quantity index, was 
relatively stable until the early 1970s, after which it nearly tripled over a span o f 10 
years. Aggregate output fell rapidly during the mid-1980s, but has since stabilized into a 
slightly increasing trend. The implicit price trend o f aggregate output increased steadily 
over the study period, with sometimes significant fluctuations away from the trend in 
specific years.
Data covering state-level and other national (spill-over) research and extension 
expenditures came from a number o f sources, depending on the years in question. 
Information on public expenditures in the Louisiana agricultural system since 1977 were 
obtained from the federally published Inventory o f  Agricultural Research. The inventory 
records research expenditures categorized by state, commodity focus, and source o f 
funding. Prior to 1979, no systematic information on state-level expenditures was
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collected. Thus, expenditures prior to 1977 were gleaned from scattered reports and 
from Louisiana State University System Budgets. The System Budgets detail the 
expected expenditures for each major agricultural research unit. Unfortunately, these 
expected expenditures were not necessary the actual expenditures, although it was 
assumed that deviations from expected expenditures were small and would tend to be 
adjusted for in subsequent budgets. For the purposes o f this study, only expenditures 
that might conceivably enhance aggregate agricultural output were used. Thus, 
expenditures in the areas o f administration and human ecology were excluded. Once 
constructed, the data series for state-level research expenditures was subtracted from 
total national expenditures (Huffman and Evenson 1993; AREI Updates, various issues) 
to arrive at a proxy data-series to be used as the spill-over variable.
Specific data on private research expenditures within or targeted at agriculture 
within the State o f Louisiana do not exist. And yet, studies have demonstrated the 
importance o f including private research variables in retum-to-research studies (Yee 
1992). Thus, this study used a national-level data series on private research 
expenditures (Huffman and Evenson 1993; AREI Updates, various issues) as a proxy 
for state-level expenditures. The major assumption behind the use o f this proxy was that 
returns from private research expenditures accrue to Louisiana in proportion to the 
contribution o f Louisiana agriculture to aggregate national agricultural output. As a 
result, national-level private agricultural research expenditures were multiplied by the 
proportion o f Louisiana’s contribution to national agricultural output in each year and
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used as the state-level private research expenditures. Research expenditures in public, 
private, and extension sectors and spillover measures were given in Appendix A, Table 
A. 26 and depicted in Figure 20.
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CHAPTER 4. NONPARAMETRIC AND PARAMETRIC APPROACHES
This chapter examines the nonparametric and parametric methods used to 
evaluate the returns to research investment in Louisiana agriculture. First, the theoretical 
framework o f nonparametric analysis will be explored, including the role o f technical 
change and lagged investment effects on the analysis. Next, the framework used for the 
parametric analysis will be presented. Model specification will be explored, including 
the nature o f the lag structure for public and private expenditures. Model 
misspecification testing will also be discussed.
Nonparametric Framework
Although developed in the 1970's and early 1980’s, the nonparametric approach 
was not used to investigate the effects o f research on agricultural productivity until 
Chavas and Cox’s (1992) pioneering empirical work. By synthesizing the work of Afriat 
and Hanoch & Rothschild, Varian (1984) developed an integrated framework for the 
nonparametric approach and made it easier for economists to implement the empirical 
concepts. However, the relatively complicated mathematical description of the 
nonparametric approach in many original papers still keeps the technique from being 
widely used in agricultural economics. This section provides an explicit and perhaps 
more easily understandable narration o f the nonparametric framework used in 
evaluating the returns to research investment.
78
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
79
Simple Case
Consider simple production behavior under the assumption of profit 
maximization. A mathematical model for decision making can be formulated as:
(31) Max y,* { py - f x }
Subject to y <  /(x )
where y = (yl5 y2, y x ) '  in multiple output case, or output at time t = 1, 2 , T;  p = 
(Pi, P2, • ••, P t ) ,  prices o f the output at the corresponding time; x =  (xi, x2, x n ) ,  an 
input matrix; for the i* input, x; = (xn, x a , x  rr), the corresponding input prices r\ = 
(ru, r a , ..., rrr)'; and /(x ) represents production technology.
Suppose that yt = y*(pt, r't) and xt = x*(pt, r't) are solutions to the profit- 
maximized problem o f equation (31). Afriat (1972) and Varian (1984) proved that the 
necessary and sufficient conditions for profit-maximizing production behavior 
rationalized the data (yu x*) such that the following inequalities were satisfied:
(ptyt - r’jXt) - (ptys - r^ x*) > 0  for all s, t, or
(32) pt(yt - ys) - r*t(xt - Xs) > 0
Equation (32) is an important part of the Weak Axiom o f Profit Maximization
(WAPM) named by Varian (1984). Derivations and a formal proof of WAPM, although
complicated and not easy to follow in his original work, were given by Afriat’s (1972) 
Theorem 6 . WAPM can be interpreted as that no other combination o f inputs and their 
outputs could yield more profit than a specific couplet o f (yb xt) given prices (pt, r t) and 
technology /( .) . In other words, there exist a production set and a production function 
set that rationalize the data (yt, xt) for all t (profit-maximized). Under this interpretation,
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equations (31) and (32) are equivalent However, equation (32) shows that WAPM 
requires no specification o f a production function form. Instead, equation (32) only 
assumes the existing production technology is continuous, concave, and monotonic. The 
existence o f the condition identified by equation (32) would indicate that the original 
model of the decision-maker’s problem was optimized. Thus, equation (32) can be used 
to test the hypothesis o f profit-maximization in empirical work.
Technical Change
In the presence of technical change, technical progress can shift the production 
possibility set over time or across observations. New technology usually leads to input 
savings and/or output increases. Thus, each observation associated with a specific 
technology can be decomposed into two components, an effective input (or effective 
output) technology held constant, and the effect o f the technical change on the input (or 
output). The word “effective” can be interpreted as that amount o f inputs and outputs 
that would have been observed if  no technical change existed. If an effective output and 
effective inputs are represented by Yt and Xt, and technology indices are denoted by A 
and B, then observed data (yt, Xt) can be expressed as:
(33) y t= Y , + At
xt = Xt - Bt
Signs “+” in the output equation and in the input equation are, in effect, 
assumptions that imply non-regressive technical change. Within this kind o f positive 
technical change environment, output will be increased and inputs saved due to the
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technical change. O f course, this framework could be used to model regressive technical 
change if the positive restrictions on the technology indices are relaxed.
Generally, the relationship between observed data and effective data can be 
characterized by monotonic functions, y, = y(Yb At) or xt = x(Xt, Bt), where y(.) and 
x(.) are one-to-one increasing or decreasing functions. But there are many ways in which 
the functional relationship could be specified. For simplicity, an additive specification is 
chosen in this study (equation (33)) based on the translating hypothesis (Chavas and 
Cox, 1992). Another viable specification would be a multiplicative function, yt = Yt At 
or Xt = Xt Bt, which implies a technology scaling hypothesis. Thus, rearranging equation
(33), effective input and effective output can be stated as:
(34) Yt =  yt -A t
X t=  Xt + Bt
Similar to the simple case, a decision model that maximizes profits then can be 
expressed as:
(35) Max y, x { pY - rX  }
Subject to Y < /  (X)
Suppose that Yt = Y*(pt, r't) and Xt = X*(pt, r't), are solutions to the profit-maximized 
problem (1). Applying WAPM, equation (35) is equivalent to the following inequality:
(36) pt(Y t - Ys) - r*«(Xt- X*)> 0  fo raU t,s 
Substituting equation (34) into the inequality (36), yields
(37) pt(yt - At-ys + As)-r't(x t + Bt -x s -B s)> 0  fo ra l! t,s
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where yt and pt are an observed output and its price at time t, xt and r't are observed
directly observable. However, these technical change parameters can be estimated under 
an assumption o f profit-maximization. Exactly how this can be done will be discussed 
below.
Research Investment
An investigation of the source and nature o f technical change can be developed 
based on equation (37). With respect o f this study, research investment is expected to 
result in these technical changes, though there may be a significant lag between 
investment in research activities and the ensuing agricultural productivity. Thus, the 
effect o f technical change can be decomposed in terms o f the accumulated effects o f 
past research investments on productivity (if the effects on output and input sides are 
combined) as:
where and R 't.j are public and private research investment, respectively, at time t-j, 
Oj and a / are coefficients measuring the marginal effect o f Rt-j and R 't.j on At, j  = 1, 2 , 
..., mi or m2 lags between research investments and their impact on productivity.
The lag structure broadly defined in equation (38) can be specified in numerous 
ways. Intuitively, empirical studies would want to maintain a flexible structure so as to 
capture the nuances o f research investments. However, empirical studies also need to be
inputs and their prices at time t. At and Bt, information about technical change, are not
(38) for all t,
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parsimonious in order to generate meaningful results. Following the approach used in 
other studies, the lag structure was assumed to be a linear spline form. Specifically, a} is 
restricted to:
(39) Oj = otic + pky j  e  A , k  = 1, 2,.. s
where is A* subset of lag space (0 , 1 , 2 , ..., m, m+1) which is divided into s  
subspaces, a i = 0, a t + (3k j = otk+i + Pk+ij, and ctg + ps(m +l) = 0 . The linear spline 
function specified in this study can be expressed in stylized form as in Figure 21. In 
essence, this approach allows for s  subspaces within which the marginal effect o f 
research investment on productivity changes at a constant rate.
Combining the conditions (37), (38), and (39) together yields:
Pt(yt - A t-ys + A*)- r^Xt- X*) > 0  fo ra llt,s
Afj Wj
A t =  Rt-j + X a/  R't-J for 3111
7=1 y=l
aj =  a k +  Pkj  j  e  Q , k  =  1, 2 , .. s 
if  the effects o f technology on the output and input sides are combined, where a i = 0 , 
a k + Pkj = otk+i + Pk+ij, and ots + ps(m +l) = 0 . This set o f conditions can be expressed 
in a concise matrix form as:
(40) D'q > c
where q is a vector o f unknown parameters including the estimates o f technical 
change and research impacts, D is a  coefficient matrix containing known parameter 
information such as prices, and c is a  constant vector including observations on inputs
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aj = a k + pky j  e A ,
Assume s = 4, j =30; 
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s u b s D a c e  /2>.
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Figure 21. An example of Linear Spine Form of Restriction 
Place on the Lag Effects of Research Investment
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and outputs. Although concise, equation (40) can potentially have thousands o f 
equations, thereby making it unlikely to be solved directly. This difficulty can be 
addressed by reformulating equation (40) into a linear programming problem (Chavas 
and Cox 1992):
(41) Min q {b' q}
Subject to D'q > c, q>  0
where b is chosen such that problem (41) is bounded. The inequality matrix D'q > c has 
a solution for q if  and only if  the problem in equation (40) has a feasible solution. The 
solution vector q includes the estimates o f technical change and research impacts on 
productivity.
The Statistical Analysis System (SAS) software was used to implement the 
nonparametric and parametric procedure. Using Interactive Matrix Language (IML) and 
the LP Procedure, a dedicated program for nonparametric analysis was written and 
verified using data from Chavas and Cox’s 1992 study (Appendix B). Successful 
termination o f the LP procedure o f the program using Louisiana data implies the 
existence o f a solution to the nonparametric inequalities (equation (40)) and thus to the 
original problem.
Once the programming problem was empirically solved for information on 
technical change and research impacts on productivity, then the returns to research 
investment were evaluated using internal rates o f  return (irr) that incorporate time issues 
and yield results in relative measure without units. Thus, the irr can be regarded as a 
universal measure o f investment returns adjusted for issues such as the span o f the
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return lifecycle, the pattern o f returns to investment, and the specific units. Cash flows 
o f returns can be forwardly viewed as:
dRo
dO\ dQ i dCh dO n dCho
Figure 22. Cash Flows o f Return to Research Investment:
A Forward View
where d  Ro is an increment o f research investment in the current year and d  Oj is an 
increment o f returns to the investment in year j .  An internal return rate can be calculated 
from:
^  - + ... 4- — - ■ = 0
(1 + irr)' (1 + irr)2 (l + /rr) 30
(42)
„  do,
y -------- J—  = dRii
j V + i r r ) J ^
Relaxing the “current year” restriction, equation (42) can be generalized as:
(43) ^  d0,+J =dR,. 
j (\+ irr)J
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/
where SOt+j =  pt+j MPj, 3Rt = qt, and MPj= = a,, where pt and qt represent
v
prices o f output and research at time t, yielding:
(44)
If pt+j is assumed to be equal for all /  s , i.e. pt+j w pt, equation (44) can be written as:
Cox, 1992).
Parametric Framework
In this section, the specification of a parametric model using the production 
function approach to evaluating the returns to public investment in Louisiana’s 
agricultural research system is presented. A comprehensive set of model 
misspecification tests was conducted to check the validity o f model assumptions, to 
detect possible misspecification problems, and ultimately to reduce the chance of 
erroneous conclusions.
Model Specification
A parametric model using the production function approach to evaluating return 
to research investments can be expressed as:
(46) yt = /  ( xu, x2t, ..., x„,; Rib R2t , ... Rn't)
(45)
which was used as the final formula to calculate rrr’s in this study (and in Chavas and
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where yt is the value o f output at time f; Xjt is the z-th conventional input at time /; R* is 
the public research, private research, extension, or other productivity enhancing 
expenditure at time t for source i. While intuitively appealing, this straightforward 
specification has proven to be too simple to adequately describe the relationship 
between investment and productivity. Both theoretical analysis and empirical work 
indicate that a time lag exists between research expenditures and productivity changes, 
so a research investment in year t may affect agricultural production over a period of 
many years. If j  represents the lag from year t, equation (46) can be more specifically 
written as:
(47) yt /(Xit, X2t, •••, X„t, R|t-1,... R|t-j» •••Rlt-m* •••) Rn't-1, ••• Rn't-j, Rn’t-m)
where Ru-j is the expenditure on research or extension in the (t-j)th year, j  =jo, jo + 1,... 
m, jo > 0. Previous studies indicated that lag length can be vary between 15 and 30 years 
(Evenson 1967; White and Havlicek 1982; Yee 1992; Pardey and Craig 1989; Chavas 
and Cox 1992).
While lagged investment variables are likely to capture the dynamic nature of 
productivity relationships, large numbers o f lagged variables can lead to severe 
collinearity problems and consume degrees o f freedom in estimation. One way to 
combat this difficulty is through the use o f a condensed lag structure that imposes a 
defined relationship among the separate lag variables in exchange for the ability to 
estimate a reduced number o f parameters. The popular Almon (1965) lag structure was 
used in this study to transform the large number o f lagged variables into one variable
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reflecting the impact o f previous research expenditures. If AV(Rt) is defined as an 
Almon lag variable o f research expenditures in year t, then
(48) AV(R0 = a(Rt.JO, Rt^jo+ih — Rt-j» — Rm)
Thus, the Almon procedure requires a specification for function a(.). Past returns to 
research studies have tended to use an inverted ‘U’-shaped continuous distribution, with 
the contribution o f research being small initially, increasing for a number o f years, then 
eroding after a period o f time. Because the choice o f function a(.) is arbitrary and not 
really amenable to testing, this study maintains comparability with past studies and uses 
a similar inverted “U” shaped lag structure. Letting the representation o f a( . ) be
linearly discrete for simplicity:
(49) R- ,
J~Jo
where Wj =ao +- a\j + a y2, a second-degree polynomial weighting function; j  =jo, jo+ l, 
..., m, jo > 0; ao, a\, and a-i are empirically determined coefficients. Substituting 
equation (49) into equation (47) yields the model:
(50) y, = /  (xu, x2t, ..., xnt; AV,( R t), AV2( R t) ,. . . ,  AV„-( R t))
Choices o f functional form for /( .)  should to be made in light o f the objectives 
o f an analysis and consideration o f data constraints and economics theory (Alston, 
Norton, and Pardey, 1995). In general, it may be more efficient to choose a 
parsimonious specification for retums-to-research studies in order to concentrate on the 
response o f productivity to research investment, to conserve degrees o f freedom, and to
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avoid multicoilinearity. Thus, a Cobb-Douglas function was initially used in this study 
and subsequently subject to misspecification testing. Delineating the research and 
extension investments used in this study, equation (47) can be written as:
(5i) y , = a • n x v • n Pvbif^i n n n spuis
I / I  j 2  ]3  J*
where Pub represents public investment in Louisiana agricultural research, Pri 
represents private investment in agricultural research, Ext represents investment in 
Louisiana extension programs, and Spill represents public investment in agricultural 
research conducted outside o f Louisiana.
The choice o f independent variables included in an aggregate production 
function can significantly affect estimates o f the impacts o f research on production. 
Independent variables expected to contribute to returns were identified based on the 
production theory and the nonparametric analysis conducted in the first phase o f  this 
study. Final variables used in the estimation o f production function are listed in Table 6 .
A weather index variable was included in parametric analysis. Many production 
studies ignore weather as an input and relegate weather effect to the error term. 
However, in many situations it is implausible to assume that farmers do not respond to 
weather within the production cycle; harvesting and pest-control, for example, are 
affected by weather. The Palmer Index, a measure o f the abnormality of recent weather 
for a region (Alley, 1984) was used as a proxy for weather in this study. The actual 
index data used in this study covered three Louisiana growing regions (Delta, Central,
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South-central areas) where most o f the major crop production occurs in the state 
(National Oceanic and Atmospheric Administration, 1998).
Table 6. Variables Used in Production Function
Symbol Variable
Output
y Value o f output
Conventional inputs
Xl Value o f farm labor
X2 Value o f hired labor
X3 Value o f land service flows
X4 Value o f machinery service flows
x5 Value o f feed and seed
X* Value o f energy
X? Value o f fertilizer
X8 Value o f pesticide
Other
w Palmer hydrological drought weather index
Research expenditures
Pub Public research expenditures o f Louisiana
Ext Extension expenditures o f Louisiana
Pri Private research expenditures o f U.S.
Spill Rest o f public research expenditures o f the nation
To form the estimable model, first take the natural logarithm o f both sides of
equation (51) to get:
(52) \ny, = In A + \nX, + In Pu^jX + In Pri,_j2 + In Ext,^ + In Spill,. jA + e,
>-1 J l  J 2  / 3  ! 4
Following the Almon procedure, equation (52) with Almon variables becomes:
(53) Iny, = In A + ^ a ,  tnX, +b, I n + i ,  lnS,„ +6, lnS„ + i4 lnS^,, +£, 
'n s , = £ iw; . i n *;
7-0
where R' are the expenditures o f Pub, Pri, Ext, and Spill variables, and W1 represent the 
lag weights for these variables. Because the marginal effects o f research and extension
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investments are hypothesized to be positively related to agricultural productivity, bu fc>2, 
and bj are hypothesized to be positive. The sign o f l>4 can be either positive or negative, 
depending on whether Louisiana is a net importer or exporter o f research benefits.
Unlike the nonparametric approach, a parametric analysis o f retums-to-research 
investment requires that the lag structure be defined prior to estimation o f equation (53). 
In practice, this lag structure is usually determined by reference to previous studies, 
trials of alternative structures by reestimating equation (53), or educated guess work that 
is held as a maintained hypothesis. This study used previous research and the results of 
the nonparametric analysis (to be discussed later) to identify a plausible lag structure 
among the numerous alternatives. Thus, the lag o f public research used in the final 
model was specified as a 15-year Almon lag, starting at 15 years after the initial 
investment, with a total 30-year length (Figure 23). This Almon lag specification 
indicates that the returns to public investment last as long as 30 year, with a peak at 
about year 24. A 15-year Almon lag was specified for private research and research 
spillovers (Figure 24), indicating earlier returns to private investment. The extension lag 
was specified as a 2-year non-Almon lag in which the first year was weighted as 0.8 and 
the second as 0.2. The non-Almon lag reflects the idea that extension programs are 
designed for immediate impact and may not have many carry-over effects. The 
individual time weightings for the lag structures of public, private, spillover, and 
extension variables are given in Table 7.
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Figure 23. Lag Structure of Public Research
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Figure 24. Lag Structure o f Private and Spillover Research
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Table 7. Lag Structures of Research and Extension Variables:
Parametric Approach
Public Private Spill over Extension
t 0 .0 0 0 0 0 .0 0 0 0 0 .0 0 0 0 0 .0 0 0 0
t-1 0 .0 0 0 0 0.0250 0.0250 0.8000
t- 2 0 .0 0 0 0 0.0464 0.0464 0 .2 0 0 0
t-3 0 .0 0 0 0 0.0643 0.0643 0 .0 0 0 0
t-4 0 .0 0 0 0 0.0786 0.0786
t-5 0 .0 0 0 0 0.0893 0.0893
t- 6 0 .0 0 0 0 0.0964 0.0964
t-7 0 .0 0 0 0 0 .1 0 0 0 0 .1 0 0 0
t- 8 0 .0 0 0 0 0 .1 0 0 0 0 .1 0 0 0
t-9 0 .0 0 0 0 0.0964 0.0964
t- 1 0 0 .0 0 0 0 0.0893 0.0893
t-1 1 0 .0 0 0 0 0.0786 0.0786
t- 1 2 0 .0 0 0 0 0.0643 0.0643
t-13 0 .0 0 0 0 0.0464 0.0464
t-14 0 .0 0 0 0 0.0250 0.0250
t-15 0 .0 0 0 0 0 .0 0 0 0 0 .0 0 0 0
t-16 0.0250
t-17 0.0464
t-18 0.0643
t-19 0.0786
t- 2 0 0.0893
t-2 1 0.0964
t- 2 2 0 .1 0 0 0
t-23 0 .1 0 0 0
t-24 0.0964
t-25 0.0893
t-26 0.0786
t-27 0.0643
t-28 0.0464
t-29 0.0250
t-30 0 .0 0 0 0
Misspecification Testing
Parametric estimation in the presence o f model misspecification may lead to 
biased and inconsistent estimators, and therefore to inappropriate inferences and policy 
recommendations. However, it can be very difficult to specifically identify the source o f
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misspecification (Alston and Chalfant 1991). The examination o f individual statistical 
assumptions, most widely used in model misspecification tests, often fail to identify the 
true source o f misspecification (McGuirk, Driscoll, and Alwang 1993). A 
comprehensive set o f individual tests examined together, however, may provide better 
insight into sources of possible misspecifications (Spanos, 1986; 1993). In proposing 
joint misspecification tests rather than individual tests, Spanos relied on the observation 
that joint tests often require fewer underlying statistical assumptions. This 
comprehensive approach to misspecification testing was presented in a structured 
framework by McGuirk, Driscoll, and Alwang (1993) (MDA).
As a first step towards misspecification testing, the potential presence of 
collinearity was investigated. Judge et al. (1988) suggests that the collinearity problem 
is common in econometric work. Unlike experimental scientists, economists can not 
design experiments to get sufficient and complete information from their data. Much of 
the data are passively generated by society and collected by agencies for administrative 
rather than for research purposes. In addition, the number of observations are often 
limited, or variables do not cover an acceptable range. Thus, the samples used in 
economic study often do not provide enough information for estimation purposes or 
violate the underlying assumptions o f the regression technique, such as the assumption 
of no interrelationship among the set o f explanatory variables. In this study, the formula 
approach to funding of research and extension is likely to lead to severe collinearity 
problems. Furthermore, family labor and hired labor could be another source o f the 
collinearity. Thus, it was important for collinearity to be diagnosed and addressed.
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The importance o f considering collinearity affects on parametric estimation 
cannot be overstated. Collinearity can make it virtually impossible to separate the 
effects o f supposedly independent variables on the dependent variables, primarily 
because the violation of the independence assumption leads to inflated sample variances 
for the estimators o f the parameters (Judge et al. 1988). The presence of collinearity 
may also make the estimators sensitive to small changes in the set o f observations used 
for estimation and to the deletion o f apparently insignificant variables. Detection o f 
collinearity centers on analysis o f the characteristic roots and vectors of the X'X matrix, 
and has especially been presented as variance decomposition (Judge et al. 1988). Two 
common measures o f collinearity, the variance inflation factor and the condition index, 
were employed in this study. As a heuristic rule, variance inflation factors greater than 5 
and condition indices greater than 30 suggest that collinearity may be adversely 
affecting the parametric estimator. However, the actual extent o f coilinearity’s impact 
on a particular estimation is an empirical question that can be investigated by 
manipulating the set o f observations and variables used for the estimation. This idea is 
further developed in the discussion o f the collinearity testing results.
MDA’s approach to misspecification testing consisted o f a comprehensive set o f 
individual and joint tests. The individual tests they proposed were designed to test for 
the standard assumptions underlying the linear regression model y  = Xp + e. They are 
normality, functional form, static and dynamic homoskedasticity, parameter stability and 
no perfect collinearity tests. For the most part, these tests are well known to quantitative
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economics, although some o f the assumptions they examine are often treated simply a 
maintained hypotheses.
Normality tests examine whether the distribution of y  conditional on X is 
normal; f(y\X; 0)  G>), where 0 = (P, cr2), p. = Xp, and 0 = a21 or e = y  - Xp - y -
p ~N(0, o2/)- The Univariate procedure in the SAS software package (Proc Univariate) 
and its four indicators was used to evaluate the reasonableness o f the normality 
assumption. The four indicators consisted o f a skewness measure, a kurtosis measure, 
the Shapiro-Wilk W -statistic, and the normal probability plot. In particular, a  normal 
distribution would be expected to have a measure o f skewness and kurtosis equal to 
zero. The Shapiro-Wilk W -test statistic rejects the hypothesis of normality if a  value o f 
W is smaller than a critical value. In the normality probability plot, the datapoints 
represented by the asterisks tend to be interspersed in the plot crosshair symbols if  the 
data is normal.
Functional form tests examine whether the functional form o f the conditional 
mean is E(y)X) =Xp. The RESET2, RESET3, and KG2 tests were suggested by Ramsey 
(1969), MDA (1993), and Spanos (1986). RESET2 tests the significance o f T in the 
auxiliary regression e = Xp + TT + v, where 4/={ y 2 } is the second order o f the 
model’s fitted values and T= {yi}. RESET2 rejects the null hypothesis o f appropriate 
functional form if  T is significantly different from zero according to an F-statistic or t- 
statistic. Similarly, RESET3 includes the third order o f model’s fitted value into the 
auxiliary regression, e = XP + TT + v where 4/=:{ y 2 y 3 } and r= (y i 7 2}'. I f  not all
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elements o f T are significantly different from zero, it can conclude that the functional 
form test fails to reject the null hypothesis o f correct functional form. A second-order 
Kolmogorov-Gabor polynomial (KG2) o f the original regressors was also suggested for 
generating a more general test o f functional form, where the test includes all cross 
products o f original regressors, XitXjt for i>j, i, j=2, ..., k+1. However, with a higher 
power o f KG2 comes at the cost of reduced degrees o f freedom. In essence, all these 
tests examine the residuals o f the original regression to see if  a systematic pattern still 
exists.
Homoskedasticity tests investigate whether the conditional variance, var(yt|Xt), 
depends on Xt in static sense. Furthermore, the conditional variance should not depend 
on the dynamic history o f fit, yt, or Xt. An auxiliary regression, e 2 = a  + *FA + v is 
constructed to examine this issue o f static and dynamic heteroskedasticity. In the 
White’s test, *Ft= {x2tX2t x2tX3, ... xtH,tXic+u}, a KG2 polynomial, is included in the 
auxiliary regression. The test fails to reject the null hypothesis o f homoskedasticity if 
the coefficients o f'F  are insignificant according to F-statistic’s. If *F = {y 2 }, the test 
becomes RESET-type test Either the White’s or RESET2 can be used to examine static 
heteroskedasticity. To test dynamic heteroskedasticity, Engle’s autoregressive 
conditional heteroskedasticity test (ARCH) is employed by defining 'Ft = {s2_,} in the 
auxiliary regression.
Tests for parameter stability examine whether the parameters o f the conditional 
mean and conditional variance ((3, a 2) vary with t. The Chow test was used to test for
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whether P differs between the first and second half o f the sample. A test for equal 
variances is conducted first to check the underlying assumption o f the Chow test. Tests 
for independence examine whether y  =(yi, y2, ... , yr)' is an independent sample drawn 
sequentially from /(y t|Xt, 0), t = 1 , 2, ..., T. Independence was examined by assessing 
the significance o f A in the auxiliary regression e, = Xt J5 + A' e,_, +- v using a t-test.
Although these individual tests have been part o f rigorous econometric methods 
in the agricultural economics literature, any individual test is robust only if all 
assumptions underlying the model except the one being tested are valid. If  this condition 
is not true, then the individual tests themselves can be misleading. MDA argued that it 
is not appropriate to employ individual tests unless it can be demonstrated that, in some 
overall sense, the model is not misspecified. To accomplish this, the authors suggested 
that a set of joint misspecification tests be implemented.
The joint misspecification tests proposed by MDA include conditional mean and 
conditional variance tests. Joint conditional mean tests simultaneously examine 
parameter stability, appropriateness o f functional form, and independence based on the 
auxiliary regression e = Xp + 4/PTp + vFfTf + 'F,r l + v. Because the auxiliary 
regression is inclusive, fewer assumptions are required for the jo in t test than for each 
individual test For the conditional mean test, normality, homoskedasticity, and stable a 2 
are assumed valid. The choices o f variables proposed by MDA for specifying the 
auxiliary regression are summarized in the Table 8 .
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The null hypothesis o f the joint test is Tp = 0 , TF = 0, and T1 = 0 simultaneously, 
and it is evaluated with an overall F-statistic from the auxiliary regression. If the joint 
null hypothesis were to be rejected, MDA suggested that individual tests could then be 
used to investigate the most likely cause o f the rejection.
Table 8. Joint Test for Conditional Mean
4 'p lj/F vpl
Test for parameter (P) stability functional form/ lack o f temporal or spatial
/ structure changes fit/ curvilinearity dependence
Choices o f A: 'Fp= {0 ,1}' RESET: T 'H y 2 }
variables B: 4^= {trend} KG2: 4/tF={x2tX2t x2tX3t
... Xk+i tXfcM.t}
Similarly, the joint conditional variance test simultaneously examines dynamic 
and static heteroskedasticity as well as stability of o 2 using the auxiliary regression e 2 = 
a + vFpr p + vFsr s + 4/DTD + v. The overall and individual component tests will be 
accurate if  the normality assumption is valid and the conditional mean is properly 
specified. Table 9 summarizes choices o f variables for the auxiliary regression that were 
proposed by MDA. An overall F-value o f the auxiliary regression is used to examine 
the null hypothesis Tp = 0, T5 = 0, and TD = 0  simultaneously. If  the overall joint test is 
rejected, the individual tests for each T can be used to investigate the most likely cause 
o f the rejection.
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101
vpP ij/S
Test for parameter (a2) stability 
/ structure changes
static heteroskedasticity dynamic
heteroskedasticity
Choices o f A: VFP= { 0 ,1}' RESET: lFs={ y 2 } ARCH:
variables B: 4 /P={trend} KG2: T ts={x2tx2t 
X2tX3t ... Xfc+i.tXfc+i.t}
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CHAPTER 5. RESULTS
This chapter describes the results from the nonparametric and parametric 
analyses o f returns to research investment in Louisiana agriculture. Results of the 
nonparametric approach, including the marginal effects of public, private, and extension 
investment on productivity and internal rates o f returns to these investments, will be 
presented first Secondly, model misspecification testing for the parametric model will 
be examined using McGuirk, Driscoll, and Alwang’s (1993) comprehensive approach. 
Finally, the estimates o f the parametric model will be reported.
Nonparam etric Results
Nonparametric estimates of the marginal effects of a single year’s research and 
extension investments on agricultural productivity in Louisiana are given in Table 10. 
As discussed in the previous chapter, these effects are spread over an extended time 
period and were modeled using a spline function with a maximum 30 year length. The 
resulting lag structure corresponds in general form to the lag structures found in 
aggregate national studies of returns to research investment (Figure 25-Figure 27).
Figure 25 provides information on the marginal effects o f public investment in 
Louisiana agricultural research, and exhibits a pattern that has been observed in 
previous nonparametric studies (Chavas and Cox, 1992) and numerous parametric 
studies o f returns to agricultural research (Yee 1992; Norton and Paczkowski 1993;
1 0 2
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Table 10. Marginal Effects o f Research Expenditures on 
Agricultural Productivity, Louisiana, 1998
______ (A unit o f quantity index per m illion dollars)______
Lag Public Private Public & Extension Overall
0 0 .0 0 0 0 0 0 .0 0 0 0 0 0 .0 0 0 0 0 0 .0 0 0 0 0
1 0.00003 0.00004 0.00003 0.00003
2 0.00005 0.00008 0.00005 0.00005
3 0.00008 0.00013 0.00008 0.00008
4 0 .0 0 0 1 0 0.00017 0 . 0 0 0 1 0 0 .0 0 0 1 0
5 0.00013 0 .0 0 0 2 1 0.00013 0.00013
6 0.00015 0.00025 0.00015 0.00015
7 0.00018 0.00029 0.00018 0.00018
8 0 .0 0 0 2 0 0.00033 0 .0 0 0 2 0 0 .0 0 0 2 0
9 0 .0 0 1 0 0 0 .0 0 1 1 1 0 .0 0 1 0 0 0.00252
1 0 0.00180 0.00190 0.00180 0.00485
11 0.00260 0.00268 0.00260 0.00717
1 2 0.00340 0.00346 0.00340 0.00950
13 0.00420 0.00424 0.00420 0.01182
14 0.00500 0.00502 0.00500 0.01414
15 0.00580 0.00580 0.00580 0.01647
16 0.00660 0.00658 0.00660 0.01879
17 0.01788 0.00594 0 .0 1 2 1 1 0.01879
18 0.02917 0.00530 0.01762 0.01879
19 0.04045 0.00466 0.02312 0.01879
2 0 0.05173 0.00402 0.02863 0.01879
2 1 0.06302 0.00338 0.03414 0.01879
2 2 0.07430 0.00274 0.03965 0.01879
23 0.08558 0 .0 0 2 1 0 0.04516 0.01879
24 0.09687 0.00147 0.05066 0.01879
25 0.08072 0 .0 0 1 2 2 0.04222 0.01566
26 0.06458 0.00098 0.03378 0.01253
27 0.04843 0.00073 0.02533 0.00940
28 0.03229 0.00049 0.01689 0.00626
29 0.01614 0.00024 0.00844 0.00313
30 0 . 0 0 0 0 0 0 .0 0 0 0 0 0 .0 0 0 0 0 0 .0 0 0 0 0
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Fuglie, et al. 1996). That is, the effect o f public research lasts a substantial period of
time even though it does not begin to flow immediately after investment. A single
public research investment affects agricultural production in Louisiana for as long as 30
years, with the initial productivity response occurring as soon as the second year after
the initial investment (Figure 25). However, the flow o f returns in early years after
investments is low in magnitude and ultimately accounts for less than 5 percent o f total
flows. Nearly 95 percent o f the benefits from agricultural research investments flowed
between approximately 15 years and 30 years after the date o f investment, with a peak at
approximately 24 years. After peaking, the effect o f research investment declined to
zero 30 years after the initial investm ent
Mature
Growth
Senescence
Incubation
>»»
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The light color curve with little triangles in Figure 25 represents the impact of 
including extension expenditures in the analysis. The inclusion of an extension effect 
did not change the time pattern o f returns to combined public investments. The finding 
indicates that the effect o f the extension on agriculture might be very fast, with no long­
term lag effect. Figure 25 also shows a lower level o f marginal effect o f combined than 
public alone. This result is not surprised because the combined effects are expected to 
be the same or greater than the public alone only if  the solely effect o f extension was 
equal or greater than public investment’s. However, unlike public investment in 
research, the role o f extension is more likely to be value-passing rather than value- 
added, thereby the return to extension is usually smaller than public’s.
The return pattern o f private research investment is depicted in Figure 26. 
Private research investment in Louisiana exhibited a similar return pattern as that found 
at the national level, with the most common distinguishing feature being that private 
investments had a stronger impact in the short-run when compared to the long-term 
public investment returns. Thus, although both private and public research investment 
have a positive influence on agricultural productivity, the peak effect o f private 
investment occurs 7-8 years earlier than that for public investment Once it has peaked, 
the marginal effect o f private investment appears to degrade at a slower rate than that of 
public investment, perhaps due to the commercial nature of the products generated by 
private research. In both cases, there is considerable lag time between the investment 
and the realization o f significant marginal effects.
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Figure 27 shows the return pattern for total public research, private research, and 
extension investment in Louisiana agriculture. Because public and private investments 
generate effects that are at least partially separated temporally, the overall pattern 
reflects the complimentary public long-term and private short-term marginal effects as a 
broad, extensive lag structure. This overall return pattern might be interpreted as an 
investment return life cycle, in which flows o f research returns can be divided into four 
stages. The first eight years can be called the incubation stage. During this initial stage, 
new technologies are being explored and developed, with no productivity returns being 
received in the first five years and very little returns in years five through eight. The 
second stage is best described as a growth period, during which new technologies are 
transferred to producers. For Louisiana, this stage appears to last for approximately 7 
years. The flow o f the returns over this period expands rapidly. Overall investment 
effects reach their maximum in year 17 and remain stable until year 25. This period can 
be termed the mature stage during which technology adoption is at a  maximum. After 
year 25, the marginal effects of investment decline fairly rapidly to zero in year 30. This 
last period can be thought of as the senescence stage, during which the effects o f 
investment depreciate due to various environmental, market, and technical change 
forces.
Internal rates o f return (irr) calculated from the nonparametric marginal effects 
suggest that the choice o f a specific year for the calculations can have a distinct effect 
on the results. For example, using 1959 as the reference year generated an irr o f 23.37 
percent, whereas it was only 20.4 percent if  1979 was chosen as the reference year. An
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interesting coincidence was that Chavas and Cox (1992) reported two /rr’s for their 
aggregate national study, 31 percent for year 1957 and 28 percent for the year 1977. 
Given the 30 year lag specification, it is reasonable to assume returns to investments 
made in the later years have not fully flowed until year 2009. In other words, return 
estimates for recent years would be significantly underestimated because the flow o f 
benefits would only be partially realized. Thus, it seems inappropriate to report any 
return estimates for returns on investments made less than 2 0  years before the end of the 
study period and Table 11 only reports calculated internal rates o f return for investments 
that have been nearly fully realized. Columns Public and Private provide the internal 
rates o f returns to public and private investment in research while column Pub. & Ext. 
gives the combined irr o f public and extension. The last column gives the calculated irr 
o f overall investment research and extension in Louisiana. Average internal rates o f 
returns from 1949 to 1975 in Louisiana were 23.03 percent for public investment, 18.91 
percent for private research investment, 16.5 percent for public and extension 
investment, and 19.12 percent for overall agricultural research and extension 
investments. The numbers in a column do not necessarily changed monotonically, 
which can be fluctuated and randomly distributed if  macro-economic shocks are 
assumed to be random. However, the values at the end o f the serves (for example years 
1973 to 1975) exhibit a  uniform declining trend due to the fact that these investments 
were only partially realized after 1965.
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Table 11. Calculated Internal Rates o f Returns to Investment 
In Louisiana’s Agricultural Research & Extension System
Year Public Private Pub. & Ext. Overall
Percent
1949 24.9 233 183 223
1950 24.1 21.4 17.5 21.0
1951 24.0 213 17.4 20.8
1952 243 21.6 17.6 21.1
1953 24.6 22.5 17.9 21.7
1954 23.9 20.8 17.3 20.5
1955 24.6 22.4 17.9 21.7
1956 23.7 203 17.1 203
1957 22.5 17.6 16.0 18.2
1958 22.6 17.8 16.0 18.3
1959 23.4 19.6 16.8 19.7
1960 23.1 18.9 16.5 19.1
1961 233 19.5 16.7 19.6
1962 23.1 19.0 16.5 193
1963 23.6 203 17.0 20.1
1964 23.7 20.4 17.1 203
1965 23.4 19.6 16.8 19.6
1966 22.6 17.9 16.1 18.4
1967 22.5 17.6 15.9 18.1
1968 22.4 17.5 15.9 18.1
1969 22 2 17.0 15.7 17.7
1970 223 17.3 15.8 17.9
1971 22.3 173 15.8 17.9
1972 223 173 15.8 17.9
1973 21.6 15.7 15.1 16.7
1974 20.8 14.0 14.4 15.4
1975 20.5 13.4 14.1 14.9
Average 23.0 18.9 163 19.1
Parametric Results
This section describes the results from the parametric estimation of the aggregate 
Louisiana agricultural production function. Details o f the misspecification tests will be 
presented and interpreted, followed by a discussion of the estimated model and its 
variable coefficients.
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Misspecification Testing
Following the framework suggested by McGuirk, Driscoll, and Alwang (1993) 
(MDA), the misspecification tests included both individual and joint tests o f the model. 
Individual tests, to be presented first, evaluated the appropriateness o f the normality, 
functional form, homoskedasticity, parameter stability, and independence assumptions. 
Joint tests evaluated the appropriateness o f the conditional mean and variance 
assumptions. In addition, collinearity diagnostics were conducted on the data.
Collinearity Diagnostics. Results o f the variance inflation factor and condition 
index collinearity tests are presented in Table 12. Given the heuristic rules for 
identifying potentially meaningful collinearity (variance inflation factors > 5; condition 
indices > 30) (Judge et al. 1988), the results indicate significant linear dependencies 
among the variables. However, as will be seen later, the actual impact o f this 
collinearity on the estimated model parameters is not entirely clear. A number of the 
parameter estimates, including those o f the important investment variables, were 
statistically significant. And yet, it was these variables that were, a  priori, assumed to be 
at the greatest risk for collinearity. At the same time, few o f the parameter estimates for 
conventional inputs were statistically significant, a  fact which could be the result o f 
collinearity-induced inflation of the sample variances.
When presented with empirical evidence o f collinearity, the most 
straightforward solution is to obtain either a completely new set o f observation in which
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Variable VarianceInflation Number Condition Index
Intercept 0 .0 0 1 1 .0 0 0 0 0
ln(labor) 9.92 2 2.20950
ln(land) 20.63 3 3.42190
ln(machinery) 64.46 4 7.33822
ln(feed&seed) 61.81 5 11.95601
In(energy) 20.14 6 15.79165
ln(fertilizer) 11.28 7 23.90659
ln(pesticide) 36.87 8 42.28943
ln(pubic) 67.21 9 52.10571
ln(extension) 35.61 1 0 75.45029
ln(private) 14.94 11 146.79252
ln(spillover) 37.15 1 2 330.63434
W 1.56 13 840.13069
to base the estimation or additional data that helps to clarify the relationships between 
the independent regressors (Judge et al. 1988). This approach, however, is rarely 
feasible in social science studies that are not based on experimental designs that can be 
replicated. In retums-to-research investment studies, the secondary and aggregate nature 
o f the data makes the procurement o f additional data impossible. In lie o f better data, 
specialized estimation techniques have been proposed deal with the collinearity problem 
(for example, ridge regression (Hoerl and Kennard 1970). Howerver, all proposed 
techniques have themselves been shown to be biased in their parameter estimates (Judge 
et al. 1988). Thus, before using another approach to the estimation, it would seem wise 
to determine whether the presence of collinearity is in fact negatively impacting the 
estimation o f the unknown parameters.
One o f  the potential consequence o f the collinearity, and an indicator that 
collinearity is empirically meaningful, is that estimators may be very sensitive to the
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deletion o f an apparently insignificant variable or the addition or deletion o f a few 
observations (Judge et al. 1988). By deleting a variable each time, this study 
investigated the sensitivity o f estimates under the situation where the collinearity was 
detected. Table 13 provides results of F-values and R2 where a variable was deleted 
from the frill model. The deleted variable models had almost the same F-statistics and 
R2 as the full models. Estimated coefficients from the deleted variable model are 
summarized in Table 14 and depicted in Figure 28. In Figure 28, the height o f each bar 
represents value o f an estimated parameter from one o f the various deleted variable 
models, grouped together by variable. With the exception o f the energy and feed/seed 
variable, it appeared that the parameter estimates were not substantially affected by the 
deletion o f apparently insignificant variables from the model. This indicates that the 
estimated coefficients o f the frill model were stable and that the diagnosed collinearity 
was not severe enough to impair the overall estimation. Results from deleting 10 percent 
o f the observations from the original data set before estimating the frill model are 
provided in Table 15 and depicted in Figure 29. The F-values and R2 are very close to 
those obtained using all the data. Parameter estimates under two random deletion 
experiments exhibited the same sign (positive or negative) and very similar magnitudes 
to those estimated using all the data. Thus, the full model was not very sensitive to the 
deletion o f observations or variables. This result suggests that the diagnosed collinearity 
does not cause estimation problems that are severe enough to prevent valid inferences
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Table 13. Comparison o f F-statistics and R2 when one o f the Statistically 
Insignificant Conventional Input Variables Was Excluded from the Estimation
Variables Deleted F Value Prob>F R2 ' Adjusted R2
Full Model 118.104 0 .0 0 0 1 0.9766 0.9683
Labor 129.320 0 .0 0 0 1 0.9760 0.9684
Land 130.941 0 .0 0 0 1 0.9763 0.9688
Machinery 128.319 0 .0 0 0 1 0.9758 0.9682
Feed & seed 124.630 0 .0 0 0 1 0.9751 0.9673
Energy 132.627 0 .0 0 0 1 0.9766 0.9692
Pesticide 129.653 0 .0 0 0 1 0.9760 0.9685
Table 14. Comparison of Estimated Coefficients when one o f the Statistically 
Insignificant Conventional Input Variables Was Excluded from the Estimation
Estimated Changes in Parameter Estimate (A)From Modified Models Where One of Following Variables Was Excludedcoemcients Full Model Labor Land Machinery Feed & seed Energy Pesticide
Intercept 4.925 0.093 -0.426 -0.391 0.356 -0.004 -0.052
ln(Labor) 0.106 0.021 0.030 -0.108 -0.001 0.019
ln(Land) 0.059 0.023 0.003 0.014 0.000 -0.003
In(Machinery) 0.141 0.030 0.003 0.083 0.002 -0.057
ln(Feed seed) 0.215 -0.087 0.010 0.067 -0.001 0.036
In(Energy) 0.004 -0.059 0.017 0.102 -0.030 0.040
ln(FertiIizer) -0.138 -0.005 0.017 0.014 0.015 -0.001 0.008
ln(Pesticide) 0.033 0.007 0.000 -0.019 0.016 0.001
ln(Public) 0.168 0.029 0.003 -0.028 0.060 0.001 -0.007
ln(Extension) 0.125 -0.015 0.043 -0.084 0.020 0.001 0.021
In(Private) 0.505 0.047 0.010 -0.068 0.118 0.002 0.041
In(Spill-over) -0.690 -0.030 0.047 0.135 -0.111 -0.001 -0.014
ln(Weather) -0.002 0.000 0.001 0.000 0.001 0.000 0.000
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Table 15. Comparison o f Estimation Results when 10 Percent 
of the Observations W ere Deleted
Variable
Changes in Parameter Estimate (A)
No observations 
deleted
10% observation deleted 
when year = 51,61,-91
10% observation deleted 
when year =56,66,..95
Intercept 4.925 0.558 -0.528
ln(labor) 0.106 -0.058 0 .0 1 0
ln(land) 0.059 0.066 -0.019
ln(machinery) 0.141 0 . 0 1 2 -0.026
ln(feed&seed) 0.215 -0.048 -0.026
ln(energy) 0.004 -0 .0 2 1 -0.013
In(fertilizer) -0.138 -0.034 0.018
ln(pesticide) 0.033 0 .0 1 2 -0.017
ln(pubic) 0.168 0.006 0.023
ln(extension) 0.125 -0.050 0.046
ln(private) 0.506 0.015 0.057
ln(spillover) -0.670 -0.093 0.009
w -0 . 0 0 2 -0.003 -0 .0 0 2
R2 0.9766 0.9750 0.9794
Prob>F 0 .0 0 0 1 0 .0 0 0 1 0 .0 0 0 1
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from the estimated model. In addition, this study employed the stepwise regression 
technique to examine the effects on estimates o f the collinearity that is presented at the 
end o f the chapter.
Normality Test. Skewness (-0.2231) and kurtosis (-0.2297) measures o f the 
model error indicated a slight deviation from normality. However, the normal 
probability plot and the Shapiro-Wilk W-test statistic indicated that the errors can be 
thought o f as arising from a normal distribution. In the normal probability plot, the 
errors represented by the asterisks should be interspersed in the plot crosshair symbols if 
the data is normal (Figure 30). Only 3 datapoints out o f 47 observations were away from 
the crosshairs, indicating the errors could be reasonably assumed to have come from a 
normal distribution. The Shapiro-Wilk W -test statistic rejects the hypothesis of 
normality if the p-value o f W is less than a . Hence, the Shapiro-Wilk test yielded a 
decision to fail to reject the hypothesis o f normality because p-value = 0.6756 (W= 
0.9780).
Functional Form  Test. The RESET2 test failed to reject the null hypothesis of 
appropriate functional form because T was not significantly different from zero (T-value 
= 0.638, Prob>|T| = 0.5279) and the overall auxiliary regression model was insignificant 
(F- value=0.031, Prob>|T|= 1.0000) (Table 16). The RESET3 test indicated that none of 
elements o f T were significantly different from zero (T-value = 0.804,0.841, Prob>|T| = 
0.4276, 0.4065), nor was the overall auxiliary regression model significant (F- 
value=0.079, Prob>|T| = 1.0000). Thus, it was concluded that the functional form test
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failed to reject the null hypothesis o f correct functional form. The KG2 test suggested by 
MDA could not be calculated given the limited amount o f data and the number o f 
required interaction terms o f the test.
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Functional Form  Test. The RESET2 test failed to reject the null hypothesis o f 
appropriate functional form because T was not significantly different from zero (T-value 
= 0.638, Prob>|T| = 0.5279) and the overall auxiliary regression model was insignificant 
(F- value=0.031, Prob>|T|= 1.0000) (Table 16). The RESET3 test indicated that none o f 
elements of T were significantly different from zero (T-value = 0.804, 0.841, Prob>|T| = 
0.4276, 0.4065), nor was the overall auxiliary regression model significant (F- 
value=0.079, Prob>|T| = 1.0000). Thus, it was concluded that the functional form test 
failed to reject the null hypothesis o f correct functional form. The KG2 test suggested by
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MDA could not be calculated given the limited amount o f data and the number o f 
required interaction terms of the test
Homoskedasticity Test. Table 17 shows that the results o f a RESET2-type test 
for homoskedasticity failed to reject the null hypothesis of homoskedasticity, or 5 = 0 
(T-value = 0.828 or Prob > |T| = 0.4118). The White test suggested by MDA could not 
be calculated due to the limited number o f  observations. The ARCH test for dynamic 
heteroskedasticity indicated that no autoregressive heteroskedasticity was present in the 
model (T-value = -1.288 or Prob > |T| = 0.2046).
Table 16. Functional Form  T est Using Auxiliary Regressions
RESET2 RESET3 KG2
s= X p+ T T + v v = { y 2 } y 1}
¥ ,=  {x2tX2t X2tX3t 
... X|c+|.tX|c+i.t}
T for Ho Prob > |T| T for Ho Prob > |T| T for Ho Prob > |T|
Yt
Y2
0.638 0.5279 0.804 0.4276 
0.841 0.4065
Overall
F-value 0.031 1.0000 0.079 1.0000
Decision Failed to reject Ho: 
r = 0 , or appropriate 
functional form
Failed to reject Ho: T=0, 
or appropriate functional 
form
The X'X matrix was 
singular.
Conclusion Functional form was 
well-specified.
Functional form was well- 
specified.
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RESET2 White ARCH
e2 = a  + 'PA + v v = { y 2 } lP rB {X2tX2t X2iX3t
• ••  X |t+ i.tX |c+ i.t}  ,
* II «> 1
,J
T for Ho Prob >
m
T for Ho Prob >
m
T for Ho Prob > |T|
6 , 0 .8 2 8 , 0 .4 1 1 8 -1 .2 8 8  0 .2 0 4 6
Overall F-value 0 .6 8 6  0 .4 1 1 8 1.658 0 .2 0 4 6
Decision Failed to reject Ho: The X'X matrix has Failed to reject Ho:
A=0, or homo­ been found to be A=0, or homo­
skedasticity singular skedasticity
Conclusion Static hetero­
skedasticity was not 
significant.
Dynamic hetero­
skedasticity was not 
significant.
Param eter Stability Test. In testing for parameter stability using the Chow test, 
the period was divided into two equal size segments (Ni = N2) and the original model 
estimated once on each data subset An F-test across subsets failed to reject the null 
hypothesis o f equal variances (Prob > F = 0.8422). The Chow test indicated that the 
parameter estimates were indeed stable because it failed to reject Ho: 0 = (P, a 2) stable 
across subsets (Prob>F =0.1746).
Independence Test. Independence was examined by assessing the significance 
o f A in the auxiliary regression et = Xt P + A'e,_, + v, using a t-test. The T-test for A
failed to reject the null hypothesis o f A= 0  (T-value = 0.917, Prob > |T| = 0.3659). Thus, 
the test for independence o f errors indicated that the data was sequentially independent 
or not significantly auto-correlated.
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Joint Test for Conditional Mean. Table 18 summarizes results from the 
RESET test in both joint conditional mean tests (versions A & B). Similar to the 
individual test, the RESET test was constructed as ¥ F={ y 2 }. Joint test A permits the 
parameters to shift in mid-sample, thereby allowing the estimated coefficients to differ 
between the first and second half o f the sample. Joint test B accommodates potential 
parameter instability by including a  trend. P-values o f the estimated auxiliary equations 
were 0.9678 for the F-test o f joint test A and 0.9640 for the F-test of joint test B. These 
P-values were greater than the significance level9, indicating that the null hypothesis o f 
Tp = 0, Tf = 0, and Tl =0 was not rejected. Thus, the model can be considered well 
specified based on the joint tests for parameter stability, appropriateness o f  functional 
form, and independence.
Table 19 provides the results o f the joint conditional mean test A and B using 
KG2 auxiliary regression. The KG2 regression was constructed in terms o f 4 ^  = {x2tX2t 
X2tX3t ... xk+litxk+1>t}. Large p-values o f the F-statistic from both tests (Prob>F = 0.9145 
and 0.9127) indicated that Tp, TF, and T1 were not significantly different from zero 
simultaneously. Individual T-values for each separate test strongly supported the joint 
test result. The joint test (KG2) for parameter stability, appropriateness o f  functional 
form, and independence indicated that the model was not misspecified.
Joint Conditional Variance Test. Table 20 and Table 21 summarize the results 
o f RESET and KG2 tests in joint test A and B o f the conditional variance. The same
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Auxiliary
Regression e  = x p  + 4 /Pr p +  T'FT F +  4 /,r I + v, *PF={ y 2 }, Hftl = { s,_,}
Version Joint Test (A) 
'P 'W O ,1}'
Joint Test (B) 
¥ p={trend}
T for Ho Prob > T| T for Ho Prob > |T|
f -1.403 0.1710 -1.451 0.1570
/ -0.325 0.7476 -0.295 0.7704
r 1 0.483 0.6328 0.210 0.8353
F Value 0.401 0.9678 0.411 0.9640
Decision Failed to reject joint Ho: r p= 0 , r F= 0 , 
and T - 0
Failed to joint reject Ho: Tp=0, 
TF= 0 , and r '= 0
Conclusion The model was not misspecified based 
on the joint test for parameter stability, 
appropriateness of functional form, and 
independence.
The model was not misspecified 
based on the joint test for parameter 
stability, appropriateness of 
functional form, and independence.
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Auxiliary
Regression
As
where 4/tF=
= x p  + vFpr p +  *pFr F +  4 ‘^r l +  v
= {X2tX2t X2tX3t Xk+i.tXfc+i.t}, T t1 = { e , - .}
Version Joint Test (A)
Joint Test (B)
»FP= { 0 , 1 ) ' 4^=  {trend}
T for Ho Prob > T T for Ho Prob > T|
/ -0 .6 9 0 .5 0 0 0 -0 .7 2 0 .4 8 1 4
/ . -0 .7 9 0 .4 4 0 7 -0 .7 6 0 .4 5 8 1
/ 2 1 .25 0 .2 2 4 5 1 .5 0 0 .1 4 8 9
/ a 0 .3 1 0 .7 5 8 5 0 .3 7 0 .7 1 3 0
A 0 .7 8 0 .4 4 3 0 0 .9 6 0 .3 4 8 2
/ s 0 .6 6 0 .5 1 7 9 0 .6 5 0 .5 2 0 7
/ . -0 .2 1 0 .8 3 6 6 -0 .5 3 0 .5 9 9 5
/ 7 - 1 .1 8 0 .2 5 2 8 -1 .1 7 0 .2 5 6 5
/ p u b 0 .0 9 0 .9 2 5 6 -0 .0 7 0 .9 4 2 5
/ p r i -0 .3 1 0 .7 6 3 2 0 .1 5 0 .8 8 4 4
/ E x t 1 .38 0 .1 8 4 2 1 .3 2 0 .2 0 0 9
Tf Spillover -0 .8 9 0 .3 8 2 0 -1 .1 6 0 .2 6 0 3
Y1 0 .7 5 0 .4 6 4 3 0 .8 6 0 .3 9 8 8
F Value 0 .5 6 0 .9 1 4 5 0 .5 6 0 .9 1 2 7
Decision Failed to reject Ho: T ?= 0 , r F= 0 , and Failed to reject Ho: r p= 0 , r F= 0 ,
r ‘= 0 ,  simultaneously and r ‘= 0 , simultaneously
Conclusion The model was not misspecified based The model was not misspecified
on the joint test for parameter stability, based on the joint test for parameter
appropriateness of functional form, stability, appropriateness of
and independence. functional form, and independence.
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Table 20. Conditional Variance Test (RESET)
Auxiliary
Regression e2 = a + ¥ pr p + 'FSTS + 4,DTD + v, ¥ s={ y 2 }and 4^° =
Version Joint Test (A) Joint Test (B)
' P ' W o ,1}' ¥ p={trend}
T for Ho Prob > T| T for Ho Prob> T|
f 0.460 0.6482 -0.162 0.8717
f 0.404 0.6880 0.540 0.5917
f -1.488 0.1441 -1.470 0.1489
F Value 1.243 0.3062 1.176 0.3302
Decision Failed to reject Ho: Tp=0 , 1^ = 0 , and Failed to reject Ho: r p= 0 , 1^ = 0,
r D= 0 , simultaneously and r D= 0 ,  simultaneously
Conclusion The model was well specified based The model was well specified based
on the joint test for dynamic and static on the joint test for dynamic and
heteroskedasticity as well as for static heteroskedasticity as well as for
stability of a 2. stability of o2.
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variable definitions were used in these tests as in the conditional mean joint tests. Joint 
test A allowed parameters to differ between the first and the second half o f the sample, 
while joint test B accommodated parameter instability by including a trend. All tests 
failed to reject the null hypothesis o f rp=0, 1^ = 0 , and r D= 0  simultaneously. Thus, it 
was concluded that the model was well specified based on the joint test for dynamic and 
static heteroskedasticity as well as for stability o f a 2.
The White test results in joint test A and B are reported in Table 21. White’s 
was defined as {x2tX2t X2tX3t ... Xk+i,t Xk+i>t}, similar to the KG2 polynomial notation. 
Overall p-values o f the F-statistics from both tests indicated that Tp, T5, and TD were not 
significantly different from zero simultaneously (Prob>F =0.7448 and 0.6984). All 
individual T-test values were also insignificant. The White conditional variance joint 
test indicated that the model was not misspecified based on the joint test for dynamic 
and static heteroskedasticity as well as for the stability o f ct2.
Sum m ary. A summary o f the results of individual and joint conditional mean 
and conditional variance tests are presented in Table 22 and Table 23. Individual and 
conditional mean and variance joint tests using various specifications showed that all 
assumptions underlying the model were valid, with no evidence of serious model 
misspecification. Thus, the parametric model used in this study can be considered well 
specified and the estimates unbiased. Comparing p-values between joint tests A and B, 
it was found that p-values from test B test were lower than from test A, or that the trend
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Table 21. Conditional Variance Test (White)
Auxiliary
Regression
=  a + 4 /pr p + 'PSTS + T'DTD + v 
vFts={x2tX2t X2tX3t ... xk+i,txic+1,t} and = { e 2_ ,}
Version Joint Test (A)
Joint Test (B)
T p={0 . 1 }' VFP={ trend}
T for Ho Prob > |T T for Ho Prob > |T|
f -0.56 0.5808 -0.91 0.3712
Y5. -0.09 0.9328 -0.30 0.7665
A -0 .1 1 0.9151 0.06 0.9521
rS 1 .0 2 0.3159 0.47 0.6400
* -0.15 0.8785 -0.34 0.7342
* 0.87 0.3896 0.35 0.7321
A -0.23 0.8203 -0.61 0.5489
A - 1 .6 6 0.1072 -1.65 0.1085
7  ^Pub -0.76 0.4540 -0.27 0.7869
fe n -0.70 0.4907 -0.18 0.8606
f t * 1.37 0.1805 1.37 0.1808
j Spillover -1 .2 1 0.2352 -1.50 0.1442
r° 0.76 0.4531 0.58 0.5657
F Value 0.70 0.7448 0.75 0.6984
Decision Failed to reject joint Ho: r p=0, Failed to reject joint Ho: r p=0,
1^ = 0 , and TD=0 . r = 0 , and r D=0 .
Conclusion The model was not misspecified based The model was not misspecified
on the joint test for dynamic and static based on the joint test for dynamic
heteroskedasticity as well as for and static heteroskedasticity as well
stability of a2. as for stability of or2.
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Assumption/Ho Test P-value Conclusion
Normality Shapiro-Wilk 0.6756 failed to reject Ho
Functional form RESET2 1 .0 0 0 0 failed to reject Ho
RESET3 1 .0 0 0 0 failed to reject Ho
White -
Homoskedasticity RESET2 0.4118 failed to reject Ho
White -
ARCH 0.2046 failed to reject Ho
Parameter stability Variance (cr2) 0.8422 failed to reject Ho
Mean (P), Chow 0.1746 failed to reject Ho
Independence AC1 0.3659 failed to reject Ho
Table 23. Summary of Joint Test Results
Prob>F
Joint Test (A) Joint Test (B)
Conditional mean
RESET 0.9678 0.9640
KG2 0.9145 0.9127
Conditional variance
RESET 0.3062 0.3302
White 0.7448 0.6984
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specification might be more sensitive than a simple shift specification using this study’s 
time series data. However, the difference was small regardless o f whether the RESET, 
KG2, or White test was used in the second component o f the joint test.
Estimated Coefficients
Estimated coefficients o f the aggregate Louisiana agricultural production 
function are presented in Table 24. Given the comprehensive misspecification testing, 
the overall model R2 (0.9766) indicated that the model fitted the data well (McGuirk 
and Driscoll 1995). The overall model F-value, which was 118.104 (Prob>F = 0.0001), 
indicated that the overall model was significant at the 0.01 level. In addition to the 
intercept, the estimated coefficients o f the fertilizer, public research investment, private 
research investment, and spill-over research investment variables were all statistically 
significant. All the estimated coefficients with the exception o f that for fertilizer had the 
hypothesized signs.
The estimated coefficient o f fertilizer was a negative and statistically significant, 
indicating that total real expenditures on fertilizer were inversely related to the total 
value o f aggregate output Superficially, this result appears contrary to expectations 
given that fertilizer is an output enhancing input An explanation for this result perhaps 
lies in the changing role of fertilizer over the 47-year study period. The trend o f 
fertilizer expenditures can be divided into four phases according to growth rates (Figure 
31). The first phase, from 1949 to 1965, was smooth and stable with the level o f 
expenditures varying around $20 millions. From 1966 to 1975, the level o f fertilizer use
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Table 24. Estimated Parametric Coefficients of the Aggregate Louisiana 
Agricultural Production Function
Variable Parameter Estimate Standard Error T for HO: Parameter = 0
Intercept 4.9253 1.1224 (4.388)***a
ln(labor) 0.1062 0.1152 (0.922)
ln(land) 0.0586 0.0896 (0.654)
In(machinery) 0.1408 0.1334 (1.056)
ln(feed&seed) 0.2150 0.1474 (1.459)
ln(energy) 0.0043 0.1522 (0.028)
In(fertilizer) -0.1383 0.0622 (-2.223)**
ln(pesticide) 0.0334 0.0383 (0.873)
ln(pubic) 0.1684 0.0653 (2.580)**
ln(extension) 0.1249 0.1456 (0.858)
ln(private) 0.5055 0.1480 (3.416)***
ln(spillover) -0.6898 0.2014 (-3.426)’**
w -0.0016 0.0019 (-0.832)
R2 0.9766
F Value 118.104***
N 47
Dependent »■***—■ ■ ""*■-- . Variable: ln(output)a denotes significance at the 0.01 level, denotes significance at the 0.05 level.
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Figure 31. Trend of Fertilizer Real Expenditures
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increased dramatically to over $60 millions annually in 1975. In the third phase, from 
1976 to the late o f 1980s, annual fertilizer expenditures had declined to $30 millions by 
1989. In the 1990s, the level o f fertilizer expenditures have fluctuated between $30 and 
$45 million a n n u a lly. During this same study period, aggregate output value has 
increased at a rate o f 1.8 percent These asynchronous movements o f fertilizer 
expenditures and output value give a quantitative explanation for the negative fertilizer 
coefficient. In addition, the model was essentially estimated with expenditure data, so it 
could be subject to problems if  one variable expenses price shocks that do not affect the 
other variables. In this case, fertilizer may have had both price shocks due to the I970’s 
energy crisis and use shocks due to export polices.
The lack o f  significance in the other conventional input variables was not 
unexpected given that this frequently happens in retums-to-research studies using the 
time-series data primal approach (Alston, Norton, and Pardey 1995). Collinearity among 
the conventional input variables might also be to blame, thereby making it difficult to 
isolate statistically the effects of any particular variable on output. However, results 
from the collinearity diagnostics suggest that this may not be an adequate explanation. 
In the final analysis, the insignificant coefficient estimates on conventional input 
variables other than fertilizer may be mainly due to that sample data is inadequate (in 
detail and/or length) to isolate the effects precisely (Judge et al. 1988). Because the 
impact o f conventional inputs on productivity were not the focus o f this study, no 
further attempts were made to finesse this problem, most of world only introduce 
problems o f their own (Alston, Norton, and Pardey 1995).
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The coefficients for public and private research investments were statistically 
significant and had the expected positive relationship with output. These results 
provided statistical evidence that both public and private research investments 
significantly contribute to Louisiana’s aggregate agricultural production. Given the 
Cobb-Douglas specification, the estimated coefficients can be interpreted as factor 
elasticities. The elasticity of Louisiana public investment for the 30-year Almon lag 
specification was 0.17 while the private investment elasticity for the 15-year lag 
specification was 0.51. Thus, over the past 50 years, Louisiana’s agricultural research 
system has not only maintained past productivity gains, but also significantly enhanced 
agricultural production. Private agricultural research investment has also been extremely 
important to the productivity o f Louisiana’s agricultural producers. It should be noted 
that these results are consistent with previous studies showing a positive and significant 
relationship between agricultural productivity and research (Yee, 1992; Huffman and 
Evenson, 1993).
The estimated coefficient on the extension investment was positive but not 
significant. Similar results have been reported in national studies (Aheam et al. 1998). 
This result is puzzling given that the role o f extension is to transfer technology from 
researchers to producers. Aheam et al. (1998) also suggested that the appropriate 
measurement o f extension investment could be a major problem in measuring returns to 
extension.
However, using the stepwise regression technique to re-run the model (equation
(53)) may explain how the estimate o f extension investment became insignificant and
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provide a second-best solution for those variables were seriously affected by the 
collinearity problem. C o llin ea rity  makes it virtually impossible to separate the effects o f 
supposed independent variables (for example, extension investment) on the dependent 
variable. This study employed the stepwise technique that was suggested as an 
alternative way to fight the problems o f collinearity and an insufficient sample size in 
this case. The backward stepwise regression removes insignificant variables out o f the 
model, thereby eventually reducing the collinearity problem and relieving the degree o f 
freedom given a sample size. Results from the model (equation (S3)) using the stepwise 
regression were presented in Table 25. The stepwise regression results are highly 
consistent with the full models in both signs and magnitudes, for those variables 
remaining in the model. However, the estimate of extension investment was positive 
and significant once these suspicious variables were removed.
Table 25. Estimated Parametric Coefficients Using the Stepwise Regression
Variable Parameter Estimate Standard Error F for HO: Parameter = 0
Intercept 1.5701 0.7556 4.32”
ln(machinery) 0.1953 0.0745 6.87***
ln(fertilizer) -0.0838 0.0487 2.96*
ln(pubic) 0.2444 0.0407 36.04
ln(extension) 0.2616 0.0955 7.49
ln(private) 0.7505 0.0779 92.67
ln(spillover) -0.8195 0.1550 27.92
R2
F Value 
N
Dependent Variable:.**« " * . . - _ . -
0.9728
239.16
47
ln(output)
a denotes significance at the 0 .0 1  level, denotes significance at the 0.05 level, 
'denotes significance at the 0 . 1 0  level.
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The remaining statistically significant coefficient in the full model was the one 
estimated for the research spill-over variable. This variable consisted o f all public 
agricultural research expenditures in states other than Louisiana, and as such was 
intended to measure the contribution o f other state agricultural research systems to the 
productivity growth o f Louisiana agriculture. Given that the coefficient was negative, 
the results suggest that other state research systems not only do not contribute to 
Louisiana agricultural productivity, but that they actually retard it, perhaps due to 
competition for investment dollars. This result may also indirectly imply that research in 
Louisiana has a spill-out in the agricultural productivity o f other states.
The rate o f return to public and private agricultural research investment can be 
calculated using the parametrically estimated coefficients in Table 24. Output 
elasticities of the public research variable for each year o f the lag can be defined as:
(54) E(yb Pubt-j) = (dyt /  dPubt.j) (Puty-j /yt) = d(lnyt ) / d(lnPubt-j)
Given the Cobb-Douglas specification, E(yb Pub|.j) = (3jPub, or the effect on 
current productivity o f public research expenditures j  periods back. If r  represents 
internal rate o f return o f public research investment, then r can be calculated as (Yee 
1992):
(55) V  d^ t+J-- = dPub,
£ (1  + rY
Dividing both sides o f the equation (55) by SPubi and substituting = VMPt+j,t
yields:
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” VMPl+l
(56) y — ^ f = i
I f f  = t+j, then it can shown that VMPt+Ji t = dyt+j /SPubt = dy? /SPubt'.j = VMP^-j (Yee 
1992). That is VMPt\  r-j = VMPt, t-j- Thus VMPt+j, t = dyt/ 3Pubt-j = Pj (yt / Pubt-j). Using 
these relationships, the average annual internal rate of return to public agricultural 
research investment in Louisiana for the period 1949-75 was 20.48 percent. Similarly, 
the irr for private agricultural research investment from 1949 to 1975 in Louisiana was 
18.65 percent These returns are comparable to the returns calculated from the 
nonparametric estimation. Having the returns to public research slightly exceed the 
returns to private research is a phenomenon that has been observed in other studies 
(Yee, 1992; Chavas and Cox, 1992).
In summary, the retums-to-research in Louisiana agriculture were estimated 
using both nonparametric and parametric estimators, with appropriate emphasis given to 
lag structures, data coherence, and model specification. This chapter presented the 
results from the nonparametric and parametric analyses o f returns to research 
investment in Louisiana agriculture. Results o f the nonparametric approach, including 
the marginal effects o f public, private, and extension investment on productivity and 
internal rates o f returns to these investments, were presented at the beginning of the 
chapter. In the parametric analysis section, model misspecification testing for the 
parametric model was examined using McGuirk, Driscoll, and Alwang’s (1993) 
comprehensive approach. Finally, the estimates o f the parametric model were reported 
and discussed.
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CHAPTER 6. SUMMARY AND CONCLUSION
The general goal o f this research was to evaluate returns to public investment in 
agricultural research in Louisiana. Specifically, the research effort was designed to: (i) 
present the use o f nonparametric estimation methods in production economics and 
examine their role in determining returns to research investments; (ii) develop a 
parametric model o f returns to research that is empirically consistent with underlying 
statistical and econometric assumptions; (iii) using the estimated models developed in 
objectives (i) and (ii), examine the relationship between measures o f agricultural output 
and conventional as well as non-conventional inputs in Louisiana; and (iv) from the 
results generated in objective (iii), develop suggested policy actions that might improve 
the allocation o f public investments and thus the efficacy o f the agricultural research 
system in Louisiana. A newly constructed production data set for Louisiana, the 
quantitative procedures used to accomplish some of these objectives, and the results o f 
the study are summarized in the following section. Next, a section is devoted to 
objective (iv) by drawing implications from the results for the way in which public and 
private agricultural investment is conducted in Louisiana. Lastly, limitations o f this 
research and possible future research opportunities are discussed.
Quantitative Summary 
Data Set
A challenge of data collection in production studies is to distinguish between 
movements along an isoquant (relative factor price changes) and shifts o f the isoquant
135
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(productivity changes). To accomplish this, a new Louisiana production data set for the 
period 1949-1995 was constructed using a Tomqvist-Theil index approach. The data 
used in the calculations were obtained from Louisiana State University System  Budgets, 
Inventory o f Agricultural Research, Agricultural Statistics, Agricultural Prices, Bureau 
o f Labor Statistics, and various state-level publications. The newly constructed data set 
contained the standard set o f variables used in many previous national studies of 
research productivity, including annual quantity and price indices for family labor, hired 
labor, machinery, land, feed, seed, energy, fertilizer, pesticide, and aggregate output.
Owner-operator/family labor was assumed to be qualitatively different than hired 
labor, and thus two different sets of labor variables were constructed. The index showed 
that family labor used in Louisiana has significantly declined at a rate o f 5.14 percent 
over the past 50 years and hired labor at a rate o f 4.97 percent.
The measurement o f machinery service flow involved assumptions on the 
pattern o f depreciation, the expected life span o f the capital stock, the average age, and 
the choice o f an alternative investment interest rate. This study used the declining 
balance method which assumes that the efficiency o f capital declines geometrically at a 
specific rate, leading to a service flow. Service flows were then calculated and showed 
that machinery use in Louisiana dramatically increased by 400 percent over the period 
1949-95. Although machinery use has remained at high and stable levels over the past 
ten years, machinery prices (excluding price-induced substitution effects) have not 
increased during the same period.
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Land service flows were estimated using the ratios o f an average rental rate to an 
average market price o f an acre o f land reported for particular years reported in previous 
studies on Louisiana land values. The results indicated that the implicit price o f land 
increased by more than 1000 percent from 1979 to the early 1980s, even though land 
use declined at an annual rate of 0 . 6  percent over the past 50 years.
Aggregated seed and feed indices were calculated based on the main kinds of 
seeds and feeds used in Louisiana agriculture over the past 50 years. Both seed and feed 
use have been increasing over the past 50 years. Seed prices fluctuated substantially 
over the time period, but managed to maintain an upward trend. Feed price changes 
were smooth during the 1950s-70s, with a big jump during the middle o f the 1970s, and 
returning to the previous price levels in the 1990s.
Various energy sources were aggregated into a single energy variable that 
included electricity, gas, and diesel. A quantity index for energy was indirectly 
calculated from the aggregated price index using Fisher’s weak factor reversal property. 
The implicit prices o f energy were determined by dividing total energy expenditures by 
the quantity index.
Pre-aggregated data for fertilizer components, including nitrogen, phosphate, 
and potash, were used to derive the quantity index and the im plicit price o f fertilizer. 
The quantity and price trends for energy and fertilizer showed that energy use increased 
until 1981, and then declined rapidly, while energy prices increased until 1981, and then 
experienced severe fluctuations.
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Because the active ingredients in pesticides and pesticide target organisms have 
changed significantly over time, it was a challenge to construct an aggregate pesticide 
variable for this study. Ultimately, a three dimensions’ approach was used in which 
information about product class, commodity to which each product class applied, and 
specific chemical used in each commodity for each class was incorporated. The indices 
for pesticide use in Louisiana agriculture showed increases up through the early 1980’s, 
followed by fluctuating use and slightly increasing prices.
Nonparametric Analysis
The nonparametric approach proposed by Afriat (1972), Hanoch & Rothschild 
(1972), and Varian (1984) was used, following the framework of Chavas and Cox
(1992). The model includes: a) necessary and sufficient conditions for profit 
maximization production behavior; b) measurements o f technical change; and c) sources 
o f technical change. The process o f applying nonparametric techniques to estimating 
returns to research investment can be summarized as
•  Assume that revealed economic behavior is governed by profit maximization or cost
minimization objectives. Given a profit maximization goal, portray the decision
maker’s problem as
M axy>x { py-r*x }
Subject to y <  / ( x )
where p is a  output price, r  is a vector o f input prices, x is an input vector, y is a
output and /(x ) is the production technology.
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• Applying the Weak Axiom o f Profit Maximization (WAPM) and other properties 
generates a set o f conditions implied by the decision maker’s optimization goal as
• If effective output and inputs are denoted by Yt and Xt, and technology indices by 
At, then in the presence of technical change, with an additive specification based on 
the translating hypothesis, these conditions can be expressed as:
• Decompose the effect o f technical change in terms o f the accumulated effects o f past 
research investments on productivity
where Rt-j and R't.j are public and private research investment, respectively, at time 
t-j, a\ and a / are coefficients measuring the marginal effect o f Rt-j and R't.j on At, j 
= 1 , 2 , ..., mi or m2 lags between research investments and their impact on 
productivity.
• Assume the lag structure follow a linear spline form. Specifically, aj is restricted as:
= ak + P iJ j  e  f2 i t ,k=  I, 2,.. s
where / 2jc is ft* subset o f lag space (0 , 1 , 2 , ..., m, m+1) which is divided into s 
subspaces, a i = 0 , a* + pkj  = ctk+i + Pk+ij, and cxs + ps(m +l) = 0 .
•  Combine the set o f conditions generated in the above steps into the form:
follows:
(Ptyt - r ’tXt) - (ptys - r ’txs) ^  0 for all s, t
pt(yt - At - ys + As) - r\(xt - xs) > 0 for all t, s
for all t,
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D 'f> c ,
then reformulate the original decision maker’s problem into one of finding the 
values for q such that
Min* {b' q}
Subject to D '^ > c , q>  0 
The existence o f solution vector q implies that the original model o f the decision 
maker’s problem is optimized. Thus, the observed data (yb xt, pt, rt) are admitted as 
theoretically consistent given the objective o f profit maximization and the specifying 
hypotheses. The solution vector q  includes the coefficients o f technical change and 
research impacts on productivity.
The successful termination o f the SAS program for the nonparametric model 
based on the Louisiana data set, with a feasible solution to the empirical nonparametric 
model, indicated the existence o f a  solution to the original problem. The solution vector 
included information on technical change and research impacts on productivity. Results 
indicated that Louisiana agricultural research investments significantly contribute to 
productivity growth. The pattern o f returns was similar to those observed in previous 
nonparametric studies and numerous parametric studies o f returns to agricultural 
research. The effect o f public research lasted a substantial period o f time even though it 
does not begin to flow immediately after investment A single public research 
investment affects agricultural production in Louisiana for at least 30 years, with the 
initial productivity response occurring as soon as the second year after the initial
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investm ent However, the flow of returns in early years after investments is low in 
magnitude and ultimately accounts for less than 5 percent of total flows. Nearly 95 
percent o f the benefits from agricultural research investments flowed between 
approximately 15 years and 30 years after the date o f investment with a peak at 
approximately 24 years. After peaking, the effect o f research investment declined to 
zero at 30 years after the initial investment Private research in Louisiana exhibited a 
similar return pattern as that previously found at the national level, with the most 
common distinguishing feature being that private investments had a stronger impact in 
the short-run. Thus, although both private and public research investment have a 
positive influence on agricultural productivity, the peak effect o f private investment 
occurs 7-8 years earlier than that for public investment. Once it has peaked, the marginal 
effect o f private investment appears to degrade at a slower rate than that o f public 
investment. In both cases, there is considerable lag time between the investment and the 
realization of significant marginal effects.
Because public and private investments generate effects that are at least partially 
separated temporally, the overall pattern reflects the complimentary public long-term 
and private short-term marginal effects as a broad, extensive lag structure. Thus, the 
overall return pattern might be interpreted as an investment return life cycle, in which 
flows o f research returns can be divided into four stages; incubation, growth, maturity, 
and senescence. During the incubation stage, the first eight years, new technologies are 
being explored and developed, with no productivity returns being received in the first 
five years and very little returns in years five through eight The second stage, a  growth
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period during which new technologies are transferred to producers, lasts for 
approximately 7 year for Louisiana. The flow o f the returns over this period grows fast, 
doubling the effects of research on productivity every year during the growth period. 
Overall investment effects reach their maximum in year 17 and remain stable until year 
25 which is the mature stage. After year 25, the research investment flow enters the 
senescence stage, with the marginal effects’ declining to zero in year 30.
Internal rates of return (z'rr) generated from the nonparametric marginal effects 
suggest that the choice o f a specific year for the calculations may have a distinct effect 
on the results. The estimates for recent years would be underestimated due to only 
taking partial account of the flows o f return that are ultimately generated. Average 
internal rates o f returns from 1949 to 1975 in Louisiana were 23.03 percent for public 
investment, 18.91 percent for private research investment, 16.5 percent for combined 
public research and extension investment, and 19.12 percent for overall agricultural 
research and extension investments.
Parametric Analysis
A production function approach was used in the parametric analysis, with 
research investments included as non-conventional inputs. An Almon lag structure was 
used to represent the time dynamics o f research products, thereby reducing collinearity 
and increasing degree of freedom in the estimation. This study used an inverted “U” 
shaped lag structure, similar to previous studies. Using a Cobb-Douglas specification, 
variables in the model included aggregate values o f output, family and hired labor, land, 
machinery, feed and seed, energy, fertilizer, pesticide, weather index, and expenditures
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on Louisiana public research and extension. Private research expenditures were 
incorporated using national time-series data. The potential effects o f spill-ins from 
research done outside the state were included using national agricultural research 
expenditures net of Louisiana’s expenditures. The potential spill-out effects from 
research conducted in Louisiana were not directly examined, a fact that may 
conservatively bias estimate o f the impacts o f Louisiana investments.
Model misspecification tests were conducted using McGuirk, Driscoll, and 
Aiwang’s (MDA) approach (1993). MDA’s approach to misspecification testing 
consisted o f a comprehensive set o f individual and joint tests. The individual tests test 
for the standard assumptions underlying the linear regression model, including 
normality, functional form, static and dynamic homoskedasticity, parameter stability and 
no perfect collinearity tests. The Univariate procedure in the SAS software package was 
used to evaluate the reasonableness o f the normality assumption. Specifically, Proc 
Univariate provides a skewness measure, a kurtosis measure, the Shapiro-Wilk W- 
statistic, and the normal probability plot. Functional form tests were conducted using the 
RESET2, RESET3, and KG2 tests. An auxiliary regression, e2 = a  + + v was
constructed to examine the issue o f static and dynamic heteroskedasticity, using the 
White’s, KG2, and ARCH tests. Tests for parameter stability were conducted using a 
Chow test. Independence was examined by assessing the significance o f A in the 
auxiliary regression s, = Xt P + A ' e,_, + v using a t-test.
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The joint misspecification tests proposed by MDA include conditional mean and 
conditional variance tests. Using the auxiliary regression, e = XP + 'Fpr p + xPfT F + 
T ^r1 + v, joint conditional mean tests simultaneously examine parameter stability, 
appropriateness o f functional form, and independence, with the advantage o f requiring 
fewer assumptions for the joint test than for each individual test. Similarly, the joint 
conditional variance test simultaneously examines dynamic and static heteroskedasticity 
as well as the stability o f variance using the auxiliary regression e2 = a + vFpr p + q 'sr s 
+ '¥°r°+ v.
All individual tests for the parametric model misspecification failed to reject the 
null hypotheses, suggesting that the assumptions underlying the model were well 
observed and the parametric model was not misspecified. Conditional mean and 
variance joint tests using various specifications showed that all assumptions underlying 
the model were valid and no model misspecification was evident. Thus, the parametric 
model used in this study could be considered well specified and the estimates unbiased.
The estimated model was statistically significant and explained most o f the 
variation in the data. R2 o f the model was 0.9766, indicating that the model fitted the 
data well. The overall F-statisties (Prob>F = 0.0001) indicated that the overall model 
was significant at 0.01 level. All the estimated parameters except fertilizer had the 
expected signs, with the coefficient estimates o f conventional inputs, public research, 
private research, and extension being positive while the estimates o f spillover and 
weather index were negative.
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The significant and positive coefficients for public and private research 
investments provided statistical evidence that the public and private research 
investments in Louisiana significantly contributed to advances in the state’s agricultural 
production. Louisiana’s agricultural research in the past 50 years not only maintained 
past productivity gains, but also enhanced agricultural productivity. The negative and 
significant spillover coefficient indicated that the overall investments made in research 
outside o f Louisiana negatively affect Louisiana’s agricultural productivity. Indirectly, 
this result suggests that Louisiana research investment have a positive spillover effect 
into other states. Although the extension estimate was positive but insignificant, it was 
positive and significant once the collinearity problem eliminated using the stepwise 
regression. The nature of extensions relationship to Louisiana’s agricultural 
productively was unclear. The average internal rate o f returns to public research in 
Louisiana for the period 1949-75 using the parametric approach was equal to 20.48 
percent. The averaged internal rate o f private research investment from 1949 to 1975 in 
Louisiana was equal to 18.65 percent. Results for the parametric and nonparametric 
approaches were summarized in Table 26:
Table 26. Summary Results o f Internal Rates of Return
Nonparametric Approach Parametric Approach
Public Sector 23.03 20.48
Private Sector 18.91 18.65
Implications and Conclusion
The empirical results presented for Louisiana correspond well with the results of 
previous national studies. In addition, they reflect the contention o f economic theory
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that suggests state and federal public investment in agricultural research is necessary 
from society’s view point Theoretically, individual firms are reluctant to take on large, 
long-term research projects because it is difficult for firms to capture the benefits from 
agricultural research when they are diffuse and special over long periods o f time. The 
inability to identify productivity changes with specific groups o f conventional inputs 
points to this problem o f benefits capture, although the nature o f the aggregate data may 
also have played a role in this result. Recent advances in bioengineering may make it 
easier for firms to capture research benefits, but these phenomenon are more recent than 
the data used in this study.
Huffman and Evenson (1993) found that public support for agricultural research 
had been responsible for an average nationwide agricultural productivity growth rate o f 
1.8 percent annually from 1948 to 1993, far exceeding the 1.1 percent average annual 
productivity growth rate in the private nonfarm sector. Louisiana's agricultural 
productivity growth rate o f 2.89 percent annually from 1950 to 1982 (Huffman and 
Evenson 1993), a rate far in excess o f the nationwide average, suggested a better than 
average return on public agricultural research and extension investments in Louisiana. 
In fact, evidence presented in this study indicates that internal rates o f returns to 
agricultural research investment in Louisiana are at least 20 percent for public 
investment and 18 percent for private investment This rate o f return exceeds most 
market investment alternatives, even though it falls at the low end o f returns estimated 
in other state-level studies.
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Results presented in this study suggest that overall return patterns in Louisiana, 
like the rest o f nation, exhibit an investment return life cycle in which flows o f research 
returns can be divided into four stages; incubation, growth, maturity, and senescence. 
The extent o f the life cycle in Louisiana was as long as 30 years, implying that overall 
research investment provides a long-term return in the form of state agricultural 
productivity. This long-term return provides an economic rational for state and federal 
supports o f agricultural research and extension in Louisiana, and it also cautions against 
a myopic planning horizon when allocating scarce research resources. Research 
investment provides few returns during the incubation stage and low returns in the early 
years o f the growth stage. Thus, a decision for research investment ought to be allocated 
10 years earlier than a research project expects to fully complete and utilize. Today’s 
research capacity was mainly generated by an investment made a decade ago.
The results o f this study also found a statistically significant role o f extension in 
Louisiana’s agricultural productivity growth; therefore, the extension service has played 
an important role in the growth stage o f the investment life cycle. Traditionally, 
technology adoption and learning has depended on the way in which the extension 
service provided information to producers. Thus, although the extension service is in the 
business o f value-passing, not value-adding in terms o f research productivity, they do 
play an important role even though that role may at times appear to decrease research 
productivity. This apparent dampening property o f extension investment is observed in 
the empirical results o f this study. Once an extension variable was incorporated into the 
nonparametric model, the calculated marginal effects o f public research and extension
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combined was significantly lower than that o f public investment alone. The parametric 
results show that the estimated coefficient o f extension was only statistically significant 
using the stepwise regression.
Results show the public research plays major role in the last two stages o f the 
life cycle. Nearly 95 percent o f the benefits from agricultural research flowed between 
approximately 15 years and 30 years after the initial investment, with a peak at 
approximately 24 years. This extended life cycle suggests that public research 
institutions have developed expertise in the initiation and management o f long-term 
research programs. Thus, the public agricultural research should continue to focus its 
support on relatively long-term research activities that have a high social payoff but 
which the private sector may have relatively little incentive to support. Because gains 
from long-term research (basic research) are difficult to capture privately, the public 
sector should support research that cannot be transferred immediately into new 
technologies and institutions. However, this result does not imply that joint public and 
private agricultural research initiatives cannot be advantageous to Louisiana’s 
agricultural productivity.
Public investment in agricultural research has been criticized under the 
assumption that there is a market failure in the funding o f research and extension 
(Alston, Norton, and Pardey; 1995). If this is a  case, the market does not provide the 
private sector with incentives to support the research. Such market failures arise when 
individuals cannot appropriate all o f the benefits from their research investments while 
other individuals can "free-ride" on the investment. When private benefits are less than
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social benefits from an incremental investment in research, there will be an under­
investment. Alston, Norton, and Pardey (1995) suggested that it would become 
appropriate for the government to intervene under this situation.
One way to correct for private-sector under-investment is to make public funds 
available to support research that may be carried out in either the public or private 
sector, provided that public resources for research should not be allocated in a manner 
that competes with or crowds out private-sector research (Alston, Norton, and Pardey; 
1995). Alston and Mullen (1992) suggested that it might be efficient for the government 
to create an institution to carry out research on behalf o f producers using funds collected 
by taxing output. Commodity checkoff programs actually serve this purpose.
Government intervention is suggested if  (a) markets fail to produce the socially 
optimal amount o f research, (b) economies o f size and scope in research threaten the 
competitive structure o f markets, or (c) opportunities exist for exploiting the 
complementarities between research, education, and extension (Alston, Norton, and 
Pardey; 1995).
Public and private research investments play alternative and complementary 
roles in the generation of Louisiana agricultural productivity. Private return patterns 
indicated a  stronger impact in the short-term with peak effects occurring almost 7-8 
years earlier than those from public research investment Private investment largely 
affected the second and third stages o f the overall return life cycle. Thus, private 
research efforts appear to have developed the initiation and management expertise for 
short-term research projects where patents and licenses can be easily obtained and
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enforced. Given this result, private firms should and will continue to undertake research 
to develop applied technologies for processing (typically post-harvest processing), 
storage, and transportation areas, where non-public information may enable firms to 
capture the cost savings arising from such innovations. However, to the extent that 
applied initiative depend on basic research, joint public-private research investment may 
be advantageous as long as each sector recognizes its role in bringing technological 
innovations to the producer.
Benefits from all agricultural research and extension investments eventually 
decline as the developed technology becomes obsolete, depreciates, or becomes 
unprofitable. Thus, one o f the major functions o f agricultural research is to slow the 
occurrence o f this decline, an effort that is termed maintenance research. Adusei and 
Norton (1986) estimated that maintenance research has consumed 35 to 70 percent o f all 
U.S. agricultural research activity and noted many o f Louisiana's major commodities 
required significant maintenance research. States with substantial amounts o f sub­
tropical monocultural agriculture, such as Louisiana, are forced to expend a larger 
proportion o f their research budget on maintenance efforts (Heim and Blakeslee, 1986). 
Successful maintenance research, however, results in a lack o f yield declines, not yield 
increases, and thus is difficult to measure. In states where maintenance research is 
primarily motivated by acute pest and weather related problems, overall returns to 
research efforts would be expected to occur sooner after investment and to be relatively 
low in magnitude. Thus, it was not surprising to find the magnitude of Louisiana’s 
returns to public research at the low end o f previous study estimates. This result
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suggests that future researches need to find ways of directly incorporating maintenance 
research efforts into their analyses.
This study suggests that nonparametric and parametric approaches can generate 
consistent results and play complementary roles in the analysis o f returns to research 
investm ent Thus, the combination o f two approaches together can generate hybrid 
results, based on the advantages o f  both approaches and eliminating the weaknesses o f a 
single approach. The nonparametric approach can be used to investigate research 
investment in Louisiana without the restrictions inherent in assuming a given functional 
form; meanwhile, parametric estimates provide statistical inference and are less 
sensitive to input aggregation. To this end, a comprehensive approach for model 
misspecification testing needs to be used to provide better insight into sources o f 
possible parametric misspecifications. These tests can be used to examine the validness 
o f assumptions underlying the model and to point out the existence of model 
misspecification, particularly if  parametric estimates are substantially different than 
those suggested by nonparametric analysis.
L im itation and Further Study
A primary limitation encountered in this study pertained to the data. Private 
research investment for Louisiana was not easily obtainable by direct means. A 
continued emphasis on directly measuring private investment in Louisiana should be a 
concern for future research.
Many other studies indicated the difficulties in measuring and evaluating the role 
o f extension investment How to effectively detect and reasonably measure returns to
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non-value-adding sectors, such as extension, could be one potential area of future study 
in evaluating retum-to-research. Spillover effects from states, especially producing 
similar products, or those in geographically proximity, should be further investigated in 
studies o f state-level research investment
Although the parametric approach can provide statistical properties, the 
nonparametric approaches main drawback, nonparametric statistical approaches may be 
a better approach to analyzing retums-to-research questions when the underlying data is 
aggregated and there are collinearity problems due to the methods used to allocate 
public funding. Further research is also needed on how best to incorporate risk and 
uncertainty into research evaluation, for the past performance o f the research system 
cannot be assumed to continue in the future if the economic and/or biological 
environment changes.
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ENDNOTES
1.
2.
3.
4.
5.
6.
7.
8. 
9.
A productivity index is constructed measures o f the relationship between multiple 
inputs and outputs.
Total factor productivity ( ITT) measures how much output was produced per unit o f 
an aggregate input.
Although the shares o f SAES research in Louisiana, Mississippi, and Arkansas are 
8 8 .8 %, 77.2%, and 82.6%, respectively, it seems appropriate to include the Delta 
States in the group with a higher share o f SAES research commitment.
Based on Hicks’ definitions, neutral technical change implied that the ratio o f the 
marginal products o f inputs remained unchanged.
The components o f the quality index were: (1) an increase in traditional resources 
such as labor, capital, and land used to produce input; (2 ) formal education through 
its role in the role in the development o f improved labor skills and managerial 
ability in combining other inputs; (3 ) research by private firms selling inputs to 
farmers; (4) extension type efforts by private firms; (5), research by public 
institutions, chiefly the state experiment stations and the USDA; (6 ) extension by 
state and federal agencies;(7) knowledge and understanding o f  phenomena not 
directly the result o f mission-oriented research, extension, or education.
Spillover is described as “a side effect arising from, or as if from, an unpredicted 
source” (The American Heritage Dictionary, 3d Edition, Houghton Miffin 
Company, 1992). Research spillovers can be characterized as effects resulting from 
research expenditures outside o f the study area (spill-in) or leakage o f the impacts of 
research expenditures to a location outside o f the study area (spill-out). The 
important measurement questions associated with this phenomenon will be 
addressed later in this paper.
Cost-minimization satisfying the condition [ /(x ,)  < f(x ) => p t '  x, < p ^ x J o  [x, > 
0, ( p i /  Ct ) ' x i = I ,  ( p j  /  C j) ' > 1], where p t is input prices, c ,  is total cost o f 
production, andy, is output.
Growth (or development) rate is defined as:
where QI„ is the quantity index at current year and QIi is quantity index at base year, 
n is total number o f years.
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11. Overall significant level for a joint test should be adjusted using either Bonferroni’s 
or Sidak’s criteria. If a  significant level for each separate test is a  and there are p  
separate tests included in the joint test, then an overall significant level = pcL, 
(Bonfferroni’s) or l-(l-a )p which is 0.14 (Sidak’s). For example, Bonfferoni’s = 
0.15 or Sidad’s = 0.14 if a  = 0.05 and p  = 3 in this case.
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Table A .l. Variables Used in Previous Studies
Studies Chavas & Cox, 1988 Chavas & Cox, 1992 Chavas, Aliber, & Cox, 
1994
Lyu, White, Lu; 1984
Input
Variables
family labor, hired labor, 
land, structures, 
materials, energy, 
fertilizer, pesticides, 
miscellaneous
family labor, hired labor, 
land, structures, other 
capital, feed and seed, 
energy, fertilizers, 
pesticides, and 
miscellaneous
family labor, hired 
labor, land, structures, 
other capital, energy, 
fertilizer, pesticides, 
feed and seed, other 
inputs
labor, land and buildings, capital 
(interest and depreciation on 
mechanical power and 
machinery, repairs, licenses, and 
fuel intermediate inputs), 
intermediate inputs (feed, seed 
livestock, fertilizer, lime and 
miscellaneous)
Output
Variables
small grains, coarse 
grains, other field crops, 
fruits, vegetables, animal 
products.
aggregated output into a 
single variable
small grains, coarse 
grains, other field 
crops, fruits, 
vegetables, animal 
products.
Observations 1948-1983 1950-1982 1950-1983 1949-1981; 10 regions
Source Capalbo and Vo Capalbo and Vo Capalbo and Vo; 
USDA published data
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Table A.2. Numbers of Family Members and Hired Workers
Year Number of Family 
Members Working 
on Farms 
(Thousands)
Number of Hired 
Workers Working 
on Farms 
(Thousands)
Average Number of 
Hours Worked Per 
Week by Family 
Members (Hours)
Average Number of 
Hours Worked Per 
Week by Hired Workers 
(Hours)
1949 131 68 48.1 45.6
1950 129 70 48.1 44.1
1951 124 67 48.1 44.1
1952 119 64 48.1 44.1
1953 115 63 48.1 44.6
1954 112 62 47 2 432
1955 108 61 47 2 44.6
1956 100 58 445 432
1957 97 59 44.1 42.7
1958 96 62 41.0 41.7
1959 99 65 40.5 45.6
1960 92 59 41.4 432
1961 93 60 423 43.7
1962 88 56 403 41.0
1963 86 55 38.7 36.7
1964 81 52 3 52 33.9
1965 74 47 33 5 31.1
1966 65 42 34.4 34.7
1967 59 38 32.6 333
1968 56 36 31.4 31.6
1969 52 33 30.6 37.4
1970 46 30 29.6 333
1971 46 29 29.1 36.4
1972 45 28 323 39.4
1973 41 27 332 412
1974 45 29 26.6 36.4
1975 41 27 25.8 30.8
1976 41 27 303 373
1977 35 22 28.9 42.6
1978 33 21 27.1 40.3
1979 32 21 283 38.5
1980 32 21 28.7 37.7
1981 31 20 29.6 40.4
1982 29 19 33.9 37.1
1983 25 16 363 41.1
1984 23 14 31.0 37.9
1985 25 14 332 40.9
1986 23 13 31.1 37.9
1987 21 13 33.6 38.7
1988 23 14 33.5 38.7
1989 25 13 32 40.9
1990 24 12 31 39.8
Source: Farm Labor, U.S. Department of Agriculture, various issues.
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Table A 3 . Quantity and Price Indices for Louisiana 
Agricultural Hired Labor
Year Total Hours of Hired 
Labor (Hours)
Wages of Hired 
Labor1 (Dollar/hour)
Total Hired Labor 
Expenditures2 (SMilli.)
Quantity
Index
Implicit Price 
Index
1949 155,040,000 037 42.40 3.3086 12.8152
1950 154350,000 031 48.10 3.2939 14.6030
1951 147,735,000 039 4330 3.1527 13.7977
1952 141,120,000 033 46.90 3.0115 15.5735
1953 140,490,000 033 46.50 2.9981 15.5099
1954 133,920,000 032 43.50 2.8579 153211
1955 136,030,000 031 41.90 2.9029 14.4338
1956 125380,000 035 43.60 2.6735 16.3082
1957 125,965.000 034 42.60 2.6881 15.8475
1958 129370,000 033 42.70 2.7586 15.4786
1959 148300,000 030 44.70 3.1626 14.1339
1960 127,440,000 031 39.80 2.7196 14.6346
1961 131,100,000 034 44.70 2.7977 15.9774
1962 114,800,000 037 43.00 2.4499 17.5521
1963 100,925,000 0.47 47.10 2.1538 21.8688
1964 88,140,000 0.53 4630 1.8809 24.6156
1965 73,085,000 0.62 45.10 1.5596 28.9168
1966 72,870,000 0.55 39.80 1.5551 25.5939
1967 63370,000 0.64 40.70 1.3502 30.1439
1968 56,880,000 0.77 43.90 13138 36.1666
1969 61,710,000 0.73 45.10 1.3169 34.2471
1970 49,950,000 0.90 45.00 1.0659 42.2162
1971 52,780,000 1.11 58.60 1.1263 52.0272
1972 55,160,000 1.21 66.60 1.1771 56.5786
1973 55,620,000 135 69.60 1.1869 58.6382
1974 52,780,000 136 71.60 1.1263 63.5691
1975 41,580,000 1.70 70.70 0.8873 79.6778
1976 50355,000 1.43 71.90 1.0746 66.9096
1977 46,860,000 1.62 75.80 1.0000 75.8000
1978 42315,000 2.64 111.70 0.9030 123.6976
1979 40,425,000 2.89 116.90 0.8627 135.5086
1980 39,585,000 2.95 116.60 0.8448 138.0290
1981 40,400,000 2.67 107.80 0.8621 125.0373
1982 35345,000 336 118.30 0.7521 1573858
1983 32,880,000 3.43 112.90 0.7017 160.9031
1984 26,530,000 436 113.10 0.5662 199.7688
1985 28,630,000 3.99 114.30 0.6110 187.0799
1986 24,635,000 436 107.30 0.5257 204.1030
1987 25,155,000 4.53 114.00 0.5368 2123649
1988 27,090,000 4.35 117.80 0.5781 203.7692
1989 26,585,000 4.91 130.60 0.5673 2303018
1990 23,880,000 6.06 144.60 0.5096 283.7503
1991 20,870,044 6.00 168.50 0.4454 378.3370
1992 19358,439 6.00 16230 0.4131 392.8715
1993 17,842,790 6.00 172.00 03808 451.7186
1994 16323,098 6.00 15730 03483 4513864
1995 14,799362 6.00 143.10 03158 453.1051
1 Wages of Hired Labor = Total Expenses of Hired Labor / Total Hours of Hired Labor, except for the 
period 1991-95, directly from Projected Costs and Returns and Whole Farm Analysis for Major 
Agricultural Louisiana, 1991-95.
2 Zapata, H. and D. Frank. Agricultural Statistics and Prices for Louisiana, 1909-1990 & 1989-1995.
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Table A.4. Quantity and Price Indices for Louisiana 
Agricultural Family Labor
Year Total Hours of Family 
Labor (Hours)3
Wages of Family 
Labor (Dollar/hr)4
Total Family Labor 
Expenditures (SMill.)5
Quantity
Index
Implicit Price 
Index
1949 315,055,000 0.46 143.60 6.2295 23.0519
1950 310,245,000 0.52 161.14 6.1344 263678
1951 298,220,000 0.49 14635 5.8966 24.8194
1952 286.195,000 0.55 158.52 5.6588 28.0136
1953 276,575,000 0.55 152.57 5.4686 27.8992
1954 264320,000 0.54 143.09 5.2263 27.3797
1955 254,880,000 0.51 130.85 5.0396 25.9635
1956 222,500,000 0.58 129.06 4.3994 293352
1957 213,885,000 0.56 120.56 43291 28.5065
1958 196,800,000 0.55 10834 3.8913 27.8429
1959 200,475,000 0.50 100.78 3.9639 25.4240
1960 190,440,000 0.52 99.13 3.7655 263246
1961 196,695,000 0.57 111.78 3.8892 28.7402
1962 177320,000 0.62 110.70 3.5061 31.5727
1963 166,410,000 0.78 129.43 3.2904 393375
1964 142,560,000 0.88 124.81 2.8188 443785
1965 123,950,000 1.03 127.48 2.4508 52.0155
1966 111,800,000 0.91 101.77 2.2106 46.0383
1967 96,170,000 1.07 103.11 1.9015 543227
1968 87,920,000 139 113.09 1.7384 65.0563
1969 79,560,000 132 96.91 1.5731 61.6035
1970 68,080.000 1.50 10232 1.3461 75.9384
1971 66,930,000 1.85 123.85 13234 93.5864
1972 73,125,000 2.01 147.15 1.4459 101.7735
1973 68,060,000 2.09 141.94 1.3457 105.4782
1974 59,850,000 236 135.32 1.1834 1143479
1975 52,890,000 2.83 149.88 1.0458 143.3242
1976 62,115,000 238 147.82 13282 120.3569
1977 50,575,000 2.70 13635 1.0000 136.3489
1978 44,715,000 4.40 196.73 0.8841 222.5069
1979 45380,000 4.82 21833 0.8953 243.7525
1980 45,920,000 4.91 225.43 0.9080 248.2862
1981 45,880,000 4.45 204.04 0.9072 224.9169
1982 49,155,000 5.59 274.98 0.9719 282.9254
1983 45375,000 5.72 259.67 0.8972 289.4322
1984 35,650,000 7.11 253.30 0.7049 359.3437
1985 41,500,000 6.65 276.14 0.8206 336.5189
1986 35,765,000 736 259.63 0.7072 367.1401
1987 35380,000 7.55 266.48 0.6976 382.0016
1988 38,525,000 7.25 279.21 0.7617 366.5396
1989 40,000,000 8.19 327.50 0.7909 414.0866
1990 37300,000 10.09 375.43 0.7355 510.4093
1991 34360,600 10.00 342.61 0.6774 505.7500
1992 33,140,165 10.00 331.40 0.6553 505.7500
1993 32,023334 10.00 320.23 0.6332 505.7500
1994 30,910,106 10.00 309.10 0.6112 505.7500
1995 29.800,481 10.00 298.00 0.5892 505.7500
3 Total Hours of Family Labor = Number of Family Workers Working on Farms * Average Number of 
Hours Worked Per Week by Family Workers * 50 weeks * 1000.
4 Wages of Family Labor = 10/6 * Wages of Hired Labor.
5 Total Expenses of Family Labor= Total Hours of Family Labor * Wages of Family Labor.
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Table A ^. Quantity and Price Index of Machinery
Year Machinery and Motor Service Rows7 
Vehicles6 (SMillions) ({Millions)
Machinery Price 
Index® (47-49 = 100)
Derived
Quantity9
Quantity Index Implicit Price
1949 2959910 77.38 111 0.6971 0.3898 198.5301
1950 352.28 92.10 118 0.7805 0.4364 211.0500
1951 401.07 104.85 127 0.8256 0.4616 227.1470
1952 467.83 12231 133 0.9196 0.5142 237.8784
1953 479.95 125.48 134 0.9364 0.5235 239.6669
1954 499.61 130.62 135 0.9675 0.5410 241.4555
1955 497.03 129.94 136 0.9555 0.5342 243.2441
19S6 507.43 132.66 137 0.9683 0.5414 245.0326
1957 524.98 13735 138 0.9946 0.5561 246.8212
1958 513.69 13430 137 0.9803 0.5481 245.0326
1959 544.99 142.48 141 1.0105 0.5650 252.1869
1960 518.00 135.42 142 0.9537 0.5332 253.9754
1961 521.00 13631 136 0.9980 0.5580 244.0972
1962 535.00 139.87 136 1.0249 0.5730 244.0972
1963 543.00 141.96 135 1.0512 0.5878 241.5278
1964 560.00 146.41 135 1.0842 0.6062 241.5278
1965 582.00 152.16 136 1.1149 0.6233 244.0972
1966 604.00 157.91 139 1.1332 0.6336 249.2361
1967 648.00 169.41 144 1.1793 0.6593 256.9444
1968 666.00 174.12 145 1.2000 0.6709 259.5139
1969 664.00 173.59 145 1.1964 0.6689 259.5139
1970 665.00 173.86 144 1.2102 0.6766 256.9444
1971 652.00 170.46 144 1.1865 0.6634 256.9444
1972 694.00 181.44 142 1.2757 0.7133 254.3750
1973 725.00 189.54 148 1.2810 0.7162 264.6528
1974 853.00 223.01 147 1.5219 0.8509 262.0833
1975 923.00 24131 149 1.6151 0.9030 267.2222
1976 1048.00 273.99 148 1.8516 1.0353 264.6528
1977 1123.00 293.59 151 1.9445 1.0872 270.0558
1978 1161.00 303.53 157 1.9329 1.0807 280.8580
1979 1254.00 327.84 157 2.0878 1.1673 280.8580
1980 1313.00 343.27 153 2.2509 1.2585 272.7563
1981 1412.00 369.15 148 2.4947 1.3948 264.6547
1982 1399.00 365.75 134 2.7217 1.5217 240.3497
1983 1312.00 343.01 130 2.6415 1.4769 232.2480
1984 1261.00 329.67 128 2.5687 1.4362 229.5474
1985 1207.00 315.56 121 2.6124 1.4606 216.0446
1986 1183.00 30938 116 2.6602 1.4873 207.9430
1987 1135.00 296.73 112 2.6557 1.4848 199.8413
1988 1140.00 298.04 112 2.6674 1.4914 199.8413
1989 1241.00 324.44 110 2.9435 1.6458 197.1407
1990 1181.00 308.76 107 2.8801 1.6103 191.7396
1991 1117.00 292.03 106 2.7434 1.5338 190.3893
1992 1149.60 300.55 105 2.8640 1.6013 187.6888
1993 1123.30 293.67 103 2.8394 1.5875 184.9882
1994 1082.34" 282.96 102 2.7764 1.5523 182.2877
1995 1055.66 275.99 100 2.7487 1.5368 179.5871
6 Erickson, K., J. et al. Farm Business Balance Sheet, 1960-1991, United States and by State. USD A.
7 Service Flows =Market Value * Lambda.
8 Source: Economic Research Service, USDA. Agricultural Statistics
9 Derived Quantity = Service Flows / Price Index.
10 Data during the period 1949-59 were estimated based on the national trend at same time.
111994-95 were interpolated based on previous 5 years.
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Table A.6. Quantity and Price Index o f Land
Year
Land Market 
Value12 (Dollars 
Per Acre)
Ratio of Market 
Price to Rental 
Rate13 (1 Ik)
Service Flow14 
(Dollars Per 
Acre)
Land In Farms'5 
(1000 Acres)
Total Service 
Flow16 
(Millions)
Quantity
Index
Implicit
Price
1949 110.09 23261 4.73 11300 53.48 1.1300 47.3281
1950 106.05 23.130 4.58 11,600 53.19 1.1600 45.8495
1951 112.11 22.999 4.87 11,700 57.03 1.1700 48.7456
1952 12120 22.868 530 11,900 63.07 1.1900 52.9998
1953 131.30 22.737 5.77 12,100 69.87 13100 57.7473
1954 133.32 22.606 5.90 12300 71.95 13200 58.9755
1955 13928 22.475 630 12,000 74.42 1.2000 62.0156
1956 147.46 22344 6.60 11,800 77.87 1.1800 65.9953
1957 163.00 22.213 7.34 11,600 85.12 1.1600 73.3805
1958 175.74 22.082 7.96 11,400 90.73 1.1400 79.5852
1959 193.92 21.951 8.83 11300 98.94 1.1200 88.3422
1960 199.98 21.820 9.16 11,000 100.81 1.1000 91.6499
1961 189.08 21.689 8.72 10,800 94.15 1.0800 87.1778
1962 198.86 21.558 932 10,800 99.62 1.0800 923442
1963 208.64 21.427 9.74 11,000 107.11 1.1000 973725
1964 233.09 21396 10.95 11300 122.59 1.1200 109.4525
1965 251.02 21.165 11.86 11,400 135.21 1.1400 118.6015
1966 286.88 21.034 13.64 11,600 158.21 1.1600 1363887
1967 318.00 20.903 15.21 11,600 176.47 1.1600 152.1313
1968 339.04 20.772 16.32 11,800 192.60 1.1800 163.2197
1969 358.60 20.641 1737 11,800 205.00 1.1800 173.7319
1970 38631 20.510 18.84 11,800 22236 1.1800 1883520
1971 41022 20379 20.13 11,800 237.53 1.1800 201.2955
1972 457.92 20348 22.62 11,800 266.86 1.1800 226.1557
1973 470.64 20.117 23.40 11,700 273.72 1.1700 233.9514
1974 55332 19.986 27.69 11,700 323.92 1.1700 276.8538
1975 607.38 19.855 30.59 10,400 318.14 1.0400 305.9078
1976 639.18 19.724 32.41 10300 333.78 1.0300 324.0621
1977 693.00 19.593 3537 10,000 353.70 1.0000 353.6977
1978 798.18 19.462 41.01 10300 41832 1.0200 410.1223
1979 1001.00 19.331 51.78 10,100 523.00 1.0100 517.8211
1980 1288.00 19.200 67.08 10,100 677.54 1.0100 670.8333
1981 1519.00 19.069 79.66 10,100 804.55 1.0100 796.5808
1982 1511.00 18.938 79.79 10300 813.82 1.0200 797.8667
1983 1351.00 18.807 71.83 10,000 718.35 1.0000 718.3496
1984 1351.00 18.676 72.34 9,900 716.15 0.9900 723.3883
1985 1256.00 18.545 67.73 9,800 663.73 0.9800 6773715
1986 1005.00 18.414 54.58 9,700 529.41 0.9700 545.7804
1987 921.00 18.283 50.37 9,300 468.48 0.9300 503.7466
1988 940.00 18.152 51.78 9,100 471.24 0.9100 517.8493
1989 954.00 18.021 52.94 9,100 481.74 0.9100 5293824
1990 940.00 17.890 52.54 8,900 467.64 0.8900 525.4332
1991 905.00 17.759 50.96 8,800 448.45 0.8800 509.6008
1992 905.00 17.628 51.34 8,700 446.65 0.8700 5133878
1993 945.00 17.500 54.00 8,600 464.40 0.8600 540.0000
1994 973.00 17366 56.03 8,400 470.64 0.8400 5603902
1995 965.40 17.235 56.01 8,500 476.12 0.8500 560.1393
12 USDA, Agricultural Statistics, various issues.
13 Ratio of Market Price to Rented Rate = 19.2 + 0.131(1980 - Year) where Year= 1949, 1950,..., 1995. 
Average ratio during 1949-95 is 20.2481 (or 1/0.04939).
14 Service Flow Per Acre = Land Market Value Per Acre / k.
15 Zapata, H. and D. Frank, Agricultural Statistics and Prices for Louisiana, 1909-1990 & 1989-1995.
16 Total Service Flow = Service Flow Per Acre * Land In Farms.
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Year Com Seed Cotton Milo Seed Oats (Grain) Potato Rice Seed Ryegrass
(thou) Seed (lbs.) (lbs.) (lbs.) (lbs.) (lbs.) Seed (lbs.)
1949 0.29 0.03 1.55 0.05
1950 030 0.03 1.58 0.04
1951 032 0.04 1.72 0.04
1952 034 0.04 2.13 0.07
1953 0.35 0.05 1.60 0.07
1954 0.36 0.05 139 0.04
1955 034 0.05 1.48 0.04
1956 032 0.06 133 0.05
1957 033 0.07 1.50 0.05
1958 035 0.01 1.55 0.06
1959 032 0.10 1.50 0.03
I960 035 0.10 1.46 0.04
1961 034 0.09 131 0.04
1962 034 0.08 130 0.04
1963 036 0.09 1.60 0.04
1964 0.36 0.09 1.65 0.04
1965 036 0.09 1.49 0.07
1966 036 0.09 1.50 0.05
1967 0.36 0.12 1.50 0.05
1968 0.37 0.16 1.55 0.04
1969 036 0.15 1.60 0.04
1970 0.41 0.14 1.50 0.04
1971 0.58 0.16 0.05
1972 0.61 0.18 0.04
1973 0.78 0.19 0.06
1974 0.71 034 0.09
1975 0.73 033 0.08
1976 0.74 038 0.10
1977 0.75 039 0.08
1978 0.76 0.31 0.07
1979 0.77 039 0.08
1980 0.78 0.33 0.09
1981 0.79 038 0.14
1982 0.80 0.43 0.14
1983 0.81 0.43 0.15
1984 0.82 0.55 0.14
1985 0.83 0.55 0.98 031
1986 0.84 0.65 0.96 030
1987 0.82 0.60 0.92 0.16 0.19
1988 0.81 0.55 0.88 0.16 036
1989 0.90 0.58 0.96 0.16 034
1990 0.90 0.63 0.85 0.16 031
1991 0.94 0.68 0.96 0.17 033
1992 0.94 0.72 0.96 0.17 032
1993 0.86 0.72 0.98 0.17 031
1994 0.92 0.77 0.98 0.17 035
1995 0.90 0.83 1.04 0.19 038
17 Source: Agricultural Prices, various issues.
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Continued
Year Seed
Treatment
(Bu)
Soybean 
Seed (lbs.)
Vetch Seed 
(lbs.)
Wheat Seed 
(lbs.)
Winter Peas 
Seed (lbs.)
Averaged 
Seed Price
1949 0.03 0.02 033
1950 0.04 0.02 0.34
1951 0.05 0.02 0.36
1952 0.05 0.02 0.44
1953 0.06 0.03 036
1954 0.13 0.03 033
1955 0.14 0.03 035
1956 0.11 0.03 0.32
1957 0.12 0.03 035
1958 0.11 0.04 035
1959 0.10 0.04 035
1960 0.10 0.06 0.35
1961 0.10 0.05 0.07 039
1962 0.10 0.06 0.06 038
1963 0.10 0.06 038
1964 0.11 0.04 038
1965 0.11 0.05 0.36
1966 0.11 0.180 0.06 0.07 030
1967 0.11 0.135 0.05 0.07 030
1968 0.11 0.180 0.05 0.07 032
1969 0.10 0345 0.05 0.07 033
1970 0.10 0320 0.05 0.08 0.32
1971 0.13 0305 0.06 0.08 0.18
1972 0.14 0305 0.05 0.09 0.19
1973 0.25 0.06 037
1974 0.25 0.06 037
1975 0.31 0.06 030
1976 0.19 0.06 037
1977 034 0.07 0.31
1978 034 0.11 0.32
1979 036 0.13 032
1980 037 0.14 0.32
1981 035 0.13 032
1982 025 0.13 035
1983 025 0.13 0.35
1984 0.36 0.13 0.40
1985 033 0.13 0.50
1986 0.69 035 0.550 0.13 031 0.50
1987 0.65 034 0.500 0.11 032 0.44
1988 0.65 035 0.600 0.11 032 0.45
1989 0.65 0.32 0.650 0.15 038 030
1990 0.66 030 0.800 0.14 037 0.50
1991 0.66 037 0.850 0.16 030 0.52
1992 0.69 037 0.760 0.18 0.42 0.53
1993 0.73 037 0.760 0.18 037 0.53
1994 0.70 037 0.700 0.12 038 0.53
1995 0.81 030 0.540 0.13 0.40 0.55
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_Table A.8. Quantity Indices and Implicit Prices o f Seeds_____________________
Year Expenses of Seecr8 Averaged Seed T-T Price Index [Derived T-T Implicit Price
________ (million dollars)______ Price_______________  Quantity Index19___________
1949 6.8 033 1.0671 0.1028 66.1579
1950 6.8 034 1.0975 0.0999 68.0473
1951 8.2 036 1.1892 0.1112 73.7289
1952 8 2 0.44 1.4436 0.0916 89.5024
1953 82 036 1.1698 0.1131 72.5283
1954 7.4 033 1.0851 0.1100 672788
1955 7.5 035 1.1304 0.1070 70.0842
1956 6.8 032 1.0336 0.1061 64.0846
1957 63 0.35 1.1411 0.0890 70.7489
1958 6.8 035 1.1540 0.0950 71.5451
1959 6.5 035 1.1394 0.0920 70.6418
1960 6.4 035 1.1450 0.0902 70.9873
1961 6.5 029 0.9374 0.1118 58.1217
1962 63 028 0.9272 0.1079 57.4869
1963 7.0 038 12262 0.0921 76.0214
1964 7.7 0.38 12441 0.0998 77.1323
1965 92 036 1.1764 0.1261 72.9338
1966 10 3 030 0.9876 0.1682 612328
1967 143 030 0.9740 02368 60.3866
1968 15 2 032 1.0281 02385 63.7426
1969 15.3 0.33 1.0681 02310 662195
1970 15.7 0.32 1.0351 02446 64.1787
1971 20.3 0.18 0.5845 0.5602 362396
1972 21.3 0.19 0.6107 0.5626 37.8625
1973 38.6 027 0.8688 0.7166 53.8669
1974 48.3 027 0.8759 0.8894 54.3080
1975 59.7 030 0.9768 0.9857 60.5646
1976 52.3 027 0.8839 0.9543 54.8026
1977 62.0 0.31 1.0000 1.0000 62.0000
1978 55.2 032 1.0346 0.8605 64.1478
1979 59.3 032 1.0581 0.9039 65.6045
1980 64.2 032 1.0443 0.9915 64.7492
1981 66.8 032 1.0343 1.0417 64.1237
1982 602 0.35 1.1377 0.8535 70.5351
1983 48.6 035 1.1508 0.6811 71.3509
1984 58.1 0.40 12989 0.7215 80.5311
1985 50.8 0.50 1.6450 0.4981 101.9887
1986 48.9 030 1.6243 0.4856 100.7091
1987 47.0 0.44 1.4392 0.5267 892291
1988 48.5 0.45 1.4662 0.5335 90.9022
1989 51.3 0.50 1.6270 0.5086 100.8723
1990 62.5 0.50 1.6376 0.6156 101.5317
1991 69.9 0.52 1.7029 0.6621 105.5767
1992 64.8 0.53 1.7387 0.6011 107.8015
1993 64.6 0.53 1.7126 0.6084 106.1835
1994 693 0.53 1.7160 0.6514 1062930
1995 61.1 0.55 1.7991 0.5478 111.5432
'* Zapata, H. O. and D. Frank, Agricultural Statistics and Prices for 1910-1990 & 1989-1995.
19 Derived Quantity Index was calculated using Fisher’s weak factor reversal property.
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Table A.9. Quantity and Price Index o f Feed
Year Feed Expenses20 
(Millions)
Price Index21 
(1982=100)
T-T Price Index T-T Quantity 
Index
Implicit Price
1949 21.930 49.8 0.5281 03579 613757
1950 23.446 50.7 0.5376 03758 623830
1951 30.681 58.9 0.6246 0.4233 72.4726
1952 36.015 63.5 0.6734 0.4609 78.1326
1953 31.013 51.1 0.5419 0.4932 62.8752
1954 31.756 50.4 0.5345 0.5121 62.0139
1955 33.299 44.7 0.4740 0.6054 55.0004
1956 34.297 44.1 0.4677 0.6321 543622
1957 34.776 403 0.4274 0.7013 49.5865
1958 39.685 38.8 0.4115 0.8313 47.7409
1959 42.768 41.8 0.4433 0.8315 51.4322
1960 40.178 40.1 0.4252 0.8143 493404
1961 42.617 41.4 0.4390 0.8366 50.9400
1962 47.053 43.6 0.4624 0.8771 53.6470
1963 54.610 44.5 0.4719 0.9974 54.7543
1964 53.406 423 0.4486 1.0261 52.0474
1965 53305 43.8 0.4645 0.9891 53.8930
1966 61.685 503 0.5323 0.9987 61.7678
1967 66.185 493 0.5228 1.0911 60.6604
1968 63.018 43.0 0.4560 1.1911 52.9087
1969 68.723 44.6 0.4730 13523 54.8774
1970 80.010 483 0.5143 1.3407 59.6761
1971 80304 483 0.5111 13524 59.3070
1972 82368 523 0.5546 13800 64.3517
1973 120.974 89.5 0.9491 1.0985 110.1239
1974 130.509 97.5 1.0339 1.0879 119.9674
1975 104.073 883 0.9353 0.9590 108.5243
1976 126.400 104.9 1.1124 0.9793 129.0726
1977 116.030 94.3 1.0000 1.0000 116.0300
1978 146.166 87.7 0.9300 1.3545 107.9091
1979 176.044 108.6 1.1516 1.3174 133.6252
1980 178.527 114.4 13131 13683 140.7617
1981 170.083 110.7 1.1739 13487 1363091
1982 169.501 100.0 1.0604 13776 123.0435
1983 182.695 1073 1.1368 13851 131.9026
1984 172.159 95.9 1.0170 1.4590 117.9987
1985 144.818 76.8 0.8144 1.5325 94.4974
1986 139381 713 0.7550 1.5898 87.6070
1987 123.886 683 0.7232 1.4763 83.9157
1988 160.552 94.9 1.0064 13750 116.7683
1989 180345 99.5 1.0551 1.4722 122.4283
1990 184.522 87.4 0.9268 1.7158 107.5400
1991 176.501 77.8 0.8250 1.8438 95.7278
1992 166.688 803 0.8515 1.6871 98.8039
1993 197.751 72.0 0.7635 23322 88.5913
1994 209.593 76.4 0.8102 23296 94.0052
1995 184.446 75.0 0.7953 1.9987 923826
20 McGath, C. http://151.121.66.126:80/briefing/jbe/fi/feed. wkl, ERS, USDA.1997.
21 Bureau of Labor Statistics,, ” Producer Price Index-Commodities.” http://stats.bk.gav/
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Table A.10. Quantity and Price Indices of Energy
Year Electricity 
Price22 (kwh)
Diesel
Price
Gas Price25 Electricity
Expense24
(Millions)
Fuel
Expense25
(Millions)
T-T Price 
Index
T-T
Quantity
Index
Implicit Price
1949 0.030 0.11 022 0.938 12.866 0.3689 0.5180 26.6462
1950 0.030 0.12 022 0.779 13.928 03830 0.5315 27.6685
1951 0.029 0.12 023 1.049 15.012 0.3911 0.5684 283558
1952 0.029 0.12 023 1.116 15.893 03910 0.6022 283431
1953 0.028 0.13 0.23 1.330 16.956 0.4068 0.6223 29.3861
1954 0.027 0.13 0.24 1.362 17.762 0.4120 0.6426 29.7622
1955 0.026 0.13 0.24 1.358 18.124 0.4113 0.6557 29.7105
1956 0.026 0.13 0.25 1.407 18.546 0.4176 0.6614 30.1682
1957 0.025 0.14 0.26 1.449 19.067 0.4403 0.6450 31.8063
1958 0.024 0.13 0.26 1.551 18.804 0.4226 0.6667 30.5300
1959 0.023 0.14 026 1.631 19.035 0.4365 0.6554 31.5305
1960 0.022 0.14 026 1.698 19.496 0.4357 0.6734 31.4743
1961 0.022 0.14 026 1.797 20.121 0.4364 0.6953 31.5230
1962 0.023 0.15 026 2.064 20.714 0.4533 0.6956 32.7475
1963 0.023 0.14 026 2.105 21.700 0.4376 0.7530 31.6122
1964 0.043 0.14 0.26 2.491 22.232 0.4675 0.7320 33.7752
1965 0.023 0.15 026 2.669 23.038 0.4545 0.7829 32.8349
1966 0.022 0.14 026 2.714 24.953 0.4371 0.8763 31.5729
1967 0.022 0.15 0.27 3.099 26.570 0.4591 0.8945 33.1694
1968 0.022 0.15 027 3273 27.699 0.4588 0.9345 33.1437
1969 0.021 0.15 029 3259 29.275 0.4704 0.9574 33.9834
1970 0.021 0.17 0.30 3.469 29.645 0.5086 0.9012 36.7432
1971 0.022 0.19 0.31 3.848 29.685 0.5474 0.8480 39.5446
1972 0.022 0.19 0.31 3.996 29277 0.5489 0.8391 39.6521
1973 0.023 026 0.36 4.026 32.331 0.6882 0.7313 49.7186
1974 0.027 0.31 0.41 5.723 45.670 0.8052 0.8835 58.1717
1975 0.031 0.36 0.46 5.313 51.256 0.9251 0.8465 66.8286
1976 0.034 0.36 0.46 6.859 60.005 0.9328 0.9923 67.3840
1977 0.037 0.36 0.55 7.106 65.135 1.0000 1.0000 72.2410
1978 0.040 0.41 0.55 8.836 67.519 1.0836 0.9754 78.2807
1979 0.042 0.43 0.57 9.837 83.922 1.1338 1.1447 81.9088
1980 0.047 0.68 0.86 11.140 118.756 1.7015 1.0568 122.9154
1981 0.053 0.92 1.15 13.456 131.535 23613 0.8876 163.3599
1982 0.062 1.15 1.25 16.625 118.564 2.6692 0.7011 192.8251
1983 0.065 1.15 1.25 15.659 109.182 2.6812 0.6445 193.6919
1984 0.068 0.95 1.15 15.768 109385 2.3491 0.7375 169.7034
1985 0.072 0.95 1.15 13.917 93.130 2.3609 0.6276 170.5563
1986 0.077 0.92 1.20 12.869 75.809 2.3649 0.5191 170.8438
1987 0.081 0.60 0.82 14.926 69.632 1.6691 0.7013 120.5783
1988 0.086 0.78 1.00 16.360 69.337 2.0679 0.5737 149.3842
1989 0.080 0.76 1.00 18.372 70.470 2.0204 0.6087 145.9540
1990 0.080 0.76 1.01 18.105 86.700 2.0237 0.7169 146.1948
1991 0.085 1.15 1.38 18.315 85.774 2.8279 0.5095 204.2894
1992 0.090 0.80 1.11 18.458 76.917 2.1821 0.6050 157.6354
1993 0.090 0.80 1.11 19.681 75.761 2.1839 0.6050 157.7682
1994 0.090 0.76 1.07 15.388 70.178 2.0958 0.5651 151.4053
1995 0.090 0.67 1.08 26.208 73.165 1.9893 0.6915 143.7078
22 USDA Agricultural Statistics. Various issues.
23 Both diesel and gas prices were from Projected Costs and Returns and Whole Farm Analysis for Major 
Agricultural Enterprises Louisiana, various issues. Aggregate fuel prices = 30% of gas + 70% diesel.
24 McGath, C. http://l5l.121.66.l26:80/briepngjjbe/fi/elec.wkl, ERS, USDA.1997.
25 McGath, C. http://151.121.66.126:80/briefing/jbefi/juel&oil.wkl, ERS, USDA. 1997.
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Table A.11. Tornqvist-Theil Quantity and Price Index of Fertilizer26
Year Price of 
Nitrogen
Qty of 
Nitrogen
Price of 
Phosphate
Qty of 
Phosphate
Price of 
Potash
Qty of 
Potash
Quantity
Index
Implicit Price
1949 0.17 29353 0.07 24282 0.03 12,434 02553 55.8113
1950 0.18 38319 0.07 28226 0.03 16,649 03229 59.0824
1951 0.19 42,842 0.08 28,670 0.03 19,058 0.3537 63.6503
1952 0.21 41,195 0.08 28,135 0.03 19,982 0.3440 66.8595
1953 0.21 49,574 0.08 25,802 0.03 19,574 03832 68.9664
1954 0.22 53301 0.08 25,625 0.04 19,606 0.4013 72.9226
1955 0.21 51,784 0.08 26,908 0.04 20319 03958 69.1752
1956 020 53,153 0.08 26,169 0.04 20,064 0.4001 682364
1957 0.19 53,832 0.08 23,404 0.04 18,790 03925 66.1111
1958 0.21 55,109 0.08 24,945 0.04 20266 0.4080 69.8114
1959 020 60,004 0.08 26,721 0.04 22,957 0.4426 67.8923
1960 020 61,637 0.08 27,530 0.05 24,146 0.4540 68.8332
1961 021 65,981 0.09 29295 0.05 24,988 0.4842 723162
1962 020 74280 0.09 31,475 0.05 27,870 0.5376 69.7140
1963 020 77,080 0.09 32362 0.05 29329 03587 702484
1964 0.19 82,816 0.09 36,590 0.05 33,518 0.6085 692752
1965 0.19 863U 0.10 39356 0.05 34,724 0.6377 69.7422
1966 0.18 91,424 0.09 45,500 0.05 40,593 0.6934 65.7454
1967 0.18 106,491 0.09 56,744 0.05 48289 0.8216 632199
1968 0.16 105,008 0.09 54275 0.05 47,535 0.8034 57.8705
1969 0.14 113,981 0.08 55,789 0.05 53233 0.8624 54.4065
1970 0.14 135,978 0.09 56,981 0.05 55,783 0.9780 55.4620
1971 0.16 143274 0.09 62,631 0.05 61,308 1.0481 60.7662
1972 0.15 118,072 0.09 61,659 0.06 61,191 0.9173 58.9557
1973 0.18 151,672 0.10 71,512 0.06 67,708 1.1327 68.7786
1974 0.19 151,672 0.17 71,512 0.07 67,708 1.1242 80.0196
1975 0.18 110,610 022 58,649 0.09 60,491 0.8664 88.1156
1976 0.15 125,760 0.16 60,827 0.09 64,531 0.9495 71.1501
1977 0.18 124,337 0.16 68,438 0.08 75,368 1.0000 80.0051
1978 0.18 115,996 0.16 71279 0.08 79,431 0.9824 79.4065
1979 0.19 108230 0.20 66,379 0.10 80,705 0.9313 913626
1980 021 133,859 021 94,926 0.15 111,132 1.2348 105.5707
1981 024 141,538 0.30 69,691 0.13 89,199 1.1084 119.9481
1982 024 134,762 028 53,812 0.14 67306 0.9629 118.0498
1983 024 116,878 024 48,875 0.12 63,362 0.8592 110.3016
1984 026 152253 027 61,480 0.14 82,664 1.1090 122.1932
1985 026 169,605 027 59,788 0.14 80,626 1.1738 121.8764
1986 023 160,782 024 60,449 0.12 76,095 1.1281 107.4703
1987 0.18 166296 0.19 59,704 0.11 75,916 1.1465 86.5748
1988 0.19 171,810 020 58,958 0.13 75,737 1.1652 93.1709
1989 021 177,324 024 58213 0.14 75,559 1.1820 104.5482
1990 021 182,838 023 57,467 0.14 75,380 12041 1032602
1991 024 188352 024 56,722 0.15 75201 12307 113.9187
1992 022 193,866 022 55,976 0.15 75,022 12492 106.0186
1993 022 199380 020 55231 0.14 74,843 12777 1023553
1994 023 204,894 020 54,485 0.13 74,665 13050 103.8008
1995 024 210,408 0.19 53,740 0.12 74,486 1.3369 104.1905
26 Sources: Projected Costs and Returns and Whole Farm Analysis for Major Agricultural Enterprises 
Louisiana, various issues for prices and Agricultural Statistics, various issues. Unit for quantities: Ton.
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Table A.12. Estimated Insecticide Prices (Shelf Product)27
Year Ammo
(Pt)
Ambus
h(2EC
Pt)
Asana XL Baythroi Bidrin Counte Curacr Cymus 
(0.66EC d (pt) (8 EC r(15G ) on(8 E h(pt) 
Pt) Pt) pt)
Fundal
(Pt)
1995 13.00 15.38 48.13 1 1 .0 0 1.75 11.55
1994 13.25 14.75 48.75 9.94 1.75 11.69
1993 13.25 14.43 47.25 9.81 11.31
1992 12.38 13.61 9.63 10.94 33.13
1991 11.63 12.38 8.81 1 0 .0 0 33.13
1990 1 0 .8 8 11.50 8.50 1 0 .0 0 31.50
1989 10.38 7.88 1 0 .0 0 30.25 9.00
1988 10.36 7.47 1 0 .0 0 28.75 9.00
1987 10.25 11.63 7.13 28.75 8.53
1986 21.13 9.69 6 .8 8
1985 31.50
Continued
Year Furadan Guthion Karate Larvin Methyl- Pounce Pydrin Scout Temik
(3G lbs) Pt IE (pt) Par. (4E pt)1 (pt) (pt) x-tra (15G
(9EC lbs)
pt)
1995 0.70 3.49 27.13 3.20 2.95 21.13 32.93 3.04
1994 0.69 3.39 27.25 6 .0 2 2 .8 6 21.33 34.38 3.00
1993 1.55 3.09 26.25 5.85 2.69 2 1 .0 0 32.50 2.95
1992 1.50 2.94 25.88 5.66 2.39 20.63 32.25 2.80
1991 1.50 2 .8 8 23.13 5.66 2.19 18.13 29.00 2.65
1990 1.45 2.69 21.38 5.69 2.06 17.50 2.60
1989 0.51 2.53 5.63 1.94 16.82 2.50
1988 0.51 2.47 5.63 1.50 16.38 11.50 2.50
1987 0.52 2.47 5.81 1.39 16.50 2.85
1986 0.52 2.47 6 .0 0 1.39 14.38 2.70
1985 0.51 2.44 1.39 13.12 2.05
27 Sources: Projected Costs and Returns and Whole Farm Analysis for Major Agricultural Enterprises 
Louisiana, various issues.
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Table A.13. Estimated Herbicide Prices (Shelf Product)28
Year 2,4 D- 2,4DB Asulo Atrazin Basagr Bladex Blazer Canop Fusilad Caparo Classic Cotora
LV4 (pt) x (pt) e(4L an 4L 4L (pt) 2L (pt) y (lbs.) e (2000 14L (oz) n4L
(Pt) Pt) Pt) (qt) (lb)
1995 1.75 3.44 6.68 1.38 3.12 7.18 35.85 7.69 7.69 1735 8.13
1994 1.81 3.50 6.68 1.37 2.89 7.08 35.50 7.50 7.63 17.50 8.44
1993 2.03 3.31 5.69 131 2.84 7.03 3435 737 7.19 17.35 8.75
1992 3.00 1.38 2.69 7.09 34.00 11.63 7.18 1735 1231
1991 2.50 138 2.63 735 32.00 11.06 6.88 17.00 11.50
1990 2.19 135 2.44 635 2935 10.16 15.75 11.12
1989 1.94 1.19 231 5.72 27.00 14.80 11.00
1988 1.69 0.98 235 638 29.75 9.06 20.00 10.13
1987 1.75 0.97 235 8.97 30.00 938 20.00 830
1986 1.78 1.06 10.00 235 9.13 8.40
1985 1.09 10.00 235 939 8.40
Continued
Year Crop DSMA Dual Karma Lasso MSM Round Scepter Sen cor Sinbar Stain Surfac Treflan Zonal
Oil (pt) 8E (pt) x(Ibs) (pt) A 6.6 up(pt) (Pt) 4L (pt) (lbs) M4 t  (pt) 4EC 80DF
(Pt) (Pt) (qt) (Pt) (lbs)
1995 0.71 1.04 7.39 4.85 3.15 2.53 7.56 25.45 16.90 23.10 4.46 1.00 3.70 13.15
1994 0.75 1.04 7.56 4.60 3.15 231 7.38 23.13 16.50 4.48 1.19 3.78 1330
1993 0.75 0.88 7.44 4.50 3.09 1.99 738 23.75 16.10 4.88 1.19 3.75 13.00
1992 0.75 0.79 735 4.30 3.03 1.91 732 23.50 14.56 4.80 1.19 3.63 12.90
1991 0.75 0.75 6.88 435 2.88 1.81 735 23.13 21.75 4.15 1.00 3.00
1990 0.63 0.70 6.44 3.75 2.63 1.63 9.50 2135 2035 3.50 0.88 11.40
1989 0.69 0.62 6.00 9.56 3.40 1.50 8.75 20.31 18.75 335 0.88 3.00 1030
1988 0.63 0.58 6.00 335 234 1.38 9.00 1833 1835 3.00 0.75 3.00 9.60
1987 0.69 0.52 5.88 3.40 2.47 1.14 9.38 1833 12.00 3.13 0.75 3.00 935
1986 0.69 0.59 6.06 3.85 2.56 1.31 10.38 11.88 3.63 0.73 3.00 935
1985 0.69 2.10 1.13 8.51 3.57 3.00
Table A.14. Estimated Fungicide Prices (Shelf Product)29
Year Benlate 50% WP 
(lb)
Giberlic Acid 
(cwt)
Rovral 50 WP 
(lbs)
Tilt (oz) TSX (lbs)
1995 15.80 3.00 12.85 2.59 1.65
1994 15.90 3.00 2.51 1.42
1993 14.80 1.45
1992 14.50 1.45
1991 14.00 130
1990 1335 2.30 1.15
1989 12.50 235 1.00
1988 11.75 2.15 1.10
1987 11.80 1.10
1986 11.65
1985 1130
28 Sources: Projected Costs and Returns and Whole Farm Analysis for Major Agricultural Enterprises 
Louisiana, various issues.
29 Sources: the same as the above.
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Table A.15. Estimated Per Acre Insecticide Application
by Commodity (Shelf Product)30
Cotton
Year Ammo Asana Baythr Bidrin Curacro Cymbus Funda Karat Larvi Meth Pydri Scout Temi
(pt) XL
0.66E
C(pt)
oid
(pt)
8EC
(pt)
n 8E (pt) h(pt) I (Pt) e IE 
(pt)
n yl-
Par.
4E
(Pt)
n(pt) x-tra
9EC
(Pt)
k 15G 
(lbs)
1995 0.970 0.264 0.100 0.875 0.790 3.200 3.000 0.360 3330
1994 0.970 0.264 0.100 0.875 0.530 1.880 3.000 0.540 3330
1993 0.970 0.264 0.100 1.175 0.790 1.880 2.500 0.360 3.300
1992 0.970 0.100 1.500 0.640 0.790 1.880 2.500 0.360 3.300
1991 0.490 0.053 1.500 0.640 0.780 1.880 3.000 0360 2.500
1990 0.490 0.053 1.280 1.880 3.000 3330
1989 0.053 1.120 0.750 1252 3.000 0.160 3330
1988 0.053 0.750 1.252 3.500 2.665 3330
1987 1.333 0.053 0.536 1.000 1.252 3.000 3330
1986 1.344 0.500 0.600 7.500
1985 0.640 1.320 7.500
Continued
Year
Soybeans Com Sugarcane Rice
Ambush Methyl- 
2EC pt Par 4E 
Pt
Pounce
Pt
Counter Furadan 
15G 15G
Asana
XL
0.66EC
Pt
Guthion 2L 
Pt
Furadan 
3G (lbs)
Methyl- 
Par. 4E 
(Pt)
1995 030 1.0 0.125 7.0 0.5 8.16 0.13
1994 0 2 0 1.0 0.125 7.0 0.5 8.16 0.13
1993 0 2 0 1.0 0.125 7.0 4.09 8.16 0.13
1992 0 2 0 1.0 0.125 7.0 4.09 8.16 0.13
1991 0 2 0 1.0 0.125 7.0 4.09 5.10 0.15
1990 0 2 0 1.0 7.0 4.09 5.10 0.15
1989 0 2 0 1.0 7.0 4.09 1020 0.60
1988 0.15 1.0 7.0 2.73 18.00 1.00
1987 1.0 7.0 2.73 18.00 1.00
1986 1.0 7.0 2.73 18.00
1985 1.0 7.0 2.72 18.00
30 Sources: Projected Costs and Returns and Whole Farm Analysis for Major Agricultural Enterprises 
Louisiana, various issues.
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Table A.16. Estimated Per Acre Herbicide Applications
by Commodity (Shelf Product)31
Year
Cotton
Bladex Caparol Cotoran 
4L (pt) 4L(qt) 4L(pt)
Crop 
Oil (pt)
DSMA
(pt)
Fusilad 
e 2000  
Pt
Karmax MSMA 
lbs 6.6 (pt)
Surfact
(pt)
Treflan 
4EC pt
Zonal
80DF
lbs
1995 2.00 0.30 220 030 2.50 035 030 1.50 1.00 1.50 0.80
1994 2.50 0.30 1.10 030 2.50 030 030 1.80 130 1.50 0.80
1993 1.00 0.30 1.10 0.45 2.50 0.45 030 1.80 0.80 1.50 0.60
1992 1.00 1.10 0.45 2.50 0.45 030 1.80 0.80 1.50 0.60
1991 1.88 0.83 032 2.53 030 030 135 0.90 1.50 0.80
1990 1.00 0.90 2.50 0.45 0.90 0.80 135 0.60
1989 2.50 1.10 032 1.80 030 1.80 130 1.50 0.60
1988 3.00 1.10 0.32 1.88 030 1.80 1.60 1.50
1987 1.00 138 0.40 0.45 1.80 0.80 1.50
1986 1.00 138 0.40 1.80 0.80 130
1985 1.00 138 0.40 1.80 0.80 1.50
Continued
Soybeans Com Sugarcane Rice
Year 2,4 D Basagr Canop Dual Seep Trefla Atrazin Lass Asulo Atrazin Senco Trefla 2,4 Roun Stam
B an (4L)y (lbs) 8E ter n4EC e4L o x(pt) e4L r4L n4EC D- d-up M4
(pt) (Pt) (pt) (Pt) (pt) (Pt) (Pt) (Pt) (P0 LV4
(Pt)
(pt) (qt)
1995 0.50 0.44 2.00 0.45 1.75 2.00 3.00 130 3.00 2.00 3.00 1.00 0.75 6.00
1994 0.50 0.44 2.00 0.33 2.00 2.00 3.00 130 3.00 2.00 3.00 1.00 0.75 6.00
1993 0.50 0.44 1.00 0.67 2 .00 2.00 3.00 130 3.00 2.00 3.00 1.00 0.75 6.00
1992 0.50 0.44 0.67 2 .00 2.00 3.00 130 3.00 2.00 3.00 1.00 6.00
1991 0.50 033 2 .00 2.00 3.00 130 4.00 2.00 3.00 1.00 6.00
1990 0.50 0.33 1.50 2.00 3.00 130 7.00 3.30 3.00 1.00 6.00
1989 0.50 0.33 1.50 2.00 3.00 130 7.00 3.30 3.00 1.10 6.00
1988 0.50 0.33 2.00 2.00 3.00 130 4.00 3.30 3.00 1.10 4.00
1987 0.50 0.33 1.50 2.00 3.00 130 4.00 3.30 3.00 1.10 4.00
1986 0.45 0.52 1.50 4.00 2.00 1.20 4.00 3.30 3.00 1.10 4.00
1985 0.45 1.50 4.00 2.00 130 4.00 3.30 3.00 1.10 4.00
31 Sources: Projected Costs and Returns and Whole Farm Analysis for Major Agricultural Enterprises 
Louisiana, various issues.
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Table A.17. Estimated Per Acre Fungicide Applications
by Commodity (Shelf Product)32
Cotton Rice
Year TSX(lbs) Benlate50% WP (lbs)
1995 10.00 0.70
1994 10.00 0.70
1993 10.00 0.70
1992 10.00 0.70
1991 10.00 0.70
1990 10.00 0.70
1989 10.00 0.70
1988 10.00 0.70
1987 10.00
1986
1985
Table A.18. Estimated Prices (Shelf Product) for Earlier Years33
Insecticide
Year Atrazin Aldrin Arsenate Carbary! Carbofura DDT 40- Malathio Methyl Rotenon Parathio
80% (lb) 4 e.c. of Lead 80% (lb) n 10% G 50% (lb) n 5 e.c. Par. (pt) e(lb) n (pt)
(Pt) (lb) (lb) (gal)
1983 2.49 0.91 1.44
1982 2.73 0.90 137
1981 0.00 0.00
1980 2.37 234 2.97 137 1.11
1979 2.58 2.05 2.64 137 138
1978 2.65 1.96 2.62 1.33 1.04
1977 2.41 1.97 2.96 1.02 1.00
1976 3 JO 1.55 330 1.01 1.00
1975 3.00 1.35 2.50 1.15 133
1974 2.55 1.05 1.82 0.83 0.68
1973 2.55 0.90 1.82 0.62
1972 2.70 0.91 0.46 1.80 0.69
1971 2.70 1.05 0.50 2.00 0.54
1970 2.85 1.00 0.55 1.84 0.58
1969 2.75 0.90 0.85 0.55 1.80 0.56
1968 2.90 0.88 0.40 0.85 0.50 1.90 0.56
1967 0.40 0.47 1.60
1966 037 037 1.73
1965 0.39 0.39 1.87
1964 037 0.41 1.73
1963 0.40 0.42 1.73
1962 0.45 030
1961 0.45 030
1960 0.40 0.50
32 Sources: Projected Costs and Returns and Whole Farm Analysis for Major Agricultural Enterprises 
Louisiana, various issues.
33 Sources: same as the previous. For earlier years, only price data was collected.
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Continued
Insectcide Herbicide Fungicide
Year Synthetic Toxaphene 6 2,4-D 2 ,4,5 Alachlor Butyiate Trifluralin 4 Cap tan Zineb
Pyrethroi e.c. (Pt) 4 e.c. -T 4 4 e.c. 6.7 ex. ex. (pt) 50% (lb) 75% lb
ds(pt) (Gal) e.c.
(Pt)
(pt) (pt)
1983 6.42 1.12 2.44 2.75 3.75 1.81 2.02
1982 6.47 0.99 233 2.85 4.08 1.88 2.01
1981 0.00 0.00 0.00 1.765 2.09
1980 0.82 1.98 3.31 1.65 2.17
1979 0.78 2.53 1.92 3.04 1.30 1.87
1978 0.64 2.49 1.84 2.99 1.31 1.62
1977 0.67 2.43 1.86 3.04 133 1.64
1976 0.59 231 1.80
1975 0.69 2.19 1.70
1974 0.56 530 1.44 130
1973 0.44 4.00 1.44 1.00
1972 0.43 3.40 131 1.10
1971 0.44 335 131 1.10
1970 0.40 3.60 131 1.00
1969 038 330 1.19 1.00
1968 036 3.55 135 1.15
1967 4.00 135
1966 3.35 135
1965 330 135
1964 3.60 135
1963 3.90 135
1962 4.10 135
1961 4.10 135
1960 4.00 135
Table A.19. Estimated Per Acre Chemical Expenditures 
of Insecticide by Commodity
Year Cotton Soybeans Com Sugarcane Rice
1995 102.41 5.55 1235 7.69 6.10
1994 100.98 5.51 1235 738 6.00
1993 10038 5.34 10.85 12.63 13.00
1992 8934 4.87 10.50 12.02 12.55
1991 77.07 4.52 10.50 11.77 7.98
1990 6839 434 10.15 11.00 7.70
1989 55.49 4.02 10.00 1034 6.37
1988 51.89 3.05 10.00 6.73 10.68
1987 44.95 1.39 10.00 6.73 10.75
1986 4934 1.39 10.00 6.74 936
1985 52.86 139 10.00 6.64 9.18
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table A 30. Estimated Per Acre Chemical Expenditures 
o f Herbicide by Commodity
187
Year Cotton Soybeans Com Sugarcane Rice
1995 53.77 50.13 12.21 57.06 34.18
1994 46.61 47.68 12.19 56.47 3433
1993 39.29 47.44 11.89 5431 36.85
1992 42.21 3933 11.85 44.15 28.80
1991 28.57 14.88 11.40 58.02 24.90
1990 27.78 8.11 1039 75.49 21.00
1989 33.59 12.23 12.58 7938 19.50
1988 30.09 12.92 8.98 7332 12.00
1987 2531 11.39 935 52.53 12.52
1986 21.52 9.00 936 52.49 1432
Table A.21. Estimated Per Acre Chemical Expenditures 
o f Fungicide by Commodity
Year Cotton Rice
1995 16.50 11.06
1994 14.20 11.13
1993 14.50 10.36
1992 14.50 10.15
1991 13.00 9.80
1990 11.50 9.28
1989 1 0 .0 0 8.75
1988 11.00 8.23
1987 11.00 0 .0 0
1986 0 .0 0 0 .0 0
1985 0 .0 0 0 .0 0
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Table AJ.2. Planted Acreage by Major Commodity
Year Cotton Rice Sugar Cane Com Soybeans
1949 1,000,000 599,000 301,000 790,000 218,000
1950 755,000 569,000 295,000 853,000 246,000
1951 970,000 632,000 279,000 725,000 245,000
1952 910,000 605,000 295,000 703,000 209,000
1953 1,020,000 620,000 299,000 605,000 177,000
1954 703,000 682,000 266,000 647,000 228,000
1955 630,000 530,000 248,000 628,000 237,000
1956 588,000 456,000 222,000 597,000 312,000
1957 466,000 418,000 243,000 567,000 263,000
1958 379,000 415,000 239,000 505,000 286,000
1959 520,000 459,000 272,000 449,000 310,000
I960 525,000 464,000 279,000 395,000 308,000
1961 595,000 465,000 299,000 312,000 283,000
1962 581,000 512,000 284,000 271,000 287,000
1963 535,000 512,000 317,000 266,000 375,000
1964 534,000 515,000 345,000 229,000 508,000
1965 516,000 517,000 312,200 213,000 642,000
1966 367,000 567,000 312,200 180,000 890,000
1967 348,000 567,000 314,000 168,000 1,353,000
1968 423,000 681,000 299,000 157,000 1,475,000
1969 440,000 613,000 257,000 151,000 1,696,000
1970 465,000 525,000 286,000 152,000 1,730,000
1971 510,000 524,000 326,000 120,000 1,695,000
1972 690,000 523,000 335,000 89,000 1,712,000
1973 530,000 624,000 341,000 74,000 1,620,000
1974 650,000 661,000 331,000 71,000 1,800,000
1975 320,000 660,000 329,000 60,000 2,000,000
1976 570,000 570,000 315,000 90,000 2,280,000
1977 545,000 480,000 322,000 86,000 2,850,000
1978 515,000 590,000 289,000 65,000 3,100,000
1979 470,000 530,000 262,000 57,000 3,400,000
1980 570,000 615,000 254,000 50,000 3,450,000
1981 700,000 670,000 265,000 45,000 3,110,000
1982 605,000 600,000 255,000 55,000 3,000,000
1983 420,000 390,000 265,000 70,000 2,670,000
1984 650,000 530,000 230,000 95,000 2,500,000
1985 640,000 465,000 250,000 220,000 2,250,000
1986 580,000 430,000 270,000 400,000 1,880,000
1987 605,000 425,000 285,000 225,000 1,700,000
1988 753,000 545,000 305,000 145,000 2,000,000
1989 685,000 565,000 315,000 160,000 1,950,000
1990 810,000 555,000 245,000 200,000 1,800,000
1991 875,000 560,000 345,000 275,000 1,150,000
1992 890,000 630,000 375,000 325,000 1,220,000
1993 890,000 545,000 390,000 230,000 1,350,000
1994 900,000 625,000 380,000 320,000 1,150,000
1995 1,085,000 575,000 400,000 230,000 1,070,000
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Table A.23. Average Chemical Prices Weighted by Product Usage in
Major Commodities and Expenditure Shares by Product Class
Year
Average Chemical Prices Weighted by 
Product Usage in Major Commodities
Expenditure Shares by Product Class
T-T Price 
IndexInsecticide Herbicides Fungicides Insecticide Herbicides Fungicides
1995 627 6.14 635 0.41 0.51 0.08 1.598
1994 5.72 5.82 735 0.40 0.53 0.07 1.546
1993 4.62 6.64 6.52 0.41 0.52 0.07 1.533
1992 3.96 6.42 6.86 0.41 0.51 0.08 1.486
1991 3.81 4.05 626 0.47 0.44 0.09 1.348
1990 3.88 3.41 6.07 0.46 0.45 0.09 1299
1989 322 435 620 0.36 0.56 0.08 1290
1988 2.66 3.89 5.57 037 0.54 0.09 1 2 2 0
1987 2.03 4.06 5.52 038 0.56 0.07 1.167
1986 1.95 330 4.96 0.43 0.57 0.00 1.083
1985 2.06 3.87 1.00 0.46 0.54 0.00 1.141
1984 2.07 3.95 1.00 0.45 0.55 0.00 1.147
1983 1.81 3.47 1.00 039 0.61 0.00 1.075
1982 1.60 2.93 1.00 0.41 0.59 0.00 1.010
1981 1.72 3.15 1.00 0.46 0.54 0.00 1.048
1980 1.71 322 1.00 0.45 0.55 0.00 1.052
1979 127 3.49 1.00 0.48 0.52 0.00 1.014
1978 125 3.73 1.00 0.41 0.59 0.00 1.025
1977 1.12 3.65 1.00 0.43 0.57 0.00 1.000
1976 1.12 335 1.00 0.46 0.54 0.00 0.980
1975 1.07 3.73 1.00 039 0.61 0.00 0.998
1974 125 3.57 1.00 0.45 0.55 0.00 1.016
1973 1.27 2.72 1.00 0.44 0.56 0.00 0.952
1972 1.16 2.36 1.00 0.44 0.56 0.00 0.905
1971 1.20 2.43 1.00 0.44 0.56 0.00 0.918
1970 120 2.46 1.00 0.44 0.56 0.00 0.920
1969 1.11 2.34 1.00 0.44 0.56 0.00 0.896
1968 1.04 2.40 1.00 0.44 0.56 0.00 0.890
1967 0.82 2.63 1.00 0.44 0.56 0.00 0.870
1966 0.82 230 1.00 0.44 0.56 0.00 0.843
1965 0.88 228 1.00 0.44 0.56 0.00 0.851
1964 0.84 2.43 1.00 0.44 0.56 0.00 0.856
1963 0.85 2.58 1.00 0.44 0.56 0.00 0.872
1962 038 2.68 1.00 0.44 0.56 0.00 0.754
1961 0.38 2.68 1.00 0.44 0.56 0.00 0.754
1960 0.45 2.63 1.00 0.44 0.56 0.00 0.776
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Table AJ24. Tom qvist-Theil Quantity and Price Index of Pesticide
Year T-T Price Index Total Expenditure34 
(Million dollars)
Indirect T-T 
Quantity Index
Implicit Price
1949 0.6265 4.1 0.1280 31.7638
1950 0.6399 52 0.1615 32.4433
1951 0.6533 5.7 0.1717 33.1228
1952 0.6667 5.5 0.1640 33.8023
1953 0.6801 4.0 0.1170 34.4818
1954 0.6935 3.8 0.1090 35.1613
1955 0.7069 4.0 0.1109 35.8408
1956 0.7203 4.5 0.1245 36.5203
1957 0.7337 2.7 0.0720 37.1998
1958 0.7471 2.4 0.0639 37.8793
1959 0.7605 3.6 0.0939 38.5588
1960 0.7763 4.1 0.1051 39.3593
1961 0.7535 5.4 0.1402 382031
1962 0.7535 6.7 0.1750 382031
1963 0.8715 7.6 0.1722 44.1860
1964 0.8562 8.9 02040 43.4104
1965 0.8512 9.7 02247 43.1549
1966 0.8426 10.6 02471 42.7206
1967 0.8702 16.7 0.3785 44.1176
1968 0.8903 19.4 0.4293 45.1362
1969 0.8958 23.3 0.5137 45.4183
1970 0.9196 23.9 0.5132 46.6241
1971 0.9175 28.7 0.6165 46.5193
1972 0.9047 34.5 0.7532 45.8663
1973 0.9517 36.0 0.7462 482502
1974 1.0161 38.8 0.7531 51.5176
1975 0.9977 46.0 0.9099 50.5820
1976 0.9796 54.8 1.1035 49.6648
1977 1.0000 50.7 1.0007 50.7000
1978 1.0252 70.0 1.3471 51.9794
1979 1.0143 91.4 1.7778 51.4242
1980 1.0521 95.0 1.7815 53.3393
1981 1.0485 113.8 2.1416 53.1589
1982 1.0105 117.1 22859 512301
1983 1.0753 103.5 1.8978 54.5197
1984 1.1468 122.5 2.1060 58.1426
1985 1.1412 110.5 1.9106 57.8588
1986 1.0826 107.6 1.9610 54.8888
1987 1.1668 109.6 1.8522 59.1550
1988 1.2196 106.6 1.7242 61.8359
1989 1.2900 135.8 2.0766 65.4028
1990 1.2991 152.4 22140 65.8656
1991 1.3476 187.7 2.7472 682215
1992 1.4865 189.9 2.5200 75.3640
1993 1.5334 182.6 2.3489 77.7459
1994 1.5462 1882 2.4004 78.3945
1995 1.5976 178.0 2.1981 80.9998
34 McGath, C. http://151.121.66.126:80/briefmg/Jbe/pesticide.wkl ERS, USDA.1997.
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Table A.25. Quantity and Price Indices of Output
Year
Total Gross Farm Price Index of 
Income35 (Millions) Output36 (67 =100)
T-T Price 
Index
T-T Quantity 
Index
Implicit Price Research
Expenditure37
(Mill.)
1949 423.1 71 0.5573 0.5316 795.9356 135
1950 404.5 67 0.5259 0.5385 751.0942 1.52
1951 470.5 72 0.5651 0.5829 807.1460 1.53
1952 508.1 76 0.5965 0.5964 851.9874 1.67
1953 472.7 83 0.6515 0.5080 930.4600 1.86
1954 448.0 77 0.6044 0.5190 863.1978 2.16
1955 444.8 89 0.6986 0.4458 997.7221 2.74
1956 438.2 82 0.6436 0.4767 9193496 3.08
1957 423.3 71 0.5573 0.5318 795.9356 3.21
1958 445.6 71 0.5573 0.5598 795.9356 3.51
1959 455.0 86 0.6750 0.4719 964.0911 3.61
1960 446.8 84 0.6593 0.4745 941.6703 3.92
1961 491.5 90 0.7064 0.4871 1008.9325 430
1962 513.6 90 0.7064 0.5091 1008.9325 4.45
1963 585.1 101 0.7928 0.5168 11323465 436
1964 576.6 106 0.8320 0.4852 11883983 5.15
1965 575.7 105 0.8242 0.4891 1177.0879 5.54
1966 647.1 98 0.7692 0.5890 1098.6154 5.61
1967 714.2 100 0.7849 0.6371 1121.0361 6.93
1968 753.1 113 0.8870 0.5945 1266.7708 730
1969 736.1 107 0.8399 0.6137 1199.5086 7.42
1970 779.0 115 0.9027 0.6043 1289.1915 7.73
1971 815.7 119 0.9341 0.6115 1334.0330 8.67
1972 923.3 124 0.9700 0.6665 13853540 9.22
1973 1257.9 117 0.9200 0.9573 1313.9440 10.36
1974 1414.0 112 0.8800 1.1251 1256.8160 11.62
1975 1245.2 113 0.8900 0.9796 1271.0980 12.66
1976 1457.8 118 0.9300 1.0976 1328.2260 14.51
1977 1428.2 127 1.0000 1.0000 14283000 16.12
1978 1625.7 127 1.0000 1.1383 14283000 18.35
1979 1867.0 143 1.1200 1.1672 1599.5840 21.47
1980 1876.4 103 0.8100 1.6220 1156.8420 23.31
1981 1975.8 140 1.1000 13577 1571.0200 26.42
1982 2139.7 150 1.1800 13696 1685.2760 29.64
1983 2134.9 125 0.9800 1.5253 1399.6360 30.21
1984 1993.1 150 1.1800 1.1827 16853760 30.78
1985 1719.7 145 1.1400 1.0562 1628.1480 32.42
1986 1621.3 135 1.0600 1.0709 1513.8920 31.05
1987 1836.8 153 1.2000 1.0717 1713.8400 30.05
1988 2116.7 169 1.3300 1.1143 1899.5060 30.64
1989 2165.0 161 1.2600 13031 1799.5320 30.86
1990 2199.2 168 1.3200 1.1665 1885.2240 32.92
1991 2170.0 163 1.2793 1.1876 1827.1431 34.44
1992 2277.9 176 1.3851 1.1515 1978.1467 35.10
1993 2310.6 166 1.3005 1.2440 1857.3438 36.20
1994 2489.7 183 1.4379 13123 2053.6485 37.31
1995 2435.1 175 13703 1.2443 1957.0062 38.41
33 Zapata, H. O. and David Frank. Agricultural Statistics and Prices for Louisiana.
36 Economic Research Service, USDA. Agricultural Statistics, various Issues.
37 U.S. Department of Agriculture. Inventory of Agricultural Research. Various issues.
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Table A. 26. Public, Extension, and Private, and Spillover Expenditures
____________________  (Millions of 1977 Dollars)  ________________
Year Public31 Private39 Extension" Spillover4
1949 4.579 7.362 6.666 975.30
1950 5.226 7362 6.950 827.34
1951 4.820 7362 6344 80939
1952 5.130 7362 6370 862.67
1953 5.534 7362 6.494 865.89
1954 6.179 7362 6.388 946.87
1955 7.577 7.362 7.507 990.11
1956 8.031 18.933 8.036 973.63
1957 7.970 21.133 8.099 109333
1958 8.817 25.296 8.604 1239.42
1959 8.558 23.102 8.747 1255.60
1960 9.015 24.985 9.116 1267.01
1961 9.637 23.827 9305 1326.11
1962 9.604 24.647 9326 135134
1963 9.171 25.734 9.150 1414.93
1964 10.419 26.756 9.626 1507.80
1965 10.703 29.078 10.069 1614.56
1966 10.265 30.438 9.769 1649.39
1967 12.145 31382 10369 1691.59
1968 11.267 29.469 9.474 1499.44
1969 11.646 32352 10.011 1580.93
1970 11.558 31.590 10.886 1626.51
1971 12.525 31.452 12.804 1678.79
1972 12.752 31.769 12.459 1947.05
1973 13.408 33.582 12.278 1972.54
1974 13.747 34.071 11.505 1949.65
1975 13.997 33.542 12342 2055.31
1976 15.319 33.368 13.189 270430
1977 16.115 41.954 13.105 2315.95
1978 17.241 44.488 13.429 2384.19
1979 18.539 45.634 13.722 2364.17
1980 19.478 48.897 14350 2522.38
1981 20.188 49.135 14.724 2597.08
1982 22.834 49.932 17.966 2542.71
1983 19.844 50.613 15.896 2458.89
1984 19.249 51.971 15308 2450.54
1985 19.251 54312 15.053 2529.13
38U.S. Department of Agriculture. Inventory o f Agricultural Research. Technical Information Systems, 
Science and Education Administration, U.S. Department of Agriculture. Beltsville. Various issues.
39 Private in Louisiana = Total national private investment/71. Total national private expenditures were 
obtained from Huffman and Evenson (1993).
40 Same as footnote 39.
41 Spillover = Total national public expenditures -  public expenditures in Louisiana. National public 
expenditures were obtained from Huffinan and Evenson (1993).
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Continued
1986 17.743 56.550 14.714 2539.40
1987 16.508 58.989 13.025 258533
1988 17.092 61.533 13.728 2781.51
1989 15.160 64.186 11.840 2608.72
1990 I5J85 66.954 11.816 2630.50
1991 16.095 69.444 12.523 2689.17
1992 16.403 72.045 12.680 2708.88
1993 16.920 74.645 13.041 272838
1994 17.436 71246 13.403 2747.87
1995 17.952 79.847 13.764 276737
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SAS CODES FOR NONPARAMETRIC APPROACH 
Version: 1.5F
Title: Evaluation of Return to Research Investment
(Nonparametric Approach Part)
Date: Summer 1997 —  Spring 1998
Options nodate nocenter nonumber ls=100 ps=40;
Goptions reset=global gunit=pct
cback=white colors=(black blue green red) 
htitle=5 htext=3 ftext=zapf border; 
titlel 'Marginal Effect of Research on Agricultural Productivity'; 
title2 'Louisiana, 1949-1995';
footnotel justify=right 'Department of Agribus. & Ag. Economics, LSU';
This section is used to read Ms Excel files as an input data. 
Block the section if your input data file is in plain text.
proc access dbms=xls;
f
create work.np.access;
path="c:\a yongli\dissert\kz2";
WORKSHEET='all';
GETNAMES=yes;
list all;
create work.np.view;
select all;
run;
data dataNonp ;
set work.np;
run;
*proc print data=dataNonp;
run;
* the end of the section. *
* Part I. Proc IML to implement NP approach +
* / ;
proc IML workspace=400; 
use dataNonp;
read all var {pO} into p; /* p = output price vector */;
read all var (xO) into q; /* q = output quantity vector */;
read all var{pl p2 p3 p4 p5 p6 p7 p8 p9 plO) into r;/*r=input price matrix*/;
read all var{xl x2 x3 x4 x5 x6 x7 x8 x9 xlO) into x;/*x=input quantity matrix
* / ;
read all var{xlr} into LR; /* previous year observations of research */;
t= nrow(r); /* t = observation number */;
s= ncol(r); /* s = number of inputs */;
RHS = j(t,t,0); /* RHS=right hand side matrix stored constants */;
nn = t; /‘default loop number, for coding only */;
/* create module DIFFERENCE used to calculate differences */; 
start DIFFENCE; /* calculate x(i)-x(i-l) where x is txs matrix, k is 
in/out-put k */; 
diff = j(t,t,0);
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do j = 1 to t;
do i = j+1 to t;
diff[i,j]= x [ j, k) - x[i,k] ; /* matrix diff(t x t) stored
differences */; 
end; 
end;
finish; /* the end of module of DIFFERENCE */;
/* output */ 
x = xI| q; 
k =s+l; 
run DIFFENCE;
ydiff = diff; /‘matrix for output intermediate results (t x t), y (i)-y(i-m)*/; 
x = x[,l:s];
‘print ydiff;
/* input */; 
do yr = 1 to nn;
RHS_X = j (t,s-1,0) ; /*RHS_X=intermediate results of differences for
input sides*/;
do k = 1 to s-1; 
run DIFFENCE;
rhs_x[,k]=diff[,yr]; /‘matrix for input inter. results(t x s-1), x(i)- 
x(i-m)*/; 
end;
rhs[,yr] = rhs_x*r[yr,1:(s-1)]‘ - p[yr)‘ydiff[,yr];
/* final results of rhs, constant part */;
end;
‘print rhs;
/* re-write right side results in tx(t-l)/2 by 1 for Proc LP */;
bb = j(t*(t—1)/2,1,0); /* bb stored rhs constants, t x t(t-l) /2 */;
starting=l;
ending =t-l;
do j=l to t-1;
bb[starting:ending] = rhs[(j+1):t,j]; 
starting = ending+1; 
ending = ending+t-l-j; 
end;
free diff rhs_x rhs; /* free memory */;
bb=bb/1000; /* both sides of LP divided by 1000 to avoid machine overflow */;
/* Research coefficients */ 
xr=LR//x[,s];
‘print xr;
A = j (t, 8, 0) ;
/* A(t) = al * R(t-1) + a2 * R(t-2) + ... , tech change due to Research*/;
do yr = t+1 to t+t; /* where al=alphal + betal * lagged year, etc. */;
do m=l to 7; /* for first to seventh lagged years */;
A[yr-t,l] = A[yr-t,1] + xr[yr-m];
A[yr-t,2] = A[yr-t,2] + m*xr[yr-m];
end;
do m = 8 to 15;
/* for eighth to fifteenth lagged years */; 
mm2 = yr-m;
A[yr-t,3] = A[yr-t,3] + xr[mm2];
A[yr-t,4] = A[yr-t,4] + m*xr[mm2];
/* for 16th to 23th lagged years */; 
mm3 = yr-m-8;
A[yr-t,5] = A[yr-t,5] + xr[mm3];
A[yr-t,6] =A[yr-t,6] + (m+8)*xr[mm3];
/* for 24th to 30th lagged years */; 
mm4 = yr-m-16;
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A[yr-t,7] = A[yr-t,7] + xr[mm4];
A[yr-t,8] = A[yr-t,8] + (m+16)*xr[mm4 ];
end;
end;
*print A;
/* create module DIFF_R used to calculate differences of A(t) •/; 
start DIFF_R; 
diff = j (t,t,0) ; 
do j = 1 to t;
do i = j+1 to t;
if i>l then diff[i,j]= A[i,k] - A[j,kl; /* diff = results */ 
end; 
end; 
finish;
start PYDIFF_R; 
do i=l to t;
diff[,i]=p [i]*diff[,i]; 
end; 
finish;
/•for alpha_l */; 
k=l;
run DIFF_R; 
run PYDIFF_R;
DX= diff; /• DX stores alpha_l
coefficients */;
/* for the rest */; 
do k=2 to 8; 
run DIFF_R; 
run PYDIFF_R;
DX = DX|Idiff; /* DX stores all alpha and beta
coefficients */; 
end;
free A diff;
•print dx;
aa = j(t*(t-1)/2,8,0); /*aa=coefficients of left-hnd side, t*(t-l)/2 by 8*/; 
do j=l to 8; /* column stands for decision variables al, bl, ...a4,
b4 */;
starting=l; 
ending =t-l;
do i= 1 to t-1; 
ii= (j —1)*t +i;
aa[(startingrending), j] = DX[i+l;t,ii]; 
starting = ending+1; 
ending = ending+t-i-1; 
end;
end;
free DX;
aa=aa/1000; /* both sides of LP divided by 1000, to avoid overflow of the
machine.*/;
/* spine restriction */;
resl={l 1 0 0 0 0 0 0 } ;
res2={0 0 0 0 0 0 1 31};
res3={l 7 - 1 - 7 0 0 0  0};
res4={0 0 1 15 -1 -15 0 0);
res5={0 0 0 0 1 23 -1 -23);
res = resl//res2//res3//res4//res5;
AA=AA//res;
bl=j(5,1,0); /* set rhs = 0 for above restrictions */;
bb=bb//bl;
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free / AA bb;
/* create new SAS data set for proc LP */;
AA=AA|Ibb; 
vamames= • A1 ’: ' A9 * ;
create dataLP from AA [colname=varnames]; 
append from aa; 
close dataNonp;
quit; /*“  THE END OF IML *“ /;
run;
/ *
* Part II. Create data sets, Proc LP, calculate MP, and display outputs
graphically;*
* / ;
/* data sets for the coefficients of objective function,
variables, transformation, and additional restrictions */;
data object; /* dataset for objective function coefficients */;
input al-a8 80; 
cards;
1 1 1 1 1 1 1 1
i
run;
data variabls; /‘dataset for decision variables which are originally 
unrestricted*/; 
set object; 
run;
data Tran;
input al-a4 00; /‘dataset for artificial variables which are non-negative*/; 
cards;
1 1 - 1 0
1 1 - 1 0
1 1 - 1 0
1 1 - 1 0
1 1 - 1 0
1 1 - 1 0
1 1 - 1 0
1 1 - 1 0
»
run;
data a; /* dataset for A(t) */;
array a{9) al-a9;
do i = 1 to 7; 
do j=l to 9;
if j= 1 then a{j}=l; 
else if j=2 then a{j > =-1; 
else if j=3 then a{j > =-i; 
else a{j} = 0; 
end; output; 
end;
do k =1 to 3; 
do i = (k*8) to (k+1) *8-1; 
do j=l to 9;
if j= 1 then a{j}=l; 
else if j=2*(k+l) then a{j} =-1; 
else if j=2*(k+l) +1 then a{j} =-i; 
else a{j} = 0;
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end; output; 
end; 
end;
data varAj; /* dataset for decision variables which are originally
unrestricted*/; 
set object; 
run;
*proc print data=a; 
run;
/* Generate Proc LP data input in sparse data format;
which is flexible to modify coefficients of LP problem required by the 
nonparametric */;
proc means data=dataNonp noprint; /* Determine the number of observation*/;
output out=myout n=nobs;
run;
data myout2; 
set myout;
keep nobs; /* drop other varibles (_type_) */;
run;
data model; 
array a{9> al-a9;
length _type_ $ 8 _row_ $ 12 _col_ $ 8; 
keep _type row col coef_;
/* generate the objective funciton */;
_type_ = 'MIN'; /* minimize */;
_row_ = ' O B J ' ;  /* object function */;
set myout2;
nequs=nobs*(nobs-1)/2+5; /* calculate total number of equations */
link readobj; 
do k=l to 8; 
do j=l to 2;
_col_='X '|I put(k,1.) I I put(j,1.};
_coef_=(l)**(j+1) *a{k}; output; 
end; 
end;
/* generate the constraints */;
do i=l to nequs-5; /* basic part */;
link readData;
_row_ = ’Time'|I put(i,4.); 
do j=l to 9;
if j=9 then do;
 col  = '_RHS_*;
_type_ = 'GE';
_coef_ = a{j>; output; 
end; 
else do;
_type_ =
 col  = 'X 'I I put (j,1.);
_coef_ = a {j}; 
output; 
end;
end; 
end;
do i=nequs-4 to nequs; /* spine restriction */;
link readData;
/* right-hand side */;
/* greater than or equal to */;
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_row_ = 'Time*I I put(i, 4.); 
do j=l to 9;
if j=9 then do;
_col  = *_RHS_';
_type_ = 'EQ'; /* equal */;
_coef_ = a{j}; output; 
end; 
else do;
_type_ = '' ;
_col_ = *X’||put(j,1.);
_coef_ = a{j}; 
output; 
end;
end; 
end;
_row_ = 'VARIABLS'; 
link readVar; 
do k=l to 8;
_type_ = 'unrstrct';
_col_=’X 'I I put(k,1.) ; 
output; 
end;
do i=l to 8; /‘transformation of unrestricted variables*/;
link readTran;
_row_ = 'Tran'I I put(i, 1.); 
do j=l to 4;
if j=4 then do;
 col  = ’_RHS_';
_type_ = ’EQ';
_coef_ = a{j}; output; 
end; 
else do;
_type_ = "  ;
if j = 1 then _col_ = 'X'I|put(i,1.);
else _col_ = 'X' I I put(i,1.)IIput(j-1,1.); /*X11, X12,.. .artificial 
variables*/;
_coef_ = a {j};
output;
end;
end;
end;
do i=l to 31; /* coefficients of A(t) */
link readA;
_row_ = 'A 'I I put(i, 2.); 
do j=l to 10;
if j=10 then do;
 col  = '_RHS_' ;
_type_ = ' EQ';
_coef_ =0; output; 
end; 
else do;
_type_ = ’’;
if j = 1 then _col_ = 'Aj'||put(i,2.); 
else _col_ = 'X'|Iput(j-1,1.);
_coef_ = a{j}; 
output; 
end;
end;
end;
_row_ = 'AjOnr'; /* lift non-neg restriction x(i) >= 0 */;
link readAj;
do k=16 to 23;
/* unrestricted variables */; 
/‘decision variables are unrestricted */
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_type_ = 'lowerbd' ;
_rhs_ = .;
_col_='Aj1| | put(k, 2.) ;
_coef_= 0.005-0.0008*(k-17) ; 
output; 
end;
readobj: set object; return; 
readData: set dataLP; return; 
readvar: set variabls; return; 
readTran: set Tran; return; 
readA: set A; return; 
readAj: set varAj; return; 
run;
♦proc print; 
run;
/♦ solve the model */;
proc LP data=model sparsedata printlevel=-l primalout=primal;
RESET MAXIT1=1000; 
run;
/♦ report the solution ♦/ 
data solution; 
set primal;
keep _var status_ _value_;
/♦ calculate marginal product based on the solutions of decision variables 
proc IML; 
use solution;
read all var (_value_) into S; /* S = solutions of LP ♦/;
x=j(8,1,0); 
j =32;
do i=l to 8; /♦ x(i) = decision variables, i= 1, ...8
x[i]= s [j]; 
j = j  + 3; 
end;
♦print x;
y= j (31,1,0); 
do t=l to 7;
y[t]= x(l] + t*x[2]; /* y = calculated marginal product */;
end;
do m=l to 3; 
do t=l to 8;
y[m*8+t-l]=x[2*m+l] +(m*8+t-l) *x[2* (m+1) 1; 
end; 
end;
yl=j(31,1,0) ; 
do i=l to 31;
yl [32-i]=i; 
end;
y=ylI Iy;
varnames={Year MP);
create MP from y [colname=vamames] ;
append from y;
close solution;
quit;
run;
proc sort data = MP;
by year;
ran;
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pcoc print noobs; 
run;
proc gplot data=MP; /* graphically display outputs
label mp='Marginal Effect' 
year='Lagged Years'; 
symboll interpol=join ci=blue value=dot height=3 cv=red; 
plot mp*year / frame ; 
run; 
quit;
/********************.**************************************
/*
/* SAS CODES FOR PARAMETRIC APPROACH 
/ *
/* Version: 1.0
/* Title : Evaluation of Return to Research Investment
/* (Parametric Approach Part)
/* Date: Spring 1998
/ */***********************************************************
Options nodate nocenter nonumber ls=90 ps=60;
titlel 'Evaluation of Returns to Research Investment';
title2 'Louisiana, 1949-1995,’;
footnotel justify=right 'Dept, of Agribus. & Ag. Econ., LSU';
* This section is used to read Ms Excel files as an input data. *
* Block the section if your input data file is in plain text. *
proc access dbms=xls; 
create work.p.access; 
path="c:\research\yongli\econ";
WORKSHEET=•econl';
GETNAMES=yes; 
list all;
create work.p.view; 
select all; 
run;
data dataP ; 
set work.p;
run;
*proc print data=dataP; 
run;
the end of the section.
/ *
* Part I. Construct Public, Private, Extension, Spill-over varialbes.
*
* / ;
proc IML; 
use dataP;
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read all var {X0} into y;
read all var{xl x2 x3 x4 x5 x6 x7 x8 x9 w} into x;
read all var{xl0 xll xl2 xl3} into R;
read all var{xl4 xl5 xl6 xl7} into Rlag;
*R[,1] = R[,l]+R[,2];
t= nrow(r);
R=rlag//r;
*print y, x, r, rlag;
PubLag ={
0.00000 0.00003 0.00005 0.00008 0.00010 0.00013
0.00015
0.00018 0.00020 0.00100 0.00180 0.00260 0.00340
0.00420
0.00500 0.00580 0.00660 0.01788 0.02917 0.04045
0.05173
0.06302 0.07430 0.08558 0.09687 0.08072 0.06458
0.04843
0.03229 0.01614 0.00000
}; /* Public research lags, obtained from the nonparametric approach
investigation*/;
Almond = {0.8 0.2 0.0};
* Almon Lag;
Almon5 = {0.00000 0.20000 0. 30000 0.30000 0.20000
0.00000};
AlmonlO = { 0.00000 0.05455 0.09697 0.12727 0.14545
0.15152
0.14545 0.12727 0.09697 0.05455 0.00000};
Almonl5 ={
0.00000 0.02500 0.04643 0.06429 0.07857 0.08929
0.09643 0.10000 0.10000 0.09643 0.08929 0.07857
0.06429 0.04643 0.02500 0.00000
}; /* Almon lag, Y. Zhu & R. Kazmierczak, 1995; Yee, 1992*/;
Almon30 ={ 
0.00000  
0.03204 
0.03582 
0.04917 
0.04983 
0.04449 
0.04205 
0.01802 
0.01246 
};
0.00645
0.03915
0.05006
0.03915
0.00645
0.01246
0.04205
0.04983
0.03582
0 . 0 0 0 0 0
0.01802
0.04449
0.04917
0.03204
0.02314
0.04650
0.04805
0.02781
PriLagds={
0.00014 0.00028 0.00043 0.00057
0.00217 0.00275 0.00334 0.00393
0.00429 0.00356 0.00285 0.00213
0.02781
0.04805
0.04650
0.02314
0.00071
0.00452
0.00142
0.00085 0.00099 0.00158
0.00510 0.00569 0.00498
0.00071 0 0 0 0 0 0 0 0 0
}; /* Lag coeff. for OS. private, form Chavas and Cox, 1992 */;
PubLagUS={
0 0 0 0 0 0 0 0.00092 0.00184 0.00275 0.00367 0.00459
0.00551 0.00645 0.00734 0.02639 0.04544 0.06448 0.08353 0.10257
0.12162 0.14067 0.15971 0.13975 0.11978 0.09982 0.07986 0.05989
0.03992 0.01996 0
}; /* Lag coeff. for OS. private, form Chavas and Cox, 1992 */;
*** Public Research;
Pub=j(t,l, 0); 
do i=l to t;
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sum =0; 
do j= 1 to 15;
sum = sum + almonl5[j ]*R[2*t-j-i+2-15,1]; /* starting point=-3 */;
end;
pub[t-i+1]=sum; 
end;
*print pub;
*“  Extension Variable;
/* unblock it if Ext lag is imposed. */;
Ext=j(t, 1, 0); 
do i=l to t; 
sum = 0; 
do j= 1 to 2;
sum = sum + almonU[ j ] *R[2*t-i-j+2,2]; 
end;
Ext[t-i+1]=sum; 
end;
*print Ext;
*Ext=R[t+l:2*t,2]; /* ext lag = 0 , block it if ext lag is assumed */;
*“  Private Variable;
Pri=j(t,l, 0); 
do i=l to t; 
sum =0; 
do j= 1 to 15;
sum = sum +almonl5 [ j ] *R[2*t-i-j+2, 3] ; 
end;
Pri[t-i+1]=sum; 
end;
‘print pri;
*“  Spill-over Variable;
Spill=j(t, 1, 0); 
do i=l to t; 
sum =0; 
do j= 1 to 15;
sum = sum + almonl5 [ j ] * (R[2*t-i-j+2, 4 ]-R[2*t-i-j+2,1]) ; 
end;
Spill[t-i+1]=sum; 
end;
‘print Spill;
/* create new SAS data set*/;
RD=PubI IPriI I Ext I I Spill;
‘print RD;
create dataP2 var (Pub Pri Ext Spill}; 
append from RD;
Almon=j(1,15,0)I IAlmonlS;
Lag= Publ ag //Almon // Pub 1 agOS//P r i LagCJS ; 
Lag=lag';
‘print Lag;
vamames= [Publag Almon PriLagOS PublagDS); 
create dataLag from Lag [colname=vamames]; 
append from Lag;
close datap;
quit;
run;
/ *
* Part II. Regression, Parametric Approach;
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*
* / ;
data dataReg; 
set dataP; 
set dataP2;
ly=log(xO);
lxl=log(xl); lx2=log(x2); lx3=log(x3); lx4=log(x4); lx5=log(x5);
lx6=log(x6); lx7=log(x7); lx8=log(x8); lx9=log(x9);
lxllx2=log(Xl+x2);
lx81x9=log(x8+x9);
lPrilSp=log(pri+spill);
lPubl£xt=log(pub+ext) ;
lPbExPr=log(pub+ext+pri) ;
lx31x4=log(x3+x4); lx51x6=log(x5+x6);
lfamhir=log(xl/x2); lxl2=lfamhir;
lpub=log(pub); lpri=log(pri/71); lext=log(ext); lsp=log(spill); 
w=w;
*proc print noobs; 
run;
proc reg outest=results ;
model ly = lfamhir 1x3 1x4 1x51x6 1x7 1x8 1x9 lpub lext lpri lsp w;
*plot residual.‘predicted.='*'; 
output out=myout p=yhat r=e; 
run;
/ *
options ls=90 ps =30; 
proc plot data=myout; 
plot e*yhat="‘"; 
run;
* / ;
options ls=90 ps =75;
‘proc print data=results;
‘proc print data=myout; 
run;
/ *
* Part III. Misspecification Tests*
* / ;
data dataTEST; 
set myout; 
yhat2=yhat * yhat; 
yhat3=yhat2*yhat; 
e2=e*e; 
elag=lag(e); 
elag2=elag*elag;
/* Normality test*/;
proc univariate normal plot;
titlel 'Normality Test';
var e;
run;
/* Functional Form test */;
titlel 'Functional Form test 1: RESET2';
proc reg;
model e = lfamhir 1x3 1x4 1x51x6 1x7 1x8 1x9 lpub lext lpri lsp w yhat2; 
run;
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titlel 'Functional Form test 2: RESET3’; 
proc reg;
model e = lfamhir 1x3 1x4 1x51x6 1x7 1x8 1x9 lpub lext lpri lsp w yhat2
yhat3;
run;
titlel ' Functional Form test 3: KG2'; 
proc GLM;
model e= lfamhir 1x3 1x4 1x51x6 1x7 1x8 1x9 lpub lext lpri lsp w
1x12*1x12 1x12*1x3 1x12*1x4 1x12*1x51x6 1x12*1x7 1x12*1x8 1x12*1x9 
lxl2*lpub lxl2*lpri lxl2*lext lxl2*lsp lxl2*w
1x3*1x3 1x3*1x4 1x3*1x51x6 Ix3*lx7 Ix3*lx8 Ix3*lx9 lx3*lpub 
1x3*lpri 1x3*lext 1x3*lsp 1x3*w
Ix4*lx4 1x4*1x51x6 Ix4*lx7 Ix4*lx8 Ix4*lx9 lx4*lpub 
lx4*lpri lx4*lext lx4*lsp lx4*w
1x51x6*1x51x6 1x5*1x7 Ix5*lx8 Ix5*lx9 lx5*lpub 
lx5*lpri lx5*lext lx5*lsp lx5*w
1x51x6*1x7 Ix6*lx8 Ix6*lx9 lx6*lpub
lx6*lpri lx6*lext lx6*lsp lx6*w
1x7*1x7 1x7*1x8 1x7*1x9 1x7*lpub
lx7*lpri lx7*lext lx7*lsp lx7*w
1x8*1x8 1x8*1x9 1x8*lpub
lx8*lpri lx8*lext lx8*lsp lx8*w
Ix9*lx9 1x9*lpub
lx9*lpri lx9*lext lx9*lsp lx9*w 
lPub*lPub lpub*lpri lpub*lext lpub*lsp lpub*w 
lpri*lpri lpri*lext lpri*lsp lpri*w 
lExt*lExt lext*lsp lext*w 
lsp*w w*w /solution;
run;
/* Homoskedasticity test */;
titlel ’Homoskedasticity test 1: RESET2’;
proc reg;
model e2 = yhat2;
run;
titlel ’Homoskedasticity test 2: White’; 
proc GLM; 
model e2=
1x12*1x12 1x12*1x3 1x12*1x4 1x12*1x51x6 1x12*1x7 1x12*1x8 1x12*1x9 
lxl2*lpub lxl2*lpri lxl2*lext lxl2*lsp lxl2*w
1x3*1x3 1x3*1x4 1x3*1x51x6 Ix3*lx7 Ix3*lx8 Ix3*lx9 lx3*lpub 
1x3*lpri 1x3*lext 1x3*lsp 1x3 *w
1x4*1x4 1x4*1x51x6 Ix4*lx7 Ix4*lx8 Ix4*lx9 lx4*lpub 
lx4*lpri lx4*lext lx4*lsp lx4*w
1x51x6*1x51x6 1x5*1x7 Ix5*lx8 Ix5*lx9 lx5*lpub 
lx5*lpri lx5*lext lx5*lsp lx5*w
1x51x6*1x7 Ix6*lx8 Ix6*lx9 lx6*lpub
lx6*lpri lx6*lext lx6*lsp lx6*w
1x7*1x7 1x7*1x8 1x7*1x9 1x7*lpub
lx7*lpri lx7*lext lx7*lsp lx7*w
1x8*1x8 1x8*1x9 1x8*lpub
1x8*lpri 1x8*lext 1x8*lsp 1x8*w
Ix9*lx9 lx9*lpub
lx9*lpri lx9*lext lx9*lsp lx9*w
lsp*lsp
lPub*lPub lpub*lpri lpub*lext lpub*lsp lpub*w
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lpri*lpri lpri*lext lpri*lsp lpri*w
lExt*lExt lext*lsp lext*w
lsp*w w*w /solution; 
run;
titlel ’Homoskedasticity test 3: ARCH';
proc reg;
model e2 = elag2;
run;
/* Parameter Stability test */; 
titlel 'Parameter Stabilit test: Chow’;
data dataChwl; 
set dataReg; 
if year < 1972; 
proc reg;
model ly = lfamhir 1x3 1x4 1x51x6 1x7 1x8 1x9 lpub lext lpri lsp
output out=chowl r=ehatl;
run;
data dataChw2; 
set dataReg; 
if year > 1972; 
proc reg;
model ly = lfamhir 1x3 1x4 1x51x6 1x7 1x8 1x9 lpub lext lpri lsp
output out=chow2 r=ehat2;
run;
*** test for equal variances; 
data dataChow; 
merge chowl chow2; 
keep ehatl ehat2;
*proc print;
proc means noprint uss; /* calculate SSR */; 
output out=sumsout uss=ssel sse2;
data;
set sumsout; 
k=14;
df=_FREQ_ -k;
Pvalue=l-probf(ssel/sse2, df, df);
title2 'test for equal variances HO: sigmal=sigma2';
proc print;
var Pvalue;
run;
title2;
*** test for equal parameters if Pvalue >=0.10; 
data dataChow; 
set dataReg;
proc reg;
model ly = lfamhir 1x3 1x4 1x51x6 1x7 1x8 1x9 lpub lext lpri lsp 
output out=chowP r=ehatP;
proc means noprint uss data=chowP; /* calculate SSR */; 
var ehatp;
output out=sumsoutP uss=sseP;
lsp*lsp
w /noprint;
w /noprint;
w /noprint;
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data;
merge sumsout sumsoutp; 
k=14;
df = _FREQ_-1 - 2*k;
fvalue = (ssep-ssel-sse2)/k;
fvalue = fvalue/((ssel+sse2)/df) ;
Pvalue = 1-probf(fvalue, k, df);
title2 'test for equal parameters, HO: bl=b2 ';
proc print;
var Pvalue;
run;
title2;
/* Independence Test */;
titlel 'Independence Test: AC1';
data;
set dataTEST; 
proc reg;
model e = lfamhir 1x3 1x4 1x51x6 1x7 1x8 1x9 lpub lext lpri lsp w elag; 
run;
/*** JOINT MISSECIFICATION Test ***/;
/* create a set of binary variables (0,1) */; 
data dataA_B; 
do i=l to 24;
pA=0; pB=i; output; 
end;
do i=25 to 47;
pA=l; pB=i; output; 
end;
*proc print; 
run;
data dataJoin;
merge dataA_B dataTEST;
*proc print; 
run;
titlel 'Joint Test (A): Conditional Mean (RESET)'; 
proc reg;
model e = lfamhir 1x3 1x4 1x51x6 1x7 1x8 1x9 lpub lext lpri lsp w pA yhat2
elag;
run;
titlel 'Joint Test (A): Conditional Mean (KG2)'; 
proc GLM;
model e = lfamhir 1x3 1x4 1x51x6 1x7 1x8 1x9 lpub lext lpri lsp w pA
1x12*1x12 Ix3*lx3 1x4*1x4 1x51x6*1x51x6 Ix7*lx7 Ix8*lx8 Ix9*lx9
lPub*lpub lPri*lpri lExt*lext lsp*lsp
elag;
run;
titlel 'Joint Test (A): Conditional Variance (RESET)'; 
proc reg;
model e2 = pA yhat2 elag2; 
run;
titlel 'Joint Test (A): Conditional Variance (KG2)'; 
proc GLM; 
model e - pA
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1x12*1x12 Ix3*lx3 Ix4*lx4 1x51x6*1x51x6 Ix7*lx7 Ix8*lx8 Ix9*lx9
lPub*lpub lPri*lpri lExt*lext lsp*lsp
elag2;
run;
titlel ’Joint Test (B) : Conditional Mean (RESET)*; 
proc reg;
model e = lfamhir 1x3 1x4 1x51x6 1x7 1x8 1x9 lpub lext lpri lsp w pB yhat2
elag;
run;
titlel 'Joint Test (B) : Conditional Mean (KG2)'; 
proc GLM;
model e = lfamhir 1x3 1x4 1x51x6 1x7 1x8 1x9 lpub lext lpri lsp w pB
1x12*1x12 Ix3*lx3 Ix4*lx4 1x51x6*1x51x6 Ix7*lx7 Ix8*lx8 Ix9*lx9
lPub*lpub lPri*lpri lExt*lext lsp*lsp
elag;
run;
titlel 'Joint Test (B) : Conditional Variance (RESET)'; 
proc reg;
model e2 = pB yhat2 elag2; 
run;
titlel 'Joint Test (B) : Conditional Variance (KG2)'; 
proc GLM; 
model e = pB
1x12*1x12 Ix3*lx3 Ix4*lx4 1x51x6*1x51x6 Ix7*lx7 Ix8*lx8 Ix9*lx9
lPub*lpub lPri*lpri lExt*lext lsp*lsp
elag2;
run;
titlel;
*proc print; 
run;
/ *
* Part III. calculate internal rate return*
* / ;
data dataMP; 
set results;
keep lpub lpri lext lsp;
*proc print; 
run;
proc iml; 
use dataP;
read all var (X0) into y;
read all var(XI x2 x3 x4 x5 x6 x7 x8 x9) into x;
read all var{xl0 xll xl2 xl3) into R;
read all var{xl4 xl5 xl6 xl7) into Rlag;
use dataMP;
read all var {lpub lpri lext lsp) into mp; 
use dataLag;
read all var{Publag Almon PriLagUS PublagOS) into L;
t= nrow(r);
R=rlag//r;
y=y*100; /* transfer to base =1 instead of 100, consistent with research
expend which base = 1 */
*print y, r;
*print mp;
**** FOR LOUISIANA PCJBLIC RESEARCH *****;
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/ *
dpub=j(2*t,1,0.05); 
do i=l to t+15;
dpub[2*t+l-i]=R[2*t+l-i,1]-R[2*t-i,1]; 
end;
* / ;
dpub=j(t,1,0.001); 
dpub=R[,1];
A=j(31,1,0);
PubA=j(31,47,0);
do i=t to 1 by -1; 
do j=l to 30;
A[ j +1 ] =mp [l,l]*L[j,2]/ dPub [t+i-j ] ; /* L(,2) is Almon lag */;
end;
A[l]=-l/y[i];
PubA[, i]=A; 
end;
*Print PubA;
create dataPubA from PubA; 
append from PubA;
**** FOR LOUISIANA PRIVATE RESEARCH ***♦*;
/ *
dPri=j(2*t,1,0.05); 
do i=l to t-10;
dPri[2*t+l-i]=R[2*t+l-i,3]-R(2*t-i,3]; 
end;
print dPri;
* / ;
dpri=j(t,1,0.001); 
dpri=R(,3];
A=j(31,1, 0) ;
PriA=j(31,47,0);
do i=t to 1 by -1; 
do j=l to 30;
A[j+l]=mp[l,2]*L[j , 2]/(dpri[t+i-j]/71) ; 
end;
A[l]=-l/y[i];
PriA[,i]=A; 
end;
*print PriA;
create dataPriA from PriA; 
append from PriA;
close dataMp; 
close dataP; 
close dataLag; 
quit;
run;
*proc print ; 
run;
***** Export SAS output for Parametric Estimates and IRR calculation to Excel
**** • r
OPTIONS NOXWAIT;
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X del C:\research\yongli\pub.xls; 
X del C:\research\yongli\pri.xls; 
OPTIONS XWAIT;
data ToExcel;
PROC DBLOAD DBMS=xls 
DATA=dataPubA;
LIST AIR­
LOAD;
PATH= 'C :\research\yongli\pub.xls';
PROC DBLOAD DBMS=xls 
DATA=dataPriA;
LIST ALL;
LOAD;
PATH= 'C:\research\yongli\pri.xls'; 
run;
/ *
PROC DBLOAD DBMS=xls 
DATA=dataP3;
LIST ALL;
LOAD;
PATH= 'c:\a_yongli\dissert\alllog.xls'; 
run;
* / ;
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