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dm70.1 Extensions to generate, extended: corrections





n functions published in Cox (1999) are corrected; three so that they work properly with long variable lists,
and one so that
i





n, data management, medians.



















g now work properly when supplied with long variable lists. With each program, as previously





d now works correctly when issued with an
i
f restriction. Previously, with an
i
f restriction either all or none
of the observations were used, depending on whether or not the ﬁrst observation was selected.
Acknowledgment
I am grateful to Benoit Dulong and Michael Blasnik for alerting me to these problems.
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e, extended. Stata Technical Bulletin 50: 9–17. Reprinted in Stata Technical Bulletin Reprints, vol. 9,
pp. 34–45.
dm80.1 Update to changing numeric variables to string
Nicholas J. Cox, University of Durham, UK, n.j.cox@durham.ac.uk









g introduced by Cox and Wernow (2000) has been revised to trap any misguided use of a
string format in conversion.








g (Cox and Wernow 2000) is a command for changing numeric variables to string. Optionally, users may select a








) function (see [U] 16.3.5 String functions). Such













) speciﬁes that numbers should be rounded to 2 decimal
places before conversion to string. However, a user inadvertently specifying a string format would ﬁnd that the resulting variable








) with a string format are now trapped
with an error message. The help ﬁle has also been revised to make this issue clearer.
Acknowledgment
We are grateful to Kit Baum for alerting us to this problem.
References
Cox, N. J. and J. B. Wernow. 2000. dm80: Changing numeric variables to string. Stata Technical Bulletin 56: 8–12.
dm81 Utility for time series data
Christopher F. Baum, Boston College, baum@bc.edu
Vince Wiggins, Stata Corporation, vwiggins@stata.com







m is described which makes the creation of time variables more convenient.











































































5, and so on, depending on whether the data is monthly, quarterly, daily, and










) speciﬁes that varname contains an integer variable that speciﬁes the sequence of the observations. This
allows gaps to be speciﬁed for the time variable. If the values of varname are not sequential, the resulting time variable
will have gaps.

















) variable in the ﬁrst

























m creates a Stata time variable, newtimevar, with an appropriate format for yearly, twice yearly, quarterly, monthly,
























) option is not speciﬁed, the data are assumed to have no gaps and are sequential in the periodicity of
date literal, that is, one quarter after another, or one month after another, with no gaps.
Examples
































































































































































































































































































































































sbe19.2 Update of tests for publication bias in meta-analysis
Thomas J. Steichen, RJRT, steicht@rjrt.com









Keywords: publication bias, meta-analysis.








s and provides the syntax needed to use a new feature. A full
description of the method and of the operation of the original command and options are given in Steichen (1998). A few revisions
were documented later in Steichen et al. 1998. This updated program does not change the implementation of the underlying









t requests that the graphic symbols representing the data in the plot be sized proportional to the inverse variance.
Description








s to meet and to exploit syntax changes in Stata version 6.0. In









s previously failed to allow a stratiﬁed Egger analysis to report a result for the remaining usable strata when









t has been added to allow the graphic symbols to be sized according to the data point’s inverse
variance weight in the optional funnel plot.
Finally, saved results are additionally returned in
r
(
). They are documented below.
Saved Results
The system


































































































) overall effect (log scale)
References
Steichen, T. J. 1998. sbe19: Tests for publication bias in meta-analysis. Stata Technical Bulletin 41: 9–15. Reprinted in Stata Technical Bulletin
Reprints vol. 7, pp. 125–133.
Steichen, T. J., M. Egger, and J. Sterne. 1998. sbe19.1: Tests for publication bias in meta-analysis. Stata Technical Bulletin 44: 3–4. Reprinted in
Stata Technical Bulletin Reprints vol. 8, pp. 84–85.Stata Technical Bulletin 5
sbe38 Haplotype frequency estimation using an EM algorithm and log-linear modeling
Adrian Mander, MRC Biostatistics Unit, Cambridge, UK, adrian.mander@mrc-bsu.cam.ac.uk
Abstract: This function estimates allele/haplotype frequencies under a log-linear model when phase is unknown. Different
log-linear models are compared using a likelihood-ratio test allowing tests for linkage disequilibrium and disease association.
These tests can be adjusted for possible confounders in a stratiﬁed analysis.














































































































This function calculates allele/haplotype frequencies using log-linear modeling embedded within an EM algorithm. The
EM algorithm handles the phase uncertainty and the log-linear modeling allows testing for linkage disequilibrium and disease
association. These tests can be controlled for confounders using a stratiﬁed analysis speciﬁed by the log-linear model. The
log-linear model can also model the relationship between loci and hence can group similar haplotypes.
The log-linear model is ﬁtted using iterative proportional ﬁtting which is implemented in the
i
p
f command introduced in






f can execute, the
i
p
f command must be installed. This algorithm can handle very large
contingency tables and converges to maximum likelihood estimates even when the likelihood is badly behaved.
The varlist consists of paired variables representing the alleles at each locus. If phase is known, then the pairs are the
genotypes. When phase is unknown the algorithm assumes Hardy–Weinberg Equilibrium, so models are based on chromosomal































3. This model makes the third locus
















































































) speciﬁes the name of the constraints ﬁle.
Examples
Data are taken from Sham (1998) that consist of two loci (
a and
b), case–control status (
D) and one stratifying variable
(



















































































Each line represents one subject. When
D
= 1, the subject is a case and when
D
= 0, the subject is a control. Each locus





2. For example, subject
1 has alleles 1 and 2 at locus
a. If phase is
known, then the ordered genotype would be 1
=2.
If phase is known, the association test between one of the loci and the disease status is the chi-squared test of association
in a contingency table. When phase is unknown, the contingency table is not observed, so a model of independence and the
saturated model are compared using the likelihood-ratio test. Using the notation ﬁrst introduced by Wilkinson and Rogers (1973),






1 is the locus and











































































The varlist speciﬁes that the alleles at locus





The test for linkage disequilibrium between two loci is very similar to the test of association between locus and disease




























































































b correspond to loci
1 and






























































































































































































































































































































































































































































o and loci are separated by a dot. For a saturated model, the imputed and
expected frequencies are the same. For models that are not saturated, the expected frequencies obey the log-linear model. The














As with normal case–control studies, there is a possibility that the relationship between haplotype/locus and disease is
confounded by another variable (
S). A solution is to perform a stratiﬁed analysis using the confounder as the stratifying variable





























































































































)Stata Technical Bulletin 7
As there are four possible haplotypes, there are three odds ratios per stratum, which gives three degrees of freedom for the
effect modiﬁcation test.
Grouping haplotypes
For two biallelic loci there are four possible haplotypes. If there is some a priori reason that the association is due to
only one of the haplotypes, then the effect modiﬁcation test discussed previously will have lower power than one which groups
the other three haplotypes as the comparison group. The grouping allows only one odds ratio per stratum and hence a one
degree-of-freedom test. When phase is unknown, the grouping must be performed within the EM algorithm using a constrained







The relationship between the two odds ratios can be speciﬁed by using a constrained log-linear model. The constrained
log-linear model uses constraint ﬁles and are explained in Mander (2000).
The one degree of freedom test of effect modiﬁcation is the likelihood-ratio test comparing the common odds ratio model


















D margin is ﬁt using the











a) below is the constraint ﬁle for the common-odds model. Note that only one odds ratio













































































a) below is the constraint ﬁle for the effect modiﬁcation for one speciﬁc haplotype 2











































































































































































































































































From the output, the likelihood-ratio test statistic is
:82741365 on one degree of freedom which is not signiﬁcant at the 5% level.
Additional information
There are numerous models that the log-linear model can specify, and a detailed description of these can be found in Mander
and Clayton (2000).
References
Mander, A. P. 2000. sbe34: Log-linear modeling using iterative proportional ﬁtting. Stata Technical Bulletin 55: 10–12.
Mander, A. P. and D. G. Clayton. 2000. Haplotype analysis in population-based association studies using Stata. In preparation.
Sham, P. 1998. Statistics in Human Genetics. London: Arnold.
Wilkinson, G. N. and C. E. Rogers. 1973. Symbolic description of factorial models for analysis of variance. Applied Statistics 22: 392–399.8 Stata Technical Bulletin STB-57
sbe39 Nonparametric trim and ﬁll analysis of publication bias in meta-analysis
Thomas J. Steichen, RJRT, steicht@rjrt.com








m, a command implementing the Duval and Tweedie nonparametric “trim and ﬁll”
method of accounting for publication bias in meta-analysis. Selective publication of studies, which may lead to bias in
estimating the overall meta-analytic effect and in the inferences derived, is of concern when performing a meta-analysis.
If publication bias appears to exist, then it is desirable to consider what the unbiased dataset might look like and then
to reestimate the overall meta-analytic effect after any apparently “missing” studies are included. Duval and Tweedie’s
“nonparametric ‘trim and ﬁll’ method” is an approach designed to meet these objectives.


























































































































































m performs the Duval and Tweedie (2000) nonparametric “trim and ﬁll” method of accounting for publication bias
in meta-analysis. The method, a rank-based data-imputation technique, formalizes the use of funnel plots, estimates the number
and outcomes of missing studies, and adjusts the meta-analysis to incorporate the imputed missing data. The authors claim that








m provides a funnel plot of the
ﬁlled data.








m as a log risk-ratio, log odds-ratio, or other direct measure of
effect. Along with theta, the user supplies a measure of theta’s variability (that is, its standard error, se theta, or its variance,
var theta). Alternatively, the user may provide the exponentiated form, exp(theta), (that is, a risk ratio or odds ratio) and its
conﬁdence interval, (ll, ul).
The funnel plot graphs theta versus se theta for the ﬁlled data. Imputed observations are indicated by a square around the
data symbol. Guide lines to assist in visualizing the center and width of the funnel are plotted at the meta-analytic effect estimate
and at pseudo-conﬁdence-interval limits about that effect estimate (that is, at theta
￿
z
￿se theta,w h e r e
z is the standard normal











r indicates that var theta was supplied on the command line instead of se theta. Option
c

























t requests that the weights used in the ﬁlled meta-analysis be listed for each study, together with the individual study







































) speciﬁes the estimator used to determine the number of points to be trimmed in


































t option, be reported in exponentiated form. This is





h requests that point estimates and conﬁdence intervals be plotted. The estimate and conﬁdence interval in the graph are













l requests a ﬁlled funnel graph be displayed showing the data, the meta-analytic estimate, and pseudo conﬁdence-interval
limits about the meta-analytic estimate. The estimate and conﬁdence interval in the graph are derived using ﬁxed or


















































e is also speciﬁed. Only three variables are saved: a study id variable and two variables containing
the ﬁlled theta and se theta values. The study id variable, named
i




























l in the saved ﬁle.

























































































the meta-analytic effect, the pseudo conﬁdence interval limits (two lines), and the data points, respectively.
Specifying input variables








m in any of three ways:













2. The effect estimate and its corresponding variance (note that option
v
a

















3. The risk (or odds) ratio and its conﬁdence interval (note that option
c
















where exp(theta) is the risk (or odds) ratio, ll is the lower limit and ul is the upper limit of the risk ratio’s conﬁdence
interval.
When input method 3 is used, cl is an optional input variable that contains the conﬁdence level of the conﬁdence interval
























m assumes that a 95% conﬁdence level was reported for each study. cl allows the user to
combine studies with diverse or non-95% conﬁdence levels by specifying the conﬁdence level for each study not reported







) does not affect the default conﬁdence level assumed for the individual studies.
Values of cl can be provided with or without a decimal point. For example, 90 and .90 are equivalent and may be mixed
(i.e., 90, .95, 80, .90, etc.). Missing values within cl are assumed to indicate a 95% conﬁdence level.

































m using the default input method.
Explanation
Meta-analysis is a popular technique for numerically synthesizing information from published studies. One of the many
concerns that must be addressed when performing a meta-analysis is whether selective publication of studies could lead to bias
in estimating the overall meta-analytic effect and in the inferences derived from the analysis. If publication bias appears to exist,
then it is desirable to consider what the unbiased dataset might look like and then to reestimate the overall meta-analytic effect
after any apparently “missing” studies are included. Duval and Tweedie’s “nonparametric ‘trim and ﬁll’ method” is designed to
meet these objectives and is implemented in this insert.
An early, visual approach used to assess the likelihood of publication bias and to provide a hint of what the unbiased data
might look like was the funnel graph (Light and Pillemer 1984). The funnel graph plotted the outcome measure (effect size) of
the component studies against the sample size (a measure of variability). The approach assumed that all studies in the analysis
were estimating the same effect. Therefore, the effect estimates should be distributed about the unknown true effect level and10 Stata Technical Bulletin STB-57
their spread should be proportional to their variances. This suggested that, when plotted, small studies should be widely spread
about the average effect, and the spread should narrow as sample sizes increase, resulting in a symmetric, funnel-shaped graph.
If the graph revealed a lack of symmetry about the average effect (especially if small, negative studies appeared to be absent)
then publication bias was assumed to exist.
Evaluation of a funnel graph was a very subjective process, with bias—or lack of bias—residing in the eye of the beholder.
Begg and Mazumdar (1994) noted this and observed that the presence of publication bias induced skewness in the plot and a
correlation between the effect sizes and their variances. They proposed that a formal test of publication bias could be constructed
by examining this correlation. More recently, Egger et al. 1997 proposed an alternative, regression-based test for detecting
skewness in the funnel plot and, by extension, for detecting publication bias in the data. Their numerical measure of funnel plot
asymmetry also constitutes a formal test of publication bias. Stata implementations of both the Begg and Mazumdar procedure








s (Steichen 1998; Steichen et al. 1998).
However, neither of these procedures provided estimates of the number or characteristics of the missing studies, and neither
provided an estimate of the underlying (unbiased) effect. There exist a number of methods to estimate the number of missing
studies, model the probability of publication, and provide an estimate of the underlying effect size. Duval and Tweedie list
some of these and note that all “are complex and highly computer-intensive to run” and, for these reasons, have failed to ﬁnd
acceptance among meta-analysts. They offer their new method as “a simple technique that seems to meet many of the objections
to other methods.”
The following sections paraphrase some of the mathematical development and discussion in the Duval and Tweedie paper.




















; be the estimated effect sizes and within-study variances from
n observed studies in a meta-
analysis, where all such studies attempt to estimate a common global “effect size”
￿. Deﬁne the random-effects (RE) model


































) is the within-study variability of study
j.




Further, in addition to
n observed studies, assume that there are
k
0 relevant studies that are not observed due to publication
bias. Both the value of
k
0, that is, the number of unobserved studies, and the effect sizes of these unobserved studies are
unknown and must be estimated.











N of random variables, each with a median of zero and sign generated according
to an independent set of Bernoulli variables taking values
￿1 and 1, let
r





















N has a Wilcoxon distribution.
Assume that among these
N random variables,
k
0 were suppressed, leaving
n observed values. Furthermore, assume that
the suppression has taken place in such a way that the
k
0 values of the
X
i with the most extreme negative ranks have been
suppressed. (Note: Duval and Tweedie call this their key assumption and present it italicized, as done here, for emphasis. Further,
they label the model for an overall set of studies deﬁned in this way as a suppressed Bernoulli model and state that it might be














0 denote the length of the rightmost run of ranks
associated with positive values of the observed
X
i;t h a ti s ,i f

































0, the dependence is omitted in this notation. Based on these
quantities, deﬁne three estimators of
k



































































































































































































































































The authors also report that for
n large and
k










































































0 should have similar behavior, but the authors report that in practice
Q
0 is often larger,
sometimes excessively so. They also note that
L









Duval and Tweedie remark that the
R
0 run estimator is rather conservative and nonrobust to the presence of a relatively
isolated negative term at the end of the sequence of ranks. They suggest that the estimators based on
T
n seem more robust to
such a departure from the suppressed Bernoulli hypothesis. They also note that the
Q












6, and that simulations show this to be violated quite frequently when the number of studies,
n, is small and
when the number of suppressed studies,
k
0, is large relative to
n. These concerns leave the
L
0 linear estimator as the best all
around choice.






















































] is the integer part of
x.
The Iterative trim and ﬁll algorithm
Because the global “effect size”
￿ is unknown, the number and position of any missing studies is correlated with the
true value of
￿. Therefore, Duval and Tweedie developed an iterative algorithm to estimate these values simultaneously. The
algorithm can be used with any of the three estimators of
k


















) option). Likewise, either a ﬁxed-effects or random-effects





) within each iteration
(
l




















a program of Sharp and Sterne








m to carry out the meta-analysis calculations.
The algorithm proceeds as follows:






































0 using the chosen estimator for
k
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2. Let














































































0 using the chosen estimator for
k


































































































Estimate the “trimmed and ﬁlled” value of


























Conceptually, this algorithm starts with the observed data, iteratively trims (that is, removes) extreme positive studies from
the dataset until the remaining studies do not show detectable deviation from symmetry, ﬁlls (that is, imputes into the original
dataset) studies that are left-side mirrored reﬂections (about the center of the trimmed data) of the trimmed studies and, ﬁnally,
repeats the meta-analysis on the ﬁlled dataset to get “trimmed and ﬁlled” estimates. Each ﬁlled study is assigned the same
standard error as the trimmed study it reﬂects in order to maintain symmetry within the ﬁlled dataset.
Example
The method is illustrated with an example from the literature that examines the association between Chlamydia trachomatis
and oral contraceptive use derived from 29 case–control studies (Cottingham and Hunter 1992). Analysis of these data with the
publication bias tests of Begg and Mazumdar (
p
= 0.115) and Egger et al. (
p










































































is required because the data were provided as log-odds ratios and variances. By default, the linear estimator,
L
0,i su s e dt o
estimate
k


























































































































































































































































































































































































































































































































































































































































































































































































































































































































a to perform and report a standard meta-analysis of the original data, showing both the
ﬁxed- and random-effects results. These initial results are always reported as theta estimates, regardless of whether the data were








m next reports the trimming estimator and type of meta-analysis model to be used in the iterative process, then













) at each iteration. As expected, its value at
iteration 1 is the same as shown for the random-effects method in the meta-analysis panel, and then decreases in successive







































a to report an analysis of the trimmed and ﬁlled data. Observe that there
are now 36 studies, composed of the
n




= 7 imputed studies. Also note that the
estimate of
b






the ﬁfth (and ﬁnal) line of the iteration panel. These values usually differ when the random-effects model is used (because the
addition of imputed values change the estimate of
￿





























). The new estimate, though slightly lower, remains
statistically signiﬁcant; correction for publication bias does not change the overall interpretation of the dataset. Addition of
“missing” studies results in an increased variance between studies, the estimate rising from 0.021 to 0.031, and increased evidence
of heterogeneity in the dataset,
p
= 0.118 in the observed data versus
p
= 0.054 in the ﬁlled data. As expected, when the
trimmed and ﬁlled dataset is analyzed with the publication bias tests of Begg and Mazumdar and Egger et al. (not shown),











l option, graphically shows the ﬁnal ﬁlled estimate of
￿ (as the horizontal
line) and the augmented data (as the points), along with pseudo conﬁdence-interval limits intended to assist in visualizing the
funnel. The plot indicates the imputed data by a square around the data symbol. The ﬁlled dataset is much more symmetric than
the original data and the plot shows no evidence of publication bias.















s.e. of: logor, filled






Figure 1. Funnel plot for analysis of Cottingham and Hunter data.





t to show the weights, study estimates and conﬁdence intervals for






















) to save the ﬁlled data
in a separate Stata dataﬁle.
Remarks
The Duval and Tweedie method is based on the observation that an unbiased selection of studies that estimate the same
thing should be symmetric about the underlying common effect (at least within sampling error). This implies an expectation that
the number of studies, and the magnitudes of those studies, should also be roughly equivalent both above and below the common
effect value. It is, therefore, reasonable to apply a nonparametric approach to test these assumptions and to adjust the data until
the assumptions are met. The price of the nonparametric approach is, of course, lower power (and a concomitant expectation
that one may under-adjust the data).14 Stata Technical Bulletin STB-57
Duval and Tweedie use the symmetry argument in a somewhat roundabout way, choosing to ﬁrst trim extreme positive
studies until the remaining studies meet symmetry requirements. This makes sense when the studies are subject only to publication
bias, since trimming should preferably toss out the low-weight, but extreme studies. Nonetheless, if other biases affect the data,
in particular if there is a study that is high-weight and extremely positive relative to the remainder of the studies, then the method
could fail to function properly. The user must remain alert to such possibilities.
Duval and Tweedie’s ﬁnal step—ﬁlling in imputed reﬂections of the trimmed studies—has no effect on the ﬁnal trimmed
point estimate in a ﬁxed effects analysis but does cause the conﬁdence interval of the estimate to be smaller than that from the
trimmed or original data. One could question whether this “increased” conﬁdence is warranted.
The random-effects situation is more complex, as both the trimmed point estimate and conﬁdence interval width are affected
by ﬁlling, with a tendency for the ﬁlled data to yield a point estimate between the values from the original and trimmed data.
When the random-effects model is used, the conﬁdence interval of the ﬁlled data is typically smaller than that of either the
trimmed or original data.
Experimentation suggests that the Duval and Tweedie method trims more studies than may be expected; but because of
the increase in precision induced by the imputation of studies during ﬁlling, changes in the “signiﬁcance” of the results occur
less often than expected. Thus the two operations (trimming, which reduces the point estimate, and ﬁlling, which increases the
precision) seem to counter each other.
Another phenomenon noted is a tendency for the heterogeneity of the ﬁlled data to be greater than that of the original data.
This suggests that the most likely studies to be trimmed and ﬁlled are those that are most responsible for heterogeneity. The
generality of this phenomenon and its impact on the analysis have not been investigated.
Duval and Tweedie provide a reasonable development based on accepted statistics; nonetheless, the number and the
magnitude of the assumptions required by the method are substantial. If the underlying assumptions hold in a given dataset,
then, as with many methods, it will tend to under- rather than over-correct. This is an acceptable situation in my view (whereas
“over-correction” of publication bias would be a critical ﬂaw).
This author presents the program as an experimental tool only. Users must assess for themselves both the amount of


















m does not save values in the system
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sbe40 Modeling mortality data using the Lee–Carter model
Duolao Wang, London School of Hygiene and Tropical Medicine, London, UK, duolao.wang@lshtm.ac.uk







t command that ﬁts the Lee–Carter model for mortality forecasting. The Lee–Carter
model has been a very successful approach for long-term mortality projection and widely applied in demographic studies,
as well as actuary. A U.S. mortality dataset is used to illustrate the model estimation.
Keywords: Lee–Carter model, mortality forecasting, singular value decomposition.
The Lee–Carter model









































t is an error term.
a
x describes the general age shape of the ASDRs while
k
t is an index of the general level of mortality.
b
x coefﬁcients describe the tendency of mortality at age
x to change when the general level of mortality (
k
t) changes.
To estimate the model for a given set of ASDRs(
m
x
t), ordinary least squares can be applied.

























c also are a solution.
Therefore,
k is determined only up to a linear transformation,
b is determined only up to a multiplicative constant, and
a is
determined only up to an additive constant. Lee and Carter proposed to normalize the
b
x to sum to unity and the
k
t to sum to
0, which implies that
a






The model cannot be ﬁtted by ordinary regression methods because there are no given regressors; on each side of the
equation we have only parameters to be estimated and the unknown index
k
t. However, the singular value decomposition (SVD)
method can be used to ﬁnd a least squares solution when applied to the matrix of the logarithms of rates after the averages
over time of the (log) age-speciﬁc rates have been subtracted (Good 1969). The ﬁrst right and left vectors and leading value of









d is an ideal tool to






























t. In addition, it yields a matrix of estimated age-speciﬁc mortality rates by year.
Examples
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































) estimated age-speciﬁc death rates by year
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sg150 Hardy–Weinberg equilibrium test in case–control studies
Jisheng Cui, University of Melbourne, Australia, j.cui@gpph.unimelb.edu.au
Introduction






i for testing the Hardy–Weinberg equilibrium (HWE) of one sample of
individuals. However, in case–control studies, two samples of individuals are collected; the cases and the controls. Usually the















i is given for testing whether the genotypic counts of the cases are under HWE, given the controls








































i is an immediate command used for estimating allele frequency, genotype frequencies, disequilibrium coefﬁcients,
and the associated standard error for codominant traits or data of completely known genotypes in case–control studies. For both
genotypic counts of cases and controls, it performs asymptotic HWE tests. It also tests the HWE for genotypic counts of cases,
under the assumption that the genotypic counts of controls are under HWE;w h e r e#AA1, #Aa1,a n d#aa1 are the counts for the
AA, Aa and aa of the cases; while #AA2, #Aa2,a n d#aa2 are the genotypic counts of the controls. This command works for












r requests that the standard errors from a binomial distribution are reported for each allele frequency. These standard
errors are calculated under the assumption that the population is under HWE. By default, standard errors that do not require









i performs asymptotic tests for HWE for genotypic counts of cases given the controls are under HWE.I ta l s o
estimates the disequilibrium coefﬁcient (D) and its standard error for genotypic counts of cases and controls, separately. See
Methods and formulas for details.
Example
Helzlsouer et al. 1998 conducted a case–control study for the association of CYP17 polymorphism and breast cancer, in
which 109 cases and 113 controls were collected. We test the hypotheses whether the cases and controls are under HWE, separately.
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































) option is used to label the genotypes in the table. The order of the genotypes is in the same order as given in the
syntax.
For this example, there is no signiﬁcant evidence that the genotypic counts of cases and controls are not under HWE. Even
given the controls are under HWE, there is still no signiﬁcant evidence that the cases are not under HWE.Stata Technical Bulletin 19
Methods and formulas
Here we only give the formulas for testing whether the cases are under HWE, given the controls are under HWE,a st h e
methods for testing one sample has been given by Cleves (1999). The standard error of the disequilibrium coefﬁcient (D) was














i. Details of the formula can be found
in Weir (1990, 74).





i represent the number of genotypes among















i represent the probability that a person has genotype
i among












Table 1: Observed genotypic counts







































Suppose the controls are randomly selected from the population of interest, which is under HWE. Then the distribution of



































Under the null hypothesis, that is, the cases are under HWE, the genotype distribution of the cases is also given by (1) as





















































































































































i sum to one.








), which approximates the
￿
2
distribution with 2 degrees of freedom. The maximum likelihood estimates of
p and
￿
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sg151
B-splines and splines parameterized by their values at reference points on the
x-axis
Roger Newson, Guy’s, King’s and St Thomas’ School of Medicine, London, UK, roger.newson@kcl.ac.uk
Abstract: Two programs are presented for generating a basis of splines in an
X-variable, to be used by regression programs







e, generates a basis of Schoenberg
B-splines, which avoid the stability problems








v, generates a basis of reference splines, whose parameters in the
regression model are simply values of the spline at reference points on the
x-axis. These programs are complementary to
existing spline programs in Stata, and do not supersede them.
Keywords: spline,











































































































































































e generates a basis of
B-splines in an
X-variable, based on a list of knots, for use in ﬁtting a regression model









v (“French curve”) generates a basis of reference splines, for use in ﬁtting a
regression model, with the property that the ﬁtted parameters will be values of the spline at a list of reference points on the






















), a nonnegative integer, speciﬁes the power (or degree) of the splines, for example, zero for constant, 1 for linear, 2
































v will create a list of knots equal to the reference
points (in the case of odd-degree splines such as a linear, cubic, or quintic) or midpoints between reference points (in the
















t is not speciﬁed, then the knot list is extended









































e is given as anything else (or not

































v only) speciﬁes a list of at least 2 ascending reference points, with the property that, if the splines






s is absent, then


























f is not speciﬁed, then the
reference list is extended on the left and right by int
(power
=2
) extra reference points on each side, spaced by the distance
between the ﬁrst and last 2 original reference points, respectively.
Remarks
The options described above appear complicated but imply simple defaults for most users. Advanced users and programmers
are given the power to specify a comprehensive choice of nondefault splines. The splines are either given the names in the








e option. (TheStata Technical Bulletin 21
newvarlist is intended mainly for programmers and allows them to store the splines in temporary variables with temporary
names.)
Methods and formulas
The principles and deﬁnitions of
B-splines are given in de Boor (1978) and Ziegler (1969). Practical applications in chemistry
are described in Wold (1971, 1974). They are used in signal processing and are associated with a wavelet transformation (Unser,
et al. 1992).
Splines are a method of deﬁning models regressing a scalar
Y -variate with respect to a scalar
X-variate. By deﬁnition, a























). In each of those intervals, the regression is a
kth-degree polynomial in
X (usually a different one in each interval), but
the polynomials in any two contiguous intervals have the same





1. By convention, the zeroth derivative is the function itself, so a zeroth-degree spline is simply a right-continuous









) are closed on the left and open on the right, but this convention only matters for splines of degree zero, which, by
convention, are right-continuous rather than left-continuous.)
Splines can be deﬁned using plus-functions. For a power
k and a knot
s,t h e
kth-power plus-function at









































































It might seem that, to ﬁt a spline in a covariate
X to a
















￿ as a vector of regression coefﬁcients. This is not a good idea for two reasons. First, there are











x much greater than
s. Second, the
￿-parameters estimated
will not be easy to explain in words to a nonmathematician. The ﬁrst problem was solved with the introduction of
B-splines






















e and then transforms the
B-splines, so that the regression parameters will simply be values of the spline at reference
points.
The






















































































B-spline (3) is positive for









) and zero for other
x.I ft h e
s
j are part of an extended set of
knots extending forwards to
+
1 and backwards to
￿
1, then the set of
B-splines based on sets of
k
+ 2 consecutive knots
forms a basis of the set of all
kth-degree splines deﬁned on the full set of knots. Figure 1 shows the constant, linear, quadratic
















v, I have taken the liberty of redeﬁning

























































































































































































). That is to say, it is unaffected by the scale of units of the
x-axis, and therefore has the same values, whether






































) appears in a design matrix, then its regression coefﬁcient is expressed
in units of the

















) appears in a design matrix, then its regression
coefﬁcient is expressed in
Y -units multiplied by












































































































































































B-splines originating at zero with unit knots.
Given
n data points, a
Y -variate, an



























we can regress the
Y -variate with respect to a
kth-degree spline in
X by deﬁning a design matrix
V , with one row for each of
the
n data points and one column for each of the ﬁrst































We can then regress the
Y -variate with respect to the design matrix
V and compute a vector
￿ of regression coefﬁcients, such
that
V
￿ is the ﬁtted spline. The parameter
￿
j measures the contribution to the ﬁtted spline of the













k. There will be no stability problems such as we are likely to have with the
original plus-function basis, as each
B-spline is bounded and localized in its effect.






1 on the right and to
￿

























) on sets of
k
+ 2 consecutive knots are a basis for the full space of













) is an interval between consecutive




) in the interval are affected by the
k
+ 1





































we want to ﬁt a spline for values of




































k to the right of
s

















































), in the full space of












), which we will denote as the completeness region for splines





















































s option speciﬁed by the user is only intended to span the

























k extra knots on the left, with spacing equal to the difference between the ﬁrst two knots, and
k extra knots on the right, with




























k and does not generate any new knots. This





s simpler in the
default case because users do not have to count the extra outer knots for themselves.
The
B-spline regression parameters are expressed in units of the




















we might prefer to reparameterize the spline by its values at the
r



































)Stata Technical Bulletin 23
the value of the
jth
B-spline at the
ith reference point. If
￿ is the (column)
q-vector of regression coefﬁcients with respect to
the
B-splines in
V ,a n d
￿ is the (column)









W is invertible, then the




























1 is a transformed
n
￿
q design matrix whose columns contain values of a set of reference splines for the
estimation of the reference-point spline values
￿.
The choice of reference points is open to the user and constrained mainly by the requirement that the matrix
W is invertible.
This implies that each of the
q
B-splines must be positive for at least one of the
q reference values, and that each reference
value must have at least one positive
B-spline value. A natural choice of reference values might be one in the midrange of each
B-spline, possibly the central knot for an odd-degree
B-spline (such as a linear, cubic, or quintic), or the midpoint between the
two central knots for an even-degree
B-spline (such as a constant, quadratic, or quartic). This choice has the consequence that,
f o ras p l i n eo fd e g r e e
















) reference points outside the spline’s completeness region on the right. The parameters corresponding to these “extra”
reference points will not be easy to explain to nonmathematicians, as they describe the behavior of the spline as it returns to
zero outside its completeness region. However, for a quadratic or cubic spline, there is only one such external reference
Y -value
at each end of the range.













v starts with the reference points originally provided (which default




























































































































































s are assumed to be the complete set, and it is the user’s









t is speciﬁed. (These rules seem complicated, but lead to sensible defaults if the naive user speciﬁes a list of
reference points and expects them to be in the completeness region of the spline, while preserving the ability of advanced users
to specify exactly what they want at their own risk.)
Figure 2 shows the constant, linear, quadratic and cubic reference splines corresponding to a reference point at 4, assuming
unit reference points and default knots (equal to reference points for odd degree and inter-reference midpoints for even degree).
Note that each spline is one at its own reference point and zero at all other reference points. They are similar to (but not the
same as) the
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t option) to ﬁt a cubic spline for miles per




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































v ensures that the spline is complete in the range of
X-values

















v has added two extra reference points outside the spline’s completeness region (at weights of 990 and


















option) are simply the ﬁtted values of
m
p






6 have “sensible” values, corresponding to the expected levels of
m
p













7 have “nonsense” values because they correspond to reference “weights” extrapolated off the edge






t values. This is the price we pay for making all reference points equal to knots of the cubic



























































m to calculate conﬁdence intervals for differences (or other contrasts)Stata Technical Bulletin 25
between the values of the spline at different reference points. Here, we estimate the difference between expected mileage at





























































































































































































































































































































































We see that cars weighing 2,530 pounds are expected to travel 5.03 to 9.26 more miles per gallon than cars weighing 4,070
pounds.













knots are the same initial knots as in the previous model (where they were also reference points), namely 5 equally spaced










) equally spaced values
covering the same range. The knots and the reference points are therefore out of synchrony, but the reference points are now all















v add new knots on the left and right to make the spline complete over the range of the original knots.)










t to handle the



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































v. Here, the splines
are
B-splines rather than reference splines. The variable labels show the range of positive values of each
B-spline, delimited







e. The parameters are expressed in miles per gallon but are not easy




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































e (see [R] mkspline) generates a basis of linear splines to














































e (Sasieni 1994) are used for ﬁtting a natural cubic spline, which is constrained to be linear outside
















on the other hand, are unconstrained (hence the extra degrees of freedom corresponding to the external reference points) and
parameterized using the















e are therefore complementary









































































































































v saves all of the above results in
r
(

































r outside the completeness region of the space of splines deﬁned by
the reference splines or
















































) contain the same values in double precision (mainly









































v came from Nick Cox of Durham University, UK, who remarked that the method was like
an updated French curve when I described it on Statalist.
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sg152 Listing and interpreting transformed coefﬁcients from certain regression models
J. Scott Long, Indiana University, jslong@indiana.edu









f is a post-estimation command that facilitates the interpretation of estimated coefﬁcients in regression models
for categorical, limited, and count dependent variables. The command provides options to list various transformations of
the estimated coefﬁcients, such as percent change, factor change, and standardized coefﬁcients. The user can restrict which





details on the proper interpretation of coefﬁcients.
Keywords: regression models, list coefﬁcients, standardized coefﬁcients, odds ratios, percent change coefﬁcients, post-estimation.
Introduction
The most effective interpretation of regression models often requires the use of alternative transformations of the canonical
parameters that deﬁne a model. In Stata, each command for estimating a regression model lists estimates of these fundamental
parameters. In some cases, there are options to list transformations of the parameters, such as the
o
r option to list odds

















s introduced by Rogers (1995) conveniently present alternative parameterizations that facilitate interpretation. While Stata
is commendably clear and accurate in explaining the meaning of the estimated parameters, in practice it is easy to be confused
about proper interpretations. For example, the
z
i
p model simultaneously estimates a binary and count model, and it is easy to
be confused on the direction of the effects.








f which allows users to list estimated coefﬁcients in ways that
facilitate interpretation. Users can list coefﬁcients selected by name or signiﬁcance level, list transformations of the coefﬁcients,

















































































































t speciﬁes that percent change coefﬁcients should be listed instead of factor change coefﬁcients.
s
t
d speciﬁes that coefﬁcients standardized to a unit variance for the independent and/or dependent variables should be listed.














x returns results in
r
(


























































































































f uses several utility ado ﬁles. These ﬁles are also used in other procedures that the authors are writing and may




p command-name after the











































o computes the means, standard deviations, minima, and maxima for the variables in a regression. Optionally,
it determines the medians and whether a variable is binary. Matrices are returned with the ﬁrst column containing statistics
for the dependent variables, with the remaining columns containing information for the independent variables.








f will compute standardized coefﬁcients, factor
change in the odds or expected counts, or percent change in the odds or expected counts. The table below lists which options



















































































































b Default Yes No
Example for regress
In the simplest case, one can obtain
x-standardized,



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































f can be used to obtain alternative transformations of the basic parameters. We
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Alternatively, a user might want to interpret the coefﬁcients in terms of their effect on the latent
y
￿ that underlies the observed
variable
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The standard Stata output allows you to immediately determine the factor change in the odds of each outcome category relative


























f provides all possible comparisons. Since this can generate extensive output, we illustrate two options that limit
which coefﬁcients are listed. By specifying the variable
e
d, only coefﬁcients for
e








from printing any contrast that is not signiﬁcant at the .05 level. Note that the coefﬁcients below correspond to those listed
above (for example, the effect of
e









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































f makes it much simpler to be sure about the proper interpretation.
In the standard output from
z
i
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































) whichever of the following are computed for a particular













is speciﬁed. The row and column labels of matrices describe each coefﬁcient that is included in each of the following matrices



















































) standard deviations for independent variables in ﬁnding



















































































































































corresponding results for the binary equation.Stata Technical Bulletin 33








f. Full details along with citations to
original sources are found in Long (1997). For purposes of illustration, we use an example with only two independent variables.
Standardized coefﬁcients
It is often useful to compute coefﬁcients after some or all of the variables have been standardized to a unit variance. This












estimation commands express coefﬁcients in the metric of the variables as they are found in the dataset. Standardization can be
introduced as follows.



























The independent variables can be standardized with simple algebra. Let
￿
k be the standard deviation of
x


























































k units, holding all other variables constant.
To standardize for the dependent variable, let
￿
y be the standard deviation of
y. We can standardize








































y-standardized coefﬁcient that can be interpreted as follows. For a unit increase in
x
k,





k standard deviations, holding all other variables constant.
For a dummy variable, the interpretation would be as follows. Having characteristic
x
k (as opposed to not having the





k standard deviations, holding all other variables constant.






















































y is a fully standardized coefﬁcient that can be interpreted as follows. For a standard deviation increase in
x
k,
y is expected to change by
￿
S
k standard deviations, holding all other variables constant.





































































￿ is a latent variable.
In models with a latent dependent variable, (2) can be divided by
￿
y
￿. To estimate the variance of the latent variable, the


























) is the covariance matrix for the
x’s computed from the observed data.
In some models such as tobit, Var
(
￿















Factor and percent change
In logit-based models and models for counts, coefﬁcients can be expressed either as a factor or multiplicative change in the







r option computes the factor change in the odds, referred







































is the factor or multiplicative change in the predicted odds when
x
k changes by one unit. Thus we have the factor change:f o r
a unit change in
x







), holding all other variables constant.














), thus giving rise to the standardized
factor change: for a standard deviation change in
x

























c, the odds are for outcome “not-0” versus outcome 0’. Often
the dependent variable is coded as 1 and 0 so it becomes the odds of a 1 compared to a 0. The coefﬁcients in the ordinal






t can also be interpreted in terms of factor change in the odds. In this model, the odds are for
“outcomes greater than some value” compared to “outcomes less than some value”, for example, the odds for categories 3 or 4
compared to categories 1 and 2.










































































) can be interpreted as follows. For a unit change in
x








holding all other variables constant.















) can be interpreted as follows. For a
standard deviation change in
x










), holding all other variables constant.
Alternatively, the percentage change in the expected count for a
￿ unit change in
x
k



























b combine a binary model predicting those who always have 0 outcomes and those
who might not have zeros and a count model that applies to those who could have non-zero outcomes. If the binary portion of
the model is assumed to be a logit, interpretation of the binary portion can be made in terms of the odds of always being 0













p option provides information on the correct interpretation.






t estimates the multinomial logit in which the estimated coefﬁcients are for the comparison of a given outcome
to a base category. For complete interpretation it is useful to examine the coefﬁcients for all possible comparisons, including




















f. Since this can involve a large number of coefﬁcients






e options can be useful for ﬁnding the most important effects.
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snp15.1 Update to somersd








d calculates conﬁdence intervals for rank-order statistics. It has been improved, streamlined, debugged, and
intensively certiﬁed.






































































































































) is speciﬁed, then the conﬁdence limits will be asymmetric





l) may be used in replay

































d was introduced in Newson (2000). The program calculates conﬁdence intervals for the rank order statistics Somers’
D and Kendall’s
￿
a for the ﬁrst variable of varlist as a predictor of each of the other variables in varlist, with estimates and
jackknife covariances saved as estimation results. The new version contains the following improvements:






























































) is not speciﬁed, then processing time is now quadratically dependent on the







t, instead of being quadratically dependent on the number of observations
as before. This makes a vast difference to the time taken to process discrete variables in data sets with thousands of
observations.



















d circulated via the Ideas list, and there was no excuse for me







d for the STB.)







d is now much more comprehensive than before, ruling out the above bug and











t.) Amongst other checks, it checks its jackknife conﬁdence intervals
for Kendall’s
￿







































e take much longer, requiring a time cubically dependent on the number of observations.
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sts15 Tests for stationarity of a time series
Christopher F. Baum, Boston College, baum@bc.edu
Abstract: Implements the Elliott–Rothenberg–Stock (1996) DF-GLS test and the Kwiatkowski–Phillips–Schmidt–Shin (1992)
KPSS tests for stationarity of a time series. The DF-GLS test is an improved version of the augmented Dickey–Fuller test.
The KPSS test has a null hypothesis of stationarity and may be employed in conjunction with the DF-GLS test to detect long
memory (fractional integration).







































































t your data before using these tests; see [R] tsset. varname may contain time series









) speciﬁes the maximum lag order to be considered. The test statistics will be calculated for each lag up to the
maximum lag order (which may be zero). If not speciﬁed, the maximum lag order for the test is by default calculated




= 4 in his terminology. Whether the
























s performs the Elliott–Rothenberg–Stock (ERS, 1996) efﬁcient test for an autoregressive unit root. This test is similar
to an (augmented) Dickey–Fuller







r, but has the best overall performance in terms of small





s test “has substantially improved power when an





















































































































: The values of
￿
c are chosen so that “the test achieves the power envelope against stationary alternatives
(is asymptotically MPI (most powerful invariant)) at 50 percent power” (Stock 1994, 2769; emphasis added). The augmented



















































d option suppresses the time trend in this regression.
Approximate 5% and 10% critical values, by default, are calculated from the response surface estimates of Table 1, Cheung
and Lai (1995, 413), which take both the sample size and the lag speciﬁcation into account. Approximate 1% critical values forStata Technical Bulletin 37
the GLS detrended test are interpolated from Table 1 of ERS (page 825). Approximate 1% critical values for the GLS demeaned











S option speciﬁes that the ERS (and Dickey–Fuller) values are to be used for all levels of signiﬁcance (eschewing the
response surface estimates).
If the maximum lag order exceeds one, the optimal lag order is calculated by the Ng and Perron (1995) sequential
t test
on the highest order lag coefﬁcient, stopping when that coefﬁcient’s
p-value is less than 0.10. The lag minimizing the Schwarz




s performs the Kwiatkowski–Phillips–Schmidt–Shin test introduced in Kwiatkowski et al. (1992) for stationarity of














n) by having a null hypothesis of
stationarity. The test may be conducted under the null hypothesis of either trend stationarity (the default) or level stationarity.



















n). The KPSS test is often used in conjunction with those tests to investigate the possibility that a series is






); see Lee and Schmidt (1996).































































> 0, the denominator is
computed as the Newey–West estimate of the long run variance of the series; see [R] newey.
Approximate critical values for the KPSS test are taken from Kwiatkowski et al. (1992).
Examples


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































) KPSS statistic at lag n
Acknowledgments
I acknowledge useful conversations with Serena Ng, James Stock, and Vince Wiggins. The KPSS code was adapted from






s output and alerting me to the Cheung and Lai estimates. Any remaining errors are my own.
References
Cheung, Y. W. and K.-S. Lai. 1995. Lag order and critical values of a modiﬁed Dickey–Fuller test. Oxford Bulletin of Economics and Statistics 57:
411–419.
Elliott, G., T. J. Rothenberg, and J. H. Stock. 1996. Efﬁcient tests for an autoregressive unit root. Econometrica 64: 813–836.
Kwiatkowski, D., P. C. Phillips, P. Schmidt, and Y. Shin. 1992. Testing the null hypothesis of stationarity against the alternative of a unit root: How
sure are we that economic time series have a unit root? Journal of Econometrics 54: 159–178.
Lee, D. and P. Schmidt. 1996. On the power of the KPSS test of stationarity against fractionally-integrated alternatives. Journal of Econometrics 73:
285–302.
Ng, S. and P. Perron. 1995. Unit root tests in ARMA models with data-dependent methods for the selection of the truncation lag. Journal of the
American Statistical Association 90: 268–281.
Schwert, G. W. 1989. Tests for unit roots: A Monte Carlo investigation. Journal of Business and Economic Statistics 7: 147–160.
Stock, J. H. 1994. Unit roots, structural breaks and trends. In Handbook of Econometrics IV, ed. R. F. Engle and D. L. McFadden. Amsterdam:
Elsevier.
sts16 Tests for long memory in a time series
Christopher F. Baum, Boston College, baum@bc.edu
Vince Wiggins, Stata Corporation, vwiggins@stata.com
Abstract: Implements the Geweke/Porter-Hudak log periodogram estimator (1983), the Phillips modiﬁed log periodogram
estimator (1999b) and the Robinson log periodogram estimator (1995) for the diagnosis of long memory, or fractional
integration, in a time series. The Robinson estimator may be applied to a set of time series.













































































































t your data before using these tests; see [R] tsset. varname or varlist may contain time









) indirectly speciﬁes the number of ordinates to be included in the regression. A number of ordinates equal
to the integer part of
















































r. By default, a linear trend will be removed from the series.40 Stata Technical Bulletin STB-57
l
(#






r. Some researchers have found that










r is to be computed as an average of adjacent ordinates. The default
value of
j is 1, so that no averaging is performed. If
j is 2, the number of ordinates is halved; with a
j of 3, divided by
three, and so on. When






s should be set large enough so that the averaged ordinates




















default is to perform unconstrained estimation. This option allows the imposition of linear constraints prior to estimation
of the pooled coefﬁcient vector. For instance, if varlist contains prices, dividends, and returns, and your prior (or previous
ﬁndings) states that prices’ and dividends’ order of integration is indistinguishable, one might impose that constraint to
improve the power of the




















Technical note on constraints. When constraints are imposed it is difﬁcult to identify the number of numerator degrees of
freedom in the test for equality of






r’s output. Since constraints can be of






r determines the degrees of freedom
from the rank of the matrix used to compute the Wald statistic. Determining that matrix rank from a numerical standpoint






r may overstate the number of constraints being tested and thereby incorrectly
compute the numerator degrees of freedom for the test. This rarely has a meaningful impact on the statistical test, but you
may wish to test only the unconstrained coefﬁcients if the computed degrees of freedom are wrong.
















t. In this case, the
degrees of freedom were correct, so we needn’t have gone to the trouble.
Description














































































































































￿) denoting the gamma (generalized factorial) function. The parameter
d is allowed to assume any real value. The
arbitrary restriction of
d to integer values gives rise to the standard autoregressive integrated moving average (ARIMA) model.
The stochastic process
y













The process is nonstationary for
d






















1. Consequently, the autocorrelations of the ARFIMA process decay hyperbolically to zero as
k
!




















1, and the ARFIMA process is said to exhibit long memory, or long-range positive dependence. The process is said to






). The process exhibits short
memory for
d





) the process is mean reverting,
even though it is not covariance stationary, as there is no long-run impact of an innovation on future values of the process.














d a real number. A series exhibiting long memory, or persistence, has an autocorrelation function that damps hyperbolically,
more slowly than the geometric damping exhibited by “short memory” (ARMA) processes. Thus, it may be predictable at long
horizons. Long memory models originated in hydrology and have been widely applied in economics and ﬁnance. An excellent
survey of long memory models is given by Baillie (1996).







) model: exact maximum likelihood estimation, as
proposed by Sowell (1992), and semiparametric approaches, as described in this insert. Sowell’s approach requires speciﬁcation
of the
p and
q values, and estimation of the full ARFIMA model conditional on those choices. This involves all the attendantStata Technical Bulletin 41
difﬁculties of choosing an appropriate ARMA speciﬁcation, as well as a formidable computational task for each combination of
p and
q to be evaluated. The methods described here assume that the short memory or ARMA components of the time series
are relatively unimportant, so that the long memory parameter
d may be estimated without fully specifying the data-generating







k performs the Geweke and Porter-Hudak (GPH 1983) semiparametric log periodogram regression, often described
as the “GPH test,” for long memory (fractional integration) in a time series. The GPH method uses nonparametric methods—a
spectral regression estimator—to evaluate
d without explicit speciﬁcation of the ARMA parameters of the series. The series is
usually differenced so that the resulting





Geweke and Porter-Hudak (1983) proposed a semiparametric procedure to obtain an estimate of the memory parameter
d
of a fractionally integrated process
X




























d is obtained from the application

























































































































































Various authors have proposed methods for the choice of
m, the number of Fourier frequencies included in the regression.
The regression slope estimate is an estimate of the slope of the series’ power spectrum in the vicinity of the zero frequency; if too
few ordinates are included, the slope is calculated from a small sample. If too many are included, medium and high-frequency
components of the spectrum will contaminate the estimate. A choice of
p





r is often employed. To evaluate
the robustness of the GPH estimate, a range of power values (from 0.40 to 0.75) is commonly calculated as well. Two estimates
of the
d coefﬁcient’s standard error are commonly employed: the regression standard error, giving rise to a standard
t test, and
an asymptotic standard error, based upon the theoretical variance of the log periodogram of
￿
2
=6. The statistic based upon that






r computes a modiﬁed form of the GPH estimate of the long memory parameter,
d, of a time series, proposed by
Phillips (1999a, 1999b). Phillips (1999a) points out that the prior literature on this semiparametric approach does not address
the case of
d
= 1, or a unit root, in (3), despite the broad interest in determining whether a series exhibits unit-root behavior or
long memory behavior, and his work showing that the
b







bias toward unity. This weakness of the GPH estimator is solved by Phillips’ modiﬁed log periodogram regression estimator, in
which the dependent variable is modiﬁed to reﬂect the distribution of
d under the null hypothesis that
d
= 1. The estimator
gives rise to a test statistic for
d
= 1 which is a standard normal variate under the null. Phillips suggests that deterministic
trends should be removed from the series before application of the estimator. Accordingly, the routine will automatically remove










































































































































































































Phillips proves that, with appropriate assumptions on the distribution of
￿
t


























d has the same limiting distribution at
d




d around unity. A semiparametric test statistic for a unit root against a fractional alternative is then based upon the





















































for each series is estimated from a single log-periodogram regression which allows the intercept and slope to differ for each
series. One of the innovations of Robinson’s estimator is that it is not restricted to using a small fraction of the ordinates of the





r need not exclude a sizable fraction of the original
sample size. The estimator also allows for the removal of one or more initial ordinates and for the averaging of the periodogram
over adjacent frequencies. The rationale for using non-default values of either of these options is presented in Robinson (1995).











) being the Geweke and Porter-Hudak estimator) Robinson (1995, 1052). Robinson’s
formulation of the log-periodogram regression also allows for the formulation of a multivariate model, providing justiﬁcation for
tests that different time series share a common differencing parameter. Normality of the underlying time series is assumed, but
Robinson claims that other conditions underlying his derivation are milder than those conjectured by GPH.





















































































































































Without averaging the periodogram over adjacent frequencies nor omission of

































































































































ordinates. Standard errors for
~
d
g and for a test of the restriction that two or more of the
d
g are equal may be derived from the
estimated covariance matrix of the least squares coefﬁcients. The standard errors for the estimated parameters are derived from
a pooled estimate of the variance in the multivariate case, so that their interval estimates differ from those of their univariate
counterparts. Modiﬁcations to this derivation when the frequency-averaging (
j) or omission of initial frequencies (
l) options are
selected may be found in Robinson (1995).
Examples

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The GPH test, applied to the stock returns series, generates estimates of the long memory parameter that cannot reject the
null at the ten percent level using the
t test. Phillips’ modiﬁed LPR, applied to this series, ﬁnds that
d
= 1 can be rejected for
all powers tested, while
d
= 0 (stationarity) may be rejected at the ten percent level for powers 0.6, 0.7, and 0.75. Robinson’s
estimate for the returns series alone is quite precise. Robinson’s multivariate test, applied to the price and dividends series,
ﬁnds that each series has
d
> 0. The test that they share the same
d cannot be rejected. Accordingly, the test is applied to all
three series subject to the constraint that price and dividends series have a common
d, yielding a more precise estimate of the
difference in



































































































































r, the saved results pertain to the last power used.
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sts17 Compacting time series data









p provides the ability to compact data of monthly, quarterly or half-yearly frequencies to a lower frequency
by one or more methods (e.g., average, sum, last value per period, and so on).













































) target var = varname
￿


















n mean over interval
s
u














t last observation in the interval

























t, the speciﬁcation of the panel identiﬁcation variable will automatically be retained in the resulting dataset (it need not,






















































p converts the time series data in memory into a dataset of means, sums, or selected values taken from the speciﬁed








e, which automatically forms the groups over which statistics are to be calculated from an




















), respectively. Data may be averaged over the interval (using either an arithmetic
or geometric mean) or summed (as would be appropriate for income statement data). Either the ﬁrst or the last observation
of each interval may be selected (so that, e.g., end-of-period values may be readily assembled). Since its syntax (and internal








e, more than one statistic may be generated from a single variable; for example, both average and
























































































e package of N. J. Cox, information about which is






















































































































































































































































































































In the ﬁrst instance, the price and dividend series are averaged over the quarter, and other series in the original dataset discarded.
In the second example, the price series is used to generate three variables: the average price per quarter, the price in the ﬁrst
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STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt datasets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology ssa survival analysis
sed exploratory data analysis ssi simulation & random numbers
sg general statistics sss social science & psychometrics
smv multivariate analysis sts time-series, econometrics
snp nonparametric methods svy survey sampling
sqc quality control sxd experimental design
sqv analysis of qualitative variables szz not elsewhere classiﬁed
srd robust methods & statistical diagnostics
In addition, we have granted one other preﬁx, stata, to the manufacturers of Stata for their exclusive use.
Guidelines for authors
The Stata Technical Bulletin (STB) is a journal that is intended to provide a forum for Stata users of all disciplines and
levels of sophistication. The STB contains articles written by StataCorp, Stata users, and others.
Articles include new Stata commands (ado-ﬁles), programming tutorials, illustrations of data analysis techniques, discus-
sions on teaching statistics, debates on appropriate statistical techniques, reports on other programs, and interesting datasets,
announcements, questions, and suggestions.
A submission to the STB consists of
1. An insert (article) describing the purpose of the submission. The STB is produced using plain TEX so submissions using
TEX (or L ATEX) are the easiest for the editor to handle, but any word processor is appropriate. If you are not using TEXa n d
your insert contains a signiﬁcant amount of mathematics, please FAX (979–845–3144) a copy of the insert so we can see





e ﬁles, or other software that accompanies the submission.
3. A help ﬁle for each ado-ﬁle included in the submission. See any recent STB diskette for the structure a help ﬁle. If you
have questions, ﬁll in as much of the information as possible and we will take care of the details.
4. A do-ﬁle that replicates the examples in your text. Also include the datasets used in the example. This allows us to verify
that the software works as described and allows users to replicate the examples as a way of learning how to use the software.
5. Files containing the graphs to be included in the insert. If you have used STAGE to edit the graphs in your submission, be




h ﬁles. Do not add titles (e.g., “Figure 1: ...”) to your graphs as we will have to strip them off.






























e if you are working on a Unix platform or by attaching it to an email message if your mailer allows
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URL: http://www.dpc.de URL: http://www.ritme.com
Countries served: Germany, Austria, Czech Republic Countries served: France, Belgium,
Hungary, Italy, Poland Luxembourg
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Company: Scientiﬁc Solutions S.A. Company: Timberlake Consulting S.L.
Address: Avenue du G´ en´ eral Guisan, 5 Address: Calle Mendez Nunez, 1, 3
CH-1009 Pully/Lausanne 41011 Sevilla
Switzerland Spain
Phone: 41 (0)21 711 15 20 Phone: +34 (9) 5 422 0648
Fax: 41 (0)21 711 15 21 Fax: +34 (9) 5 422 0648
Email: info@scientiﬁc-solutions.ch Email: timberlake@zoom.es
Countries served: Switzerland Countries served: Spain
Company: Smit Consult Company: Timberlake Consultores, Lda.
Address: Doormanstraat 19 Address: Praceta Ra´ ul Brandao, n
￿1, 1
￿E
5151 GM Drunen 2720 ALFRAGIDE
Netherlands Portugal
Phone: +31 416-378 125 Phone: +351 (0)1 471 73 47
Fax: +31 416-378 385 Fax: +351 (0)1 471 73 47
Email: info@smitconsult.nl Email: timberlake.co@mail.telepac.pt
URL: http://www.smitconsult.nl
Countries served: Netherlands Countries served: Portugal
Company: Survey Design & Analysis Company: Unidost A.S.
Services Pty Ltd Rihtim Cad. Polat Han D:38
Address: PO Box 1026 Kadikoy
Blackburn North VIC 3130 81320 ISTANBUL
Australia Turkey
Phone: +61 (0)3 9878 7373 Phone: +90 (216) 414 19 58
Fax: +61 (0)3 9878 2345 Fax: +30 (216) 336 89 23
Email: sales@survey-design.com.au Email: info@unidost.com
URL: http://survey-design.com.au URL: http://abone.turk.net/unidost
Countries served: Australia, New Zealand Countries served: Turkey
Company: Timberlake Consultants Company: Vishvas Marketing-Mix Services
Address: Unit B3 Broomsleigh Bus. Park Address: C
nO S. D. Wamorkar
Worsley Bridge Road “Prashant” Vishnu Nagar, Naupada
LONDON SE26 5BN THANE - 400602
United Kingdom India
Phone: +44 (0)208 697 3377 Phone: +91-251-440087
Fax: +44 (0)208 697 3388 Fax: +91-22-5378552
Email: info@timberlake.co.uk Email: vishvas@vsnl.com
URL: http://www.timberlake.co.uk
Countries served: United Kingdom, Eire Countries served: India
Company: Timberlake Consultants Srl
Address: Via Baden Powell, 8
67039 SULMONA (AQ)
Italy
Phone: +39 (0)864 210101
Fax: +39 (0)864 32939
Email: timberlake@arc.it
URL: http://www.timberlake.it
Countries served: Italy