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Re´sume´ La programmation par objets pre´sente une apparente incompatibilite´ entre trois
termes : l’he´ritage multiple, l’e cacite´ et l’hypothe`se du monde ouvert — en particulier,
le chargement dynamique. Cet article pre´sente des re´sultats d’expe´rimentations exhaustives
comparant l’e cacite´ de di↵e´rentes techniques d’imple´mentation (coloration, BTD, hachage
parfait, ...) dans le contexte de di↵e´rents sche´mas de compilation (de la compilation se´pare´e
avec chargement dynamique a` la compilation purement globale). Les tests sont e↵ectue´s avec
et sur le compilateur du langage Prm. Ils confirment pour l’essentiel les re´sultats the´oriques
ante´rieurs. Les sche´mas d’optimisation globale de´montrent un gain significatif par rapport a`
la coloration qui fait fonction de re´fe´rence, tandis que le chargement dynamique rend re´el le
surcouˆt de l’he´ritage multiple. Enfin, ces tests confirment l’inte´reˆt du hachage parfait pour
les interfaces de Java.
1 Introduction
L’hypothe`se du monde ouvert (OWA pour Open World Assumption) repre´sente certainement
le contexte le plus favorable pour obtenir la re´utilisabilite´ proˆne´e par le ge´nie logiciel. Une classe
doit pouvoir eˆtre conc¸ue, programme´e, compile´e et imple´mente´e inde´pendamment de ses usages
futurs et en particulier de ses sous-classes. C’est ce qui permet d’assurer la compilation se´pare´e et
le chargement dynamique.
Cependant l’he´ritage multiple — ou ses variantes comme le sous-typage multiple d’interfaces a`
la Java— s’est re´ve´le´ di cile a` imple´menter sous l’hypothe`se du monde ouvert. En typage statique,
seule l’hypothe`se du monde clos (CWA) permet d’obtenir la meˆme e cacite´ qu’en he´ritage simple,
c’est-a`-dire avec une imple´mentation en temps constant ne´cessitant un espace line´aire dans la taille
de la relation de spe´cialisation. Les deux langages les plus utilise´s actuellement illustrent bien ce
point. C++, avec le mot-clef virtual pour l’he´ritage, procure une imple´mentation pleinement
re´utilisable, en temps constant — bien que pleine d’ajustements de pointeurs — mais qui ne´cessite
un espace cubique dans le nombre de classes (dans le pire des cas). En Java, ou` l’he´ritage multiple
est restreint aux interfaces, il n’existe pas a` notre connaissance d’imple´mentation des interfaces en
temps constant [Alpern et al., 2001a; Ducournau, 2008]. En typage dynamique, meˆme l’he´ritage
simple pose des proble`mes et nous nous restreindrons ici au typage statique.
Dans cet article, nous distinguons l’imple´mentation qui concerne la repre´sentation des objets
et la compilation qui calcule cette repre´sentation. Au total, l’exe´cution des programmes a` objets
met en jeu une ou plusieurs techniques d’imple´mentation dans le contexte de di↵e´rents sche´mas de
compilation. L’imple´mentation est concerne´e par les trois me´canismes de base des langages objets
— acce`s aux attributs, invocation de me´thode et test de sous-typage. Le sche´ma de compilation
constitue la chaˆıne de production de l’exe´cutable : ge´ne´ration de code, e´dition de liens, chargement.
L’objectif de ce travail est d’e´valuer de manie`re re´aliste et objective l’impact e↵ectif des sche´mas
de compilation et des techniques d’imple´mentation sur l’e cacite´ d’un programme objet significatif
en comparant deux a` deux les techniques ou les sche´mas, toutes choses e´gales par ailleurs. Ces
expe´rimentations sont re´alise´es sur le compilateur de Prm, un langage objet qui supporte l’he´ritage
multiple et qui propose une notion de module et de ra nement de classe [Privat et Ducournau,
2005b]. Graˆce a` cela, PrmC son compilateur autoge`ne (e´crit en Prm) est un programme modulaire
et remplacer une technique par une autre peut se faire a` moindre couˆt.
Cet article e´tend les premiers re´sultats de [Morandat et al., 2009] avec les nouvelles expe´ri-
mentations ainsi qu’une partie des re´sultats pre´sente´s dans [Ducournau et al., 2009]. Nous com-
mencerons par de´crire des techniques d’imple´mentation des me´canismes objet, puis des sche´mas
de compilation — de la compilation se´pare´e qui permet de compiler le code modulairement a` la
compilation globale qui permet d’e↵ectuer de nombreuses optimisations, ainsi que certains sche´-
mas interme´diaires qui ont e´te´ peu e´tudie´s. Nous pre´sentons ensuite une se´rie de tests re´alise´s sur
PrmC , afin de mesurer l’impact re´el des di↵e´rents sche´mas et techniques sur de vrais programmes
— en l’occurrence PrmC lui-meˆme. Enfin nous commenterons ces re´sultats avant de parler des
travaux connexes, puis nous conclurons en de´taillant les perspectives de ce travail.
2 Imple´mentation et compilation
Cette section pre´sente les di↵e´rentes techniques d’imple´mentation et les sche´mas de compilation
que nous conside´rons dans cet article. Le lecteur inte´resse´ est renvoye´ a` [Ducournau, ] pour une
synthe`se plus ge´ne´rale.
2.1 Techniques d’imple´mentation
Nous pre´sentons d’abord la technique de re´fe´rence de l’he´ritage simple puis les di↵e´rentes tech-
niques d’imple´mentation de l’he´ritage multiple que nous conside´rons ici. Nous parlerons principale-
ment de l’appel de me´thode, l’imple´mentation des deux autres me´canismes pouvant ge´ne´ralement
se de´duire de celui-ci.
Technique de base : he´ritage simple et typage statique Dans le cas de l’he´ritage simple, le
graphe de spe´cialisation d’un programme est une arborescence. Il n’existe donc qu’un chemin reliant
une classe (sommet dans le graphe) a` la classe racine. En typage statique, cette proprie´te´ donne
lieu a` une imple´mentation simple et e cace de l’he´ritage simple. Il su t pour cela de concate´ner
les me´thodes introduites par chacune des classes dans l’ordre de spe´cialisation pour construire
les tables de me´thodes. L’ope´ration similaire applique´e aux attributs permet de repre´senter les
instances (Figure 1-a). Le test de sous-typage de Cohen [1991] s’inte`gre dans la table de me´thodes
suivant le meˆme principe.
Nous conside´rons cette imple´mentation comme celle de re´fe´rence car elle rajoute le minimum
d’information ne´cessaire a` l’exe´cution d’un programme dans les diverses tables. De plus, elle ve´rifie
deux invariants : de position, chaque me´thode (resp. attribut) a une position dans la table des
me´thodes (resp. l’objet) invariante par spe´cialisation, donc inde´pendante du type dynamique du
receveur ; de re´fe´rence, la re´fe´rence a` un objet est inde´pendante du type statique de la re´fe´rence.
En he´ritage simple, il su t de connaˆıtre la super-classe pour calculer l’imple´mentation d’une
classe (OWA). La taille totale des tables est line´aire dans le cardinal de la relation de spe´cialisation,
donc, dans le pire des cas, quadratique dans le nombre de classes.
Sous-objets (SO) Dans le cas de l’he´ritage multiple, ces invariants sont trop forts car deux
classes incomparables, peuvent avoir une sous-classe commune (par exemple B et C dans la figure
1-b). La technique de base ne peut donc plus eˆtre utilise´e.
L’imple´mentation de C++ de´taille´e dans Ellis et Stroustrup [1990] repose entie`rement sur
les types statiques des re´fe´rences. La repre´sentation d’un objet est faite par concate´nation des
sous-objets de toutes les super-classes de sa classe (elle-meˆme comprise). Pour une classe donne´e,
un sous-objet est un pointeur sur sa table de me´thodes suivi des attributs introduits par cette
classe. Chaque table de me´thodes contient l’ensemble des me´thodes connues par le type statique
du sous-objet. Une re´fe´rence a` un objet pointe sur le sous-objet correspondant au type statique
de la re´fe´rence et toutes les ope´rations polymorphes sur un objet ne´cessitent un ajustement de
pointeur. Cet ajustement est de´pendant du type dynamique de l’instance pointe´e, donc la table
des me´thodes doit contenir aussi les de´calages a` utiliser. Dans le pire des cas, la taille totale des
tables est ainsi cubique dans le nombre de classes. Cette imple´mentation reste compatible avec le
chargement dynamique (OWA).
En C++, cette imple´mentation suppose que le mot-clef virtual annote chaque super-classe.
L’absence de virtual dans les clauses d’he´ritage se traduit par une imple´mentation simplifie´e qui
entraˆıne un risque d’he´ritage re´pe´te´. La majorite´ des programmes utilisent peu ce mot-clef et ils ne
sou↵rent donc pas du surcouˆt entraˆıne´ par l’he´ritage multiple et le chargement dynamique, mais
c’est au prix d’une re´utilisabilite´ limite´e (CWA).
Coloration (MC/AC) La coloration a e´te´ initialement propose´e par Dixon et al. [1989], Pugh et
Weddell [1990] et Vitek et al. [1997] pour chacun des trois me´canismes de base. Ducournau [2006]
montre l’identite´ des trois techniques et fait la synthe`se de l’approche. L’ide´e principale est de
maintenir en he´ritage multiple les invariants de l’he´ritage simple, mais sous l’hypothe`se du monde
clos. Comme les e´le´ments doivent avoir une position invariante par spe´cialisation, il faut laisser
certains trous dans les tables, par exemple dans celle de C (Figure 1-c). Pour obtenir un re´sultat
e cace, il faut minimiser la taille des tables (ou le nombre de trous).
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A chaque exemple de hie´rarchie de classes (A,B,C, . . .) est associe´e l’imple´mentation correspondante
d’instances (a, b, c, . . .). Les objets sont a` droite, les tables de me´thodes a` gauche, inverse´es pour e´viter
les croisements. Dans les tables, les e´tiquettes de classe de´signent le groupe de me´thodes ou d’attributs
introduits par la classe.
Fig. 1. Di↵e´rentes techniques d’imple´mentation
La technique de la coloration peut eˆtre utilise´e pour les trois me´canismes objet et le code
ge´ne´re´ pour chacun de ces me´canismes ne de´pend que de la couleur de l’entite´ acce´de´. Seul le
calcul des couleurs ne´cessite de connaˆıtre la hie´rarchie de classes (CWA). Dans la suite, MC
de´signe l’application de la coloration aux me´thodes et au test de sous-typage et AC l’application a`
la repre´sentation des instances. D’autres techniques de compression de tables existent, par exemple
row displacement [Driesen, 2001], mais elles ne s’appliquent pas a` la repre´sentation des objets.
Simulation des accesseurs (AS) La simulation des accesseurs, propose´e par Myers [1995] et
Ducournau [], permet de re´duire l’acce`s aux attributs a` l’envoi de message, en rajoutant une
indirection par la table des me´thodes. Les attributs sont groupe´s par classe d’introduction et la
position de chaque groupe est incluse dans la table des me´thodes comme si cela en e´tait une. La
simulation des accesseurs s’applique a` n’importe quelle technique d’imple´mentation des me´thodes
— elle suppose juste qu’un attribut soit introduit par une classe unique, comme en typage statique.
Nous la conside´rons ici couple´e a` la coloration de me´thodes comme alternative a` la coloration
d’attributs qui peut engendrer un nombre de trous trop important dans certaines classes, voir
[Ducournau, 2006].
Arbres binaires d’envoi de messages (BTD) Toutes les techniques pre´sente´es jusqu’a` pre´sent
utilisent des tables pour invoquer les me´thodes. L’ide´e des binary tree dispatch (BTD), propose´e
par Zendra et al. [1997], est de remplacer les tables par une se´rie de tests d’e´galite´ de types qui
de´terminent la me´thode a` appeler. L’appel de me´thode lui-meˆme est imple´mente´ comme un arbre
binaire e´quilibre´ de comparaison de types dont les feuilles sont les appels statiques de me´thodes.
En pratique, graˆce au cache d’instructions et aux pre´dictions de branchements des processeurs
modernes, si la profondeur de l’arbre n’exce`de pas trois niveaux — donc avec huit feuilles au
maximum — le nombre moyen de cycles pris pour ces comparaisons est infe´rieur au temps d’acce`s
par l’indirection d’une table de me´thodes. On notera par la suite BTDi un BTD de profondeur i.
Les BTD0 correspondent aux appels statiques.
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L’objet pointe (par table) a` l’indice 0 de la table de me´thodes. Les indices positifs contiennent les adresses
des me´thodes dans l’imple´mentation de l’he´ritage simple, ou` les me´thodes sont groupe´es par interface
d’introduction. Les indices ne´gatifs contiennent la table de hachage dont le parame`tre h est aussi dans
la table. Une entre´e de la table est forme´e de l’identifiant de l’interface (interfaceId) pour le test de
sous-typage et de la position relative (iOffset) du groupe de me´thodes introduites par l’interface.
Fig. 2. Hachage parfait en Java
Hachage parfait (PH) Le hachage parfait est une optimisation en temps constant des tables de
hachage pour des ensembles immutables [Czech et al., 1997]. Ducournau [2008] propose de l’utiliser
pour le test de sous-typage et l’envoi de message, dans le cas particulier des interfaces en Java
(Figure 2). Cette technique ne´cessite une indirection supple´mentaire avant l’appel de la me´thode.
A notre connaissance, cette technique est la seule alternative a` l’imple´mentation par sous-objets
de C++ qui soit en temps constant et incre´mentale (OWA). Cependant sa constante de temps
pour l’appel de me´thode est a` peu pre`s le double de celle de l’he´ritage simple. Deux fonctions de
hachage ont e´te´ e´tudie´es : modulo, le reste de la division entie`re (note´e mod) et la conjonction bit-a`-
bit (note´e and). Les deux ne ne´cessitent qu’une instruction machine mais, alors que and prend un
seul cycle d’horloge, la latence de la division entie`re peut attendre 20 ou 25 cycles, en particulier
sur les processeurs comme le Pentium ou` la division entie`re est prise en charge par l’unite´ de calcul
flottant. Par ailleurs, les expe´rimentations e↵ectue´es sur PH-and et PH-mod montre que le premier
ne´cessite des tables beaucoup plus grandes que le second. Le hachage parfait semble donc conduire
a` un choix espace-temps di cile.
Le hachage parfait peut eˆtre utilise´ pour l’acce`s aux attributs graˆce a` la simulation des acces-
seurs, pour cela la table de hachage doit contenir des entre´s triples3.
Coloration incre´mentale (IC) Une version incre´mentale de la coloration a e´te´ propose´e par
Palacz et Vitek [2003] pour imple´menter le test de sous-typage en Java. Pour les besoins de la
comparaison, une application a` l’invocation de me´thode base´e sur les meˆmes principes que l’appel
de me´thode du hachage parfait a e´te´ propose´e dans [Ducournau, 2008].
La coloration ne´cessitant l’hypothe`se du monde clos (CWA), la coloration incre´mentale peut
entraˆıner certains recalculs durant le chargement. De ce fait, la structure de donne´e utilise´e ajoute
une indirection dans une zone me´moire di↵e´rente, ce qui a pour conse´quence d’augmenter le risque
de de´faut de cache (Figure 3). Le lecteur inte´resse´ est renvoye´ a` [Ducournau, 2008] pour les de´tails
de l’imple´mentation.
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L’imple´mentation ressemble a` celle du hachage parfait sauf que la position d’une interface de´pend d’un
load au lieu d’eˆtre le re´sultat d’une fonction de hachage. La position d’une couleur peut eˆtre stocke´s dans
la table des me´thodes de la classe cible ou dans une table se´pare´e. Dans tous les cas, le load ne´cessite un
acce`s a` une re´gion me´moire di↵e´rente et peut conduire a` trois de´fauts de cache supple´mentaire
De plus, comme la table des couleurs doit pouvoir eˆtre recalcule´e, elle doit ne´cessairement eˆtre disjointe
de la table des me´thodes et ne´cessite donc une indirection supple´mentaire ainsi qu’un test de borne sur la
valeur clen — et donc un load supple´mentaire.
Fig. 3. Coloration incre´mentale pour les interfaces de Java
Caches et recherche (CA) Une technique d’imple´mentation souvent applique´e dans les langages
a` typage dynamique ou aux interfaces de Java consiste a` coupler une technique d’imple´mentation
(qui est suppose´e, ici, eˆtre plutoˆt na¨ıve et ine cace) a` un cache qui me´mo¨ıse le re´sultat de la
dernie`re recherche [Alpern et al., 2001a; Alpern et al., 2001b; Click et Rose, 2002].
Par exemple, pour les interfaces de Java, en utilisant le hachage parfait (PH) ou la coloration
incre´mentale (IC) comme technique sous-jacente, la table des me´thodes pourrait cacher l’identi-
fiant de l’interface ainsi que l’o↵set du groupe de me´thode du dernier acce`s re´ussi. La se´quence
de code pour l’invocation de me´thode et le test de sous-typage est relativement plus longue que
l’imple´mentation sous-jacente. De plus, le pire des cas est plutoˆt ine cace car il rajoute la gestion
du cache au temps ne´cessaire pour l’appel sous-jacent. Quant au meilleur des cas, il est le´ge`rement
plus e cace que PH-and pour l’invocation de me´thode et identique au test de Cohen [1991] pour
le test de sous-typage. Nous pourrions attendre du cache qu’il de´grade PH-and mais qu’il ame´liore
PH-mod.
Ce cache peut eˆtre utilise´ avec toutes les techniques d’imple´mentation base´es sur des tables et
pour chacun des trois me´canismes, au prix de cacher les trois donne´es qui sont : l’identifiant de
3 Pour respecter l’alignement, il vaut mieux faire des entre´s quadruples.
la classe, l’o↵set du groupe de me´thodes ainsi que celui du groupe d’attributs introduits par cette
classe. De plus, le cache peut eˆtre commun aux trois me´canismes ou de´die´ a` chacun d’eux. A l’instar
de la coloration incre´mentale et a` l’inverse de toutes les autres techniques, le cache ne´cessite que
les tables de me´thodes soient accessibles en e´criture — donc alloue´es dans un segment me´moire
de donne´es.
L’ame´lioration propose´e par le cache est une question de statistiques. Celles pre´sente´es dans
[Palacz et Vitek, 2003] montrent qu’en fonction des benchmarks les de´fauts de cache varient de
0.1% a` plus de 50%. Le taux de re´ussite du cache peut eˆtre ame´liore´ en utilisant plusieurs caches, ce
qui augmente encore la taille du code par rapport a` l’imple´mentation sous-jacente. Les classes (ou
interfaces) sont statiquement partitionne´es en n ensembles — par exemple en hachant leur nom —
et la structure du cache est re´plique´e n fois dans la table des me´thodes. Quand n augmente, le taux
de de´faut de cache doit asymptotiquement tendre vers 0 — ne´anmoins, le meilleur et le pire des
cas restent inchange´s. De plus, avec cette approche, les tables de la structure sous-jacente peuvent
se restreindre a` contenir les identifiants de classe (ou d’interface) pour lesquelles il demeure une
collision dans leur propre cache.
Dans nos tests, nous conside´rerons aussi le hachage parfait lorsqu’il est couple´ a` un cache.
2.2 Sche´mas de compilation
Les sche´mas de compilation constituent la chaˆıne de production d’un exe´cutable. Elle est com-
pose´e de plusieurs phases distinctes qui incluent de fac¸on non limitative la compilation et le
chargement des unite´s de code ainsi que l’e´dition de liens. La compilation ne´cessite au minimum
le code source de l’unite´ conside´re´e et des informations sur toutes les classes qu’elle utilise (super-
classes par exemple). Ces informations sont contenues dans le mode`le externe, qui est l’e´quivalent
des fichiers d’en-teˆtes (.h) en C et peut eˆtre extrait automatiquement comme en Java. La dis-
tinction entre tous ces sche´mas n’est pas toujours tre`s tranche´e. En particulier les compilateurs
adaptatifs [Arnold et al., 2005] font appel a` des techniques globales (cf. 2.2) dans un cadre de
chargement dynamique (cf. 2.2) au prix d’une recompilation dynamique quand les hypothe`ses ini-
tiales se trouvent infirme´es. Dans cet article nous nous inte´ressons seulement aux sche´mas sans
recompilation a` l’exe´cution.
Compilation se´pare´e et chargement dynamique (D) La compilation se´pare´e, associe´e au
chargement dynamique, est un sche´ma de compilation classique illustre´ par les langages Lisp,
Smalltalk, C++, Java. Chaque unite´ de code est compile´e se´pare´ment, donc inde´pendamment
des autres unite´s, puis l’e´dition de liens rassemble les morceaux de fac¸on incre´mentale au cours
du chargement (OWA). Ce sche´ma permet de distribuer des modules de´ja` compile´s sous forme de
boites noires. De plus, comme les unite´s sont traite´es de manie`re inde´pendante, la recompilation
des programmes peut se restreindre aux unite´s modifie´es directement ou indirectement. Malheu-
reusement, si l’on exclut des recompilations dynamiques, ce sche´ma ne permet aucune optimisation
des me´canismes objet sur le code produit — librairies, programmes — et ne permet d’utiliser que
peu d’imple´mentations pour l’he´ritage multiple — seuls les sous-objets de C++ et le hachage
parfait sont compatibles. La coloration a e´te´ essaye´e, dans le cas particulier du test de sous-typage
[Palacz et Vitek, 2003], mais le chargement dynamique impose un recalcul et des indirections qui
sont couˆteuses, aussi bien au chargement qu’a` l’exe´cution.
Compilation globale (G) Ce sche´ma de compilation est utilise´ par Eiffel4 et constitue le
cadre de toute la litte´rature sur l’optimisation des programmes objet autour des langages Self,
4 Bien que les spe´cifications des langages de programmation soient en principe inde´pendantes de leur
imple´mentation, de nombreux langages sont en fait indissociables de celle-ci. Par exemple, la covariance
non contrainte d’Eiffel n’est pas imple´mentable e cacement sans compilation globale et la re`gle des
catcalls n’est meˆme pas ve´rifiable en compilation se´pare´e [Meyer, 1997]. Il en va de meˆme pour C++
et son imple´mentation par sous-objets ainsi que pour Java et le chargement dynamique.
Cecil, Eiffel [Zendra et al., 1997; Collin et al., 1997]. Il suppose que toutes les unite´s de code
soient connues a` la compilation (CWA) y compris le point d’entre´e du programme. Il est donc
possible d’e↵ectuer une analyse de types [Grove et Chambers, 2001], de de´terminer l’ensemble des
classes vivantes (e↵ectivement instancie´es par le programme). Graˆce a` cela, on peut re´duire la
taille des exe´cutables en e´liminant le code mort et compiler les envois de messages par des BTD —
en e↵et le nombre de types a` examiner pour chaque appel devient raisonnable — voire des appels
statiques. La coloration peut alors s’utiliser en comple´ment, pour les sites d’appels dont le degre´
de polymorphisme reste grand. Bien que ce sche´ma permette de ge´ne´rer le code le plus e cace il
pre´sente de nombreux inconve´nients. L’ensemble des sources doit eˆtre disponible, ce qui empeˆche
la distribution de modules pre´-compile´s. De plus, chaque modification sur le code, meˆme mineure,
entraˆıne une recompilation globale. Inversement, si la modification porte sur le code mort, elle
peut ne meˆme pas eˆtre ve´rifie´e.
Compilation hybride Il est possible de combiner la compilation se´pare´e (OWA) avec une e´dition
de liens globale (CWA). C’est ainsi que la majorite´ des programmes utilisent C++. Dans le cas de
C++, l’e´diteur de liens n’a besoin d’aucune spe´cificite´, mais les approches suivantes ne´cessitent un
calcul spe´cifique avant l’e´dition de liens proprement dite. Une alternative que nous ne conside´rons
pas plus serait que la compilation ge´ne`re le code idoine qui e↵ectuerait ce calcul lors du lancement
du programme.
Compilation se´pare´e et e´dition de liens globale (S) Pugh et Weddell [1990] proposaient initialement
la coloration dans un cadre de compilation se´pare´e, ou` le calcul des couleurs serait fait a` l’e´dition
de liens : seuls les mode`les externes de toute la hie´rarchie sont ne´cessaires. Comme la coloration est
une technique intrinse`quement globale, une fois l’e´dition de liens e↵ectue´e, aucune nouvelle classe
ni aucune nouvelle me´thode ne peuvent eˆtre ajoute´es sans recalculer tout ou partie de la coloration.
Cette version de la compilation se´pare´e est donc incompatible avec le chargement dynamique mais
elle permet d’en conserver de nombreuses qualite´s — distribution du code compile´, recompilation
partielle. En revanche, ce sche´ma ne s’applique pas aux BTD, car le code du BTD doit eˆtre ge´ne´re´
a` la compilation en connaissant la totalite´ des classes.
Compilation se´pare´e avec optimisations globales (O) Privat et Ducournau [2004; 2005a] proposent
un sche´ma de compilation se´pare´e, permettant l’utilisation d’optimisations globales a` l’e´dition de
liens. C’est une ge´ne´ralisation du sche´ma pre´ce´dent, qui ne´cessite certains artifices supple´mentaires.
Lorsqu’une unite´ de code est compile´e, le compilateur produit, en plus du code compile´ et dumode`le
externe, un mode`le interne qui contient l’information relative a` la circulation des types dans l’unite´
compile´e. La phase d’e´dition de liens ne´cessite l’ensemble des unite´s compile´es, y compris le point
d’entre´e du programme, ainsi que l’ensemble des mode`les internes et externes. Graˆce a` ces mode`les,
on peut proce´der a` des analyses de types en se servant du flux de types contenu dans les mode`les
internes. La majorite´ des optimisations propose´es dans un cadre de compilation globale (analyses
de types, BTD, ...) deviennent possibles dans ce sche´ma hybride. A la compilation, chaque site
d’appel est lui-meˆme compile´ comme un appel a` un symbole unique. Lors de l’e´dition de liens,
le code correspondant est ge´ne´re´ suivant les spe´cificite´s du site d’appel : appels statiques (site
monomorphe), BTD (site oligomorphe), coloration (site me´gamorphe) — on appelle cela un thunk
comme dans l’imple´mentation de C++ [Ellis et Stroustrup, 1990]. Mais la phase d’e´dition de liens
travaille toujours suivant l’hypothe`se du monde clos, et le chargement dynamique reste exclu. Un
sche´ma voisin avait e´te´ propose´ par Boucher [2000] dans un cadre de programmation fonctionnelle.
Compilation se´pare´e des bibliothe`ques et globale du programme (H) Une dernie`re approche consiste
a` compiler les bibliothe`ques de manie`re se´pare´e comme dans le sche´ma pre´ce´dent. Le programme
lui-meˆme est compile´ de manie`re globale en e↵ectuant toutes les optimisations possibles : sche´ma
global (G) sur le programme et sche´ma se´pare´ avec optimisations globales (O) sur les bibliothe`ques.
2.3 Comparaisons et compatibilite´s
Le tableau 1 re´sume la compatibilite´ des sche´mas de compilation avec les techniques d’imple´-
mentation ainsi que l’ensemble des combinaisons teste´s.
Sche´ma de compilation
Technique d’imple´mentation D d
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am
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e
S se´
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e´
O op
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e´
H h
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b
ri
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e
G gl
ob
al
sous-objets SO ù ù ú ú ú
hachage parfait PH ¶ • ú ú ú
coloration incre´mentale IC ¶ • ú ú ú
caching CA ¶ • ú ú ú
method coloring MC ı • • ù •
binary tree dispatch BTD ı ı • ù •
attribute coloring AC ı • • ù •
accessor simulation AS ¶ • • ù •
• : Teste´, ¶ : Extrapole´, ù : Compatible mais non teste´, ú : ininte´ressant, ı : Incompatible
Tab. 1. Compatibilite´ avec les sche´mas et e cacite´ des techniques d’imple´mentation
Le tableau 2 de´crit l’e cacite´ a priori des techniques en se basant sur les e´tudes ante´rieures
[Ducournau, ]. L’espace est conside´re´ suivant trois aspects : le code, les tables statiques, la me´moire
dynamique (objets). Le temps est conside´re´ a` l’exe´cution, a` la compilation et au chargement. La
notation va de « – – » a` « +++ », « ++ » repre´sentant l’e cacite´ de la technique de re´fe´rence en
he´ritage simple. Un des objectifs des expe´rimentations qui suivent est de ve´rifier empiriquement
les e´valuation the´oriques.
3 Expe´rimentations et discussion
Les expe´rimentations ont e´te´ re´alise´es avec le langage Prm, un langage expe´rimental modulaire
[Privat et Ducournau, 2005b] qui a e´te´ conc¸u en grande partie dans ce but.
Les divers sche´mas et techniques pre´sente´s plus haut ont e´te´ teste´s avec la restriction suivante :
– les spe´cifications de Prm, en particulier le ra nement de classes, le rendent absolument
incompatible avec le chargement dynamique ; le hachage parfait et la coloration incre´mentale
ont donc e´te´ imple´mente´s en compilation se´pare´e avec e´dition de liens globale (S) mais le
code ge´ne´re´ est exactement celui qui aurait e´te´ ge´ne´re´ avec chargement dynamique (D). Seuls
les de´fauts de cache et les recalculs lie´s a` la coloration incre´mentale sont sous-estime´s.
3.1 Expe´rimentations
Le dispositif d’expe´rimentation (Figure 4) est constitue´ d’un programme de test P , qui est
compile´ par une varie´te´ de compilateurs Ci, i œ [1..k] (ou par le meˆme compilateur avec une varie´te´
d’options). Le temps d’exe´cution de chacun des exe´cutables Pi obtenus est ensuite mesure´ sur une
donne´e commune D. Les Ci repre´sentent di↵e´rentes versions de PrmC . Comme le compilateur
est le seul programme significatif disponible en Prm, le programme de test P est lui aussi le
compilateur, tout comme la donne´e D.
Les mesures temporelles sont e↵ectue´es avec la fonction Unix times(2) qui comptabilise le
temps utilise´ par un processus inde´pendamment de l’ordonnanceur syste`me (obligatoire a` cause
Espace Temps
Code Statique Dyn. Exe´cution Compilation Chargement/E´dt. de liens
SO – – – – – – ++ ++
IC – + +++ – ++ – –
PH-and – – +++ – ++ +
PH-mod – + +++ – – ++ +
PH-and +AC – – – – +++ – – ++ +
PH-mod +AC – – – +++ – ++ +
MC ++ ++ +++ ++ + –
BTDi<2 +++ +++ +++ +++ ++ – –
BTDi>4 – – – +++ +++ – – – – – –
AC ++ ++ + ++ + –
AS + + +++ – + +
+++ : optimal, ++ :tre`s bon, + : bon, – : mauvais, – – : tre`s mauvais, – – – : de´raisonnable
Tab. 2. E cacite´ attendue
des processeurs multi-cœur). Les mesures du temps et les statistiques dynamiques sont e↵ectue´es
dans des passes di↵e´rentes afin de ne pas les influencer re´ciproquement.
Ces tests ont e´te´ re´alise´s sous Ubuntu 8.4 et gcc 4.2.4 sur des processeurs de la famille des
Pentium d’Intel. Chaque test est le meilleur temps pris sur au moins dix exe´cutions. Un com-
pilateur Pi est ge´ne´re´ pour chaque exe´cution pour tenir compte des e´ventuelles variations dans
l’implantation me´moire. Malgre´ cela, les variations observe´es ne de´passent pas 1 a` 2%. Un test
complet repre´sente donc plusieurs heures de calcul. Les tests ont e´te´ faits sur di↵e´rents processeurs
de meˆme architecture pour confirmer la re´gularite´ du comportement observe´.
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executable
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Fig. 4. Protocole d’expe´rimentation
La table 3 donne des statistiques sur le programme de test (P ), d’un point de vue statique
(nombre d’e´le´ments du programme) et dynamique (nombre d’acce`s), lorsqu’il est applique´ a` la
donne´e D.
3.2 Re´sultats
La table 4 pre´sente les temps d’exe´cution de di↵e´rents couples technique-sche´ma, sous la forme
du rapport (tT ≠ tref)/tref , ou` tT est le temps de la version T conside´re´e, et tref est le temps
de la version de re´fe´rence, c’est-a`-dire le sche´ma S avec coloration (MC-AC). La signification de
ces re´sultats de´pend e´troitement de la signification de ce temps de re´fe´rence, qui pourrait eˆtre
grossie`rement sure´value´, re´duisant ainsi artificiellement les di↵e´rences observe´es.
nombres de statique dynamique
classes introductions 532 —
instantiations 6651 35 M
tests de sous-typage 194 87 M
me´thodes introductions 2599 —
de´finitions 4446 —
appels 15873 1707 M
BTD 0 124875 1134 M
1 848 61 M
2 600 180 M
3 704 26 M
4..7 1044 306 M
8 32 228 K
attributs introductions 614 —
acce`s 4438 2560 M
La colonne “statique” repre´sente le nombre d’e´le´ments du programme (classes, me´thodes, attributs) ainsi
que le nombre de sites d’appel pour chaque me´canisme. La colonne “dynamique” rapporte le nombre
d’invocations de ces sites durant l’exe´cution (en milliers ou millions). Les appels de me´thodes sont compte´s
se´pare´ment en fonction de leur degre´ de polymorphisme.
Tab. 3. Statistiques sur le programme de test P [Ducournau et al., 2009]
Il faut donc e´valuer le niveau ge´ne´ral d’e cacite´ de PrmC , ce qui re´clame une re´fe´rence ex-
terne. Nous avons pris SmartEiffel : les deux langages ont des fonctionnalite´s e´quivalentes et
SmartEiffel est conside´re´ comme tre`s e cace (BTD/G). Sur I-5, le temps d’une compilation de
SmartEiffel vers C sur la machine de test est d’environ 1 minute, soit le meˆme ordre de grandeur
que PrmC — une comparaison plus fine ne serait pas significative. Comme les deux compilateurs
ne font pas appel au meˆme niveau d’optimisation, ces re´sultats ne sont pas non plus strictement
comparables et la principale conclusion a` en tirer est que, au total, les ordres de grandeur sont
similaires. On peut donc a rmer que PrmC est su samment e cace pour que les re´sultats pre´-
sente´s ici soient conside´re´s comme significatifs : dans le rapport di↵e´rence sur re´fe´rence que nous
analysons ci-dessous, le de´nominateur n’est pas exage´re´ment sure´value´. Il l’est cependant un peu,
par exemple par l’utilisation de ramasse-miettes conservatif de Boehm, qui n’est pas aussi e -
cace que le serait un ramasse-miettes de´die´ au mode`le objet original de Prm. La gestion me´moire
n’utilisant pas de me´canismes objet, son surcouˆt ne pe`se que sur le de´nominateur.
3.3 Discussion
La premie`re conclusion a` tirer de ces re´sultats concerne les sche´mas de compilation. Malgre´
la limitation des optimisations globales e↵ectivement imple´mente´es dans ces tests, le sche´ma G
produit un code nettement plus e cace — ce n’est pas une surprise. Le fort taux de sites d’appels
monomorphes explique ce re´sultat, puisque la seule di↵e´rence entre MC-S et MC-BTD0-G est la
mise en ligne des appels monomorphes.
En revanche, le sche´ma O ne semble eˆtre qu’une le´ge`re ame´lioration du sche´ma S. Il s’agit
cependant d’un re´sultat positif : meˆme avec une faible optimisation, les sauts rajoute´s par les thunks
sont compense´s par les gains sur les appels monomorphes. C’est une confirmation de l’analyse
abstraite des processeurs modernes dont l’architecture en pipe-line est e↵ectivement cense´e annuler
le couˆt des sauts statiques, modulo les de´fauts de cache bien entendu [Driesen, 2001].
Dans les deux cas, la di↵e´rence devrait se creuser avec des optimisations plus importantes
comme par exemple une analyse de types plus sophistique´e que la simple CHA [Dean et al., 1995]
utilise´e pour ces tests.
Du point de vue des techniques d’imple´mentation, les conclusions sont multiples. Le surcouˆt
de la simulation des accesseurs (AS) est re´el mais il est su samment faible avec la coloration de
processeur
fre´quence
L2 cache
anne´e
S-1
123.2s
UltraSPARC III
1.2 GHz
8192 K
2001
I-2
87.4s
Xeon Prestonia
1.8 GHz
512 K
2001
I-4
43.3s
Xeon Irwindale
2.8 GHz
2048 K
2006
I-5
34.8s
Core T2400
2.8 GHz
2048 K
2006
technique scheme
MC-BTDŒ RTA G
MC-BTD2 RTA G
MC-BTDŒ CHA O
MC-BTD2 CHA O
MC S
IC D
PH-and D
PH-mod D
PH-mod+CA4 D
ac as as/ac
-22.6 -11.5 14.4
-22.2 -10.9 14.6
*** *** ***
*** *** ***
0 9.8 9.8
13.7 34.1 17.9
13.4 35.4 19.5
81.1 226.0 80.0
33.1 121.0 66.1
ac as as/ac
-10.9 -2.2 9.7
-11.7 -3.8 10.6
-2.9 1.4 4.5
-5.4 -2.8 2.8
0 5.7 5.7
5.3 14.5 8.7
2.5 14.5 11.6
28.6 104.3 58.8
21.1 81.2 49.6
ac as as/ac
-13.3 -1.0 14.1
-13.7 -1.3 14.4
-3.0 4.9 8.2
-5.9 2.3 8.7
0 7.9 7.9
4.3 16.6 11.8
4.2 19.0 14.2
55.2 172.0 75.2
28.1 98.2 54.7
ac as as/ac
-8.9 2.9 13.0
-10.2 -0.8 10.5
2.7 19.4 16.2
-2.7 14.2 17.3
0 11.1 11.1
7.7 28.5 19.2
6.2 31.4 23.8
24.4 106.3 65.8
21.4 82.7 50.5
processeur
fre´quence
L2 cache
anne´e
A-6
34.0s
Athlon 64
2.2 GHz
1024 K
2003
A-7
32.8s
Opteron Venus
2.4 GHz
1024 K
2005
I-8
30.4s
Core2 T7200
2.0 GHz
4096 K
2006
I-9
18.5s
Core2 E8500
3.16 GHz
6144 K
2008
technique scheme
MC-BTDŒ RTA G
MC-BTD2 RTA G
MC-BTDŒ CHA O
MC-BTD2 CHA O
MC S
IC D
PH-and D
PH-mod D
PH-mod+CA4 D
ac as as/ac
-12.5 2.9 17.6
-12.5 1.1 15.5
5.8 27.8 20.8
3.4 27.3 23.1
0 15.8 15.8
14.9 40.1 21.9
15.2 52.4 32.2
80.1 235.4 86.2
40.4 141.2 71.8
ac as as/ac
-13.7 9.9 27.3
-13.1 10.7 27.3
4.0 23.3 18.6
2.0 22.8 20.4
0 15.2 15.2
12.6 38.9 23.3
16.8 57.3 34.7
73.4 221.5 85.4
38.3 129.3 65.8
ac as as/ac
-9.4 7.5 18.6
-9.7 7.0 18.5
1.1 12.1 10.8
-1.8 10.1 12.2
0 11.3 11.3
7.7 29.7 20.5
5.1 30.0 23.7
19.5 108.7 74.7
19.6 81.3 51.6
ac as as/ac
-10.3 0.6 12.1
-9.7 0.6 11.5
1.8 15.0 12.9
-2.5 13.0 16.0
0 10.3 10.3
8.0 29.7 20.1
6.2 30.1 22.6
17.6 85.7 57.9
20.8 74.6 44.5
Chaque sous-table de´taille les re´sultats pour un processeur particulier, en donnant d’abord ses caracte´ris-
tiques et le temps de compilation de re´fe´rence (en secondes). Tous les autres chi↵res sont des pourcentages.
Chaque ligne de´crit une technique d’invocation de me´thode et de test de sous-typage dans un sche´ma par-
ticulier. La re´fe´rence est la coloration de me´thodes et d’attributs (MC-AC) dans le sche´ma se´pare´ (S). Les
deux premie`res colonnes repre´sentent le surcouˆt vis-a`-vis de la re´fe´rence, respectivement avec la coloration
d’attributs (AC) ou la simulation des accesseurs (AS). La troisie`me colonne donne le surcouˆt de AS par
rapport a` AC.
Tab. 4. Temps de compilation suivant les techniques, sche´mas et processeurs [Ducournau et al., 2009]
me´thodes (MC) pour que ce ne soit pas un handicap si les trous de la coloration des attributs en
sont un.
Les re´sultats des tests sur le hachage parfait sont tre`s inte´ressants par leur caracte`re marque´.
PH-and apparaˆıt tre`s e cace, de´passant presque nos espe´rances, quand il est couple´ avec la co-
loration d’attributs. Il faut donc vraiment l’envisager pour imple´menter les interfaces de Java,
d’autant qu’il serait utilise´ beaucoup moins intense´ment dans ce cadre.
De son coˆte´, PH-mod entraˆıne un surcouˆt qui le met vraisemblablement hors jeu sur ce type
de processeur et sa combinaison avec la simulation des accesseurs est absolument ine cace. La
simulation des accesseurs implique une se´quence plus longue ce qui re´duit le paralle´lisme. PH-mod
aggrave la situation car le passage a` l’unite´ de calcul flottant pre´sente en plus l’inconve´nient de
vider le pipeline.
Ces conclusions s’appliquent peu ou prou aux processeurs conside´re´s ici. Si l’on compare les
processeurs, qui sont, dans les tables 4, classe´s de gauche a` droite dans l’ordre chronologique, il est
di cile d’en tirer des conclusions re´gulie`res. L’absence de points de comparaison “toutes choses
e´gales par ailleurs” ne permet pas de juger de l’e↵et de l’augmentation paralle`le de la taille du
cache.
Esquisse de prescription. Certes les conclusions de ces expe´riences ne nous permettent pas
de conclure de´finitivement pour tous les processeurs et pour tous les programmes, le choix d’une
imple´mentation particulie`re restant de´pendant des besoins fonctionnels du langage, par exemple
le chargement dynamique. Cet article n’a pas la pre´tention de livrer une prescription sur comment
imple´menter les langages objets. Cependant, en partant du compromis entre modularite´, e cacite´
et expressivite´, ces premiers re´sultats peuvent eˆtre formule´s de manie`re plus prescriptive.
¶ Si le point essentiel est l’e cacite´, par exemple pour les petits syste`mes embarque´s, la com-
pilation globale (G) avec un me´lange de BTD — e´ventuellement restreint a` BTD1 si le
processeur n’est pas e´quipe´ de pre´diction de branchement — et de coloration est de´finitive-
ment la solution. En e↵et, dans ce cadre le surcouˆt de l’he´ritage multiple est insignifiant.
¶ Si l’essentiel est l’expressivite´ et que le chargement dynamique n’est pas requis, la coloration
en compilation se´pare´e (S) repre´sente certainement le meilleur compromis entre la modularite´
et l’e cacite´ — il peut eˆtre ame´liore´ avec des optimisations globales lors de l’e´dition de liens
(O). Le sche´ma hybride (H) qui combine la compilation se´pare´e des librairies et la compilation
globale du programme permet un bon compromis entre la flexibilite´ — recompilations rapides
— et l’e cacite´ du code produit. Dans ce cadre, l’utilisation conjointe des BTD et de la
coloration assure le code le plus compact et le plus e cace.
¶ Si l’essentiel est la modularite´, C++ est une solution e´prouve´e dans le cadre de l’he´ritage
multiple et du chargement dynamique. De plus, par rapport a` Java, le surcouˆt des sous-objets
est en pratique contre-balance´ par l’imple´mentation he´te´roge`ne des ge´ne´riques, par le fait
que les types primitifs ne sont pas inte´gre´s au syste`me de type objet et que les programmeurs
utilisent beaucoup moins les fonctionnalite´s objet. Cependant, le passage a` l’e´chelle de cette
imple´mentation est douteux, dans le pire des cas, la taille des tables est cubique dans le
nombre de classes et le nombre d’entre´es ajoute´es par le compilateur dans les diverses tables
peut eˆtre e´leve´. De ce fait, ces conclusions ne s’appliquent suˆrement qu’a` des programmes de
taille moyenne, comme le compilateur Prm. En revanche, le sous-typage multiple — a` la Java
ou C#— est un compromis inte´ressant entre l’expressivite´ et l’e cacite´. Actuellement cette
e cacite´ vient principalement du compilateur JIT, cependant PH-and devrait eˆtre conside´re´
par les concepteurs de machines virtuelles comme une imple´mentation sous-jacente pour les
interfaces — dans le cas ou` le compilateur JIT n’arrive pas a` la court-circuiter.
4 Travaux connexes, conclusion et perspectives
Dans nos travaux pre´ce´dents, nous avons re´alise´ des e´valuations abstraites [Ducournau, ;
Ducournau, 2006; Ducournau, 2008] ou des e´valuations concre`tes reposant sur des programmes
artificiels [Privat et Ducournau, 2005a]. Cet article pre´sente les premiers re´sultats d’expe´rimen-
tation permettant de comparer des techniques d’imple´mentation et des sche´mas de compilation,
de fac¸on a` la fois syste´matique et aussi e´quitable que possible. Le protocole d’expe´rimentation,
base´ sur le bootstrap du compilateur n’est pas nouveau — il avait e´te´ utilise´, entre autres, pour
SmartEiffel. Cependant, SmartEiffel imposait pour l’essentiel un sche´ma de compilation
(G) et une technique d’imple´mentation (BTD) et ne les comparait qu’avec un compilateur Eiffel
existant. Des travaux analogues ont aussi e´te´ mene´s autour des langages Self et Cecil [Dean et
al., 1996], mais ils concernent a` la fois la compilation globale (G) et le typage dynamique, dans
un cadre adaptatif. En typage statique, le compilateur Polyglot [Nystrom et al., 2006] posse`de
une architecture modulaire analogue a` celle de PrmC mais nous ne connaissons pas d’expe´rimen-
tations comparatives re´alise´es avec ce compilateur de´die´ a Java. Dans le cadre de Java, toute une
litte´rature s’inte´resse a` l’invocation de message et au test de sous-typage lorsqu’ils s’appliquent a`
des interfaces [Alpern et al., 2001a]. Cependant, le sche´ma de compilation de Java (D) autorise
peu d’imple´mentations en temps constant — les sous-objets (SO) sont vraisemblablement incom-
patibles avec les machines virtuelles et le hachage parfait (PH) n’a pas encore e´te´ expe´rimente´.
Les expe´rimentations pre´sente´es ici sont donc, a` notre connaissance, les premie`res a` compa-
rer di↵e´rentes techniques d’imple´mentation ou sche´mas de compilation toutes choses e´gales par
ailleurs. La plate-forme de compilation de Prm produit un code globalement e cace — si l’on
compare les temps de compilation avec ceux de SmartEiffel— meˆme si l’optimum est loin
d’eˆtre atteint. Les di↵e´rences que l’on observe devraient donc rester significatives dans des ver-
sions plus e´volue´es. On peut tirer deux conclusions assez robustes de ces expe´rimentations : (i)
meˆme avec une optimisation globale limite´e, le sche´ma global (G) reste nettement meilleur que
le sche´ma se´pare´ (S) ; (ii) le sche´ma optimise´ (O) est prometteur : le surcouˆt des thunks est bien
compense´ par les optimisations. S’il ne sera vraisemblablement jamais aussi bon que le global, des
optimisations plus pousse´es devraient en faire un bon interme´diaire entre S et G. Cependant, des
expe´rimentations comple´mentaires sont ne´cessaires pour valider comple`tement le sche´ma O : pour
des raisons techniques (l’ine cacite´ de l’analyseur syntaxique de PrmC), nous n’avons utilise´ ici
qu’une analyse de types tre`s primitive, CHA, qui ne ne´cessite pas d’employer des mode`les internes.
Une analyse plus sophistique´e pourrait rendre la compilation trop lente : notez que nous n’avons
pas mesure´ ici le temps de compilation des di↵e´rents compilateurs Ci, mais uniquement celui des
di↵e´rentes versions Pi du meˆme compilateur. On peut enfin ajouter a` ces conclusions techniques
particulie`res une conclusion me´thodologique ge´ne´rale : ces expe´rimentations confirment pour l’es-
sentiel les analyses abstraites qui ont e´te´ mene´es depuis une dizaine d’anne´es autour d’un mode`le
de processeur simplifie´ [Driesen, 2001].
Du coˆte´ des techniques d’imple´mentation, deux conclusions se de´gagent : le surcouˆt de la
simulation des accesseurs (AS) est faible quand elle est base´e sur la coloration de me´thodes (MC).
En revanche, sa combinaison avec des techniques plus couˆteuses augmente le surcouˆt. Par ailleurs,
cette premie`re imple´mentation du hachage parfait confirme les analyses abstraites ante´rieures en
se´parant nettement PH-and et PH-mod. Cela confirme l’inte´reˆt de PH-and pour les interfaces de
Java, d’autant que des re´sultats re´cents de´montrent que son couˆt spatial n’est pas si e´leve´ que
cela [Ducournau et Morandat, 2009].
Ces tests pre´sentent une limitation e´vidente. Un seul programme a e´te´ mesure´, dans des condi-
tions de compilation di↵e´rentes. Cette limitation est d’abord inhe´rente a` l’expe´rimentation elle-
meˆme — bien que ces techniques de compilation soient applicables a` tout langage (modulo les
spe´cificite´s discute´es par ailleurs a` propos de C++ et Eiffel), le langage Prm a e´te´ conc¸u d’abord
pour cette expe´rimentation. C’est ce qui la rend possible mais explique le fait que le compilateur
Prm soit le seul programme Prm significatif. Cela dit, le compilateur Prm est un programme
objet repre´sentatif, par son nombre de classes et le nombre d’appels de me´canisme objet. On re-
trouve aussi un taux d’appels monomorphes comparable a` ceux qui sont cite´s dans la litte´rature.
En revanche, d’autres programmes pourraient di↵e´rer sur le taux d’acce`s aux attributs par rap-
port aux appels de me´thodes, ce qui pourrait changer les conclusions vis-a`-vis de la simulation des
accesseurs.
Les perspectives de ce travail sont de deux ordres. Les comparaisons syste´matiques ne sont
pas encore comple`tes — il nous reste par exemple a` inte´grer l’imple´mentation de C++ (SO) et
a` analyser le temps de compilation (par Ci), les de´fauts de cache et l’espace me´moire consomme´
(par Pi). Des expe´rimentations sur d’autres familles ou architectures de processeurs sont aussi
indispensables. Nos expe´riences sur des Pentiums de diverses ge´ne´rations donnent des re´sultats
assez similaires meˆme si les di↵e´rences peuvent varier de fac¸on marque´e. Il est tre`s possible que
des architectures vraiment di↵e´rentes, RISC par exemple, changent les conclusions. Par exemple,
PH-mod pourrait tre`s bien revenir dans la course sur un processeur dote´ d’une division entie`re
native. Le sche´ma de compilation original de Prm doit eˆtre encore ame´liore´. Il reste des di culte´s,
par exemple l’e´limination du code mort dans un module vivant. Le sche´ma hybride de compilation
se´pare´e des bibliothe`ques et globale du programme (H), qui repre´sente sans doute un compromis
pratique pour le programmeur, reste aussi a` tester. Certaines techniques peuvent aussi eˆtre ame´-
liore´es : ainsi la simulation des accesseurs ne´cessiterait un traitement particulier pour les vrais
accesseurs, afin qu’ils ne soient pas doublement pe´nalise´s. Enfin, l’adoption d’un ramasse-miettes
plus adapte´ a` Prm pourrait augmenter l’e cacite´ globale et la part des me´canismes objet dans la
mesure totale, donc les di↵e´rences relatives.
Depuis le de´but de cette recherche, notre de´marche vise a` de´velopper des optimisations globales
a` l’e´dition de liens. Dans une perspective a` plus long terme, les techniques qui ont e´te´ mises au point
doivent aussi pouvoir s’appliquer aux compilateurs adaptatifs des machines virtuelles [Arnold et
al., 2005]. Le thunk ge´ne´re´ au chargement d’une classe pourrait eˆtre recalcule´ lors du chargement
d’une nouvelle classe qui infirme les hypothe`ses ante´rieures. La plate-forme Prm peut fournir des
premie`res indications : on pourrait par exemple utiliser des thunks avec hachage parfait pour tous
les appels polymorphes et des appels statiques pour les appels monomorphes. Cela permettrait
une premie`re validation de l’utilisation des thunks dans un cadre de compilation adaptative mais
seule l’expe´rimentation dans un cadre de chargement dynamique permettrait de mesurer l’e↵et des
recompilations, en particulier sur la localite´ des acce`s me´moire. Dans une moindre mesure, cette
limitation de la plate-forme d’expe´rimentations vaut aussi pour les tests sur le hachage parfait
pre´sente´s ici.
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