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Abstract
These informal notes discuss a few basic notions and examples, with
emphasis on constructions that may be relevant for analysis on metric
spaces.
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From the point of view of classical analysis, the story of algebraic topology
is fantastic. In particular, the theory of homology and cohomology is a far-
reaching extension of calculus. Here the focus is on slightly different but closely
related objects.
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1 Open coverings
Let X be a topological space, and let U = {Uα}α∈A be a collection of open
subsets of X . We say that U is an open covering of a set E ⊆ X if
E ⊆
⋃
α∈A
Uα.(1.1)
In particular, U is an open covering of X if⋃
α∈A
Uα = X.(1.2)
One can think of an open covering as a kind of geometric structure, which
specifies a level of localization at each point in the set. In a metric space, one
might consider coverings by balls of some radii, or conditions on the diameters
of the open sets in a covering.
As usual, a set E ⊆ X is said to be compact if for every open covering
{Uα}α∈A of E in X there are finitely many indices α1, . . . , αn ∈ A such that
E ⊆ Uα1 ∪ · · · ∪ Uαn .(1.3)
Similarly, E is countably compact if for each open covering {Uα}α∈A of E there
is an A1 ⊆ A with only finitely or countably many elements such that
E ⊆
⋃
α∈A1
Uα.(1.4)
Thus compact sets are automatically countably compact.
It is well known that a metric spaceM is countably compact if and only if it
is separable, which is to say that there is a dense set in M with only finitely or
countably many elements. These properties are also equivalent to the existence
of a base for the topology of M with only finitely or countably many elements.
The existence of a base for the topology of any topological space with only
finitely or countably many elements implies that the space is countably compact
and contains a dense set with only finitely or countably many elements.
For example, the set of rationals is a countable dense set in the real line R
with the standard topology, and the collection of open intervals with rational
endpoints is a countable base for the topology. The compact subsets of the real
line are exactly the closed and bounded sets.
Suppose that U = {Uα}α∈A, V = {Vβ}β∈B are families of open subsets of
a topological space X . We say that V is a refinement of U if for every β ∈ B
there is an α ∈ A such that Vβ ⊆ Uα. We may express this relationship with
the notation U ≺ V , where the ordering reflects the fact that a refinement V of
U corresponds to greater precision in X .
Let U , V , and W be families of open subsets of X . If U ≺ V and V ≺ W ,
then it is easy to see that U ≺ W .
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Let U = {Uα}α∈A and V = {Vβ}β∈B be families of open subsets of X , and
consider the collection W of open subsets of X of the form Uα ∩ Vβ for α ∈ A
and β ∈ B. Clearly
U ,V ≺ W ,(1.5)
and any set E ⊆ X which is covered by U and by V is also covered by W .
2 Connectedness
Let X be a topological space, and suppose that U = {Uα}α∈A is a collection of
open subsets of X .
Let us say that α, α′ ∈ A are adjacent if
Uα ∩ Uα′ 6= ∅.(2.1)
An equivalence relation ∼ can be defined on A by putting α ∼ β when α, β ∈ A
and there is a finite sequence α1, . . . , αn of elements of A such that α1 = α,
αn = β, and αi is adjacent to αi+1 for 1 ≤ i < n.
If E ⊆ X is connected and U is an open covering of E, then α ∼ β for every
α, β ∈ A such that
E ∩ Uα 6= ∅ and E ∩ Uβ 6= ∅.(2.2)
For let α ∈ A with E ∩ Uα 6= ∅ be given, let V be the union of the Uβ ’s with
β ∈ A and α ∼ β, and let W be the union of the Uβ ’s with β ∈ A and α 6∼ β.
By construction, V and W are disjoint open subsets of X . Also, E ∩ V 6= ∅,
since Uα ⊆ V . The connectedness of E implies that E ∩W = ∅, and hence
E ∩ Uβ = ∅ when α 6∼ β.
Conversely, if E is a disconnected open set in X , then E can be expressed as
the union of two nonempty disjoint open sets. The open covering of E consisting
of these two open sets does not have the property just described.
Similarly, if E is a disconnected closed set in X , then E can be expressed as
the union of two nonempty disjoint closed sets. If X is normal, then these two
disjoint closed sets are contained in a pair of disjoint open sets which cover E
and do not have the property just described.
Suppose now that X is Hausdorff, which means that for every p, q ∈ X with
p 6= q there are disjoint open subsets V , W of X such that p ∈ V and q ∈ W .
Let K be a compact set in X , and let p be an element of X not in K. For each
q ∈ K, let V (q), W (q) be disjoint open subsets of X such that p ∈ V (q) and
q ∈ W (q). By compactness, there are finitely many elements q1, . . . , qn of K
such that K ⊆
⋃n
i=1W (qi). If V =
⋂n
i=1 V (qi) and W =
⋃n
i=1W (qi), then V ,
W are disjoint open subsets of X such that p ∈ V and K ⊆W . In particular, it
follows that compact subsets of Hausdorff topological spaces are closed. In the
same way, one can show that disjoint compact subsets of a Hausdorff topological
space are contained in disjoint open sets.
If K is a disconnected compact set in X , then K can be expressed as the
union of two nonempty disjoint compact sets. These disjoint compact sets are
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contained in disjoint open sets, which form an open covering of K that does not
have the property described previously.
In spaces like metric spaces, in which separated sets are contained in disjoint
open sets, similar remarks apply to arbitrary disconnected sets.
3 Topological dimension
Let X be a topological space, let U = {Uα}α∈A be a collection of open subsets
of X , and let n be a nonnegative integer. For each x ∈ X , put A(x) = {α ∈ A :
x ∈ Uα}.
We say that U has order ≤ n if A(x) has ≤ n+ 1 elements for every x ∈ X .
Equivalently,
Uα1 ∩ · · · ∩ Uαn+2 = ∅(3.1)
for any n+ 2 distinct elements α1, . . . , αn+2 of A.
Roughly speaking, topological dimension ≤ n corresponds to coverings of
order ≤ n and arbitrarily high precision. However, one ought to be careful
about some technical details. This can include additional hypotheses on the
sets whose topological dimension is being considered, as well as restrictions to
coverings by finitely many open sets, for instance.
Note that a collection of open sets has order 0 if and only if the open sets in
the collection are pairwise disjoint. A set with topological dimension 0 is totally
disconnected, which is to say that the only connected subsets that it contains
are the empty set and sets with one element.
It is easy to make coverings of subsets of the real line by families of small
open intervals such that no point is contained in more than two of the intervals.
As a basic exercise, one can check that every open covering of the closed unit
interval [0, 1] has a refinement of order 1 that is also a covering of [0, 1].
In the plane, one can certainly make coverings by small neighborhoods of
small squares. If one uses squares in a standard grid, then the vertices of the
squares will be contained in four adjacent squares. One can avoid the problem
by shifting some of the squares so that no point is contained in more than three
open sets.
Alternatively, one can use the geometry of the standard grid but choose
the coverings a bit differently. One can cover the vertices separately, then the
interiors of the edges, and then the interiors of the squares.
4 Continuous mappings
Let X , Y be topological spaces, and let f be a mapping from X to Y . We say
that f is continuous at a point p ∈ X if for every open set V ⊆ Y with f(p) ∈ V
there is an open set U ⊆ X such that p ∈ U and f(x) ∈ V for every x ∈ U .
We say that f is a continuous mapping from X to Y if f is continuous at
every p ∈ X . This is equivalent to the requirement that for every open set
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W ⊆ Y ,
f−1(W ) = {x ∈ X : f(x) ∈W}(4.1)
is an open set in X .
For any mapping f : X → Y and set E ⊆ Y , X\f−1(E) = f−1(Y \E). Here
A\B means the collection of elements of a set A which are not in a set B. It
follows that f : X → Y is continuous if and only if f−1(E) is a closed set in X
for every closed set E in Y .
The space of continuous mappings from X to Y is denoted C(X,Y ). This
may be abbreviated to C(X) when Y is the real line with the standard topology.
If X , Y , Z are topological spaces and f : X → Y , g : Y → Z are continuous
mappings, then the composition g ◦ f is defined by (g ◦ f)(x) = g(f(x)) and is a
continuous mapping from X to Z. This follows from any of the aforementioned
characterizations of continuity.
A continuous mapping f : X → Y is a homeomorphism from X onto Y
if there is a continuous inverse mapping g : Y → X , which is to say that
g(f(x)) = x for every x ∈ X and f(g(y)) = y for every y ∈ Y .
If E ⊆ X is connected and f : X → Y is continuous, then f(E) is connected
in Y .
Suppose that f : X → Y is continuous and U = {Uα}α∈A is a collection of
open subsets of Y . Let f∗(U) be the collection of open subsets of X of the form
f−1(Uα), α ∈ A.
If U has order ≤ n in Y , then f∗(U) has order ≤ n in X . If V is another
collection of open subsets of Y which is a refinement of U , then f∗(V) is a
refinement of f∗(U) in X .
For E ⊆ X , f(E) is the set of y ∈ Y of the form y = f(x) for some x ∈ E.
If U is an open covering of f(E) in Y , then f∗(U) is an open covering of E in
X . One can use this to show that compactness or countable compactness of E
in X implies the same property of f(E) in Y .
If X , Y , Z are topological spaces, f : X → Y and g : Y → Z are continuous
mappings, and W is a collection of open subsets of Z, then it is easy to see that
(g ◦ f)∗(W) = f∗(g∗(W)).
5 Uniform continuity
Let (M,d(x, y)) and (N, ρ(u, v)) be metric spaces. A mapping f from M to N
is uniformly continuous if for every ǫ > 0 there is a δ > 0 such that
ρ(f(x), f(y)) < ǫ(5.1)
when x, y ∈ M and d(x, y) < δ. Every continuous mapping f : M → N is
uniformly continuous when M is compact, by a well-known theorem.
Uniform continuity of mappings between general topological spaces is not
defined without additional information. However, there are special cases in
which some of the same features are present.
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Let (N, ρ(u, v)) be a metric space again, and let X , Y be topological spaces.
We shall be interested in continuous mappings f : X ×Y → N , where X × Y is
equipped with the product topology.
Let ǫ > 0 be given. As a partial version of uniform continuity at a point
y ∈ Y , consider the condition that there be an open set V in Y such that y ∈ V
and
ρ(f(x, y), f(x, z)) < ǫ(5.2)
for each x ∈ X and z ∈ V .
If X is compact, then every continuous mapping f : X × Y → N has this
property. Indeed, for each w ∈ X there are open sets U(w) ⊆ X and V (w) ⊆ Y
such that w ∈ U(w), y ∈ V (w), and
ρ(f(x, z), f(w, y)) < ǫ/2(5.3)
when x ∈ U(w) and z ∈ V (w). This follows from the continuity of f at (w, y)
and the definition of the product topology. Hence
ρ(f(x, y), f(x, z)) ≤ ρ(f(x, y), f(w, y)) + ρ(f(w, y), f(x, z))(5.4)
< ǫ/2 + ǫ/2 = ǫ
when x ∈ U(w) and z ∈ V (w), by applying the previous statement to (x, y) and
to (x, z). Because X is compact, there are finitely many elements w1, . . . , wn of
X such that X =
⋃n
i=1 U(wi), and therefore (5.2) holds with V =
⋂n
i=1 V (wi).
Suppose that Y is also a metric space. In this event we can reformulate the
partial version of uniform continuity as saying that for each ǫ > 0 and y ∈ Y
there is δ(y) > 0 such that (5.2) holds when x ∈ X , z ∈ Y , and the distance
from y to z is less than δ(y).
If Y is compact too, then for each ǫ > 0 there is a δ > 0 such that (5.2)
holds when x ∈ X , y, z ∈ Y , and the distance from y to z in Y is less than δ.
As in the previous paragraph, for each y ∈ Y there is a δ2(y) > 0 such that
ρ(f(x, y), f(x, z)) < ǫ/2(5.5)
when x ∈ X , z ∈ Y , and the distance from y to z is less than δ2(y). Let B(y)
be the open ball in Y centered at y and with radius δ2(y)/2. By compactness,
there are finitely many elements y1, . . . , yr of Y such that
Y =
r⋃
i=1
B(yi).(5.6)
Put
δ = min{δ2(yi)/2 : 1 ≤ i ≤ r},(5.7)
and suppose that y, z ∈ Y and the distance from y to z is less than δ. By (5.6),
there is an i such that 1 ≤ i ≤ r and y ∈ B(yi). Hence the distance from z to
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yi is less than or equal to the sum of the distances from z to y and from y to
yi, which is less than δ + δ2(yi)/2 ≤ δ2(yi). Thus
ρ(f(x, y), f(x, z)) ≤ ρ(f(x, y), f(x, yi)) + ρ(f(x, yi), f(x, z))(5.8)
< ǫ/2 + ǫ/2 = ǫ
for every x ∈ X , as desired.
6 The supremum metric
Let X be a topological space, and let (N, ρ(u, v)) be a metric space. A mapping
f : X → N is said to be bounded if f(X) is a bounded set in N . The space
of bounded continuous mappings from X to N is denoted Cb(X,N). The space
of bounded continuous real-valued functions on X may be denoted as Cb(X).
If X is compact and f : X → N is continuous, then f(X) is a compact set
in N and hence bounded. Thus Cb(X,N) = C(X,N) when X is compact. For
f1, f2 ∈ Cb(X,N), consider
d∗(f1, f2) = sup{ρ(f1(x), f2(x)) : x ∈ X}.(6.1)
The supremum makes sense here, because f1 and f2 are bounded functions on
X , which implies that ρ(f1, f2) is bounded. One can check that this defines a
metric on Cb(X,N), known as the supremum metric.
7 Norms on vector spaces
The absolute value of a real number r is denoted |r| and defined to be r when
r ≥ 0 and −r when r ≤ 0. For every r, t ∈ R,
|r + t| ≤ |r|+ |t|(7.1)
and
|r t| = |r| |t|.(7.2)
Let V be a vector space over the real numbers. A norm on V is a real-valued
function ‖v‖ on V such that ‖v‖ ≥ 0 for every v ∈ V , ‖v‖ = 0 if and only if
v = 0,
‖r v‖ = |r| ‖v‖(7.3)
for every r ∈ R and v ∈ V , and
‖v + w‖ ≤ ‖v‖+ ‖w‖(7.4)
for every v, w ∈ V .
For example, the absolute value function defines a norm on R. If n is a
positive real number, then the space Rn of n-tuples x = (x1, . . . , xn) of real
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numbers is a vector space with respect to coordinatewise addition and scalar
multiplication. The standard Euclidean norm on Rn is defined by
‖x‖2 =
( n∑
i=1
x2i
)1/2
(7.5)
and satisfies the conditions described in the previous paragraph. Moreover,
‖x‖p =
( n∑
i=1
|xi|
p
)1/p
(7.6)
defines a norm on Rn for each real number p with 1 ≤ p <∞. This extends to
p =∞ by putting
‖x‖∞ = max(|x1|, . . . , |xn|).(7.7)
If V is a real vector space and ‖v‖ is a norm on V , then
d(v, w) = ‖v − w‖(7.8)
defines a metric on V . Two norms ‖v‖, ‖v‖′ on a vector space V are said to be
equivalent if there is a positive real number C such that
C−1 ‖v‖ ≤ ‖v‖′ ≤ C ‖v‖(7.9)
for every v ∈ V . In this event the corresponding metrics satisfy the analogous
relation, and they determine the same topology on V . Conversely, two norms
on V are equivalent if the corresponding metrics determine the same topology
on V .
The standard metric on the real line corresponds to the absolute value func-
tion in this way, and the standard Euclidean metric on Rn corresponds to the
Euclidean norm ‖x‖2. For each positive integer n, the norms ‖x‖p, 1 ≤ p ≤ ∞,
are equivalent on Rn, with a constant that depends on n. There are similar
norms on infinite-dimensional spaces that are not equivalent.
LetX be a topological space, and consider the vector space Cb(X) of bounded
continuous real-valued functions onX . The supremum norm on Cb(X) is defined
by
‖f‖∗ = sup{|f(x)| : x ∈ X}.(7.10)
It is easy to check that ‖f‖∗ is a norm on Cb(X), for which the corresponding
metric is the supremum metric, and that
‖f1 f2‖∗ ≤ ‖f1‖∗ ‖f2‖∗(7.11)
for every f1, f2 ∈ Cb(X). If V is a real vector space equipped with a norm ‖v‖,
then C(X,V ) is a vector space with respect to pointwise addition and scalar
multiplication, and Cb(X,V ) is a linear subspace of C(X,V ). Furthermore,
‖f‖∗,V = sup{‖f(x)‖ : x ∈ X}(7.12)
defines a norm on Cb(X,V ), and
d∗(f1, f2) = ‖f1 − f2‖∗,V(7.13)
is the corresponding supremum metric on Cb(X,V ).
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8 Pathwise connected sets
Let X be a topological space, and let E be a set contained in X . We say that
E is pathwise connected if for every p, q ∈ E there is a continuous mapping φ
from a closed interval [a, b] in the real line into X such that φ(a) = p, φ(b) = q,
and φ([a, b]) ⊆ E.
Intervals in the real line are connected sets, and continuous mappings send
connected sets to connected sets. Hence the sets φ([a, b]) as in the previous
paragraph are connected. One can use this to show that pathwise connected
sets are automatically connected.
If E ⊆ X is pathwise connected, Y is another topological space, and f :
X → Y is continuous, then f(E) is pathwise connected in Y . This follows from
the fact that compositions of continuous mappings are continuous.
For any E ⊆ X , let ∼E be the relation on E defined by p ∼E q when p, q ∈ E
and there is a continuous path φ : [a, b] → X such that φ(a) = p, φ(b) = q,
and φ([a, b]) ⊆ E. It is easy to see that ∼E is an equivalence relation on E.
The equivalence classes in E associated to ∼E are pathwise connected, and are
known as the pathwise connected components of E.
Let V be a real vector space. A set E ⊆ V is said to be convex if for every
v, w ∈ E and real number t with 0 < t < 1,
t v + (1− t)w(8.1)
is also an element of E.
Suppose that V is equipped with a norm ‖v‖, and hence a metric ‖v − w‖
and a topology. Using the triangle inequality, one can check that open and
closed balls in V are convex sets.
If E ⊆ V is convex, then E is pathwise connected, because (8.1) is a contin-
uous function of t ∈ R with values in V .
Let U be an open set in V , and let ∼U be the equivalence relation on U
associated to continuous paths in U as before. If p ∈ U , then there is an open
ball B in V centered at p such that B ⊆ U , and p ∼U q for every q ∈ B. This
implies that the pathwise connected components of U are open subsets of V .
By construction, the pathwise connected components of any set are pairwise
disjoint. It follows that U is pathwise connected if it is connected. If V is
separable, then any collection of pairwise disjoint open subsets of V has only
finitely or countably many elements. Thus an open set U ⊆ V has only finitely
or countably many pathwise connected components when V is separable.
Of course, Rn is separable. If M , N are metric spaces with M compact and
N separable, then C(M,N) is separable with respect to the supremum metric.
In particular, the vector space C(M) is separable with respect to the supremum
norm when M is a compact metric space.
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9 Homotopies
Let X , Y be topological spaces, and let f, g : X → Y be continuous mappings.
A homotopy between f and g is a continuous mapping
H : X × [a, b]→ Y(9.1)
such that H(x, a) = f(x) and H(x, b) = g(x) for every x ∈ X .
Thus a homotopy is basically a continuous path in C(X,Y ). If X is compact
and Y is a metric space, then a homotopy is exactly a continuous path in C(X,Y )
with respect to the supremum metric.
We say that f, g : X → Y are homotopic if there is a homotopy between
them. One can check that homotopy defines an equivalence relation on C(X,Y ).
The corresponding equivalence classes are known as homotopy classes.
If X has only one element, then a mapping from X to Y is essentially the
same as a point in Y . Homotopy classes of these mappings correspond to the
pathwise connected components of Y .
Suppose that V is a real vector space equipped with a norm, and that Y ⊆ V .
For continuous mappings f, g : X → Y , consider
H(x, t) = (1 − t) f(x) + t g(x), 0 ≤ t ≤ 1.(9.2)
This defines a homotopy between f and g as mappings from X into V . If Y
is convex, then H is a homotopy between f and g as mappings from X into Y .
Depending on the circumstances, it may be that H(x, t) ∈ Y for every x ∈ X
and 0 ≤ t ≤ 1, and hence that H is a homotopy between f and g as mappings
from X into Y .
10 Contractability
A topological space X is said to be contractable if there is a continuous mapping
H : X × [0, 1] → X such that H(x, 0) = x for every x ∈ X and H(x, 1) is
constant. More precisely, this means that there is a p ∈ X such that H(x, 1) = p
for every x ∈ X .
Equivalently, X is contractable if the identity mapping on X is homotopic
to a constant as mappings from X to itself.
If X is contractable, then every element of X can be connected to a fixed
element of X by a continuous path. Therefore X is pathwise connected.
If V is a real vector space equipped with a norm, then V is contractable.
Convex subsets of V are also contractable.
Let X , Y be topological spaces, and let f be a continuous mapping from X
to Y . We say that f is homotopically trivial if f is homotopic to a constant
mapping.
If Y is pathwise connected, then all constant mappings from X to Y are
homotopic to each other.
If Y is contractable, then every continuous mapping f : X → Y is homo-
topically trivial.
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Similarly, if X is contractable, then every continuous mapping f : X → Y
is homotopically trivial.
11 Mappings into spheres
Let n be a positive integer, and let Sn be the standard unit sphere in Rn+1,
i.e.,
Sn =
{
w ∈ Rn+1 :
n+1∑
i=1
w2i = 1
}
.(11.1)
For every p ∈ Sn, Sn\{p} is homeomorphic to Rn. In particular, Sn\{p} is
contractable.
Let X be a topological space, and let f : X → Sn be a continuous mapping.
If there is a p ∈ Sn such that f(x) 6= p for every x ∈ X , then f is homotopically
trivial.
It can happen that f(X) = Sn, and f is homotopically trivial. For example,
f might be a continuous mapping from an interval onto the unit circle.
If X is sufficiently “small”, then one expects that any continuous mapping
f : X → Sn is homotopically trivial.
This is not simply a matter of showing that f(X) 6= Sn. It can happen
that f(X) = Sn even for relative small spaces X and continuous mappings
f : X → Sn.
If f : X → Sn is sufficiently regular, then f(X) 6= Sn may hold automati-
cally. A basic trick is to show that the n-dimensional volume of f(X) is equal
to 0 in Sn. This holds when f is a continuously-differentiable mapping of Sk
into Sn and k < n, for instance.
Another basic trick is to approximate continuous mappings by more regular
mappings. If the approximation is homotopy equivalent to the original mapping
and is homotopically trivial, then the original mapping is homotopically trivial
too.
Using this approach, one can show that every continuous mapping from Sk
into Sn is homotopically trivial when k < n. It is well known that the identity
mapping on Sn is not homotopically trivial, which is the same as saying that
Sn is not contractable.
12 Homotopy equivalence
Let X , Y be topological spaces, and suppose that f : X → Y and g : Y → X are
continuous mappings. If g ◦ f is homotopy equivalent to the identity mapping
on X , and f ◦ g is homotopy equivalent to the identity mapping on Y , then f ,
g are homotopy equivalences from X to Y and Y to X , respectively.
This includes the case when g ◦ f is the identity mapping on X and f ◦ g is
the identity mapping on Y , i.e., when f is a homeomorphism from X onto Y
and g is the inverse mapping.
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As a special case, a topological space is contractable if and only if it is
homotopy equivalent to a space with one element. The Cartesian product of a
topological space X and a contractable space is homotopy equivalent to X .
Suppose that X1, X2, and X3 are topological spaces and that
f1, f
′
1 : X1 → X2 and f2, f
′
2 : X2 → X3(12.1)
are continuous mappings. If f1 is homotopic to f
′
1 and f2 is homotopic to f
′
2,
then f2 ◦ f1 is homotopic to f ′2 ◦ f
′
1. If X1 is homotopy equivalent to X2 and X2
is homotopy equivalent to X3, then X1 is homotopy equivalent to X3.
13 Induced mappings
Let X , Y be topological spaces, and let [X,Y ] be the collection of homotopy
classes of continuous mappings from X to Y .
Suppose that X ′ is another topological space and that φ : X ′ → X is a
continuous mapping. Consider the mapping Φ : C(X,Y )→ C(X ′, Y ) defined by
Φ(f) = f ◦ φ.(13.1)
If f , g are homotopic mappings from X to Y , then f ◦φ, g ◦φ are homotopic
mappings from X ′ to Y . Therefore Φ induces a mapping from [X,Y ] to [X ′, Y ].
If φ˜ : X ′ → X is a continuous mapping which is homotopic to φ, then f ◦ φ˜
is homotopic to f ◦ φ for every f ∈ C(X,Y ). This means that φ, φ˜ induce the
same mappings from [X,Y ] to [X ′, Y ].
Let X ′′ be another topological space, let φ′ : X ′′ → X ′ be a continuous
mapping, and let Φ′ : C(X ′, Y )→ C(X ′′, Y ) be defined by precomposition with
φ′, as before. Thus Φ′ ◦Φ is the same as the mapping from C(X,Y ) to C(X ′′, Y )
defined by precomposition with φ ◦ φ′. The mapping from [X,Y ] to [X ′′, Y ]
induced by φ ◦φ′ is the same as the composition of the mapping from [X,Y ] to
[X ′, Y ] induced by φ and the mapping from [X ′, Y ] to [X ′′, Y ] induced by φ′.
Similarly, suppose that Y ′ is another topological space and ψ : Y → Y ′ is
continuous. Consider the mapping Ψ : C(X,Y ) → C(X,Y ′) defined by Ψ(f) =
ψ ◦ f , which induces a mapping from [X,Y ] to [X,Y ′].
If ψ˜ is another continuous mapping from Y to Y ′ which is homotopic to ψ,
then ψ˜ ◦ f is homotopic to ψ ◦ f for every continuous mapping f from X to Y .
This implies again that ψ, ψ˜ induce the same mappings from [X,Y ] to [X,Y ′].
If Y ′′ is another topological space, ψ′ : Y ′ → Y ′′ is another continuous
mapping, and Ψ′ : C(X,Y ′)→ C(X,Y ′′) is defined by postcomposition with ψ′,
then Ψ′ ◦ Ψ is the same as the mapping from C(X,Y ) to C(X,Y ′′) defined by
postcomposition with ψ′ ◦ ψ, and the mapping from [X,Y ] to [X,Y ′′] induced
by ψ′ ◦ ψ is the same as the composition of the mapping from [X,Y ] to [X,Y ′]
induced by ψ and the mapping from [X,Y ′] to [X,Y ′′] induced by ψ′.
In particular, if φ : X ′ → X is a homotopy equivalence, then φ induces a
one-to-one mapping from [X,Y ] onto [X ′, Y ]. If ψ : Y → Y ′ is a homotopy
equivalence, then ψ induces a one-to-one mapping from [X,Y ] onto [X,Y ′].
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14 Retracts
Let E, U , and Y be sets, with E ⊆ U ⊆ Y . A mapping r : U → E is a retract
of U onto E if r(y) = y for every y ∈ E.
We shall be interested in this when Y is a topological space and r is a
continuous mapping. In practice, E might be a closed set or at least relatively
closed in U , and U might be an open set or contain E in its interior.
Let p, q be elements of E. If there is a continuous path in E that connects
p to q, then the same path connects p to q in U . Conversely, if there is a
continuous path in U that connects p to q, then the retract maps that to a path
in E connecting p to q.
Similarly, let X be a topological space, and let f , g be continuous mappings
from X into E. If f , g are homotopic as mappings from X into E, then they are
homotopic as mappings from X into U , and the existence of a retract implies
that the converse holds.
Suppose that V is a real vector space equipped with a norm ‖v‖, U is an
open set in V , E ⊆ U , and r : U → E is a continuous retract.
We have seen that U has only finitely or countably many pathwise connected
components when V is separable, and hence the same statement holds for E.
In any case, E is covered by the pathwise connected components of U . If E
is compact, then E is covered by finitely many of these components, and E has
only finitely many pathwise connected components. If E is connected, then E
is contained in a single pathwise connected component of U , and E is pathwise
connected.
Continuous mappings into U are homotopic when they are sufficiently close
together, using the linear homotopy (9.2). Because of the retract, E has analo-
gous regularity properties.
As a simple example,
r(v) =
v
‖v‖
(14.1)
is a continuous retract from U = V \{0} onto
E = {v ∈ V : ‖v‖ = 1}.(14.2)
15 Topological groups
Suppose that G is a topological group, which means that G is a group with a
topological structure such that the group operations are continuous.
If X is a topological space, then the group operation on G can be applied
pointwise to functions on X with values in G, which makes the space C(X,G)
of such functions into a group.
This leads to a group structure on the space [X,G] of homotopy classes of
continuous mappings from X into G as well.
If G is commutative, then C(X,G) and [X,G] are commutative too.
Let H be another topological group, and ψ : G→ H be a continuous group
homomorphism. The mapping Ψ : C(X,G)→ C(X,H) defined by Ψ(f) = ψ ◦ f
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is a group homomorphism. The induced mapping from [X,G] to [X,H ] is also
a group homomorphism.
If X ′ is another topological space and φ : X ′ → X a continuous mapping,
then the mapping Φ : C(X,G) → C(X ′, G) defined by Φ(f) = f ◦ φ is a group
homomorphism. The induced mapping from [X,G] to [X ′, G] is also a group
homomorphism.
There are analogous statements for topological semigroups.
16 The circle group
Let Z be the integers, a subgroup of R with respect to addition, and let T
be the quotient group R/Z. There is a natural topology on T for which the
quotient mapping R→ T is a local homeomorphism. This makes T a compact
commutative topological group which is isomorphic to the unit circle in the
complex plane with respect to multiplication.
Let X be a topological space, and let f : X → T be a continuous mapping. If
φ : X → R is continuous, then the composition of φ with the quotient mapping
from R onto T is a continuous mapping from X into T.
Let U = {Uα}α∈A be an open covering of X . Under suitable conditions, for
each α ∈ A there is a continuous mapping φα : Uα → R such that f is equal to
the composition of φα with the quotient mapping from R onto T on Uα.
For each α, β ∈ A such that Uα ∩ Uβ 6= ∅, φα − φβ takes values in Z on
Uα ∩ Uβ. If Uα ∩ Uβ is connected, then φα − φβ is constant on Uα ∩ Uβ.
17 The fundamental group
Let X be a topological space, and let b be a fixed element of X . Consider
continuous mappings from the unit circle S1 into X which send (1, 0) to b.
Equivalently, the unit circle can be represented as R/Z, and one can consider
continuous mappings into X which send 0 to b.
These continuous mappings are also known as based loops in X . In this con-
text, we are concerned with homotopies which satisfy the same condition. This
leads to an equivalence relation and a partition of based loops into equivalence
classes.
There is a natural way to compose two based loops in X , by following one
and then the other. The inverse of a loop is defined by traversing it backwards.
These operations lead to a group structure on the set of equivalence classes of
based loops in X , the fundamental group of X for the basepoint b.
Suppose that b′ ∈ X is another choice of basepoint, and that α is a contin-
uous path in X from b to b′. A loop based at b can be transformed into a loop
based at b′ by traversing α backwards, then the loop at b, and then α. This
transformation sends homotopies of loops based at b to homotopies of loops
based at b′, and leads to an isomorphism from the fundamental group of X
based to b to the fundamental group based at b′. If X is pathwise connected,
15
then the fundamental group of X at any basepoint is isomorphic to the one at
any other basepoint.
18 Projective spaces
Let V be a vector space over a field k, like the real numbers. By definition,
the projective space P(V ) associated to V consists of the lines in V through 0,
which is to say the one-dimensional linear subspaces of V .
Alternatively, let ∼ be the relation on V \{0} defined by v ∼ w when v, w ∈
V , v, w 6= 0, and there is a t ∈ k such that t 6= 0 and w = t v. It is easy to check
that this is an equivalence relation, and one can interpret P(V ) as the space of
equivalence classes determined by ∼.
Thus there is a canonical quotient mapping from V \{0} onto P(V ) that
sends v ∈ V with v 6= 0 to the element of P(V ) corresponding to the line in V
through v.
If W is a linear subspace of V , then every line in W is also a line in V and
therefore P(W ) ⊆ P(V ). The P(W )’s for W ⊆ V are known as projective sub-
spaces of P(V ). In particular, projective lines in P(V ) are projective subspaces
P(W ) corresponding to 2-dimensional linear subspaces W of V .
More generally, suppose that V1, V2 are vector spaces over k. If T is a one-
to-one linear mapping from V1 into V2, then T maps lines in V1 to lines in V2.
Hence T induces a natural mapping T̂ : P(V1)→ P(V2). Because T maps linear
subspaces of V1 to linear subspaces of V2, T̂ sends projective subspaces of P(V1)
to projective subspaces of P(V2).
Observe that T̂ : P(V1)→ P(V2) is one-to-one, since T : V1 → V2 is one-to-
one. If T maps V1 onto V2, then T̂ maps P(V1) onto P(V2). The inverse of T̂ is
the same as the mapping from P(V2) to P(V1) induced by the inverse of T . If
V1, V2, V3 are vector spaces over k and T1 : V1 → V2, T2, : V2 → V3 are linear
mappings, then the mapping from P(V1) to P(V3) induced by the composition
T2 ◦ T1 is the same as the composition of the mappings induced by T1 and T2.
As an important special case, invertible linear mappings on a vector space V
yield invertible mappings on P(V ).
Let W be a linear subspace of V , and let u be an element of V which is not
in W . Let A be the affine space W + u, consisting of vectors of the form w + u
with w ∈ W . For every a ∈ A there is a unique line in V that contains a. This
defines a mapping from A into P(V ). If V is spanned by W and u, then every
line in V is either contained in W or contains an element of A.
19 Real projective spaces
Let V be a real vector space, and let P(V ) be the corresponding projective
space, as in the previous section. We can also consider the space P+(V ) of
rays in V . For each v ∈ V with v 6= 0, the ray in V passing through v is the
set of vectors of the form r v, where r is a positive real number. If ∼+ is the
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relation on V \{0} defined by v ∼+ w when w = t v for some t > 0, then ∼+ is
an equivalence relation on V \{0}, and P+(V ) is the same as the collection of
equivalence classes of V \{0} determined by ∼+.
There is a canonical quotient mapping from V \{0} onto P+(V ), which sends
each v ∈ V with v 6= 0 to the ray in V passing through v. There is also a natural
mapping from P+(V ) onto P(V ), which sends each ray in V to the line that
contains it. The composition of these two mappings is the same as the usual
quotient mapping from V \{0} ontoP(V ). The mapping from P+(V ) ontoP(V )
is two-to-one, because every line in V contains exactly two rays in V .
Injective linear mappings between real vector spaces determine mappings
between the corresponding spaces of rays, in the same way as for projective
spaces, and with similar properties. It is easy to see that these induced mappings
between spaces of rays are compatible with the induced mappings between the
corresponding projective spaces, in the following sense. Suppose that V1, V2 be
real vector spaces, and that T is a one-to-one linear mapping from V1 into V2.
The composition of the mapping from P+(V1) into P+(V2) induced by T with
the natural mapping from P+(V2) onto P(V2) is the same as the composition
of the natural mapping from P+(V1) onto P(V1) composed with the mapping
from P(V1) into P(V2) induced by T .
Let V be a real vector space equipped with a norm ‖v‖, and let Σ be the
corresponding unit sphere in V , i.e., Σ = {v ∈ V : ‖v‖ = 1}. The restriction
of the quotient mapping from V \{0} onto P+(V ) to Σ is a one-to-one mapping
from Σ onto P+(V ). The restriction of the quotient mapping from V \{0} onto
P(V ) to Σ is a two-to-one mapping from Σ onto P(V ).
Let n be a positive integer, and let RPn be the projective space P(Rn+1)
associated to Rn+1 as a real vector space.
For each hyperplane H in Rn+1 with 0 6∈ H , there is an embedding of H
into RPn which sends x ∈ H to the line in Rn+1 through x. There is a natural
topology on RPn for which these embeddings are homeomorphisms onto open
subsets of RPn.
This topology can also be characterized by the property that the quotient
mapping from Rn+1\{0} onto RPn is a continuous open mapping. The usual
two-to-one mapping from the unit sphere Sn in Rn+1 onto RPn is a local
homeomorphism.
Suppose that X is a topological space, and that φ is a continuous mapping
fromX intoRPn. If Φ : X → Sn is a continuous mapping, then the composition
of Φ with the usual mapping from Sn onto RPn is such a mapping. Let U =
{Uα}α∈A be an open covering of X . Under suitable conditions, for each α ∈ A
there is a continuous mapping φα : Uα → Sn whose composition with the usual
mapping from Sn onto RPn is the restriction of φ to Uα. Of course, −φα has
the same feature, since x and −x are sent to the same point in RPn for every
x ∈ Sn. Let α, β be elements of A such that Uα∩Uβ 6= ∅. For every p ∈ Uα∩Uβ ,
φβ(p) is equal to φα(p) or to −φα(p). This is because φα(p), φβ(p) ∈ Sn both
correspond to the same point φ(p) ∈ RPn. Thus φβ = rα,β φα on Uα ∩ Uβ for
some continuous function rα,β on Uα ∩ Uβ with values in {+1,−1}. If Uα ∩ Uβ
is connected, then rα,β is constant, and φα = φβ or φα = −φβ on Uα ∩ Uβ .
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20 Complex projective spaces
A complex number z can be expressed as x+y i, where x and y are real numbers
and i2 = −1. In this case, the complex conjugate of z is denoted z and defined
to be x− y i, and the modulus of z is denoted |z| and defined to be
√
x2 + y2.
The field of complex numbers is denoted C. For every z, w ∈ C,
z + w = z + w(20.1)
and
z w = z w.(20.2)
Hence
|z w| = |z| |w|,(20.3)
since z z = |z|2. For each positive integer n, the space Cn of n-tuples of complex
numbers is a vector space over the complex numbers with respect to coordi-
natewise addition and scalar multiplication. Let CPn be the projective space
P(Cn+1) associated to Cn+1.
If H is a complex hyperplane in Cn+1 that does not contain 0, then there is
an embedding of H into CPn which sends each v ∈ H to the point in CPn cor-
responding to the complex line in Cn+1 through v. There is a natural topology
on CPn for which these embeddings are homeomorphisms onto open subsets of
CPn. The quotient mapping from Cn+1\{0} onto CPn is a continuous open
mapping with respect to this topology. Using the aforementioned embedding,
one can show that CP1 is homeomorphic to the standard 2-dimensional sphere
S2. This follows by identifying CP1 with the one-point compactification of the
complex plane.
For v = (v1, . . . , vn+1) ∈ C
n+1, the Euclidean norm of v is defined to be
(|v1|2+ · · ·+ |vn+1|2)1/2. The corresponding unit sphere Σn in Cn+1 consists of
vectors with norm equal to 1 and can be identified with the ordinary unit sphere
S2n+1 in R2n+2. The restriction of the usual quotient mapping from Cn+1\{0}
onto CPn to Σn is a continuous mapping onto CP
n. Two vectors v, w in Σn
are sent to the same element of CPn if and only if there is a ζ ∈ C with |ζ| = 1
such that w = ζ v.
Suppose that X is a topological space, and that φ is a continuous mapping
from X into CPn. If Φ is a continuous mapping from X into Σn, then the
composition of Φ with the mapping from Σn onto CP
n described above is a
continuous mapping from X into CPn. Let U = {Uα}α∈A be an open covering
of X . Under suitable conditions, for each α ∈ A there is a continuous mapping
φα : Uα → Σn whose composition with the usual mapping from Σn onto CP
n
is the same as the restriction of φ to Uα. If α, β ∈ A and Uα ∩ Uβ 6= ∅, then
there is a continuous mapping ζα,β : Uα ∩ Uβ → C such that |ζα,β(p)| = 1 and
φβ(p) = ζα,β(p)φα(p)(20.4)
for every p ∈ Uα∩Uβ. Under suitable conditions, there is a continuous mapping
rα,β : Uα∩Uβ → R whose composition with the usual mapping from R onto the
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circle group is equal to ζα,β . Since ζβ,α = 1/ζα,β, we can also choose rα,β such
that rβ,α = −rα,β . Let α, β, and γ be elements of A such that Uα∩Uβ∩Uγ 6= ∅,
and consider vα,β,γ : Uα ∩ Uβ ∩ Uγ → R defined by
vα,β,γ = rα,β + rβ,γ + rγ,α.(20.5)
Because
φα = ζγ,α φγ = ζγ,α ζβ,γ φβ = ζγ,α ζβ,γ ζα,β φα(20.6)
on Uα ∩ Uβ ∩ Uγ ,
ζα,β ζβ,γ ζγ,α = 1(20.7)
on Uα ∩ Uβ ∩ Uγ , which implies that vα,β,γ takes values in the integers. If
Uα ∩ Uβ ∩ Uγ is connected, then vα,β,γ is constant.
21 Local differences
Let X be a topological space, and let X̂ be the copy of X in the diagonal of
X ×X ,
X̂ = {(x, y) ∈ X ×X : y = x}.(21.1)
Suppose that W is an open set in X × X such that X̂ ⊆ W . We may as
well suppose also that W is symmetric in the sense that (y, x) ∈ W whenever
(x, y) ∈ W , since otherwise we can replace W with its intersection with the set
of (y, x) ∈ X×X such that (x, y) ∈W . Let F (x, y) be a continuous real-valued
function on W , and consider the problem of finding a continuous real-valued
function f on X such that
f(x)− f(y) = F (x, y)(21.2)
when (x, y) ∈ W .
An obvious necessary condition for the existence of such a function f is that
F (y, x) = −F (x, y),(21.3)
and in particular
F (x, x) = 0.(21.4)
Another necessary condition is that
F (x, y) + F (y, z) + F (z, x) = 0(21.5)
when x, y, z ∈ X and (x, y), (y, z), (z, x) ∈ W . For if f satisfies (21.2), then this
reduces to
(f(x)− f(y)) + (f(y)− f(z)) + (f(z)− f(x)) = 0.(21.6)
For each p ∈ X , put
W (p) = {x ∈ X : (x, p) ∈W}(21.7)
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and fp(x) = F (x, p) when x ∈ W (p). Thus p ∈ W (p) and
fp(x)− fp(p) = F (x, p)(21.8)
automatically. The cocycle condition (21.5) implies that
fp(x) − fp(y) = F (x, p)− F (y, p) = F (x, p) + F (p, y)(21.9)
= −F (y, x) = F (x, y)
when x, y ∈W (p) and (x, y) ∈ W . If p, q ∈ X , x ∈ W (p)∩W (q), and (p, q) ∈W ,
then
fp(x) − fq(x) = F (x, p)− F (x, q) = F (q, x) + F (x, p)(21.10)
= −F (p, q) = F (q, p).
If f : X → R satisfies (21.2), then f + c also satisfies (21.2) for any real
number c. Conversely, if f, f˜ : X → R both satisfy (21.2), then f − f˜ satisfies
(21.2) with F = 0. Thus f − f˜ is locally constant on X , and hence constant
if X is connected. Similar remarks apply to solutions of (21.2) for (x, y) in an
open set in X ×X that contains X̂ and is contained in W .
22 Local families
Let X be a topological space, and let U = {Uα}α∈A be an open covering of X .
Suppose that for each α ∈ A, φα is a continuous real-valued function on Uα.
Suppose also that φα − φβ is constant on Uα ∩Uβ when Uα ∩Uβ 6= ∅. Consider
the question of whether there is a continuous real-valued function φ on X such
that φ− φα is constant on Uα for every α ∈ A.
If φ : X → R has this property, then φ + c also has this property for every
real number c. Conversely, if φ, φ˜ : X → R both have this property, then the
restriction of φ− φ˜ to Uα is constant for every α ∈ A. This implies that φ − φ˜
is locally constant on X , and therefore constant when X is connected.
For α, β ∈ A with Uα ∩ Uβ 6= ∅, let rα,β ∈ R be the value of φα − φβ on
Uα ∩ Uβ. Thus rβ,α = −rα,β, and rα,α = 0 in particular. If α, β, γ ∈ A and
Uα ∩ Uβ ∩ Uγ 6= ∅,(22.1)
then
rα,β + rβ,γ + rγ,α = 0.(22.2)
This is because
(φα − φβ) + (φβ − φγ) + (φγ − φα) = 0(22.3)
on Uα ∩ Uβ ∩ Uγ .
If there is a φ : X → R such that φ− φα is constant on Uα for every α ∈ A,
and tα ∈ R is this value, then rα,β = tβ − tα when Uα ∩ Uβ 6= ∅. Conversely,
suppose that there are real numbers tα for α ∈ A which satisfy this equation.
If ψα = φα + tα, then ψα = ψβ on Uα ∩ Uβ when this set is nonempty, and
φ : X → R can be defined by φ = ψα on Uα for each α.
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23 Torsion
Let n be a positive integer, and let nZ be the set of integer multiples of n. This
is a subgroup of the group Z of integers under addition, and the quotient group
Z/nZ is a finite abelian group of order n.
Let X be a topological space, and let U = {Uα}α∈A be an open covering of
X . Suppose that for each α, β ∈ A with Uα ∩ Uβ 6= ∅, ρα,β is an element of
Z/nZ such that
ρβ,α = −ρα,β(23.1)
and
ρα,β + ρβ,γ + ργ,α = 0(23.2)
when Uα ∩ Uβ ∩ Uγ 6= ∅.
For instance, it may be that for each α ∈ A there is a τα ∈ Z/nZ such that
ρα,β = τβ − τα when Uα∩Uβ 6= ∅. Another possibility is that there are rα,β ∈ Z
for α, β ∈ A with Uα ∩ Uβ 6= ∅ such that
rβ,α = −rα,β(23.3)
and
rα,β + rβ,γ + rγ,α = 0(23.4)
when Uα ∩Uβ ∩Uγ 6= ∅, and for which ρα,β is the projection of rα,β in Z/nZ by
the standard quotient mapping. If there are τα ∈ Z/nZ such that ρα,β = τβ−τα
when Uα ∩Uβ 6= ∅, then we can choose tα ∈ Z which project to τα in Z/nZ for
each α ∈ A and take rα,β = tβ − tα when Uα ∩ Uβ 6= ∅.
We can also start with integers rα,β for α, β ∈ A with Uα ∩ Uβ 6= ∅ which
satisfy (23.3) and (23.4), and consider their projections ρα,β in Z/nZ. Thus the
ρα,β’s automatically satisfy (23.1) and (23.2). Suppose that there are τα ∈ Z/nZ
for each α ∈ A such that ρα,β = τβ − τα when Uα ∩ Uβ 6= ∅, and choose tα ∈ Z
for each α ∈ A whose projection in Z/nZ is τα. If r′α,β = rα,β + tα − tβ , then
r′α,β projects to 0 in Z/nZ, which means that r
′
α,β ∈ nZ.
Suppose that tα, α ∈ A, are integers such that
rα,β = tβ − tα ∈ nZ(23.5)
when Uα ∩ Uβ 6= ∅. Let τα be the projection of tα in Z/nZ for each α ∈ A.
Because rα,β ∈ nZ, τβ − τα = 0 when Uα ∩ Uβ 6= ∅. This implies that the
τα’s are all the same when X is connected, and hence there is a k ∈ Z whose
projection in Z/nZ is equal to the common value of the τα’s. If t
′
α = tα − k,
then t′α ∈ nZ and
rα,β = t
′
β − t
′
α(23.6)
when Uα ∩ Uβ 6= ∅.
Suppose as before that for α, β ∈ A with Uα ∩Uβ 6= ∅ we have ρα,β ∈ Z/nZ
satisfying (23.1) and (23.2). Let rα,β be an integer for every such α, β ∈ A
which projects to ρα,β in Z/nZ and satisfies rβ,α = −rα,β . If α, β, γ ∈ A and
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Uα ∩ Uβ ∩ Uγ 6= ∅, then rα,β + rβ,γ + rγ,α projects to 0 in Z/nZ, by (23.2).
Therefore vα,β,γ = (rα,β + rβ,γ + rγ,α)/n is an integer.
Suppose in addition that there are lα,β ∈ Z for α, β ∈ A with Uα ∩ Uβ 6= ∅
such that lβ,α = −lα,β and
vα,β,γ = lα,β + lβ,γ + lγ,α(23.7)
when Uα ∩ Uβ ∩ Uγ 6= ∅. If
r′α,β = rα,β − n lα,β,(23.8)
then r′α,β satisfies the analogues of (23.3) and (23.4). Moreover, the projection
of r′α,β in Z/nZ is equal to ρα,β.
24 Another variant
LetX be a topological space, and suppose that U = {Uα}α∈A is an open covering
of X .
Suppose that tα, α ∈ A, are real numbers such that rα,β = tβ − tα ∈ Z
when Uα ∩ Uβ 6= ∅. If τα is the projection of tα in R/Z, then τα = τβ when
Uα ∩ Uβ 6= ∅. Hence τα’s are all the same when X is connected, and there is a
y ∈ R whose projection to R/Z is the common value of the τα’s. If t′α = tα− y,
then t′α ∈ Z and rα,β = t
′
β − t
′
α when Uα ∩ Uβ 6= ∅.
Let rα,β be real numbers for α, β ∈ A with Uα ∩Uβ 6= ∅. Suppose that there
are τα ∈ R/Z for α ∈ A such that the projection of rα,β in R/Z is equal to
the difference between τβ and τα when Uα ∩ Uβ 6= ∅. For each α ∈ A, let tα
be a real number whose projection to R/Z is τα. If r
′
α,β = rα,β + tα − tβ when
Uα ∩ Uβ 6= ∅, then r
′
α,β ∈ Z.
Now let ρα,β be elements of R/Z for α, β ∈ A with Uα ∩Uβ 6= ∅, where ρβ,α
is the inverse of ρα,β in R/Z, and the combination of ρα,β, ρβ,γ , and ργ,α is 0
in R/Z when Uα ∩ Uβ ∩ Uγ 6= ∅. If there are τα ∈ R/Z for each α ∈ A such
that ρα,β is the difference of τβ and τα in R/Z when Uα ∩Uβ 6= ∅, then we can
choose tα ∈ R for each α ∈ A such that the projection of tα in R/Z is equal to
τα, and ρα,β is the projection of tβ− tα in R/Z. Otherwise, choose rα,β ∈ R for
α, β ∈ A with Uα ∩Uβ 6= ∅ such that rβ,α = −rα,β and ρα,β is the projection of
rα,β in R/Z. Put
vα,β,γ = rα,β + rβ,γ + rγ,α(24.1)
when Uα ∩ Uβ ∩ Uγ 6= ∅. The projection of vα,β,γ in R/Z is 0, and therefore
vα,β,γ ∈ Z. Suppose that there are lα,β ∈ Z for α, β ∈ A with Uα ∩Uβ 6= ∅ such
that lβ,α = −lα,β and
vα,β,γ = lα,β + lβ,γ + lγ,α(24.2)
when Uα ∩ Uβ ∩ Uγ 6= ∅. If
r′α,β = rα,β − lα,β ,(24.3)
then r′β,α = −r
′
α,β,
r′α,β + r
′
β,γ + r
′
γ,α = 0(24.4)
when Uα ∩ Uβ ∩ Uγ 6= ∅, and ρα,β is the projection of r′α,β in R/Z.
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25 Functions
Let X be a topological space, and let U = {Uα}α∈A be an open covering of
X . Suppose that U is locally finite on X , in the sense that every point in X
has a neighborhood which intersects Uα for only finitely many α ∈ A. Under
suitable conditions, there is a partition of unity subordinate to U on X , which
is to say a collection of continuous real-valued functions ηα on X for α ∈ A
such that 0 ≤ ηα(p) ≤ 1 for every α ∈ A and p ∈ X , ηα(q) = 0 for every q in a
neighborhood of any p ∈ X\Uα, and∑
α∈A
ηα(p) = 1(25.1)
for every p ∈ X . Note that there are only finitely many nonzero terms in the
sum for each p ∈ X .
Suppose that for each α, β ∈ A with Uα ∩ Uβ 6= ∅ there is a continuous
real-valued function rα,β on Uα ∩ Uβ such that rβ,α = −rα,β and
rα,β + rβ,γ + rγ,α = 0(25.2)
on Uα ∩ Uβ ∩ Uγ when this set is not empty.
For every α ∈ A and p ∈ Uα, let tα(p) be the sum of −rα,γ(p) ηγ(p) over
γ ∈ A such that p ∈ Uγ . Basically,
tα(p) = −
∑
γ
rα,γ(p) ηγ(p),(25.3)
where rα,γ(p) ηγ(p) is interpreted as being 0 when p 6∈ Uγ , even though rα,γ(p)
is not defined. This is a continuous real-valued function on Uα.
If p ∈ Uα ∩ Uβ, then
tβ(p)− tα(p) =
∑
γ
(rα,γ(p)− rβ,γ(p)) ηγ(p)(25.4)
=
∑
γ
rα,β(p) ηγ(p) = rα,β(p),
since only p ∈ Uγ are important for the sum.
26 More functions
Let X be a topological space, and let U = {Uα}α∈A be an open covering of X .
Suppose that for α, β ∈ A with Uα∩Uβ 6= ∅, ρα,β is a continuous mapping from
Uα ∩ Uβ into the circle group T = R/Z such that ρβ,α is the inverse of ρα,β
in T and the combination of ρα,β, ρβ,γ , and ργ,α is 0 on Uα ∩ Uβ ∩ Uγ when
this set is nonempty. Under suitable conditions, there are continuous functions
rα,β : Uα ∩Uβ → R such that rβ,α = −rα,β and ρα,β is the composition of rα,β
with the usual quotient mapping from R onto T. Put
vα,β,γ = rα,β + rβ,γ + rγ,α(26.1)
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on Uα ∩ Uβ ∩ Uγ when this set is nonempty. By hypothesis, vα,β,γ takes values
in the integers, and hence is constant if Uα ∩ Uβ ∩ Uγ is connected. Suppose
that there are lα,β ∈ Z for α, β ∈ A with Uα ∩ Uβ 6= ∅ such that lβ,α = −lα,β
and
vα,β,γ = lα,β + lβ,γ + lγ,α(26.2)
when Uα ∩ Uβ ∩ Uγ 6= ∅. If r′α,β = rα,β − lα,β , then ρα,β is the composition of
r′α,β with the quotient mapping from R onto T, and
r′α,β + r
′
β,γ + r
′
γ,α = 0(26.3)
on Uα ∩ Uβ ∩ Uγ when this set is nonempty.
27 Circle bundles
Let X be a topological space, and let U = {Uα}α∈A be an open covering of
X . Suppose that for every α, β ∈ W with Uα ∩ Uβ 6= ∅, ρα,β is a continuous
mapping from Uα∩Uβ to the circle group T = R/Z such that ρβ,α is the inverse
of ρα,β and the combination of ρα,β, ρβ,γ , and ργ,α is 0 on Uα ∩ Uβ ∩ Uγ when
this set is nonempty.
For each α ∈ A, let Eα be the Cartesian product of Uα and T. Let E be
the space obtained by gluing the Eα’s together by identifying (p, z) ∈ Eα with
(p, z′) when p ∈ Uα ∩ Uβ and z′ is the combination of z and ρα,β(p) in T. The
conditions on the ρα,β’s imply that these identifications are consistent with each
other. The obvious projections from Eα to Uα lead to a continuous mapping
from E onto X . For each p ∈ X , this mapping sends a copy of T in E onto p.
Suppose that Φ : X → E is a continuous mapping whose composition with
the natural projection from E onto X is the identity mapping. For each α ∈ A,
the restriction of Φ to Uα corresponds to a mapping Φα : Uα → Eα of the form
Φα(p) = (p, φα(p)) for some continuous mapping φα : Uα → T. Because of the
identifications in E, φβ(p) ought to be the combination of ρα,β(p) and φα(p)
in T when p ∈ Uα ∩ Uβ . Conversely, if for each α ∈ A there is a continuous
mapping φα : Uα → T such that φβ is the combination of ρα,β and φα on
Uα ∩ Uβ when this set is nonempty, then one can reverse the process and get
a continuous mapping Φ : X → E whose composition with the projection from
E onto X is the identity mapping. One can also show that E is equivalent to
X ×T.
It is sometimes convenient to think of T as the unit circle in the complex
plane with multiplication as the group operation. One can use the ρα,β’s to
glue Uα × C for α ∈ A in the same way to get a complex line bundle L over
X . There is automatically a continuous mapping from X into L which projects
to the indentity mapping on X , using the element that corresponds to 0 in
each copy of C. Continuous mappings from X to nonzero elements of L that
project to the identity mapping on X are like maps from X to E in the previous
paragraph.
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28 Noncommutative groups
Let G be a group, which may not be commutative. We may also ask G to be
a topological group. Let X be a topological space, and let U = {Uα}α∈A be an
open covering of X .
Suppose that for every α, β ∈ A with Uα ∩ Uβ 6= ∅ we have ρα,β which is
an element of G or a continuous mapping from Uα ∩ Uβ into G when G is a
topological group such that
ρβ,α = ρ
−1
β,α(28.1)
and
ρα,β ρβ,γ ργ,α = e(28.2)
when Uα ∩Uβ ∩Uγ 6= ∅, where e is the identity element of G. Alternatively, one
might have
ργ,α ρβ,γ ρα,β = e(28.3)
in place of (28.2).
Of course, any group is a topological group with respect to the discrete
topology. Any element of a group can be considered as a constant mapping into
the group. If the ρα,β ’s are functions, then (28.1) is supposed to hold at every
point in Uα ∩ Uβ , and (28.2) or (28.3) is supposed to hold at every point in
Uα ∩ Uβ ∩ Uγ .
If τα is an element of G or a continuous mapping from Uα into G when G is a
topological group, then ρα,β = τ
−1
α τβ automatically satisfies (28.1) and (28.2).
Similarly, ρα,β = τβ τ
−1
α satisfies (28.1) and (28.3). In general, ρα,β satisfies
(28.1) and (28.2) if and only if ρ−1α,β satisfies (28.1) and (28.3).
29 Quaternions
A quaternion x can be expressed as
x = x1 + x2 i+ x3 j + x4 k,(29.1)
where
i2 = j2 = k2 = −1(29.2)
and
i j = −j i = k.(29.3)
More precisely, the algebra of quaternions H is an associative algebra over the
real numbers with multiplicative identity element 1. As a real vector space, H
has dimension 4 and 1, i, j, and k form a basis of H. Note that
i k = −k i = −j(29.4)
and
j k = −k j = i.(29.5)
Thus H is a noncommutative algebra, since i, j, and k anticommute.
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Let x ∈ H be given as in (29.1). The conjugate x∗ of x is defined by
x∗ = x1 − x2 i− x3 j − x4 k.(29.6)
Clearly x 7→ x∗ is a real-linear mapping on H, and it is easy to see that
(x y)∗ = y∗ x∗(29.7)
for every x, y ∈ H.
The modulus |x| of x is defined by
|x| =
√
x21 + x
2
2 + x
2
3 + x
2
4.(29.8)
One can check that
xx∗ = x∗ x = |x|2.(29.9)
Hence
|x y| = |x| |y|(29.10)
for every x, y ∈ H. If x 6= 0, then
x−1 =
x∗
|x|2
(29.11)
is the multiplicative inverse of x.
The nonzero quaternions form a noncommutative group under multiplica-
tion. The modulus defines a homomorphism from this group onto the positive
real numbers with respect to multiplication. The quaternions of modulus 1
form a subgroup of the nonzero quaternions which is the kernel of this homo-
morphism.
30 Quaternionic projective spaces
Let n be a positive integer, and let Hn+1 be the space of (n + 1)-tuples of
quaternions. Thus Hn+1 is a real vector space with respect to coordinatewise
addition and multiplication by real numbers, and it is also a kind of vector space
over H with respect to coordinatewise multiplication on the left by elements of
H, i.e.,
t v = (t v1, . . . , t vn+1)(30.1)
when t ∈ H and v = (v1, . . . , vn+1) ∈ Hn+1. If v 6= 0, then the set of t v, t ∈ H,
is a quaternionic line in Hn+1. By definition, the quaternionic projective space
HPn consists of the quaternionic lines in Hn+1.
Equivalently, let ∼ be the relation on Hn+1\{0} defined by v ∼ w when
w = t v for some t ∈ H. This defines an equivalence relation on Hn+1\{0}. One
can identify HPn with the set of equivalence classes determined by ∼ in Hn+1.
For v = (v1, . . . , vn+1) ∈ H
n+1, put
‖v‖ =
√
|v1|2 + · · ·+ |vn+1|2,(30.2)
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where |v1|, . . . , |vn+1| are the moduli of the quaternions v1, . . . , vn+1. Consider
the set
{v ∈ Hn+1 : ‖v‖ = 1},(30.3)
which can be identified with the standard sphere S4n+3, using the obvious cor-
respondence between Hn+1 and R4n+4. There is a natural projection from
Hn+1\{0} onto this sphere, defined by
v 7→
v
‖v‖
.(30.4)
This intersection of this sphere with any quaternionic line in Hn+1 can be iden-
tified with S3.
There is a natural topology on HPn such that the quotient mapping from
Hn+1\{0} onto HPn is a continuous open mapping. The restriction of the
quotient mapping to the unit sphere in Hn+1 as in the previous paragraph as
also a continuous open mapping. This topology can also be described in terms
of homeomorphic embeddings of Hn onto open subsets of HPn. In particular,
HP1 is a one-point compactification of H ∼= R4, and thus homeomorphic to S4.
31 Liftings
Let X be a topological space, and let φ be a continuous mapping from X
into HPn. If Φ is a continuous mapping from X into Hn+1\{0}, then the
composition of Φ with the usual quotient mapping from Hn+1 onto HPn is
such a mapping. Let U = {Uα}α∈A be an open covering of X . Under suitable
conditions, for each α ∈ A there is a continuous mapping φα from Uα into
Hn+1\{0} whose composition with the quotient mapping from Hn+1\{0} onto
HPn is equal to φ on Uα. If Uα ∩ Uβ 6= ∅, then there is a continuous mapping
ρα,β from Uα ∩ Uβ to H\{0} such that
φβ = ρα,β φα(31.1)
on Uα ∩ Uβ . Clearly ρβ,α = ρ
−1
α,β. If Uα ∩ Uβ ∩ Uγ 6= ∅, then
φα = ργ,α φγ = ργ,α ρβ,γ φβ = ργ,α ρβ,γ ρα,β φα(31.2)
and hence
ργ,α ρβ,γ ρα,β = 1(31.3)
on Uα ∩ Uβ ∩ Uγ . Suppose that for each α ∈ A there is a continuous mapping
τα on Uα with values in H\{0} such that ρα,β = τβ τ−1α on Uα ∩ Uβ. If
φ′α = τ
−1
α φα,(31.4)
then the composition of φ′α with the quotient mapping from H
n+1\{0} onto
HPn is also equal to φ on Uα. Moreover, φ
′
α = φ
′
β on Uα ∩ Uβ when this
set is nonempty. This permits us to put Φ = φ′α on Uα for each α ∈ X , to
get a continuous mapping from X into Hn+1\{0} whose composition with the
quotient mapping is equal to φ.
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32 Homomorphisms
Let G, H be groups, and let φ be a homomorphism from G into H . We may also
ask that G, H be topological groups, and that φ be continuous. Let N be the
normal subgroup of G which is the kernel of φ. Let X be a topological space,
and let U = {Uα}α∈A be an open covering of X . Suppose that for α, β ∈ A with
Uα∩Uβ 6= ∅ we have rα,β which is an element of G or a continuous mapping from
Uα ∩ Uβ into G when G is a topological group and which satisfies rβ,α = r
−1
α,β
and
rα,β rβ,γ rγ,α = e(32.1)
when Uα ∩Uβ ∩ Uγ 6= ∅. If ρα,β = φ(rα,β), so that ρα,β is an element of H or a
continuous mapping from Uα ∩ Uβ into H , then ρβ,α = ρ
−1
α,β and
ρα,β ρβ,γ ργ,α = e
′(32.2)
when Uα ∩ Uβ ∩ Uγ 6= ∅, where e′ denotes the identity element in H . Similar
remarks apply to the cocycle condition in the other order.
Suppose also that for each α ∈ A there is a τα which is an element of H or
a continuous mapping from Uα into H when H is a topological group such that
ρα,β = τ
−1
α τβ . Under suitable conditions, for each α ∈ A there is a tα which is
an element of G or a continuous mapping from Uα into G such that τα = φ ◦ tα.
If r˜α,β = tα rα,β t
−1
β , then φ(r˜α,β) = e
′, r˜β,α = r˜
−1
α,β , and
r˜α,β r˜β,γ r˜γ,α = e(32.3)
when Uα ∩Uβ ∩Uγ 6= ∅. Thus r˜α,β is an element of N or a continuous mapping
from Uα ∩ Uβ into N , since φ(r˜α,β) = e′.
Now suppose that we start with ρα,β which is an element ofH or a continuous
mapping from Uα ∩Uβ into H when this set is nonempty such that ρβ,α = ρ
−1
α,β
and ρα,β ρβ,γ ργ,α = e
′ when Uα ∩ Uβ ∩ Uγ 6= ∅. If τα and tα are as in the
previous paragraph, then rα,β = t
−1
α tβ satisfies φ(rα,β) = ρα,β, rβ,α = r
−1
α,β , and
rα,β rβ,γ rγ,α = e when Uα ∩Uβ ∩Uγ 6= ∅. Otherwise, under suitable conditions
there are rα,β which are elements of G or continuous mappings from Uα ∩ Uβ
into G when this set is nonempty such that φ(rα,β) = ρα,β and rβ,α = r
−1
α,β . If
vα,β,γ = rα,β rβ,γ rγ,α when Uα ∩ Uβ ∩ Uγ 6= ∅, then φ(vα,β,γ) = e′, and hence
vα,β,γ ∈ N .
Let us make the additional hypothesis that N is contained in the center of
G, which is to say that each element of N commutes with every element of
G. Suppose that for each α, β ∈ A with Uα ∩ Uβ 6= ∅ there is a λα,β which
is an element of N or a continuous mapping from Uα ∩ Uβ into N such that
λβ,α = λ
−1
α,β and vα,β,γ = λα,β λβ,γ λγ,α when Uα ∩ Uβ ∩ Uγ 6= ∅. If r̂α,β =
rα,β λ
−1
α,β , then φ(r̂α,β) = φ(rα,β) = ρα,β , r̂β,α = r̂
−1
α,β , and r̂α,β r̂β,γ r̂γ,α = e
when Uα ∩ Uβ ∩ Uγ 6= ∅.
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33 Vector bundles
Let n be a positive integer, and let GL(n,R) be the group of n × n invertible
matrices with entries in the real numbers, using matrix multiplication as the
group operation. The n × n identity matrix I is the identity element of this
group. Equivalently, GL(n,R) is the open set of n×n real matrices with nonzero
determinant, and is a topological group with respect to the induced topology.
The elements of GL(n,R) also correspond to invertible linear transformations
on Rn in the usual way.
Let X be a topological space, and let U = {Uα}α∈A be an open covering
of X . Suppose that for each α, β ∈ A with Uα ∩ Uβ 6= ∅, ρα,β is a continuous
mapping from Uα ∩ Uβ into GL(n,R) such that ρβ,α = ρα,β and
ργ,α ρβ,γ ρα,β = I(33.1)
on Uα ∩ Uβ ∩ Uγ when this set is nonempty. For each α ∈ A, let Eα be the
Cartesian product of Uα with R
n. Let us identify (p, v) ∈ Eα with (p, v′) ∈ Eβ
when p ∈ Uα ∩ Uβ and v′ = ρα,β(p)(v), where ρα,β(p)(v) is the value of the
linear transformation on R associated to ρα,β(p) at v. This leads to a real
vector bundle E of rank n over X .
Suppose that for each α ∈ A there is a continuous mapping τα from Uα into
GL(n,R) such that ρα,β = τβ τ
−1
α on Uα ∩ Uβ when this set is nonempty. If
p ∈ Uα ∩ Uβ and v ∈ Rn, then (p, τα(p)(v)) ∈ Eα and (p, τβ(p)(v)) ∈ Eβ are
identified in E. Hence we get an isomorphism from X ×Rn onto E by sending
(p, v) ∈ X ×Rn to (p, τα(p)(v)) ∈ Eα when p ∈ Uα.
Similar remarks apply to complex matrices and vector bundles. One can also
view this as a special case of the previous situation, by identifying n×n complex
matrices with 2n × 2n real matrices. Other groups of matrices correspond to
other types of vector bundles. A vector bundle is said to be flat if the transition
functions ρα,β can be chosen to be constant.
34 Subgroups
Let G be a group, and let H be a subgroup of G. The quotient space G/H
consists of the cosets aH = {a b : b ∈ H} of H in G for a ∈ G, and the quotient
mapping q : G→ H sends a ∈ G to aH . If G is a topological group and H is a
closed subgroup of G, then G/H can be given the associated quotient topology,
for which the quotient mapping is continuous and open.
Let X be a topological space, and let U = {Uα}α∈A be an open covering of
X . Suppose that φ is a continuous mapping from X into G/H . Under suitable
conditions, for each α ∈ A there is a continuous mapping φα from Uα into G
whose composition with the quotient mapping q is equal to φ on Uα. If α, β ∈ A
and Uα ∩ Uβ 6= ∅, then
ρα,β = φ
−1
α φβ(34.1)
is a continuous mapping from Uα ∩ Uβ into G such that ρβ,α = ρ
−1
α,β and
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ρα,β ρβ,γ ργ,α = e on Uα ∩ Uβ ∩ Uγ when this set is nonempty. Moreover,
ρα,β(p) ∈ H for every p ∈ Uα ∩ Uβ , since q(φα(p)) = q(φβ(p)) = φ(p).
Conversely, suppose that φα : Uα → G is a continuous mapping for each
α ∈ A, and let ρα,β be as in (34.1). As before, ρβ,α = ρ
−1
α,β and ρα,β ρβ,γ ργ,α = e
on Uα∩Uβ∩Uγ when this set is nonempty. If every ρα,β takes values in H , then
q ◦φα = q ◦φβ on Uα ∩Uβ and q(φα(p)) determines a continuous mapping from
X into G/H . If for each α ∈ A there is also a continuous mapping τα : Uα → H
such that ρα,β = τ
−1
α τβ on Uα ∩ Uβ when this set is nonempty, and if we put
φ′α = φα τ
−1
α , then q ◦ φ
′
α = q ◦ φα, φ
′
α = φ
′
β on Uα ∩ Uβ when this set is
nonempty, and φ′α(p) determines a continuous mapping from X into G.
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