Understanding the mechanisms underlying gene regulation is paramount to comprehend the translation from genotype to phenotype. The two are connected by gene expression, and it is generally thought that variation in transcription factor (TF) function is an important determinant of phenotypic evolution. We analyzed publicly available genome-wide chromatin immunoprecipitation experiments for 27 TFs in Arabidopsis thaliana and constructed an experimental network containing 46,619 regulatory interactions and 15,188 target genes. We identified hub targets and highly occupied target (HOT) regions, which are enriched for genes involved in development, stimulus responses, signaling, and gene regulatory processes in the currently profiled network. We provide several lines of evidence that TF binding at plant HOT regions is functional, in contrast to that in animals, and not merely the result of accessible chromatin. HOT regions harbor specific DNA motifs, are enriched for differentially expressed genes, and are often conserved across crucifers and dicots, even though they are not under higher levels of purifying selection than non-HOT regions. Distal bound regions are under purifying selection as well and are enriched for a chromatin state showing regulation by the Polycomb repressive complex. Gene expression complexity is positively correlated with the total number of bound TFs, revealing insights in the regulatory code for genes with different expression breadths. The integration of noncanonical and canonical DNA motif information yields new hypotheses on cobinding and tethering between specific TFs involved in flowering and light regulation.
INTRODUCTION
Unraveling the mechanisms underlying gene regulation is an important premise to understand how the genotype is translated into a functional organism. Transcriptional regulation by transcription factors (TFs) is one of the most investigated mechanisms, as it can be considered the primary level of regulation (Wray et al., 2003) . The emergence of chromatin immunoprecipitation (ChIP) followed by genome-wide readout through microarray (ChIP-chip) or deep sequencing (ChIP-Seq) has stimulated the experimental identification and comprehensive characterization of target genes bound by a specific TF (Ren et al., 2000; Johnson et al., 2007) . Studying a single TF using ChIP (henceforth referring to both ChIP-chip and ChIP-Seq) is already valuable to examine its DNA binding motif, identify putative target genes, and unravel its biological role through the functional analysis of its targets.
Going further, the integration of complementary functional genomics data sets has the potential to provide insights regarding the bound DNA and the mechanisms underlying coregulation by multiple TFs.
While these genome-wide approaches can open many interesting avenues for subsequent studies, the biological interpretation of ChIP studies involves a number of important challenges. First, ChIP data have revealed only weak correlation between TF binding and transcriptional regulation of the potential target genes (Lee et al., 2007) . Possible explanations are the dependency on other condition-specific factors, such as cofactors or chromatin remodeling, for the correct regulation of the target gene, or that many of the observed binding events are nonfunctional. In the latter case, such binding events are suggested to be the result of passive thermodynamics instead of active recruitment (MacArthur et al., 2009) , and nonfunctional binding events have been linked with highly bound genes (hub target genes) and highly occupied target (HOT) regions (bound by many TFs) in the worm Caenorhabditis elegans and in the yeast Saccharomyces cerevisiae (Teytelman et al., 2013; Van Nostrand and Kim, 2013) . Second, some TF-bound regions show enrichment for multiple different DNA sequence motifs, complicating the identification of directly regulated targets. In regions of the genome of Arabidopsis thaliana bound by SEPALLATA3 (SEP3), a TF involved in flower development, enrichment was found for five known TF sequence motifs (Kaufmann et al., 2009) . Multiple enriched DNA binding motifs in a ChIP data set can be a sign of cooperative binding by multiple TFs, or of tethering, where the profiled TF associates with the chromatin through a proteinprotein interaction with a second TF.
Some of the first integrative regulatory studies were in the context of the ModENCODE and ENCODE projects in C. elegans (Gerstein et al., 2010; Cheng et al., 2011; Van Nostrand and Kim, 2013) , Drosophila melanogaster (Roy et al., 2010; Nègre et al., 2011) , and Homo sapiens (Bernstein et al., 2012; Gerstein et al., 2012; Wang et al., 2012) . Information on protein-protein interactions, microRNA (miRNA)-target interactions, and gene expression profiles has been harnessed for the identification of master regulators and network motifs (Cheng et al., 2011; Gerstein et al., 2012) and for inferring gene regulatory networks and predictive models of gene expression levels of target genes (Marbach et al., 2012; Van Nostrand and Kim, 2013) . Ferrier et al. (2011) and Mejia-Guerra et al. (2012) have already generated an overview of the available TF profiling studies in Arabidopsis. They also listed several challenges related to unraveling TF binding complexity in plants; however, an integrated experimental gene regulatory network describing cooperative TF binding events in plants is currently missing (Ferrier et al., 2011; Mejia-Guerra et al., 2012) .
Here, an integrative study of 27 genome-wide TF profiling experiments containing 15,188 potential target genes in Arabidopsis is presented, in combination with complementary TF perturbation information, chromatin states, population genomic data, and various functional data sets. We study the organization and mechanisms underlying TF regulation and uncover the following insights in transcriptional regulation in plants: (1) Grouping potential target genes into modules of functionally related genes offers, complementary to filtering potential target genes using DNA motifs, a valuable approach to identify TF-regulated genes, and provides a computational alternative to differentially expressed genes obtained through TF perturbation experiments. (2) TF binding is organized in distinct islands across the genome that correlate well with DNase I hypersensitive (DH) sites. TF-bound regions have different levels of complexity, ranging from being bound by a single TF to up to more than half of the profiled TFs. (3) Hub potential target genes are enriched for functions related to signaling and regulation, responses to stimuli, and development and are examples of complexly bound genes. Furthermore, through the integration of miRNA and kinase networks, we confirmed that TFs themselves are complexly targeted through several mechanisms. (4) Broad expression and high gene expression levels are correlated with complex regulation by many TFs, offering insights into how transcriptional control for genes expressed under numerous conditions is encoded in the genome. (5) Cross-species sequence conservation, population sequence diversity, and chromatin states of the bound regions together with functional analysis of the potential target genes indicate that HOT regions are functional and do not reflect spurious binding events due to open chromatin. This pattern is different from results in animals, where it has been reported that HOT-associated genes are less likely to be regulated than other genes. (6) Overlap with chromatin states links a subset of distal upstream bound regions to binding events under regulation by the Polycomb complex, an important repressor complex in plant development. (7) For several TFs, a large number of DNA binding events are associated with noncanonical motifs, generating new testable hypotheses of cobinding TFs and TFs associating with chromatin through tethering.
RESULTS

Construction of an Experimental Arabidopsis Gene Regulatory Network through the Integration of TF ChIP Experiments
At the start of our study, 34 ChIP experiments had been performed in Arabidopsis using the Affymetrix Tiling Array or short read sequencing, profiling 30 different TFs (Table 1 ). To create comparable data sets, we developed an analysis pipeline consisting of quality control, platform-specific signal processing, and peak calling to reprocess all raw data in a standardized and uniform manner (see Methods; Supplemental Figure 1) . Thus, the integrated network comprised 27 unique TFs binding near 15,188 potential target genes, covering 46,619 unique TFtarget interactions (Figure 1 ). For the remainder of this article, we use the terms potential target genes or bound genes for genes that were associated with a TF binding event. Genes that are bound and display differential expression (DE) upon perturbation of the TF will be referred to as TF-regulated genes. The TFs for which DE data was available are listed in Supplemental Table 1 .
Genome-wide ChIP experiments can lead to the identification of many potential target genes, some of which have no known functional association with the TF. The integration of DE data, which results in a set of high confidence, directly regulated target genes is often used to filter ChIP data. However, TF binding can also be part of a strategy to poise the promoter for fast response to subsequent other signals that lead to a transcriptional response of the target gene. In the latter case, there would be no DE response of the potential target gene in the perturbation experiment (Para et al., 2014) . Therefore, as an alternative to using TF perturbation in a single condition, we sought potential target genes that show functional coherence, a sign of bona fide regulated genes. False positive potential target genes will not show functional coherence with other potential target genes, in contrast to genuine regulated genes (Lindemose et al., 2014) . To delineate functionally coherent subsets of bound genes per TF, the enrichment of potential targets was determined in 1563 functional gene modules (Heyndrickx and Vandepoele, 2012) . The latter comprise 13,142 genes annotated with specific functional descriptions based on coexpression, experimental Gene Ontology (GO) information, experimental protein-protein interaction data, protein-DNA interactions described in AtRegNet (Palaniswamy et al., 2006) , or AraNet gene function predictions .
The benefits of this strategy are illustrated by the finding that potential target genes are greatly enriched for DE genes in 10 out of 15 ChIP experiments for which DE data are available and for which >20% of the potential target genes are in modules (Supplemental Figure 2) . For an additional four experiments (LFY, FHY3, PI, and AP1), the effect was marginal. The applicability of this approach is by definition dependent on the presence of the potential target genes in the functional gene modules. For GLT1, GL1, BES1, GL3, PIF3, and GL3, there was support for less than 20% of the potential target genes and these were concentrated in very few modules, leading to ineffective subselection.
In addition to the functional module enrichment, de novo motif finding using Peak-Motifs (Thomas-Chollier et al., 2012) was performed on the sequences underneath the bound regions identified after peak calling. Selecting for potential target genes that are associated with a peak containing a significant DNA motif is based on the fact that most TFs are thought to bind at specific DNA sequences, although some bind through proteinprotein interactions with other DNA binding factors (Li et al., 2012) . The motif-based subset improved the enrichment for DE genes, albeit less consistently than the enrichment in functional modules. The combination of both criteria led to an additional gain in enrichment for some experiments (SOC1 ChIP-Seq, FUS3, PIF5, GL3, both LFY experiments, FHY3, AP3, PI, PRR5, and both AP2 experiments; Supplemental Figure 2 ). We conclude that the selection of potential target genes based on enrichment in functional modules, and to a lesser extent DNA motif enrichment, complements TF perturbation data to filter genomewide ChIP data sets toward TF-regulated genes.
We made use of the results described above to extract highconfidence subnetworks. In the multiple-evidences (ME) network, a TF-target gene interaction is kept only when it has additional support of (1) DE or the complementary approach of the functional modules or (2) a significantly enriched DNA motif. The high-confidence (HC) network is filtered for TF-target gene interactions that are supported by both (1) and (2). Whereas the ME network contains all 27 TFs and 10,990 potential target genes (30,072 interactions; Supplemental Figure 3A ), the HC network is reduced to 25 TFs and 3957 potential target genes (8872 interactions; Supplemental Figure 3B ). The experiments described in this article were performed on these networks in addition to the complete network, and unless mentioned otherwise, results were found to be robust in the subnetworks. The entire set of peak-called regions can be accessed and downloaded at http://bioinformatics.psb.ugent.be/cig_data/ RegNet/ (see Methods). The GenomeView (Abeel et al., 2012) visualization also includes the DH sites (Zhang et al., 2012) discussed below.
TF Binding Properties
There are large differences in the number of potential target genes for different TFs, ranging from 56 (WUS) to 6790 (AGL15) ( Figure 1A ). While some of this variability might arise from the different experimental conditions, the similarity in the number of potential target genes for TFs that have been profiled using both ChIP-chip and ChIP-Seq indicates that those effects are minor. More important than the overall number of potential target genes is the type of genes that are bound (Supplemental Figure 4A) , and more specifically, the number of potential target genes that are gene expression regulators (TFs or miRNAs; Supplemental Figure 4B ). The highest fraction of regulators among potential target genes is 18% (for FLC). The fraction gradually lowers to 6% (for GL1), but given the sigmoidal shape of the distribution, the majority of TFs have around 12 to 14% potential target genes that are regulators (compared with the expected 6%). With regard to transcriptional regulation of miRNAs, the fraction of bound miRNAs ranges from 0 to 1.8% (for FUS3). Among the miRNAs that are found as potential target genes of TFs, we find known flowering regulators such as miR172 and miR156 (Higgins et al., 2010) . Thus, this network will also be a valuable resource to investigate transcriptional regulation of miRNAs in flowering. A second important difference between TFs is the distribution of the types of bound genomic regions and how this compares against a random experiment ( Figures 1A and 1B) . Based on the function of TFs in transcriptional regulation, we would expect to see the majority of binding sites in close proximity of the potential target genes. Although most TFs exhibit depletion of exonic binding ( Figure 1B) , there are TFs with a substantial amount of intragenic binding in exons (WUS, GL1, FUS3, TOC1, GL3, ERF115, BES1, FHY3, AP3, PI, PRR5, AP2, and PRR7). To ensure that the differences in binding distribution between TFs were not an effect of assigning a bound region based on its 1-bppeak summit, the observed distributions were confirmed based on the overlap using the entire peak regions (Supplemental Figure  5 ). The robustness of TF binding sites in codons in the ME and HC subnetworks (Supplemental Figure 3) confirms their relevance. They might be instances of what has been termed dual-use codons in plants (Stergachis et al., 2013) .
Concerning the position of the binding sites with respect to the gene, we observed that 57 and 28% of the binding events are upstream and downstream, respectively, of the potential target gene. Overall, 89% (23,891/26,717) of all upstream binding sites are within 2 kb of the transcription start site (73% in 1-kb promoter). At the 39 end of the gene, 91% (11,687/12,828) of all binding sites are within 2 kb and 72% within 1 kb from the transcription stop. The highest fraction of binding for all TFs is close to the transcription start site (Supplemental Figure 6 ). To group TFs having similar binding profiles within a locus context, we clustered binding information for the different TFs. Whereas for some TFs binding is restricted to a small region around the gene body (see clusters 1, 6, and 7 in Supplemental Figure 6 ), the binding landscape of clusters 2, 4, and 5 is more diffuse across the 2-kb upstream region (e.g., AP1). SVP (cluster 3) is unique based on the fact that it is the only TF in the data set with substantial binding at 300 to 400 bp downstream of the transcription termination site.
Detection of Hub Targets and HOT Regions
To estimate the complexity of gene regulation in the network, all TF-target gene interactions were integrated for the 27 unique TFs. The majority (63%) of the potential target genes are bound by more than one TF (Figure 2A ), but the number of genes decreases rapidly for an increasing number of bound TFs, reaching a maximum of 18 bound TFs per potential target gene. The distribution itself best fits an exponential seen as a linear relation in a log-y scale (top insets, Figure 2A ), instead of the more commonly described power law (which would be linear in a log-log scale; bottom inset). In a network context, hub genes are attributed the important function of providing crosstalk between different processes (Barabási and Oltvai, 2004) . To delineate the hub genes in the ChIP gene regulatory network, a random TF-gene target distribution was built ( Figure 2A ) by randomizing the relationships between TFs and potential target genes while preserving the number of potential target genes per TF (Marbach et al., 2012) . Based on the 99th percentile values of the randomized distributions, we defined the 1174 potential target genes that are bound by eight TFs or more as target hubs. Non-hub genes include all other genes.
In complement to the hub target genes, we delineated HOT regions in the genome as regions in which many TFs bind. HOT regions differ from hub genes as the hub genes can be bound by many TFs each binding at a different position (Figures 2C and 2D) . To delineate HOT regions, all peak-called regions from all 27 TFs were merged (see Methods) and collapsed. To avoid chaining of multiple single-bound regions into long stretches based on limited overlap, all peaks were trimmed to regions of 235 bp at each side of the summit (unless original regions were shorter), which is the average length of all peaks (Supplemental Figure 7A ). This resulted in conservative "merged regions" with a median length of 349 bp that were used to identify HOT regions ( Figure 2C ; Supplemental Figure 7B ). The region occupancy followed an exponential curve, where ;44% of the regions are bound by more than one TF ( Figure 2B ). A total of 1185 HOT regions were defined as those being bound by seven or more TFs. Non-HOT regions include all other merged regions.
Whereas hub genes measure TF complexity at the level of the target gene, HOT regions define how many TFs bind to the same region at such close proximity that the ChIP peaks could not be discerned from each other. Similar to peak annotation of individual binding events, each HOT region is assigned to the closest gene to obtain the potential target genes associated with HOT regions. Based on the two gene lists, we observe that of the 1174 hub genes, 355 (30%) are not associated with HOT regions because of the TFs binding at different regions ( Figure 2D ). The distributions are robust in the ME and HC subnetworks (Supplemental Figure 8 ).
Target Hubs Are Enriched for Regulatory Genes
Through the integration of different data sets, the regulatory complexity was also functionally investigated. Hub genes are significantly enriched for genes involved in stimulus responses, development, signaling, and process regulation. No enrichment for these GO terms was found in the non-hub genes nor in a more specific set of low-complexity genes, defined as potential target genes bound by one or two TFs. While these processes are enriched in hub genes in the currently profiled network, it will be important to see whether this pattern is confirmed in other subsets of the complete Arabidopsis transcriptional network.
To further explore the functional properties of hub genes, other gene function information was collected, including all TFs from AGRIS, miRNAs from "AthaMap MicroRNA targets" (Bülow et al., 2012) , embryo-lethal genes (Meinke et al., 2008) , and the set of kinases described by PhosPhAt (Zulawski et al., 2013) . Although there is a significant enrichment for TFs in the entire set of potential target genes, the enrichment is dependent on the level of target complexity: There is a significant 3-fold enrichment of TFs in hubs while they are significantly underrepresented among genes bound by less than three TFs (fold enrichment = 0.87). Similarly, there is a significant enrichment for kinases in the hub genes (fold enrichment = 3.15). No enrichment could be found for miRNAs or embryo-lethal genes among the hub genes.
In addition to evaluating the enrichment of miRNAs and kinases in the set of TF hubs, we determined hub target genes of the miRNAs and kinases in their respective networks in the same manner as in the TF network (Supplemental Figure 9) . Kinase hub targets are defined as being phosphorylated by $5 kinases, whereas miRNA hub targets are regulated $6 miRNAs. Interestingly, both the miRNA and kinase hubs are significantly enriched for DNAdependent nucleic acid binding and TF activity. Three kinase hubs (ATBZIP12, BIN2, and ABI5) are also TF target hubs, all of which are involved in brassinosteroid signaling. The enrichment for TF activity in hubs of different network types reveals that genes related to transcriptional regulation are also complexly regulated through other regulatory mechanisms.
Expression Levels Are Correlated with the Total Number of Bound TFs
Apart from function, we evaluated expression of the potential target genes in the context of regulatory complexity (see Methods). Because our TF set involved a large number of known flowering regulators (Table 1) , we focused on potential target genes associated with flowering based on the functional modules (n = 406 genes). They were divided into low-complexity genes (bound by less than three TFs), intermediate complexity (bound by three to seven TFs), and hub or high-complexity genes and compared using the Kolmogorov-Smirnov test.
Expression breadth, defined as the number of conditions in which a gene is expressed, is positively correlated with the number of regulating TFs of the potential target genes (Figure 3 ; P value < 0.05). Although high-complexity genes also display a U-shaped distribution with some genes being expressed in only a few conditions, genes expressed in only a single condition are most frequently bound by only one or a few TFs. To determine whether the observed correlation was due to the presence of HOT regions or the added complexity of all nearby bound regions, we compared the distributions for the hub genes ( Figure 3) and those of the HOT-associated genes and found the shift was not significant when comparing HOT-and non-HOT-associated genes (Supplemental Figure 10) . Therefore, we conclude that the total regulatory TF complexity of the potential target genes is the main responsible factor. This is supported by the same analyses performed on the subnetworks, where the shift is consistently larger for hub target genes than for HOT-associated target genes (data not shown). Similarly, using median gene expression levels instead of expression breadth confirms this bias (Supplemental Figure 11 ).
HOT Regions Are Enriched for DH Sites
A common characteristic of all genomic regions associated with regulatory proteins is a pronounced sensitivity to DNase I digestion (Zhang et al., 2012) . We evaluated the overlap between DH sites from flower and leaf (Zhang et al., 2012) with our merged regions describing TF binding ( Figure 2E ). All bound regions (non-HOT and HOT) are significantly enriched for flower DH sites (P value < 0.001), with the enrichment in HOT regions being twice as high as in non-HOT regions. The fraction of HOT regions that overlap with DH sites is 87%, compared with 55% for non-HOT regions. The same patterns were observed when using the DH sites determined in leaf tissue. The significant overlap of DH sites with bound regions in general confirms their susceptibility to transcriptional regulation while the higher enrichment for HOT regions suggest a more steady open chromatin state, possibly because of the high number of TF binding events.
Hub and HOT-Associated Genes Respond to TF Perturbation
Next, we investigated how TF perturbation affected potential target genes and how this was reflected by regulatory complexity. Van Nostrand and Kim (2013) reported that HOT-associated potential target genes in C. elegans are less responsive to TF perturbation in C. elegans. For each of the 18 TFs with perturbation data in our data set, we compared the enrichment for DE genes, defined as genes that respond to perturbation of the profiled TF among non-hub-non-HOT genes (low-complexity binding) and hub-HOT genes (high-complexity binding). Overall both low-and high-complexity bound genes are significantly enriched for DE genes, and in most (13/18) data sets, there is no significant reduction in expression responsiveness in hub genes or HOTassociated genes (Supplemental Figure 12) . Also, TFs display higher DE enrichment in the high-complexity bound gene sets. Deviating patterns are found for some specific TFs: PIF3 potential target genes show higher DE enrichment in non-hub genes and non-HOT-associated genes, while FUS3-, PIF4-, LFY-, and PIbound genes exhibit almost no difference in enrichment. Only FLC potential target genes have different patterns for hub and HOT-associated genes.
Chromatin States of Bound Regions
The Arabidopsis genome can be divided into nine chromatin states (Sequeira-Mendes et al., 2014) based on nine genomewide histone modification marks, three histone variants, nucleosome density, genomic G+C content, and CG methylated residues. The combination of these marks into signatures or states holds more power for functional association than different marks in isolation. With regard to our set of TF-bound regions ( Figure 2E ), we observed significant enrichment for state 1 (associated with transcribed regions and transcription start sites), 2 (similar to 1, but lower nucleosome density and located outside the gene body but in the promoter), and 4 (similar to state 2, but with fewer active marks, mostly overlapping with noncoding intergenic regions and upstream promoter). By contrast, the bound regions were significantly depleted for states 3 (transcription elongation), 7 (gene body and intron), 8 (AT-rich heterochromatin), and 9 (GC-rich heterochromatin). The association with states 1 and 2 and the depletion for 3 and 7 appears to be a direct consequence of the location of most bound regions near genes, and the enrichment for state 4 and depletion for states 8 and 9 confirm the functionality of the intergenic bound regions.
Based on the ChIP peak-gene distance distribution, we defined a set of 195 distal bound regions as those further than 4 kb away from the closest gene. Although a small fraction (11%) of the distal upstream bound regions lies in heterochromatic regions (state 8 and 9), they are significantly depleted for these heterochromatin-typical states. Interestingly, the remainder of the distal upstream bound regions can be split into enrichment toward states 4 and 5 (Polycomb chromatin). The Polycomb pathway is an important repressive pathway in development, including flowering, which is known to act by regulating chromatin accessibility to binding sites. When the repression is overcome, TF binding leads to target gene regulation (Farrona et al., 2011) . The enrichment for state 5 suggests that the distal upstream bound regions are candidate distal elements where the chromatin is under regulation by the Polycomb complex similar to the distal element of FLOWERING LOCUS T (Adrian et al., 2010) , which is brought to close association with the proximal promoter through a chromatin loop (Cao et al., 2014) . While downstream distal elements appear to show similar enrichment patterns for state 4 and 5, the sample size is too small to obtain significant results.
Population Sequence Diversity and Conservation of Bound DNA
If bound regions are of functional importance for transcriptional regulation, we expect them to be under purifying selection. Based on complete resequencing data of 369 Arabidopsis strains from the 1001 Genomes project (Weigel and Mott, 2009 ), we assessed the nucleotide diversity within the bound regions using the average number of nucleotide differences per site, p (Nei and Li, 1979) . We compared the TF-bound regions with fourfold degenerate (4D) sites and other sets of genomic regions (Figure 4) . The 4D sites are thought to be the most neutrally evolving sites in the genome, as such mutations do not affect the encoded amino acid, and coding sequences are less likely to have other regulatory functions. The 4D sites are indeed less constrained than either intergenic regions or 1 kb up-and downstream regions of genes (p of 0.0052, 0.0050, and 0.0034, respectively, versus p of 0.0070 for 4D sites), but bound regions have the lowest diversity (P value < 0.001 based on reshuffling; see Methods). The diversity of bound regions is similar to that of 59 and 39 untranslated regions (UTRs) and almost as low as coding sequences. Importantly, the ME and HC subnetworks show only little additional constraint for bound regions (Figure 4 ).
In addition, we examined HOT regions and distal bound regions in comparison to the non-HOT regions and proximal bound regions, respectively. HOT regions show reduced p values compared with the non-HOT regions, which can be explained by the necessity to retain binding sites for more TFs than Because of their function, bound regions are also often conserved across species, which is the premise of genome-wide studies of conserved noncoding sequences (CNSs). We determined the fraction of bound regions exhibiting conservation within the crucifers (Haudry et al., 2013) and within the dicot lineage (Van de Velde et al., 2014 ) based on overlap with CNSs. Overall, CNSs supported 35 and 29% of the 24,898 bound regions in the crucifer and dicot data, and 15% are supported in both sets. Bound regions are significantly enriched for overlap with CNSs in crucifers (3.2-fold) and dicots (1.6-fold). For the set of 1185 HOT regions, we observe that 72 and 52% overlap with a conserved region, which results in a slightly higher enrichment of HOT regions in CNSs of crucifer (3.8-fold) and dicot (1.6-fold) data sets compared with non-HOT regions (3.2-and 1.5-fold, respectively). This result complements the findings of the population sequence diversity analysis regarding the higher constraint on HOT regions.
Hypotheses to Explain the Diversity of Motifs in Bound Regions
Combinatorial control, where different TFs cooperate in a contextdependent manner, is an important principle in transcriptional regulation (Singh, 1998; Vandepoele et al., 2006) . For all 27 TFs, we determined the overlap in potential target genes ( Figure 5A ) and clustered them accordingly. Importantly, when all experiments, including ChIP-chip and ChIP-Seq experiments for the same TF, were taken into account, all experiments of a single TF clustered together, rather than clustering based on the ChIP method used. We observed significant overlaps for 255 out of the 351 TF pairs in our data set, showing that there is high degree of overlap in the genes that are targeted by TFs involved in flowering, circadian rhythm, and light response. Among the profiled TFs, there are two major protein-protein interaction clusters: light response (marked in orange) and a flowering cluster (marked in green; Figure 5B ). Interacting TFs can be retrieved from the overlap analysis ( Figure 5A ), albeit the flowering cluster is split up in three smaller clusters, potentially revealing the more common interactions. Since HOT-associated genes have a large influence on cobinding statistics (Nègre et al., 2011) , the same matrix was constructed using only the non-HOT-associated genes. Although fewer significant TF pairs were found (208/351), the cluster structure of the matrix is robust, also when using the subnetworks (Supplemental Figure 13) .
Whereas cotargeting of potential target genes reveals possible coregulation, cobinding of TFs in close proximity of each other, i.e., in the same bound region, can identify cobinding complexes. Therefore, we integrated de novo motif finding for each of the profiled TFs (see Methods). An overview of all enriched motif logos per TF, together with their frequency and location within the peak regions, is given in Supplemental Table 2 . Importantly, motif definitions were determined stringently, meaning that differences in flanking nucleotides were considered as different motifs, as can be seen for PIF5. Flanking nucleotides have been shown to add important specificity in motif recognition and are therefore not collapsed into a single degenerate consensus binding site (Williams et al., 1992; Catron et al., 1993; Suzuki et al., 2005) . Motifs were ranked by occurrence, with the most frequent motif denoted as the primary motif.
For each factor, we evaluated whether any of the de novo motifs corresponded to the canonical motif (the motif that is known to be bound by the TF, as opposed to noncanonical motifs), based on motif alignments against the AGRIS database and comparison with motifs from literature (Supplemental Table  3 ). Notably, we observed for several TFs that the primary motif is not the canonical motif. For most TFs, such as TOC1, only a single motif fitted the canonical motif description, whereas for others, such as PIF5, multiple motifs matched the canonical motif as motif differences resided in the flanking nucleotides.
In the traditional view, a DNA motif is expected to explain the binding site of the TF in the peak region. However, a single motif rarely covers more than 40% of the ChIP peaks (Supplemental Figure 14A ), raising the question of how the TF might be associated with the chromatin in the remainder of the peaks. Interestingly, when taking all significantly enriched motifs into account, the fraction of peaks with at least one motif increased to 45 to 80%. This large increase indicates different motifs are rarely present in the same subset of peaks. Enrichment for DE genes shows that the sets of genes uniquely associated with the nonprimary motifs likely represent regulated target genes (with the exception of some motifs of GL1, FLC, BES1, PIF4, and GL3; Supplemental Figure 14B ). Notably, we did not observe a reduction in the fraction of peaks with motif instances between non-HOT regions and HOT regions (Supplemental Figure 15) .
Cobinding TFs, where one TF binds through association with another TF with a different DNA binding specificity or where TFs Nucleotide diversity values based on 369 Arabidopsis strains for different genomic regions, including bound regions from the complete network (Bound), the subnetworks (Bound ME and Bound HC), and distal bound regions (all, and the subsets lying in the chromatin states 4 and 5). Comp. Interg. is the complete intergenic space and 4D represents fourfold degenerate sites in CDSs. Gray bars denote different types of genomic regions, and bound DNA is represented by black bars. modify each others' DNA binding specificity, provide a possible explanation for the widespread occurrence of different DNA motifs for the same TFs. This can only be the case if TFs bind in the same bound region. Considering all identified motifs per TF and the complete set of potential target genes, we systematically categorized binding events via canonical and noncanonical motifs. TFs can bind (1) peaks where only a canonical motif instance is present, (2) peaks where both canonical and noncanonical motif instances are present, or (3) peaks where only noncanonical motif instances are present. Peaks of type I fulfill the traditional view of TF binding, where a TF binds its target directly. Type II represents cobinding, where a second TF binds in cooperation with the profiled TF. The peaks of type III represent tethering, where the profiled TF associates with the chromatin through a partnering TF, an example being TCP binding via a protein-protein interaction with AS2 (Li et al., 2012; Wang et al., 2012) . Based on the fraction of these three peak types for a given TF, we observe that most TFs bind a mixture of these peak types (Figure 6 ). Only a few TFs, such as SEP3 and FLM, tend to bind peaks that almost always include a canonical motif.
To find explanations for the different DNA motifs in a single ChIP experiment, we assessed the co-occurrence of pairs of TFs in bound regions (Supplemental Figure 16) . From the perspective of each TF, its entire peak set was divided into the different categories of peaks and the number of co-occurrences was statistically evaluated. Starting from this matrix, we tested whether known cobinding regulators could be recovered and derived new testable hypotheses for several TFs. First, in the ChIP data for the MADS domain protein SEP3, multiple different CArG motifs, typical for MADS domain proteins, are enriched (Supplemental Table 2 ). Binding of many other MADS box TFs is significantly enriched in the SEP3-bound regions. All TFs that form a protein-protein interaction with SEP3 (de Folter et al., 2005) have high cobinding scores: AGL15, AP1, SOC1, PI, and AP3. Although there is no protein-protein interaction known or predicted between SEP3 and FLM, we observe a highly significant cobinding pattern in the same regions for these TFs as well. Overall, the cobinding of the different MADS TFs is a likely explanation for the different CArG motifs (different flanking nucleotides) found in the peaks of SEP3. Similarly, PIF3-4-5 and PRR5-7 show highly significant cobinding scores within their respective TF family members, fitting with the protein-protein interactions between them. Overall, for TF pairs that have a known protein-protein interaction, the co-occurrence scores are higher compared with pairs without interactions.
Apart from canonical CArG motifs, many MADS domain TFs have noncanonical G-boxes as secondary motifs. Based on the cobinding of other TFs with MADS TFs, we attempted to identify new cooperative TF interactions. For instance, AP1-bound regions that harbor noncanonical motifs also often bind PIF5, PIF3, PRR5, and PRR7. This suggests a link between the presence of the G-box and the cobinding of these TFs. In the PRR7 peaks, there is a relationship between the presence of the FHY3-FAR1 binding site (FBS) motif (CACGCG; Lin et al., 2007) and FHY3 found in the PRR7 peaks. FHY3, which has an FBS motif as canonical motif, shows very high cobinding scores in the peaks with both motif types and in those with only noncanonical motifs. The fact that PRR7 has high cobinding with FHY3 in its type II and III peaks, but low cobinding in its type I peaks with only canonical motifs, corroborates the hypothesis that the non-canonical FBS in PRR7 is explained by FHY3. A similar signal can be seen for AP1 and PRR7, and LFY and PRR7, where there is only significant cobinding in AP1 peaks where the G-box (PRR7 canonical motif) is found. In both cases, we hypothesize a tethering event.
DISCUSSION
Large-scale analysis of TF binding can provide insights into the organization and complexity underlying transcriptional regulation. To investigate gene regulatory networks in Arabidopsis, we compiled an experimental network comprising 46,619 unique TF-target regulatory interactions based on 27 TF ChIP profiling experiments. Given the different data analysis methodologies of the different source studies, we reprocessed the raw data following a uniform pipeline to obtain an unbiased view on potential target genes for different TFs. Prior to our study, the AtRegNet platform has made great efforts to collect and store all Arabidopsis regulatory information from both small-and largescale studies (Palaniswamy et al., 2006) . However, given the rapid increase in genome-wide ChIP studies in Arabidopsis, the AtRegNet database as of the writing this article is lacking 21 of the experiments included in this study. In contrast to AtRegNet, we did not include data from small-scale studies, as we were primarily interested in discerning binding patterns and properties of TFs for which global genomic binding information is required. Through the integration of different functional data sets including GO, functional modules, embryo-lethal genes, miRNAs, and kinases, as well as DNA motif finding information, our gene regulatory network provides a functional view of TF regulation in Arabidopsis as well as an entry point to predict functions for unknown genes in the set of potential target genes.
To investigate the organization of regulation and binding sites among the potential target genes, all ChIP data sets were merged, and the distributions of the number of regulators per potential target gene and number of binding events per region were quantified. In both cases, an exponential distribution was observed, which is distinct from the commonly described power law in biological networks (Barabási and Oltvai, 2004) . However, the exponential distribution was also reported in the C. elegans gene regulatory network by Cheng et al. (2011) . We delineated hub genes and HOT regions, two proxies for complex gene regulation. In contrast to the modENCODE study (Gerstein et al., 2010) where HOT regions had to be bound by more than 65% of the profiled TFs, our definition of HOT regions is based on a percentile score inferred through network randomizations, as was done by Shalgi et al. (2007) , avoiding a static ad-hoc threshold. Functional analysis of the potential target genes revealed that the genes bound by few TFs are depleted for TFs, while the fold enrichment for TFs was higher for potential target genes with high TF complexity, such as hubs and HOT-associated genes. In addition, TFs were also enriched in the hubs of kinase and miRNA networks, showing that regulatory genes in plants, such as those involved in hormone signaling, are complexly targeted in different types of regulatory networks.
Through overlap analysis with DH sites, all bound regions showed significant enrichment for open chromatin regions. HOT regions consistently exhibited higher enrichments, likely caused by a constraint on the chromatin to maintain an open conformation because of the high number of binding TFs. This open conformation raises concerns about whether the binding in HOT regions truly affects the regulation of the associated target gene or merely represents a state of massive TF binding, due to increased local accessibility of DNA, without any regulatory consequences. There is evidence in non-plant species that (1) at H. sapiens HOT regions, TF occupancy is strongly predictive of transcription preinitiation complex recruitment and moderately predictive of initiating Pol II recruitment, but not of transcript abundance (Foley and Sidow, 2013) ; (2) highly expressed loci are very amenable to ChIP in yeast, leading to HOT regions (Teytelman et al., 2013) ; and (3) DNA motifs appear to be of less importance for TF binding in human HOT regions (Yip et al., 2012) . To assess whether HOT represent functional regulatory elements in plants, we investigated the expression of HOT-associated genes, together with purifying selection patterns, chromatin states, and DNA motifs in HOT regions.
First, we found that for most TFs, there is no indication that genes associated with HOT regions are less prone to be responsive upon perturbation of the profiled TF than non-HOT-associated genes. These results differ from those in C. elegans modENCODE, Circles represent tethering hypotheses based on significant cobinding to explain the fractions of peaks with only noncanonical motifs. PRR7 is thought to associate with the chromatin through binding with FHY3, and the G-box in AP1 noncanonical peaks is hypothesized to be the consequence of tethered binding with PIF3, PIF5, PRR5, and PRR5.
[See online article for color version of this figure.] where it has been suggested that HOT-associated genes are less prone to be regulated by the binding TFs. Instead, HOT-associated genes tend to be ubiquitously expressed (Van Nostrand and Kim, 2013) , which is not the case for the plant HOT-associated genes delineated here. However, it should be noted that Van Nostrand and Kim (2013) inferred this pattern for only two TFs, raising the question whether this finding represents a global trend that is valid for other TFs as well. Second, the percentage of peaks, as well as the distribution of canonical and noncanonical motifs, harboring a motif instance is similar in HOT regions and non-HOT regions, revealing that sequence-specific TF binding is prevalent in HOT regions as well. This is again in contrast with results found in H. sapiens, where the ENCODE project concluded that open chromatin facilitated TF binding in HOT regions even in the absence of specific binding motifs for the particular TF examined (Yip et al., 2012) . Through the integration of genome-wide chromatin states, we explored whether different types of bound regions are enriched for specific states, which could indicate functional differences. Overall, we observed that both HOT and non-HOT regions are strongly enriched for states describing proximal and distal promoters, as well as transcription start sites, and are depleted for heterochromatin. Furthermore, based on nucleotide diversity data from 369 resequenced Arabidopsis strains, we found that bound regions, both HOT and non-HOT, show strong signatures of purifying selection. Combining these different results, we therefore concluded that the binding events occurring in Arabidopsis HOT regions are functional and are mediated by specific DNA binding motifs and are not merely the result of increased accessibility due to an open chromatin configuration.
While we have shown that HOT regions are indicative of functional binding, one of the consistent observations in genome-wide ChIP experiments is poor correlation between binding, DNA motif presence, and transcriptional response for candidate target genes. Possible explanations are the incorrect assignment of a binding site to a potential target gene, functional redundancy among related TFs, conditional differences between ChIP and transcript profiling (different cell-type, developmental stage, or physiological condition), or an incompatible chromatin state (Ferrier et al., 2011) . Additional hypotheses are that there is a transcriptional response following the binding event, but the mRNA is immediately degraded, or that the binding merely facilitates binding of cofactors essential for activation or repression of the targets (Para et al., 2014) . A last explanation is that transcript profiling studies in part capture indirect regulation. With respect to the DNA motif presence in ChIP peak sequences, we have shown that when taking into account significantly enriched noncanonical or nonprimary motifs, the fraction of peaks with a motif instance substantially increased. Furthermore, we observed for some TFs that the most frequent motif does not match the canonical motif, which is consistent with the ENCODE results . Importantly, the potential target gene sets associated with canonical and noncanonical motifs are similarly enriched for DE genes, implying that both types of motifs mediate TF regulation.
Based on the noncanonical motifs and the TF co-occupancy at merged regions, we inferred cobinding events that are significantly more frequent compared with what would be expected by chance. For example, the different motifs matching CArG boxes in one MADS domain TF ChIP profiling study can be explained by the extensive cobinding among MADS domain family members (de Folter et al., 2005) . Furthermore, the G-boxes found enriched in regions bound the AP1 MADS domain TF can be explained by cobinding of PIF3, PIF5, PRR5, and PRR7. Similarly, we could correlate the significant enrichment of a noncanonical FBS motif in the peaks of PRR7 to the cobinding with FHY3. Because these motifs and cobinding is most strongly enriched in peaks with only noncanonical motifs, we hypothesize that these binding events occur through tethering . Whereas it has recently been shown, based on in vitro in protein binding microarrays (Franco-Zorrilla et al., 2014) , that some plant TFs can bind different DNA sequences, based on our cobinding observations, we conclude that the noncanonical DNA motifs can for the most part be explained as the result of cooperative TFs binding the same region.
In conclusion, the integration of different experimental ChIP data sets has revealed a number of insights regarding the organization of binding events on a genome-wide scale. In addition, we showed that bound regions show a clear signal of purifying selection based on a population diversity, as well as conservation analysis. Finally, we provide testable hypotheses for the cooperative regulation of TFs through tethering based on the integration of DNA motif information for the different binding events.
METHODS
ChIP-Seq Processing
Raw reads were downloaded from the NCBI Sequence Read Archive (SRA; Wheeler et al., 2008 ; accession IDs are listed below). The quality of the raw data was evaluated with FASTQC (v0.10.0; http://www.bioinformatics. bbsrc.ac.uk/projects/fastqc/), and adaptors and other overrepresented sequences were removed using the fastx-toolkit (v0.0.13; http://hannonlab.cshl. edu/fastx_toolkit/). The reads were mapped to the unmasked TAIR10 reference genome of Arabidopsis thaliana (TAIR10_chr_all.fas; ftp.arabidopsis.org) using BWA with default settings for all parameters (v0.5.9; . Reads that could not be assigned to a unique position in the genome were removed using samtools (v0.1.18; ) by setting the mapping quality threshold (-q) to 1. Redundant reads were removed, retaining only one read per start position, using Picard tools (v1.56; http://broadinstitute.github.io/picard/). Peak calling was performed using MACS (v2.0.10; Zhang et al., 2008 ; default parameters except -g 1.0e8 and false discovery rate [FDR] < 0.05). When replicates were available, the Pearson correlation coefficient (PCC) between the peak fragment per kilobase per million values was calculated for all peakcalled regions across the different replicates (Supplemental Figure 17) . Since most ChIP-Seq studies were performed without biological replication, the analysis was continued with the better replicate, with the choice of replicate being based on the results of the motif enrichment under the peaks (see Methods on Peak Calling). A few of the older experiments (SRP002328, SRP003928, and SRP000783) had lower PCC values between replicates than recent studies because of lower consistency in quality. Both for experiments with high and low PCC values between replicates, the replicate with better motif enrichment was retained (see Methods on Motif Finding). An overview of which replicates were used for the samples is provided in Supplemental Table 4 . For EIN3, the time point at which the maximal number of binding events occurred (4 h) was processed (Chang et al., 2013) . REV, AMS, and FLP/MYB88 were removed from the data set due to a very low number of peaks in the results, the lack of paired-end read processing in the computational pipeline, and an abnormally high fraction of peak regions near transposable elements (Supplemental Figure 2A) , respectively. All experiments were visually inspected with GenomeView (Abeel et al., 2012) , and all figures were made using matplotlib (Hunter, 2007) .
ChIP-chip Processing
Raw CEL files were downloaded from Gene Expression Omnibus (Barrett et al., 2011 ; accession IDs are listed below). The Affymetrix Tiling array bpmap files were updated to the current TAIR10 annotation with Starr (Zacher et al., 2010) . Normalization and peak calling was performed with the Bioconductor (Gentleman et al., 2004) package rMAT (Droit et al., 2010) in R (R Core Team, 2012). The PairBinned method was used to normalize the arrays, and peaks were called using a FDR cutoff of 0.05 except for the data sets GSE13090, GSE24684, GSE43291, and GSE40519, in which the P value was set at 10 23 (in analogy to the original study and necessary to obtain peak calling results). The minimum requirement of consecutive enriched probes was set at eight. Other parameters were left at their default setting. All replicates were taken into account by the rMAT algorithm.
Peak Annotation
Peak regions were annotated based on the location of their summits. A peak was assigned to the closest gene as annotated in the TAIR10 release represented in the PLAZA2.5 database (Van Bel et al., 2012) ; peaks can be assigned both 59 and 39 of a gene. Each assignment is considered as a potential TF-target interaction. The peak locations were categorized by assigning a peak to one of the following genomic regions: intergenic, 1-kb promoter (1 kb upstream of transcription start site), 59 UTR, coding, intron, 39 UTR, and 1 kb down of the transcription stop site. For Supplemental Figure 3 , the assignment based on the entire peak regions shows the average fraction of the peak lengths assigned to each genomic region. Random peak assignment was performed by BEDtools random (Quinlan and Hall, 2010) .
Motif Finding
The sequences of the complete peak regions were masked for coding sequence and submitted to the Peak-Motifs algorithm using default settings (Thomas-Chollier et al., 2012) . Motifs that could be aligned with a correlation score $75% were collapsed. For each returned DNA motif, enrichment was defined as the ratio of the peak set frequency over the frequency in 1000 random sets of peaks of the same size and length distribution sampled without replacement from the complete noncoding genome space (intergenic + UTR). The motifs from Peak-Motifs were mapped using matrix scan (Turatsinze et al., 2008) using the same parameters as used by Peak-Motifs. To determine whether a motif corresponded with a TF's canonical DNA motif, de novo motifs were compared with known motifs from the AGRIS database (Palaniswamy et al., 2006) using the STAMP Web tool with default settings (Mahony and Benos, 2007) .
Population Genomic Analyses
Single nucleotide polymorphism data were downloaded from the 1001 Genomes project (http://1001genomes.org/projects/MPICWang2013/) on April 10, 2014. Positions were only taken into account when they were sequenced in 70% of the strains. p values (Nei and Li, 1979) were calculated per site using VCFtools (Danecek et al., 2011) and recalculated into region p values for the different genomic data sets used. For the large intergenic regions (complete, 1 kb up, and 1 kb down), the regions with information in <70% of the accessions were discarded. For the other (smaller) genomic elements, it was required that they were covered completely by regions with 70% information. The significance of the difference in p for different regions was determined by shuffling the bound regions across the Arabidopsis intergenic space 1000 times using BEDTools (Quinlan and Hall, 2010) and its python extension Pybedtools (Dale et al., 2011) . The P value was empirically determined by counting the number of iterations in which the overlap was larger in the reshuffled than in the real data set.
Integrated Functional Data Sets
Protein-protein interaction data was taken from the CORNET database (De Bodt et al., 2012) , excluding the EVEX and AraNet relations. The functional modules were taken from our previous study (Heyndrickx and Vandepoele, 2012) . Phosphorylation data were downloaded from PhosPhAt on March 24, 2013 (Zulawski et al., 2013) . Only those interactions were taken into account that describe a verified relationship between the kinase and the target protein itself: protein regulation, activation/inactivation, phosphorylation, dephosphorylation, and autophosphorylation. The miRNA target data was extracted from Supplemental Table 1 of Bülow et al. (2012) . miRNA-target relations were filtered for psRNATarget (Dai and Zhao, 2011) expectation scores lower or equal to 3. DH sites (flowering and leaf tissue) were from Zhang et al. (2012) . DE data were obtained from the publications as listed in Supplemental Table 1 . Genes were removed when they were present as being up-and downregulated upon perturbation of a TF because of different time points and conditions. The GO and MapMan gene annotations were downloaded on May 15, 2013. Enrichment of a functional category in a set of genes was calculated as the ratio of the set frequency over the genome-wide frequency. All functional enrichment values (GO [Ashburner et al., 2000] , MapMan [Thimm et al., 2004] , functional modules [Heyndrickx and Vandepoele, 2012] , and DE) were validated statistically using the hypergeometric distribution and adjusted using FDR correction for multiple hypotheses testing (Storey and Tibshirani, 2003) . The significance level was set at 0.05. For DE enrichment, the potential target genes were filtered for those present on the ATH1 microarray.
Hub Targets and HOT Regions
Target hub genes were identified as described by Shalgi et al. (2007) . For TFs that were profiled by both ChIP-chip and ChIP-Seq, only one of the experiments was taken into account. Hub genes are targeted by more TFs than the 99th percentile of the maximal value in 1000 randomizations of the columns in the TF to gene matrix. The TF-target randomization preserved the number of potential target genes for each TF but reassigned each link. Following this procedure, target hubs are genes that are targeted by $8 TFs. For the ME and HC networks, the cutoff values for hub genes were $7 and $6, respectively. For the determination of the HOT regions, all peak regions of all 27 TF data sets were merged after pruning long peak regions to the median length of all peak regions (470 bp; Supplemental Figure 3 ). Gene regulatory complexity was defined as the numbers of TFs that bind to peak regions assigned to a specific gene through peak annotation. The HOT regions were determined using the same strategy as the target hubs, being bound by $7 TFs. For the ME and HC networks, the cutoff values was $6.
Enrichment Analysis of Bound Regions in Different Genomic Regions
The DH sites in flower and leaf were downloaded from NCBI SRA database (accession ID SRP009678; Zhang et al., 2012) . The chromatin states were downloaded from Supplemental Data Set 2 from SequeiraMendes et al. (2014) . The CNS data in dicots and crucifers was taken from Van de Velde et al. (2014) and Haudry et al. (2013) , respectively. The HOT and non-HOT-bound region files of each TF were formatted as BED files. Overlap analysis was performed using the BEDTools function intersectBed (Quinlan and Hall, 2010) . For DH sites and chromatin states, the observed presence was determined with -u parameter and the -f parameter set to 0.5 (Quinlan and Hall, 2010) . Because of the very long CNS regions in the crucifer data set, the overlap requirement was set to 50 bp. By contrast, the dicot CNSs are very short since they resemble actual binding sites and here, CNSs were required to be completely embedded in bound regions. The expected presence in bound regions was determined by shuffling the DH sites data set 1000 times using shuffleBed, excluding the actual positions of the real instances. The overlap was determined using the same parameters for each shuffled file and the median number of shared elements present over 1000 shuffled files was used as a measure for the expected presence. This was used to calculate enrichment as the ratio between observed presence and expected presence.
TF Coregulation and Cobinding
For the coregulatory matrix, the TFs were clustered based on the Jaccard distance (1 -Jaccard Index) between their target sets using average linkage hierarchical clustering. The overlap was validated statistically using the hypergeometric P value, with Bonferroni correction for multiple hypothesis testing. The cutoff for significance was set at 0.001.
The cobinding statistics per type of peak (based on the presence of canonical and noncanonical motifs) were generated per query TF. For each query TF, the entire peak set was divided into the different categories of peaks (only canonical, both canonical and noncanonical, and noncanonical). Based on the merged regions to which each peak is associated, the number of times each other TF binds in the same merged region was counted. The P value for this overlap (number of merged regions in which they cobind) given the total set of merged regions, the set of merged regions associated with the query TF (split per type), and the set of merged regions associated with the cobinding TF was calculated with the hypergeometric distribution.
Expression Values and Condition Specificity
Expression values were determined based on the filtered microarray compendium 2 from the CORNET database (De Bodt et al., 2012) . For condition specificity, a gene was considered expressed if the log 2 expression value was above 7.5. The Kolmogorov-Smirnov test was executed using Scipy (Jones et al., 2001 ).
Accession Numbers
NCBI SRA and Gene Expression Omnibus accession IDs are as follows: FLP/MYB88, GSE19763; AGL15, GSE17717; GL3, GSE13090; GL1, GSE13090; AP2, E_MEXP_2653, SRP002328; SEP3, GSE14635, SRP000783; WUS, E_MEXP_2499; SMZ, E_MEXP_2068; BES1, GSE24684; SOC1, GSE33297, SRP020612; SVP, GSE33297; LFY, GSE28063, SRP003928; FUS, GSE43291; GTL1, GSE40519; AMS, SRP002566; AP1, SRP002174; FHY3, SRP007485; REV, SRP006211; PIF4, SRP010570; PIF5, SRP010315; FLC, SRP005412; TOC1, SRP010999; PRR5, SRP011389; AP3, SRP013458; PI, SRP013458; ERF115, GSE48793; PIF3, SRP014179; PRR7, SRP028272; FLM, SRP026163; EIN3, SRP017902; DH sites, SRP009678.
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