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Diplomsko delo opisuje integracijo odprtokodnih rešitev za vzpostavitev 
sistema nadzora nad informacijsko-komunikacijskim sistemom v podjetju. V njem 
skušamo ugotoviti, ali lahko kakovosten sistem za nadzor vzpostavimo brez 
finančnih vlaganj v komercialne rešitve in le z uporabo brezplačnih in odprtokodnih 
rešitev.  
V začetnem delu se seznanimo s pomenom in lastnostmi odprtokodnih 
programskih rešitev ter prednostmi in slabostmi njihove uporabe v poslovnem 
okolju. Pregledali smo standarde in dobre prakse za nadzor informacijsko-
komunikacijskega sistema v podjetju ter z njihovo uporabo in glede na naše 
specifične potrebe z uporabo primernih protokolov in postopkov vzpostavili visoko 








This thesis describes the integration of open-source solutions in a company for 
the purpose of monitoring its information and communication systems. Our main 
goal is to see if such a monitoring system is possible to deploy without the usage of 
costly commercial software solutions, using only free and open-source software. 
The first part describes the meaning of open-source together with the benefits 
and drawbacks of using such solutions in a business environment. We browse 
through the standards and best practices for system monitoring and to our specific 
needs apply them in a business environment, to deploy a highly reliable solution for 








1  UVOD 
V današnjem času se podjetja trdno zanašajo na svojo informacijsko 
tehnologijo in vsak že najmanjši izpad lahko povzroči veliko poslovno škodo. Velik 
del odgovornosti tako pade na vzdrževalce teh sistemov (sistemske administratorje), 
da po eni strani zagotovijo nemoteno delovanje sistemov ter po drugi v primeru 
izpadov napako odpravijo v najkrajšem možnem roku. Vsi si torej želimo sistemov, 
ki bodo enostavni za uporabo, bodo kar najbolj zanesljivo delovali in bili čim bolj 
cenovno ugodni. Sistemski administratorji si želimo imeti najzanesljivejše sisteme, 
poslovodstvo pa takšne, ki podjetju predstavljajo še razumljiv vložek. 
Za zagotavljanje nemotenega delovanja sistemov potrebujemo orodja, ki nam 
omogočajo dober pregled nad delovanjem sistemov v naši infrastrukturi. Tako lahko 
hitro ukrepamo v primeru incidentov oz. že prej preprečimo njihov nastanek.  
Na trgu najdemo množico komercialnih rešitev, ki nam za vložek tudi po več 
tisoč evrov nudijo »najboljše« orodje za nadzor naše infrastrukture. Tukaj pa si 
zastavljamo glavno vprašanje – Je res potrebna tako velika investicija ali obstajajo 
kakšne alternative? V diplomskem delu bomo skušali najti odgovor nanj. Zanimajo 
nas alternativna orodja, ki so popolnoma brezplačna in odprtokodna, ter primernost 
njihove uporabe v poslovnem informacijsko-komunikacijskem sistemu. Raziskali 
bomo standarde in primere dobrih praks pri vzpostavljanju sistema za nadzor ter z 
njihovo uporabo in izborom najprimernejših orodij za naše okolje vzpostavili visoko 
zanesljiv sistem za nadzor našega informacijsko-komunikacijskega poslovnega 
sistema. 
V našem okolju se trenutno soočamo s pomanjkanjem oz. popolno odsotnostjo 
orodij za nadzor infrastrukture naše informacijske tehnologije (strežniki, mrežna 
oprema, aplikacije …) ter pomanjkanjem orodij za učinkovito vodenje pomoči 
uporabnikom. Glede na ta pomanjkanja smo si zastavili zahteve, ki jim morajo 
zadostiti implementirane rešitve, in sicer: 
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- možnost nadzora informacijske infrastrukture v realnem času in 
alarmiranje v primeru odstopanj in incidentov; 
 
- možnost grafičnih prikazov performanc za daljša časovna obdobja 
(strojna oprema, strežniki, mrežna oprema …); 
 
- možnost vodenja pomoči uporabnikom prek sistema zahtevkov; 
 
- možnost samodejnega vodenja evidence strojne in nameščene 
programske opreme na  prenosnih in stacionarnih računalnikih 
(planiranje posodobitev …). 
 
Idealno bi bilo najti eno samo rešitev, ki bi imela vse zgoraj opisane lastnosti. 
Realno pa bomo morali za zadostitev tem zahtevam implementirati več ločenih 
rešitev. 
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2  ODPRTOKODNA PROGRAMSKA OPREMA 
Termin odprta koda se nanaša na nekaj, kar lahko modificiramo in delimo 
naprej, ker je sama zasnova prosto dostopna javnosti. Izvor termina najdemo v 
povezavi z računalniško programsko opremo, vendar se je način uporabe precej 
spremenil. Danes predstavlja skupek vrednot pri projektih, produktih in iniciativah, 
ki slonijo na prosti izmenjavi, skupnem sodelovanju, transparentnosti, meritokraciji 
in skupnem razvijanju. 
Kadar govorimo o programski opremi, pa nam predstavlja dostop do nečesa, 
česar večina uporabnikov programske opreme ne vidi. Izvorna koda je koda, s katero 
manipulirajo programerji in s tem spreminjajo način delovanja programske opreme. 
Z dostopom do izvorne kode pridobimo možnost dodajanja dodatnih funkcij 
programski opremi oz. popravljanja delov, ki ne delujejo, kot bi morali. 
2.1  DEFINICIJA ODPRTOKODNE PROGRAMSKE OPREME 
Uradna definicija (opis spodaj) pravi, da je to tista programska oprema, ki je 
izdana pod licenco, ki ustreza kriterijem iniciative za odprto kodo (angl. Open 
Source Initiative). 
 
Slika 2.1:  Logotip iniciative za odprto kodo 
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Odprta koda ne pomeni samo dostopa do izvorne kode, ustrezati mora naslednjim 
kriterijem: 
 
 Prosta redistribucija: Licenca ne sme omejevati nikogar pred prodajo ali 
oddajo programske opreme kot posamezne komponente ali skupne 
programske distribucije, ki vsebuje programsko opremo iz različnih virov. 
Licenca ne sme zahtevati licenčnine ali druge pristojbine za tako prodajo. 
 
 Izvorna koda: Programska oprema mora vsebovati izvorno kodo in 
omogočati distribucijo same izvorne kode kot tudi kode v prevedeni obliki 
(compiled form). Če se določen produkt ne distribuira skupaj z izvorno kodo, 
mora obstajati dobro oglaševan način, na podlagi katerega je možno pridobiti 
dostop do izvorne kode za razumno reprodukcijsko ceno, najraje pa z 
brezplačnim prenosom z interneta. Modifikacija same izvorne kode mora biti 
prednostni način spreminjanja programske opreme. 
 
 Izpeljana dela: Licenca mora omogočati, da se vsa izpeljana dela iz 
originalne programske opreme distribuirajo pod enakimi pogoji kot 
originalna programska oprema. 
 
 Integriteta avtorske izvorne kode: Licenca lahko omejuje distribucijo 
izvorne kode samo v primeru, da omogoča distribucijo tekstovnih datotek, ki 
vsebujejo seznam sprememb (patch files), skupaj z izvorno kodo za namene 
spreminjanja programa. Licenca mora eksplicitno dovoljevati distribucijo 
programske opreme, narejene iz modificirane izvorne kode. Licenca lahko 
omejuje da morajo izpeljana dela imeti drugačno ime oz. številko verzije od 
originalne programske opreme. 
 
 Brez diskriminacije oseb in skupin: Licenca ne sme diskriminirati 
določenih oseb ali skupin. 
 
 Brez diskriminacije področij dejavnosti: Licenca ne sme nikogar omejevati 
pri uporabi programske opreme na določenem področju dejavnosti. 
 
 Distribucija licence: Pravice določene programske opreme morajo veljati za 
vse, ki jim je programska oprema distribuirana. 
 
 Licenca ne sme biti specifična za določen produkt: Pravice določene 
programske opreme ne smejo biti pogojene s predpostavko, da je program del 
določene distribucije programske opreme. Če program izvira iz te distribucije 
in se uporablja ali distribuira skladno s programsko licenco, potem imajo vsi, 
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ki jim je programska oprema distribuirana, enake pravice kot tisti, ki so jim 
bile pravice dane skladno z originalno distribucijo. 
 
 Licenca ne sme omejevati druge programske opreme: Licenca ne sme 
postavljati omejitev za drugo programsko opremo, ki se distribuira skupaj z 
licenčno programsko opremo. 
 
 Licenca mora biti tehnološko nevtralna: Nobena določba licence ne sme 
temeljiti na določeni tehnologiji ali tipu vmesnika. 
2.2  PREDNOSTI PRED ZAPRTO KODO 
2.2.1  VARNOST 
Linusov zakon (poimenovan po ustvarjalcu Linuxa Linusu Torvaldsu): »Given 
enough eyeballs, all bugs are shallow« nam pravi, da več ljudi kot ima dostop in 
možnost testiranja določene kode, večja je verjetnost, da se bodo napake oz. 
pomanjkljivosti našle in hitro odpravile. Trditev je ravno nasprotna politiki 
proizvajalcev lastniške programske opreme, ki z varnostno politiko »security through 
obscurity« zavzemajo stališče večje varnosti s skrivanjem napak oz. oviranjem 
dostopa do jedra programske opreme, tako da samo razvijalec programske opreme 
ve, koliko varnostnih napak pravzaprav vsebuje.    
Razvijalci odprtokodnih rešitev se morajo že na začetku zavedati, da bo 
njihova koda odprta javnosti, ter tako že med samim razvojem razmišljati o 
implementaciji močnih varnostnih mehanizmov. 
Javno objavljanje kode ter posledično ranljivosti pomeni, da so sistemi, dokler 
napaka ni odpravljena,  lahko izpostavljeni raznim zlorabam ravno prek teh 
ranljivosti. Sama velikost odprtokodne skupnosti, ki odkriva in odpravlja napake, 
jamči, da so napake hitro odkrite in odpravljene. Popravki resnih ranljivosti so 
navadno na voljo že v nekaj urah po odkritju. V primeru lastniške programske 
opreme zaradi omejenega števila razvijalcev traja odpravljanje napak precej dlje 
časa.  
2.2.2  STABILNOST IN ZANESLJIVOST 
V poslovnem okolju je programska oprema nujno potrebno orodje za dosego 
nekega cilja. Če se ta cilj ne spreminja oz. se ne najde nekega učinkovitejšega načina 
za dosego cilja, potem redko potrebujemo spremembe programske opreme. To je več 
ali manj v nasprotju z motivi proizvajalcev programske opreme, ki si z nenehnim 
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razvijanjem nove želijo zagotoviti stabilen tok prihodkov, pri čemer njihove stranke 
običajno nimajo interesa po menjavi programske opreme, če ta deluje dovolj 
učinkovito za njihove potrebe. Če proizvajalec programske opreme uspe pridobiti 
monopol in prisili stranke v posodobitve (začetki industrije programske opreme 
segajo do sredine šestdesetih let prejšnjega stoletja), potem lahko iz tega kuje velike 
dobičke. 
Odprtokodna programska oprema vsekakor ni rešitev tega problema, vendar z 
njo lahko ublažimo pritiske proizvajalcev. Odprtokodni produkti navadno bolj sledijo 
standardom, ki pa se spreminjajo počasneje. Proizvajalci odprtokodnih rešitev 
običajno nimajo dobičkov iz izdajanja novih različic, tako da se nove funkcionalnosti 
dodajajo skladno s potrebami strank in brez kompromisov pri sami kakovosti. 
Dostop do izvorne kode nam prav tako omogoča lastno podporo pri starejših 
različicah programske opreme, kjer je to seveda potrebno. Nadgrajevanje in 
vzdrževanje programske opreme je vsekakor potrebno, vendar je v primeru 
odprtokodnih rešitev ta odločitev bolj na strani uporabnika. 
2.2.3  FLEKSIBILNOST IN SVOBODA 
Fleksibilnost na poslovni ravni nam narekuje, da se mora naš sistem prilagajati 
skladno s spreminjajočimi se poslovnimi potrebami. Prav tako pomeni, da se 
poskušamo izogniti preveliki odvisnosti od specifičnega ponudnika programske 
opreme. Programska oprema nas ne sme omejevati pri spremembah, kar se 
najpogosteje dogaja pri programski opremi zaprtega tipa, pri kateri smo vezani na 
določenega ponudnika in se lahko odzivamo le tako hitro, kot nam dopušča njen 
ponudnik. Tem ponudnikom je seveda v interesu, da je uporabnik vezan nanje.  
Največjo fleksibilnost dosežemo z upoštevanjem standardov. Izkušnje nam 
pokažejo, da je najbolje upoštevati preizkušene in zaupanja vredne standarde (kjer 
obstajajo), kar je večinoma primer pri odprtokodnih rešitvah. 
Odprta koda nam prav tako omogoča svobodnejšo uporabo programske 
opreme. V primeru stečaja podjetja, ki proizvaja programsko opremo, ali ukinitve 
določenega produkta oz. podpore zanj se znajdemo pred nerodno situacijo. Pri 
uporabi odprtokodnih rešitev v tem primeru še vedno zadržimo pravico 
posodabljanja,  spreminjanja in vzdrževanja programske opreme skladno z našimi 
potrebami. 
Pri odprti kodi nismo omejeni s ponudbo ponudnika programske opreme, ki 
večinoma prilagaja programsko opremo večjemu številu uporabnikov. Odprta koda 
nam daje svobodo prilagajanja programske opreme skladno z našimi potrebami. 
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2.2.4  CENA 
Večina odprtokodne programske opreme nam je na voljo brezplačno, vendar to 
ni nujno. Pojma brezplačna in odprtokodna programska oprema sta si popolnoma 
različna; vsa odprtokodna programska oprema ni brezplačna in tudi vsa brezplačna 
oprema ni odprtokodna. Vsekakor cena ni edino merilo, je samo eno od meril. 
Upoštevati moramo celotno ceno lastništva (TCO – Total Cost of Ownership).  
 
Nekateri argumenti, ki jih lahko upoštevamo pri odločanju za odprto kodo: 
 
- je večinoma brezplačna; 
- brez potrebe po vodenju evidence porabe licenc; 
- manjša potreba po posodobitvah; 
- večja stabilnost; 
- manjša ranljivost na viruse; 
- manjša ranljivost na napade. 
 
Velik dejavnik, ki ga moramo upoštevati, je tudi čas, čigar poraba je v primeru 
odprte kode lahko večja kot pri nakupu končne rešitve. 
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3  NADZOR INFORMACIJSKEGA SISTEMA 
3.1  STANDARDI 
3.1.1  ITIL 
ITIL (angl. Information Technology Infrastructure Library) je mednarodni 
model, ki definira dobre prakse za upravljanje storitev informacijske tehnologije. 
Opisuje nam procedure, procese, sezname kontrol in nalog za upravljanje 
informacijskih storitev v organizaciji, ki so izdelane okrog življenjskega cikla teh 
storitev. 
 
Model ITIL je predstavljen kot zbirka publikacij v petih delih:  
 
Strategija storitev (angl. Service Strategy) 
V tem delu organizacija oceni in določi investicije v IT-storitve (celovita strategija), 
pri čemer daje poudarek na dolgoročnem razvoju oz. izboljšanju informacijske 
tehnologije (IT). 
 
Oblikovanje (zasnova) storitev (angl. Service Design) 
V tem delu organizacije določijo smernice in dobre prakse IT-storitev in procesov. 
Oblikovanje storitev se ne nanaša samo na tehnologijo samo, ampak na vse elemente, 
ki so vključeni v proces organizacije. 
 
Prenos storitev (angl. Service Transition) 
Glavna naloga tega modula je implementacija storitev, torej prenos v produkcijsko 
okolje. 
 
Izvajanje storitev (angl. Service Operation) 
Opisuje dobre prakse nudenja implementiranih storitev strankam oz. njihovim 
uporabnikom. 
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Neprekinjeno izboljševanje storitev (angl. Continual Service Improvement) 
Neprekinjeno izboljševanje storitev je osnovni namen ITIL-a. IT-storitve so tesno 
povezane z delovanjem naše organizacije in v tem delu jih skušamo prilagajati in 
izboljševati tako, da nudijo podporo našemu poslovnemu procesu. 
 
Slika 3.1:  Struktura ITIL 
3.1.2  FCAPS 
Leta 1980 je bil pod okriljem mednarodne organizacije za standarde (ISO) 
ustvarjen model za upravljanje telekomunikacijskih omrežij, ki je danes definiran kot 
standard (ITU-T M.3000). Kratica predstavlja glavne kategorije, na katere je po tem 
modelu razdeljeno upravljanje telekomunikacijskih omrežij (ang: Fault, 
Configuration, Accouting, Performance, Security). 
 
Slika 3.2:  Struktura FCAPS 
Standard je razdeljen na pet kategorij: 
 
Upravljanje napak (angl. Fault managment) 
Napaka je vsak problem, težava ali dogodek, ki ima potencialno negativne posledice. 
Cilj upravljanja napak je prepoznati, izolirati, odpraviti in beležiti vse napake, ki se 
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pojavijo na mreži. Zgodovina napak je osnova za analizo trendov, tako da jih lahko v 
prihodnosti lažje predvidimo in čim hitreje ublažimo njihov učinek. V praksi to 
pomeni, da nadzorujemo obnašanje omrežja, prometa in iskanje anomalij ter 
statističnih odstopanj kot potencialnih indikatorjev napak. 
 
Upravljanje konfiguracij (angl. Configuration managment) 
Konfiguracija predstavlja podatke, ki opisujejo nastavitve, parametre in 
karakteristike programske opreme in sistemov, ki delujejo na mreži. Glavna naloga 
upravljanja konfiguracij je zbiranje in shranjevanje podatkov o konfiguracijah 
mrežnih naprav in programske opreme. Sekundarni cilj je uporaba orodij in 
avtomatizacije za poenostavitev konfiguracije naprav, sledenje spremembam v 
konfiguraciji in planiranju rasti mreže in programske opreme v prihodnje.  
 
Upravljanje kalkulacij (angl. Accouting managment) 
Cilj upravljanja kalkulacij je uporabnikovo vodenje evidenc oz. statistike uporabe 
virov (pasovna širina, datotečni prostor, čas procesiranja ...). S spremljanjem teh 
podatkov lahko ovrednotimo vire in jih po potrebi obračunamo. Ta del vsebuje tudi 
administrativna dela, kot so avtentifikacija, kontrola dostopa ter sistemske in mrežne 
administrativne naloge (varnostne kopije in njihovo restavriranje, vodenje evidence 
porabe in izdelave poročil, vzdrževanje sistemov ...).  
 
Upravljanje zmogljivosti (angl. Performance managment) 
Pri upravljanju zmogljivosti merimo učinkovitost mrež in sistemov (čas delovanja, 
prepustnost, odzivni čas, latence, število napak). Upravljanje zmogljivosti sloni na 
merjenju performanc in nadzoru ter določitvi izhodišč, ki nam predstavljajo 
normalne oz. sprejemljive okvire delovanja. 
 
Upravljanje varnosti (angl. Security managment) 
Upravljanje varnosti se osredotoča na nadzor nad mrežnimi sredstvi in informacijami 
ter zaščito pred nepooblaščenim dostopom oz. krajo le-teh, pa tudi pred izgubo ali 
poškodovanjem. Varnost podatkov navadno zagotavljamo z avtentikacijo 
uporabnikov, primerno kontrolo dostopa, kriptiranjem ... 
3.2  PRISTOP K NADZORU 
Nadzor IT-infrastrukture je eden od ključnih in pogosto eden od elementov 
informacijske tehnologije, ki so spregledani oz. jim ne posvečamo dovolj pozornosti. 
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Pred uspešnim nadzorom infrastrukture nas pogosto omejuje lažen občutek varnosti, 
pomanjkanje kohezivnih orodij za nadzor in miselnost, da nadzora ne potrebujemo in 
nam je samo dodatno breme. 
 
Glavna načela, ki nas vodijo pri uspešnem nadzoru: 
 
- identificirati čim več problemov; 
- identificirati probleme, kolikor hitro je možno; 
- generirati čim manj lažnih alarmov; 
- narediti zgornje s čim manj potrebnega dela.  
 
Na podlagi zgornjih osnovnih načel bomo nadzor infrastrukture razdelali v štiri 
korake: 
1. nadzor potencialno slabih stvari (alarmiranje, preden se zgodijo); 
2. nadzor dejansko slabih stvari (alarmiranje, ko se zgodijo); 
3. nadzor dobrih stvari (alarmiranje ob prenehanju delovanja); 
4. nastavljanje in nadaljnje izboljševanje. 
3.2.1  PLASTI NADZORA: 
Za kar najbolj učinkovito implementacijo sistemov za nadzor predstavimo naš 
sistem v več plasteh, katerih vrh predstavlja naša aplikacija, komponente in procesi, 
ki jo podpirajo, pa so v plasteh pod njo. 
Z nadziranjem pravih elementov oz. metrik v vsaki plasti dobimo celovit 
pregled nad našim sistemom. 
 
1. Aplikacija 




Specifike procesov se med različnimi operacijskimi sistemi (Linux, Windows ...) 
malenkostno razlikujejo, vendar osnovni koncept ostaja enak. Proces je stopnja 
aplikacije, ki teče na operacijskem sistemu. Določena aplikacija ima lahko več 
procesov, ki tečejo na operacijskem sistemu, tudi več sto. Na tej plasti nas zanimajo 
metrike teh procesov, kot so na primer stanje procesa ("created", "running", 
"terminated"), čas delovanja in poraba resursov (CPU, spomin, diski in mreža). 
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3. Strežnik 
Na strežniški plasti nas zanimata delovanje in poraba resursov celotnega sistema. Ta 
del postane pomemben predvsem takrat, ko na našem sistemu teče več različnih 
aplikacij, katerih obnašanje ima lahko vpliv na našo ciljno aplikacijo.  
Tukaj nadzorujemo porabo resursov celotnega sistema (CPU, spomin, poraba 
diskov in omrežja), število procesov, povprečno obremenitev, stanje strojne opreme 
(stanje diskov, spomina, temperatura CPU, ventilatorji …) idr. 
 
4. Ponudnik gostovanja 
Na tej plasti lahko nadzorujemo različne metrike (odvisne od ponudnika gostovanja), 
kot so dosegljivost, zakasnitve itd. 
Tu so vključeni tudi podporni gostujoči servisi, ki so ključni za delovanje 
naše aplikacije, kot so na primer oblačne storitve, ki jih implicitno ali eksplicitno 
uporablja aplikacija. 
 
5. Zunanje odvisnosti 
Zunanje odvisnosti so navadno spregledane, vendar absolutno kritične. Na tej plasti 
so vsebovane zunanje odvisnosti, kot so npr.: veljavnosti domen (DNS) in njihovo 
podaljševanje, veljavnost SSL-certifikatov itd. 
 
6. Uporabniki 
Na tej plasti nas zanima delovanje celotnega sistema iz perspektive uporabnika. 
3.2.2  STRATEGIJA NADZORA 
3.2.2.1 Nadzor potencialno slabih stvari 
Z dobrim nadzorom lahko veliko problemov predvidimo vnaprej in se jim 
izognemo, preden nam povzročijo večje težave – incidente. Veliko IT-incidentov 
nastane zaradi porabe vseh razpoložljivih resursov (preobremenitev CPU, zasičenost 
mreže, polni diski ...). Posledice incidentov morda zabeležimo iznenada, toda razlog 
nastanka najpogosteje obstaja že dalj časa. 
  
Pri nadzoru potencialno slabih stvari poskušamo: 
 
- identificirati resurse, ki bi se lahko napolnili v vsaki plasti; 
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- razumeti točko preloma posameznih resursov (polno zaseden CPU 
morda ni ravno 100-odstoten, večji učinek na delovanje procesov se 
lahko pokaže že mnogo prej); 
 
- razumeti posledice porabe vseh razpoložljivih resursov (preobremenjen 
CPU nam lahko upočasni stvari, polno zaseden RAM ali disk pa nam 
lahko povzročita veliko večje težave); 
 
- nastaviti alarme, ki nas opozorijo, preden pride do točke preloma (npr. 
Zasedenost diska je 90 %). 
3.2.2.2 Nadzor dejansko slabih stvari 
Kljub našemu trudu bo vedno prihajalo do incidentov. Ko se zgodijo, je naša 
najboljša obramba, da smo nanje pripravljeni in smo se sposobni hitro odzvati. Da se 
lahko čim hitreje odzovemo, moramo za določen problem vedeti, kakor hitro se da. 
 
Pri nadzoru dejansko slabih stvari poskušamo: 
 
- identificirati resurse na vsaki plasti, ki bi lahko prenehali delovati 
pravilno; 
 
- razumeti učinke, ki bi jih vsak potencialni problem imel na preostale 
sisteme; 
 
- nastaviti alarme, ki nas opozorijo na te probleme (s primerno stopnjo 
nujnosti glede na dogodek); 
 
- imeti orodja, ki nam omogočajo, da kar najhitreje najdemo izvor 
problema (od alarma do grafov in dnevnikov aplikacij). 
3.2.2.3 Nadzor dobrih stvari 
V tem delu opazujemo obnašanje uporabnikov in nastavimo alarmiranje, ko je 
to zunaj normalnega oz. povprečnega delovanja. Specifikacije te oblike nadzora so 
odvisne od aplikacij, ki jih nadzorujemo (npr. obisk spletne strani, število tvitov ...). 
 
Pri nadzoru dobrih stvari poskušamo: 
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- identificirati obnašanje uporabnikov, ki kaže na normalno delovanje 
sistema;  
 
- nastaviti alarme, ki opozarjajo na odstopanje od normalnega obnašanja 
uporabnikov. 
 
Namesto da primerjamo obnašanje z neko fiksno vrednostjo, je v tem primeru 
bolje opazovati nenaden padec (npr. število dogodkov v zadnjih petih minutah je 30 
odstotkov nižje kot v zadnjih 30 minutah). S tem se izognemo lažnim alarmom 
zaradi variacij v porabi. 
3.2.2.4 Fino nastavljanje in nadaljnje izboljševanje 
Nadzor je iterativen proces. Po vsakem incidentu poskušamo narediti analizo in 
ugotoviti, ali so že pred nastankom incidenta obstajala določena opozorila. Z 
opazovanjem opozoril lahko preprečimo incidente in skladno s tem prilagodimo naš 
nadzor in alarmiranje. 
Na začetku nastavimo nižje pragove in bolj agresivno alarmiranje, ki jih potem 
iterativno ožimo in se s tem poskušamo izogibati lažnim alarmom. Lažnim alarmom 
moramo posvetiti večjo pozornost in jih poskušati izločiti oz. preprečiti zasičenost z 
njimi, saj v nasprotnem primeru lahko povzročijo, da ne bomo pozorni na preostale 
alarme.  
3.2.3  NASTAVLJANJE ALARMOV 
Konfiguracija alarmov je mnogo bolj kompleksen proces, kot je morda videti 
na prvi pogled. Je iterativen proces in ne obstaja preprost recept oz. postopek, ki bi 
ga lahko uporabili.  
Vsekakor si izberemo neke začetne vrednosti, ki jih skozi poznejša opazovanja 
popravljamo ter s tem skušamo najti optimalno razmerje med preveč (lažni alarmi) in 
premalo javljenimi alarmi oz. med prenizko in previsoko nastavljenimi pragovi 
alarmiranja. Težava, s katero se srečujemo pri prenizko nastavljenih pragovih, ki 
posledično generirajo več alarmov, je, da ne bomo več toliko pozorni nanje in tako 
lahko spregledamo kritično pomemben alarm. 
3.2.3.1 Struktura alarmov 
V svoji najpreprostejši obliki je struktura alarma naslednja: 
 
[Metrika] [Primerjalnik] [Prag] 
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Metrika predstavlja vrednost, ki jo nadzorujemo, bodisi neposredno merjeno ali 
kot preračunano vrednost. Primerjalnik je primerjalni operator – večje, manjše, enako 
idr. Prag pa je vrednost, s katero primerjamo našo metriko. 
 
Preprosta primera alarma bi bila:  
 
- zasedenost diska > 90 %;  
- povprečna poraba CPU zadnjih 15 minut > povprečne porabe v zadnjih 
12 urah. 
 
Prvi in preprostejši primer predstavlja alarm, določen s fiksnim pragom, drugi 
pa je določen z zgodovinskim pragom (ni določen z neko fiksno vrednostjo, temveč s 
preteklim povprečjem). 
3.2.3.2 Pragovi alarmov 
Pragovi s fiksno vrednostjo (angl. Fixed threshold) 
Pragove s fiksno vrednostjo uporabljamo za proženje alarmov s primerjanjem z 
neko fiksno numerično vrednostjo. Metrika je tukaj lahko neko povprečje ali rezultat 
kompleksnejših kalkulacij, toda vrednost, s katero jo primerjamo, je fiksna. 
Pragove s fiksno vrednostjo uporabljamo, kadar se soočamo z metrikami, ki 
imajo dobro opredeljeno omejitev, to sta na primer: Poraba CPU ne more preseči 100 
%, Prostor na disku ne more biti nižji od 0. 
 
Pragovi, ki temeljijo na stanju (angl. State-based threshold) 
Nekatere metrike imajo diskretne vrednosti, s katerimi identificiramo 
spremembe v stanju. V teh primerih je najbolje nastaviti alarm, ko se to stanje 
spremeni iz enega v drugo. Lahko na primer spremljamo nek proces na strežniku in 
nastavimo alarm, ko se stanje procesa spremeni iz »teče« v »ustavljen«. 
 
Zgodovinski pragovi (angl. Historical threshold) 
Zgodovinske pragove uporabljamo, ko primerjamo trenutno metriko z njenimi 
preteklimi vrednostmi.  
 
Primer: 15-minutno povprečje uporabe mreže > 110 % 15-minutnega povprečja iz 
prejšnjega tedna 
 
3.3  TEHNIKE IN PROTOKOLI NADZORA 27 
 
Ta alarm bo sprožen, če povprečje porabe mreže preseže 110 % povprečja 
meritev prejšnjega tedna. Ta oblika pragov je zelo uporabna pri metrikah, ki sledijo 
nekim rednim cikličnim urnikom. Primerjava trenutnih vrednosti s prejšnjimi nam 
omogoča bolj točno nastavljanje alarmov tik pred točko preloma – kot pri samih 
fiksnih vrednostih. 
3.2.3.3 Prehodno obdobje 
Prehodno obdobje preprečuje proženje alarmov, če ta ne presega praga 
določeno časovno obdobje. To pride v poštev, ko ne želimo proženja alarmov zaradi 
trenutnih vršnih vrednosti in smo opozorjeni, le ko vrednosti presegajo prag določen 
čas. 
Ko na primer spremljamo porabo CPU na strežniku, se nam občasno zgodi, da 
ta poraba doseže 100 %, vendar če traja le kratek čas, ni razloga za skrb. Če takšna 
poraba traja dalj časa (npr. 30 minut), pa lahko že kaže na določene težave. 
3.2.3.4 Obveščanje o alarmih 
Na voljo imamo precej možnosti obveščanja o alarmih. Lahko jih hranimo v 
podatkovni bazi in so nam na voljo na zahtevo, lahko jih spremljamo na nadzorni 
plošči, lahko dobimo dnevno poročilo prek e-pošte, lahko prejmemo opozorilo, takoj 
ko se zgodijo, in sicer prek e-pošte, SMS-sporočila ali telefonskega klica. Vsekakor 
pa se moramo držati pravila, da resnejša, kot je težava, bolj neposreden način 
obveščanja moramo uporabiti. Dober način je tudi, da za isto metriko nastavimo 
različne pragove in na podlagi teh različne stopnje alarmiranja. 
 
Za primer vzemimo zasedenost diska na strežniku: 
 
- zasedenost diska > 80 % (obvestilo prek e-pošte); 
- zasedenost diska > 95 % (SMS-sporočilo); 
- zasedenost diska > 99 % (telefonski klic). 
3.3  TEHNIKE IN PROTOKOLI NADZORA 
Na podlagi našega pristopa k nadzoru, opisanega v prejšnjem poglavju, in 
specifičnosti posameznega okolja, ki ga želimo nadzorovati, so nam na voljo različne 
tehnike, ki jih lahko uporabimo. Lahko uporabimo popolnoma standardizirane in 
preproste tehnike, kot je na primer orodje PING, ali pa skladno s potrebami 
uporabljamo zelo specifične tehnike, ki jih ponujajo samo določeni proizvajalci 
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programske ali strojne opreme (npr. Cisco NetFlow). Na splošno smo opisali 
nekatere od najpogosteje uporabljenih. 
3.3.1  NADZOR Z AGENTOM ALI BREZ 
Ena od odločitev, s katero se moramo soočiti pri nadzoru sistemov, je, ali 
želimo nadzorovati z uporabo agenta ali brez. Temeljna razlika pri nadzoru naprav z 
agentom ali brez je, da v primeru nadzora z uporabo agenta potrebujemo neko 
programsko komponento (tipično neka manjša aplikacija), ki je nameščena na samem 
strežniku in zbira podatke o performancah in jih nato pošilja napravi, ki zbira te 
podatke. Idealen agent bi bil takšen, ki omogoča zbiranje čim večje količine 
podatkov z minimalnim učinkom na delovanje našega sistema. Agenti navadno 
omogočajo zbiranje večje količine podatkov kot nadzor brez njih. Agente moramo na 
vsako napravo seveda dodatno namestiti in nastaviti. Večina programskih rešitev za 
nadzore uporablja agente za zbiranje podatkov. Primera nadzora brez uporabe agenta 
sta npr. protokola SNMP in WMI. 
3.3.2  SNMP 
SNMP je protokol, ki je implementiran na aplikacijski plasti mrežnega modela 
(ISO, TCP-IP). Protokol je bil ustvarjen z razlogom doslednega zbiranja informacij 
iz zelo različnih sistemov. Kljub temu da ga lahko uporabimo za povezavo do 
raznolike vrste sistemov, so same metode zbiranja informacij in poti do njih 
standardizirane.  
Obstaja več različic protokola, od katerih je najbolj razširjena SNMP v1, ki pa 
ni najbolj varna. Trenutno je najbolj priporočljiva različica SNMP v3, ki omogoča 
napredne varnostne funkcije. 
Pravzaprav omrežje, ki ga želimo nadzorovati s tem protokolom, vsebuje dve 
glavni komponenti: naprave, ki vsebujejo SNMP agente in SNMP upravitelje. Agenti 
zbirajo informacije o sami napravi ter odgovarjajo na poizvedbe z uporabo SNMP-
protokola. Upravitelji imajo navadno informacije o vseh SNMP-omogočenih 
napravah v omrežju in lahko pozivajo agente k zbiranju informacij. 
3.3.2.1 SNMP-upravitelj 
SNMP-upravitelj je katera koli naprava (navadno strežnik), ki je nastavljena 
tako, da lahko izvaja pozivanje SNMP-agentom za pridobitev informacij. Vsi ukazi, 
definirani v SNMP-protokolu, so zasnovani za pošiljanje iz SNMP-upraviteljev. Ti 
ukazi so na primer: GetREquest, GetNextREquest, GetBulkRequest, SetRequest, 
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InformRequest in Response. Poleg teh se SNMP-upravitelji znajo odzvati tudi na 
sporočila Trap in Response. 
3.3.2.2 SNMP-Agent 
Najpomembnejša komponenta SNMP-ja so agenti, ki tudi opravijo večino dela. 
Agenti zbirajo podatke o lokalnem sistemu in jih shranjujejo v formatu, ki je 
primeren za upraviteljevo pozivanje, in o posodabljanju nadzorne informacijske baze 
ali MIB-u (angl. management information base). 
Baza MIB je hierarhična predefinirana struktura, ki shranjuje informacije, po 
katerih lahko poizveduje SNMP-upravitelj. Podatki so na voljo pravilno 
izoblikovanim SNMP-zahtevkom, ki izvirajo iz naprave, ki se je pravilno 
avtentificirala (SNMP-upravitelj). Na agentu tudi nastavimo, kateri upravitelji imajo 
možnost dostopanja do informacij (pozivanja le-teh). 
Agenti znajo odgovarjati na ukazne pozive, ki so definirane v protokolu. Ti 
pozivi so na primer: GetREquest, GetNextREquest, GetBulkRequest, SetRequest, 
InformRequest in Response. Poleg teh pa znajo SNMP-agenti tudi pošiljati sporočila 
SNMP Trap. 
3.3.2.3 MIB  
MIB (angl. management information base) ali nadzorna informacijska baza ima 
standardno obliko, ki jo naslavljata SNMP-agent in upravitelj. Ima hierarhično 
strukturo, ki je globalno standardizirana, vendar kljub temu fleksibilna, da omogoča 
proizvajalcem opreme dodajanje lastnih funkcionalnosti. 
MIB ima drevesno strukturo, pri kateri vsaka veja, ki se odcepi, nosi 
identifikacijsko številko (začenši z 1) in identifikacijski niz, ki je edinstven v tej 
plasti hierarhije.  
Če se želimo sklicevati na določeno vozlišče drevesne strukture, moramo 
slediti poti od korena do želenega vozlišča. Vsako vozlišče v tej strukturi je označeno 
s piko in vsaka veja s številko. S sledenjem od korena do željnega vozlišča 
združujemo vse predhodne identifikacijske številke ali nize in s tem dobimo neke 
oblike naslov. Ta celoten naslov imenujemo objektni identifikator ali OID (angl. 
object identifier). 
 
Primer objektnega identifikatorja, ki kaže na vejo, na kateri je specificirana 
baza MIB-2, ki je standard za naprave. 
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Pot do te veje je 1.3.6.1.2.1, kar lahko predstavimo tudi z identifikacijskim 
nizom iso.org.dod.internet.mgmt.mib-2. 
3.3.2.4 Ukazi SNMP-protokola 
Eden od razlogov za veliko razširjenost SNMP-protokola je preprostost 
ukazov, ki so na voljo. Na voljo je majhna količina ukazov, ki so preprosti in še 
vedno dovolj fleksibilni, da zadostujejo zahtevam protokola. 
 
Spodnji PDU-ji (angl. Protocol data unit) opisujejo vse tipe sporočil, ki so dovoljena 
pri tem protokolu. 
 
 Get: Sporočilo Get pošlje upravitelj agentu kot zahtevek za vrednost 
posameznega OID-ja. Agent nanj odgovori s sporočilom Response, ki 
vsebuje vrednost OID-ja. 
 
 GetNext: Sporočilo GetNext omogoča upravitelju zahtevke po 
naslednjih objektih v sekvenci določene MIB. S tem lahko 
pregledujemo posamezen MIB, ne da bi nam bilo treba vedeti natančen 
OID objekta. 
 
 Set: Sporočilo Set pošlje upravitelj agentu, ko želi spremeniti vrednost 
določene spremenljivke. Ta ukaz se lahko uporablja za upravljanje 
konfiguracije in je hkrati edini ukaz, ki nam omogoča pisanje na 
naprave. 
 
 GetBulk: Ta zahtevek deluje kot več zahtevkov GetNext skupaj. Odziv 
nanj bo vseboval čim več podatkov, kot je možno znotraj omejitev, 
nastavljenih v samem zahtevku. 
 
 Response: To sporočilo pošlje agent kot odgovor na zahtevek in 
vsebuje zahtevane vrednosti. Uporablja se tudi kot potrditev upravitelju 
o prejemu zahtevka. 
 
 Trap: Sporočilo Trap navadno pošlje agent. To so asinhrona obvestila, 
ki ne prihajajo kot posledica upraviteljevega pozivanja. Navadno se 
uporabljajo za obveščanje upravitelja o dogodkih, ki se dogajajo na 
napravi. 
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 Inform: Kot potrditev o prejemu sporočila Trap pošlje upravitelj 
agentu nazaj sporočilo Inform. Če ga agent ne prejme, lahko še naprej 
pošilja sporočila Trap. 
3.3.2.5 Različice SNMP-protokola 
Od prve izdaje se je SNMP-protokol temeljito spremenil. Originalne 
specifikacije samega protokola so bile leta 1988 definirane v RFC 1065, 1066 in 
1067 kot verzija SNMP v1. Protokol ima precej varnostnih pomanjkljivosti (ena od 
večjih je nekriptirana avtentifikacija), zato je svetovana previdnost pri njegovi 
uporabi, še posebej pri porabi na nevarovanih omrežjih. 
Naslednja različica protokola je bila SNMP v2, ki je že vsebovala varnostni 
model, ki je bil naslovljen na varnostne pomanjkljivosti protokola SNMP v2. Ta 
protokol se ni veliko uporabljal ravno zaradi tega varnostnega modela, ki je bil 
kompleksen za razumevanje in implementacijo. Zato je nastalo precej izpeljank tega 
protokola, ena od najbolj popularnih je SNMP v2c, ki uporablja vse izboljšave 
verzije v2, vendar brez varnostnih izboljšav, ki so v tej različici enake kot pri SNMP 
v1. 
Tretja in najnovejša različica protokola je trenutno SNMP v3. Njegova 
najpomembnejša izboljšava je večja varnost, saj uporablja sistem varnosti, ki temelji 
na uporabnikih.  
Omogoča nam avtentifikacijo uporabnikov z uporabo naslednjih nivojev: 
 
 NoAuthNoPriv: Uporabniki na tem nivoju nimajo avtentifikacije in ne 
zasebnosti samih sporočil. 
 
 AuthNoPriv: Pri povezavi na tem nivoju je potrebna avtentifikacija, 
vendar ne omogoča kriptiranja sporočil. 
 
 AuthPriv: Pri povezavi na tem nivoju je potrebna avtentifikacija in tudi 
vsa sporočila so kriptirana. 
3.3.3  SYSLOG 
Nadzor z uporabo sporočil Syslog (sistemski dnevniki) je podoben nadzoru s 
pošiljanjem SNMP-pasti. Agent Syslog zbira podatke o dogodkih na napravi ter jih 
nato pošlje centralnemu strežniku. Sporočila Syslog imajo za razliko od SNMP-pasti 
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relativno prosto obliko. Najpogosteje se uporablja na napravah, kot so požarni 
zidovi. 
3.3.4  LOGFILE 
Pri tej obliki nadzora se osredotočamo na dnevniške datoteke, v katere piše naš 
sistem, in skušamo najti določen niz, ki nas zanima, na primer error. 
3.3.5  EVENTLOG  
Nadzor z uporabo sporočil Eventlog (dnevniki dogodkov) je specifičen za 
operacijski sistem Windows. Privzeto se večina dogodkov, ki so povezani s 
sistemom, varnostjo in aplikacijami, zapisuje v teh dnevnikih. Vsak dogodek vsebuje 
standardne elemente:  
 
- Message (sporočilo o dogodku); 
- Category (kategorija dogodka); 
- Priority (prioriteta); 
- Event ID (identifikator dogodka); 
- Severity (resnost dogodka); 
- Title (naslov dogodka). 
3.3.6  PERFMON 
Performančni števci so prav tako specifika operacijskega sistema Windows in 
zbirajo podatke o napakah in performančne statistike samega sistema. 
3.3.7  WMI 
WMI je pravzaprav skriptni jezik, vgrajen v operacijski sistem Windows. Z 
njim lahko izvajamo širok spekter nalog za naše potrebe – lahko zbiramo in 
poročamo informacije o sistemu. Za razliko od performančnih števcev WMI 
omogoča, da skripte na ciljnem sistemu poganjamo iz nekega drugega sistema, ki 
ima dodeljene te pravice (npr. nek centralni nadzorni strežnik). Prav tako nam 
omogoča interakcijo s ciljnim sistemom. 
3.3.8  POIZVEDBE SQL 
Ta tehnika vsebuje izvajanje poizvedb SQL na strežnikih podatkovnih baz z 
namenom pridobivanja informacij o sami bazi, kot so: število aktivnih povezav, 
število transakcij na sekundo, velikost transakcijskega dnevnika idr. 
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3.3.9  SKRIPTE 
Pri tej tehniki poganjamo na sistemu od najpreprostejših pa do kompleksnih 
skript z namenom pridobivanja podatkov. Sama vsebina skript je seveda odvisna od 
naših specifičnih zahtev. 
3.3.10  NETFLOW 
Navadno pri nadzoru prometa na mrežnih vmesnikih pridobimo podatke o 
količini prometa, ki se steka skozi vmesnik v obe smeri. Protokol NetFlow je razvil 
proizvajalec mrežne opreme Cisco in nam omogoča detajlno analizo pretečenega 
prometa skozi naprave. Navadno same mrežne naprave zbirajo podatke o prometu in 
jih pošiljajo nekemu centralnemu strežniku, ki te podatke potem obdeluje in analizira 
ter nam s tem omogoča detajlni vpogled v sam promet – tak primer je mrežni promet 
po posameznih portih (http, ftp ...). 
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INFORMACIJSKI SISTEM 
V tem delu diplomskega dela se bomo posvetili reševanju dejanskega problema 
vzpostavljanja nadzora nad informacijskim sistemom v podjetju. Uporabili bomo 
smernice, dobre prakse in priporočila, ki smo jih opisali v prejšnjih poglavjih. 
4.1  ANALIZA STANJA 
Kot smo že zapisali v uvodu, se trenutno soočamo s pomanjkanjem oz. popolno 
odsotnostjo orodij za nadzor infrastrukture naše informacijske tehnologije (strežniki, 
mrežna oprema, aplikacije …) ter pomanjkanjem orodij za učinkovito vodenje 
pomoči uporabnikom. Skladno s tem smo si že postavili zahteve, ki jim morajo 
zadostiti rešitve, ki jih bomo implementirali v našem produkcijskem sistemu: 
 
- možnost nadzora informacijske infrastrukture v realnem času in 
alarmiranje v primeru odstopanj in incidentov; 
 
- možnost grafičnih prikazov performanc za daljša časovna obdobja 
(strojna oprema, strežniki, mrežna oprema …); 
 
- možnost vodenja pomoči uporabnikom prek sistema zahtevkov; 
 
- možnost samodejnega vodenja evidence strojne in nameščene 
programske opreme na  prenosnih in stacionarnih računalnikih 
(načrtovanje posodobitev …). 
 
Za uspešno integracijo rešitev v naše poslovno okolje moramo le-to najprej 
temeljito poznati. Najprej si naš »problem« razdelimo v dva dela. 
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Tehnični del obsega naš celoten infrastrukturni del IT-sistema. V ta del smo 
vključili podatkovni center z vsemi svojimi vozlišči ter vse druge pomembne 
naprave, nad katerimi potrebujemo nadzor. 
 
Pomembnejši del infrastrukture sestavljajo: 
 
- 10 fizičnih strežnikov; 
- tri diskovna polja; 
- 60 virtualnih strežnikov; 
- 35 mrežnih naprav proizvajalca Cisco, razporejenih po vozliščih v 
šestih različnih državah; 
- 20 multifunkcijskih naprav; 
- brezprekinitveno napajanje. 
 
Uporabniški del predstavljajo naloge in zahteve, ki izhajajo iz vodenja pomoči 
uporabnikom. V podjetju imamo približno 400 zaposlenih, ki uporabljajo okrog 200 
stacionarnih in prenosnih računalnikov. 
Najti moramo torej odprtokodne rešitve, s katerimi bomo lahko uspešno 
zadostili potrebam po nadzoru in upravljanju tako tehničnega kot uporabniškega 
dela. 
4.2  ISKANJE PRIMERNIH REŠITEV 
Primerne rešitve smo iskali s pomočjo brskanja po spletu, branja člankov in 
poizvedovanja po izkušnjah kolegov iz enake stroke. Glede na analizo smo hitro 
ugotovili, da našim potrebam vsekakor ne bomo mogli zadostiti z implementacijo 
samo ene rešitve. Optimalen učinek bomo dosegli s tremi različnimi orodji. 
Na spletu smo odkrili množico zanimivih in primernih odprtokodnih in 
brezplačnih orodij, ki bi jih lahko uporabili. 
 
 Iz množice smo si izbrali najprimernejše: 
 
- za nadzor infrastrukture med popularnejšimi najdemo: Nagios, Cacti, 
Icinga, Zabbix, Observium; 
- za vodenje pomoči uporabnikom sisteme za upravljanje z zahtevki: 
Spiceworks, OTRS, osTicket; 
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- za vodenje samodejne evidence programske in strojne opreme: 
Spiceworks, OCS, Fusion Inventory, Pulse 2, GLPI. 
 
Nekaj od teh smo namestili in preizkusili: 
 
 Nagios: Ena od svetovno najbolj znanih rešitev za nadzor 
infrastrukture, ki pa je pravzaprav kompleksnejša za konfiguracijo in 
nam nudi le nadzor v realnem času (brez podatkov za nazaj). 
 
 Observium: Pregledna in preprosta za implementacijo, nudi možnost 
hrambe podatkov za nazaj ter grafični prikaz le-teh, vendar brezplačna 
različica ne omogoča alarmiranja. 
 
 Zabbix: Rešitev nam omogoča alarmiranje in hrambo podatkov za 
nazaj (z grafičnim prikazom), v začetku leta je bila ravno izdana nova 
različica z dolgoročno podporo (LTS). 
 
 Spiceworks: Edina rešitev, ki za namestitev potrebuje Windows okolje, 
je brezplačna, toda ne odprtokodna. Preizkusili smo jo, ker hkrati 
omogoča nadzor infrastrukture, vodenje pomoči uporabnikom ter 
vodenje samodejne evidence programske in strojne opreme. V testnem 
okolju se izkaže za zelo neodzivno in za naše poslovno okolje 
neprimerno. 
 
 OTRS: Omogoča nam vodenje pomoči uporabnikom s pomočjo 
zahtevkov. Sestavljena je modularno in nam daje veliko možnosti za 
prilagajanje našim specifičnim potrebam. 
 
 OCS: To je sistem za samodejne evidence programske in strojne 
opreme. Med drugim nam omogoča tudi nameščanje programske 
opreme na naprave. 
 
Po testiranjih smo se odločili, da v naše produkcijsko okolje implementiramo 
Zabbix (nadzor infrastrukture), OTRS (vodenje pomoči uporabnikom s pomočjo 
zahtevkov) ter OCS (samodejna evidenca programske in strojne opreme). 
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4.3  IMPLEMENTACIJA REŠITEV 
4.3.1  ZABBIX 
Začetki orodja Zabbix segajo v leto 1998, ko je bil ustvarjen kot interni projekt 
na eni od bank. Od takrat se je aplikacija precej spremenila, trenutno je 
najsodobnejša različica 3.0 LTS (Long Term Support), ki nam nudi dolgoročno 
podporo (pet let). 
Omogoča nadzor infrastrukture v realnem času in beleženje podatkov o 
performancah za daljša časovna obdobja. Z njim lahko nadzorujemo vrsto naprav in 
resursov (mrežne naprave, fizični in virtualni strežniki ...). Sama aplikacija je 
napisana v programskem jeziku C, spletni vmesnik pa v PHP. 
4.3.1.1 Arhitektura 
Strežnik 
Strežnik zbira podatke s pozivanjem in pastmi (angl. Polling and trapping), računa 
sprožilce alarmov, pošilja obvestila (opozorila) uporabnikom. Je centralna 
komponenta, ki ji agenti Zabbix-a in posredovalni strežniki posredujejo podatke o 
razpoložljivosti in integriteti sistemov. 
 
Podatkovna baza 
Podatkovna baza vsebuje podatke o nastavitvah strežnika Zabbix kot tudi vse 
podatke o sistemih, ki jih nadzorujemo. Lahko je nameščena neposredno na strežniku 
Zabbix ali na ločenem strežniku. Podprte baze so: MySQL, Oracle, PostgreSQL, 
SQLite, IBM DB2. 
 
Spletni vmesnik 
Zabbix ima svoj spletni vmesnik za lažji dostop od koder koli in iz poljubne 
platforme. Ta je del strežnika Zabbix in navadno (ni pa nujno) teče na istem 
strežniku (virtualni ali fizični) kot strežnik Zabbix. 
 
Posredovalni strežnik (angl. Proxy) 
Posredovalni strežnik lahko zbira podatke o performancah in razpoložljivosti 
namesto strežnika Zabbix in ga s tem razbremeni. Uporaba posredovalnega strežnika 
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Agent 
Agenti Zabbix-a so nameščeni na napravah, ki jih želimo nadzorovati (potrebna je 
instalacija). Tam nadzirajo lokalne resurse in aplikacije ter podatke pošiljajo nazaj 
strežniku Zabbix-a. 
4.3.1.2 Spletni vmesnik 
Spletni vmesnik je orodje, ki ga bomo večino časa uporabljali za pregled nad 
našo infrastrukturo. V njem dodajamo naprave, ki jih želimo nadzorovati, 
nastavljamo in spremljamo alarme, grafe idr. Vmesnik je precej obsežen, zato bomo 
natančneje opisali le elemente, ki si pomembni za naš primer. Jezik spletnega 
vmesnika je angleščina, torej bomo za posamične elemente uporabili angleške 
besede. 
Vmesnik je razdeljen na pet glavnih zavihkov (Monitoring, Inventory, Reports, 
Configuration, Administration), ti se potem delijo še na več podzavihkov. 
Najpomembnejša zavihka, ki ju bomo večinoma uporabljali, sta Monitoring in 
Configuration. 
 
Slika 4.1:  Glavna nadzorna plošča orodja Zabbix 
MONITORING 
 
 Dashboard: glavna nadzorna plošča, na kateri lahko spremljamo 
povzetke vseh pomembnih informacij, kot so status našega sistema, 
število nadzorovanih naprav ter sprožene alarme. 
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 Overview: pregled nastavljenih alarmov ali primerjava podatkov za več 
naprav hkrati. 
 
 Web: status scenarijev, ki jih imamo za nadzor delovanja spletnih 
strani. 
 
 Latest data: zadnji podatki, pridobljeni iz naših nadzorovanih naprav. 
 
 Triggers: status nastavljenih alarmov. 
 
 Events: zadnji dogodki. 
 
 Graphs: grafi, ki smo jih nastavili ob konfiguraciji posameznih naprav. 
 
 Screens: grafi in preostali pomembni podatki, ki smo jih nastavili, 
prikazani vsi na eni strani za določeno napravo. 
 
 Maps: prikazuje in omogoča mapiranje naše mreže 
 








Tukaj najdemo razna poročila o statusu samega strežnika Zabbix, razpoložljivosti 
virov, največkrat sproženih alarmih. 
 
CONFIGURATION 
To je najpomembnejši del vmesnika, v katerem bomo nastavljali večino nastavitev za 
nadzor naše infrastrukture.  
 
 Host Groups: pregled in določitev skupin za nadzorovane naprave, kot 
so: strežniki Linux, strežniki Windows, mrežne naprave ... 
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 Templates: pregled in konfiguracija predlog, ki jih lahko uporabimo za 
nadzor naprav. 
 
 Hosts: pregled in konfiguracija nadzorovanih naprav. 
 
 Maintenance: določitev period, ko je kakšna od nadzorovanih naprav v 
vzdrževanju (v tem času nam Zabbix ne javlja alarmov za to napravo). 
 
 Discovery: določitev pravil samodejnega odkrivanja naprav. 
 
ADMINISTRATION 
V tem delu nastavljamo administrativne funkcije Zabbix-a. 
4.3.1.3 Namestitev 
Orodje Zabbix bomo uporabili za nadzor infrastrukture v realnem času ter 
beleženje podatkov o performancah za daljša časovna obdobja (podatke hranimo eno 
leto). Z njim nadzorujemo vse virtualne strežnike, vse mrežne naprave in preostale 
naprave, ki podpirajo SNMP. 
Za samo rešitev bomo potrebovali nov virtualni strežnik (platforma VMware), 
na katerem bo nameščen Zabbix.  
 




Operacijski sistem  CPU/Memory  Podatkovna Baza  
Nadzorovane 
naprave  
Manjša CentOS  Virtual Appliance  MySQL InnoDB  100  
Srednja CentOS  2 CPU cores/2 GB  MySQL InnoDB  500  
Velika RedHat Enterprise Linux  4 CPU cores/8 GB  
RAID10 MySQL InnoDB 
or PostgreSQL  
>1000  
Zelo Velika RedHat Enterprise Linux  8 CPU cores/16 GB  
Fast RAID10 MySQL 
InnoDB or PostgreSQL  
>10000  
Tabela 4.1:  Priporočene zahteve za namestitev orodja Zabbix 
 
V našem primeru uporabimo operacijski sistem CentOS 7 (minimalna 
instalacija). Virtualnemu strežniku smo dodelili 2 CPU in 4Gb RAM. 
Pred namestitvijo Zabbix-a potrebujemo paket programske opreme LAMP 
(Apache, MySQL, PHP). Namestimo naslednje pakete: httpd, mariadb-server, 
mariadb, php, php-mysql, php-gd, php-pear, ter poskrbimo, da se ob zagonu 
strežnika zaženeta httpd (Apache) in mariadb (MySQL). 
 
Dodamo nov repozitorij in namestimo orodje Zabbix: 





yum install zabbix-server-mysql zabbix-web-mysql zabbix-agent 
 
Ustvariti moramo bazo, v katero bomo shranjevali podatke, ter uvoziti začetno 




mysql -uroot –p 
create database zabbixDB character set utf8 collate utf8_bin; 




Uvozimo shemo:  
 
cd /usr/share/doc/zabbix-server-mysql-3.0.1 
zcat create.sql.gz | mysql -uroot -p password 
 
Popravimo konfiguracijsko datoteko /etc/zabbix/zabbix_server.conf s podatki o 







Ker imamo omogočen SELinux, moramo dovoliti Apach-u komunikacijo z Zabbix-
om: 
 
setsebool -P httpd_can_connect_zabbix=1 
 
Zdaj zaženemo strežnik Zabbix in poskrbimo, da se ob zagonu zažene: 
 
systemctl start zabbix-server  
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systemctl enable zabbix-server 
 
Nastaviti moramo še Zabbix-ovo spletno konzolo. Najdemo jo na naslovu 
http://ip-naslov-strežnika/zabbix, na katerem sledimo navodilom. Vnesti moramo 
podatke o bazi (naslov, ime baze, uporabniško ime in geslo) in s tem končamo 
namestitev. 
4.3.1.4 Konfiguracija 
Zabbix nam omogoča izdelavo predlog, v katere vključimo resurse, ki jih 
želimo nadzorovati, grafe idr. Uporaba predlog nam močno olajša delo, saj si lahko 
za določen nabor parametrov izdelamo predlogo in jo potem enostavno dodelimo 
določeni skupini naprav. V našem primeru si bomo predloge izdelali za vsako od 
skupin, ki jih bomo nadzorovali (strežniki Windows in Linux, mrežne naprave, 
tiskalniki …). Osnovna predloga za posamezno skupino bo vsebovala parametre, ki 
bodo skupni vsem napravam. Ker so sistemi med seboj različni, bomo na podlagi 
specifičnih potreb naknadno izdelali manjše predloge, ki bodo dodeljene samo 
določeni skupini naprav. Vsekakor pa lahko vsaki napravi potem še ročno 
dodeljujemo posamične elemente, grafe ipd. 
4.3.1.4.1 Konfiguracija predlog 
 
Meni za konfiguracijo predlog najdemo na spletnem vmesniku pod zavihkom 
Configuration – Templates. Za konfiguracijo so nam na voljo naslednji elementi: 
 
 Aplications: določimo glavne skupine elementov, ki jih želimo 
nadzorovati (npr. CPU, disk …). 
 
 Items: določimo točne elemente, ki jih bomo nadzorovali (npr. 
obremenitev CPU-ja, zasedenost diskov …). 
 
 Triggers: določimo sprožilce oz. alarme (npr. obremenitev CPU-ja je 
večja kot 90 %), ti sprožilci so vezani na elemente iz prejšnje točke 
(Items). 
 
 Graphs: grafi, na podlagi katerih bomo lahko spremljali performance 
za daljša obdobja. 
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 Screens: določimo skupine grafov in preostale pomembne podatke, ki 
so prikazani vsi na eni strani (izdelamo si na primer pogled na CPU, 
spomin, zasedenost diskov). 
 
 Discovery rules: so pravila, na podlagi katerih samodejno odkrivamo 
datotečne sisteme, mrežne kartice ipd. S tem se izognemo ročnemu 
dodajanju teh elementov, ki so po navadi za vsak strežnik različni. V 
sklopu teh pravil moramo določiti postavke, sprožilce in grafe, ki bodo 
uporabljeni na odkritih elementih (datotečni sistemi …). 
 
 Web scenarios: nastavimo scenarije, ki jih lahko uporabljamo za 
nadzor delovanja spletnih strani. 
 
Slika 4.2:  Konfiguracija predloge v orodju Zabbix 
4.3.1.4.2 Konfiguracija naprav 
 
Naprave dodajamo in konfiguriramo pod zavihkom Configuration – Hosts – 
Add Host. V meniju novi napravi najprej določimo ime (Host name), jo uvrstimo v 
skupino (Group), v katero spada (strežniki Windows, Linux …). Nato določimo IP-
naslov ali domensko ime vmesnika, prek katerega bomo napravo nadzorovali (Agent, 
SNMP, JMX, IPMI). V naslednjem koraku se pomaknemo na zavihek Templates in 
naši napravi dodamo predlogo, ki smo jo naredili predhodno. Če napravo 
nadzorujemo prek SNMP-ja in imamo nastavljen drug SNMPcommunity od 
privzetega, ga lahko nastavimo pod zavihkom Macros (makri); dodamo: 
{$SNMP_COMMUNITY}  SNMPcommunity. 
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Slika 4.3:  Dodajanje nove naprave v orodju Zabbix 
4.3.1.5 Dodajanje produkcijskih naprav 
V tem delu bomo dodajali dejanske naprave, ki jih želimo nadzorovati. Za 
vsako napravo bomo izdelali osnovno predlogo, ki bo skupna vsem, potem pa glede 
na specifične potrebe naprav elemente ročno dodajali ali pa naredili nove predloge z 
manjšim naborom elementov. 
 
Orodje nam omogoča nadzor z uporabo več različnih pristopov, od katerih bomo 
uporabili tri: 
 
- uporaba agenta Zabbix, nameščenega na operacijskem sistemu;  
- uporaba protokola SNMP; 
- uporaba orodja PING. 
 
Konfiguracijo bomo zaradi različnosti nadzorovanih sistemov razdelili v več 
sklopov: 
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- virtualni strežniki (Windows in Linux); 
- mrežne naprave (požarni zid, stikala, usmerjevalniki …); 
- UPS; 
- multifunkcijske naprave (tiskalniki). 
4.3.1.5.1 Virtualni strežniki 
 
Strežnike bomo nadzorovali s pomoči agenta Zabbix, ki je na voljo na uradni 
spletni strani. Agenta namestimo na operacijski sistem in popravimo konfiguracijsko 
datoteko, tako da ustreza našim zahtevam. Agent uporablja vrata 10050, tako da je 
treba na požarnem zidu strežnika (če ga uporabljamo) nastaviti novo pravilo, ki 
prepušča promet do našega strežnika Zabbix na omenjenem portu. 
 
STREŽNIKI WINDOWS  
V našem produkcijskem okolju najdemo strežnike Windows v več različicah: 
 
- Windows Server 2012 R2; 
- Windows Server 2008 R2; 
- Windows Server 2003. 
 
Spodnja tabela prikazuje elemente, ki jih vsebuje osnovna predloga: 
 
Name Item key Trigger Interval [min] 
Zabbix agent 
Agent ping agent.ping nodata(5m)}=1 1 
Host name of Agent running agent.hostname diff(0)}>0 60 
Version of Agent running agent.version diff(0)}>0 1 
General 
System hostname system.uname diff(0)}>0 60 
System Uptime system.uptime < 24 h 1 
Memory 
Total Memory vm.memory.size[total] / 60 
Used Memory vm.memory.size[used] / 1 
Free Memory vm.memory.size[free] / 1 
Available Memory percent vm.memory.size[pfree] avg(5)}<5 1 
Total Swap Space system.swap.size[,total] / 1 
Free Swap Space system.swap.size[,free] last(0)}<100000 1 
Performance, CPU 
Processor load (1 min) per CPU system.cpu.load[percpu,avg1] avg(5m)}>5 1 
Processor load (5 min) per CPU system.cpu.load[percpu,avg5] / 1 
Processor load (15 min) per CPU system.cpu.load[percpu,avg15] / 1 
Average Disk read queue length perf_counter[\234(_Total)\1402] / 1 
Average Disk write queue length perf_counter[\234(_Total)\1404] / 1 
File read bytes per second perf_counter[\2\16] / 1 
File write bytes per second perf_counter[\2\18] / 1 
Processes 
Number of processes proc.num[] avg(5m)}>300 1 
Number of Threads perf_counter[\2\250] / 1 
Tabela 4.2:  Osnovna predloga za operacijski sistem Windows 
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Ker imajo strežniki različno število datotečnih sistemov in mrežnih naprav, za 
te naprave nastavimo pravila samodejnega odkrivanja, tako da nam jih ni treba ročno 
dodajati za vsak strežnik. 
 
Name Item key Trigger Interval 
[min] 
Disk 
Free disk space on {#FSNAME} vfs.fs.size[{#FSNAME},free] / 1 
Free disk space on {#FSNAME} (percentage) vfs.fs.size[{#FSNAME},pfree] last(0)}<10, last(0)}<2 1 
Total disk space on {#FSNAME} vfs.fs.size[{#FSNAME},total] / 60 
Used disk space on {#FSNAME} vfs.fs.size[{#FSNAME},used] / 1 
Network devices 
Incoming network traffic on {#IFNAME} net.if.in[{#IFNAME}] / 1 
Outgoing network traffic on {#IFNAME} net.if.out[{#IFNAME}] / 1 
Tabela 4.3:  Osnovna predloga samodejnega odkrivanja za operacijski sistem Windows 
V predlogo dodamo tudi osnovne grafe, ki jih bomo potrebovali, in sicer: 
 
- promet na mrežni kartici (prihajajoči in odhajajoči); 
- poraba prostora na diskih; 
- poraba spomina (RAM); 
- obremenitev CPU (1, 5, 15 min). 
 
STREŽNIKI LINUX  
V produkcijskem okolju najdemo strežnike Linux različnih distribucij: 
 
- Red Hat 5, 6; 
- Cent OS 6, 7; 
- Ubuntu 12.04, 14.04; 
- Debian. 
 
Spodnja tabela prikazuje elemente, ki jih vsebuje osnovna predloga: 
 
Name Item key Trigger Interval [min] 
Zabbix agent 
Agent ping agent.ping nodata(5m)}=1 1 
Host name of Agent running agent.hostname diff(0)}>0 60 
Version of Agent running agent.version diff(0)}>0 60 
General 
System hostname system.hostname diff(0)}>0 60 
System uname system.uname diff(0)}>0 60 
System Uptime system.uptime < 24 h 1 
Host boot time system.boottime / 10 
Host local time system.localtime / 1 
Memory 
Total Memory vm.memory.size[total] / 60 
Used Memory vm.memory.size[used] / 1 
Free Memory vm.memory.size[free] / 1 
Available Memory vm.memory.size[available] / 60 
Total Swap Space system.swap.size[,total] / 1 
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Free Swap Space system.swap.size[,free] / 1 
Free Swap Space in % system.swap.size[,pfree] last(0)}<50 1 
Performance, CPU 
Context switches per second system.cpu.switches / 1 
CPU idle time system.cpu.util[,idle] / 1 
CPU user time system.cpu.util[,user] / 1 
CPU steal time system.cpu.util[,steal] / 1 
CPU system time system.cpu.util[,system] / 1 
CPU softirq time system.cpu.util[,softirq] / 1 
CPU iowait time system.cpu.util[,iowait] avg(5m)}>20 1 
CPU interrupt time system.cpu.util[,interrupt] / 1 
CPU nice time system.cpu.util[,nice] / 1 
Interrupts per second system.cpu.intr / 1 
Processor load (1 min) per core system.cpu.load[percpu,avg1] avg(5m)}>5 1 
Processor load (5 min) per core system.cpu.load[percpu,avg5] / 1 
Processor load (15 min) per 
core 
system.cpu.load[percpu,avg15] / 1 
Processes, Security 
Number of processes proc.num[] avg(5m)}>300 1 
Number of running processes proc.num[,,run] avg(5m)}>30 1 
Checksum of /etc/passwd vfs.file.cksum[/etc/passwd] diff(0)}>0 1 
Number of logged in users system.users.num / 1 
Tabela 4.4:  Osnovna predloga za operacijski sistem Linux 
Enako kot za Windows strežnike tudi tukaj uporabimo pravila samodejnega 
odkrivanja za datotečne sisteme in mrežne naprave. 
 
Name Item key Trigger Interval 
[min] 
Free disk space on {#FSNAME} vfs.fs.size[{#FSNAME},free] / 1 
Free disk space on {#FSNAME} (percentage) vfs.fs.size[{#FSNAME},pfree] last(0)}<10, last(0)}<2 1 
Free inodes on {#FSNAME} (percentage) vfs.fs.inode[{#FSNAME},pfree] last(0)}<20 1 
Total disk space on {#FSNAME} vfs.fs.size[{#FSNAME},total] / 60 
Used disk space on {#FSNAME} vfs.fs.size[{#FSNAME},used] / 1 
Incoming network traffic on {#IFNAME} net.if.in[{#IFNAME}] / 1 
Outgoing network traffic on {#IFNAME} net.if.out[{#IFNAME}] / 1 
Tabela 4.5:  Osnovna predloga samodejnega odkrivanja za operacijski sistem Linux 
Tudi tu v predlogo dodamo osnovne grafe: 
 
- promet na mrežni kartici (prihajajoči in odhajajoči); 
- poraba prostora na diskih; 
- poraba prostora Swap; 
- poraba spomina (RAM); 
- obremenitev CPU (1, 5, 15 min); 
- skoki CPU (context switches per second, interrupts per second);  
- utilizacija CPU (idle time, user time, steal time, system time, softirq 
time, iowait time, interrupt time, nice time). 
4.3.1.5.2 Mrežne naprave 
 
Za nadzor mrežnih naprav bomo uporabili dva pristopa: nadzor s pomočjo 
protokola SNMP in z orodjem PING. Zaradi varnosti se, kjer je le možno, odločimo 
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za uporabo protokola SNMP v3, ki nam omogoča avtentikacijo dostopa do same 
naprave in kriptiranje naših podatkov. 
Tipično v infrastrukturah najdemo zelo različne naprave – in tudi v našem 
primeru je tako. Nadzorovati moramo različna stikala, dostopovne točke, požarne 
zidove, usmerjevalnike itd. Naše želje po spremljanih parametrih se seveda 
razlikujejo od naprave do naprave. Pravzaprav si najprej želimo preveriti njeno 
dosegljivost (to dosežemo z orodjem PING), njene osnovne performance (poraba 
spomina, obremenitev CPU) ter dogajanje na samih portih (stanje portov, količina 
prometa v obe smeri, število napak …). 
Naredili bomo dve osnovni predlogi, ki bosta skupni večini naprav (eno za 
SNMP, drugo za PING).  
Ker se naprave med seboj razlikujejo in posledično uporabljajo različne OID-je 
(angl. Object Identifier) za spremljanje enakih elementov prek protokola SNMP, 
moramo narediti novi predlogi s popolnoma enakimi elementi, toda različnimi OID-ji 
(skladno z MIB-om, podprtim na posamezni napravi). 
Ker ima večina mrežnih naprav po več deset mrežnih vrat, si bomo delo lahko 
močno olajšali z uporabo samodejnega odkrivanja le-teh in se s tem izognili 
dodajanju nekaj sto elementov v predlogo. 
Zelo veliko pomembnih podatkov lahko pridobimo že z najosnovnejšim 
orodjem (PING), za katerega pripravimo spodnjo predlogo. 
 
Name Item key Trigger Interval [min] 
ICMP loss [%] icmppingloss min(5m)}>20 1 
ICMP ping icmpping max(#3)}=0 1 
ICMP response time [sec] icmppingsec avg(5m)}>0.15 1 
Tabela 4.6:  Osnovna predloga za orodje PING 
Osnovna predloga za orodje PING vsebuje tudi grafični prikaz vseh treh 
spremljanih parametrov. Omenjeno predlogo uporabljamo na vseh napravah, na 
katerih želimo preverjati dosegljivost (mrežne naprave, tiskalniki …). 
Predlogo SNMP lahko razdelimo na dva glavna dela, in sicer del, ki vsebuje 
osnovne parametre za zbiranje podatkov o napravi (število mrežnih vmesnikov, 
poraba spomina, model naprave, čas delovanja …), ter drugi del, ki vsebuje 
parametre za zbiranje podatkov o mrežnih vmesnikih (stanje, promet v obe smeri, 
število napak …) s pomočjo samodejnega odkrivanja. 
 
Osnovni del: 
Name Item key Trigger Interval [min] 
Model name deviceModel / 60 
Chassis serial Number deviceSerialNum / 60 
Chassis version deviceChassis / 60 
IOS Version ciscoIOS / 60 
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ROMMON version ciscoROMMON / 60 
Vendor name deviceVendor / 60 
CPU utilization avg last 5 sec cpmCPUMonIntervalValue / 1 
CPU utilization avg last 1 min cpmCPUTotal1minRev last(0)}>80 1 
CPU utilization avg last 5 min pmCPUTotal5minRev / 1 
Memory Free ciscoMemoryPoolFree last(0)}< 0.05 1 
Memory Pool Largest Free ciscoMemoryPoolLargestFree / 1 
Memory Usage ciscoMemUsage / 1 
Mamory Used ciscoMemoryPoolUsed / 1 
Memory Total ciscoMemoryTotal / 60 
Number of Network interfaces ifNumber / 60 
System up time sysUpTimeInstance last(0)}<600 5 
Tabela 4.7:  Osnovna predloga za mrežne naprave 
 
Za samodejno odkrivanje mrežnih vmesnikov najprej nastavimo predlogo tako, 
da ta preveri, katere vmesnike ima naša naprava. To naredimo s protokolom SNMP 
in OID-jem IF-MIB::ifDescr, ki nam vrne vse vsebovane vmesnike. Dejanska 
sintaksa se glasi discovery[{#SNMPVALUE},IF-MIB::ifDescr] in nam zapisuje 
vsako od najdenih vrednosti v spremenljivko #SNMPVALUE, ki jo potem uporabimo 
v predlogi. 
 
Naša predloga za vsak najden vmesnik nato preverja elemente iz spodnje tabele. 
 
Name Item key Trigger Interval [min] 
Admin Status ifAdminStatus[{#SNMPVALUE}] / 1 
Description ifDescr[{#SNMPVALUE}]  / 1 
InBroadcast Packets ifInBroadcastPkts[{#SNMPVALUE}] / 1 
In  Errors ifInErrors[{#SNMPVALUE}] / 1 
In Multicast Packets ifInMulticastPkts[{#SNMPVALUE}] / 1 
In Octets ifInOctets[{#SNMPVALUE}] / 1 
In Unicast Packets ifInUcastPkts[{#SNMPVALUE}] / 1 
Operational status ifOperStatus[{#SNMPVALUE}] / 1 
Out Broadcast Packets ifOutBroadcastPkts[{#SNMPVALUE}] / 1 
Out  Errors ifOutErrors[{#SNMPVALUE}] / 1 
Out Multicast Packets ifOutMulticastPkts[{#SNMPVALUE}] / 1 
Out Octets ifOutOctets[{#SNMPVALUE}] / 1 
Out Unicast Packets ifOutUcastPkts[{#SNMPVALUE}] / 1 
Speed ifSpeed[{#SNMPVALUE}] / 1 
Tabela 4.8:  Osnovna predloga samoodkrivanja za mrežne naprave 
 Za omenjeno predlogo želimo imeti še grafični prikaz pridobljenih podatkov 
za vrednosti procesorja, spomina in – najpomembneje – prometa na vseh mrežnih 
vmesnikih. Za pregleden pogled na promet vseh vmesnikov si lahko nastavimo 
enostavni pogled vseh na eni strani. To možnost najdemo pod zavihkom Screens. 
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Slika 4.4:  Pregled nad prometom po posameznih mrežnih vmesnikih 
4.3.1.5.3 Brezprekinitveno napajanje  
 
Za nadzor UPS-a (angl. UPS – Uninterruptible Power Supply) uporabimo 
protokol SNMP. UPS uporablja UPS MIB, definiran v RFC 1628 (http://www.rfc-
base.org/txt/rfc-1628.txt).   
 
Ključni elementi, ki jih želimo spremljati na UPS-ih, so: 
 
- ali je na UPS-ih prisoten alarm za kakršno koli napako? 
- ali UPS deluje na baterijah? 
- koliko časa nam preostane, če deluje na baterijah? 
 
Ker nam UPS omogoča sporočanje 24 različnih alarmov, smo se odločili za 
preverjanje prisotnosti le-tega, točen podatek pa lahko pridobimo iz spletnega 
vmesnika samega UPS-a. 
 
Znova naredimo predlogo, ki bo enaka za vse UPS-e.  
 
Name Item key (OID) Trigger Interval [sec] 
Alarm Present 1.3.6.1.2.1.33.1.6.1 last()}<>0 30 
UPS on Battery 1.3.6.1.2.1.33.1.6.3.2 last()}<>0 30 
Minutes on Battery remaining 1.3.6.1.2.1.33.1.2.3  last()}<>-1 30 
Tabela 4.9:  Osnovna predloga za nadzor UPS-ov 
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4.3.1.5.4 Multifunkcijske naprave 
 
Z nadzorom multifunkcijskih naprav lahko zelo olajšamo delo uporabnikom, 
saj lahko napako zabeležimo in tudi odpravimo mnogo prej, preden ta vpliva na same 
uporabnike. Naprave podpirajo protokol SMNP, ki ga bomo uporabili za nadzor nad 
stanjem tonerjev, opazovali pa bomo tudi dosegljivost same naprave z orodjem 
PING. Vse naprave, ki jih bomo nadzorovali, so od proizvajalca Konica Minolta, 
modeli pa so različni (Bizhub 4000, Bizhub 25e, Bizhub 224e, Bizhub 284e, Bizhub 
364e). 
 
Name Item key (OID) Trigger Interval [sec] 
Ping / max(#3)}=0 60 
Toner Remaining Black (224e, 284e) 1.3.6.1.2.1.43.11.1.1.9.1.4 last()}<3 3600 
Toner Remaining Cyan (224e, 284e) 1.3.6.1.2.1.43.11.1.1.9.1.1 last()}<3 3600 
Toner Remaining Magenta (224e, 284e) 1.3.6.1.2.1.43.11.1.1.9.1.2 last()}<3 3600 
Toner Remaining Yellow (224e, 284e) 1.3.6.1.2.1.43.11.1.1.9.1.3 last()}<3 3600 
Toner Remaining Black (bh25, 364e) 1.3.6.1.2.1.43.11.1.1.9.1.1 last()}<3 3600 
Drum Remaining (bh25, 364e) 1.3.6.1.2.1.43.11.1.1.9.1.2 last()}<3 3600 
Toner Black Remaining (bh4000) – vrnjeno 
vrednost je treba deliti z 200 
1.3.6.1.2.1.43.11.1.1.9.1.1 last()}<3 3600 
Tabela 4.10:  Osnovna predloga za nadzor multifunkcijskih naprav 
V zgornji tabeli lahko opazimo, da različne naprave istega proizvajalca 
uporabljajo enake identifikatorje (OID) za različne vrednosti. Na različnih napravah 
je namreč enak OID, na primer: enkrat vrne vrednost preostanka tonerja Cyan, na 
drugi pa črnega tonerja. 
4.3.2  OTRS 
Orodje OTRS (angl. Open-source Ticket Request System) bomo uporabili za 
vzpostavitev sistema podpore uporabnikom prek elektronskih zahtevkov. Omogoča 
nam vodenje incidentov prek preglednih zahtevkov, s katerimi manipuliramo s 
pomočjo spletnega vmesnika. Zahtevke lahko prejemamo prek spletnega vmesnika, 
e-sporočil, agenti pa jih lahko na podlagi telefonskih pogovorov vnašajo tudi ročno.  
Prva izdaja programske opreme je bila leta 2001, njena peta različica (OTRS 
5.0.5) pa je bila izdana decembra 2015. Od vsega začetka je napisana v programskem 
jeziku Perl. 
OTRS lahko namestimo na veliko večino operacijskih sistemov Linux in Unix 
z majhnimi zahtevami po strojni opremi (za manjšo postavitev npr. potrebujemo 
2GHz CPU, 2Gb RAM in 160 Gb HDD). Za svoje delovanje potrebuje eno od 
podprtih podatkovnih baz: MySQL, PostgreSQL ali Oracle. 
Aplikacija je zelo prilagodljiva, saj vsebuje več kot 1400 modulov, ki jih lahko 
prilagodimo tako, da ustrezajo našim željam in specifikacijam. Kot merilo za 
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obsežnost same aplikacije lahko vzamemo administratorski priročnik, ki obsega 
skoraj 600 strani. 
4.3.2.1 Namestitev 
Znova bomo uporabili operacijski sistem CentOS 7 (minimalna instalacija). 
Virtualnem strežniku smo dodelili 2 CPU in 2Gb RAM. 
Pred namestitvijo OTRS-a moramo namestiti naslednje pakete: httpd, 
mod_perl, mariadb-server, mariadb, ter poskrbeti, da se ob zagonu strežnika zaženeta 
httpd (Apache) in mariadb (MySQL). 
 
Naložimo in odpakiramo OTRS v /opt/otrs in dodamo novega uporabnika: 
 
wget http://ftp.otrs.org/pub/otrs/otrs-5.0.7.tar.bz2 
tar jxvpf otrs-5.0.7.tar.bz2 
mv otrs-5.0.7 otrs 
 
useradd -d /opt/otrs/ -c 'OTRS user' -G apache otrs 
 
Namestiti moramo še določene module PERL:  
 
yum -y install "perl(ExtUtils::MakeMaker)" "perl(Sys::Syslog)" "perl(Archive::Tar)" 
"perl(Archive::Zip)" "perl(Crypt::Eksblowfish::Bcrypt)" "perl(Crypt::SSLeay)" 
"perl(Date::Format)" "perl(DBD::Pg)" "perl(Encode::HanExtra)" 
"perl(IO::Socket::SSL)" "perl(JSON::XS)" "perl(Mail::IMAPClient)" 
"perl(IO::Socket::SSL)" "perl(ModPerl::Util)" "perl(Net::DNS)" "perl(Net::LDAP)" 
"perl(Template)" "perl(Template::Stash::XS)" "perl(Text::CSV_XS)" 
"perl(Time::Piece)" "perl(XML::LibXML)" "perl(XML::LibXSLT)" 
"perl(XML::Parser)" "perl(YAML::XS)" 
 
Manjkajoče module PERL lahko preverimo s priloženo skripto 
(/opt/otrs/bin/otrs.CheckModules.pl). 
 
V zadnjem koraku gremo na IP strežnika – /otrs/installer.pl, kjer sledimo navodilom. 
Vnesti moramo podatke o bazi (naslov, ime baze, uporabniško ime in geslo) in s tem 
končamo namestitev. 
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Ker imamo bazo vseh uporabnikov našega portala za uporabnike v Windows 
Active Directory, moramo omogočiti avtentifikacijo LDAP. Dokumentacijo najdemo 
v /opt/otrs/Kernel/Config/Defaults.pm. 
Za samo integracijo z LDAP-om in možnost avtentifikacije uporabnikov 
moramo vnesti spodnje nastavitve v konfiguracijsko datoteko, ki se nahaja v 
/opt/otrs/Kernel/Config.pm. 
 





#  (customer user ldap backend and settings) 
    $Self->{CustomerUser} = { 
        Name => 'LDAP Backend', 
        Module => 'Kernel::System::CustomerUser::LDAP', 
        Params => { 
            # ldap host 
            Host => 'host.domena.si', 
            # ldap base dn 
            BaseDN =>'OU=Users,DC=domena,DC=si', 
            # search scope (one|sub) 
            SSCOPE => 'sub', 
            # The following is valid but would only be necessary if the 
            # anonymous user does NOT have permission to read from the LDAP tree 
            UserDN => 'uporabniško_ime@domena.si', 
            UserPw => 'geslo', 
            # in case you want to add always one filter to each ldap query, use 
            # this option. e. g. AlwaysFilter => '(mail=*)' or AlwaysFilter => 
'(objectclass=user)' 
            AlwaysFilter => '', 
            # if the charset of your ldap server is iso-8859-1, use this: 
            # SourceCharset => 'iso-8859-1', 
            # die if backend can't work, e. g. can't connect to server 
            Die => 0, 
            # Net::LDAP new params (if needed - for more info see perldoc Net::LDAP) 
            Params => { 
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                port    => 389, 
                timeout => 120, 
                async   => 0, 
                version => 3, 
            }, 
        }, 
        # customer unique id 
        CustomerKey => 'sAMAccountName', 
        # customer # 
        CustomerID => 'mail', 
        CustomerUserListFields => ['cn', 'mail'], 
        CustomerUserSearchFields => ['sAMAccountName', 'cn', 'mail'], 
        CustomerUserSearchPrefix => '', 
        CustomerUserSearchSuffix => '*', 
        CustomerUserSearchListLimit => 1000, 
        CustomerUserPostMasterSearchFields => ['mail'], 
        CustomerUserNameFields => ['givenname', 'sn'], 
        # show now own tickets in customer panel, CompanyTickets 
        CustomerUserExcludePrimaryCustomerID => 0, 
        # add a ldap filter for valid users (expert setting) 
        # CustomerUserValidFilter => '(!(description=gesperrt))', 
        # admin can't change customer preferences 
        AdminSetPreferences => 0, 
        # cache time to live in sec. - cache any ldap queries 
        CacheTTL => 0, 
        Map => [ 
# note: Login, Email and CustomerID needed! 
# var, frontend, storage, shown (1=always,2=lite), required, storage-type, http-link, 
readonly 
            [ 'UserTitle',      'Title',      'title',           1, 0, 'var', '', 0 ], 
            [ 'UserFirstname',  'Firstname',  'givenname',       1, 1, 'var', '', 0 ], 
            [ 'UserLastname',   'Lastname',   'sn',              1, 1, 'var', '', 0 ], 
            [ 'UserLogin',      'Username',   'sAMAccountName',  1, 1, 'var', '', 0 ], 
            [ 'UserEmail',      'Email',      'mail',            1, 1, 'var', '', 0 ], 
            [ 'UserCustomerID', 'CustomerID', 'mail',            0, 1, 'var', '', 0 ], 
         # [ 'UserCustomerIDs', 'CustomerIDs', 'second_customer_ids', 1, 0, 'var', '', 0 ], 
            [ 'UserPhone',      'Phone',      'telephonenumber', 1, 0, 'var', '', 0 ], 
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            [ 'UserAddress',    'Address',    'postaladdress',   1, 0, 'var', '', 0 ], 
            [ 'UserComment',    'Comment',    'description',     1, 0, 'var', '', 0 ], 
        ], 
    }; 
 
V zadnjem delu lahko po želji dodajamo dodatna polja, ki jih želimo prebrati iz 
našega Active Directoryja. 
 
Zdaj omogočimo še prijavo uporabnikom LDAP:  
 
##LDAP avtentifikacija uporabnikov: 
 
    $Self->{'Customer::AuthModule'} = 'Kernel::System::CustomerAuth::LDAP'; 
    $Self->{'Customer::AuthModule::LDAP::Host'} = 'host.domena.si'; 
    $Self->{'Customer::AuthModule::LDAP::BaseDN'} = 
'OU=Users,DC=domena,DC=si''; 
    $Self->{'Customer::AuthModule::LDAP::UID'} = 'sAMAccountName'; 
 
    $Self->{'Customer::AuthModule::LDAP::SearchUserDN'} = 
'uporabniško_ime@domena.si'; 
    $Self->{'Customer::AuthModule::LDAP::SearchUserPw'} = 'geslo'; 
 
Prijavo uporabnikov bi lahko omejili tudi na članstvo v določeni AD-skupini, česar 
pa v tem primeru nismo storili. 
4.3.2.2 Konfiguracija 
Za vodenje zahtevkov smo si postavili določene specifikacije: 
 
- uporabniki morajo zahtevke oddajati prek spletne strani – s tem lahko 
zahtevamo vnos več polj, kot če se zahtevki pošiljajo prek e-pošte; 
- po odprtju zahtevka mora biti znotraj zahtevka mogoča komunikacija 
IT–uporabnik prek e-pošte; 
- po zaprtju zahtevka ni več možno pošiljati e-pošte v zvezi z že zaprtim 
zahtevkom. 
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Slika 4.5:  Administratorska konzola OTRS 
Dostop do spletnega vmesnika OTRS je razdeljen na dva dela: uporabniškega 
(naše stranke) in administrativnega (administratorji in agenti). Do njih dostopamo 
prek dveh različnih modulov PERL: strežnik.domena.si/otrs/index.pl in 
/otrs/customer.pl. 
Module, ki nam omogočajo posodobitve aplikacije, lahko najdemo na spletnem 
vmesniku pod zavihkom System Administration – SysConfig. Za zadostitev naših 
zahtev moramo nekaj aplikacij posodobiti. 
Da omogočimo komunikacijo med agentom in uporabniki prek e-pošte, 
moramo imeti e-poštni predal, v katerem bodo e-poštna sporočila. E-naslov za 
prejemanje e-pošte vnesemo v zavihku Email Settings – PostMaster Mail Accounts. 
Privzeto bo OTRS novo pošto v tem poštnem nabiralniku preverjal na vsakih pet 
minut, kar je za naše potrebe premalo. Čas preverjanja spremenimo na minimalno 
vrednost ene minute v modulu Daemon::SchedulerCronTaskManager::Task, kjer 
določimo, na koliko časa Daemon na strežniku požene Cronjob, ki preveri poštni 
predal. 
Za pošiljanje pa moramo v modul Core::Sendmail v delu 
SendmailModule::Host vnesti SMTP-naslov našega e-poštnega strežnika. 
Da bi onemogočili ustvarjanje novih zahtevkov, prek e-pošte posodobimo 
konfiguracijo v modulu Core::PostMaster, kjer nastavimo filter 
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PostMaster::PreFilterModule###3-NewTicketReject, ki nam zavrne vsa poštna 
sporočila, ki v zadevi nimajo veljavne številke zahtevka. 
Za vzpostavitev sistema zahtevkov moramo narediti čakalne vrste, kamor se 
bodo razvrstili uporabniki glede na specifiko problema (uporabnikova določitev pri 
vnašanju zahtevka). Pred tem moramo določiti še skupine, ki bodo upravljale z 
našimi čakalnimi vrstami (zavihek Agent Management – Groups). Naredimo dve 
skupini, ki bosta skrbeli za dva različna dela podpore uporabnikov, ki jih nudimo: IT 
Navision Administrators in IT System Administrators. 
 
Zdaj naredimo tri različne čakalne vrste, in sicer: 
 
- IT Helpdesk (IT-podpora uporabnikom); 
- IT Navision Helpdesk (podpora uporabnikom pri finančni aplikaciji 
Microsoft Dynamics NAV); 
- Junk (ker zahtevkov ne moremo ročno brisati, jih razvrstimo v neko 
čakalno vrsto in nastavimo samodejno brisanje vseh zahtevkov v njej na 
določen čas). 
 
Vsaki čakalni vrsti moramo določiti skupino, ki bo upravljala s čakalno vrsto (polje 
Group). 
 
Slika 4.6:  Ustvarjanje čakalnih vrst v OTRS-u 
Zdaj lahko začnemo z dodajanjem agentov in njihovo razvrstitvijo v določene 
čakalne vrste. Agente dodamo v zavihku Agent Management – Agents in jim 
določimo skupine, del katerih bodo (Agents <-> Groups). Vsakemu agentu lahko 
natančno določimo, kakšne pravice ima v določeni skupini, pri čemer uporabimo 
nastavitev, da lahko agent – tudi če ni del skupine, vanjo prestavi zahtevek (primer 
uporabnikovega napačnega izbora čakalne vrste). 
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Slika 4.7:  Določanje pravic agentom v OTRS-u 
Zdaj se lahko prijavimo kot agent, kjer vidimo spodnjo nadzorno ploščo. 
 
Slika 4.8:  Nadzorna plošča za agente v OTRS-u 
Spletni vmesnik, kamor bodo dostopali uporabniki, bi želeli posodobiti tako, da 
bi ustrezal barvam našega podjetja in bi nosil naš logotip namesto privzetega. 
Konfiguracijsko CSS-datoteko spletnega vmesnika najdemo v: 
/opt/otrs/var/httpd/htdocs/skins/Customer/default/css/Core.Default.css. 
 
Logotip podjetja moramo namestiti na strežnik in ga nastaviti prek modula 
Frontend::Customer. 
 
Ponastavljen spletni vmesnik za uporabnike si lahko ogledamo na spodnji sliki. 
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Slika 4.9:  Spletni vmesnik za uporabnike OTRS-a 
4.3.3  OCS 
Orodje OCS-NG (angl. Open Computer and Software Inventory Next 
Generation) je prav tako kot preostale dozdajšnje implementirane rešitve 
odprtokodno in brezplačno. Programska oprema je od svoje prve izdaje leta 2007 
izdana pod licenco GNU General Public. OCS-NG zbira podatke o strojni in 
programski opremi naprav na mreži, pri čemer podatke pridobiva prek agentov, ki 
morajo biti nameščeni na sami napravi. Dodatno omogoča nameščanje programske 
opreme skupinam naprav z nameščenim agentom OCS-NG. 
4.3.3.1 Arhitektura 
OCS-NG uporablja arhitekturni model klient–strežnik. Klient predstavlja 
agenta, ki mora biti nameščen na napravi, iz katere želimo pridobivati podatke o 
strojni in nameščeni programski opremi. 
Strežnik za upravljanje je sestavljen iz štirih posameznih strežniških vlog: 
podatkovni strežnik, komunikacijski strežnik, strežnik uvajanja, administrativna 
konzola, ki v večini primerov tečejo na istem strežniku. 
Agenti zbrane podatke z naprav pošiljajo v formatu XML z uporabo protokola 
HTTP. Spodnja slika predstavlja shemo sistema OCS-NG. 
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Slika 4.10:  Arhitektura OCS-NG 
4.3.3.2 Namestitev in konfiguracija 
Za namestitev tudi v tem primeru uporabimo operacijski sistem Cent OS 7 
(minimalna instalacija). Virtualnemu strežniku smo dodelili 2 CPU in 2Gb RAM. 
Pred namestitvijo OCS-NG moramo namestiti naslednje pakete: httpd, 
mod_perl, mariadb-server, mariadb, in poskrbeti, da se ob zagonu strežnika zaženeta 
httpd (Apache) in mariadb (MySQL). 
 
Namestitveni paket RPM najdemo v repozitoriju programske opreme epel. 
 
yum  install epel-release 
yum install ocsinventory 
 
Po končani namestitvi na spletni konzoli http://IP-strežnika/ocsreports/install.php 
končamo namestitev, pri čemer moramo vnesti podatke o bazi in ustvariti shemo. 
Preden začnemo z uporabo, spremenimo še privzeto geslo na pravkar ustvarjeni 
podatkovni bazi: 
 
# mysql -uroot –proot_geslo 
MariaDB> UPDATE mysql.user SET Password = PASSWORD('Novo_geslo') 
WHERE User = 'ocs'; 
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MariaDB> FLUSH PRIVILEGES; 
MariaDB> exit 
 





Osnovno namestitev smo s tem končali. Spletno konzolo najdemo na naslovu 
http://IPstrežnika/ocsreports. 
 
Za nameščanje agentov na naprave bomo zaradi večje količine uporabili orodje 
za skupinsko upravljanje politik (Microsoft Windows group policy management 
console), pri čemer za skupine naprav z nameščenim operacijskim sistemom 
Windows nastavimo samodejno namestitev agenta (če še ni nameščen) pred prijavo 
uporabnika v operacijski sistem. 
 
Slika 4.11:  Primer pridobljenih podatkov z računalnika 
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5  ZAKLJUČEK 
V diplomskem delu smo želeli preveriti, ali lahko v našem poslovnem okolju 
brezplačne odprtokodne rešitve uporabljamo enako uspešno kot druge plačljive 
komercialne rešitve. Poiskali smo najbolj primerne odprtokodne rešitve, ki bi 
zadostile našim potrebam in rešile problematiko, s katero smo se srečevali. Za 
zadostitev naših potreb smo v naše produkcijsko okolje morali implementirati tri 
različna orodja. 
Za nudenje pomoči uporabnikom prek sistema zahtevkov smo uporabili 
odprtokodno rešitev OTRS, ki jo trenutno uporabljamo za vodenje podpore približno 
200 uporabnikom. Komplementarna tej je rešitev za samodejno vodenje evidence 
strojne in nameščene programske opreme na prenosnih in stacionarnih računalnikih 
uporabnikov, v kateri bomo imeli evidenco približno 150 naprav.  
Najpomembnejša med njimi pa je implementacija sistema za nadzor celotnega 
informacijsko-komunikacijskega sistema. Za diplomsko delo smo uporabili orodje 
Zabbix, s katerim trenutno nadzorujemo 108 različnih naprav (fizični in virtualni 
strežniki, mrežne naprave, multifunkcijske naprave, neprekinjeno napajanje). Orodje 
na teh napravah v trenutni obliki spremlja skupno več kot 7000 elementov, ima 
nastavljenih 1400 alarmov in naredi povprečno 95 poizvedb na sekundo. 
Med ustvarjanjem diplomskega dela si je odprtokodna skupnost pridobila naše 
veliko spoštovanje, kajti brez pričakovanega plačila ustvarja rešitve, ki so praktične, 
zanesljive in za vse uporabnike večinoma brezplačne. V tem trenutku težko najdemo 
argumente, ki bi nas prepričevali o neprimernosti uporabe odprtokodnih rešitev v 
poslovnem okolju. 
Implementirane rešitve dobro opravljajo svojo nalogo, delujejo zanesljivo in z 
njimi smo več kot zadovoljni. Na tem mestu lahko na vprašanje Ali lahko z uporabo 
odprtokodnih rešitev zadostimo našim potrebam? vsekakor odgovorimo pritrdilno. 
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