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Introduction
In classical mechanics one describes the equation of motion by Hamiltonian systems of the form [2] dq j dt = ∂H ∂p j dp j dt = − ∂H ∂q j ( j = 1,...,n), (1.1) where q = (q 1 ,..., q n ) ∈ R n , p = (p 1 ,..., p n ) ∈ R n , and H = H(q, p) is a smooth function on an open domain Ω of R 2n .
It is customary to introduce the "Poisson bracket" {F, G} for two functions F,G ∈ C 1 (Ω) by [7] {F, G} = 
the gradients dF j are linearly independent in Ω.
The first condition expresses that the F j are integrals; the second one means that any two such integrals commute. The third condition is a requirement for nondegeneracy, which we will have to relax frequently.
Since Cao introduced the nonlinearization method to search for finite-dimensional completely integrable Hamiltonian systems [3] [4] [5] [6] associated with soliton equations, numerous such systems have been obtained by many mathematicians [8-12, 14, 15] .
In this paper, we consider the integrable systems associated with the polynomial eigenvalue problem
Equation (1.6) is associated with the Harry-Dym (HD) equation
Remark 1.3. Actually, spectral problem (1.6) generates the Camassa-Holm (CH) equation in its negative-order hierarchy, whereas it produces the HD equation (1.7) in its positiveorder hierarchy [9] . Both hierarchies are integrable. When n = 2,
Equation (1.8) is associated with the following coupled Harry-Dym (CHD) equation:
(1.9)
We have already obtained the integrable Hamiltonian systems associated with HarryDym and coupled Harry-Dym equations [13] . For general positive integer n, the associated integrable system is given in this paper. In the next section, we give the Hamiltonian system associated with the polynomial eigenvalue problem, and in Section 3, we obtain the involutive integrals and prove they are linearly independent.
The Hamiltonian system
Consider the evolution equation
where
From the solvability condition of (1.5) and (2.1), the hierarchy of evolution equations of potentials v = (v 1 ,...,v n ) T can be written as
Also, from the solvability condition, it is found that b k satisfies
are the Lenard pair of operators
It is evident that if φ is a solution of (1.5), then
Rewrite it as
Letting P = ∞ j=0 P j λ − j ; we find that P j satisfies the same relationship (2.4) as b j does. Multiplying both sides of (2.10) by P and integrating it once, we get
(2.12) Proposition 2.1. Let λ j be an eigenvalue of (1.5) and φ j an eigenfunction corresponding to λ j . Then Then
where ·, · is the standard inner-product in R N , Λ = diag(λ 1 ,...,λ N ). From (2.4), (2.14), and (2.15), we have
which yields
By making use of the recursion formula of v k , we have the following proposition.
Proposition 2.2. The constraint between the potentials and the eigenfunctions (1.5) is of the form
where a j = (−1) j ( j + 1), a 0 = 1, and φ j , λ j satisfy (1.5) .
We now consider the following system instead of (1.5): 
By using the identity 
Involutivity and integrability
Consider the constraint of (2.12)
where subscript A means to substitute b j = Λ j+1 q, q into (2.12). So
Through direct calculations from (2.18), (2.19), and (2.24), we have
It is known (see Cao [3] ) that G k are in involution. Using the identity
we can show by straightforward calculations that
Since all λ k are distinct, the are functionally independent. So we have the following proposition.
Proposition 3.1. The Hamiltonian system (R 2N ,dp ∧ dq,H 0 ) is completely integrable in the sense of Liouville.
Consider the systems obtained from (2.1) 
