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Abstract. The dissociation of a diatomic molecule in low frequency polychromatic fields of moderate 
intensities is studied. Genetic Algorithm is invoked to search out a set of four optimal non-resonant fre-
quencies (ω1 – ω4), intensities (ε1 – ε4) the and phase angles (δ1 – δ4), for achieving a facile photo disso-
ciation. Time-dependent Hellmann–Feynman theorem is used to gain insight into the frequency resolved 
energy absorption pattern. The ‘quantum phase space’ structures indicate occurrence of bond breaking 
dynamics akin to the classical one. 
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1. Introduction 
The response of free atoms and molecules in strong 
radiation field has attracted a lot of theoretical and 
experimental attention in the recent years. The theo-
retical interest primarily stems from the fact that the 
interaction between matter and radiation in strong 
field regimes poses questions that are yet to be an-
swered fully. On the experimental front the problem 
of realizing appropriate laser intensity, frequency, 
pulse shape and duration required for the emergence 
of observable strong field effects, tend to raise fun-
damental questions concerning absorbability of such 
effects. Nevertheless, efforts are on for understand-
ing and solving the problems both at the theoretical 
and experimental levels. Thus photo electron spec-
troscopy of neutral atoms in strong fields has  
detected above threshold ionization peaks,1,2 while 
emission spectroscopy of neutral atoms in intensity 
regimes where nonlinear atomic response becomes 
appreciable, has revealed the appearance of new fre-
quencies at higher multiples of the driving frequen-
cies.
3
 It is conceivable that similar phenomena can 
be observed in molecular multi-photon excitations.
4
 
There have been studies on the photo fragmentation 
of small molecular systems in intense laser fields 
where the dynamics occurs on rather short time 
scales ≤ 10 fs raising questions pertaining to the  
expected behaviour of molecular vibrations under  
intense laser irradiations.
5,6
 The dynamics of a peri-
odically driven Morse oscillator has been a good 
model for understanding the behaviour of molecular 
vibrations under the influence of continuous irradia-
tion.7–10 It has been demonstrated through numerical 
experiments that at intensities <10
14
 W/cm
2
 the dis-
sociation probability (Pd) is less than 10
–5
 when 
monochromatic continuous sub-picosecond pulsed 
IR laser is used.6 The anharmonicity of the vibra-
tional potential has been known to be responsible for 
the low dissociation probability at such intensities. 
 Photo-dissociation takes place when the energy 
eigen-states reached by the photo absorption are in 
the continuum. From an experimental point of view, 
the control of a photo-dissociation event requires 
light sources that generate (ω1, ω2, ω3, ω4, etc.) fre-
quencies. The sources may be pulsed or continuous 
wave lasers. Nonlinear theory of classical Hamilto-
nian systems has been known to predict phase de-
pendence of photo dissociation probability when 
two laser intensity sources are used.
11,12
 If the first 
laser is kept constant just above the single laser dis-
sociation threshold, the addition of a second laser 
suppresses the dissociation indicating, as if, bond 
hardening has taken place. The bond hardening  
diminishes as the phase difference between the two 
lasers increases. It has been argued from the classi-
cal nonlinear dynamical point of view that variations 
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in phase and intensity may cause appearance or dis-
appearance of stability islands corresponding to the 
common resonance with the lowest energy deforma-
tion, and movement of the region of Kolmogorov–
Arnold–Moser Tori that survive from the undriven 
system. The second is supposed to be the main  
origin of the phase space stabilization and phase  
dependence.13,14 The question of correspondence  
between the classical results and the quantum  
mechanical analogue largely remains to be probed. 
 If the single laser has a frequency much below the 
dissociation threshold, a bottle-necking to dissocia-
tion is usually observed unless the intensity is very 
high. The origin of the bottle-necking here lies in 
vibrational anharmonicity. The anharmonicity bottle-
neck to dissociation can be overcome with appropri-
ately chirped pulses in which the frequency is so 
modulated that the anharmonicity in the spacings of 
the particular vibration is matched.5,6 At higher  
intensities the coupling between the field and the  
oscillator may be strong enough to create dressed 
states of the oscillator completely obliterating the 
anharmonicity bottle neck. The dissociation rate, in 
fact has strong non-linear dependence on the inten-
sity of the radiation. Another way of bypassing the 
bottle-necking problem is multi-photon dissociation 
of a diatomic species using a bi-chromatic field with 
controlled phase difference.15,16 The use of poly-
chromatic fields with carefully chosen frequencies, 
intensities and phases, may modify the underlying 
structures in the phase space and thereby influence 
dissociation probabilities and rates favourably. 
 With this background in view, we propose to  
investigate the photo-dissociation dynamics of a het-
ero diatomic molecule in continuous IR laser fields 
with four different frequencies (ω1, ω2, ω3, ω4) none 
of which are ‘on-resonance’ or have ‘above thresh-
old’ intensity. The focus of the investigation has 
been: (i) to explore the dependence of photo-
dissociation rate and probability on frequency ratio; 
(ii) to find out the best set of four non-resonant fre-
quencies and the corresponding below threshold  
intensities that lead to faster and more complete dis-
sociation; (iii) to find out the frequency resolved  
energy gain pattern; (iv) to understand the nature of 
the bond stretching dynamics and the motion of the 
system in the so called ‘quantum phase space’—
with a view to asserting is there any signature of 
bond hardening? 
 We carry out the proposed calculations in the 
framework of time-dependent Fourier Grid Hamil-
tonian method and use the time-dependent Hell-
mann–Feynman theorem to partition the total energy 
input over component frequencies. Floating point 
Genetic Algorithm17–20 has been used to search out 
the optimal frequency ratio, intensities and phase 
angles for different components of the polychro-
matic field. 
2. Methodology 
2.1 The TDFGH formulation 
The TDFGH method
21–23
 follows quite easily and 
naturally when the time-dependent variational recipe 
is invoked within the framework of the FGH
24,25
 
method. We can describe of a diatomic molecule-
poly-chromatic field system, by a one-dimensional 
time-dependent Hamiltonian H(x, t) where, 
 
 H(x, t) = T(x) + V0(x) + V(x, t),  (1) 
 
for linear coupling (no electrical anharmonicity) 
 
 
1
( , ) | | sin( ),
n
i i i
i
V x t x e tε ω δ
=
= +∑  (2) 
 
and 
 
 
1
1
( , ) ( ) | | sin( ),
n
i i i
i
V x t f x x e tε ω δ
=
= +∑  (3) 
where 
 
2
( ) /
( ) ,e
x x bf x e− −=  (4) 
 
for a Gaussian type of coupling (electrical har-
monicity is present) b in (4) is so chosen that the  
dipole moment displays maximum around ν = 8–10 
before falling to zero value as x → ∞. So the time-
dependent Hamiltonian describing our system can be 
represented as  
 
 H(x, t) = T(x) + V 0(x) + V(x, t) or V1(x t), (5) 
 
    = h
0
(x) + V(x, t) or V1(x, t), (6) 
 
where V
 0
(x) is the appropriate Morse potential de-
scribing the diatomic species. εi is the intensity of 
the electric field of the radiation of frequency ωi and 
phase δi and n is the number of component frequen-
On optimal designing of low frequency polychromatic fields 
 
759
cies present. At t = 0, the initial states are eigen-
states 0 ( )
i
xφ  of the isolated Morse oscillator Hamil-
tonian h
0
(x) while for t > 0 the wave function ψ (x, t) 
can be described by a time-dependent superposition 
of the unperturbed eigenstates of the Morse oscilla-
tor, i.e. 
 
 0
1
| ( , ) ( ) | ( , ) ,
i
i
x t a t x tψ φ〉 = 〉∑  (7) 
 
where 
0
1
| ( ) |x
n
i p px x xφ =〉 = ∑ 〉Δ  in the FGH representa-
tion
24,25
 of the unperturbed function. In TDFGH
21–23
 
method we represent |ψ
 
(x, t)〉 on a uniformly discre-
tized grid (spacing Δx, length l, no. of grid points nx) 
with time-dependent grid point amplitudes as fol-
lows 
 
 | ( , ) ( ) | ,
x
n
p p
p
x t w t x xψ 〉 = 〉Δ∑  (8) 
 
with the orthogonality conditions on the grid speci-
fied as 
 
 〈xp|xq〉Δx = δpq. (9) 
 
Application of Dirak–Frenkel variational princi-
ple
26,27
 then leads to the evolution equations of the 
grid point amplitudes wp(t) as follows 
 
 
1
( ) | ( , ) | ( ), 1,2, ... .
x
n
p p q q x
q
i w t x H x t x w t p n
=
= 〈 〉 =∑   
 (10) 
These equations can be numerically integrated once 
values of wp(t = 0) are provided. For the optimiza-
tion of field parameters the dissociation probability 
at a given instant is computed without the imposi-
tion of absorbing boundary condition as follows. We 
compute the generalized overlap amplitudes of 
|ψ
 
(x, t)〉 with all the nb numbers of bound states of 
the unperturbed Morse oscillator. The dissociation 
probability at time t is given by 
 
 
2
0
( ) 1 ( ),
bn
d i
i
P t s t
=
= −∑  (11) 
where 0 | ( , ) .
i i
s x tϕ ψ= 〈 〉  Therefore, 
 
0 2
0
( ) 1 | | ( , ) | ,
bn
d i
i
P t x tφ ψ
=
= − 〈 〉∑  (12) 
Pd grows in time with oscillations and the slope of 
ln Pd(t) with respect to t gives the instantaneous dis-
sociation rate constant Kd(t). Computed this way 
may still Kd(t) have a lot of oscillations. For a more 
meaningful presentation of dissociation rate constant 
ln Pd(t) may be averaged over a number of time 
steps (t = nΔt, n = 1000, typically) 
 
 
0
1
( ) ( )d .
t
d d
P t P t t
t
′ ′= ∫  (13) 
2.2 The genetic algorithm used for optimization 
( )
d
P t T=  is expected to be a function of the compo-
nent frequencies (ω1 – ω4), the corresponding inten-
sities (ε1 – ε4) and the phase angle δ1 – δ4. The 
parameters are optimized by a floating point genetic 
algorithm developed by us.28 The strings Sk ≡ 
1 2 3 4 1 2 3 4 1 2 3 4
( , , , , , , , , , , , )k k k k k k k k k k k kS ω ω ω ω ε ε ε ε δ δ δ δ  are 
one-dimensional arrays containing all the informa-
tion about the four component field. The constraints 
on the variables are the following: 
 
 
01 01
. .0 75 1 25 ,
k
i
i
ω ω ω≤ ≤∑     (13A) 
 
 2
0
,
i
i
ε ε=∑  (13B) 
 
 2 2 , 1,2,3,4.
i
iπ δ π− ≤ ≤ =  (13C) 
 
The fitness function of the kth string (which is 
sought to be maximized) is defined as follows: 
 
 
2
( )
,
k
f e π λ−=  (14) 
 
where T is the time required to reach the value 
Pd(T) = 0⋅8 (see (12) for the definition of Pd(T) and 
λ is a scalar chosen by the user. Roulette wheel  
selection with arithmetic crossover, mutation, diver-
sification
28
 on a population of size Np = 10 has been 
used. The crossover probability , mutation pro-
bability pm, and diversification probability pd have 
been kept fixed at 0⋅80, 0⋅40 and 0⋅04, respectively. 
The mixing amplitude for crossover has been set at 
fc = 0⋅75 ± 0⋅25 depending on whether the random 
number r(0 < r < 1) generated at the crossover stage 
is less than or greater than 0⋅5. The mutation inten-
sity fm and the diversification intensity fd have been 
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allowed to vary dynamically following the scheme 
outlined below. 
 Let Nf be the number of offsprings in a generation 
with the maximum fitness value. If Nf /Np < 0⋅1 we 
reset either the mutation or diversification intensity 
fm = 0⋅9*fm or fd = 1⋅1*fd, randomly while if 
Nf /Np ≥ 0⋅3, we reset the same parameters with  
either fm = 1⋅1*fm or fd = 0⋅9*fd, randomly. If fm ≥ 10 
or fd ≤ 10
–10
, the process is terminated. After selec-
tion, crossover, mutation or diversification, 50 per-
cent of the offsprings are chosen on the basis of 
elitist screening while the remaining 50 percent are 
chosen randomly. 
 Once the optimal parameter sets are found, we do 
a final calculation of Pd(t) and the dissociation rate 
by using the absorbing boundary condition.
29
 The 
rate of the decrease of the norm N(t) of the wave 
function directly gives the dissociation rate while 
N(t)/N(0) gives Pd(t), the dissociation probability at 
time t. 
 The energy E delivered to the oscillator by the  
radiation of frequency ωi is computed from time-
dependent Hellman–Feynman theorem as follows 
 
 
( ) d
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d d
d E H
x t x t
t t
ψ ψ=  
  
1
| | cos( ) ( , ) | ( ) | ( , )
n
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i
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i
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where 
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t
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Average energy delivered over the time span t at fre-
quency ωi one optical cycle at frequency ωi is 
 
 
0
1
( ) | | cos( ) ( ) d .
t
i i i i i t
t e t f x x t
t
ε ω ε ω δ′ ′= + 〈 〉∫  (18) 
 
The integration is done numerically. The average 
numbers of photons of frequency ωi absorbed over a 
time span of t is given by 
 
 
( )
( ) .i
i
i
t
n t
ε
ω
=

 (19) 
Equation (18) and (19) are used to compute the fre-
quency resolved energy gain pattern of the molecule 
along with the number of photons absorbed. 
3. Results and discussion 
We have initially experimented (numerically) with 
different two, three and four component fields. It 
turns out that optimal designing works best for a 
four component polychromatic field. No significant 
effects of designing could be seen with two or three 
component fields. We therefore propose to present 
in this communication the results pertaining to four 
component fields only. The molecule studied is lith-
ium hydride which is modelled by an appropriate 
Morse oscillator (table 1). The TDFGH calculations 
have been carried out on a grid of length 30 a.u. 
with an absorbing potential located at xc ≥ 20. Sixth 
order Runge Kutta method has been used to inte-
grate the time-dependent Schrödinger equation with 
a time step of 0⋅025 a.u.  
 The dissociation threshold of the molecule lies at 
0⋅092 a.u. which the diatomic molecule can reach by 
absorbing 13 (nω0) photons of 0 → 1 transition fre-
quency (ω01). The number of photons of frequency 
ω1(nω1) required to reach dissociation threshold is 24 
while nω2 = 45, nω3 = 104, nω4 = 312. The GA based 
optimization through the entire parameter space 
spanned by frequency ratio, intensities and phase 
angles lead to an evolving fitness function displayed 
in figure 1a. The increase of fitness occurs in steps 
and saturates after 45 generations. Search profiles 
for the field parameters are displayed in figures 1(b–
d). The actual optimal intensities are ε1 = 0⋅00976, 
ε2 = 0⋅0128, ε3 = 0⋅01003 and ε3 = 0⋅0099 a.u. The 
phase angles are δ1 = 3⋅2534, δ2 = –4⋅448, δ3 = 
1⋅1606 and δ4 = –1⋅6261, while the frequencies are 
in the ratio 45 : 46 : 47 : 48. The optimal frequencies 
are ω1 = 0⋅00201, ω2 = 0⋅00193, ω3 = 0⋅00189 and 
ω4 = 0⋅00197 a.u. These optimal parameters have 
been used for designing an optimal four component 
field for achieving the most facile photo-
dissociation. The coupling between the field and the 
molecule is assumed to be linear. The dissociation  
 
 
Table 1. Morse parameters of lithium hydride used in 
the calculation reported. 
Molecule x
e
 (a.u.) D
e
(a.u.) β μ (a.u.
–1
)  
 
LiH 3⋅01533  0⋅092  0⋅712  1604⋅8 
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Figure 1. GA evolution profiles. (a) Plot of fitness function vs. number of generations, (b) frequencies vs number of 
generations, (c) phase vs number of generations, (d) frequency vs number of generations. 
 
 
Figure 2. Plot of the dissociation probability using dif-
ferent frequency ratio with absorbing boundary condition. 
(a) for discretely optimized prime frequency, (b) for GA 
optimized parameters, (c) for discretely optimized non-
prime frequencies. 
probability has been computed with absorbing 
boundary condition imposed for xc ≥ 20 a.u. on a 
grid of 30 a.u. and displayed in figure 2a. 
 We have displayed in figures 2b–c the growth of 
dissociation probability computed by us for a dis-
cretely optimized field with four prime and four 
non-prime frequencies, respectively. The result ob-
tained with fully optimized four frequency field and 
only discretely optimized four prime frequency field 
are practically identical while result obtained with 
the field with four non-prime frequencies are mani-
festly worse. The fact that continuous optimization 
of the frequencies of the polychromatic field pre-
dicts three frequencies that are mutually prime and 
that the discrete optimization also led to a set of four 
prime frequencies of the polychromatic field indi-
cate that there could be something fundamentally 
different in the prime and non-prime frequency 
cases. 
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Figure 3. (a) Variation of the net field with time for four prime and four non-prime frequencies, (b) dissociation  
dynamics of LiH in a polychromatic field with effective intensity 0⋅02 a.u.; with no phase lag among the components, 
(c) when the relative phase lag among the component frequencies is –π/8, (d) dissociation dynamics on grids of differ-
ent length when no phase difference exist among the four components. 
 
 
 We have therefore investigated the problem fur-
ther by using different sets of frequency ratios, two 
of them being in the ratio of primes and the other 
two sets being in non-prime number ratio (ω 1 :
 
ω 2 : 
ω  3 :
 
ω4 = 1 :
 
2 :
 
4 :
 
8, ω 1 :
 
ω  2 :
 
ω 3 :
 
ω  4 = 1 :
 
16 :
 
32 :
 
64). The exact frequencies of this four sets are 
(ω 1 = 0⋅003954, ω
 
2
 =
 
0⋅002129, ω3 = 0⋅0009125 a.u. 
and ω 4 = 0⋅000301 a.u.), (ω
 
1 = 0⋅001755, ω2 = 
0⋅001790, ω 3 = 0⋅00185 and ω
 
4 = 0⋅00189 a.u.),  
and (ω 1 = 0⋅0004866, ω
 
2 = 0⋅000973, ω
 
3 = 0⋅00194 
ω  4 = 0⋅00389 a.u.) and (ω
 
1 = 0⋅00005488, ω
 
2 = 
0⋅001033, ω 3 = 0⋅00206 and ω
 
4 = 0⋅004134 a.u.)  
respectively. In each case the same effective inten-
sity and strength of linear molecule-field coupling 
have been used for comparison. The distinct differ-
ence in the performance of the prime and non-prime 
frequency polychromatic fields is curious. To probe 
it further, we have displayed typical profiles for the 
net fields as a function of time obtained by mixing 
prime and non-prime frequencies in figure 3(a). The 
nature of the time variation of the net field is widely 
different in the two cases and we anticipate that the 
difference in the response of the diatom to the two 
types of fields is partly due to the difference in the 
net field experienced by the molecule. The dissocia-
tion profile for each set is plotted in figure 3(b) for 
the zero phase cases δ = 0. Figure 3(c) shows the  
effect of introducing a relative phase difference of 
δ = (–π /8) in a four prime as well as non-prime fre-
quency polychromatic field. The most facile disso-
ciation apparently takes place when ω  1 :
 
ω  2 :
 
ω 3 : 
ω  4 = 101 :
 
103 :
 
107 :
 
109 and the least facile disso-
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Figure 4. Plots of number of photons absorbed vs time for LiH undergoing dissociation in a polychromatic field with 
ω 1 :
 
ω 2 :
 
ω 3 :
 
ω 4 = 1 :
 
3 :
 
7 :
 
13 and effective intensity 0⋅02 a.u. (a) with no phase lag, (b) with relative phase lag –π /8. 
Plot of average Bond length vs time for LiH in a polychromatic field with ω1 :
 
ω2 :
 
ω3 :
 
ω4 = 1 :
 
3 :
 
7 :
 
13 with effective 
intensity 0⋅02 a.u., (c) with relative phase lag of –π /8, (d) with no phase lag. 
 
 
ciation is achieved with figure 3(c) also shows the 
greater efficiency of the prime frequencies over their 
non-prime counterpart in the presence of a definite 
phase difference. Sirko and Koch’s work
16 
revealed 
that the presence of rational frequency ratio is re-
quired for the existence of common resonances and 
controlled phase variations could affect the struc-
tures of such common resonances leading to the 
possibility of controlling ionization probability of H 
atom. Present results indicate the possible existence 
of similar features in multi-photon dissociation of 
diatoms. 
 When the nature of the coupling between the oscil-
lator and the radiation field is changed to a Gaussian 
type of coupling (V1(x, t) of (4)) some quantitative 
change is observed in the time dependence of the 
computed dissociation probability. If f (x) of (3) is a 
Gaussian with b = 3⋅15 the molecule is found to un-
dergo dissociation at a higher threshold intensity 
compared to the linear coupling case (0⋅04 a.u. vis-
a-vis to 0⋅02 a.u. in the linear case). Table 2 shows 
the comparative features of the dissociation charac-
teristics observed with linear and Gaussian coupling, 
respectively keeping the other parameters of the 
model unchanged. Gaussian coupling lowers both 
the dissociation probability and dissociation rate,  
although the profiles may not reveal any qualitative 
differences. 
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Figure 5. (a) Plots of average bond length against time ongrids of different length for frequency ratio 
ω1 :
 
ω2 :
 
ω3 :
 
ω4 = 1 :
 
3 :
 
7 :
 
13 and effective intensity of 0⋅02 a.u. without any phase lag among the components. Quan-
tum phase space structures of LiH undergoing dissociation in a polychromatic field with ω1 :
 
ω2 :
 
ω3 :
 
ω4 = 1 :
 
3 :
 
7 :
 
13 
with effective intensity 0⋅02 a.u., (b) with no phase lag, (c) with a phase lag –π/8 among the components. 
 
Table 2. Average dissociation rate constant and dissociation probability of lithium hydride for linear and Gaussian 
type of coupling between the molecule and the field. 
 Intensity Frequency Nature of Predicted rate Dissociation  
Molecule (a.u.) ratio coupling constant (averaged) (a.u)
–1
 probability at t = T 
 
LiH 0⋅02 13 : 7 : 3 : 1  Harmonic  0⋅0009  0⋅73 (50000) 
LiH 0⋅05 13 : 7 : 3 : 1  Gaussian  0⋅00013  0⋅63 (50000) 
LiH 0⋅04 13 : 7 : 3 : 1  Gaussian  0⋅000035   0⋅27 (350000) 
 
 
 
 The qualitative features of the response also do 
not depend much on the length of the grid. We have 
computed the dissociation profiles of LiH, with 
three different grids of lengths L equal to 12 a.u., 
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20 a.u. and 30 a.u., respectively; and in each case, 
we have obtained almost similar dissociation pro-
files. These profiles are displayed in the figure 3(d) 
for comparison. 
 We have analysed the time and frequency resolv-
ed pattern figures 4(a–b) of the gain in number  
of photons by the diatomic molecule in the ‘prime 
frequencies’ scenario both when there is a phase dif-
ference (figure 4a) and there is none (figures 4b). 
The growth rate of the number of photons absorbed 
(nω) is more or less the same for the first three fre-
quencies i.e. (nω1), (nω2) and (nω3) are nearly equal. 
(nω4), however registers an initial decrease, passes 
through a minimum and then increases again to 
match ω1 or ω2, when δi = –π/8 (figure 4a). If the 
phase difference is made to disappear, (nω4) shows 
sharp rise after passing through a minimum and 
(nω4 >> nω1) or (nω2) or (nω3) in the long time limit 
(figure 4b). 
 The evolution of bond length with time for δi = 
–π/8 shows almost linear increase with oscillations 
while for δi = 0 there is saturation as t → ∞ (figures 
4c–d). In either case, absorbing boundary condition 
has not been imposed. The effect of the length of the 
grid used on the observed bond stretching dynamics 
is investigated in figures 5a. In each case there is an 
initial linear increase followed by a saturation near 
〈x〉 = L/2 where L is the length of the corresponding 
grid. All other features of the bond stretching dyna-
mics are qualitatively similar. We have followed 
how 〈x(t)〉, 〈px(t)〉 evolve during the dissociation 
process where 〈a〉 indicates the ensemble average of 
a. The 〈px(t)〉 versus 〈x(t)〉 plots may be thought of as 
providing a quantum phase space picture of the 
process. 
 The ‘quantum phase space’ structures for L = 
20 a.u. are displayed in figures 5b–c. A localization 
is seen to occur at 〈x〉 = 10 a.u. The presence of 
phase difference affects the phase space structures 
and the localization around 〈x〉 = 10 a.u. seen to be 
more pronounced in the zero phase difference (δi = 0) 
case. The other features are quite identical for δ = 0 
(figure 5b) and δ = –π/8 (figure 5c). We tend to con-
clude therefore that a suitably tuned four component 
field could lead to faster and more complete disso-
ciation of a diatomic molecule and a good way to 
tune would be to select prime frequency ratios or use 
GA to predict the appropriate frequencies, phases and 
intensities. The frequency resolved energy gain pat-
tern is complex but the underlying bond stretching 
dynamics seems to follow the classical pattern. 
4. Conclusion 
It appears that above a threshold of effective inten-
sity poly-chromatic fields with four incommensurate 
non-resonant low frequencies could lead to facile 
photo-dissociation of diatomic-molecules with high 
average rate and percentage of dissociation. The 
quantum phase space structures of the dissociating 
diatoms reveal pictures that are reminiscent of the 
classical non-linear dynamical bond breaking dyna-
mics. Relative phase differences do not modify the 
gross features of phase space structure although they 
affect dissociation rates. 
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