Recently, the discretization of decision and objective spaces has been discussed in the literature. In some studies, it is shown that the decision space discretization improves the performance of evolutionary multi-objective optimization (EMO) algorithms on continuous multi-objective test problems. In other studies, it is shown that the objective space discretization improves the performance on combinatorial multi-objective problems. However, the effect of the simultaneous discretization of both spaces has not been examined in the literature. In this paper, we examine the effects of the decision space discretization, objective space discretization and simultaneous discretization on the performance of NSGA-II through computational experiments on the DTLZ and WFG problems. Using various settings about the number of decision variables and the number of objectives, our experiments are performed on four types of problems: standard problems, large-scale problems, many-objective problems, and large-scale many-objective problems. We show that the decision space discretization has a positive effect for large-scale problems and the objective space discretization has a positive effect for many-objective problems. We also show the discretization of both spaces is useful for large-scale many-objective problems.
I. INTRODUCTION
Over the past few decades, a number of evolutionary multiobjective optimization (EMO) algorithms have been proposed. They are often categorized into three classes: (i) Pareto dominance-based algorithms (e.g., NSGA-II [1] , SPEA2 [2] ), (ii) Decomposition-based algorithms (e.g., MOEA/D [3] ) and (iii) Indicator-based algorithms (e.g., SMS-EMOA [4] ). Whereas Pareto dominance-based algorithms have been frequently used, their search ability is not always high for many-objective problems and large-scale problems.
A simple but potentially useful idea for improving EMO algorithms is the discretization of decision variables and/or objective functions. Kondo et al. [5] examined the effect of the decision space discretization on the performance of NSGA-II [1] . They reported that the coarse discretization can accelerate the convergence but it worsens the diversity. Based on their observations, they proposed an idea of adaptive discretization of the decision space. The resolution is chosen adaptively based on a standard deviation (SD) indicator or an estimated probability density function. They showed that the proposed idea can improve the performance of NSGA-II [1] on continuous multiobjective test problems. Ishibushi et al. [6] , [7] examined the objective space discretization. They reported that the objective discretization improves the search ability of NSGA-II [1] and SPEA2 [2] on combinatorial many-objective problems.
However, the effect of the simultaneous discretization of both spaces has not been examined in the literature. In this paper, we examine the performance of NSGA-II [1] on the frequentlyused DTLZ [8] and WFG [9] test problems under the following four settings of the discretization: no discretization, decision space discretization, objective space discretization, and simultaneous discretization of both spaces. To examine the performance of NSGA-II not only on multi-objective problems but also on many-objective and large-scale problems. We use a wide range of specifications for the number of objectives (3, 5, 10, 15 objectives) and the number of decision variables (20 and 1000 decision variables). This paper is organized as follows. In Section , we explain our experimental settings. In Section , we explain our decision space discretization method and report its effects on the performance of NSGA-II on our test problems. In Section IV, we explain our objective space discretization method and report its effects. In Section , we report our experimental results based on the simultaneous discretization of both spaces. Finally we draw a conlcusion in Section VI.
II. EXPERIMENTAL SETTINGS
To examine the effect of the discretization on standard multiobjective problems, large-scale multi-objective problems, many-objective problems, and large-scale many-objective problems, we use 10 benchmark problems: 5 DTLZ problems [8] and 5 WFG problems [9] . Table Ⅰ these problems (which is cited from [9] ). In the third column 'M' means Multimodal, 'U' means Unimodal and 'D' means Deceptive. In the fourth column, '+' and '-' are used to indicate biased and unbiased problems, respectively. We use these test problems since they have been almost always used in the EMO community to evaluate the performance of EMO algorithms on multi-objective and many-objective problems (whereas these test problems do not have a variety of Pareto fronts in the sense that most of them have triangular Pareto fronts [17] ). (1) Recently it was reported the Pareto front of WFG3 is not degenerate [16] .
NSGA-Ⅱ with polynomial mutation and simulated binary crossover (SBX) [10] is used in our computational experiments. Parameter values in NSGA-II are shown in Table II . The algorithm is terminated after 200 generations. Table II also shows the specifications of the number of objectives and the number of decision variables in the following four types of test problems: standard multi-objective problems, large-scale multiobjective problems, many-objective problems, and large-scale many-objective problems. As shown in Table II , "large-scale" and "many-objective" are characterized by 1000 decision variables and 5-15 objectives, respectively, in our experiments.
We choose the inverted generational distance (IGD) metric [11] , [12] as the performance indicator, which can be used to evaluate both the convergence and the diversity. We use the given reference points in PlatEMO [13] for IGD calculation. Each NSGA-II algorithm is executed 30 times for each test problem. The average IGD values and standard deviation are calculated for each algorithm and each test problem (as shown in Tables III-VII, which are explained in detail later in this paper). Experimental results are analyzed by the Wilcoxon rank sum test with a significance level of 0.05 to check whether one algorithm obtains a statistically significant better result than another algorithm. The test results are shown by "+", "−" and "=" in Tables III-VII where "+", "−" and "=" indicate that each algorithm is "significantly better than", "significantly worse than" and "not significantly different from" the original NSGA-II algorithm, respectively. For each table, the best average IGD value for each problem is highlighted by a blue bold font.
III. DISCRETIZATION IN DECISION SPACE

A. Discretization Method
We use the discretization method of Kondo et al. [5] . The resolution of discretization is chosen adaptively according to the standard deviation (SD) indicator. The number of decimal places for the ith decision variable x i is specified by the following formula:
where σ is the standard deviation of x i . σ is assumed as the standard deviation of the uniform distribution in [0,1], which is 1/ 12. The values of and in our experiment are 2 and 8, respectively. For more explanations, see [5] .
B. Results on Large-Scale Problems
The results of NSGA-II and NSGA-II-DD for the large-scale problems (see Table II ) are compared in Table III . shows that the decision space discretization has a clear positive effect. NSGA-II-DD outperforms NSGA-II for almost all test problems except for WFG1 as shown by the blue bold font.
Our results in Table I are consistent with the reported results in Kondo et al. [5] That is, the decision space discretization improved the performance of NSGA-II. The reason for the performance improvement on the large-scale problems can be explained as follows. The decision space discretization decreases the size of the search space by decreasing the number of possible solutions. By reducing the resolution of the discretization, we can decrease the number of possible solutions. The effect of the search space reduction has a positive effect on the ability of search algorithms when the search space is huge as in the large-scale problem. To further discuss this issue, we show the non-dominated solution set obtained by a single run of NSGA-II and NSGA-II-DD on the large-scale three-objective DTLZ1 problem in Fig. 1 . We choose a single run whose IGD value is closest to the average IGD value among the 30 runs. We can see from Fig. 1 that the convergence ability of NSGA-II is improved by the decision space discretization in NSGA-II-DD.
However, the decision space discretization also has a negative effect on the diversity of solutions. In Fig. 2 , we show the obtained non-dominated solutions by a single run of each algorithm on the large-scale three-objective WFG1 problem. 
C. Results on Many-Objective Problems
Let us examine the effect of the decision space discretization for many-objective problems. Table IV shows experimental results. In this table, the decision space discretization has a positive effect on some problems and a negative effect on other problems. Discretization of decision space does not have a positive effect on most problems. NSGA-II-DD outperforms NSGA-II on 9 problems and is outperformed by NSGA-II on 4 problems. Table IV is that NSGA-II-DD obtains better results than NSGA-II on the 10-objective and 15objective WFG1 problems (whereas NSGA-II is better for the 3objective and 5-objective WFG1 problems). As shown in Fig. 2 , the decision space discretization worsens the diversity of solutions. However, better results are obtained by NSGA-II-DD on WFG1 with 10 and 15 objectives in Table IV . To further examine this observation, we show obtained non-dominated solutions by a single run of NSGA-II and NSGA-II-DD on the 10-objective WFG1 problem in Fig. 3 . We can observe a negative effect of the decision space discretization on the diversity of solutions in Fig. 3 . However, NSGA-II-DD is better for WFG1 with 10 objectives in Table IV . To further discuss this apparent inconsistency, we calculate the generational distance (GD) value for each solution set in Fig. 3 . The GD value is 0.24735 in Fig. 3 (a) by NSGA-II and 0.1414 in Fig. 3 (b) . These GD values suggest that the better IGD values by NSGA-II-DD for WFG1 with 10 and 15 objectives in Table IV are due to the convergence ability improvement.
One interesting observation in
IV. DISCRETIZATION IN OBJECTIVE SPACE
A. Discretization Method
In this paper, the objective space discretization is performed as follows. Before the non-dominated sorting in NSGA-II, we normalize the objective values into [0, 1], and reserve two decimal places of the normalized objective values. For example, if we have an objective vector ( ) = (450, 523, 651, 733, 869), first we normalize it to ( ) = (0.450, 0.523, 0.651, 0.733, 0.869) . Then, we apply 2-digits discretization and get ( ) = (0.45, 0.52, 0.65, 0.73, 0.87) . Then, ( ) is used for non-dominated sorting. This is a bit different from the epsilon dominance approach proposed in several papers [14] , [15] , but both methods have similar effects (i.e., they reduce the number of non-dominated solutions).
B. Results on Large-Scale Problems
Experimental results obtained by NSGA-II and NSGA-II-OD on the large-scale three-objective problems with 1000 decision variables are shown in Table V . Whereas the decision space discretization improved the performance of NSGA-II on almost all problems in Table III (9 out of space discretization does not always improve the performance of NSGA-II in Table V (7 out of the 10 problems). However, from close comparison between Table III and Table V , we can see that better results are obtained from NSGA-II-OD in Table  V than NSGA-II-DD in Table III for DTLZ2, DTLZ4, DTLZ5, WFG1 and WFG3. This is an interesting observation since all of these test problems are unimodal problems as shown in Table I . That is, Table III and Table V suggest that the objective space discretization is useful for unimodal problems while the decision space discretization is useful for multimodal problems.
To further discuss the experimental results in Table V , we focus on a single run of each algorithm on DTLZ1. As in the previous section, we select a single run whose IGD value is the closest to the average IGD value over 30 runs of each algorithm. 3.8537e+0 (7.78e-1) 3.6130e+0 (6.49e-1) = Fig. 4 shows the distribution of values of each of the first two decision variables (i.e., x1 and x2) in the solutions obtained by the selected single run in a boxplot form. On the horizontal axis, "1" and "2" mean x1 and x2, respectively. The vertical axis is the value of each decision variable. As expected, the objective space discretization slightly decreases the diversity of solutions. This is because different solutions in the decision space can be viewed as the same solution in the objective space due to the objective space discretization. This may increase the difficulty of multimodal problems. Further analysis is needed as a future study to discussion the relation between the multimodality of problems and the usefulness of the decision space and/or objective space discretization.
C. Results on Many-Objective Problems
Experimental results on the many-objective problems are shown in Table . It is clearly demonstrated that the objective space discretization has positive effects on the performance of NSGA-II on the many-objective problems. As shown in Table  VI , NAGA-II-OD obtained better results than NSGA-II in 21 out of the 30 problems. These results are consistent with the results on combinatorial many-objective problems in [6] . As repeatedly reported in the literature, many-objective problems are not easy for dominance-based EMO algorithms. The reason is that almost all solutions with many objectives in the population are non-dominated. As a result, no strong selection pressure can be generated by the Pareto dominance relation. The objective space discretization can improve the search ability by decreasing the number of non-dominated solutions in the population. For example, assume that we have the following two non-dominated solutions for a five-objective minimization problem: (450, 523, 651, 733, 869) and (453, 510, 621, 703, 870) in the objective space. After the objective space discretization, they are handled as (0.45, 0.52, 0.65, 0.73, 0.87) and (0.45, 0.51, 0.62, 0.70, 0.87) where the first solution is dominated by the second one.
V. DISCRETIZATION IN DECISION AND OBJECTIVE SPACES
From the above-mentioned experimental results, we can see that the decision space discretization (DD) and the objective space discretization (OD) have positive effects on the search ability of NSGA-II for large-scale multi-objective problems and many-objective problems, respectively. The main research question in this paper is whether the use of discretization in both of the decision and objective spaces further improves the search ability of NSGA-II. In this section, we compare four versions of NSGA-II: original NSGA-II with no discretization, NSGA-II-DD, NSGA-II-OD and NSGA-II-BD (i.e., NSGA-II with the both-space discretization).
A. Algorithm
In NAGA-II-BD with the both-space discretization, NSGA-II is modified as follows. The SD-based decision space discretization of Kondo et al. [5] is applied to each solution just after they are generated. That is, decision variables are discretized before objective values are calculated. Then the objective values of each discretized solution are calculated. The calculated objective values are discretized by the abovementioned simple 2-digit discretization method before nondominated sorting. The basic framework of NSGA-II-BD with simultaneous discretization of both spaces is shown as in Algorithm 1.
Algorithm 1: NSGA-Ⅱ-BD with the Both-space Discretization
Discretize decision variables based on SD indicator 3 Evaluate 4
For t = 0 : max generation begin 5
Generate using tournament selection 6
Generate offspring using SBX and polynomial mutation 7
Discretize decision variables based on SD indicator 8 Evaluate 9
Combine and into 10
Non-dominated sorting based on discretized objective function values 11
Generate from according to the result of non-dominated sorting and crowding distance sorting 12 end Experimental results on the large-scale many-objective problems with 1000 decision variables are summarized in Table  Ⅶ . The best result among the four algorithms is highlighted by the bold blue font for each problem (i.e., in each row). The statistical test is applied to the results by each of the three discretization strategies against the results by the original NSGA-II. The performance of NSGA-II is improved by the both-space discretization (NSGA-II-BD) for 21 out of the 30 problems. These results indicate the usefulness of the bothspace discretization. Good results are also obtained by the objective space discretization (NSGA-II-OD). Whereas the decision space discretization (NSGA-II-DD) worked very well in Section III for the large-scale three-objective problems, it is not so effective on the large-scale many-objective problems.
Table VII clearly shows that the effect of the discretization depends on the problem. NSGA-II-BD works very well on DTLZ1-4 and WFG3. NSGA-II-OD shows the best results on DTLZ5 and WFG1. The usefulness of the discretization is unclear for WFG2. For WFG4 and WFG5, the best results are obtained by the original NSGA-II with no discretization. The discretization is not necessary or harmful for these problems. Since the usefulness of the discretization is problem dependent, it is an interesting future research topic to analyze the features of problems for which the discretization is useful. It is also an interesting future research topic to analyze the relation between an appropriate discretization strategy (i.e., one of DD, OD and BD) for each problem and the features of the problem.
C. Further Investigation on DTLZ4
To further discuss the reason why the performance of NSGA-II can be improved by the discretization, we examine the obtained solution set of each discretization method for the (c) NSGA-II-OD with the objective space discretization.
(d) NSGA-II-BD with the discretization in both decision and objective spaces. 10-objective DTLZ4 problem with 1000 decision variables. As shown in Table VII , the performance of NSGA-II is improved by each discretization strategy (i.e., DD, OD, BD). The best and the second-best results are obtained for this problem by NSGA-II-BD and NSGA-II-OD in Table VII , respectively. The obtained solution set by each algorithm is shown in Fig. 5 . It suggests that the convergence ability of NSGA-II is significantly improved by the objective space discretization (i.e., OD). We can also observe a small positive effect of the decision space improvement (DD). As a result, the best result is obtained by BD (i.e., OD + DD).
For supporting these discussions, we show in Fig. 6 the IGD and GD values at each generation of the single run of each algorithm in Fig. 5 .
One interesting observation is that both the IGD and GD values increases throughout the execution of NSGA-II. This means that the initial population of NSGA-II is better than the final population. Since almost all solutions in each population are non-dominated, fitness evaluation is mainly based on crowding distance. Thus NSGA-II simply increases the diversity of solutions. As a result, the GD value continues to increase throughout the execution of NSGA-II (i.e., the population continues to move away from the Pareto front instead of approaching the Pareto front). The use of the decision space discretization (DD) slightly improves the convergence ability. However, the GD value continues to increase throughout the execution of NSGA-II-DD. The use of the objective space discretization (OD) clearly improves the convergence ability of NSGA-II. This is because the objective space discretization decreases the number of non-dominated solutions in each population as explained in Section IV. Since the decision space discretization (DD) has a small positive effect, the best results are obtained from NSGA-II-BD with the discretization on both decision and objective spaces (i.e., DD + OD). By comparing Fig. 6 (a) with Fig. 6 (b) , we can see that the improvement in the overall performance measured by the IGD indicator is mainly due to the convergence improvement measured by the GD indicator.
VI. CONCLUSION
In this paper, we examined the effects of the discretization of the decision and/or objective spaces on the performance of NSGA-II on large-scale multi-objective, many-objective and large-scale many-objective problems. The following is the general observations we obtained.
(i) The decision space discretization (DD) improved the search ability of NSGA-II for large-scale multi-objective problems with three objectives and 1000 decision variables.
(ii) The objective space discretization (OD) improved the search ability of NAGA-II for many-objective problems with 5-15 objectives and 9-19 decision variables.
(iii) The discretization of both decision and objective spaces (BD) improved the search ability of NSGA-II for largescale many-objective problems with 5-15 objectives and 1000 decision variables. The best results were obtained by BD for those problems among the three strategies of discretization: DD, OD and BD.
Our first two observations extended the reported results in the previous literature (i.e., we showed the effect of DD on large-scale multi-objective problems rather than standard multi-objective problems in the literature [5] and the effect of OD on DTLZ and WFG problems rather than combinatorial problems in the literature [6] , [7] ). We also demonstrated the further improvement by combining the two discretization strategies: DD and OD (i.e., BD = DD + OD). Whereas the discretization of both decision and objective spaces (BD) improved the search ability of NSGA-II for many problems, BD also degraded NSGA-II for some problems (e.g., WFG4 and WFG5). The objective space discretization (OD) worked well on unmoral problems whereas it did not work well on multimodal problems. That is, the usefulness of each discretization strategy is problem dependent whereas the search ability of NSGA-II was improved by the three discretization strategies for many problems. An interesting future research topic is to analyze the relation between the effectiveness of each discretization strategy on each test problem and the characteristic features of the problem. The development of an adaptive method for the objective space discretization is also an interesting future research topic since only a simple objective space discretization method has been examined in the literature including this paper.
