Meronymy relation extraction is playing an important role in knowledge mining and it is a huge challenge to extract meronymy relation from a large amount of complicated unlabeled data. In Wikidata, it is found that meronymy relations appear in some specific network topologies of the hyperlinks. Using this characteristic of Wikidata, we proposed a new approach to extract meronymy relations: based on all 13 different three-node motifs, we build a 13-dimensional feature vector for each hyperlink to be classified with different classification algorithms. We used part of labeled data in Wikidata to train models and used the left data to judge the quality of this classification model. With some of the classification algorithms, our new approach can extract meronymy relations in higher accuracy and works well in diverse fields.
Introduction
Meronymy is the so-called part-whole relation. It is expressed by part of [1] . For example, a tree is part of a forest and a leaf is part of a tree. Like hyponymy, meronymy is bi-directional [2] . In general, if term x is a part of term y, then we say x and y have a meronymy relation. The meronymy relation plays a very important role not only in natural language semantics, but also in knowledge processing [3] . Correctly extracting meronymy relation is an indispensable part of the knowledge defragmentation.
Meronymy Relation in Wikidata
Wikidata is the community-created knowledge base of Wikipedia, and the central data management platform for Wikipedia and most of its sister projects [4] . Each entry in Wikidata is a structured data that contains its meaning, alias, other related entry links, relationships with other entries, and so on. Wikidata is a ready-made database containing a lot of structured data. And it contains a "part of" relation, just can be used for this study. This study extracts and processes the entry network in Wikidata, resulting in a series of excellent labeled data.
Overview of Our Approach
This paper proposes a novel method called Meronymy Relation Extraction Based on 3-Motif. It utilizes the structured data and tags of Wikidata, extract all 3-motifs from complex networks and learn the classification mode for meronymy relation extraction. Use the model to extract meronymy relations from unlabeled network.
The rest of this paper is organized as follows: Section II introduces some related work on different semantic relations extraction methods. Section III tells how to build feature vectors based on three-node motifs. Section IV is details and results of the experiments. Section V is the conclusion of this paper and discussion of future work.
Related Work
Semantic relationships are the basement of natural language processing and knowledge engineering. Many algorithms are proposed to extract different kinds of semantic relationships like meronymy, hypernymy and entity-attribute.
Maria Ruiz-Casado, Enrique Alfonseca and Pablo Castells [5] proposed an automatic method to identify vocabulary patterns that represent the semantic relations between concepts. These patterns can be implemented to extend existing semantic networks with new relationships. They designed new algorithms for automatically promoting vocabulary patterns found in encyclopedias.
Roxana Girju, Adriana Badulescu and Dan Moldovan [6] built a classification learning system. The learning system uses a large number of labeled training examples to be learned. They apply iterative semantic specialization (ISS) method to noun phrases to study rules, which are used for different objects, such as generated words, noun compounds and noun phrases containing prepositional phrases, to extract part-whole relation. This method is a supervised, semantic-intensive automatic extraction method independent of the field of semantic relations.
Michael Strube and Simone Paolo Ponzetto [7] calculated semantic relevance based on Wikipedia. And they compared their results with WordNet in a variety of benchmark datasets, integrating Google, WordNet, and Wikipedia-based metrics. It's found that Wikipedia provides a more structured way for calculating word relevance than search engines, and has more coverage than WordNet.
Ashwin Ittoo and Gosse Bouma [8] proposed a minimum supervisory approach to learn meronymy relation from texts. Using the minimum supervisory algorithm, they obtained a set of reliable patterns of meronymy relation expressions from the knowledge base. And then use the acquired pattern from the sparse, domain-specific texts to extract meronymy relation triples.
Bifan Wei and Jun Liu [9] found that the hyperlink structure of the Wikipedia article page contains duplicate network patterns that indicate the probability that the hyperlink is a hyponym hyperlink. Therefore, they proposed a hyponym relation extraction method based on the Wikipedia hyperlink structure. This method automatically constructs the motif-based features from the domain's hyperlink structure. It extracts structured information from Wikipedia and creates a labeled training set heuristically.
Feature Vector Construction

Three-Node Motif
All networks can be represented as graphs consist of nodes and edges, including computer network, social network, knowledge network, hyperlink network and so on. Each graph consists of some small subgraphs. In these subgraphs, there is a series of typical subgraphs called network motifs, or just motifs, which are recurrent patterns in a specific network or various networks.
A motif is defined by a particular pattern of vertices and usually represented by the vertices and edges between vertices. Motifs are very important because they may indicate functional characteristics of the network. By extracting and analyzing motifs, we can reveal the nature of different networks.
Three-node motif, or 3-motif, is the most basic and commonly used series of motifs. As the name suggests, it is a collection of all motifs made up of three nodes. Table 1 shows all 13 distinct kind of 3-motif patterns which can be found in directed graphs. Similarly, we can define 4-motif and 5-motif, but we're using 3-motif in our research because analyzing 4-motif or 5-motif requires much more computing resources and manual efforts on data labeling than 3-motif. In addition, 4-motif and 5-motif also consists 3-motif patterns, so the characteristics described by 4-motif and 5-motif can also be described by 3-motifs to some extent.
Motif Analysis of Wikidata
In order to show the significance of 3-motif, we propose MR (Meronymy Rate) indicators used to quantify the meronymy relation distribution. It is defined as: With the definitions above, we can now obtain the feature vectors. First, we extract all 3-motifs occurred in the network. For each edge e in network, use O(e,m) to represent how many times it occurs in a specific kind of motif m. Considering that different networks contain different number of motifs and meronymy links, if we want a feature to reflect the probability of meronymy relation, O(e,m) should be weighted by meronymy rate we made before.
‫ܨ‬ሺ݁, ݉ሻ ൌ ܱሺ݁, ݉ሻ ൈ ‫ܴܯ‬ሺ݉ሻ
(2) Then we get a feature F(e,m) for each edge e and each motif m. Calculate all F(e,m) for all motifs, then we get a feature vector FV(e) for edge e: ‫ܸܨ‬ሺ݁ሻ ൌ ሾ‫ܨ‬ሺ݁, ݉ ଵ ሻ, ‫ܨ‬ሺ݁, ݉ ଶ ሻ, … , ‫ܨ‬ሺ݁, ݉ ଵଷ ሻሿ (3) After having all feature vectors for all edges, we turn the semantic relation extraction problem into a simple binary classification problem. 
Experiments
Extract and Process Data from Wikidata
Wikidata is a labeled dataset of many entries, each of which is summarized by a label, a description, and possibly one or more aliases. Each entry has numerous statements describing its properties in detail. Each statement makes up of a property and a value. In many cases, these values are also entries for Wikidata. As shown in Fig. 1 , entry San Francisco is associated with the entry California and Gavin Newsom, and California is associated with United States. And the attribute between the entries directly reflects the relationship between them. Take entries as nodes, and relations as edges, these entries and relations constitute a huge network.
We randomly selected several representative entries as the root nodes. Then do Breadth First Search in this network until the search range reaches a certain size. Then we get we get numerous proper sub-graphs of this large network as datasets.
In Wikidata, there is such a property called "part of". Its basic information is shown in Table 2 . It is exactly the attribute we want to represent meronymy relationship. If two entries A and B have this "part of" relation, the edge from A to B is a meronymy link. With this property, we get the meronymy relation labels of datasets. Then we can analyze these datasets and calculate the feature vectors. 
Binary Classification
After getting the feature vectors, we used classification algorithms to classify the data set we have. There are a lot of different classification methods and we selected 5 well-known algorithms: support vector machine (SVM), stochastic gradient descent (SGD), decision tree, multi-layer perceptron and gradient boosting, to classify the dataset we have. These are all typical supervised learning algorithms, which use labeled training data of vector-value pairs to produce an inferred function. The vector is regarded as input of the inferred function and the value is considered as the desired output value. The inferred function then can be used for mapping new vectors to output values. In our case, the feature vector is the input vector and the output value is 1 if it is a meronymy relation, otherwise 0. We use the well-known 3-fold cross-validation to evaluate the algorithms: divide the dataset into 3 equal parts randomly, pick 2 parts as training dataset, the other one as testing dataset. Run this process multiple times and get the average classification accuracy to evaluate the algorithm. Table 3 shows the effectiveness of our algorithm with different classification algorithms on the datasets. The results show that with multi-layer perceptron and gradient boosting our algorithm has a precision of 0.83 and recall of 0.74, indicating that this is a very effective meronymy relation extraction algorithm.
Summary
There are many researches on meronymy relation extraction now and most of them are based on natural language processing. In contrast, our research is based on the topological structure of hyperlink networks. We found that the usually ignored topological structure actually includes very useful information for meronymy relation extraction. We extract the information about 3-node motifs from the hyperlink network and build feature vectors for hyperlinks, then do cross-validation on different classification algorithms.
The experiments show that our approach works well under some conditions, which reveal a different direction for relation extraction researches. For further study, the algorithm can be tried on different relations and more different motifs can be used to improve its effectiveness.
