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Abstract—In this paper, we introduce an application-aware
approach for resource block scheduling with carrier aggregation
in Long Term Evolution Advanced (LTE-Advanced) cellular
networks. In our approach, users are partitioned in different
groups based on the carriers coverage area. In each group of
users, users equipments (UE)s are assigned resource blocks (RB)s
from all in band carriers. We use a utility proportional fairness
(PF) approach in the utility percentage of the application running
on the UE. Each user is guaranteed a minimum quality of service
(QoS) with a priority criterion that is based on the type of
application running on the UE. We prove that our scheduling
policy exists and therefore the optimal solution is tractable.
Simulation results are provided to compare the performance
of the proposed RB scheduling approach with other scheduling
policies.
Index Terms—LTE-Advanced, Resource Block Scheduling,
Carrier Aggregation, Proportional Fairness
I. INTRODUCTION
In recent years, there has been tremendous demands of
wireless services with high bandwidth. However, it is difficult
to provide the required resources with a single frequency
band. To address this issue, carrier aggregation (CA) technique
was introduced under LTE-Advanced networks [1]. Utility PF
resource allocation for a single carrier in cellular networks
have been extensively studied in [2]. The problem of RA for
multi-carrier systems in single cell have been given attention in
recent years [3]–[6]. The authors in [6] have presented multi-
stage resource allocation (RA) with CA algorithms for multi-
carrier cellular systems. However, non of their RA approaches
have considered the problem of RB scheduling for multiple
component carriers (CC)s.
In this paper, we focus on solving the problem of utility PF
resource block scheduling with CA for multi-carrier cellular
networks. The resource scheduling approach presented in [7],
[8] does not consider the case of multi-carrier resources
available at the eNodeB. It only solves the problem of RB
scheduling in the case of single carrier. In this paper, we
introduce a user grouping method that creates a user group
for each CC such that each carrier assigns its RBs only to
users in its user group. Each user is assigned on multiple CCs’
RBs based on a user grouping method and a utility PF policy.
We prove that the proposed resource scheduling policy, that is
based on CA, exists and that the optimal solution is tractable.
The remainder of this paper is organized as follows. In Sec-
tion II, we describe the system model and problem setup, the
utility functions of users rates and the user grouping method.
Section III presents a RB scheduling with CA optimization
problem. In section IV, we present our simulation results
for the proposed RB scheduling approach and compare its
performance with other RB scheduling approaches. Section V
concludes the paper.
II. SYSTEM MODEL AND PROBLEM SETUP
The transmission resources in a LTE downlink have di-
mensions in frequency, time and space [9]. The frequency is
represented by subcarriers. The time is divided into frames
and each frame is further divided into subframes. The space
is provided by the transmit and receive antennas. One RB
consists of 12 continuous subcarriers. In reuse-1 radio systems,
that is considered in this paper, a RB can be allocated to only
one user.
In this paper, we consider a single cell LTE-Advanced
mobile system with one evolved NodeB (eNodeB) and M
users. Let the number of CCs that the system can aggregate be
K . The set of CCs is given by K = {f1, f2, ..., fK} with CCs
in order from the highest frequency to the lowest frequency
(i.e. f1 > f2 > ... > fK). We consider an equal power
allocation (EPA) scheme that each frequency component has
the same transmitting power. Furthermore, a non adjacent inter
band aggregation scenario is considered. Because the channel
fading for high frequency is larger than that for low frequency,
higher frequency carriers have smaller coverage areas than
lower frequency carriers. Users located under the coverage
area of multiple carriers are scheduled resources from all in
band carriers. The eNodeB assigns RBs from multiple carriers
to each UE. The total allocated rate achieved by assigning
RBs to the ith UE is given by ri. Each UE has its own utility
function Ui(ri) that corresponds to the type of application
running on the ith UE. Our goal is to determine which RBs
from each CC should be allocated to each UE by the eNodeB
in order to maximize the total system utility while ensuring
PF between utilities.
We define Zk, where 1 ≤ k ≤ K , to be the set of RBs
available by fk carrier where zk,j denotes a single RB in Zk =
{zk,1, zk,2, ...}, zk,j ∈ Zk is the jth RB in CC fk and |Zk|
denotes the number of RBs available by fk carrier. The signal
to noise ratio (SNR) of user i on RB zk,j is given by γi,zk,j =
Pzk,j |Gi,zk,j |
2/Ni,zk,j where Gi,zk,j is the complex channel
gain between the eNodeB and the ith UE on RB zk,j , Ni,zk,j
is the noise power experienced by the ith UE on RB zk,j and
Pzk,j is the transmission power that the eNodeB assigns to
RB zk,j . Under the EPA, Pzk,j = Pk/|Zk| where Pk is the
transmitting power of CC fk. Then the achievable data rate of
the ith user on RB zk,j is given by
Hi,zk,j = W log(1 + βzk,jγi,zk), (1)
where W is the bandwidth of a RB and βzk,j is the SNR gap.
In each frame, the eNodeB schedules each of the frame’s
RBs to one UE. Let φi,zk,j be the proportion of frames that
the ith UE is scheduled by the eNodeB on RB zk,j . The ith
UE rate on all RBs scheduled by carrier fk is given by
ri,fk =
∑
zk,j∈Zk
φi,zk,jHi,zk,j . (2)
The overall rate of the ith UE, that is the sum of the rates
achieved by all carriers RBs assignments, is given by ri =∑
fk∈K
ri,fk .
A user grouping method is introduced in II-B to partition
users into groups depending on their location in the cell. The
eNodeB performs RBs assignments from each CC to the user
group located in the coverage area of that carrier.
A. Utility Functions of Users Rates
We express the user satisfaction with its application rates us-
ing utility functions. We represent the ith user application util-
ity function Ui(ri) by sigmoidal-like function or logarithmic
function where ri is the rate of the ith user application. These
utility functions have the following properties: 1) Ui(0) = 0
and Ui(ri) is an increasing function of ri. 2) Ui(ri) is twice
continuously differentiable in ri and bounded above.
In our model, we use the normalized sigmoidal-like utility
function to represent real-time applications, same as the one
presented in [2], that is
Ui(ri) = ci
( 1
1 + e−ai(ri−bi)
− di
)
, (3)
where ci = 1+e
aibi
eaibi
and di = 11+eaibi so it satisfies Ui(0) = 0
and Ui(∞) = 1. The normalized sigmoidal-like function has
an inflection point at rinfi = bi. In addition, we use the
normalized logarithmic utility function to represent delay-
tolerant applications, same as the one used in [2], that can
be expressed as
Ui(ri) =
log(1 + kiri)
log(1 + kirmax)
, (4)
where rmax gives 100% utilization and ki is the slope of the
curve that varies based on the user application. So, it satisfies
Ui(0) = 0 and Ui(rmax) = 1.
B. User Grouping Method
In this section we introduce a user grouping method to
create one user group Mfk for each CC fk where Mfk is
a set of users located under the coverage area of carrier fk.
Users in Mfk are assigned RBs on CC fk by the eNodeB.
Users located under the coverage area of multiple carriers (i.e.
common users in multiple user groups) are assigned RBs on
these carriers and their final rates are aggregated under a non
adjacent inter band aggregation scenario.
The ith user is part of user group Mfk if it satisfies certain
path loss constraints on CC fk. Assume that the maximum
pathloss in a carrier can not exceed a threshold Lth. In order
for the eNodeB to identify a user group for each CC, it first
computes the ith user pathloss on each CC and creates a set
αi that includes all in range carriers such that the ith user is
assigned RBs only from carriers in αi.
Higher frequency carriers have smaller coverage radius Rk
than lower frequency carriers (i.e. R1 < R2 < ... < RK ).
Therefore, user group Mf1 ⊆Mf2 ⊆ ... ⊆MfK .
III. RB SCHEDULING WITH CA PROBLEM
In this section, we present our RB scheduling with CA
approach. Our objective is to assign RBs to each user (i.e.
the ith user) on all of its in range carriers (i.e. CCs in αi)
based on a utility PF policy. We use utility functions of users’
applications rates to represent the type of application running
on the UE. Given that different applications may have dif-
ferent QoS requirements, every user subscribing for a mobile
service is guaranteed to achieve minimum QoS for each of its
applications with a priority criterion. Users running real-time
applications are given priority when assigning RBs due to the
sigmoidal-like utility functions nature used to represent their
applications. In addition, our utility PF approach guarantees
that no user is assigned zero RBs.
The eNodeB performs the RBs assignment for each of the
CC’s RBs in Zk. It assigns the RBs of each CC fk one
at a time and one after another in ascending order of their
coverage radius Rk. It starts with CC f1 as it has the smallest
coverage radius R1. After assigning all users in Mf1 on f1
RBs, the eNodeB then assigns users in Mf2 on f2 RBs. In
addition, since Mf1 users are also in Mf2 (i.e. Mf1 ⊆Mf2 ),
the eNodeB assigns Mf1 users on f2 RBs and the rates are
aggregated based on a non adjacent inter band aggregation
scenario. The eNodeB continues the RB assignment process
by assigning Mfk users on CC fk RBs. Finally, the RB
assignment process is finalized by assigning carrier fK RBs
to all users in the cellular cell as they are all located within its
coverage radius. We consider a utility PF objective function,
based on CA, that the eNodeB seeks to maximize for each time
it assigns user on a RB. The utility PF resource scheduling
with CA optimization problem for the eNodeB assignments
of Mfk users on Zk RBs is given by
max
φi,zk
Mk∏
i=1
Ui
(
ci,fk +
∑
zk,j∈Zk
(φi,zk,jHi,zk,j )
)
subject to
Mk∑
i=1
φi,zk,j = 1, ci,f1 = 0,
φi,zk,j ≥ 0, i = 1, 2, ...,Mk
ci,fk =
k−1∑
l=1
ri,fl , k > 1.
(5)
where Mk = |Mfk | is the number of UEs in the coverage area
of carrier fk, ci,f1 = 0 and ci,fk for k > 1 is equivalent to
∑k−1
l=1 ri,fl that is the ith UE total rate on all RBs scheduled
by carriers {f1, ..., fk−1}. The eNodeB seeks to maximize the
objective function of this resource scheduling optimization
problem that is achieved by maximising the product of all
UEs’ utilities when assigning the UEs on the carriers’ RBs.
The goal of this resource scheduling objective function is to
allocate the resources to the UE that maximizes the total
cellular network objective (i.e. the product of the utilities
of all UEs) while ensuring PF between individual utilities.
This objective function ensures non-zero RA for all users.
Therefore, the resource scheduling optimization problem guar-
antees minimum QoS for all users. In addition, this approach
allocates more resources to real-time applications providing
improvement to the QoS of LTE system.
Later in this section we prove that there exists a tractable
global optimal solution to optimization problem (5). However,
the user’s final rate, achieved by assigning each user on its
in range carriers’ RBs, is determined using a multi-stage
approach where optimization problem (5) is required for each
CC fk. In addition, optimization problem (5) needs to be
applied in a multi-stage scenario starting from the carrier
with the smallest coverage area (i.e. f1) and ending with the
carrier that has the largest coverage area (i.e. fK). The rate
achieved for each user after assigning CC fk RBs is needed for
the next stage optimization problem (5) of carrier fk+1. The
objective function in optimization problem (5) is equivalent to
argmax
φi,zk
∑Mk
i=1 log(Ui(ci,fk +
∑
zk,j∈Zk
(φi,zk,jHi,zk,j ))). The
utility functions log(Ui(ci,fk +
∑
zǫZ φi,b(i),zHi,b(i),z)) that
are equivalent to log(Ui(ci,fk + ri,fk) are strictly concave
functions as proved in [2]. As a result, optimization problem
(5) is a convex optimization problem and there exists a unique
tractable global optimal solution [2], [6].
In order to consider the case when the entire input is not
available from the beginning, we use an online algorithm
as in [7], [8]. The total achieved data rate of each UE
when assigning it on different CCs’ RBs, i.e. ri, requires the
knowledge of φi,zk,j on each RB zk,j the UE is assigned
on. We use an online scheduling algorithm to decrease the
computation overhead while processing the rate information
as in [7].
Let φi,zk,j [n] be the proportion of the frames that UE i
is scheduled on RB zk,j in the first n frames. Then, the
proportion of the frames that UE i is scheduled on RB zk,j in
the [n+ 1]th frame is defined as follows:
φi,zk,j [n+ 1] =


n−1
n
φi,zk,j [n] +
1
n
,
if UE i is scheduled on RB zk,j
in the (n+ 1)th frame
n−1
n
φi,zk,j [n], otherwise.
(6)
In the proposed scheduling policy, for certain CC’s
RB zk,j , the eNodeB schedules the UE that maximizes
U ′i(ci,fk+
∑
zk,j∈Zk
φi,zk,jHi,zk,j )Hi,zk,j
Ui(ci,fk+ri,fk )
on RB zk,j .
Lemma III.1. Using the scheduling policy in
(6), we show that lim infn→∞
∑Mk
i=1 logUi(ci,fk +
∑
zk,j∈Zk
(φi,zk,j [n]Hi,zk,j )) exists for optimization problem
(5).
Proof: We define L(φ) = ∑Mki=1 logUi(ci,fk +∑
zk,j∈Zk
(φi,zk,jHi,zk,j )) where φ, φ[n] and H are the short
terms for φi,zk,j , φi,zk,j [n] and Hi,zk,j , respectively. Let
ri,fk [n] =
∑
zk,j
(φi,zk,j [n]Hi,zk,j ). Using Taylor’s theorem,
for any φ and ∆φ we have
L(φ+∆φ) = L(φ) + L′(φ)∆φ + π(φ,∆φ)
where |π(φ+∆φ)| < b|∆φ|2, for some constant b.
Let ∆φi,zk,j [n] = φi,zk,j [n+ 1]− φi,zk,j [n], then
∆φi,zk,j [n] =


1
n
−
φi,zk,j [n]
n
,
if UE i is scheduled on RB zk,j
in the (n+ 1)th frame
−φi,zk,j [n]
n
, otherwise.
|∆φi,zk,j [n]| <
1
n
, for all i and zk,j . As a result;
L(φ[n+ 1]) = L(φ[n] + ∆φ[n]),
≥ L(φ[n]) + ∆L(φ[n])−
b
n2
,
= L(φ[n]) +
(∑
i
U ′i(ci,fk +
∑
zk,j
φH)
Ui(ci,fk + ri,fk )
H∆φ
)
−
b
n2
= L(φ[n]) +
1
n
(
max
i
U ′i(ci,fk +
∑
zk,j
φH)
Ui(ci,fk + ri,fk)
H −
∑
i
U ′i(ci,fk +
∑
zk,j
φH)
Ui(ci,fk + ri,fk)
Hφ[n]
)
−
b
n2
≥ L(φ[n])−
b
n2
,
(7)
where ∆φ[n] is substituted by ( 1
n
−
φi,zk,j [n]
n
) (i.e. user i has
the largest
U ′i(ci,fk+
∑
zk,j
φH)H
Ui(ci,fk+ri,fk )
among all users) and the last
inequality holds since
∑
i φi,zk,j [n] = 1 for all i and zk,j .
Let β := lim supn→∞ L(φ[n]). For any ǫ > 0, there exists
large enough N so that L(φ[N ]) > β− ǫ2 and
∑∞
n=N
b
n2
< ǫ2 .
For any nˆ > N , L(φ[nˆ]) ≥ L(φ[N ]) −
∑nˆ
n=N
b
n2
> β − ǫ.
Therefore, L(φ[n]) converges to β, as n→∞.
Due to the constraint
∑Mk
i=1 φi,zk,j = 1 in (5), φ is a solution
to optimization problem (5) if and only if
dL
dφi,zk,j
=
U ′i(ci,fk +
∑
zk,j
φH)H
Ui(ci,fk + ri,fk )
= max
m
U ′m(cm,fk +
∑
zk,j
φm,zk,jHm,zk,j )
Um(cm,fk + rm,fk)
Hm,zk,j ,
(8)
for all i and zk,j such that
∑Mk
i=1 φi,zk,j = 1 and φi,zk,j ≥ 0.
Theorem III.2. Using the scheduling policy
(8), limn→∞ L(φ)[n] =
∑Mk
i=1 logUi(ci,fk +∑
zk,j
(φi,zk,j [n]Hi,zk,j )) (i.e. limn→∞ L(φ[n])) achieves
the maximum of optimization problem (5).
Proof: Suppose limn→∞ L(φ[n]) does not achieve the
maximum of the optimization problem. There exists δ > 0,
λ > 0, and positive integer N such that for all n > N , there
exists some in ∈ Mk and znk,j ∈ Zk so that φin,znk,j [n] > δ
and
U ′in (cin,fk+
∑
zk,j
φin,zn
k,j
Hin,zn
k,j
)Hin,zn
k,j
Ui(cin,fk+rin,fk )
<
maxm
U ′m(cm,fk+
∑
zk,j
φm,zn
k,j
Hm,zn
k,j
)Hm,zn
k,j
Um(cm,fk+rm,fk )
− λ. Now
we have:
L(φ[n+ 1])− L(φ[n]) ≥ L′(φ[n]))∆φ[n] −
b
n2
=
Mk∑
i=1
U ′i(ci,fk +
∑
zk,j
φ[n]H)H
Ui(ci,fk + ri,fk)
∆φ[n]−
b
n2
=
δλ
n
−
b
n2
≥
δλ
2n
,
for large enough n. Since
∑∞
n=1
1
n
= ∞, which is a contra-
diction. As a result, limn→∞ L(φ[n]) achieves the maximum
of the optimization problem.
IV. SIMULATION RESULTS
In this section we present simulation results for the proposed
resource scheduling with CA approach. We consider a LTE-
Advanced mobile system with M = 8 users and two CCs
f1 and f2 available at the eNodeB with f1 > f2 as shown
in Figure 1. We apply the user grouping method presented in
II-B and two user groups are obtained, Mf1 = {1, 2, 3, 4}
and Mf2 = {1, 2, ..., 8} where user i ∈ Mfk represents
the ith user located under the coverage area of carrier fk.
Users {1, 2, 5, 6} are running real-time applications that are
represented by sigmoidal-like utility functions with parameters
ai = 5 and bi = 10 for users {1, 5} and ai = 1 and
bi = 30 for users {2, 6}. Users {3, 4, 7, 8} are running delay-
tolerant applications that are represented by logarithmic utility
functions with parameters ki = 15 for users {3, 7} and
ki = 0.5 for users {4, 8}. The simulation was run using
MATLAB.
We compare the performance of the resource scheduling
with CA approach in the case of using the proposed utility
proportional fairness (UPF) resource scheduling policy and
in the case of using the traditional proportional fairness
(traditional-PF) scheduling policy presented in [7]. We assume
equal channel gain in our simulation. In Figure 2, we show
simulation results and compare the performance of different
scheduling policies for users in Mf1 that are assigned RBs by
carrier f1 and users in Mf2 that are assigned RBs by carrier
f1 and f2. Figure 2 shows the objective function of carrier f1
RA optimization problem that is given by the multiplication of
all users’ applications quality of experience (QoE) for users in
Mf1 and the objective function of carrier f2 RA optimization
problem when using the aforementioned scheduling policies.
Figure 2 shows that the system performance, represented by
the objective function value of the RA optimization problem
that is given by the multiplication of all users applications’
utilities, that represent users’ satisfaction with the allocated
rates in the case of the proposed UPF scheduling policy is
much greater than the objective function value when using the
UE4
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UE9
UE7
UE8
eNodeB
5
1 2
3 4
6
7 8
Fig. 1. LTE-Advanced mobile system with two component carriers (i.e. f1
and f2) available at the eNodeB with f1 > f2 and R1 < R2.
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Fig. 2. Performance comparison for different scheduling policies represented
by the objective function of carrier f1 and f2 RA optimization problems.
traditional-PF scheduling policy. It also shows that the system
performance when using the traditional-PF with equal priority
weights is worse than the system performance when using the
traditional-PF with non equal priority weights.
V. CONCLUSION
In this paper, we introduced a RB scheduling with CA ap-
proach in LTE-Advanced. Users are partitioned in user groups
and each user is assigned on RBs of its corresponding in range
carriers. We used utility PF with CA policy and presented
users applications using utility functions. We proved that our
scheduling policy exists and therefore the optimal solution is
tractable. Simulation results showed that the proposed resource
scheduling with CA policy achieves better QoE than the
traditional proportional fairness policy.
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