We study the McKean-Vlasov optimal control problem with common noise in various formulations, namely the strong and weak formulation, as well as the Markovian and non-Markovian formulations, and allowing for the law of the control process to appear in the state dynamics. By interpreting the controls as probability measures on an appropriate canonical space with two filtrations, we then develop the classical measurable selection, conditioning and concatenation arguments in this new context, and establish the dynamic programming principle under general conditions.
Introduction
We propose in this paper to study the problem of optimal control of mean-field stochastic differential equations, also called Mckean-Vlasov stochastic differential equations in the literature. This problem is a stochastic control problem where the state process is governed by a stochastic differential equation (SDE for short), which has coefficients depending on the current time, the paths of the state process, but also its distribution (or conditional distribution in the case with common noise). Similarly, the reward functionals are allowed to be impacted by the distribution of the state process.
The pioneering work on McKean-Vlasov equations is due to McKean [60] and Kac [49] , who were interested in studying uncontrolled SDEs, and in establishing general propagation of chaos results. Let us also mention the illuminating notes of Snitzman [75] , which give a precise and pedagogical insight into this specific equation. Though many authors have worked on this equation following these initial papers, there has been a drastic surge of interest in the topic in the past decade, due to the connection that it shares with the so-called mean-field game (MFG for short) theory, introduced independently and simultaneously on the one hand by Lasry and Lions in [53; 54; 55] and on the other hand by Huang, Caines, and Malhamé [44; 45; 46; 47; 48] . Indeed, the McKean-Vlasov equation naturally appears when one tries to describe the behaviour of many agents, which interact through the empirical distribution of their states, and who seek a Nash equilibrium (this is the competitive equilibrium case, leading to the MFG theory, see Cardaliaguet, Delarue, Lasry, and Lions [22] ), or a Pareto equilibrium (this is the cooperative equilibrium case, associated to the optimal control of Mckean-Vlasov stochastic equations, see Lacker [52] ). Though related, these two problems have some subtle differences which were investigated thoroughly by Carmona, Delarue, and Lachapelle [27] .
Our interest in this paper, as already mentioned, is in the optimal control of McKean-Vlasov stochastic equations, and more precisely in the rigorous establishment of the dynamic programming principle (DPP for short), under conditions as general as possible. The optimal control of McKean-Vlasov dynamics is a rather recent problem in the literature. The first approach to tackle the problem relied on the use of the celebrated Pontryagin stochastic maximum principle. This strategy allows to derive necessary and/or sufficient conditions characterising the optimal solution of the control problem, through a pair of processes (Y, Z) satisfying a backward stochastic differential equation (BSDE for short), also called adjoint equation in this case, coupled with a forward SDE, corresponding to the optimal path. Andersson and Djehiche [3] and Buckdahn, Djehiche, and Li [19] use this approach for a specific case of optimal control of a McKean-Vlasov equation, corresponding to the case where the coefficients of the equation and the reward functions only depend on some moments of the law. We refer to Carmona and Delarue [24] for an analysis in a more general context thanks to the notion of differentiability in the space of probability measure introduced by Lions in his Collège de France course [59] (see also the lecture notes of Cardaliaguet [21] ). Related results were also obtained by Acciaio, Backhoff-Veraguas, and Carmona [1] for so-called generalised McKean-Vlasov control problems involving the law of the controls, and were a link with causal optimal transport was also highlighted. The stochastic maximum principle approach was also used in a context involving conditional distributions in Buckdahn, Li, and Ma [20] and Carmona and Zhu [26] . Related results have been obtained in the context of a relaxed formulation of the control problem, allowing in addition to obtain existence results by Chala [29] , which were then revisited by Lacker [52] , and Bahlali, Mezerdi, and Mezerdi [4; 5; 6] Readers familiar with the classical theory of stochastic control know that another popular approach to the problem is to use Bellman's optimality principle, to obtain the so-called dynamic programming principle. In a nutshell, the idea behind the DPP is that the global optimisation problem can be solved by a recursive resolution of successive local optimisation problems. This fact is an intuitive result, which is often used as some sort of meta-theorem, but is not so easy to prove rigorously in general. Note also that, in contrast to the Pontryagin maximum principle approach, this approach in general requires fewer assumptions, though it can be applied in less situations. Notwithstanding these advantages, the DPP approach has long been unexplored for the control of equation McKean-Vlasov equations. One of the main reasons is actually a very bleak one for us: due to the non-linear dependency with respect to the law of process, the problem is actually a time inconsistent control problem (like the classical mean-variance optimisation problem in finance, see the recent papers by Björk and Murgoci [14] , Björk, Khapko, and Murgoci [15] , and [42] for a more thorough discussion of this topic), and Bellman's optimality principle does not hold in this case. However, though the problem itself is time-inconsistent, one can recover some form of the DPP by extending the state space of the problem. This was first achieved by Lauriére and Pironneau [56] , and later by Bensoussan, Frehse, and Yam [10; 11; 12] , who assumed the existence at all times of a density for the marginal distribution of the state process, and reformulated the problem as a deterministic density control problem, with a family of deterministic control terms. Under this reformulation, they managed to prove a DPP and deduce a dynamic programming equation in the space of density functions. Following similar ideas, but without the assumptions of the existence of density, and allowing the coefficients and reward functions to not only depend on the distribution of the state, but to the joint distribution of the state and the control, Pham and Wei [67] also deduced a DPP by looking at a set of closed loop (or feedback) controls, in a non common noise context. They then extended this strategy to a common noise setting (where the control process is adapted to common noise filtration) in [66] . Specialisations to linear-quadratic settings were also explored by Pham [65] , Li, Sun, and Yong [57] , Li, Sun, and Xiong [58] , Huang, Li, and Yong [43] , Yong [80] , and Basei and Pham [8] .
Concerning the (general) DPP approach to solve problems involving McKean-Vlasov stochastic equations, let us mention Bouchard, Djehiche, and Kharroubi [16] , who study a stochastic target problem for McKean-Vlasov stochastic equations. Roughly speaking, this means that they are interested in optimally controlling a McKean-Vlasov equation over the interval [0, T ], under the target constraint that the marginal law of the controlled process at time T belongs to some Borel subset of the space of probability measures. They establish a general geometric dynamic programming, thus extending the seminal results of Soner and Touzi [76] corresponding to the non-McKean-Vlasov case. Another important contribution is due to Bayraktar, Cosso, and Pham [9] . There, the authors build upon the results of Fuhrman and Pham [40] and Bandini, Cosso, Fuhrman, and Pham [7] to obtain a randomised control problem by controlling the intensity a Poisson random measure. This enables them to allow for general open-loop controls, unlike in [66; 67] , though the setting is still Markovian and does not permit to consider common noise.
Our approach to obtaining the DPP is very different. One common drawback of all the results we mentioned above, is that they generically require some Markovian 1 property of the system or its distribution, as well as strong regularity assumptions on coefficient and reward functions considered. This should appear somehow surprising to people familiar with the classical DDP theory. Indeed, for stochastic control problems, it is possible to use measurable selection arguments to obtain the DPP, in settings requiring nothing beyond mild measurability assumptions. As a rule of thumb, one needs two essential ingredients to prove the dynamic programming principle: first ensuring the stability of the controls with respect to conditioning and concatenation, and second the measurability of the associated value function. The use of measurable selection argument makes it possible to provide an adequate framework for verifying the conditioning, the concatenation and the measurability requirements of the associated value function without strong assumptions. This technique was followed by Dellacherie [32] , by Bertsekas and Shreve in [13; 72; 73; 74] , and by Shreve [69; 70; 71] for discrete time stochastic control problems. Later, El Karoui, Huu Nguyen, and Jeanblanc-Picqué in [39] presented a framework for stochastic control problem in continuous time (accommodating general Markovian processes). Thanks to the notion of relaxed control, that is to say the interpretation of a control as a probability measure on some canonical space, and thanks to the use of the notion of martingale problems, they proved a DPP by simple and clear arguments. El Karoui and Tan [37; 38] extended this approach to the non-Markovian case. Similar results were obtained by several authors, among which we mention Nutz and Soner [63] , Neufeld and Nutz; Neufeld and Nutz [61] , Nutz and van Handel [64] , Žitković [82] , and Possamaï, Tan, and Zhou [68] .
Following the ideas of [37] and [39] , we develop in this paper a general analysis based upon the measurable selection argument for the non-Markovian optimal control of McKean-Vlasov equations with common noise. In particular, we investigate the case where the drift and diffusion coefficients, as well as the reward functions, are allowed to depend on the joint conditional distribution of the path of the state process and of the control, see [67] for the case of the joint distribution of the state process and of feedback controls (see also Yong [80] for a more specific situation) in a non-common noise case.
Motivated by the notion of weak solution of classical SDEs, and similarly to the ideas used by El Karoui and Tan [37] , and Carmona, Delarue, and Lacker [28] in a mean-field games context, our first task is to provide an appropriate "relaxation" of the problem. We therefore introduce a notion of weak solution of controlled McKean-Vlasov equation with common noise. Notice that this is by no means a straightforward task. In standard McKean-Vlasov stochastic control problems, the controls (open loop in that case) are adapted with respect to the filtration generated by both the Brownian motion (W, B) (with B being the common noise) and the initial random variable ξ (serving as an initial condition for the problem). Then, the conditional distributions considered are associated to the filtration of B, in other words the "common noise" filtration, that is, L(X t∧· , α t |B), where X is the state and α the control. We call this the strong formulation. The strong formulation does not enjoy a good stability condition. To see this, it is enough to notice that the conditional distribution is not continuous w.r.t. the joint distribution (for instance the function
2 is not continuous). To overcome this difficulty, we introduce a notion of weak solution by considering a more general filtration F describing the adaptability of the controls, and an extended common noise filtration G as in [28] . Nevertheless, more conditions on F and G are needed to ensure that the formulation remains first compatible with the notion of strong solutions, then enjoys good stability properties for fixed control processes, and finally ensures that weak controls can be approximated sufficiently well by strong controls.
With the help of this notion, we can then provide a weak formulation for McKean-Vlasov control problems with common noise. By interpreting controls as probability measures on an appropriate canonical space, and using measurable selection arguments as in [37] and [38] , we then move on to prove the universal measurability of the associated value function, and derive the stability of controls with respect to conditioning and concatenation, and finally deduce the DPP for the weak formulation under very general assumptions. Our next result addresses the DPP for the classical strong formulation. Using the DPP in weak formulation, and by adding standard Lipschitz conditions on the drift and diffusion coefficients, as in [66] , but without any regularity assumptions on reward functions, and in a non-Markovian context, we obtain the DPP for the strong formulation of McKean-Vlasov control problems with common noise, where the control is adapted to the "common noise" filtration (B in this case of strong formulation). Also, for general strong formulation, where the control is adapted to both ξ, W and B, we obtain the DPP under some additional regularity conditions on the reward functions. These regularity conditions may seem unexpected at first sight, but they seem unavoidable due to the non-linear dependency of the drift and volatility coefficients with respect to the conditional distribution of X (see Remark 3.6 for a more thorough discussion). Finally, the DPP results in the general non-Markovian context induces the same results in the Markovian one.
We stress again that our results and techniques are not easy extensions of those in the existing literature, although the very starting ideas may seem so. Our DPP results are much more general than those in the literature, and, as far as we can tell, is the most general. To interpret a control as a probability measure on the canonical space, one needs to formulate an adequate notion of weak solutions which should enjoy more stability properties than the strong solutions, and at the same time be able to approximate these solutions by strong ones. Finally, because of the presence of two filtrations (a general filtration and a common noise filtration) on the canonical space and the implicit conditions on the two filtrations, it become much more delicate to develop the classical measurable selection, conditioning and concatenation arguments in this new context. The paper is organised as follows. After recalling briefly some notations and introducing the probabilistic structure to give an adequate and precise definition of the tools that are used throughout the paper, we introduce in Section 2 several notions of weak and strong formulation (in a fixed probability space or in the canonical space) for the McKean-Vlasov stochastic control problem with common noise in a non-Markovian framework, and prove some equivalence results. Next, in Section 3, we present the main result of this paper, the DPP for three formulations: weak formulation, strong formulation, and a B-strong formulation where the control is adapted with respect to the "common noise" filtration. We first provide all our results in the non-Markovian setting, and then in a Markovian framework. Finally, Section 4 is devoted to the proof of our main results.
Notations. (i) Given a metric space (E, ∆), we denote by P(E) the collection of all Borel probability measures on E, and by P 2 (E) the subset of Borel probability measures µ such that E ∆(e, e 0 ) 2 µ(de) < ∞ for some e 0 ∈ E. We equip P 2 (E) with the Wasserstein distance W 2 defined by
is the collection of all Borel probability measures λ on E × E such that λ(de, E) = µ(de) and λ(E, de
. Equipped with W 2 , P 2 (E) is a Polish space (see Villani [78, Theorem 6.18] ). For another metric space (
) the product probability of any (µ, µ
(ii) Given a measurable space (Ω, F ), we denote by P(Ω) the collection of all probability measures on (Ω, F ). For any probability measure P ∈ P(Ω), we denote by F P the P-completion of the σ-field F , and by F U := P∈P(Ω) F P the universal completion of F . Let ξ : Ω −→ R ∪ {−∞, +∞} be a random variable and P ∈ P(Ω), we define
We also use the following notation to denote the expectation of ξ under P
When Ω is a Polish space, a subset A ⊆ Ω is called an analytic set if there is another Polish space E, and a Borel subset
Any upper semi-analytic function is universally measurable (see e.g. [13, Chapter 7] ).
(iii) Let Ω be a metric space, F its Borel σ-field and G ⊂ F be a sub-σ-field which is countably generated. Following [77] , we say that (P G ω ) ω∈Ω is a family of r.c.p.d. (regular conditional probability distributions) of P knowing G if it satisfies
• the map ω −→ P G ω is G−measurable, and for all A ∈ F and B ∈ G, one has
) be a filtered probability space and E a metric space. Then given a random element ξ : Ω −→ E, we use both the notations L P (ξ|G)(ω) and
to denote the conditional distribution of ξ knowing G under P. Moreover, given a measurable process X : [0, T ] × Ω −→ E, we can always define µ t := L P (X t |G t ) to be a P(E)-valued G-optional process (see for instance Lemma A.1).
(iv) For any (E, ∆) and (E ′ , ∆ ′ ) two Polish spaces, we shall refer to ∈ π(U ) and let U := U ∪ {∂}, where ∂ is the usual cemetery point. Let ν ∈ P(C k ) (resp.ν ∈ P(C k × U )) be a Borel probability measure on the canonical space C k (resp. C k × U ) equipped with the canonical process X (resp. (X, α)). We denote, for each t ∈ [0, T ],
Weak and strong formulations of the McKean-Vlasov control problem
The main objective of this paper is to study the following (non-Markovian) McKean-Vlasov control problem, in both strong and weak formulations, of the form 
We will provide in the following a precise definition to the above controlled SDE, depending on the strong/weak formulation considered. Let us first specify the dimensions and some basic conditions on the coefficient functions.
are all assumed to be Borel measurable, and non-anticipative in the sense that
A weak formulation
A weak formulation of the control problem is obtained by considering all weak solutions of the controlled McKeanVlasov SDE (2.1). Here the word "weak" refers to the fact that the probability space, as well as the equipped Brownian motion, is not assumed to be fixed, but is a part of the solution itself. This is of course consistent with the notion of the weak solution in the classical SDE theory.
. We say that a term
is a weak control associated with the initial condition (t, ν) if the following conditions are satisfied:
is a probability space, equipped with two filtrations 
, let us then denote by Γ W (t, ν) the collection of all weak controls associated with the initial condition (t, ν), and 
and 
taking values in
This implies that one can consider
and it follows that (X
In conclusion, there is an equivalence between the continuity of ( µ r ) r∈[0,T ] , and the fact that (X
γ t∧· , A γ t∧· , W γ , B γ t∧· ) is P γ -independent of G γ T .
In the following, in order to better adapt the technical proof, we will use the condition that
The attentive reader would have noticed that Definition 2.1 gives an initial condition at time t for all the processes X, A, W and B. This is not what is usually assumed for control problem, since one is usually simply given at time t an initial condition ν ∈ P(C n ) for the distribution of the controlled state variable X t∧· , and the initial distribution of other variables (A, W, B) is not important to define a control problem. This motivates us to introduce, for all
and, with the reward functions L :
By its definition, it is clear that one has
Remark 2.4. It is perfectly possible for us to consider a slightly more general class of control problems allowing for exponential discounting. More precisely, we could have an additional Borel map
We refrained from working at that level of generality for notational simplicity, but our results extend directly to this context.
A strong formulation
To obtain a strong formulation of the control problem, the usual approach is to consider a fixed probability space, equipped with fixed Brownian motions and fixed Brownian filtrations. In fact, this is equivalent to fix the filtrations, in the weak control γ, to be the Brownian filtrations (see Proposition 2.9 below). We will therefore present the two equivalent definitions one after the other.
Strong formulation as a special case of weak formulation
Let us start with the main definition.
If, in addition, the control process α
Let us denote by Γ S (t, ν) the collection of all strong controls with initial condition (t, ν), and by Γ B S (t, ν) the collection of all B-strong controls with initial condition (t, ν), i.e. Our proof of the dynamic programming principle for the strong formulation of the McKean-Vlasov problem relies essentially on its equivalence to the weak formulation, which requires the following standard Lipschitz condition on the coefficient functions. Moreover, this condition ensures the existence and the uniqueness of the SDE (2.3).
Assumption 2.7. Let the constant in
Under Assumption 2.7, the set
We then introduce the following strong formulation (resp. B-strong formulation) of the McKean-Vlasov control problem degenerates to be a singleton and hence
and the value function V S (t, ν) in (2.6) is the standard formulation of the control problem without common noise (see e.g. [25] , etc.). 
Strong formulation on a fixed probability space
and
, and (W, B) are standard Brownian motions independent of X. Let us denote by A 2 (t, ν) (resp. A B 2 (t, ν)) the collection of all U -valued processes α = (α s ) t≤s≤T which are F-predictable (resp. G-predictable) and such that
Then, given α ∈ A 2 (t, ν), let X α be the unique strong solution of the SDE, with initial condition
Notice that the existence and uniqueness of a solution to SDE (2.8) is ensured by Assumption 2.7 (for completeness, we provide a brief proof in Theorem A.3). Finally, we denote for any α ∈ A 2 (t, ν), A
We next show that the above strong formulation of the control problem with fixed probability space is equivalent to that in Definition 2.5 as a special case of the weak control rules.
Proposition 2.9. Let Assumption 2.7 hold true. Then for all
where
Proof. We will only consider the case of V S , since the arguments for the case of V B S are exactly the same. First, given α ∈ A 2 (t, ν), let us define
Then it is straightforward to check that γ 
The dynamic programming principle
The main results of our paper consist in the dynamic programming principle (DPP) for the previously introduced formulations of the McKean-Vlasov control problem. We will first prove the DPP for the general strong and weak control problems introduced in Section 2, and then show how they naturally induce the associated results in the Markovian case. Finally, we also discuss heuristically the Hamilton-Jacobi-Bellman (HJB for short) equations which can be deduced for each formulation.
The dynamic programming principle in the general case

Dynamic programming principle for the weak control problem
To provide the dynamic programming principle for the weak formulation of the McKean-Vlasov control problem (2.4), let us introduce the following canonical space Ω :
Then, for every G-stopping timeτ (which can then be written as a function of B and µ), for all (t, ν)
where τ γ is defined by (3.1).
Dynamic programming for the strong control problems
We now consider the two strong formulations of the control problems introduced in (2.6), or equivalently in (2.9). To formulate the DPP results, we will rather use the fixed probability space context in (2.9). Recall that, given initial
. Let us first consider the strong control problem V B S .
Theorem 3.2. Let Assumption 2.7 hold. Then the value function
For the strong control problem V S , we need some additional conditions.
Assumption 3.3. For all t ∈ [0, T ], the functions
are continuous, and there exists a constant
Moreover, the map
is lower semi-continuous for all t ∈ [0, T ]. 
Dynamic programming principle in the Markovian case
With the DPP results in the general non-Markovian context of Theorem 3.1, Theorem 3.2 and Theorem 3.4, we can easily establish the DPP results for the control problems in the Markovian setting. In fact, we will consider a framework which is slightly more general than the classical Markovian formulation, by considering the so-called updating functions, as in Brunick and Shreve [18] .
Let E be a non-empty Polish space. A Borel measurable function Φ :
and for all
The intuition of the updating function Φ is the following: the value of Φ t (x) depends only on the path of x up to time t, and for 0 ≤ s < t, Φ t (x) depends only on Φ s (x) and the increments of x between s and t. On the canonical space C n , let X := (X t ) t∈[0,T ] be the canonical process. We also define a new process Z t := Φ t (X), t ∈ [0, T ]. Let us borrow some examples of updating functions from [18] .
Example 3.7. (i) The most simple updating function is the running process itself, that is
Then the running process, together with the running maximum and running average process, is also an example of updating functions
Throughout this subsection, we fix an update function Φ. In this context, one can in fact define the value function on [0, T ] × P(E) under some additional conditions. Givenν ∈ P(C n × U ) (resp. ν ∈ P(C n )), let us consider X (resp. (X, α)) as canonical element on the canonical space C n (resp. C n × U ), and then define
Assumption 3.8. For the fixed updating function Φ :
, we define first the following sets
as well as the value functions, with J(t, γ) defined in (2.4), 
Consequently, one has, for all ν ∈ P(C n )
Proof. We start with the value function V W . First, we can consider ν 2 as a probability measure defined on the canonical space C n with canonical process X, and containing the random variable Z t := Φ t (X). Then, on (a possible enlarged) probability space (C n , B(C n ), ν 2 ), there exists a Borel measurable function ψ :
, together with a random variable ξ with uniform distribution on [0, 1], which is independent of Z t , such that
Next, consider an arbitrary γ 1 ∈ Γ W (t, ν 1 ), with
Without loss of generality (that is up to enlargement of the space), we assume that there exists a random variable ξ with uniform distribution on [0, 1] in the probability space (Ω
, and which independent of the random
We then define γ 2 as follows. Let Z
It follows by the properties of ψ and the definition of the updating function that
We then set
Using Assumption 3.8 and (3.5), it is straightforward to verify that γ 2 ∈ Γ W (t, ν 2 ), and J(t, γ 2 ) = J(t, γ 1 ), which implies that
Finally, for the case V S and V B S , it is enough to notice that when γ 1 ∈ Γ S (t, ν 1 ) (resp. γ 1 ∈ Γ B S (t, ν 1 )), with the above construction one has γ 2 ∈ Γ S (t, ν 2 ) (resp. γ 2 ∈ Γ B S (t, ν 2 )) and J(t, γ 2 ) = J(t, γ 1 ). Now we provide the dynamic programming principle for the Markovian control problem under Assumption 3.8.
Corollary 3.11. Let Assumption 3.8 hold true, and let (t, ν • ) ∈ [0, T ] × P(E). Letτ be a G-stopping time taking values in [t, T ], (τ γ ) γ∈ΓW (t,ν) be defined fromτ as in (3.1), and τ be a G-stopping time taking values in [t, T ] in the probability space ( Ω t , F , P t,ν ). Then one has the following dynamic programming results.
(i) The function V • W : [0, T ] × P(E) −→ R ∪ {−∞,
∞} is upper semi-analytic and
(ii) Let Assumption 2.7 hold true, then V
B,• S : [0, T ] × P(E) −→ R ∪ {−∞, ∞} is upper semi-analytic. Assume in addition that there exists some
(iii) Let Assumptions 2.7 and 3.3 hold. Assume in addition that there exists some ν ∈ P 2 (C n ) such that ν
Proof. We will only consider the case V W , the arguments for V S and V B S will be the same.
• t is also Borel, and hence V is a Borel subset of 
∞} is also upper semi-analytic. Finally, using the DPP results in Theorem 3.1, it follows that
Discussion: from dynamic programming to the HJB equation
A classical application of the dynamic programming principle consists in giving some local characterisation of the value function, such as in proving that it is the viscosity solution of the corresponding HJB equation. This was achieved in Pham and Wei [67] for the control problem V
• S in the setting without common noise (that is σ 0 = 0), and in Pham and Wei [66] for the control problem V 
(t).
Let us first recall briefly the notion of the derivative, in sense of Fréchet, ∂ ν V (ν) for a function V : P 2 (R n ) −→ R. Consider a probability space (Ω, F , P) rich enough so that, for any ν ∈ P 2 (R n ), there exists a random variable Z :
We denote by L 2 (Ω, F , P) the space of square-integrable random variables on (Ω, F , P) (and similarly for any measure space). Let V :
Recall that V is said to be continuously Fréchet differentiable, if there exists a unique continuous application D V :
where L(L 2 (Ω, F , P)) is the set of continuous linear form on L 2 (Ω, F , P), and
for any Y ∈ L 2 (Ω, F , P). We say that V is of class C 1 if V is continuously Fréchet differentiable, and denote for any ν ∈ P 2 (R n )
Notice that the function
and the law of D V (X) is independent of the choice of Z. Similarly, we also define the derivatives
In the following, we say V is a "smooth function" if all the above Fŕechet derivatives are well defined and are continuous.
HJB equation for the common noise strong formulation
Let us consider the control problem V
B,• S
and repeat the arguments in [66] in a heuristic way. Given a "smooth function"
As γ ∈ Γ 
where for any (r, y, u, y
Heuristically, V B,•
should satisfy the HJB equation
We refer to [66] , where V B,• is proved to be the viscosity solution of the above HJB equation under some technical regularity conditions.
HJB equation for the general strong formulation
Similarly, for the control problem V • S , we consider a strong control rule γ ∈ Γ • S (t, ν), where fro Lebesgue-almost every r ∈ [t, T ], the control process α γ r is a measurable function of both (B u − B t ) u∈ [t,r] and X t∧· . For a "smooth function"
As the control process α γ is adapted to the filtration generated by (X t∧· , W γ,t , B γ,t ), by considering adapted piecewise constant control processes, the control process on the first small interval [t, t + ε) should be a measurable function of X t∧· . Similarly to Pham and Wei [67] in a non-common noise setting, this would formally lead to the Hamiltonian
• S should be a solution of the HJB equation
As explained above, the difference between the HJB equations for V
B,• S
and V
• S comes mainly from the fact that the control process α γ , for γ ∈ Γ • S (t, ν), depends on the initial random variable condition, which in turn modifies the Hamiltonian function which appears in the PDE. Finally, we also refer to Wu and Zhang [79] for a discussion of the McKean-Vlasov control problem in a non-Markovian framework without common noise.
Proofs of the main results
We now provide the proofs of our main DPP results in Theorems 3.1, 3.2 and 3.4, where a key ingredient is the measurable selection argument. We will first reformulate the control problems on an appropriate canonical space in Section 4.1, and then provide some technical lemmata for the problems formulated on the canonical space in Section 4.2, and finally give the proofs of the main results themselves in Section 4.3.
Reformulation of the control problems on the canonical space
Canonical space
In order to prove the dynamic programming results in Section 3, we first reformulate the controlled McKean-Vlasov SDE problems on an appropriate canonical space. This is going to be achieved by the usual way, that is to say by considering appropriately defined controlled martingale problems. Recall that n, d and ℓ are the dimensions of the spaces in which X, W and B take values. Let 
with corresponding canonical process (X, A, W, B, µ), equipped with the canonical filtration F = (F t ) 0≤t≤T defined by
Recall also U = U ∪ {∂} and that π maps R ∪ {∞, −∞} to U. We then define a U-valued process α = (α t ) 0≤t≤T on the canonical space Ω by
Notice that for any t ∈ [0, T ], µ t is a probability measure on the space C n × C × C d × C ℓ (with canonical process (X, A, W, B) , and endowed with the canonical σ-algebra, by abuse of notation). We also introduce processes µ := (µ t ) 0≤t≤T and µ := (µ t ) 0≤t≤T on Ω by 
Controlled martingale problems on the canonical space
We now reformulate the strong/weak control problem as a controlled martingale problem on the canonical space Ω, where a control (term) can be considered as a probability measure on Ω. To this end, let us first introduce the corresponding generator. Given the coefficient functions b, σ and σ 0 , we define, for any (t, x, w, b, u,ν)
and finally the process (S
called a weak control rule with initial condition (t, ν) if
is an (F, P)-local martingale.
Notice that by the continuity of s −→ µ s , the condition (ii) in Definition 4.1 implies that (X t∧· , A t∧· , W, B t∧· ) is independent of G t T , see Remark 2.3.(iii). Given ν ∈ P(C n ), we denote by V(ν) the collection of all probability measures ν ∈ P(
We let P W (t, ν) := All weak control rules P with initial condition (t, ν) , and
is called a strong control rule (resp. Bstrong control rule) with initial condition (t, ν), if P ∈ P W (t, ν) and there is some Borel measurable function φ :
Let us then denote by P S (t, ν) (resp. P B S (t, ν)) the collection of all strong (resp. B-strong) control rules with initial condition (t, ν).
Equivalence of the reformulation
We now show that every strong/weak control (term) induces a strong/weak control rule on the canonical space, and any strong/weak control rule on the canonical space can be induced by a strong/weak control (term).
Lemma 4.3. (i)
. Then for every γ ∈ Γ W (t, ν), one has
, and let Assumption 2.7 hold true. Then for every γ ∈ Γ S (t, ν) resp. Γ B S (t, ν) , one has
Conversely, given P ∈ P S (t, ν) resp. P 
By the same arguments, one can easily check the equality
, and
Moreover, it is straightforward to check that
Therefore, P γ ∈ P W (t, ν).
(ii) Let P ∈ P W (t, ν), by Stroock and Varadhan [77, Theorem 4.5.2], there exists a probability space ( Ω, F,P) and processes (X,Ã,W ,B, µ) satisfying
. Let us definẽ
Then it is straightforward to check that 
(iv) Finally, for P ∈ P S (t, ν), by [77, Theorem 4.5.2] again, there exists a probability space ( Ω, F,P) and processes (X,Ã,W ,B, µ) and a Borel function φ : 
A direct consequence of Lemma 4.3 is that we can now reformulate equivalently the weak/strong formulation of the McKean-Vlasov control problem on the canonical space.
Technical lemmata
We now provide some technical results on the sets P W (t, ν).
Lemma 4.6. Both graph sets
and define the following Borel measurable subsets of
The above Borel measurable sets allow to characterise the graph set P W . Indeed,
contains the probabilities on Ω such that the canonical element α takes its values in U and not in U ∪ {∂}, K 2 r,s [ξ, f ] reduces the set P(Ω) to the set of probabilities on Ω that satisfy a martingale problem, while the probabilities which satisfy the "fixed point property", i.e. the canonical process µ is equal to the conditional distribution of canonical process (X, A, W, B) , are contained in
Let us consider a countable dense subset
in the following separable space
By the above remarks, it is straightforward to check that
and hence it is a Borel subset of
is continuous, the set
is an analytic subset of [0, T ] × P(C n ) × P(Ω). Finally, use the (analytic) measurable selection theorem (see e.g. El Karoui and Tan [37, Proposition 2.17]), it follows that
is upper semi-analytic as desired.
We next prove a stability result w.r.t. the "conditioning" of P W (t, ν). 
Proof. 
By considering countably many s, r, J, we deduce that
By considering a countable dense set of maps
ω -a.s., for all T ≥ s ≥τ (ω), for P-a.e. ω ∈ Ω.
We can prove similarly that
and thus obtain with exactly the same arguments as before
In summary, one has, for P-almost every ω ∈ Ω,
Finally, it is easy to check that for P-a.e. ω ∈ Ω we get have that P 8) where the first and second equalities follow from the independence property in the definition of weak control and the definition of Q ε ω , and the last one by the fact that
We define then a probability measure P ε on (Ω, F ), such that, for every A ∈ F
Then by (4.8), it follows that P ε = P on Fτ .
Further, fix some ϕ ∈ C 2 b (R n+d+ℓ ), and define now for any non-negative integers q and k, θ q := inf s ∈ [t, ∞) : |S ϕ s∧T | ≥ q , and τ
and the map
where the first equality is due to the definition of P ε , the second to Equation (4.9), the fourth to the fact that Q ε ω is a weak control, and the fifth to Equation (4.9) again. Notice that B t u = B t τ ∧u + Bτ u for any u ∈ [t, T ], the above equality implies that
Similarly, one can prove that
and it follows that
Finally, one has P ε [α s ∈ U ] = 1, for Lebesgue-almost every s ∈ [t, T ], and
With these results, we can then conclude the proof.
Proof of the main results
Proof of Theorem 3.1
First, V W is upper semi-analytic by Lemma 4.6. Further, it follows by Lemma 4.7 that, for every P ∈ P W (t, ν)
Then by Lemma 4.3 and the way how τ γ is defined fromτ , we obtain the inequality
Next, let P ∈ P W (t, ν) be a weak control rule, then by Lemma 4.9, we have
Then, consider first the case where
Let ε −→ 0, we obtain that the left-hand side is equal to infinity. But since V W (t, ν) = ∞, by (4.10), we find
and we have the desired equality in that case.
In the second case when P V M W (τ , µτ ) = ∞ = 0, let M −→ ∞ and then take the supremum over all P ∈ P W (t, ν), it follows that
We can then conclude by arbitrariness of ε.
Proof of Theorem 3.4
under Assumption 3.3 (see [34] for the proof). Therefore
Next, let τ be a G γ -stopping time, and fix some γ ∈ Γ S (t, ν). Under Assumption 2.7, by Theorem A.3, we know that
Then by Lemma 4.7, it follows that
Finally, by Theorem 3.1, we have
This concludes the proof.
Proof of Theorem 3.2
In this part, we use the results and techniques of Theorem 3.1 to show the DPP for V B S . We start by proving the universal measurability of V B S . For this, we consider an equivalent formulation of V B S , which is more appropriate fro our purpose.
J(t, P).
(4.11)
s∧· , P-a.s., for any s ∈ [0, T ]. We consider another filtered probability space ( Ω, G,
, and P o := P γ ⊗ P. We naturally extend the different variables on this space and introduce γ o by
It is straightforward to verify that γ o is a strong control, and if we define
and as
is continuous and injective, so that Υ U is a Borel subset of P(C ℓ × C) (see e.g. Kechris [50, Theorem 15.1] ). It follows that
, as the map
is Borel measurable. Similarly
is a Borel set. Finally, notice that
and we then conclude the proof by Lemma 4.6 and Lemma 4.10.
For any constant M > 0 and (t, ν)
we introduce
Proof. (i) Thanks to Lemma 4.7, it is enough to prove that for P-a.e. ω ∈ Ω, there exists a measurable function
ω -a.s.
Then the function φ ω defined by
satisfies the required property.
(ii) Notice that P
⋆,M S
is an analytic set by Lemma 4.11, then one can apply the same arguments as in Lemma 4.9 to prove the existence of a family (Q ε t, ν ) satisfying (4.12). Moreover, as in the proof of Lemma 4.9, one can define P ε by
, so that P ε = P on Fτ , and P ε ∈ P W (t, ν). To prove that P ∈ P B S (t, ν), it is enough to prove that there exists a Borel measurable function φ :
similarly as P ε = P on Fτ , and P ∈ P B S (t, ν), we find 
Then by taking the supremum
we obtain the first inequality.
Next, let us take P ∈ P B S (t, ν). Without loss of generality, by using the same techniques as in Section 4.3.1, we can assume V B (τ, µ τ ) < ∞, P-a.s. By Lemma 4.12, for all ε > 0, we know there exists
Letting M −→ ∞ and taking the supremum, one obtains that
Then it is enough to let ε −→ 0 to conclude.
A Some technical results on controlled McKean-Vlasov SDEs
Let us first recall a technical optional projection result.
Lemma A.1. Let E be a Polish space, (Ω, F , P) be a complete probability space, equipped with a complete filtration G := (G t ) t≥0 .
(i) Given an E-valued measurable process (X t ) t∈ [0,T ] , there exists a P(E)-valued G-optional process β such that β τ = L P X τ G τ , P-a.s., for all G-stopping times τ.
(ii) Assume in addition that X is a continuous process, and that the G-optional σ-field is identical to the G-predictable σ-field. Then one can choose β to be a continuous process.
Proof. (i)
The existence of such G-optional process β is ensured by, e.g. Kurtz [51, Theorem A.3] Let (Ω, F , P) be a complete probability space, F = (F s ) s≥0 a complete filtration, supporting two independent FBrownian motions B and W , which are respectively R indeed, the (random) probability measure on P 2 (C n × U × C n × U ) β r (dy, du, dy
is such that β r (dy, du, C n × U ) = µ 1 r and β r (C n × U, dy ′ , du ′ ) = µ 2 r . By Burkholder-Davis-Gundy inequality and Assumption 2.7, we obtain that there is some constant C T > 0 such that
One has (by Assumption 2.7)
We fix a probability measure P on Ω t , under which X t∧· ∼ L P (ξ t∧· ), and ( W , B) are standard Brownian motions independent of X. Define α s := φ(s, X t∧· , W It is straightforward to check that on (Ω, F, F , P), X α is the unique solution of Equation (A. 
