Abstract-Inferring the ON/ OFF operational state of a reactor facility using measurements from an independent monitoring system is critical to the assessment of its compliance to agreements. We consider the problem of inferring the ON/ OFF state of a reactor facility using the measurements of Ar-41, Cs-138, and Xe-138 gas effluence types collected at the facility's off-gas stack. We present classifiers based on thresholding measurements of individual effluence types, and then present fusers that combine their outputs or measurements. We present five fusers based on the simple majority rule, Chow's pattern recognition function, Fisher's combined p-value statistic, the physics-based Poisson radiation counts model, and the correlation coefficient (CC) method. In addition, we also test five machine learning methods based on nonlinear classifiers, which are available as R packages. Our results show that: 1) these gas effluence measurements are effective in inferring the ON/ OFF state of a reactor facility, for example, best fusers achieve ∼97% detection at ∼1% false alarm rate and 2) fusers that combine all effluence types based on physics-based models, CC, and Fisher's method outperform the simple majority rule, Chow's fusers, and the machine learning methods, as well as when they are applied to individual and pairs of effluence types.
I. INTRODUCTION
T HE ability to independently assess the operational state of a monitored reactor facility is critical to assuring its compliance with agreements. In particular, measurements from an independent monitoring system of sensors could assist in identifying activities beyond the agreed upon ones, for instance, longer operational periods. Sensors that monitor facility activities, for example, as illustrated in Fig. 1 , could help infer its operational state based on "independent" measurements. In this paper, we consider a specific version of this problem to infer the ON/OFF state of a reactor facility using effluence measurements of three radioactive noble gases, Ar-41, Cs-138, and Xe-138; a similar problem using single-modal neutrino detector measurements has been Manuscript received January 22, 2018; revised July 18, 2018; accepted August 22, 2018 . Date of publication August 24, 2018 ; date of current version October 17, 2018 . This work was supported by the Oak Ridge National Laboratory managed by UT Battelle, LLC, for the U.S. Department of Energy under Contract DE-AC05-00OR22725. This paper was presented in part at the 2017 IEEE Nuclear Science Symposium.
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Digital Object Identifier 10.1109/TNS.2018.2867162 addressed in [1] . This effluence typically contains certain reactor by-products that are indicative of facility operations, and its measurements in terms of radioactive noble gases are collected at regular time intervals at the facility's off-gas stack. We consider ground truth measurements collected over one-year period at the High Flux Isotope Reactor (HFIR) Facility, Oak Ridge National Laboratory. Based on these measurements, we address classification and fusion methods to infer HFIR's ON/OFF state; these methods are selected from the areas of pattern recognition, statistics, information fusion, and machine learning. We first study simple classifiers that infer HFIR's ON/OFF state by thresholding measurements of individual effluence types; they serve as a baseline for providing positive detection and false alarm rates. We then consider two classes of fusion methods that combine measurements or classifier outputs. 1) First Principle Methods: We develop five fusers based on the simple majority rule, Chow's pattern recognition function [2] , the physics-based Poisson radiation counts model [3] , the correlation coefficient (CC) method [4] , and Fisher's combined p-value statistic [5] . We adapt the generic methods of Chow and Fisher to be applicable to these effluence measurements. The physics-based method and the CC method have been originally developed to utilize radiation measurements and are more directly applicable. 2) Machine Learning Packages: We test five different machine learning algorithms [6] , namely, C5.0, classification and regression trees (CART), bagging CART, random forest, and naive Bayes, which implement nonlinear classifiers. These are available as R packages, and are extensively used for solving a wide range of machine learning problems. We characterize the performance of these methods in terms of positive detection and false alarm rates based on HFIR ground truth measurements. We apply fuser methods to pairs and all three gas effluence types in order to assess the effectiveness of multiple effluence types. Together, these classifiers and fusers span a broad spectrum of areas, and require different levels of development and adaptations to be used with effluence measurements. The underlying classification and fusion problems, however, have been studied over the decades under various formulations in the areas of pattern recognition [7] , statistics [8] , information fusion [9] , machine learning [10] , and others; in particular, due to the Poisson distribution of measurements, this problem is similar to radiation source detection and localization problem [11] , [12] . Consequently, the set of potential solutions is vast and diverse, and our choices, albeit small and ad hoc, include representatives from these major areas that adopt different optimality criteria.
Our results show that these gas effluence measurements are effective in inferring the ON/OFF state of a reactor facility; for example, best fusers achieve ∼97% detection at ∼1% false alarm rate. By using all three effluence types, the physicsbased Poisson's method, CC method, and Fisher's method outperform the majority rule, Chow's fuser, and machine learning methods. In addition, when applied to individual and pairs of gas effluence types, the fusers are not as effective as when using all three effluence types.
The organization of this paper is as follows. We briefly describe the gas effluence measurements in Section II. Various classification methods are described in Section III, and their performances are described and compared in Section IV. The conclusions are presented in Section V.
II. REACTOR FACILITY AND EFFLUENCE MEASUREMENTS
HFIR was constructed in the mid-1960s with the purpose of producing transuranic isotopes; today, its activities include materials irradiation, neutron activation, and neutron scattering. At HFIR, effluence is released through a shared 250-ft. high reinforced concrete stack, with a 14-ft. inside diameter at the base and a 5-ft. inside diameter at the top, as shown in Fig. 2 . Measurements of 14 noble gas isotopes listed in Fig. 3(a) are collected at the stack. Out of these gases, also called effluence types, only Ar-41 is a primary by-product of HFIR's operations as it is clearly related to HFIR activities, since argon is present in the atmosphere surrounding the reactor vessel. The other gases could possibly be due to fission by-products, but cannot be associated with HFIR's processes with equal confidence, and thus are called secondary by-products. In addition, the primary source of most other isotopes is a different reprocessing facility that shares the off-gas stack. Therefore, the release of Ar-41 is directly related to HFIR's activities, whereas the production of the other 13 isotopes can be due to either facility.
Effluence is continuously monitored using a high-purity germanium detector at a sampling point located approximately 50-ft. high on the stack. The measurements are statistically analyzed in-line through gamma spectroscopy every 4 h, and only measurements above facility operator's predefined confidence thresholds are recorded and logged into memory. For the majority of the isotopes, most effluence measurements are below these preset and calibrated thresholds, and thus, the available data are sparse. Only Ar-41, Cs-138, and Xe-138 have measurements recorded for the entire duration of 2015, and hence are chosen for our study. Fig. 3(b)-(d) shows the ground truth data for the HFIR operational state from January 2015 to January 2016, as listed in Fig. 3(a) , wherein blue circle denotes off -periods and green circle denotes on-periods.
The sharing of the stack with another facility complicates the ON/OFF classification task for HFIR. However, given that Ar-41 is a primary by-product of HFIR, its measurements are good predictors of its activity. On the other hand, Cs-138 and Xe-138 may be produced by the other reprocessing facility, Because of this shared effluence, it is not a priori clear that their inclusion will improve the performance of fusers. As will be shown in Section III, their inclusion into physics-based fusers indeed leads to a superior performance over using Ar-41 measurements alone.
It is instructive to examine the pairwise scatter plots as Draftsman's display and the corresponding Pearson's correlations of the three effluence types, as shown in Fig. 4 . The scatter plots of Ar-41 with others are spread out and its correlations with others are low, and yet, there is high correlation between Xe-138 and Cs-138 due to their parent-daughter decay interactions as secondary by-products. In addition, the box-plots of individual effluence types in Fig. 5 (a)-(c) show significant measurement spread. Thus, to gain insight into using these measurements to infer the ON/OFF state, we compute 2-means clusters of individual effluence measurements using Hartigan and Wong's algorithm [13] . This algorithm attempts to partition the measurements into two groups such that the sum of squares of distances of measurements from their respective cluster centers is minimized, and the results are presented in Fig. 6 . The box-plots and clustered data together indicate that measurements during ON and OFF periods overlap within a common range, which makes their separation into two distinct less sharp, in particular beyond simple thresholding of means, and calls for more refined classification methods.
III. ON/OFF CLASSIFIERS FOR REACTOR FACILITY
We obtain individual threshold classifiers by deriving thresholds for each of Ar-41, Cs-138, and Xe-138, using ground truth measurements, and then combine their outputs utilizing a simple majority rule and Chow's recognition function. The measurements are used in deriving fusers based on the Poisson counts model, the CC method, and Fisher's combined probability test; the measurements are also used as inputs to machine learning R modules. We refer to measurements under 
A. Threshold Classifiers and Simple Majority Fuser
For individual classifiers, half of the background data are used to identify and exclude 3%, 5%, 7%, and 10% largest and smallest measurements. Then, a threshold τ i j is computed as the maximum of remaining measurements, for i ∈ {Ar 41, Cs138, Xe138} and j ∈ {3%, 5%, 7%, 10%}. By comparing the measurements from the other half of background data, we obtain false-positive (FP) and true-negative (TN) decisions, if above or below τ i j , respectively, as shown for τ Xe138,5% in Fig. 7 . Similarly, by using the entire source data, we obtain true-positive (TP) and false-negative (FN) decisions, if the measurements are above or below τ i j , respectively.
The classifier decision is ON if the measurement is above τ i j , and OFF otherwise. The decision of a simple majority fuser is that of two or more of individual classifiers corresponding to Ar-41, Cs-138, and Xe-138. The false alarm and positive detection rates are computed as the fraction of number of measurements with FP and TP decisions, respectively. The results for individual classifiers and the majority fuser are shown in Fig. 8 , where each tick mark represents j ∈ {3%, 5%, 7%, 10%} on the receiver operating characteristic (ROC) curve.
B. Chow's Pattern Recognition Fuser
We implement Chow's Fuser by adapting the threshold function [2] that combines multiple classifier outputs to achieve minimum statistical recognition error under certain independence conditions. Let a i,1 = {source data} and a i,2 = {background data}, for i ∈ {Ar 41, Cs138, Xe138}. For measurement m i , the decision of an individual classifier i , with j ∈ {3%, 5%, 7%, 10%}, is given by
and is assigned the weight [2]
where β i j,k = P(x i j = 0|a i,k ) and k ∈ {1, 2}. We estimate β i j,k of classifier i using TN and FN rates corresponding to training halves of background and source data, respectively. These weighted decisions, w i j x i j , are used to compare outputs of a set of classifiers, S ⊆ {Ar 41, Cs138, Xe138}, with |S| = n > 0, to the threshold
The fused ON/OFF decision of Chow's fuser for classifiers S is given by
The FP and TP rates are tabulated for n = 1, 2, 3 in Fig. 9 , along with the majority fuser's rates. It is worth mentioning that when classifier decisions are based on 2-character alphabets and are statistically independent, the fuser output is shown to achieve the minimum detection error based on exact weights in (2) [14] , [15] . In our implementation, these weights are the estimates of prior distributions, and rely initially on the translation of effluence measurements into a binary setting. In addition, the statistical independence condition requires that for fixed j , the classifiers outputs x i j are statistically independent. While the effluence measurements are statistically independent due to their Poisson distribution [16] , the classifiers outputs are not necessarily so. Due to these two factors, Chow's fuser is not guaranteed to achieve the minimum detection error, as will be illustrated subsequently. However, it is considered a baseline fuser for comparing the performance of other fusers.
C. Physics-Based Poisson Fuser
Effluence measurements follow Poisson distributions [16] such that:
where for effluence type i ∈ {Ar 41, Cs138, Xe138}, m i is the measurement and A i is either the OFF-state background intensity B i or the ON-state background plus source intensities B i + S i . A sequential probability ratio test (SPRT) is represented by
with fixed FP and FN detection probability parameters P 10 and P 01 , respectively [17] . It is used for the ON/OFF decision as follows:
• else, not enough measurements to make a decision. By taking the logarithm of (6) and simplifying, we have log where the sum of the weighted measurements is bounded by the sum of the source intensities plus a constant. In particular, for background measurements, denoted as {m
, we consider the following condition:
i ≤ log
and for source measurements, denoted as {m
, we consider
Then, the weighted sum of differences between source and background measurements, for a set of classifiers S ⊆ {Ar41, Cs138, Xe138} with |S| = n > 0, is greater than zero
We calculate the mean backgroundm
i and sourcem
measurements using training data and obtain w i = w * i for i ∈ S that maximize the weighted sum difference 0 < max
We use these weights to define the threshold
B i i (12) such that the Poisson fuser output is obtained by comparing max
with the threshold τ . The FP and TP rates for n = 2, 3 are tabulated in Fig. 10 , along with all previous results. SPRT-based fusers derived using Poisson measurements models have been effective for detecting radiation sources and have been analyzed in detail [18] , which motivated their application here. 
D. Correlation Coefficient Fuser
This fuser, which is a modified version of the Poisson fuser, uses windows of measurements. We consider the window mean of measurementsm i = (1/w) j +w−1 k= j m ik for a fixed window size w ∈ N and i ∈ {Ar41, Cs138, Xe138}. Letm i } in a training set. A graphical example is illustrated in Fig. 11 , where for eachm
0 , the mean of correlations for both the background and source window sets as well as their difference are depicted by the blue, green, and red points, respectively. We choosem B i * such that the difference between the red and blue points is maximized.
Using "correlated" training sets, we maximize the sum of weighted differences between the source and background mean window measurements, that is 0 < max
As with the Poisson fuser, we use these weights w i = w * i to define a threshold
The CC fuser maximizes the correlated and weighted sum of test window mean measurements given by max
and compares it against τ . We present FP and TP rates of classifiers and fusers discussed so far in Fig. 12 . The CC fuser is a special case of fusers based on Wald's statistics, which are simple to compute but are effective in practice as shown in [4] and also indicated here by higher TP rate in Fig. 12 .
E. Fisher's Combined p-Value Fuser
Fisher's combined probability test merges outputs of multiple statistically independent tests, under the same null hypothesis, by combining their p-values [5] . Fisher's combined statistic given by
is χ 2 2N -distributed, where p i is the p-value of test i ∈ {1, · · · , N}. We devise a hypothesis test in which for i ∈ {Ar41, Cs138, Xe138}, we compute the background mean measurementm (19) where X i is a random variable corresponding to the intensity measurement of effluence type i and m i is the test measurement. We interpret the associated level of significance
i )) as a p i -value. Thus, Fisher's combined statistic given by
is compared against a critical value of χ 2 6 to make the classification decision. We test this fuser at three different probabilities of rejection, and the TP and FP rates are summarized in Fig. 13 , along with those of Poisson and CC fusers.
In general, there is no best way of combining independent tests, yet Fisher's method has been proven to be optimal in the sense of exact Bahadur relative efficiency [19] . This optimality criteria compare the rate at which a function of the observed significance level converges as the sample size increases to infinity. Fisher's method is asymptotically optimal among all combining methods of independent hypothesis tests, and has been applied in several practical applications. 
F. Nonlinear Classifiers
We test five nonlinear classifiers available as modules in statistical software R, namely, four variants of decision trees and a naive Bayes method. We fine-tune their parameters using R package Caret, which uses a grid search to provide optimal values for integer and categorical parameters [20] . The FP and TP rates of these classifiers, along with physics-based fusers, are presented in Fig. 14 . We now briefly describe these methods and their parameters being tuned.
1) C5.0 Classifier:
This method extends the C4.5 classification algorithm developed by Quinlan [21] , which generates a decision tree from training data based on information entropy, that is, the average amount of information produced. This classifier can be a full decision tree or a collection of rules (or boosted versions of either). We tune the following parameters: 1) trials that specify the number of boosting iterations; 2) rules that specify if the tree is to be decomposed into a rule-based model; and 3) winnow that specifies if predictor winnowing, that is, feature selection, is to be used. Examples of C5.0 grid search (with tune-length = 5) of parameters and the final decision tree are shown in Figs. 15 and 16 , respectively.
2) CART Classifier: The method builds a classification tree through recursive partitioning of data set by splitting features based on Gini impurity. The Rpart package implements most of the functionality of Breiman's algorithm [22] . We optimize the complexity parameter cp that ensures that any split that does not decrease the overall lack of fit by a factor of cp is not attempted. The main role of cp is to save the computing time by pruning off splits that are not worthwhile. Examples of the CART grid search (with tune-length = 5) optimization of cp and the resultant decision tree are shown in Figs. 17 and 18 , respectively.
3) Bagging CART: Bootstrapped aggregation CART creates multiple trees from different subsamples of the same training data. The separate predictions are combined to provide better results. Bagging for CART were suggested in [23] to stabilize trees. The constituent trees here are the same as in the CART method but without parameter optimization.
4) Random Forest:
Random Forest is a variant on bagging CART, in which the available features for making a tree at each splitting point are reduced to a random subsample. The package randomForest implements Breiman's random forest algorithm for classification and regression [24] , [25] . We optimize mtry parameter that specifies the number of variables randomly sampled as candidates at each split. The default value for classification is √ p where p is the number of variables.
5) Naive Bayes Classifier:
The features being classified are assumed to be independent of all other features in a given class. Using training data, frequency tables are calculated, which are then used to compute probabilities of unclassified data. In the package naive Bayes, metric predictors are handled by assuming their Gaussian distribution for a given class label. Alternatively, kernel density estimation can be used to estimate their class-conditional distributions. The tuning parameters fL and adjust are 0 and 1, respectively. Accuracy is used to select the optimal model with the optimized Boolean parameter usekernel that specifies if density is used to estimate the densities of metric predictors.
IV. PERFORMANCE COMPARISON
The performance of classifiers and fusers from Section III is summarized in Figs. 12-14 , wherein FP or false alarm and positive detection or TP rates are shown on X-and Y-axes of ROC curves, respectively. In general, for a classifier, lowering of the threshold parameter leads to higher positive detection rate but also increases the false alarm rate. The desired performance of a classifier is a high positive detection rate at a low false alarm rate, represented by the top left corner of the ROC curve. The sequence of subsections in Section III shows a gradual performance improvement from threshold classifiers and majority fuser to Chow's fuser and then to physics-based Poisson and CC fusers, whereas the statistics-based Fisher's fuser is comparable with the latter.
We exploit the properties of the Poisson model in tailoring Poisson, CC, and Fisher's fusers (in different ways) to the specific characteristics of radiation or gas effluence measurements. Indeed, the Poisson model is considered to provide a sound first-order approximation to these measurements and is justified by the physics of gamma spectral peaks of these gas effluence types [16] . The other methods are primarily data-driven although in different ways. In particular, the thresholds and probability estimates used in threshold classifiers and Chow's fuser, respectively, do not directly exploit the physics characteristics of gas effluence measurements. The machine learning methods are further removed from the physics models in that the measurements are treated as pure data; in particular, the parameter tuning of tree-based classifiers is mainly driven by the structural properties. Thus, this methodology of incorporating physics models provided classifiers that outperformed machine learning methods, and further refinements of this approach are possible.
Our results lead to the following overall conclusions. 1) These types of gas effluence are effective in inferring the ON/OFF status of a reactor facility. However, best cases with ∼97% positive detection at ∼1% false alarm require fusing all three effluence types using either CC or Fisher's fuser. 2) Overall, the fusion of multiple gas effluence types provides better performance than those based on individual and pairwise effluence types. In particular, certain types of multiple effluence fusion can be robust enough to extract the marginal activity information provided by Cs-138 and Xe-138, improving Ar-41 individual detection. 3) Fusers based on physics-based Poisson model, CC method, and Fisher's method outperform simple majority, Chow's fusers, and machine learning algorithms, thereby illustrating the importance of fuser choice and knowledge of physical properties of the data.
V. CONCLUSION
We formulated a framework for inferring the ON/OFF status of a reactor facility by using effluence measurements of three radioactive noble gases, namely, Ar-41, Cs-138, and Xe-138. We implemented and studied five types of classifiers, based on thresholding measurements of individual effluence types, as well as fusion methods founded on physics-based characterization of radiation counts. In particular, we tested a simple majority threshold fuser, an adaptation Chow's binary recognition function, the physics-based Poisson radiation counts model, the CC method, and an implementation of Fisher's combined probability test. We further compared our methods to five machine learning algorithms: four variants of decision trees and one implementation of Bayes theorem. These classifiers are chosen from diverse disciplines of pattern recognition, statistics, information fusion, and machine learning. Our results show that noble gas effluence is effective in inferring the ON/OFF activity state of a reactor facility, and best performance is achieved by using all effluence types and fusers based on physics or statistical principles.
Future work may result in further improvements to our physics-based methods. It would also be of interest to investigate the optimal window size used in the CC method as well as the optimal size of training data needed. Mathematical expressions for performance and error bounds of these classifiers and the corresponding optimality results should be explored. Additional future work includes further simulations and data sets' exploration, as well as integration of other sensor modalities such as seismic and acoustic, biota, power feeds, and cooling towers.
