ABSTRACT Hardware/software partitioning is playing an important role in designing complex embedded systems. In this paper, by considering the parallelism between hardware and software, we propose a more practical hardware/software partitioning method which can be combined with task scheduling. In one aspect, in order to select a more suitable partitioning algorithm, the concept of blind optimization algorithm for hardware/software partitioning is presented, and the advantages of this kind of algorithms are illustrated by diagrams. We combined the Shuffled Frog Leaping Algorithm (SFLA) with Earliest Time First (ETF), a scheduling algorithm, and proposed a new hardware/software partitioning algorithm named SFLA-ETF. The solution quality and algorithm execution time of SFLA-ETF is better than other blind algorithms and it can also obtain better solutions than non-blind optimization algorithm.
I. INTRODUCTION
With the development of semiconductor technology, embedded systems have become increasingly complex. Hardware units such as: ASIC, FPGA have the advantages of high efficiency and low power, while software units such as: CPU, DSP are characterized by short development time, flexibility, and easy to maintain. Therefore, in the development of complex embedded systems, hardware/software co-design is necessary to meet design constraints like lower cost, lower power consumption, etc.
One general task can be divided into many subtasks, and each subtask can be implemented in hardware unit or software unit. The goal of hardware/software partitioning is to get an optimal partitioning scheme. The system performance rests on the optimal partitioning result, therefore, hardware/software partitioning plays a key role in hardware and software co-design.
Hardware/software partitioning can be seen as a NP-hard problem [1] . In general, algorithms applied to hardware/software partitioning can be divided into two types: exact algorithms and heuristic algorithms. Exact algorithms mainly include Dynamic Programming (DP) [2] , Integer Linear Programming (ILP) [3] , Branch and Bound (B&B) [4] , etc. Although exact algorithms are able to find the best partitioning scheme as it is, using these algorithms to solve hardware/software partitioning problem will become complex and time consuming when the number of subtasks is large. In contrast, heuristic algorithms can be used to solve NP-hard problems effectively. For example, Tabu Search (TS), Simulated Annealing (SA), Genetic Algorithm (GA) and Immune Algorithm (IA) are used in [5] - [8] . As a new kind of heuristic algorithms, the swarm intelligence optimization algorithms have been applied to solve hardware/software partitioning problems, as introduced in [9] - [11] .
The design of a hardware/software partitioning scheme can be seen as a process of optimization. This process could optimize the existing schemes repeatedly, and finally get the optimal result [12] . Thus, it needs to evaluate the performance of existing schemes to estimate whether the new scheme after updated is better than the original one and decide whether to replace the old scheme with the new one according to the evaluation criteria. If the performance of schemes cannot be evaluated accuratelyčthe performance of the final output scheme may be poor. So it is necessary to find a precise evaluation standard.
In general, the task execution time after partitioning is usually used as the evaluation standard. There are two ways to calculate the task execution time. One way is to calculate the sum of execution time and communication time of all subtasks. It will be represented with T (V ) in this paper. Another way is to calculate the difference between the end time of the last subtask and the start time of the first one. It will be represented with T sch (V ) in this paper. When parallelism among the processing units is not considered, all the subtasks will be performed in a sequential order and the values of T (V ) and T sch (V ) are the same. But in practice, there is usually parallelism between different processing units [13] . So task scheduling is needed to schedule the execution order of subtasks assigned in various processing units to get better system performance. In this case, T sch (V ) which should be calculated after task scheduling will be the same as actual task execution time while T (V ) which could be obtained without the need of task scheduling is usually longer than the actual task execution time.
Based on the above analysis, there are two shortcomings in current research of hardware/software partitioning.
(1) In previous research, task scheduling and hardware/software partitioning were usually studied separately. Task scheduling is usually not considered in the partitioning process, and it always takes effect after the determination of partitioning schemes [14] , [15] . In this case, T (V ) is always chosen as the evaluation standard such as in [16] , [17] . If schemes are designed according to this standard, parallelism between hardware and software may be easily ignored and the final determined scheme may become inaccurate. An illustration is as follows: As shown in Fig. 1(a) and (b) representing scheme A and scheme B respectively. The circles and the squares indicate that subtasks are implemented in software unit and hardware unit separately. TSi indicates the execution time of a subtask node i on a software unit and THi indicates the execution time of a subtask node i on a hardware unit. Values above arrowed lines between nodes indicate the communication time. Assuming subtasks assigned to hardware units can be executed in parallel but subtasks assigned to software units need to be executed sequentially. If we take T (V ) as an evaluation criterion, scheme A will be the final scheme. Because T (V ) of scheme B is 280, but T (V ) is 260 for scheme A. However, if the performances of the two schemes are evaluated by actual execution time after scheduling, the scheme B will be selected. Because of T sch (V ) scheme A is 260, but T sch (V ) is 250 for scheme B (node 1 and node 2 can be executed in parallel). Thus, some better schemes may be missed if task scheduling is not considered.
(2) At present, algorithms used to solve the problem of hardware/software partitioning are mainly heuristic algorithms. If task scheduling is considered in the process of hardware/software partitioning, hardware/software partitioning will become more complex. In this case, not every heuristic algorithm can be used to solve problem. Therefore, it is necessary to find suitable heuristic algorithms.
In view of above problems, we combine hardware/software partitioning with task scheduling. The concept of blind (non-blind) optimization algorithms will be given and SFLA will be chosen to design a new hardware/software partitioning algorithm which will be combined with a task scheduling algorithm-ETF [18] . The new algorithm is named SFLA-ETF in this paper.
The rest of the paper is organized as follows. In section II, the related knowledge of hardware/software partitioning problem is described. In Section III, the concept of blind optimization algorithm is defined and the characteristics of blind optimization algorithms are introduced. In section IV, SFLA-ETF algorithm is proposed. In section V, the empirical results are given. Finally, we conclude our work in the section VI. 
II. RELATED KNOWLEDGE A. SYSTEM MODEL OF HARDWARE/SOFTWARE PARTITIONING PROBLEM
Hardware/software partitioning is used to get an optimal scheme to allocate subtasks to different hardware units or software units. The common system model of multiprocessing units is shown in Fig. 2 . As shown in Fig. 2 , the system is composed of multiple software units and multiple hardware units. Software units with N types and hardware units with M types can be represented by sets of SW and HW .
It should be noted that, considering the parallelism between hardware units and software units, the research on hardware/software partitioning in this paper is based on the simplified system model. Assuming that the system is composed of a single software unit and multiple identical hardware units. Under such circumstances, one subtask assigned to the software unit can be executed in parallel with one or more other subtasks assigned to the hardware units, but different subtasks assigned to the software unit have to be executed sequentially.
B. TASK MODEL OF HARDWARE/SOFTWARE PARTITIONING PROBLEM
The task model of hardware/software partitioning problem can be represented by a Directed Acyclic Graph (DAG) [19] [20] . As shown in Fig. 3 .
In Fig. 3 , the arrowed lines between nodes indicate dependence between subtasks. The values above the lines indicate the communication time between subtasks. TSi indicates the execution time when subtask node i is executed on the software unit. THi indicates the execution time when subtask node i is executed on the hardware unit. AHi indicates the hardware area if subtask node i is executed on the hardware unit. For simplicity, the area of software unit is ignored. DAG can visually display the related information of subtasks.
C. MATHEMATICAL MODEL OF HARDWARE/SOFTWARE PARTITIONING PROBLEM
Hardware/software partitioning problems can be defined by
the set of subtasks of system and V i represents the ith subtask node.
denotes the data dependency between V i and V j . The property of every node can be given by Eq. (2).
where V type represents the type of processing unit that the subtask V i is assigned, V type = {sw, hw} represents that the subtask node can be implemented in software or hardware. T s and T h denote the execution time of software and that of hardware respectively. C (j) denote the communication time between V i and V j when there is dependency between them. A h denotes the hardware area. P s and P h denote the power cost of software and hardware respectively. In previous research, T (V ) is usually the optimization objective. Mathematical description can be given by (3) .
In this paper, both hardware/software partitioning and task scheduling are taken into account synthetically. Thus, the scheduling length T sch (V ) is used as the optimization objective. TE (V i ) is used to represent the completion time of subtask node V i after scheduling. For simplicity, only area constraint is taken as the constraint, hardware/software partitioning problem can be described as (4) . 
III. HARDWARE/SOFTWARE PARTITIONING BASED ON BLIND OPTIMIZATION ALGORITHMS
In this paper, heuristic algorithms are divided into two categories: non-blind optimization algorithms and blind optimization algorithms.
A. NON-BLIND OPTIMIZATION ALGORITHM AND BLIND OPTIMIZATION ALGORITHM
The optimizing process of some heuristic algorithms is guided by the rules which are based on calculation formulas of the objective functions, constraints or other conditions. But for the other heuristic algorithms, there is no rule and the optimizing process can be regarded as a black box. Because the contents of the black box are invisible, the second kind of heuristic algorithms are called blind optimization algorithms and the others are called non-blind optimization algorithms accordingly. Fig. 4 can illustrate this further. As shown in Fig. 4 , for non-blind optimization algorithms, if the conditions of problems such as the types of parameters or the formulas of objective function have changed, the optimizing process also needs to be adjusted accordingly. However, for the blind optimization algorithms, no matter what the problem is, the black box does not need to change. According to this standard, Greedy Algorithm (GrA) [21] , 1D Search Algorithm [22] belong to non-blind optimization algorithms while some swarm intelligent algorithms such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Artificial Bee Colony (ABC), Artificial Fish Swarm Algorithm (ASFA) and SFLA are bind optimization algorithms.
B. FURTHER COMPARISON BETWEEN NON-BLIND AND BLIND OPTIMIZATION ALGORITHMS
The non-blind optimization algorithms have the advantages of faster convergence rate and higher efficiency. Meanwhile they also have the following drawbacks, take GrA as an example.
(1) When the optimization objectives, constraints and other factors which affecting the optimizing process are complex, it is not easy to design effective greedy rules.
(2) Once the greedy rule is made, the implementation of some subtasks will be determined. For example, if node i can only be assigned to hardware according to the greedy rule, it is impossible to get a scheme in which the node i is assigned to software. This may lead to the loss of global optimal solution. So it is not conducive to find the global optimal solution when the non-blind optimization algorithms are used.
However, neither is a problem of blind optimization algorithms.
(1) For blind optimization algorithms, the optimizing process is to update the initial solutions by many iterations. The update of one solution is usually conducted by the guidance of other solutions or random generation of a new better solution which is used to replace the original one. In this case, the update mechanism only needs the evaluation of every generation solution. The evaluation value can be obtained on the outside of the black box and it is easy to be calculated. When problem becomes complex, the design of optimizing process such as the greedy rule of GrA will be complicated, but it can be easily solved by the blind optimization algorithms.
(2) For blind algorithms, although the update of a solution may be guided by other solutions, the change of step size is random. So every solution in the solution space can be found in a certain probability. For example, no matter what the problem is, node i will have a chance to be assigned to not only a software unit as well as a hardware unit. Therefore, it is advantageous to find the global optimal solution.
Based on the above comparisons, if the optimization objective, types of parameters or other relevant conditions are complex, the blind optimization algorithms can be chosen. If we hope algorithms have strong global search ability, the blind optimization algorithms can be considered, too.
In this paper, the hardware/software partitioning is combined with the task scheduling. The optimization objective is to get the smallest T sch (V ) instead of T (V ). T sch (V ) can be got after scheduling which makes optimizing process more complex. In this case, if a non-blind optimization algorithm is chosen, it is not easy to design optimization rules. So it is more suitable to apply blind optimization algorithms in this situation.
IV. HARDWARE/SOFTWARE PARTITIONING BASED ON SFLA-ETF ALGORITHM
Shuffled Frog Leaping Algorithm (SFLA) is derived from the migration and foraging behavior of the frog population. It is a heuristic algorithm which is developed by Eusuff and Lansey [23] . SFLA is a kind of blind optimization algorithm featured with the characteristics of few parameters, fast convergence rate and strong global optimization ability [24] . In this paper, SFLA is combined with a classical task scheduling algorithm ETF to get a new hardware/software partitioning algorithm SFLA-ETF.
A. REPRESENTATION OF SOLUTIONS
Before the algorithm discussion, the representation of the solution needs to be determined. Each solution corresponds to a partitioning scheme. According to the simplified system model described in section 2.1. The partitioning scheme can be represented by a one-dimensional array consisting of 0 and 1. 0 indicates that a subtask is assigned to a software unit while 1 indicates that a subtask is assigned to a hardware unit. One of the partitioning schemes can be shown in Fig. 5 . As shown in Fig. 5 , subtask node 0, 1, 2 and 3 are assigned to a hardware unit, a software unit, a software unit and a hardware unit separately.
B. FITNESS FUNCTION
SFLA is a kind of blind optimization algorithm. Therefore, for different problems, the optimizing process does not need to change. The only thing to be designed is the evaluation method outside the black box. In SFLA, fitness function is used to evaluate the solutions. For SFLA-ETF, in each iteration, when a scheme is obtained, task scheduling for this scheme will be carried out. The actual execution time after scheduling is called scheduling length which is T sch (V ) mentioned above. The fitness value Fit can be described as (5), TE (V i ) represents the completion time of task node V i after scheduling.
The pseudo code of SFLA-ETF will be shown in table 1 Secondly, ETF algorithm will be used to schedule subtasks based on the partitioning schemes and the fitness function value Fit of each position will be calculated. After that, all frogs are sorted in descending order according to their fitness values and then grouped. The step of grouping should be implemented based on the sorted order. The first frog is assigned to the first group and the second frog is assigned to the second group. When a frog is assigned to the last group, the rest of the frogs will be assigned from the first group to the last group again and so on. The population will be divided into N groups.
Thirdly, the frog x iw with the worst position in each group will leap according to the frog x ib with the best position in the same group or the frog x B with the best position in the whole population. After each leap, each frog will get a new position and ETF algorithm will be used to schedule subtasks to get its Fit. If the new position is valid and the value of Fit after leap is a better one. The new position of the frogs will be used to replace the original position. If the leaps of frogs using the above two ways cannot get a better position, a new valid position should be generated randomly to replace the original position.
Finally, all frogs are shuffled and one iteration is completed. The frogs will be grouped and leaped again until the maximum repeat number or the termination condition is reached.
V. EMPIRICAL RESULTS
Algorithms in this paper are implemented in C++ and tested on an intel core i5 computer with 3.20GHz CPU and 8.00GB RAM, running Microsoft Windows 8 operating system. 
A. PARAMETERS SETTING OF HARDWARE/SOFTWARE PARTITIONING PROBLEM
We use the TGFF tool [25] to generate the parameters of hardware/software partitioning problem. The number of subtask nodes is between 50 and 1000. Experimental parameters are set according to the paper [26] . The following tables will show the basic parameters used in all experiments. These parameters are produced based on some reasonable assumptions. The hardware execution time (T h in formula (4)) is a uniform random number generated from the interval [800,2000(ns)]. The hardware area (A h in formula (4)) is randomly generated from [100,400(ns)]. The software execution time (T s in formula (4)) is a uniform random number generated from the interval [200,1200(ns)]. In reality, hardware execution time is usually shorter than the software execution time. But for floating-point operations and pointer operations, the execution time of software is shorter than the execution time of hardware. Therefore, there is an overlap in the two execution time ranges. According to actual situation, communication time (C (j) in formula (4)) is taken as 1/20 of software execution time. It can be a random number generated from the interval [40, 100(ns)]. The area constraint (AreaLimit in formula (4)) is taken as the half of the possible maximum system area (total area which is required when all subtasks are assigned to hardware units). Eight different benchmarks are generated by TGFF in this paper, and the corresponding parameters are shown in Table 2 . 
B. COMPARISON BETWEEN FIVE BLIND OPTIMIZATION ALGORITHMS
According to our definition of blind optimization, five blind optimization algorithms (GA [7] , PSO [10] , ABC [27] , AFSA [11] and SFLA [23] ) are selected to solve the hardware/software partitioning problem. By combining the task scheduling algorithm ETF, GA-ETF, PSO-ETF, ABC-ETF, AFSA-ETF, SFLA-ETF are designed respectively.
As described in formula (4), the optimization objective is to get the minimum T sch (V ) and the constraint condition is the hardware area constraint. The maximum iterations are 1500, and the termination condition is that the number of invalid iterations reaches 150. The parameters of algorithms are shown in Table 3 .
In order to compare the performance of different algorithms, we evaluated from two aspects, the T sch (V ) of the final output solution and the algorithm running time. The five algorithms are implemented separately based on 8 different benchmarks. Each algorithm is executed 10 times to obtain the average T sch (V ) and the average running time.
Corresponding empirical results are shown in Table 4 .
The experimental results in Table 4 are drawn in Fig. 6 . T sch (V ) As shown in Fig. 6(a) , in the five algorithms, the T sch (V ) obtained by SFLA-ETF is close to that by AFSA-ETF, which is lower than that by the other 3 algorithms. And as the number of the nodes increases, the gaps between different algorithms become obvious gradually. In addition, when the number of nodes is more than 500, the T sch (V ) of SFLA-ETF is lower than that of AFSA-ETF. It can be seen in Fig. 6(b) , as the number of nodes rises, the running time of each algorithm increases dramatically. In these five algorithms, the running time of SFLA-ETF is obviously superior to the other four algorithms.
We use the deviation degree to describe the advantages and disadvantages of each algorithm relative to the benchmark algorithm. The deviation degree α of T sch (V ) can be defined by formula (6) .
where B * represents the T sch (V ) of the algorithm to be compared. B represents the T sch (V ) of the benchmark algorithm. The deviation degree β of the running time can be expressed by formula (7) . where R * represents the running time of the algorithm to be compared. R represents the running time of the benchmark algorithm. SFLA-ETF is used as a benchmark algorithm to calculate the deviation degree of each algorithm. If the deviation degree is negative, the bigger absolute value of the deviation degree is, the better algorithm performance is. If the deviation degree is positive, the bigger absolute value of the deviation degree is, the worse algorithm performance is. The comparison of the deviation degree of four algorithms is shown in Table 5 . According to Table 5 , SFLA-ETF algorithm is superior to the other four algorithms.
C. COMPARISON BETWEEN SFLA-ETF AND GRA&ETF
In order to further analyze the advantages of SFLA-ETF, the non-blind optimization algorithm GrA is implemented. Because it is not easy to combine task scheduling with the optimizing process of non-blind optimization algorithms, hardware/software partitioning and task scheduling are performed separately. First of all, T (V ) is used as the optimization objective of the software/hardware partitioning algorithm and an optimal solution is calculated based on GrA.
Then, ETF algorithm is used to schedule the optimal solution to get T sch (V ). The above algorithm is named GrA&ETF in this paper. When the implementation way of a node is 
where T s , T h , C (j), V type and A h in formula (8) are software execution time, hardware execution time, communication time, implementation way and hardware area separately.
The comparison between SFLA-ETF and GrA&ETF is shown in Table 6 . The experimental result of SFLA-ETF in last section is used in this section. α and β can be calculated based on formula (6) and formula (7), and SFLA-ETF is taken as the benchmark algorithm.
According to Table 6 , the SFLA-ETF can get a better solution than GrA&ETF for all benchmarks. It proves that more accurate solutions can be gotten when task scheduling is combined in the process of hardware/software partitioning. Because the non-blind algorithms have a high efficiency, so the execution time of GrA&ETF is shorter than that of SFLA-ETF. But as the number of nodes increases, the gap of execution time between the two algorithms is gradually narrowing.
VI. CONCLUSION
In this paper, the importance of the combination of task scheduling and the hardware/software partitioning is illustrated at first. Then, to find suitable heuristic algorithms to be combined with task scheduling algorithms, advantages of the blind optimization algorithm in hardware/software partitioning are analyzed. Furthermore, as a new algorithm based on a high performance blind optimization algorithm and a classical task scheduling algorithm, SFLA-ETF is designed to solve hardware/software partitioning problem. Finally, SFLA-ETF is compared with other four bind optimization algorithms and a non-bind optimization algorithm. Empirical results show that SFLA-ETF has the best performance in the five bind optimization algorithms and can get a more accurate solution than the non-blind algorithm. The SFLA used in this paper is the original algorithm mentioned in [23] , and this algorithm can be continuously improved. There are also some other scheduling algorithms which can be combined with blind optimization algorithms in order to get a better performance. So the algorithm proposed in this paper could be improved in the above two aspects further.
