On the Strong Coupling Limit of Many-Polaron Systems in Electromagnetic
  Fields by Wellig, David
ar
X
iv
:1
30
8.
51
18
v1
  [
ma
th-
ph
]  
23
 A
ug
 20
13
On the Strong Coupling Limit of Many-Polaron Systems in
Electromagnetic Fields
D. Wellig
Universita¨t Stuttgart, Fachbereich Mathematik
70550 Stuttgart, Germany
August 26, 2018
Abstract
In this paper estimates on the ground state energy of Fro¨hlich N-polarons in electro-
magnetic fields in the strong coupling limit, α → ∞, are derived. It is shown that the
ground state energy is given by α2 multiplied by the minimal energy of the corresponding
Pekar-Tomasevich functional for N particles, up to an error term of order α42/23N3. The
potentials A, V are suitably rescaled in α. As a corollary, binding of N-polarons for strong
magnetic fields for large coupling constants is established.
1 Introduction and Main Results
An ionic crystal is deformed by the presence of an excess electron via the Coulomb attraction
resp. repulsion. The distortion induces a potential which acts on the electron. The resulting
composite particle is called a polaron. More generally a N -polaron is a system of N electrons
with the corresponding distortions of the ionic lattice. In the physically admissible region the
coupling constant α between electron and lattice, in our units, is bounded from above by the
electron-electron repulsion strenght U . Energetically it is more favorable if the electrons deform
the lattice in a small region, hence they tend to stay close together. Therefore an attractive
force operates between the electrons which is counteracted by their Coulomb repulsion. Which
force is stronger, depending on α and U , is discussed further below. For more information
about the physical properties of polarons we refer to [5, 1] and references therein.
The goal of this work is to prove that in the leading order of the coupling constant the
ground state energy of N -polarons subject to a certain class of electromagnetic fields is given
by the minimal energy of the Pekar-Tomasevich functional. For large values of α the effect of
the external fields is negligible. Hence they are rescaled such that they grow with increasing
α. Combining this with the binding of Pekar-Tomasevich N -polarons subject to a constant
magnetic field, which was recently established in [3], we prove binding for Fro¨hlich N -polarons
in strong constant magnetic fields for large couplings. In the N -particle case without external
fields, similar asymptotic exactness and binding results have recently been derived in [2]. The
common strategy of the latter work and ours is to split up the N -polaron into disjoint groups of
polarons, to estimate the interaction energy between the groups, and to derive the asymptotic
coincidence with Pekar-Tomasevich for the individual groups by the techniques developed by
Lieb and Thomas [13].
We consider the model, introduced by H. Fro¨hlich [8], that describes large polarons, i.e.
polarons with large spatial extension compared to the lattice spacing. Additionally external
potentials V : R3 → R and A : R3 → R3 are introduced, which generate the electric field −∇V
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and the magnetic field curlA. The Fro¨hlich hamilton operator for N -polarons on the Hilbert
space H = L2(R3N )⊗F , with F as the bosonic Fock space over L2(R3), is given by
H(N) =
N∑
j=1
(
D2A,xj + V (xj) +
√
αφ(xj)
)
+Hph + UVC(x1, . . . , xN ), (1)
where DA,xj = −i∇xj + A(xj). VC(x1, . . . , xN ) =
∑
i<j
1
|xi−xj |
is the Coulomb potential and
the interaction between the electron and the quantized lattice vibrations (i.e. phonons) is
φ(x) =
1√
2π
∫
dk
|k|
(
a(k)eikx + a∗(k)e−ikx
)
.
Where a(k) represents the creation- and a∗(k) the annihilation operator with momentum k and
Hph =
∫
R3
dka∗(k)a(k) denotes the phonon energy. The ground state energy of H(N) is defined
by
E(N)(A, V, U, α) = inf
‖ψ‖=1
〈
ψ
∣∣H(N)∣∣ψ〉.
For simplicity reasons E(N)(A, V, U, α) sometimes is written as E(N). Because of Lemma 4.1
E(N)(A, V, U, α) is bounded from below and hence it exists.
The Fro¨hlich model is closely related to the Pekar-Tomasevich functional E(N)U,α (A, V, .), which
for normalized ϕ ∈ L2(R3N ) may be defined by
E(N)U,α (A, V, ϕ) = inf
‖η‖=1
〈
ϕ⊗ η ∣∣H(N)∣∣ϕ⊗ η〉. (2)
See Section 4 for a more explicit definition. The minimal energy of the Pekar-Tomasevich
functional with external magnetic and electric fields is denoted by
CN (A, V, U, α) = inf
‖ϕ‖=1
E(N)U,α (A, V, ϕ).
Sometimes the short hand CN instead of CN (A, V, U, α) is used. By (2)
CN ≥ E(N). (3)
The dimensionless constant ν := U/α describes the physical region for ν > 2. Does there exist
a similar estimate converse to (3)? In the following theorem we give an affirmative answer.
Theorem 1.1. For any values of ν > 0 and N , the following is true:
(a) Suppose A, V satisfy assumptions (AV1) and (10) described in Section 2, then there exists
c(A, V )
E(N)(Aα, Vα, αν, α) ≥ α2CN (A, V, ν, 1)− c(A, V )α42/23N3,
for α large and Aα(x) = αA(αx), Vα(x) = α
2V (αx).
(b) Suppose A, V satisfy assumptions (AV2) and (10) described in Section 2, then
lim
α→∞
α−2E(N)(A, V, αν, α) = CN (0, 0, ν, 1), (α→∞), for all N. (4)
Theorem 1.1 b) shows what one physically would expect, that the ground state energy of
the Fro¨hlich model does not depend on the external fields in the leading order of the coupling
constant for α → ∞. The external fields are rescaled such that they are appreciable for large
α. Furthermore the scaling property from Theorem 1.1 a) ensures that the minimal energy of
the electromagnetic Pekar functional is proportional to α2, i.e.
CN (Aα, Vα, αν, α) = α
2CN (A, V, ν, 1). (5)
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In the case N = 1 Theorem 1.1 was recently proved in [10]. The previous results without
external fields are discussed further below.
Furthermore, we want to study the formation of multipolarons in constant magnetic fields.
Binding for N -polarons is established if
∆E(N) := min
1≤k≤N−1
(
E(k) + E(N−k)
)
− E(N) > 0, (6)
and analogously for Pekar-Tomasevich N -polarons
min
1≤k≤N−1
(Ck + CN−k)− CN > 0. (7)
We already know binding for Pekar-Tomasevich N -polarons in constant magnetic fields for ν
in some neighborhood of ν = 2 [3], hence as a corollary of Theorem 1.1, it follows the existence
of bound states for Fro¨hlich N -polarons in strong constant magnetic fields for α large enough.
Thus:
Theorem 1.2. For any values of N , let A be linear, i.e. the corresponding magnetic field is
constant, then there exists νN,A > 2 such that for ν < νN,A and α large enough
∆E(N)(Aα, 0, αν, α) > 0,
where Aα(x) = αA(αx).
Remark. Suppose A, V satisfy (10) and assumption (AV2) described in Section 2, then there
exists νN > 2 such that for ν < νN and α large enough
∆E(N)(A, V, αν, α) > 0. (8)
This follows from (4) and the binding of N -polarons in the Pekar-Tomasevich model without
external fields (see [11] or [3] for A = 0). In other words, in the leading order for α → ∞ the
binding energy does not depend on the (non-scaled) external fields.
For N = 1 without external fields a first proof of Theorem 1.1 was given by means of
stochastic integration by Donsker and Varadhan [6], however they did not mention an explicit
error bound. Later, Lieb and Thomas [13] gave another proof using operator theoretical meth-
ods, which was the basis for subsequent generalizations, i.e. to the case of polarons subject
to electromagnetic fields [10] and to the case of N -polarons without external fields [2]. Since
the idea of the proof in [13] only applies to multipolarons in a neighborhood of one another,
Theorem 1.1 can not simply be adapted. Considering that, in Proposition 3.2 we estimate the
interaction-energy between different clusters of multipolarons by a generalization of a lemma
recently appeared in [7].
The basic idea of our proof of Theorem 1.2 goes back to Miyao and Spohn [14], where they
proved formation of bipolarons. They argued that in the strong coupling regime, binding for
bipolarons is implied by the binding for Pekar-Tomasevich bipolarons and the fact that in the
leading order for α → ∞ the Fro¨hlich ground state energy is exactly described by the Pekar
minimal energy. By a similar reasoning, the existence of bipolarons subject to electromagnetic
fields was recently derived in [10] with the help of binding of the corresponding Pekar bipo-
larons [9]. For binding of N -polarons, but without external fields we refer to [2, 11]. There are
further binding and non-binding results in the mathematical and physical literature. Namely
non-binding for N -polarons without external fields have been proved for the Fro¨hlich model
and the Pekar functional for sufficiently large values of ν > 0 [7]. Numerical calculations sug-
gest that binding for bipolarons does not occur for small couplings [17, 18], but there exists no
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rigorous proof yet.
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2 Preparations and Structure of the Proof
Let the aforementioned external potential V : R3 → R be form-bounded with bound zero, i.e.
for all ε > 0 there exists Cε > 0
|〈ϕ, V ϕ〉| ≤ ε‖∇ϕ‖2 + Cε‖ϕ‖2, ϕ ∈ C∞0 (R3). (9)
Two different assumptions on the magnetic and electric fields are given
(AV1) Ak ∈ L2loc(R3), V ∈ L1loc(R3) and (9),
(AV2) Ak ∈ L3loc(R3), V ∈ L3/2loc (R3) and (9).
Obviously (AV2) is contained in (AV1). If nothing is mentioned, always (AV1) is supposed.
(AV1) ensures that the quadratic form
∑N
j=1
〈
DA,xjϕ,DA,xjϕ
〉
on C∞0 (R
3N ) is well defined. It
is closable and the domain of the closure is H1A(R
3N ) := {ϕ ∈ L2(R3N )|(−i∂xj ,ℓ +Aℓ(xj))ϕ ∈
L2(R3N ), 1 ≤ ℓ ≤ 3, 1 ≤ j ≤ N} (see [4]).
We recall the important diamagnetic inequality that is frequently used in the present paper.
It states, that if ϕ ∈ H1A(R3), then |ϕ| ∈ H1(R3) and
|∇|ϕ|(x)| ≤ |DAϕ(x)|, pointwise for almost every x ∈ R3.
For a proof see [12].
(AV1) and the diamagnetic inequality imply that
∑N
j=1
〈
DA,xjϕ,DA,xjϕ
〉
+ 〈ϕ, V (xj)ϕ〉 is
a closed quadratic form on H1A(R
3N ). Since
∫
dk|k|−1a∗(k) makes no sense on F0 = {(ϕ(n)) ∈
F|ϕ(n) ∈ C0(R3N ), ϕ(n) = 0 for all but finitely many n}, the Fro¨hlich hamiltonian is not well-
defined on Q = C∞0 (R
3N )⊗F0. This drawback is avoided by interpreting H(N) as a quadratic
form
〈
ψ
∣∣H(N)∣∣ψ〉 on Q. Because of Lemma 4.1 it is closable and semibounded on Q, therefore
the closure is a quadratic form of a self-adjoint operator.
Further, we assume the following energy inequality
Cn + Cm ≥ Cm+n, for m+ n ≤ N. (10)
The following choices of potentials A, V satisfy (10).
1) There exists w ∈ R3 and f ∈ H2(R3), f(x + w) = f(x): A(x + w) = A(x) +∇f(x) and
V (x+ w) = V (x) (periodic electric potential and periodic magnetic field).
Proof. Let ϕi ∈ L2(R3ni), 1 ≤ i ≤ 2 be approximative minimizers of E(ni)ν,1 (A, V, .) up to
an error of ε. We define the discrete magnetic translation by
ϕk2(x) = ϕ2(x + kw)e
if(x)k, k ∈ Z
then ‖DAϕk2‖ = ‖DAϕ2‖ for all k ∈ Z. Hence
E(n1+n2)ν,1 (A, V, ϕ1 ⊗ ϕk2) <
2∑
i=1
Cni(A, V, ν, 1) + 2ε+ o(1)k→∞,
where o(1)k→∞ stems from the mixing terms of the self-interaction and the Coulomb
interaction of the first n1 and the last n2 particles.
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2) A linear, and V ∈ L∞(R3), V ≥ 0, lim|x|→∞ V (x) = 0.
Structure of the Proof. Our proof of Theorem 1.1 is a generalization of the N -polaron
case without external fields [2]. In [2] the polarons are divided into clusters in order to distin-
guish the ones that are in a neighborhood of each other to the ones that are not. With the help
of a formula from Feynman and Kac (see Lemma 1 of [7]), derived by stochastic integration,
the energy of the inter-cluster interactions is bounded from above. The formula from Feynman
and Kac seems not to be easily generalizable to magnetic Schro¨dinger operators. Instead, in
this paper the polarons are grouped into disjoint balls with sufficiently large distances to each
other and bounded radii. The localization and the regrouping into suitable balls is done in
Lemma 3.1. In Proposition 3.2 then the energy of the inter-ball interactions are estimated by
a generalization of Lemma 3 of [7].
In the next step, the energies of N -polarons localized in balls are bounded from below by
the ground state energy of the N -particle Pekar-Tomasevich functional. A proof is done in
Proposition 4.2, which is based on [13]. From the proof it is also clear that the estimate does
not depend on the concrete centers of the balls, although the fields A, V do not have to be
translation invariant.
3 Estimate of the Multipolaron Interaction Energy
The N -polarons are first localized into N arbitrarily distributed equal sized balls. These balls
then can be grouped in the following manner: There exist bigger disjoint balls that contain the
smaller ones, additionally each radius is bounded in terms of the number of smaller balls in the
corresponding bigger one. The following lemma addresses this issue.
Lemma 3.1. Suppose R > 0, then for every normalized ψ ∈ Q there exists a normalized
ψ0 ∈ Q satisfying 〈
ψ
∣∣H(N)∣∣ψ〉 ≥ 〈ψ0 ∣∣H(N)∣∣ψ0〉− 9Nπ2
4R2
(11)
and suppψ0 ⊂×mi=1Bnii , Bnii =×nij=1 Bi. Here Bi are balls with radius Ri, ni > 0,∑mi=1 ni =
N such that
(i) dist(Bi, Bj) ≥ R for i 6= j,
(ii) Ri =
1
2 (3ni − 1)R.
Proof. In Step 1 ψ ∈ Q is localized. More explicitly: We show that for every ψ ∈ Q there exists
ψ˜0 ∈ Q satisfying (11) and supp ψ˜0 ⊂×Nk=1 BR(yk), where BR(yk) are balls with radius R and
centers yk ∈ R3. Then in Step 2 we regroup the N balls BR(yk) found in Step 1 and inscribe
them into disjoint bigger balls, i.e. we prove the existence of balls Bi, 1 ≤ i ≤ m, where m ≤ N ,
satisfying (i), (ii) and of a permutation σ ∈ SN such that ×Nk=1BR(yσ(k)) ⊂×mi=1 Bnii . The
lemma then follows by ψ0(x1, . . . , xN ) := ψ˜0(xσ−1(1), . . . , xσ−1(N)) and the fact that
〈
.
∣∣H(N)∣∣ .〉
is invariant under permutations of the variables x1, . . . , xN .
Proof of Step 1. For arbitrary L > 0, which later will be chosen as L = 2R/
√
3, a suitable
localization function on R3N is defined by
φ(x) :=
3N∏
j=1
cos(xjπ/L)χ[−L/2,L/2](xj) and φy(x) := φ(x − y), y ∈ R3N .
Thus φy is supported in a 3N -dimensional cube of sidelength L and center y.
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By straightforward calculations∫
R3N
dy
〈
φyψ
∣∣H(N)∣∣φyψ〉
=
∫
R3N
dy
[〈
ψ
∣∣H(N)∣∣ψ〉‖φyψ‖2 + 2Re 〈(−i∇φy)ψ, φyDAψ〉+ ‖(−i∇φy)ψ‖2]
=
∫
R3N
dy
[〈
ψ
∣∣H(N)∣∣ψ〉‖φyψ‖2 + 3Nπ2
L2
‖φyψ‖2
]
. (12)
By (12) ∫
R3N
dy
[〈
φyψ
∣∣H(N)∣∣φyψ〉− (3Nπ2
L2
+
〈
ψ
∣∣H(N)∣∣ψ〉) ‖φyψ‖2] = 0.
Hence there exists y = (y1, . . . , yN ), yk ∈ R3, 1 ≤ k ≤ N , such that
〈
φyψ
∣∣H(N)∣∣φyψ〉 ≤ (3Nπ2
L2
+
〈
ψ
∣∣H(N)∣∣ψ〉) ‖φyψ‖2
and ‖φyψ‖ 6= 0. The support of ψ˜0 := φyψ‖φyψ‖−1 is contained in the cartesian product of N
boxes of sidelength L and centers yk ∈ R3, 1 ≤ k ≤ N , and since L = 2R/
√
3 then the support
is also located in×Nk=1 BR(yk).
Proof of Step 2. Proof by induction in N . For N = 1 the statement is trivial. Now let us
assume that for some N there exist m ≤ N , balls B1, . . . Bm and a permutation σ ∈ SN such
that ×Nk=1 BR(yσ(k)) ⊂ ×mi=1Bnii and (i), (ii) hold. For N + 1 balls BR(yk) two cases can
arise.
Case 1: There exists 1 ≤ i ≤ m such that dist(Bi, BR(yN+1)) ≥ R. Then we define
Bm+1 := BR(yN+1). Thus×N+1k=1 BR(yσ˜(k)) ⊂×m+1i=1 Bnii for nm+1 = 1 and (i), (ii) is satisfied
for all balls Bi and where σ˜ ∈ SN+1 such that σ˜(k) = σ(k), 1 ≤ k ≤ N and σ˜(N + 1) = N + 1.
Case 2: There exists i1 ∈ {1, . . .m} such that dist(Bi1 , BR(yN+1)) < R. Then there is a ball
B(1) ⊃ Bi1 ∪BR(yN+1) with radius 12 (3(ni1 + 1)− 1)R. If there is a i2 ∈ {1, . . .m} \ {i1} with
dist(Bi2 , B
(1)) < R, then there exists a ball B(2) ⊃ B(1)∪Bi2 with radius 12 (3(ni1+ni2+1)−1)R.
By repeating this procedure Step 2 is proved by choosing a convenient permutation.
Let n ≥ 1 and let Ω ⊂ R3 be a measurable set, then we define
En(Ω) = inf
suppϕ⊂Ωn
‖ϕ‖=1
〈
ϕ
∣∣H(n)∣∣ϕ〉.
With the help of Lemma 3.1 any wave function ψ ∈ Q can be localized into a collection of
disjoint balls. The proposition below specifies a concrete estimate for the inter-ball interactions.
Proposition 3.2. Let N be any positive integer and let A, V satisfy (AV1). Suppose ψ ∈
Q is normalized with suppψ ⊂ ×mi=1 Bnii . Let Bi be balls with radius Ri and define di :=
minj 6=i dist(Bi, Bj) > 0 for 1 ≤ i ≤ m. Then
〈
ψ
∣∣H(N)∣∣ψ〉 ≥ m∑
i=1
Eni(Bi) + (U − 2α)
∑
i<j
∑
si∈Ci
ℓj∈Cj
〈
ψ, 1|xsi−xℓj |
ψ
〉
− 8αN
π2
m∑
i=1
(
ni
di
)
. (13)
Ci denotes the index set of the electrons supported in Bi.
Our proof of Proposition 3.2 is a generalization of Lemma 3 of [7], where the two-particle
case was studied. The proof in [7] shows, that it is useful to localize the phonon field about
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the respective particles. The phonon field is divided into two half-spaces each including one
particle. In our case we have N polarons that are localized in m balls Bi containing ni particles.
It turns out that it is suitable to split up the phonon field in such a way, that every point of it
is allocated to the nearest ball. We define
Si := {y ∈ R3| dist(Bi, y) < dist(Bj , y), j 6= i}.
Since dist(Bi, Bj) > 0 for i 6= j, the definition especially ensures Bi ⊂ Si for 1 ≤ i ≤ m and⋃
i
Si = R
3, where Si ∩ Sj = ∅ for i 6= j. (14)
Magnetic and electric fields that satisfy (AV1) can easily be added in Lemma 3 of [7], since no
special properties of the laplacian are needed.
Proof of Proposition 3.2. It is useful to rearrange the Fro¨hlich hamiltonian (1) such that it
allows for the partition into balls
H(N) =
m∑
i=1
∑
ℓi∈Ci
(
Tℓi −
√
αφ(xℓi)
)
+ U
∑
si,ℓi∈Ci
si<ℓi
1
|xsi − xℓi |
+Hph + U∑
i<j
∑
si∈Ci
ℓj∈Cj
1
|xsi − xℓj |
,
(15)
with Tℓi = D
2
A,xℓi
+ V (xℓi). Define
aˆ(x) =
1
(2π)3/2
∫
dkeikxa(k), aˆ∗(x) =
1
(2π)3/2
∫
dke−ikxa∗(k).
aˆ(x) is a properly defined operator on the Fock space, but aˆ∗(x) is not. Below, the operators
are interpreted as quadratic forms, in which case they are well-defined. By Plancherel
φ(x) =
1
π3/2
∫
dy
aˆ(y) + aˆ∗(y)
|x− y|2 , Hph =
∫
aˆ∗(y)aˆ(y)dy. (16)
Let 1 ≤ i ≤ m, then for the surrounding Si of Bi we associate the annihilation operator aˆi(y).
It is defined by
aˆi(y) = aˆ(y)− gi(y), y ∈ Si, (17)
where
gi(y) =
√
α
π3/2
m∑
j=1
j 6=i
∑
ℓj∈Cj
1
|xℓj − y|2
χSi(y). (18)
Using (14), (16) and (17) and the phonon energy Hph becomes
Hph =
m∑
i=1
∫
Si
dyaˆ∗i (y)aˆi(y) +
m∑
i=1
∫
Si
dy(aˆi(y) + aˆ
∗
i (y))gi(y) + F1, (19)
with multiplication operator
F1 =
m∑
i=1
‖gi‖2. (20)
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Using (14) and (16) the interaction-term φ(x) splits up into two parts
√
α
m∑
i=1
∑
ℓi∈Ci
φ(xℓi ) =
√
α
π3/2
m∑
i=1
∑
ℓi∈Ci
∫
Si
dy
aˆ(y) + aˆ∗(y)
|xℓi − y|2
+
m∑
i=1
∫
Si
dy(aˆ(y) + aˆ∗(y))gi(y)
=
√
α
π3/2
m∑
i=1
∑
ℓi∈Ci
∫
Si
dy
aˆi(y) + aˆ
∗
i (y)
|xℓi − y|2
+
m∑
i=1
∫
Si
dy(aˆi(y) + aˆ
∗
i (y))gi(y)
+ 2F1 + F2, (21)
where in the second step (17) was used and
F2(x1, . . . xN ) =
2
√
α
π3/2
m∑
i=1
∑
si∈Ci
∫
Si
dy
gi(y)
|xsi − y|2
. (22)
Inserting (19) and (21) in (15), we obtain that
H(N) =
m∑
i=1
Ki + U
∑
i<j
∑
si∈Ci
ℓj∈Cj
1
|xsi − xℓj |
− (F1 + F2), (23)
where
Ki =
∑
ℓi∈Ci
(
Tℓi −
√
α
π3/2
∫
Si
dy
aˆi(y) + aˆ
∗
i (y)
|xℓi − y|2
)
+
∫
Si
dyaˆ∗i (y)aˆi(y) + U
∑
si,ℓi∈Ci
si<ℓi
1
|xsi − xℓi |
.
Let ψ ∈ Q be normalized and suppψ ⊂×mi=1Bnii , then by (23)〈
ψ
∣∣H(N)∣∣ψ〉 = m∑
i=1
〈ψ |Ki|ψ〉+ U
∑
i<j
∑
si∈Ci
ℓj∈Cj
〈
ψ, 1|xsi−xℓj |
ψ
〉
− 〈ψ, (F1 + F2)ψ〉. (24)
A bound for 〈ψ, (F1 + F2)ψ〉 is derived in Lemma 3.4. It remains to bound 〈ψ |Ki|ψ〉. Because
L2(R3) =
⊕m
i=1 L
2(Si) the corresponding symmetric Fock space satisfies F =
⊗m
i=1 FSi , where
FSi := F(L2(Si)). Since the precise form ofKi is 1⊗. . .⊗Ki⊗. . .⊗1 on
⊗m
i=1 L
2(R3ni)⊗FSi =
L2(R3N ) ⊗ F and since ⊗mi=1 FSi,0 ⊗ C∞0 (R3ni) is a form-core, the proof of the theorem is a
consequence of Lemma 3.3.
The key ingredients Lemma 3.1 and Proposition 3.2, together with the generalization of [13]
from Section 4 enables us to proof Theorem 1.1.
Proof of Theorem 1.1. Let ψ ∈ Q be normalized. By Lemma 3.1 and Proposition 3.2 there
exists a constant C > 0〈
ψ
∣∣H(N)∣∣ψ〉 ≥ m∑
i=1
Eni(Bi)− Cα
N2
R
− 9Nπ
2
4R2
. (25)
We choose R = N−1α−19/23 and since we use scaled fields Aα, Vα, by Corollary 4.3 there exists
a constant c(A, V )
Eni(Bi) ≥ α2Cni(A, V, ν, 1)− c(A, V )α42/23n3i
(
1 +
n2i
N2
)
. (26)
Statement a) of the theorem is then a consequence of (25), (26), of the fact
∑m
i=1 n
q
i ≤ N q
for q ≥ 1 and the energy inequality (10). If the fields A, V are not rescaled, an analogous
calculation as above proves (4), where Corollary 4.3 and Lemma 5.3 are used.
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Lemma 3.3. Suppose 1 ≤ i ≤ m. Let ψi ∈ L2(Bnii )⊗FSi be normalized. Then
〈ψi |Ki|ψi〉 ≥ Eni(Bi).
Proof. Let Ωi be the normalized vacuum of FSci . Let gi be defined by (18) and aˆ(gi) by (17),
then W (gi) = e
aˆ∗(gi)−aˆ(gi) is a unitary operator acting on F . Further it satisfies W (gi)aˆ(y) =
aˆi(y)W (gi), and therefore in the sense of quadratic forms
W (gi)H
(ni)W (gi)
−1 = Ki +
∫
Sci
dy
[
aˆ∗(y)aˆ(y)−
√
α
π3/2
∑
ℓi∈Ci
aˆ(y) + aˆ∗(y)
|xℓi − y|2
]
, (27)
which follows by (15), (16). By (27)
Eni(Bi) ≤
〈
ψi ⊗ Ωi
∣∣W (gi)H(ni)W (gi)−1∣∣ψi ⊗ Ωi〉 = 〈ψi |Ki|ψi〉.
Lemma 3.4. Suppose ψ satisfies the assumptions of Proposition 3.2. Then for F1 and F2
defined in (20) and (22)
a) 〈ψ, F1ψ〉 ≤ N 8απ2
∑m
i=1
ni
di
‖ψ‖2.
b) 〈ψ, F2ψ〉 ≤ 2α
∑
i<j
∑
si∈Ci
ℓj∈Cj
〈
ψ, 1|xsi−xℓj |
ψ
〉
.
Proof. a) By Cauchy-Schwarz m∑
j=1
j 6=i
∑
ℓj∈Cj
1
|xℓj − y|2

2
≤ N
m∑
j=1
j 6=i
∑
ℓj∈Cj
1
|xℓj − y|4
. (28)
By the definition of F1 and (28)
F1(x1, . . . xN ) ≤ α
π3
N
m∑
i=1
m∑
j=1
j 6=i
∑
ℓj∈Cj
∫
Si
1
|xℓj − y|4
dy
=
α
π3
N
m∑
j=1
∑
ℓj∈Cj
∫
Scj
1
|xℓj − y|4
dy. (29)
In the last step we exchanged the sums with respect to i and j and used that
∑m
i=1
i6=j
χSi = χScj .
Since xℓj ∈ Bj ∫
Scj
1
|xℓj − y|4
dy ≤
∫
Bc
dj/2
(0)
1
|y|4 dy =
8π
dj
. (30)
(30) and (29) now conclude a).
b) By the definition of F2 and gi
F2(x1, . . . xN ) =
2α
π3
∑
i<j
∫
dy
 ∑
ℓj∈Cj
1
|xℓj − y|2
(∑
si∈Ci
1
|xsi − y|2
)(
χSi(y) + χSj(y)
)
≤ 2α
π3
∑
i<j
∑
si∈Ci
ℓj∈Cj
∫
dy
1
|xℓj − y|2
1
|xsi − y|2
= 2α
∑
i<j
∑
si∈Ci
ℓj∈Cj
1
|xsi − xℓj |
.
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In the second step χSi(y) + χSj (y) ≤ 1 for i 6= j was used. The last equality follows by direct
integration using cylindrical coordinates.
4 Compactly Supported Multipolarons
The objective of this section is to bound the energy of compactly supported N -polarons in
electromagnetic fields by the respective N -particle Pekar-Tomasevich functional from below.
The Pekar-Tomasevich functional with external electric and magnetic fields for N particles
acting on L2(R3N ) is defined by
E(N)U,α (A, V, ϕ) =
∫
R3N
dx
N∑
j=1
(|DA,xjϕ|2 + V (xj)|ϕ|2)+ UVC(x1, . . . xN )|ϕ|2 − αD(ρϕ), (31)
with density
ρϕ(x) =
N∑
j=1
∫
R3
dx|ϕ(x1, . . . , xj−1, x, xj+1, . . . xN )|2dx1 . . . d̂xj . . . dxN ,
and self-interaction term
D(ρ) =
∫
R6
ρ(x)ρ(y)
|x− y| dxdy. (32)
(31) coincides with the definition (2). This fact can be seen by choosing η to be the coherent
state that is determined by a(k)η = −f(k)η and f(k) = 2√απρˆϕ(k)|k|−1, then η minimizes
ξ 7→ 〈ϕ⊗ ξ ∣∣H(N)∣∣ϕ⊗ ξ〉. The argument goes back to Pekar [15].
This section is in principle based on [13]. For completeness reasons the main ideas of the
proofs are performed nevertheless. Since we allow for general A, V the translation invariance
of the Fro¨hlich, and the Pekar and Tomasevich model is abolished. The translation invariance
seems to play some role in [13], however after a little modification it is not necessary for our
proof to work. In the case N = 1 this issue was already noticed in [10].
Let h ∈ L2(R3), then a(h) := ∫ dkh(k)a(k) is a well-defined Fock space operator. Suppose
Ω ⊂ R3 be a measurable set, then
NΩ =
∫
Ω
dka∗(k)a(k).
Let h ∈ L2(R3) be normalized and supph ⊂ Ω, then in the sense of quadratic forms
a∗(h)a(h) ≤ NΩ. (33)
Let BΛ := BΛ(0) denote the ball centered in the origin with arbitrary radius Λ > 0. Suppose
β = 1− 8αNπΛ . For any positive integer N we define
H
(N)
Λ :=
N∑
j=1
(
βD2A,xj + V (xj) +
√
α(a(fxj ) + a
∗(fxj ))
)
+ βUVC(x1, . . . xN ) +NBΛ , (34)
where fx(k) = χBΛ(k)|k|−1e−ikx.
Lemma 4.1. For any values of N and Λ > 0 in the sense of quadratic forms on Q
H(N) ≥ H(N)Λ −
1
2
. (35)
H(N) can be interpreted as a selfadjoint Operator.
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Proof. Let ψ ∈ Q. The interaction term of the Fro¨hlich hamilton operator is rewritten in terms
of Fock space operators
〈ψ |φ(x)|ψ〉 =
〈
ψ, (a(fx) +
∑3
l=1[DA,l, a(gl,x)])ψ
〉
+ c.c., (36)
where DA,l denotes the l-th component of DA and
gl,x(k) =
1√
2π
χBcΛ(k)
eikxkl
|k|3 .
For every ε1, ε2 > 0
√
α|〈ψ, a(fx)ψ〉| ≤ ε1
2
〈ψ,NBΛψ〉+
Λα
πε1
‖ψ‖2, (37)
√
α
∣∣∣〈ψ,∑3l=1[DA,l, a(gl,x)]ψ〉∣∣∣ ≤ ε22 〈ψ,D2Aψ〉+ 4αε2πΛ〈ψ,NBcΛψ〉+ 2αε2πΛ‖ψ‖2. (38)
(37) is a consequence of the Cauchy-Schwarz inequality and (33). For the proof of (38) see [13].
Suppose ε2 = 8αN/(Λπ), then (36) and (38) imply (35).
Let ε1 = N
−1ε2 and Λ = 8αN/(ε
2
2π), then by (37) and (38)
√
α
∑N
j=1 〈ψ |φ(xj)|ψ〉 is
relatively form-bounded by
∑N
i=1D
2
A,xi
+N with bound ε2. Hence there exists a corresponding
self-adjoint operator with form core Q (see [16]), where in addition (9) is used.
Proposition 4.2. Suppose N > 0 is an integer. Let ψ ∈ Q be normalized and suppψ ⊂ Br(y)N
for any r > 0 and y ∈ R3. Then for arbitrary P,Λ > 0
〈
ψ
∣∣H(N)∣∣ψ〉 ≥ βCN (A, β−1V, U, αβ−2)− 6N2αP 2r2Λ
(1 − β)π −
1
2
−
(
2
Λ
P
+ 1
)3
. (39)
Proof. Since CN is constant with respect to translations of the potentials, i.e. A(. − y) and
V (. − y), we may assume that y = 0. By Lemma 4.1 the left-hand side of (39) is estimated
from below by
〈
ψ,H
(N)
Λ ψ
〉
with error 12 .
In the next step the modes are replaced by the so called block modes, of which only finitely
many exist. For a given P > 0, we define
B(n) := {k ∈ BΛ|ki − niP | ≤ P/2}, n ∈ Z3,
ΛP := {n ∈ Z3|B(n) 6= ∅}.
In every B(n) an arbitrary kn is chosen, they are specified later. The block modes are defined
by
an :=
1
Mn
∫
B(n)
dk
|k|a(k), Mn =
(∫
B(n)
dk
|k|2
)1/2
.
They are well-defined normalized annihilation operators acting on the Fock space F . For
random δ > 0
H
(N)
block =
N∑
j=1
(
βD2A,xj + V (xj) +
√
α√
2π
∑
n∈ΛP
Mn
(
eiknxjan + e
−iknxja∗n
))
+βUVC(x1, . . . xN ) + (1− δ)Nblock, (40)
where Nblock =
∑
n∈ΛP
a∗nan.
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Next we show 〈
ψ,H
(N)
Λ ψ
〉
≥ inf
ψ˜∈Q
‖ψ˜‖=1
sup
{kn}
〈
ψ˜,H
(N)
blockψ˜
〉
− 6N
2αP 2r2Λ
δπ
. (41)
Let 1 ≤ j ≤ N , then in the sense of quadratic forms
δ
N
NB(n) +
√
α√
2π
∫
B(n)
dk
|k|
(
(eikxj − eiknxj )a(k) + (e−ikxj − e−iknxj )a∗(k))
≥− Nα
2π2δ
∫
B(n)
dk
|eikxj − eiknxj |2
|k|2 , (42)
which follows by completion of squares. Let k ∈ B(n) and |xj | < r, 1 ≤ j ≤ N
|eikxj − eiknxj |2 ≤ 3P 2r2, 1 ≤ j ≤ N. (43)
(41) is a consequence of (42) summed over all n ∈ ΛP ,
∑
n∈ΛP
a∗nan ≤ NBΛ and (43).
It remains to prove that for all normalized ψ ∈ Q
sup
{kn}
〈
ψ,H
(N)
blockψ
〉
≥ βCN (A, β−1V, U, αβ−2)− |ΛP |. (44)
To do so, the block operators an are replaced by complex numbers zn using coherent states.
The closed subspace M := span{χB(n)|.|−1|n ∈ ΛP } ⊂ L2(R3) generates the symmetric Fock
space F(M), i.e. the Fock space that is constructed by the block operators a∗n, n ∈ ΛP . Since
M is a closed subspace
F = F(M ⊕M⊥) ∼= F(M)⊗F(M⊥).
Suppose z = (zn)n∈ΛP , zn ∈ C, then we define normalized coherent states ηz ∈ F(M) by
ηz :=
∏
n∈ΛP
ezna
∗
n−znanΩ, (45)
where Ω ∈ F(M) denotes the normalized vacuum. From (45) anηz = znηz . If ψ ∈ Q normalized
and ψz = 〈ηz , ψ〉, note that the inner product acts on F(M), then ψz ∈ L2(R3N ) ⊗ F(M⊥).
For notational simplicity hereinafter the inner products are not labeled explicitly. By a short
calculation in the sense of weak integrals on the Fock space F(M) for dz =∏n∈ΛP 1π ∫ dxndyn∫
dz〈., ηz〉ηz = 1,
∫
dzzn〈., ηz〉ηz = an,∫
dz(|zn|2 − 1)〈., ηz〉ηz = a∗nan,
∫
dzzn〈., ηz〉ηz = a∗n, (46)
where the last equality follows from the first one and the fact [an, a
∗
n] = 1 for all n ∈ ΛP . Let
the block modes be replaced by the identities (46), then〈
ψ,H
(N)
blockψ
〉
=
∫
dz〈ψz, hz ⊗ 1ψz〉, (47)
whereas hz is a Schro¨dinger operator on L
2(R3N )
hz =
N∑
j=1
(βD2A,xj + V (xj)) + βUVC(x1, . . . xN ) + (1− δ)
∑
n∈ΛP
(|zn|2 − 1)
+
√
α√
2π
N∑
j=1
∑
n∈ΛP
Mn
(
zne
iknxj + zne
−iknxj
)
.
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Since ρz(x) :=
∑N
j=1
∫
R3(N−1)
|ψz(x1, . . . , xj−1, x, xj+1, . . . , xN )|2dx1 . . . d̂xj . . . dxN , then
N∑
j=1
〈
ψz, e
−ikxjψz
〉
= (2π)3/2ρˆz(k).
Obviously
inf
{kn}
∫
dz|ρˆz(kn)|2‖ψz‖2 ≤
∫
dz|ρˆz(k)|2‖ψz‖2, ∀k ∈ B(n). (48)
By completion of squares of (47) with respect to zn and (48)
sup
{kn}
∫
dz〈ψz, hzψz〉
≥
∫
dz
〈
ψz ,
[∑N
j=1(βD
2
A,xj
+ V (xj)) + βUVC(x1, . . . xN )
]
ψz
〉
− 4πα
(1− δ)
∫
dz
∫
BΛ
dk
|ρˆz(k)|2
‖ψz‖2|k|2 − |ΛP |
≥
∫
dz
〈
ψz ,
[∑N
j=1(βD
2
A,xj
+ V (xj)) + βUVC(x1, . . . xN )
]
ψz
〉
− α
(1− δ)
∫
dz
∫
ρz(x)ρz(y)
‖ψz‖2|x− y|dxdy − |ΛP |.
The integrand is estimated from below by
β‖ψz‖2CN (A, β−1V, U, αβ−2),
where δ = 1 − β has been chosen. The assumption follows by ∫ ‖ψz‖2dz = 1 and |ΛP | ≤(
2ΛP + 1
)3
.
Next we evaluate (39) on a single localized n-polaron found in Lemma 3.1. The constants
Λ and P can be chosen freely, but the radius r of the corresponding ball is determined by
Lemma 3.1 (ii), i.e. r = 12 (3n− 1)R for any R > 0 fixed.
Corollary 4.3. Let ν > 0 be arbitrary and let n > 0 be any integer. Let R > 0 and let B be
a ball of radius 12 (3n − 1)R. Suppose A, V satisfy (AV1) and (10), and let them be scaled by
Aα(x) = αA(αx), Vα(x) = α
2V (αx). Then there exists c(A, V )
En(B) ≥ α2Cn(A, V, ν, 1)− 3R2α80/23n5 − c(A, V )α42/23n3. (49)
Moreover, if A, V satisfy (AV2), then c(Aα−1 , Vα−1) is uniformly bounded for α large.
Proof. Since λ 7→ Cn(A, λV, ν, λ2) is concave, the one-sided derivatives exist and
Cn(A, β
−1V, ν, β−2) ≥ Cn(A, V, ν, 1) + (β−1 − 1) d
dλ
Cn(A, λV, ν, λ
2)
∣∣∣
λ=2−
. (50)
The derivation term of (50) is estimated by Lemma 5.1. The statement is then a consequence
of Proposition 4.2, the scaling property (5), (50) and Lemma 5.1, where we determine the free
parameters Λ = nα27/23, P = α13/23 and hence
(
2ΛP + 1
)3 ≤ 9n3α42/23 and 1− β = 8πα−4/23.
If the fields A, V are not rescaled, then in (50) A, V are replaced by Aα−1 , Vα−1 . Hence the
second statement follows by Lemma 5.1.
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5 Appendix
Lemma 5.1. For any values of N and ν > 0. Suppose (AV1) and (10) are satisfied, then there
exists c(A, V )
c(A, V )N ≥ CN (A, V, ν, 1) ≥ −c(A, V )N3, N ∈ N. (51)
Moreover, if (AV2) is satisfied, then there exists a constant c > 0 such that c(Aα−1 , Vα−1) ≤ c
for α large enough.
Remark. In the physical regime ν > 2 without external fields, in [7] it was proven that
CN (0, 0, ν, 1) ≥ −c(ν)N for c(ν) > 0.
Proof of Lemma 5.1. Let ν > 0, then by (10)
CN (A, V, ν, 1) ≤ NC1(A, V, 1), (52)
which proves the upper bound in (51). Let ϕ ∈ C∞0 (R3N ) be normalized, then by the Hardy
and the diamagnetic inequality
D(ρϕ) ≤ 2N3/2
 N∑
j=1
‖DA,xjϕ‖2
1/2 . (53)
Thus from (53), (9) and by completion of squares with respect to
(∑N
j=1 ‖DA,xjϕ‖2
)1/2
, we
conclude
E(N)ν,1 (A, V, ϕ) ≥ −
N3
(1− ε) − CεN,
where Cε > 0. This proves the lower bound of (51).
By a similar calculation
E(N)ν,1 (Aα−1 , Vα−1 , ϕ) ≥ −
N3
(1− ε) − Cεα
−2N. (54)
For α large, there exists a constant c > 0 such that (54) is bounded from below by −cN3.
Lemma 5.3 and (52) finish the proof.
Lemma 5.2. Suppose A ∈ L3loc(R3) and V ∈ L3/2loc (R3). Then
Aα−1 → 0 (α→∞) in L2loc(R3),
Vα−1 → 0 (α→∞) in L1loc(R3).
For the proof of this Lemma we refer to [10].
Lemma 5.3. For any values of N and ν > 0. If the assumptions (AV2) are satisfied, then
lim
α→∞
CN (Aα−1 , Vα−1 , ν, 1) = CN (0, 0, ν, 1).
Proof of Lemma 5.3. For any normalized ϕ ∈ C∞0 (R3N )
lim sup
α→∞
CN (Aα−1 , Vα−1 , ν, 1) ≤ lim sup
α→∞
E(N)ν,1 (Aα−1 , Vα−1 , ϕ) = E(N)ν,1 (0, 0, ϕ),
where the last equality is a consequence of Lemma 5.2. This implies
lim sup
α→∞
CN (Aα−1 , Vα−1 , ν, 1) ≤ CN (0, 0, ν, 1).
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It remains to prove the other direction. For all normalized ϕ ∈ C∞0 (R3N ) and by (9) for all
1 > ε > 0 there exists Cε > 0 such that
E(N)ν,1 (Aα−1 , Vα−1 , ϕ) ≥ (1− ε)CN (0, 0, ν, (1− ε)−1)− CεNα−2 (55)
where the diamagnetic inequality has been used. The Lemma follows immediately from (55).
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