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Abstract The extended simplest equation method is used to solve exactly a new differential-difference equation of
fractional-type, proposed by Narita [J. Math. Anal. Appl. 381 (2011) 963] quite recently, related to the discrete MKdV
equation. It is shown that the model supports three types of exact solutions with arbitrary parameters: hyperbolic,
trigonometric and rational, which have not been reported before.
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1 Introduction
Many physical and mathematical models are described
by differential-difference equations (DDEs) or lattice equa-
tions. Because of their crucial role, quite a few integrable
DDEs have been developed since the original work of
Fermi, Pasta and Ulam in the 1950s.[1] To make mention of
some: the Ablowitz–Ladik lattice equation,[2] the Volterra
lattice equation,[3] the discrete sine-Gordon equation,[4]
the Toda lattice equation,[5] the discrete KdV equation,[6]
and so on. Whereas difference equations are being fully
discretized, DDEs are semi-discretized with some (or all)
of their space variables discretized while time is usually
kept continuous. Thus, they can be regarded as hybrid
systems.
Lately, Narita[7] proposed the differential-difference
equation
v˙n =
4(vn−1 − vn+1)v2n
(1 + vn−1vn)(1 + vnvn+1)
, (1)
which can be transformed to the discrete MKdV
equation[8]
u˙n = (un−1 − un+1)(1− u2n) , (2)
via the real discrete Miura transformation
un =
1− vnvn+1
1 + vnvn+1
, (3)
where vn(t) = v(n, t) is the displacement of the n-th par-
ticle from the equilibrium position and n ∈ Z. In fact,
Eq. (1) is derived from a system of lattice equations related
to the self-dual network equations.[9] Moreover, Eq. (1) is
called fractional-type in the sense that the right-hand side
is a fraction of the dependent variable.
On the other hand, several sophisticated and power-
ful methods for the analytic investigation of DDEs have
been put forward in the last four decades or so. Among
those, we can name: Hirota’s bilinear method,[10] Caso-
ratian technique,[11] homotopy perturbation method,[12]
ADM–Pade´ technique,[13] etc. But, most of the methods
are not easy to handle and require a thorough knowledge
of the solution procedure one has in mind.
In this study, our attention is focused towards
traveling-wave solutions of the newly coined differential-
difference equation (1). To get the desired results we will
make use of the extended simplest equation method,[14]
which was developed to find an exact solution of a non-
linear ODE in the form P (y, y′, y′′, y′′′, . . .) = 0 where
y = y(z) is an unknown function, P is a polynomial in
the dependent variable y and its derivatives. To solve the
given nonlinear ODE one expands its solutions y = y(z)
in a finite series form
y(z) =
N∑
k=0
AkY
k , Ak = const. , AN 6= 0 ,
where Y = Y (z) are some special functions. The main
idea behind the extended simplest equation method is the
assumption that Y = Y (z) are not only some special func-
tions but they are the functions that satisfy some ordinary
differential equations which are referred to as the simplest
equations. Two main features characterize the simplest
equation: First, this is the equation of a higher order than
the nonlinear ODE to be solved; Second, the general solu-
tion of this equation is known. This means that the exact
solutions of the original nonlinear ODE can be expressed
by a finite series in the general solution Y = Y (z) of the
simplest equation. This approach has been proven to be
very powerful in finding traveling-wave solutions for nu-
merous nonlinear evolution equations. In what follows, we
present an improvement of this method for DDEs.
2 Methodology
The procedure can be summarized as follows.[15] As-
sume that we have a system of M fractional-type DDEs
in the form
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∆(vn+p1(x), . . . ,vn+pk(x), . . . ,v
′
n+p1(x), . . . ,v
′
n+pk(x), . . . ,v
(r)
n+p1
(x), . . . ,v(r)n+pk(x)) = 0 , (4)
where the dependent variable vn have M components vi,n and so do its shifts; the continuous variable x has N
components xi; the discrete variable n has Q components nj ; the k shift vectors pi ∈ ZQ ; and v(r)(x) denotes
the collection of mixed derivative terms of order r. To search for exact solutions of Eq. (4), we first take the wave
transformation
vn+ps(x) = V n+ps(ξn) , ξn =
Q∑
i=1
dini +
N∑
j=1
cjxj + ζ , (s = 1, 2, . . . , k) , (5)
into consideration where the coefficients c1, c2, . . . , cN , d1, d2, . . . , dQ and the phase ζ are all constants. Then, Eq. (4)
changes into
∆(V n+p1(ξn), . . . ,V n+pk(ξn), . . . ,V
′
n+p1(ξn), . . . ,V
′
n+pk(ξn), . . . ,V
(r)
n+p1
(ξn), . . . ,V
(r)
n+pk
(ξn)) = 0 . (6)
To obtain an exact solution, a finite expansion in
ψ′(ξn)/ψ(ξn) like
V n(ξn) =
m∑
l=0
al
(ψ′(ξn)
ψ(ξn)
)l
, (7)
is proposed as a (possible) solution of the nonlinear equa-
tion under study, where m is a positive integer, ai’s are
constants to be determined, ψ(ξn) is the general solution
of the simplest equation which can be taken as
ψ′′(ξn) + µψ(ξn) = 0 , (8)
where µ is an arbitrary constant and prime denotes deriva-
tive with respect to ξn. The general solution of Eq. (8) is
well known to us. Thus, we get the following cases:
ψ′(ξn)
ψ(ξn)
=
√−µ
(C1 cosh(√−µξn) + C2 sinh(√−µξn)
C1 sinh(
√−µξn) + C2 cosh(√−µξn)
)
,
µ < 0 ,
ψ′(ξn)
ψ(ξn)
=
√
µ
(−C1 sin(√µξn) + C2 cos(√µξn)
C1 cos(
√
µξn) + C2 sin(
√
µξn)
)
, µ > 0,
ψ′(ξn)
ψ(ξn)
=
C1
C1ξn + C2
, µ = 0 , (9)
where C1 and C2 are arbitrary constants. By a straight-
forward calculation, one can get the identity
ξn+ps = ξn + φs ,
φs = ps1d1 + ps2d2 + · · ·+ psQdQ , (10)
where psj is the j-th component of the shift vector ps.
Hence, considering the trigonometric/hyperbolic function
identities and using the functions (9) as well as Eq. (10),
we derive the uniform shift formulas
V n+ps(ξn) =
m∑
l=0
al
(
(ψ′(ξn)/ψ(ξn))±√−µ tanh(√−µφs)
1± (1/√−µ) tanh(√−µφs)(ψ′(ξn)/ψ(ξn))
)l
, µ < 0 , (11a)
V n+ps(ξn) =
m∑
l=0
al
(
(ψ′(ξn)/ψ(ξn))∓√µ tan(√µφs)
1± (1/√µ) tan(√µφs)(ψ′(ξn)/ψ(ξn))
)l
, µ > 0 , (11b)
V n+ps(ξn) =
m∑
l=0
al
(
ψ′(ξn)/ψ(ξn)
1± φs(ψ′(ξn)/ψ(ξn))
)l
, µ = 0 . (11c)
Balancing the highest-order derivative term and the high-
est order nonlinear term(s) in V n(ξn) as in the continuous
case, the degree m of Eqs. (7) and (11) from Eq. (6) can
be easily determined. Because V n+ps can be thought as
being of degree zero in ψ′(ξn)/ψ(ξn), the leading terms
of V n+ps(ps 6= 0) will not have any effect on the balanc-
ing procedure. Substituting Eqs. (7) and (11) together
with Eq. (8) into Eq. (6), equating the coefficients of
(ψ′(ξn)/ψ(ξn))l (l = 0, 1, 2, . . .) to zero, we obtain a sys-
tem of nonlinear algebraic equations from which the un-
determined constants ai, di, cj , and k can be explicitly
found. Finally, substituting these results into Eq. (7), one
can derive varies kind of exact discrete solutions to Eq. (4).
3 Analysis
To find possible exact solutions of Eq. (1), we first in-
troduce the transformation
vn = Vn(ξn) , ξn = dn+ kt+ α , (12)
where d and k are real parameters to be specified, while α
denotes the phase shift. Then substituting Eq. (12) into
Eq. (1) gives
kV ′n =
4(Vn−1 − Vn+1)V 2n
(1 + Vn−1Vn)(1 + VnVn+1)
, (13)
where prime denotes derivative with respect to ξn. Based
on the method described in Sec. 2, Eq. (12) admits a so-
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lution in the form
Vn(ξn) = a0 + a1
(ψ′(ξn)
ψ(ξn)
)
, a1 6= 0 , (14)
where ψ(ξn) satisfies Eq. (8), while a0 and a1 are arbi-
trary constants to be determined at the stage of solving
the problem.
3.1 Hyperbolic Function Solutions
In case µ < 0, we first derive the expressions Vn±1(ξn)
in accordance with Eq. (11a):
Vn±1(ξn) = a0 + a1
(
(ψ′(ξn)/ψ(ξn))±√−µ tanh(√−µd)
1± (1/√−µ) tanh(√−µd)(ψ′(ξn)/ψ(ξn))
)
. (15)
Substituting Eqs. (14) and (15) along with Eq. (8) into Eq. (13), clearing the denominator, setting the coefficients of
(ψ′/ψ)l (l = 0, 1, . . . , 6) to zero, we derive a system of nonlinear algebraic equations for a0, a1, d, k, and µ. Solving the
resulting system, we get the solution set (consist of four cases)
a0 = ± cosh(d
√−µ) , a1 = ± sinh(d
√−µ)√−µ , k = −
2 tanh(d
√−µ)√−µ , (16)
which yields discrete hyperbolic function solutions to Eq. (1) as
v±n,1(t) = cosh(d
√−µ)± sinh(d√−µ)
(C1cosh(√−µξn) + C2sinh(√−µξn)
C1sinh(
√−µξn) + C2cosh(√−µξn)
)
, (17)
v±n,2(t) = − cosh(d
√−µ)± sinh(d√−µ)
(C1cosh(√−µξn) + C2sinh(√−µξn)
C1sinh(
√−µξn) + C2cosh(√−µξn)
)
, (18)
where ξn = dn− (2 tanh(d√−µ)/√−µ)t+ α, while d, α, µ(< 0), C1 and C2 remain arbitrary.
3.2 Trigonometric Function Solutions
In case µ > 0, we first derive the expressions Vn±1(ξn) in accordance with Eq. (11b):
Vn±1(ξn) = a0 + a1
( (ψ′(ξn)/ψ(ξn))∓√µ tan(√µd)
1± (1/√µ) tan(√µd)(ψ′(ξn)/ψ(ξn))
)
. (19)
Substituting Eqs. (14) and (19) along with Eq. (8) into Eq. (13), clearing the denominator, setting the coefficients of
(ψ′/ψ)l (l = 0, 1, . . . , 6) to zero, we derive a system of nonlinear algebraic equations for a0, a1, d, k, and µ. Solving the
resulting system, we get the solution set (consist of four cases)
a0 = ± cos(d√µ) , a1 = ±
sin(d
√
µ)√
µ
, k = −2 tan(d
√
µ)√
µ
, (20)
which yields discrete trigonometric function solutions to Eq. (1) as
v±n,3(t) = cos(d
√
µ)± sin(d√µ)
(−C1 sin(√µξn) + C2cos(√µξn)
C1cos(
√
µξn) + C2sin(
√
µξn)
)
, (21)
v±n,4(t) = − cos(d
√
µ)± sin(d√µ)
(−C1 sin(√µξn) + C2cos(√µξn)
C1cos(
√
µξn) + C2sin(
√
µξn)
)
, (22)
where ξn = dn−(2 tan(d√µ)/√µ)t+α, while d, α, µ(> 0),
C1, and C2 remain arbitrary.
3.3 Rational Function Solutions
In case µ = 0, we first derive the expressions Vn±1(ξn)
in accordance with Eq. (11c):
Vn±1(ξn) = a0 + a1
(
ψ′(ξn)/ψ(ξn)
1± d(ψ′(ξn)/ψ(ξn))
)
. (23)
Substituting Eqs. (14) and (23) along with Eq. (8) into
Eq. (13), clearing the denominator, setting the coefficients
of (ψ′/ψ)l (l = 0, 1, . . . , 5) to zero, we derive a system of
nonlinear algebraic equations for a0, a1, d ,and k. Solving
the resulting system, we get the solution set (consist of
four cases)
a0 = ±1 , a1 = ±d , k = −2d , (24)
which yields discrete rational function solutions to Eq. (1)
as
v±n,5(t) = 1±
dC1
C1(dn− 2dt+ α) + C2 , (25)
v±n,6(t) = −1±
dC1
C1(dn− 2dt+ α) + C2 , (26)
where d, α, C1, and C2 remain arbitrary.
3.4 Some Special Solutions
As a first example, if we set “C1 = 0 and C2 6= 0” or
“C1 6= 0 and C2 = 0” in Eq. (17), respectively, then we
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get formal solitary wave solutions to Eq. (1) as
v±n,7(t) = cosh(d
√−µ)± sinh(d√−µ)
× tanh
(√−µ(dn− 2 tanh(d√−µ)√−µ t+ α)) , (27)
v±n,8(t) = cosh(d
√−µ)± sinh(d√−µ)
× coth
(√−µ(dn− 2 tanh(d√−µ)√−µ t+ α)) , (28)
where d, α, and µ(< 0) remain arbitrary (see Fig. 1).
As a second example, if we let “C1 6= 0 and C2 = 0”
or “C1 = 0 and C2 6= 0” in Eq. (21) respectively, then we
get formal periodic wave solutions to Eq. (1) as
v±n,9(t) = cos(d
√
µ)± sin(d√µ)
× tan
(√
µ
(
dn− 2 tan(d
√
µ)√
µ
t+ α
))
, (29)
v±n,10(t) = cos(d
√
µ)± sin(d√µ)
× cot
(√
µ
(
dn− 2 tan(d
√
µ)√
µ
t+ α
))
, (30)
where d, α and µ(> 0) remain arbitrary (see Fig. 2).
Fig. 1 A profile of V = v+n,7(t) for d = 1, µ = −1, α = 0
at time t = 0 for n from −10 to 10.
Fig. 2 A profile of V = v+n,10(t) for d = 1, µ = 1, α = 0
at time t = 0 for n from −10 to 10.
As a third example, if we let “C1 6= 0 and C2 = 0” or
“C1 = 0 and C2 6= 0” in Eq. (25) respectively, then we get
formal rational wave solutions to Eq. (1) as
v±n,11(t) = 1±
d
dn− 2dt+ α , (31)
v±n,12(t) = 1 , (32)
where d and α remain arbitrary. Obviously, Eq. (32) rep-
resents a steady-state (time independent) solution (see
Fig. 3).
Fig. 3 A profile of V = v+n,11(t) for d = 1, α = 0 at time
t = 0 for n from 1 to 10.
Remark At this time, we made a theoretical and com-
putational analysis of Eq. (1) (related to the Korteweg-de
Vries equation, which is well known in hydrodynamics) to
exhibit wave solutions. Unfortunately, we could not give
further details about the real physical meaning of Eq. (1)
because of the lack of experimental basis related to it. It
is hoped that Eq. (1) might be subject to some adequate
physical interpretations in the future. Even though the
solutions extracted here belong to only a small set of a
large variety of possible solutions for the equation consid-
ered, we think that they might serve as seeding solutions
for a set of localized structures which can be observed in
this equation.
4 Conclusion
With the aid of the extended simplest equation
method, we successfully analyzed a new lattice equation
related to the self-dual network equations. As a result,
three types of exact solutions (hyperbolic, trigonometric,
and rational) emerged. The obtained results are com-
puted for the first time. Some solutions are analyzed for
a particular choice of the parameters. The strength of
our technique lies in its ease of use. An advantage of this
method is that it avoids tedious algebra and guesswork.
Our results could be used as a starting point for numerical
procedures as well. It seems that the extended simplest
equation method could be implemented to many other
fractional-type DDEs.
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