We have modelled far-UV, UV and optical spectra of a sample of 10 hydrogen-rich central stars of planetary nebulae (CSPN) using stellar atmosphere codes to derive their photospheric and wind parameters. The resulting stellar temperatures range from 40 to 120 kK, well spanning the CSPN evolutionary phase and allowing certain trends to be discerned. In particular, an inhomogeneous wind structure and X-ray emission in the wind are required to match spectral diagnostic lines in many cases. For the majority of the sample, a wind clumping factor of 0.1 ≤ f ≤ 0.04 is derived (mainly from the P V λλ1118, 28 and O V λ1371 lines). Such factors correspond to clump densities of ∼10-25 times that of the smooth wind density, with resulting mass-loss rates one-third to one-fifth the smooth wind values, which is of significant consequence to nebular dynamics, stellar and galactic evolution. Furthermore, we find clumping to begin at small radii (∼1.2 R * ), as has been found when modelling the winds of (massive) O stars. The inclusion of X-ray fluxes, presumably from shocks, in the model atmosphere calculations is found to improve the fit of the O VI λλ1032, 38 line (and other features) for stars with 55 ≤ T eff ≤ 80 kK, and to be absolutely necessary to match this feature for the coolest stars in our sample (T eff 45 kK). These findings suggest that shocks originating from line-driven wind instabilities leading to the formation of clumped winds and X-rays may be a common characteristic of CSPN, as has been found for the winds of massive O-type stars.
I N T RO D U C T I O N
Stars with progenitor masses of M init 8 M eject surface material throughout the asymptotic giant branch (AGB) phase, which forms a circumstellar nebula. Upon leaving the AGB phase, they evolve at roughly constant luminosity across the Hertzsprung-Russell (HR) diagram, eventually reaching temperatures high enough to ionize the E-mail: herald@pha.jhu.edu (JEH); bianchi@pha.jhu.edu (LB) surrounding material, creating what has become known as a 'planetary nebula'. Stars in this central star of planetary nebulae (CSPN) phase typically have surface temperatures ranging from 30 to 200 kK, stellar winds with terminal velocities of 300-4000 km s −1 and mass-loss rates of 1 ×10 −9 Ṁ 1 ×10 −6 M yr −1 . Eventually, the wind fades, nuclear-core burning ceases and the star transitions off the constant-luminosity phase on to the white dwarf cooling sequence.
CSPN can be roughly split into two categories based on their surface abundances: 'hydrogen-rich' and 'hydrogen-deficient'. The Heber & Drilling (1984) ; 6 Perryman et al. (1997) ; 7 Ciardullo & Jacoby (1999) ; 8 Terzian (1997) ; 9 Hajian, Terzian & Bignell (1995) ; 10 Reed et al. (1999) ; 11 Hajian & Terzian (1996) .
H-rich class, which constitutes ∼75 per cent of Galactic CSPN, has surface chemistries deviating little from solar values, and are thought to be either hydrogen or helium burning stars on their way to become DA-type white dwarfs. The H-deficient stars show enhanced surface abundances of He, C, O and Ne, and are thought to be in a post-helium flash, helium burning phase destined to become DO-type white dwarfs (see Werner & Herwig 2006 for a review). The far-UV (∼900-1200 Å) and UV (∼1200-3300 Å) wavelength ranges are particularly useful for studying hot CSPN as they emit the bulk of their observable flux in this range, and, as the wind fades, the strongest wind lines are seen at these wavelengths (Koesterke, Dreizler & Rauch 1998; Herald, Bianchi & Hillier 2005; Bianchi 2011 ). Furthermore, diagnostics known to be sensitive to wind shocks such as O VI λλ1032, 38 and N V λλ1238, 42 lie in this regime. These winds are thought to be driven by radiation pressure, the same mechanism responsible for the winds of Population I O stars and Wolf-Rayet (WR) stars. Determining the stellar parameters of stars with appreciable winds is not trivial, as the presence of a wind alters the structure in the atmosphere compared to the hydrostatic case, necessitating sophisticated stellar atmosphere codes.
There have been a number of studies where modern stellar atmosphere plus wind codes have been used to analyse far-UV spectra of Galactic H-deficient CSPN (e.g. Herald & Bianchi 2004b; Werner et al. 2004; Marcolino et al. 2007; Keller et al. 2011) . Herald & Bianchi (2004a , 2007 analysed Far Ultraviolet Spectroscopic Explorer (FUSE) spectra of CSPN in the Magellanic Clouds. However, there are few examples where these codes have been applied to analyse high-resolution far-UV spectra of Galactic H-rich CSPN (one example is NGC 1535 by Herald & Bianchi 2004b) . In this work, we model the far-UV FUSE spectra (in conjunction with UV and optical spectra) of a sample of 10 Hrich Galactic stars using modern stellar atmospheres codes. These models include many atomic elements neglected in previous analyses of this type. The stars are found to span the temperature range 40-120 kK, spanning a large fraction of the CSPN evolutionary phase.
This paper is organized as follows. The observations and data reduction are described in Section 2. Our models and parameter determinations are described in Section 3. Individual object results are presented in Section 4. The implications of our results are discussed in Section 5 and our conclusions in Section 6.
S A M P L E , O B S E RVAT I O N S A N D R E D U C T I O N
Our sample objects and spectral types are listed in Table 1 , along with radial velocities and distances taken from the literature as well as nebular characteristics (diameters and [O III] expansion velocities from Acker et al. 1992) . Throughout this paper, presented observed spectra have been shifted into the rest frame of the star using the radial velocities from this table.
We used far-UV spectra taken with FUSE and UV spectra ( 1185 Å) taken with the Hubble Space Telescope's (HST) Space Telescope Imaging Spectrograph (STIS) and with the International Ultraviolet Explorer (IUE) (summarized in Table 2 ). All far-UV and UV data were retrieved from the Multimission Archive at the Space Telescope Science Institute.
Optical spectra (resolution ∼2.2 Å) for NGC 2392, 1360, 1535 and LSS 1362 have been kindly provided by H. Bond and are described in Afšar & Bond (2005) . Optical spectra for IC 4593, NGC 6210, 6058 (resolution ∼0.6 Å) have been kindly provided by O. DeMarco and are described in De Marco et al. (2004) . She has also provided an unpublished 1996 optical spectrum for NGC 6543 (resolution ∼1.5Å) taken during the 1996 Isaac Newton Telescope (INT) run described in Crowther, De Marco & Barlow (1998) . Many of these spectra show a combination of stellar absorption lines and nebular emission lines. Depending on the resolution, nebular contamination, while obscuring the line cores, may leave the line wings unaffected.
FUSE data
FUSE covers the wavelength range 905-1187 Å at a spectral resolution of R ≈ 20 000 (∼15 km s −1 ). The instrument is described by Moos et al. (2000) . FUSE collected light concurrently in four different channels (LiF1, LiF2, SiC1 and SiC2), each of which is divided into two segments (A and B) recorded by two detectors, covering different subsets of the above range with some overlap. All of the utilized observations were taken through FUSE's Low Resolution Aperture (LWRS; 30× 30 arcsec 2 ), except for those of NGC 6543, for which the Medium Resolution Aperture (MDRS; 4× 20 arcsec 2 ) was used. The observations were taken in 'time-tag' mode, except those for IC 4593, LSS 1362 and NGC 1360, which were taken in 'histogram' mode.
We have reduced the data using the final version of the FUSE pipeline, CalFUSE v3.2.2. The 'CF_edit' IDL tool (written by Don Linder) was used to wavelength register the data from the multiple segments, and to eliminate bad time intervals in the photon-counting stream during the exposure. The pipeline marks some bad time intervals during the exposure (due to bursts, voltage problems, jitter, South Atlantic Anomaly, etc.) but frequently fails to identify periods when the target has drifted outside the aperture. The count rates were examined and regions where the telescope had obviously drifted were marked manually, and then data from all bad time intervals were removed before the spectra were extracted using 'cf_extract_spectra'. The 'FUSE_register' IDL tool was then used to combine the spectral data from all the different segments, after bad regions were eliminated for various reasons (e.g. regions close to the detector edge). An artefact known as the 'worm' (caused by a shadow of a component of the instrument falling across the detector) often severely affects the LiF 1B detector, and in these cases the data from that detector were omitted. The worm can also affect the other LiF detectors to a lesser extent, and is less obvious in these cases, typically manifesting itself as an anomalous minor difference in continuum levels at wavelengths of ∼1100-1150 Å. Despite this, we have used such data as the effect is small and should not affect our analysis. The FUSE spectra presented in this paper were constructed by co-adding the 'good' regions from the different segments, weighted by their errors, and rebinned to a uniform dispersion of 0.05 Å. For some stars, continuum flux levels may differ between spectra taken with different telescopes/instruments (or different exposures from the same instrument). Usually these differences are <10 per cent and are most probably due to the positioning of the aperture; however, difficulties in extracting the spectral flux and background in low signal-to-noise ratio (S/N) data may also play a role. In these cases, we have scaled the flux levels of one data set to match the one we were more confident in by multiplying by a constant value, as noted in Table 2 .
M O D E L I N G

The stellar models
Once its wind has faded and a post-AGB star is on the white dwarf sequence, plane-parallel codes are adequate for modelling its stellar atmosphere. However, for stars with detectable winds, plane-parallel codes become inadequate, as the presence of a wind changes the structure of the atmosphere compared with the hydrostatic case. The atmosphere becomes spherically extended, and density and temperature stratifications are altered. Diagnostic lines may develop an emission component resulting from formation in the stellar wind, and atomic level populations change.
To model the spectra of the central stars, we used CMFGEN (Hillier & Miller 1998 , 1999 Hillier et al. 2003; Herald et al. 2005 ), a line-blanketed non-LTE code suitable for an extended, spherically symmetric expanding atmosphere. The detailed workings of the code are explained in the references above; here we give a brief descriptions of the salient features.
The fundamental photospheric/wind parameters include T * , R * , the mass loss rateṀ, the elemental abundances, the velocity law and the wind terminal velocity, v ∞ . R * is taken to be the inner boundary of the model atmosphere (corresponding to a Rosseland optical depth of ∼20). The stellar temperature T * is related to the luminosity and radius by L = 4π R * 2 σ T * 4 , and the effective temperature ( T eff ) is similarly defined but at a radius corresponding to a Rosseland optical depth of 2/3 ( R eff ). The luminosity is conserved at all depths, so L = 4π R eff 2 σ T eff 4 .
CMFGEN is a non-hydrodynamic code, so the velocity structure must be specified. We assumed an essentially standard velocity law for the stellar wind v(r) = v ∞ (1 − r 0 /r) β , where r 0 is roughly equal to R * . The choice of velocity law mainly affects the profile shape, not the total optical depth of the wind lines, and does not greatly influence the derived stellar parameters. For stars with sufficiently thick winds, such as WR stars and [WR] CSPN, the entire spectrum, including continuum, is formed in the stellar wind. In such cases, a pure wind code is adequate for modelling the observed spectra. However, the stars we examine here have spectra showing absorption lines formed in the photosphere, as well as emission components formed in the stellar wind. The underlying hydrostatic structure is important, and we have used the plane-parallel non-local thermodynamic equilibrium code TLUSTY (Hubeny & Lanz 1995) for its calculation. The wind is connected to the hydrostatic TLUSTY atmosphere (calculated with an effective temperature T eff and gravity log g) using the method described by Hillier et al. (2003) . Once a velocity law is specified, the density structure of the wind ρ(r) is then parametrized by the mass-loss rateṀ through the equation of continuity:Ṁ = 4π R * 2 ρ(r)v(r). However, from fitting the strength of most emission lines in stellar spectra (which originate from ρ 2 processes), one actually can only deriveṀ sm = (Ṁ cl / √ f ) from the models, whereṀ sm andṀ cl are the smooth-and clumpedwind mass-loss rates, and the degree of clumping is parametrized by the filling factor f . Some diagnostic lines allow f to be constrained, which we discuss more in Section 3.1.1. Unless otherwise noted, M refers toṀ cl throughout this paper.
From fitting the model flux levels to the absolute flux levels of the observations, one can derive the ratio of the star's radius to its distance, R eff /D. Only if the distance is firmly known may the stellar radius be well constrained.
It has been found that wind models with the same transformed ra- (Schmutz, Hamann & Wessolowski 1989) and v ∞ have the same ionization structure, temperature stratification and emerging spectra (aside from appropriate scalings with R * ; Schmutz et al. 1989; Hamann, Koesterke & Wessolowski 1993) . Thus, once the velocity law and abundances are set, one parameter may be fixed (say the radius), and parameter space can then be explored by varying only the other two parameters (e.g.Ṁ and T eff ). For opacities which are proportional to the square of the density, the optical depth of the wind scales as ∝R t −3 , so R t can be thought of as an optical depth parameter. The derived value of R t is independent of the adopted distance to the star, unlike L, R andṀ. As distances to Galactic CSPN are often unknown or poorly constrained, this is a useful wind parameter for purposes of comparison.
Our sample covers a wide range of temperatures and mass-loss rates and thus does not share a common set of spectral features. Different diagnostics are used in different parameter regimes, which we shall describe on a case by case basis (Section 4). Here we discuss only the more general method of the analysis.
Ideally, one derives the temperature of a star by using diagnostic lines from different ionization stages of the same element, with a more robust determination resulting if the same can be done for multiple elements. Unfortunately, it is often the case in our sample that strong lines are sparse and multiple ionization stages of the same element are not represented (this is especially true for the hotter stars). However, some progress can be made by assuming solar abundances and using lines from different elements to constrain the temperature. This assumption is reasonable for most H-rich CSPN, for which the surface abundances of many elements are not expected to differ significantly from their progenitor's values.
For stars showing strong wind features in their spectra, the terminal wind velocity (v ∞ ) can be estimated from the blue edge of the saturated P-Cygni absorption features (although H 2 absorption sometimes interferes in the case of far-UV features; see Section 3.2). We generally use all P-Cygni lines to constrain v ∞ , and all wind lines to constrainṀ. We adopted a microturbulence of ξ t = 20 km s −1 throughout the wind in the comoving frame model calculation, while a varying microturbulence described by ξ (r) = ξ min + (ξ max − ξ min )v(r)/v ∞ was used when calculating the emergent flux. ξ min = 10 km s −1 was assumed near the photosphere, while ξ max was taken to be 10 per cent of the terminal velocity. Reasonable changes in this parameter have been found to have little effect on the resulting spectrum (Martins, Schaerer & Hillier 2002; Bouret et al. 2003) , with some exceptions for specific lines (also discussed in Keller et al. 2011) . We find that with lower values of ξ max , the blue edge of the red component of the O VI profile is often too strong in the synthetic spectrum, although this also depends onṀ, v ∞ and X-rays.
When optical spectra were available, they were used to help constrain log g values. The wind lines are not particularly sensitive to log g , so uncertainty in log g does not propagate to wind line diagnostics.
Clumping in CSPN winds
The spectra of some stars of our sample show signs of density inhomogeneities or 'clumps'. The concept that clumps will form in the radiation-driven winds of stars has a theoretical basis (Lucy & Solomon 1970; Owocki, Castor & Rybicki 1988; Owocki, Cranmer & Blondin 1994; Gayley & Owocki 1995) . It is thought that the line-driven wind flow is inherently unstable which leads to the development of shocks. If these shocks achieve certain temperatures, a super-ionization effect can significantly alter the wind's ionization structure and thus the resulting spectral features. In dense stellar winds, it is thought that X-ray photons will have little impact on the ionization structure of the bulk 'cool' wind (see e.g. the review by Hamann 2010). However, in thin winds (such as those we study here), they may compete better with recombination rates, more dramatically altering the winds ionization structure, and thus have a larger influence in winds of lower mass-loss rates (Macfarlane, Cohen & Wang 1994; Bianchi & Garcia 2002; Garcia & Bianchi 2004; Martins et al. 2005) .
Clumping has become a recognized trait of the winds of massive stars, manifesting itself in the form of line profile variability and X-ray emission in observations of WR and O stars. The neglect of clumping has been shown to be the reason that stellar atmosphere models which assumed a smooth wind were unable to simultaneously fit the strength of wind features that vary linearly with the density (such as electron-scattered wings of lines and unsaturated resonance lines) with those that vary as ρ 2 (such as thermal radio emission and the line cores formed via recombination in the stellar wind) (Bianchi, Herald & Garcia 2009) .
A proper treatment of clumping by stellar atmosphere codes is currently out of reach because the physical characteristics of the clumps are poorly known (e.g. size, density, shape and velocity), and the computational requirements are very high (e.g. a 3D versus 1D radiative transfer codes are required; see Hillier 2008 , for a description of the obstacles). The majority of analyses treating clumping using radiative transfer codes have adopted (as we do here) a simplified volume-filling-factor approximation to make the problem tractable. This approach assumes the outflowing medium consists of uniform-density optically thin clumps which are smaller than the mean free path of the photons, with the interclump medium being void. The clumps are parametrized by the volume filling factor f , the physical meaning of which is the ratio of the density of the smooth wind to the clumps (f = ρ smooth /ρ clump ). Deep in the model atmosphere, the wind is smooth up to a specified velocity v clump and then clumping increases outwards with the wind velocity before achieving its terminal value f ∞ as f = f ∞ + (1 − f ∞ )exp(−v/v clump ). As we discuss later, we found values of 10 ≤ v clump ≤ 50 km s −1 to best reproduce line profile characteristics. Elsewhere in this paper, we shall refer to f ∞ as simply f when discussing clumping.
Using various diagnostics (electron-scattering wings of optical lines, the unsaturated P V λλ1118, 1128 resonance line and the subordinate O V λ1371 feature) clumping factors have been determined using the treatment described above of 0.05 ≤ f ≤ 0.25 for WR stars (Hamann & Koesterke 1998; Herald, Hillier & SchulteLadbeck 2001) , and f 0.25 (Repolust, Puls & Herrero 2004; Puls et al. 2006) and f < 0.1 for O stars Bouret, Lanz & Hillier 2005; Fullerton, Massa & Prinja 2006; Bianchi, Herald & Garcia 2007) . Constraining clumping in the winds of CSPN thus far has proved more difficult, but Todt, Hamann & Gräfener (2008) determined f < 0.25 from the electron-scattered wings of optical lines for [WC] stars, and Kudritzki, Urbaneja & Puls (2006) determined 0.02 < f < 1 for cool ( T eff 37 kK) H-rich CSPN based on comparison of the Hα and He II λ4686 lines. Prinja et al. (2007) derived f = 0.08 for NGC 6543 from the P V feature. In the case of H-deficient CSPN, Grosdidier, Moffat & Acker (2003) presented observational evidence that suggests winds of some [WC] and [WO] type CSPN are clumped.
As clumping seems to be prevalent in radiatively driven winds, but clumping factors in CSPN winds are not well established, we initially assumed a clumping factor of f = 0.1. However, in the course of our analysis it became clear that some stars required higher degrees of clumping, which we discuss in Section 5.
X-rays in CSPN winds
As mentioned previously (Section 3.1.1), a by-product of a shocked wind is X-rays, and this mechanism has been proposed to explain the observed X-ray emission from massive O and B stars. The only viable explanation for the relatively strong observed O VI profiles seen in the spectra of many (relatively cool) O and B stars is Auger ionization from O IV (Cassinelli & Olson 1979) , which requires X-rays to occur (see e.g. Zsargó et al. 2008 , for a discussion). It has been demonstrated that X-rays are needed to reproduce the strong O VI λλ1032, 38 line seen in the far-UV spectra of some O stars (Bianchi & Garcia 2002; Garcia & Bianchi 2004; Martins et al. 2005) , illustrating the possible utility of this line (and lines of other 'super-ions' which may be influenced by X-rays such as N V λλ1239, 1242 and S VI λλ 933, 944) as indirect X-ray diagnostics. In very hot CSPN (i.e. T eff 80 kK), the ionization of the wind is high enough that this line can be reproduced without the inclusion of X-rays (e.g. Herald & Bianchi 2004a) in the model atmospheres. However, we have found examples of CSPN in the Large Magellanic Cloud for which the other stellar diagnostics implied a relatively cool star (i.e. T eff ∼ 50 kK), but with a strong O VI spectral feature that could only be simultaneously fitted with the other features by including X-rays in the wind .
Since stellar parameter determinations depend on the ionization structure of the wind, it is crucial to understand the influence of X-rays in stellar winds in general. The O VI λλ1032, 1038 resonance lines are present in the spectra of all our sample CSPN. For some stars of our sample, our models failed to achieve the observed strength of the O VI lines simultaneously with the other, lower ionization diagnostics. In these cases, we calculated additional models which allow for the presence of X-rays, presumably from shocks, in the wind. CMFGEN implements X-rays as described in Martins et al. (2005) . In summary, shock sources are assumed to be distributed throughout the atmosphere once the wind achieves a certain velocity, with emissivities taken from Raymond & Smith (1977) . The shock parameters include the shock temperature T x (which controls the energy distribution of the shocks), the X-ray volume filling factor f x (which sets the level of emission) and the velocity of the wind where the shocks begin v x . Work on X-rays in the winds of massive stars indicates the onset of shocks begin at a radius of r 1.5 R * (Leutenegger et al. 2006; Owocki & Cohen 2006; Cohen et al. 2010) . Following this, and in consideration of some of our clumping results we discuss more in Section 5.1, we have adopted v x ∼ 50 km s −1 , which roughly corresponds to this radius for most of our stars. In practice, our analysis shows v x has little effect as long as f x is adjusted to preserve L x , the X-ray luminosity. For our basic X-ray model, we assumed two shock components of temperatures 300 and 500 kK, typical of high-energy photons in O-type stars (e.g. Cohen et al. 2003; Schulz et al. 2003) , and adjusted the volume filling factor until adequate fits of the O VI feature were achieved. CMFGEN reports the total X-ray luminosity injected into the wind, as well as what would be observed (the X-ray flux which escapes). When referring to these model X-ray fluxes elsewhere in this paper, we will be referring to the latter unless otherwise stated (as this is what can actually be measured).
Abundances and model ions
Throughout this work, the values for solar abundances of the elements are adopted from Asplund, Grevesse & Sauval (2005) , the nomenclature X i represents the mass fraction of element i and ' X ' denotes the solar value. Even using modern computers, running stellar atmosphere codes which account for line-blanketing elements can be computationally demanding. To make the calculations tractable, CMFGEN utilizes the concept of 'superlevels' for the model ions, whereby levels of similar energies are grouped together and treated as a single level in the rate equations (after Anderson 1989). Using this approach, the following ions were included in the model atmospheres used to constrain the stellar parameters: H, He I-He II, C III-C IV, N III-N V, O III-O VI, Ne III-Ne VIII, Si IV, P IV-P V, S IV-S VI, Fe IV-Fe X. Some ionization stages may be omitted from the calculations in the interest of time and/or easing convergence, if they are unimportant (essentially unpopulated). For example, low ionization stages in very hot stars and vice versa. Once parameters were established using diagnostic lines from these elements, additional elements were included in the models, usually one at a time, to determine if they offered any useful diagnostics over the large parameter range spanned by our sample, and to confirm that their impact was minor enough that they could be safely neglected when determining the stellar parameters (other than their abundances). These additional ions/elements include Ar III-Ar VIII, Na III-Na VII, Mg III-Mg VII, Al III-Al VII, Cl IVCl VII, K III-K VI, Ca III-Ca X, Cr VI-Cr VI, Mn IV-Mn VII, Co IV-Co IX and Ni III-Ni IX. The results of these tests are discussed in Section 5.3. Ions and the number of levels and superlevels included in the model calculations are given in Table 3 .
Corrections for molecular and atomic hydrogen, reddening
In this paper, when comparing with flux-calibrated spectra, we have applied the effects of reddening to the model spectra using the Cardelli, Clayton & Mathis (1989, hereafter CCM) Galactic reddening law (assuming R v = 3.1), extrapolated down to far-UV wavelengths. This approach is justified as Gordon, Cartledge & Clayton (2009) found little deviation from the CCM reddening law in their FUSE-based study of extinction curves. Absorption due to atomic (H I) and molecular hydrogen (H 2 ) along the sightline can greatly complicate the far-UV spectra of these objects. H 2 transitions from the Lyman and Werner series blanket the FUSE range, particularly at shorter wavelengths (i.e. <1100 Å). These absorption effects are treated as described in Herald & Bianchi (2002 , 2004a . We do not attempt a rigorous determination of the column densities here. Rather, our goal was to determine the hydrogen absorption parameters adequately enough to be able to separate the stellar features from the interstellar absorptions. The parameters of the hydrogen absorption models used are given in Table 4 , along with our utilized E B−V values, determined by fitting the far-UV and UV spectra. In some cases (NGC 1535, 2392 and 6543) , the addition of a second component of hot molecular hydrogen (presumably circumstellar, rather than interstellar) better matches observations, as has been found for other CSPN (Herald & Bianchi 2004a ). We estimate the uncertainty in our H I column densities to be ±0.1 (log) and those of our E B−V determinations to be ±0.02 mag (although it is higher in the cases of NGC 7662 and 2448, due to low-resolution UV spectra and nebular contamination, respectively).
R E S U LT S F O R I N D I V I D UA L S TA R S
In this section, we discuss the diagnostics used and stellar and wind parameters derived for our 10 sample stars on an individual basis. We defer some topics that apply to the sample overall until the next section, particularly, clumping, X-rays, the circumstellar environment and results concerning our testing of various trace elements in the model atmospheres. Our best-fitting models are shown along with the observations in Figs 1-6. The model spectra, both with and without the effects of our atomic and molecular hydrogen absorption models applied (Section 3.2), are shown, and from Figs 1, 2 and 7 one can see the Figure 1 . Far-UV observations (black) and our best-fitting models with/without (pink/aqua) H I and H 2 absorption effects applied for the hotter sample stars (black tick marks denote where the stronger H 2 transitions occur). The stronger stellar features are labelled, as are IS absorption features. Narrow emission features are airglow and nebular lines. The spectra have been convolved to a resolution of 0.5 Å for clarity. necessity of modelling these effects in identifying the underlying stellar component of the FUSE spectra.
Our derived central star parameters are summarized in Table 5 . Columns 2-8 give the stellar parameters derived by fitting the spectral line diagnostics with CMFGEN. Parameters that can be derived independent of knowledge of the star's distance are listed first, which include the gravity, stellar and effective temperatures, the wind terminal velocity, clumping factors, transformed radius and the ratio of the X-ray luminosity to the stellar luminosity (discussed more in Section 5.2). By scaling the best-fitting model, reddened with the E B−V values given in Table 4 , to the observed flux, we also derive R eff /D (column 9). In columns 10-15, we give two sets of additional parameters. The first set (shown at the top of the table) is derived appropriately for an effective radius corresponding to an UV observations (black) and our best-fitting models with/without (pink/aqua) H I absorption effects applied for the hotter sample stars. The stronger stellar features are labelled. Depending on the nebular diameter and the aperture size used to acquire the spectra, some nebular lines may be present, and the nebular continuum may add to flux levels 1300 Å (as appears to be the case for NGC 7662 and IC 2448). The spectra have been convolved to a resolution of 0.75 Å for clarity. assumed stellar mass of M = 0.6 M , thought to be the typical value for the final mass of a CSPN (which results in a derived spectroscopic distance). To illustrate the effect of the uncertainty in the stellar mass on the derived parameters, note that adopting a mass of M = 0.5/0.8 M , representing the predicted lower/upper final mass values from evolutionary theory, alters presented table values of the radius (and distance) by −10 per cent/+15 per cent, and, roughly, the luminosity by −17 per cent/+35 per cent and the mass-loss rate by −13 per cent/+25 per cent. The second set of parameters (shown at the bottom of the table) is found by adopting the literature distances listed in Table 1 and deriving R eff from R eff /D, and the other parameters consequently. The three stars without distance determinations (LSS 1362, NGC 6058 and IC 4593) are only listed in the first set. Uncertainties in T eff are discussed in the sections on individual stars. We do not include uncertainties on R t orṀ, as these are dominated by those in the clumping filling factor f . For example, constraining f to 0.01 < f < 0.1 implies a factor of three uncertainty inṀ, while we can typically constrainṀ to within a factor of 2 for a specific value of f . The derived parameters are discussed more in Section 5.4.
In the following subsections, we discuss the modelling diagnostics and results for each of the individual CSPN, roughly in order of Figure 5 . Optical blue spectra (black) and our best-fitting models (pink) for the hotter sample stars. The stronger stellar features are labelled, and the model spectra are convolved to the spectral resolution of the data in each case (for IC 2448 and NGC 7662, we lack optical spectra and only show the models).
decreasing stellar temperature. Many spectral features are common in multiple stars of the sample, and are the strongest representatives of their ionization stages present in the far-UV/UV spectra. These include S VI λλ933.4, 944.5, Ne VII λ973.3, C III λ977.0, O VI λλ1031.9, 1037.6, P V λλ1118. 0, 1128 .0, N V λλ1238.8, 1242 .8, O IV λλ1338.6, 1343 .0,1343 .5, O V λ1371.3, Si IV λλ1393.7, 1402 .8, C IV λλ1548.2, 1550 .8, He II 1640 and N IV λ1718.5. For shorthand in the discussion that follows, we will omit the wavelength when referring to these lines (e.g. 'the C IV doublet' is C IV λλ1548, 1551, and 'the O V feature' would refer to O V λ1371). We will include the wavelength when referring to other lines of these elements.
Likewise, there are several stars which show multitudes of (relatively) weak absorption lines from various ionization stages of iron. These 'forests' tend to appear at shorter wavelengths the higher the ionization stage. As the spectra of our sample stars often display lines from multiple ionization stages of iron, these lines serve as an additional temperature constraint (as well as forṀ, v ∞ , and in some cases, f ). Here, we list the wavelengths where the strongest features for each ionization stage typically appear (many are blends of multiple lines, but we list the wavelength of the strongest feature for simplicity). In the following discussion, a reference to 'the Fe VII features' would be referring to the following lines, which are those we rely on as diagnostics: Fe VII (1070-1200 Å): λ1074. 17, λ1080.7, λ1095.34, λ1117.58, λ1141.44, λ1154.99, λ1166.18, λ1180.83; Fe VI (1250 -1310 Fe V (1390 Fe V ( -1480 .1, λ1430.6, λ1440.5, λ1441.0, λ1442.2, λ1446.6, λ1448.9, Figure 7 . LSS 1362 (top) and NGC 7662 (bottom). FUSE observations of the Ne VII λ973 and O VI λλ1032, 1038 profiles (black), along with our models with (pink) and without (aqua) the effects of interstellar absorption from H I and H 2 applied. We also show the same models (with IS absorption effects applied), but without neon in the model atmosphere calculations (green). One can see deviations from the observations in the 970-980 Å range when neon is omitted. This figure also illustrates the necessity of accounting for interstellar H 2 in modelling the underlying stellar spectrum.
λ1455. 6, λ1456.2, λ1459.8, λ1462.6, λ1464.7, λ1466.6, λ1469.0, λ1472.1, λ1479.5 .
The Ne VII signatures of LSS 1362 and NGC 7662
We group NGC 7662 with LSS 1362, as their FUSE spectra are very similar (although that of the former is contaminated by numerous airglow and nebular emission lines). The only observed wind features for both these stars are seen in their FUSE spectra, from Ne VII and O VI. The neon feature is not immediately obvious in either case, as it is masked by H 2 absorption, but its presence can be inferred from its P-Cygni absorption trough (Fig. 7) . Under the assumption of solar abundances, these two features constrain temperatures for both stars to ∼110-125 kK (in hotter models, Ne VII is too strong while O VI is too weak, while for cooler models the reverse is true). These features, being unsaturated, are sensitive tȯ M ) and were used to constrain this parameter (we have adopted f = 0.1 as discussed in Section 3.1.1). The Ne VII line can appear as a strong P-Cygni profile in H-deficient CSPN, where the neon surface abundance is thought to reach 10 times the solar value (Herald et al. 2005 ).
The high-resolution STIS data of LSS 1362 (from 1200 to 1700 Å) show many strong photospheric absorption lines, including the N V, O V and C IV lines. The O V line is well fitted in our models, as are the O VI λλ1022, 1025 and C IV λ1169 absorption features. The N V and C IV features appear to be weak in Fig. 3 ; however, when viewed at full resolution, the observed profiles are seen as superpositions of stellar and circumstellar components, with the latter blueshifted with respect to the photospheric absorption line (Fig. 8) .
We discuss this more in Section 5.5.
Comparison with the optical hydrogen Balmer and He II spectrum implies log g = 5.7 ± 0.3 for LSS 1362. Our analysis resulted in a somewhat higher temperature and gravity than was found in earlier (optical-and UV-based) analyses ( T eff 100 kK, log g = 5.3; Schonberner & Drilling 1984; Heber, Werner & Drilling 1988) .
The only UV data available for NGC 7662 are low-resolution (∼6 Å) IUE spectra and are not useful in constraining stellar parameters (they appear to show nebular emission features). We have therefore assumed log g = 5.7 (based on the similarity of this star's FUSE spectrum to that of LSS 1362). Our derived temperature is consistent with NGC 7662 being a high-excitation PN, as has been noted by many authors (e.g. Lame & Pogge 1996; Hyung & Aller 1997) . Nebular diagnostics suggest CS temperatures of T eff > 100 kK (Hyung & Aller 1997) . Although the nebular structure of NGC 7662 has been studied extensively (Pottasch et al. 2001; Guerrero, Jaxon & Chu 2004; Perinotto et al. 2004 ), we are not aware of prior determinations of its temperature through spectral modelling.
The fading wind of NGC 1360
The FUSE and IUE high-resolution spectra of this star show mainly an absorption line spectrum. Models with 95 ≤ T eff ≤ 115 kK adequately fit the observed absorption lines, which include the N V and O V lines, C IV λ1169, as well as the Fe VII absorption features. The lack of a significant Fe VI absorptions helps put a lower limit on the temperature, while the absence of a significant Ne VII feature helps define our upper limit. The UV C IV doublet is stronger in the observations, but close inspection reveals this is most probably due to a nebular component (as for LSS 1362, see Section 4.1 and Fig. 8 ), as the observed absorption lines are blueshifted by an amount which corresponds to the nebular expansion velocity of v exp 26 km s −1 as measured by García-Díaz et al. (2008) (unlike the other UV absorption features such as N V and O V, which display no such shift after the regression velocity has been removed). We derive log g = 5.7 +.3 −0.2 based on both the hydrogen Lyman and helium features in the FUSE range (915-960Å) and the hydrogen Balmer and helium lines in the optical range.
Our CS temperature of T eff 105 kK is similar to those derived from previous analyses [T eff = 97 kK, log g = 5.3 (Traulsen et al. 2005 ) from FUSE and HST data; T eff = 110 kK, log g = 5.6 (Hoare et al. 1996) Fig. 9 ). The dips seen at λ1029 and λ1034 are best explained as P-Cygni absorption components, with the slight rise in flux at λ1040 as being a weak P-Cygni emission component. This star is thus an important example of a CSPN with a wind at the threshold of detectability, and we have invested some time in analysing this profile further. As mentioned previously, we have adopted a β = 1 velocity law in the analysis of our sample. However, using this velocity structure in the case of NGC 1360 results , along with models (β = 1.5) of varyingṀ: 1.0 × 10 −11 (aqua), 2.5 × 10 −11 (pink), and 3.16 × 10 −11 M yr −1 (red). The profile is not reproducible without a stellar wind ofṀ 2.2 ×10 −11 M yr −1 (clumped, 7 × 10 −11 M yr −1 smooth). Only this line profile reveals the presence of a stellar wind for this object, illustrating the importance of the far-UV wavelength range in studying post-AGB objects with fading winds. Note the strong absorption feature at ∼1025.7 Å is a combination of the photospheric Lyβ line combined with interstellar absorption. The quoted mass-loss rates correspond to an assumed M = 0.6 M (see Section 4).
in P-Cygni absorption troughs which are too sharply peaked. We achieved the best match of the shape of the overall profile using β = 1.5 (higher values resulted in too flat an absorption profile). The blending of the O VI profile with the strong Lyβ λ1026 feature (itself a combination of photospheric and interstellar absorption) results in a fair degree of uncertainty in location of the blue edge of the O VI absorption components. However, we find that models with 1500 ≤ v ∞ ≤ 1200 km s −1 produce reasonable fits. Our model still has trouble with the blue edge of the absorption trough, which rises too steeply. However, the overall shape and strength of the profile are adequately reproduced. We have preformed similar fits using models at the lower and upper limits of temperature for this star (95 and 115 kK) and constrain the mass-loss rate to be 4.0 ×10 −12 Ṁ 1.0 ×10 −10 M yr −1 using the assumed clumping factor of f = 0.1 (see Section 3.1.1) and assuming M = 0.6 M (Section 4). Removing the assumption of a clumped wind yields limits about three times higher, placing an upper limit oḟ M 3 ×10 −10 M yr −1 , the smallest determined value for a CSPN to the knowledge of these authors.
The nebula of NGC 1360 differs from the usual PN morphologies (ring, bipolar, etc), appearing as a thick shell with no sharp inner edge. Goldman et al. (2004) interpreted this structure as indicating a lack of compression of the nebula due to a stellar fast wind. García-Díaz et al. (2008) proposed this morphology may come to exist after the stellar wind becomes negligible, at which point the hot shocked bubble loses pressure and the thermal pressure of the photoionized region of the swept-up shell becomes dominant, causing the material of the inner shell to expand back towards the central star, filling the cavity with ionized gas. Our derived wind parameters may help place constraints on when exactly this phase occurs.
We also remark that NGC 1360 was classified by Mendez & Niemelä (1977) as a spectroscopic binary with a period of about 8 days. However, this was not confirmed in the detailed radial velocity study of Wehmeyer & Kohoutek (1979) , and other subsequent investigations have failed to detect a companion. NGC 1360 is notable because it is one of the few CSPN (along with LSS 1362) for which a strong magnetic field has been detected (on the order of kG; Jordan et al. 2005 ).
IC 2448
The only wind features seen in the available spectra of IC 2488 are from O VI in the FUSE range, and N V and O V in the (noisy) highresolution IUE spectra. These features are well fitted by our model ( T eff = 95 kK, R t = 1.8), as are the photospheric absorption lines from O VI λλ1122.4, 1124.9, C IV λ1169 and the Fe VII spectrum. In hotter models, the unobserved Ne VII feature appears (assuming a solar neon abundance). We lack optical spectra for this object, and we are only able to loosely constrain the gravity based on the far-UV Lyman spectrum to be log g = 5.4
The IUE spectrum shows many nebular emission lines, as well as a significant nebular continuum component for λ 1300 Å. The nebular contamination is more prominent in this case because the small nebula (9 arcsec, see Table 1 ) is contained entirely in the IUE aperture.
NGC 6058
Models with 75 ≤ T eff ≤ 80 kK and R t 2.5 R well fit the observed wind features of NGC 6058: O VI and N V, while also adequately fitting the photospheric absorption lines in both the FUSE and high-resolution IUE spectra: P V, C IV, C IV λ1169 and the Fe VI/Fe VII spectrum. The O IV absorption feature is a bit strong in the T eff = 75 kK models while the O VI line is slightly weak, while for the T eff = 80 kK they are well fitted but N V appears a bit weak. The (shown) T eff = 77.5 kK model fits these features adequately although the O VI absorption is weak. The O V line appears in absorption in the observations, and is too strong in the model spectra unless moderately clumped winds (f 0.04) are assumed. The inclusion of X-rays from shocks in the model strengthens the absorption component of the O VI profile, better matching the observations (see Section 5.2). Our models, with log g = 4.8 ± 0.3, do a good job at fitting the hydrogen Lyman and helium features in the FUSE range (915-960Å) as well as the optical absorption lines. Napiwotzki (1999) derived T eff = 65 kK, log g = 4.8 based on an optical line analysis for NGC 6058.
NGC 1535 and 6210
The spectra of both NGC 1535 and 6210 display similar absorption line features from O IV, C IV λ1169 and the Fe VI/Fe VII ions, which are well fitted by models with T eff ∼ 75 kK. The P-Cygni wind lines (S VI, N V, O V, C IV) are adequately fitted by models with R t 2 R . However, the O VI feature is weak in the models unless X-rays are included in the wind to match the observed strength (Section 5.2). Higher temperature models can fit this feature without the addition of X-rays, however they cannot also fit the C IV feature and He II λ4686 simultaneously (with the latter showing unobserved emission when the mass-loss rate is raised to match the former's strength). The mismatch in the continuum between the model and observations of NGC 6210 between ∼1100-1185 Å is most likely caused by the worm artefact (Section 2.1). For both stars, using hydrogen Lyman and helium features in the FUSE range and the optical absorption lines, we constrain log g to be 4.8 ± 0.3 (±0.2 for NGC 6210).
The high-resolution, high S/N UV spectra (IUE for NGC 6210, STIS for NGC 1535) allow us to constrain the clumping values from the O V line. In both cases, clumping values of f > 0.1 result in this feature being too strong compared to observations (Fig. 10) .
The observed Si IV doublet is stronger than in our model spectra in both cases. For NGC 1535, the high-resolution STIS spectra reveal that both Si IV components display a double-peaked absorption profile, with the stronger component blueshifted by about 20 km s −1 , as shown in Fig. 8 (the nebula of NGC 1535 has an expansion velocity of 20 km s −1 ; Weinberger 1989). Similarly, for NGC 6210, close inspection shows the observed lines blueshifted with respect to the rest wavelength. We believe this indicates these features are mainly due to circumstellar Si IV (also, models with temperatures low enough to fit this feature are totally inconsistent with all other spectral diagnostics). As with LSS 1362, the high-resolution data reveal absorption components associated with the circumstellar material (see Section 5.5).
For NGC 1535, we (Herald & Bianchi 2004b ) previously derived T eff 65 kK and a higher mass-loss rate under the assumption of a smooth wind (f = 1) and no shocks. Our parameters derived here provide better fits overall. In Herald & Bianchi (2004b) , P-Cygni absorptions were generally too strong, while O VI was too weak.
NGC 6543: the Cat's Eye
The spectra of the central star of NGC 6543 (the 'Cat's Eye' nebula) offers a wealth of strong lines spanning multiple ionization stages for many elements. In addition to the N IV, N V, C III, C IV, O IV, O V, O VI, P V, He II, Si IV, S VI, Fe V and Fe VI lines, we also were guided by the following diagnostics: N III λλ989.8, 991.5, N IV λ955.3, C IV λλ1198.4, 1198.6, O IV λλ923.37, 923.44, S V 1501.8. As discussed by Georgiev et al. (2008) , many of the strong P-Cygni profiles display significantly different terminal velocities, and the wind of NGC 6543 has been found to be variable (Prinja et al. 2007 ) (e.g. the blue wing of the C IV doublet fluctuates). It is difficult to achieve a good fit to all these diagnostics simultaneously (note that the far-UV, UV and optical data sets are from different epochs), and so there is a larger uncertainty in the derived parameters for this star with respect to the others. We derive T eff = 60 +10 −5 kK, where the uncertainty range is required to eventually achieve good fits to all diagnostics (with the exception of O VI, N V and C IV, discussed Figure 11 . NGC 6543. STIS E140H observations of the Fe VI forest (black) along with our models of different clumping volume filling factors (f = 1, 0.1 and 0.01). Using these features, clumping is constrained to be 0.01 ≤ f ≤ 0.1. The spectra have been convolved to a resolution of 0.5 Å for clarity. below). The cooler model with T eff = 55 kK well fits the C III λ977 line, while the hotter models better fit the Fe VII lines. An upper limit to the mass-loss rate is set by the optical lines, which still leaves the far-UV and UV lines slightly weak. In addition to the P V doublet, the Fe VI spectrum (∼1200-1350 Å) is sensitive to the amount of wind clumping, while being fairly insensitive to T eff in this parameter regime. These features constrain the clumping factor to 0.1 < f < 0.01 (Fig. 11) . The models shown in Figs 1-6 and the parameters given in Table 5 are for f = 0.04. There are details in the shape of the observed P V profile that our model spectra do not duplicate. Prinja et al. (2007) performed a detailed study of the wind structure of NGC 6543 using time series data, and identified discrete-absorption components which temporarily appear and migrate bluewards across the P-Cygni absorption of the P V line. Such time-dependent structures are not implemented in CMFGEN, but their neglect should not alter the derived parameters. For any parameter combination tested, the He II λ1640 feature was too strong in the models. We have adopted a helium mass fraction of 10 per cent, which better fits the observed helium lines.
We constrained the gravity to be log g = 4.7 ± 0.3 mainly using the He II 958.7, 972.1 features. Models without X-rays do not adequately fit the O VI, S VI and N V doublets, which are weaker than observed. We achieved better fits including X-rays in the models, as discussed in detail in Section 5.2. Georgiev et al. (2008) performed a detailed analysis of NGC 6543 also using CMFGEN. Their derived stellar parameters are in rough agreement with ours, although they relied on a different set of diagnostics.
The Slow wind of NGC 2392
What distinguishes the spectra of the central star of NGC 2392 (the Eskimo nebula) from those of the rest of our sample are the very narrow absorption components of its P-Cygni features. As can be seen in Fig. 12 , the S VI, C III, C IV, N V and O VI profiles indicate a slow wind, with blue edge of the C IV at ∼200 km s −1 , as has been noted by Guerrero et al. (2010) . Both components of the N V doublet, the blue component of O VI and the red component of S VI display a more gradual absorption extending ∼300-400 km s H 2 absorptions). The gradual absorptions seen in the profiles of the super-ions (Fig. 12 ) may be the result of shocked material moving at higher velocities than the rest of the wind. Such features are not taken into account in CMFGEN's treatment at present. We find a value of v ∞ = 300 km s −1 matches the widths of most emission and absorption components.
Our spectroscopic analysis indicates the metallicity of NGC 2392 is subsolar. The IUE spectrum also shows a forest of weak iron features, originating mainly from Fe VI (between 1200 and 1300 Å) and Fe V (between 1300 and 1600 Å). These iron lines, as well as many metal lines of the far-UV and UV spectrum (the Si IV features and S IV λλ1062.66, 1072.97), are too strong when solar abundances are assumed. Using these lines, we constrain the metallicity to z 0.25 Z (the models for NGC 1362 shown in this paper have been calculated with this metallicity). Nebular abundances for NGC 2392 were determined by Pottasch, Bernard-Salas & Roellig (2008) from mid-IR spectra. They found O, Ne, S, Ar and Cl abundances depleted by a factor of 2 with respect to solar, consistent with the star's distance from the Galactic Centre.
Our models with T eff 45 kK duplicate the fine structure observed in the UV range well, along with the C III 1176 complex. For higher temperatures, the C III feature cannot be reproduced and He II λ4686 is too strong for mass-loss rates which match the strength of the other features, while in models cooler than 42.5 kK the carbon features are strong. Models of all of these discussed temperatures, however, are too cool to duplicate the observed O VI and weak S VI profiles at all, and have N V profiles which are weak compared with observations. Inclusion of X-rays in the model winds brings out these features, and we discuss the implications of this more in Section 5.2. The narrowness of the wind features of this star prevents us from firmly constraining the degree of clumping, and so we have assumed f = 0.1 in this case. We note that a model with a higher degree of clumping (f = 0.004) is required to make the P V strength consistent with observations, but then other features are no longer matched.
The high-resolution IUE spectrum presented here was taken in the IUE large aperture. Comparison with the two spectra taken through the small aperture indicates that the strong (non-P-Cygni) He II λ1640 emission is mainly nebular (we present the large aperture data here because the continuum levels match the FUSE data in regions of overlap).
In addition to subsolar metal abundances, we find a peculiar abundance pattern for the CNO elements. A nitrogen abundance of ∼3.3 × 10 −3 (by mass, about three times the solar value) is needed to fit numerous far-UV features, namely N IV absorption features at 955.33, 1133.1, 1135.3 and 1136.3 Å, N III absorptions at 980, 1183, 1184.5 Å, and the N III P-Cygni doublet at 989.80, 991.5 Å. Oxygen must be depleted to <1 × 10 −4 or the following absorption features are stronger than observed: O V λ1371, O VI λλ1338, 1343, O III at λ1150.9 and 1153.8, and O IV λ1067.8. A small reduction in the carbon abundance then fits C III λ1176 better, while maintaining a C+N+O mass fraction total consistent with the one-fourth solar metallicity value we have adopted. That the surface of NGC 2392 appears to show a carbon deficiency and nitrogen enhancement has been noted previously by Pauldrach, Hoffmann & Méndez (2004) . This abundance pattern may indicate a second dredge-up has occurred, which is expected to result in an increase in N but decreases in C and O (Marigo et al. 2003) ; however, this is only expected for stars with progenitor masses between 3 and 5 M . Kudritzki et al. (2006) analysed optical spectra of NGC 2392 and obtained T eff = 44 kK, v ∞ = 400 km s −1 , logg = 3.6 and f = 1, while Pauldrach et al. (2004) derived T eff = 40 kK, v ∞ = 420 km s −1 , log g = 3.7 using hydrodynamical models and UV spectra. These are similar to our derived parameters, except we find our lower value of v ∞ = 300 km s −1 to better match the P-Cygni profiles. In particular, in the model fits presented by Pauldrach et al. (2004) , the absorption edge of the red C IV component extends far enough bluewards to totally absorb the blue component, contrary to observations. Our lower v ∞ value allows both components to be duplicated (although the absorption edges extend a bit too far bluewards, even with such a low v ∞ !). We note that NGC 2392 does show photometric variabilities, these are believed to stem from pulsations or wind variability (Miszalski et al. 2009 ).
Our derived temperatures are lower than those derived from nebular diagnostics (70-80 kK; Tinkler & Lamers 2002; Pottasch et al. 2008) . It has been suggested that the high ionization of the nebula is caused by a companion object (Heap 1977) , although as of yet no firm detection has occurred, and there is no obvious indication of a hotter companion in the FUSE spectrum.
IC 4593
S VI, C III, O VI, P V, N V, Si IV and C IV as well as C III λ1175 all present P-Cygni wind profiles in the spectra of IC 4593. The rich spectrum of absorption features seen in the high-resolution IUE spectrum between 1200 and 1700 Å arises from Fe V, and the O IV feature appears in absorption. Our models with T eff ∼ 41 kK fit this region well, despite its complexity, while also adequately fitting the far-UV C III and S VI wind features. For models hotter than T eff > 42.5 kK, the far-UV C III features are too weak, and the optical He II 4684 line too strong, while for models cooler than T eff < 40 kK, the C III and Si IV features are too strong. We determine log g = 3.7 ± 0.2, mainly from the optical spectrum.
The P-Cygni absorption edges of the strong wind lines span a large range of terminal velocities. For example, the O VI feature indicates v ∞ 1000 km s −1 while C III λ1176 indicates v ∞ 700 km s −1 . We have computed two final models for this star, with v ∞ = 750 and 1000 km s −1 . R t is preserved in both models, so they have slightly different mass-loss rates. Both fit the strengths and profile shapes equally well, aside from the variance in the absorption edges of the P-Cygni lines. We will refer to these models later (Section 5.1) for purposes of illustration. In Figs 1-6 we present the v ∞ = 750 km s −1 model. Using the P V feature, clumping is constrained to be 0.01 ≤ f ≤ 0.1 (see Fig. 13 ). Not well fitted by our adopted non-X-ray model are the O VI P-Cygni profile (not present at all in the model spectrum) and the N V doublet (too weak in the model). To attempt to fit these lines, we calculated exploratory models with varying amounts of X-rays in the wind, which we discuss in Section 5.2. In all our models, the C IV line is too weak, however increasing the carbon abundance does not substantially improve the fit (as it is saturated) while rendering the C III 1175 line strong. One possibility for the discrepancy is that IC 4593 shows photometric variability (Miszalski et al. 2009 ), believed to stem from pulsations or wind variability, rather than from a close companion. Kudritzki et al. (2006) analysed optical spectra of IC 4593 to obtain T eff = 40 kK, v ∞ = 900 km s −1 , log g = 3.6 and f = 0.25, while Pauldrach et al. (2004) derived T eff = 40 kK, v ∞ = Figure 13 . NGC 4593. FUSE observations of the P V λλ1118, 1128 profile (black), along with our v ∞ = 750 km s −1 models (see text) of different clumping volume filling factors (f = 1, 0.1, 0.04 and 0.01). Using this feature, clumping is constrained to be 0.01 ≤ f ≤ 0.1. f = 1 corresponds to a smooth wind, while the best-fitting value (f = 0.04) corresponds to clump densities 25 times that of the smooth wind. 850 km s −1 , log g = 3.8 using hydrodynamical models to analyse UV spectra.
OT H E R R E S U LT S
Here we discuss results which apply more generally to H-rich CSPN and their winds. Namely, clumping, X-rays, the circumstellar environment and the importance of many trace elements in the model atmospheres.
Wind clumping
In this section, we discuss our findings concerning clumping in the winds of these H-rich CSPN. As explained in Section 3.1.1, we initially adopted a clumping factor of f = 0.1 for our models (i.e. assumed a wind consisting of clumps with a density 10 times that of the smooth-wind density). Some of our sample stars display spectral features known to be sensitive to clumping in the winds of massive stars ). For these stars, we computed models with different clumping factors, and found that some of our sample stars required a higher degree of clumping to fit certain spectral features, as we now discuss.
For NGC 6210 and 1535, the O V λ1371 line, particularly the absorption component, was too strong when clumping f > 0.1 was adopted. We computed models (preserving R t ) with f = 1, 0.1, 0.04 and 0.01, as illustrated in Fig. 10 . We found f = 0.1 to produce the best fits (other wind features were only affected in minor ways). Although the O V feature is present in the spectra of IC 2448, it is weaker in this star, and the S/N of the spectra are too low to place constraints on the clumping. For NGC 6058, the O V feature appears in absorption, which could only be duplicated using f ≤ 0.04.
In the case of NGC 6543, the forest of unsaturated Fe VI UV lines also reacts to the wind clumpiness. We derived 0.1 < f < 0.01, with f 0.04 producing better fits overall (Fig. 11) . Prinja et al. (2007) derived f = 0.08, also using CMFGEN and the P V profiles.
The P V lines of IC 4593 were too strong in models with f = 0.1 where the strengths of the other spectral features were matched adequately. Again, testing a range of values constrained clumping to 0.04 > f > 0.01 (Fig. 13) , with 0.04 appearing to produce the best fit.
For our other sample stars without useful clumping spectral diagnostics (NGC 7662, LSS 1362, NGC 1360 and IC 2448), we were able to achieve good quality fits assuming f = 0.1; however, the few wind lines these stars present are not particularly sensitive to the clumping parameter.
We also found that initiating clumping at relatively low velocities (10-50 km s −1 rather than hundreds of km s −1 ) provided the most consistent model profiles compared to observations. This parameter affects line profiles as clumping enhances emission at high velocities relative to that at lower velocities. An example is shown in Fig. 14 , for which v clump < 50km s −1 were required to match the C III features at 1176 Å. We adopted v clump = 10 km s −1 for this star as well as NGC 2392 (v ∞ 300 km s −1 ). For the stars of our sample with faster winds (i.e. >1000 km s −1 ), we found that v clump = 50 km s −1 better matched details of the line profile shapes (with smaller values 50 > v clump ≥ 10 km s −1 not offering significant improvements). The low values for v clump we derive for these CSPN are similar to the results of Hillier et al. (2003) , who found that for O supergiants, v clump = 30 km s −1 based on the profile of the Hα line.
To summarize, the high-resolution far-UV and UV spectra utilized in our analysis allowed us to well constrain clumping in the winds of H-rich CSPN using the P V and (for the first time) O V and iron features. For these stars, (spanning ∼40-80 kK) clumping was found to be 0.1 f 0.04. We were also able to achieve acceptable fits for the other stars of our sample assuming f = 0.1. These results seem to indicate the winds of H-rich CSPN are highly clumped, characterized by clump densities 10-25 times that of the smooth-wind value. This effectively reduces derived mass-loss rates for these objects by one-third to one-fifth their smooth-wind values, of consequence to nebular dynamics and interstellar enrichment studies.
We note that these revised mass-loss rates are contingent on the assumption of optically thin clumps to be correct. Alternative models of clumping structure, with the assumption of optically thick clumps (Oskinova, Hamann & Feldmeier 2007) have been used to successfully match the wind diagnostics of ζ -Puppis, without requiring a reduction in mass-loss rate compared to the smoothwind models. However, X-ray results which probe the winds of ζ -Puppis indicate a clumping structure more in accordance to the optically thin model (Cohen et al. 2010) . Which model is more appropriate for the various classes of stars with winds (WR, O, CSPN) remains an open question.
X-Ray flux in the wind
Despite the wide temperature range covered by the 10 CSPN analysed here (40-120 kK, see Table 5 ), all objects show the highionization O VI doublet as a P-Cygni profile (although that of NGC 1360 is weak). For the two coolest stars (NGC 2392 and IC 4593), the appearance of this feature (and also the strength of the N V doublet) is totally inconsistent with the other spectral features, which indicate stellar temperatures of T eff ≤ 45 kK. We were able to match the strength of the observed O VI feature by adding an additional source of X-rays, as shown in Fig. 15 . For the intermediatetemperature stars (55 T eff 90 kK), the model O VI doublets were weak without an assumed X-ray source, the addition of which improved the fit without altering the other spectral features (again, see Fig. 15 ). Only for the hottest stars ( T eff 90 kK) were X-rays unnecessary to fit all the high-ionization features displayed in their spectra.
We often found it difficult to simultaneously fit the N V and O VI lines. Since a detailed analysis of the shocked wind structure is beyond the scope of this paper, our strategy was to adjust the X-ray filling factors to fit only the O VI line. We initiated X-rays at the same velocities as we initiated clumping (Section 5.1), i.e. v x = 10 km s −1 for stars with v ∞ < 1000 km s −1 and v x = 50 km s −1 for the rest. Fig. 16 shows the effect of including X-rays in the model atmosphere calculation on the wind ionization structure of oxygen for NGC 6543. The addition of X-rays increases the ionization fraction of O VI in the outer parts of the wind, without significantly changing the ionization structure of the lower ionization species. This allows the observed strength and of the O VI λλ1032, 38 line to be matched without affecting the strength of the lower ionization features. Table 5 lists the predicted observed X-ray luminosities (>0.1 keV) for our best-fitting models for each star, as well as for the equivalent non-winds-X-ray model (for which the X-ray emissions would be purely photospheric). One can see the X-ray luminosities jump by several magnitudes between 55 and 75 kK, and again between 80 and 95 kK for the non-winds-X-ray models. When X-rays were included to reproduce the O VI feature in stars of T eff < 80 kK, X-ray fluxes above 0.1 keV of L x /L * = a few × 10 −5
were typically required. We found that X-ray fluxes three times weaker were inadequate to match O VI, while fluxes three times larger would dramatically change the ionization structure of the wind causing nearly all model spectral features to fail to match the observed strengths. Lines used in this work to constrain X-rays are insensitive to clumping and vice versa, to avoid degeneracies in the derived parameters.
The required X-ray luminosities we derive for our sample CSPN are higher than the log L x /L * −7.0 typically observed for O stars (Chlebowski & Garmany 1991) . The development of a more sophisticated treatment of X-rays by CMFGEN is ongoing, as discussed by Zsargó et al. (2008) . Using an enhanced version of CMFGEN, they found, for the wind of the supergiant ζ -Puppis (O5Iaf), that accounting for the contribution from the tenuous interclump medium as well as from the denser clumped regions was necessary to reproduce the observed O VI profile of this star. They also found that the interclump region played a varying role in the formation of other lines for that star: the main contribution of C IV is from the densest regions of the wind, while for O VI it is from the interclump region, while N V is an intermediate case. Although such work has yet to be extended to the winds of CSPN, it is likely, given the commonalities that have been found between the winds of massive stars and of CSPN, that such effects play a similar role for CSPN. Thus, the neglect of the interclump medium when fitting the O VI profile most likely overestimates the required X-ray luminosity. Given the current poor state of knowledge about X-ray and clump formation in CSPN winds, our main goal was to show that X-rays from shocks could indeed be a plausible explanation for the strength of high-ionization features in cooler stars, leaving a more sophisticated treatment for the future.
Only ∼25 PN systems have been observed with modern X-ray observatories such as Chandra and XMM-Newton. Of these, nine have been detected as diffuse X-ray sources while even fewer have been detected as point sources (see Kastner 2007 , for a review, and references therein). Even then, there are other possible sources of X-ray emission than shocks in the stellar wind, such as from shocks of the fast stellar wind interacting with the slower moving nebular material close to the central star. Of our sample stars, NGC 6543 and 2392 have been detected as X-ray source. For both, the origin of the X-ray emission is unclear. NGC 6543 has been detected both as diffuse and point X-ray source. Guerrero et al. (2001) measured an X-ray flux (0.3-2.0 keV) of 10 30 erg s −1 (2.6 × 10 −4 L ), which they believed to be likely coming from a point source associated with the central star. They suggested this X-ray emission to originate either from shocks in the stellar wind or perhaps from coronal activity of a masked binary companion (which has been invoked to explain the observed precessing collimated outflows; Miranda & Solf 1992; Harrington & Borkowski 1994) . suggested that the O VI ions are created in thermal collisions at the interface between the hot interior gas and the cool nebular shell. Fig. 2 shows a model which matches the observed strength of the O VI profile (although the shape is not perfect) without unduly altering the fits of the other features. Assuming, as did Guerrero et al. (2001) , that the distance to NGC 6543 is 1 kpc (Table 1) , our derived luminosity is L * = 1.55 × 10 −3 L , while the predicted X-ray luminosity (i.e. flux not absorbed by the wind) is L x 5 ×10 −3 L , about 20 times higher than measured by Guerrero et al. (2001) (but, as discussed above, the current implementation of X-rays most likely overestimates the required X-ray flux). Guerrero et al. (2005) studied the X-ray emission from the Eskimo nebula with the XMM-Newton instrument, and found it to be extended but confined to the inner shell, with some harder X-ray emission (0.6-2.0 keV) where the fast bipolar outflow is interacting with the nebular material. They concluded the high thermal pressure from the hot gas was responsible for the observed high expansion velocity of its innermost shell. However, they were unable to firmly identify the origin of the hot gas, suggesting it may consist of several components: the shocked fast stellar wind, shocks associated with the fast bipolar flow, or possible emission from its central star or binary companion. We downloaded an archive Chandra observation of NGC 2392 which appears to show the CS being a point source of both hard and soft X-ray emission. Our X-ray models demonstrate stellar wind shocks are a plausible explanation consistent with the observed spectra.
To summarize, although there are other explanations for the origins of the intra-wind X-ray fluxes (wind interactions with an undetected companion), a more natural explanation is that clumped winds and intra-wind shocks may be a characteristic of CSPN winds. In cooler objects, these shocks are responsible of the observed high-ionization features. In hotter stars, X-rays from shocks may be present, but photospheric X-ray emission dominates and is primarily responsible of O VI and N V. In the winds of stars of intermediate temperatures (∼50-90 kK), both X-ray sources may play significant roles in the creation of such lines.
We conclude this section by noting our fits to shock-influenced lines such as O VI do not allow rigorous determinations of X-ray parameters (such as X-ray luminosity), as our assumptions regarding the temperature and structure of the shocks in the wind are somewhat ad hoc. However, our results do illustrate the necessity of invoking X-rays from shocks to fit of some features (O VI, S VI, N V) consistently with other spectral diagnostics, resolving otherwise Figure 16 . Ionization structure of oxygen of model atmosphere for NGC 6543, both with (bottom) and without (top) X-rays included in the calculations (these correspond to the model shown for NGC 6543 in Fig. 15 ). The ionization fractions as a function of wind velocity are shown for O III-O VII (red, blue, green, purple and pink, respectively). The addition of X-rays boosts the ionization fraction of O VI in the outer parts of the wind, necessary to match the O VI λλ1032, 38 profile, without significantly changing the ionization structure of the lower ionization species. irreconcilable inconsistencies in the spectral diagnostics. Finally, the inclusion of X-rays in our models of the hotter stars of our sample shows that their neglect would not alter parameter determinations above certain temperatures, as the photospheric radiation field dominates in setting the populations of the high-ionization features.
Trace elements in the model atmospheres
The high-resolution FUSE spectrograph coupled with atomic data for high-ionization species has led to the identification of many new diagnostic absorption lines in hot CSPN. Examples include Ne VII 973.3, Ne VIII λ1165, Ar VII λ1063.5, F VI λ1139.5, Ca X λλ1137, 1159 (Werner et al. 2004; , 2007a ,b, 2008 . Some of these have been observed as P-Cygni wind lines in H-deficient CSPN (Ne VII λ973. 3 -Herald et al. 2005 , Ar VII 1063 .5 -Herald & Bianchi 2009 ). Surface abundances of these elements in CSPN may reflect the final intershell composition of the AGB phase, thus offering clues into the evolution of this class of stars (see Werner & Herwig 2006 , for a review). Motivated by these considerations, we investigated the effects of including many elements in our stellar atmosphere models that have been neglected in prior CSPN studies. A secondary motivation is to test the assumption that such elements have a relatively minor influence in the stellar atmosphere, and so can be safely neglected when determining parameters other than their abundances.
As mentioned in Section 3.1.3, it is currently not feasible to calculate stellar atmosphere models which include all available atomic data due to limitations in computer speed and memory. Therefore, we determined stellar parameters (e.g. T eff ,Ṁ) using models which included the more important elements: H, He, C, N, O, Ne, Si, P, S and Fe. We then calculated models with additional elements on an individual basis. These elements include Na, Mg, Al, Cl, Ar, K, Ca, Cr, Mn, Co and Ni. Many of these (Na, Al, Cl, K, Cr, Mn, Co) had no significant impact on the model spectra, neither the continuum level nor on the spectral features of the other elements. The inclusion of Mg, Ca, and Ni, however, did change the continuum levels by at most 2 per cent (which would translate into slightly different derived radius, luminosity, etc). This change is caused by the numerous blanketing transitions these elements have shortward of 900 Å. Although some of the tested elements showed spectral features between 900 and 3300 Å, at solar abundance they were typically too weak to make a firm correlation with observed features (the majority occurring in the IUE long-wavelength range, where spectral S/N is poor).
One exception is argon, which presents a moderately strong spectral feature in many of our model spectra. This line, Ar VII λ1063.55, was identified in absorption by Werner et al. (2007a) in several hot ( T eff = 95-110 kK) CSPN and used to constrain their argon abundance. The argon abundance in the intershell region of AGB stars is expected to be unchanged, based on nucleosynthesis calculations. For NGC 1360 (the common object in both samples), they found a marginal Ar overabundance within the error limit to the solar value. We also find a solar argon abundance is adequate for NGC 1360. However, we find this feature appears at moderate strength in the model spectra of most of our other stars, but it is too blended with H 2 absorptions in most cases to make an abundance determination (LSS 1362, NGC 7662, 6210 and 6058) . In the spectrum of NGC 1535, it is the stronger component of the blend, and the solar abundance value appears consistent with the observations. For IC 2448, although the model Ar VII feature appears weak in Fig. 1 , the observed absorption feature is actually a blend of the λ1063.55 Å argon line, and a stronger unidentified feature at 1063.3 Å when seen at full resolution. We also find this Ar VII line appearing as a P-Cygni profile in the spectrum of NGC 6543 (Fig. 17) . Thus, the Ar VII feature may be present in stars with T eff 55 kK. The models shown in Figs 1-6 were computed with argon included in the model atmospheres.
Another element which has a noticeable influence on the synthetic spectra (mainly of the cooler stars) was nickel, which tended to improve the fits between ∼1250-1500 Å, where numerous transitions from Ni IV-Ni VI appear.
Evolution
According to traditional models of post-AGB evolution (e.g. Schoenberner 1983 ), H-rich CSPN are thought to be burning hydrogen under 'quiet' conditions, i.e. they start their evolution in thermal equilibrium and the CSPN phase takes place between two successive thermal instabilities or pulses (in contrast to H-deficient CSPN, for which the evolution is more complicated). These models predict that most Galactic (H-rich) CSPN evolve across the HR diagram with L 5000 L , eventually becoming white dwarfs of mass M 0.6 M (with a lower limit of L 2500 L for a corresponding final mass of 0.55 M ).
However, agreement between stellar parameters predicted by evolutionary models with those attained by modelling observed spectra with stellar atmosphere codes has proved elusive. A severe hindrance in the analysis of Galactic CSPN is the lack of solid distance determinations for the majority of cases, which means distancedependent parameters such as R eff and L * cannot be determined absolutely. That CSPN are shrouded in winds only further complicate the issue. Two studies illustrate the problem. Kudritzki et al. (2006) studied nine H-rich CSPN, determining log g from optical spectra and using the mass-luminosity relation for post-AGB stars from evolutionary tracks to determine the distance spectroscopically. Pauldrach et al. (2004) analysed the same sample of stars using hydrodynamical codes to model their UV spectra. As summarized by Hamann (2010) , both methods resulted in luminosities larger than 10 4 L , larger than predictions by evolutionary models. We compared the parameters we have derived with evolutionary models. Distances to almost all of our sample objects are poorly constrained when known at all. There are no distance measurements (other than statistical, which we do not make use of here) for IC 4593, LSS 1362, NGC 6058. The Hipparcos parallax measurement for NGC 1360 implies a (highly uncertain) distance of D = 0.35 +1.00 −0.18 kpc, and Ciardullo & Jacoby (1999) determined D = 2.31 kpc for NGC 1535 based on its probable association with a main-sequence G-type star. One method for determining distance to a CSPN is based on the expansion parallax of its PN. Such expansion parallaxes have been measured for half of our sample: NGC 7662, IC 2448, NGC 6210, 6543 and 2392 (values and references are listed in Table 1 ). We note these can be rather imprecise, e.g. Hajian & Terzian (1996) determined d = 0.79 ± 0.75 kpc for NGC 7662.
Our derived model parameters adopting these distances are given in Table 5 . Half of the sample lie well below the luminosities predicted by the evolutionary tracks for the CSPN phase, the cut-off of which is log L * 3.5 L . The masses for all but one case are unrealistically small. Three stars with discrepant parameters have distances derived from expansion parallax velocities. There is reason to believe that this method may underestimate distance measurements (by up to a factor of 2; see Steffen et al. 1997; Schönberner & Steffen 2003; Pauldrach et al. 2004 , for a discussion). The disagreement with our model parameters and the evolutionary predictions are most probably indicative that the distance determinations need to be refined, rather than of an actual disparity with the evolutionary models.
In Fig. 18 , we show our derived temperatures as a function of gravity along with the hydrogen-burning, solar metallicity evolutionary track predictions from Blöcker (1995) . The derived parameters lie on the tracks given the uncertainties in the gravity, and indicate low masses for the sample, consistent with the adopted M 0.6 M in Table 5 . Unfortunately the situation prevents us from making any firm conclusions regarding the agreement between our derived parameters and those of the evolutionary models. Assuming M = 0.6 M , we derive distances consistently larger than literature values, for all the sample, by factors between 1.5 and 2.5.
The circumstellar environment
In the high-resolution UV spectra of three stars from our sample (NGC 1360, LSS 1362 and NGC 1535), we identified absorption lines from high-ionization species, blueshifted with respect to the rest wavelength of the CSPN (again, see Fig. 8 ). Holberg, Barstow & Sion (1998) identified similar high-ionization spectral absorption features at non-photospheric velocities in the spectra of hot ( T eff ≥ 70 kK) DO white dwarfs. Holberg, Barstow & Sion (1999) argued an interstellar origin for these features can be excluded because they are uncharacteristic of the local interstellar medium, and such features are not observed along adjacent sightlines to stars at greater distances. Bannister et al. (2003) detected such features in the spectra of several DA-type white dwarfs, some of which exhibited multiple-component absorption profiles. They found the velocities of the shifted components to be consistent with typical expansion velocities of old PNe. Thus, the likely explanation for these absorption features is the stars are ionizing the material of their evolved nebula, which is itself too tenuous and dim to be identified as PNe. Bianchi & Grewing (1987) postulated that the absorption lines velocity-shifted with respect to the central star NGC 40 could be associated with material from its PN. used similar profiles to map the velocity structure of the nebular material for the Dumbbell system (NGC 6853), definitively demonstrating their nebular origin. That many of the high-resolution spectra of CSPN seem to have such features suggests these profiles may actually be waiting to be revealed for most CSPN by high-resolution spectrographs [such as from HST's Cosmic Origins Spectrograph (COS)], and offer great potential to disentangle and understand the many elements of these complex systems. It should also be noted, if such nebular absorption lines are present, that analysis of low-resolution spectra would overestimate the photospheric line strengths if they are assumed to be entirely stellar in origin.
C O N C L U S I O N S
We have modelled the spectra of a sample of 10 hydrogen-rich CSPN using CMFGEN, a state-of-the-art stellar atmosphere code. The stars are found to span a wide temperature range of 40-120 kK, while the terminal velocities of their winds range from 300 to 2400 km s −1 . Comparison of our derived parameters with predictions from evolutionary theory is hindered by poor knowledge of the distances to our sample stars. In particular, using distances derived from nebular expansion parallaxes results in great disagreement with theory in most cases, and most likely indicates (as others have noted) that the expansion parallax method underestimates distances and needs to be refined. When our parameters are scaled assuming a canonical CSPN mass of 0.6 M , clumped mass-loss rates range from ∼3 × 10 −8 to 1 × 10 −9 M yr −1 (excluding NGC 1360). For the first time in CSPN analyses, we constrain the clumping parameter, f , using the O V λ1371 line. For the cooler stars of our sample, we also use the P V λλ1118, 28 and iron lines. Based on these, the winds of H-rich CSPN appears to be characterized by a moderate to high degree of clumping, 0.04 ≥ f ≥ 0.1. This indicates that mass-loss rates for this class of objects probably need to be revised to one-third to one-fifth the smooth-wind values, a finding of significant consequence to nebular dynamics, stellar and galactic evolution. We also find that clumping appears to begin at low wind velocities, at radii of ≤1.2 R * . These results are similar to what has been found for massive O stars.
Additionally, we find it necessary to include X-rays, presumably from shocks, in the model atmospheres to reproduce the features from high-ionization super-ions (O VI, N V and S VI) present in the spectra of the cooler stars of our sample ( T eff < 50 kK). For stars of 50 ≤ T eff ≤ 90, the models underpredict these features unless X-rays are included. Considered with the clumping results above, these results suggest that clumping and X-rays originating from a shocked wind may be a common characteristic of H-rich CSPN winds.
We also tested the effects of including numerous trace elements up to high-ionization stages, hitherto neglected in CSPN analyses. We find new wind diagnostics for H-rich CSPN: Ne VII λ973 and Ar VII λ1064, which may be useful in constraining temperature and mass-loss rates and abundances. Most other elements tested had at most minor effects on commonly utilized diagnostic lines of the model spectra, and therefore may be safely neglected when constraining most parameters. However, line-blanketing elements such as Mg, Ca and Ni did result in difference of up to 2 per cent in continuum levels.
We are able to produce acceptable fits to most of the major spectral features of our sample assuming solar abundances. One exception is NGC 2392, for which we find a subsolar metallicity (z ∼ 0.25 Z ), as well as a nitrogen overabundance and carbon and oxygen deficiencies. This abundance pattern may partially explain why NGC 2392 has one of the lowest terminal wind velocity (∼300 km s −1 ) of any known CSPN to date, as the efficiency of radiative-to-wind momentum transfer is believed to be strongly dependent on the star's metallicity.
Our detailed analysis of the high-resolution spectra also allowed a (previously undetected) weak stellar wind of NGC 1360 to be discerned from its O VI profile. We constrain its mass-loss rate to be 1 × 10 −10 /3 × 10 −10 M yr −1 (clumped/unclumped), the lowest known for a CSPN. This star is thus an important example of a star just leaving the CSPN stage as it turns on to the white dwarf cooling sequence.
We have also identified, from the high-resolution UV data of some stars (NGC 1350 , LSS 1362 and NGC 1535 , the signature of nebular absorption lines. Such data sets may potentially be used to map the velocity structure of the nebular material and provide an important test the standard interacting wind model of PN evolution .
There is room for improvement. In a few cases, the terminal velocities of many strong wind features of a given CSPN varied significantly, and we were unable to fit these simultaneously with a single model. These differences are most likely linked to the details of the clumping and shocked structure of the wind, areas which we are only just beginning to gain insights into for CSPN.
