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Re´sume´ – Cet article pre´sente une me´thode de classification de signaux non-stationnaires dans le cas ou` les signaux contiennent
des motifs caracte´ristiques dont la position temporelle est variable est inconnue. Nous avons montre´ que la construction d’une
repre´sentation graphique des signaux, base´e sur une transforme´e en ondelettes continues permet de s’affranchir d’une re´fe´rence
temporelle absolue et de faire face efficacement a` ce proble`me. Apre`s avoir de´fini un produit scalaire entre graphes, nous avons
compare´ les re´sultats en classification entre les SVM et les kppv.
Abstract – This paper addresses the question of the classification of non-stationary signals. We make the hypothesis that each
signal includes a pattern, the shape of which is discriminant but the time location of which is random and unknown. We propose
to build a graphical representation, based on continuous wavelet transform in order to eliminate the absolute time reference of
the description. Then, we define a dot product between graphs and compare the results of SVM and k-nn.
1 Introduction
La classification de signaux non-stationnaires est un prob-
le`me complexe. Nous avons cherche´ a` le re´soudre dans le
cas ou` chaque signal contient un motif discriminant dont la
position est ale´atoire et inconnue. Les descripteurs statis-
tiques classiques comme la moyenne ou les coefficients de
Fourier ne donnent pas une repre´sentation satisfaisante
pour la classification de signaux non stationnaires. Les
deux approches usuelles consistent a` traiter directement
les signaux ou a` utiliser les repre´sentations temps-e´chelles
et temps-fre´quences [Dav00], [BJ93]. Dans les deux cas,
la description est de grande dimension. Une solution pour
traiter l’hypothe`se d’un motif discriminant de position
inconnue est d’optimiser la forme des ondelettes afin de
rendre l’apparition du motif plus nette [LDHD02]. Il est
e´galement possible de filtrer les signaux afin de faire ressor-
tir les parties discriminantes.
Cependant, nous souhaitons introduire le minimum de
connaissance a priori et de parame`tres dans le proble`me.
Le but de cet article est de proposer une description orig-
inale des donne´es pour caracte´riser des motifs inde´pen-
damment de leurs positions a` l’inte´rieur du signal. Nous
montrerons qu’il est possible de cre´er une telle repre´senta-
tion en de´crivant les signaux sous la forme de graphes. Ces
graphes sont issus d’une repre´sentation en ondelettes con-
tinues, afin de conserver une description temporelle tout
en s’affranchissant d’une re´fe´rence temporelle absolue. Le
calcul de produits scalaires entre les graphes [KTI03] nous
permet ensuite de classer les signaux avec des Support Vec-
tor Machines (SVM) [Vap98]. Nous avons compare´ les
re´sultats SVM avec un k plus proches voisins base´ sur la
distance induite par ce produit scalaire.
2 Me´thode
2.1 Repre´sentation des donne´es
Soit {S1, . . . , Sn} un ensemble de signaux d’apprentissage
de longueur N e´tiquete´ en {−1, 1}. Nous cherchons une
description discriminante, invariante en translation, pour
la classification de ces signaux. Le caracte`re non-station-
naires des signaux nous a conduit a` opter pour les repre´sen-
tations temps e´chelles. Nous noterons S(t) et r(S(t)) un
signal et sa repre´sentation :
r : X → F ⊂ (R × R× R)k
S → r(S) = {ti, Ei, Pi}
k
i=1
(1)
avec : PEi,ti = 〈S, ψEi,ti〉 =
∫ +∞
−∞
S(t)ψ⋆
(
t− ti
Ei
)
dt
ou` k est le nombre de coefficients composant le plan, cha-
que coefficient e´tant de´fini comme un triplet temps-e´chelle-
poids.
Pour faire face a` l’hypothe`se d’un motif dont la posi-
tion est variable dans le signal, nous avons besoin d’une
repre´sentation invariante en translation, c’est a` dire :
r(S(t − τ)) = rτ (S(t)), ou` rτ est une translation de la
repre´sentation du signal. Nous nous sommes donc tourne´s
vers les repre´sentations en ondelettes continues. Cette
famille analysante {ψEi,ti}i=1,...,k ne forme pas une base,
elle est redondante mais elle est invariante en translation
[Mal97].
Les motifs que nous cherchons a` identifier ont une sig-
nature dans le plan temps-e´chelles. Le but est de la faire
apparaˆıtre en mettant en avant les caracte´ristiques dis-
criminantes des motifs. Le temps est a` la fois un fac-
teur important pour de´crire le motif et un facteur pe´nal-
isant puisque la position du motif est variable. La solution
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(a) Signaux peu bruite´s (σb = 0.02)
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(b) Signaux fortement bruite´s (σb = 0.2)
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(c) Transforme´es en ondelettes continues (σb = 0.02)
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(d) Repre´sentations graphiques (σb = 0.02)
Figure 1: Les 2 repre´sentations graphiques du haut sont de la classe 1 (u = 1 · 10−3, v = 2 · 10−3), les 2 du bas sont de
la classe -1.(u = 5 · 10−4, v = 6 · 10−4)
consiste a` relativiser les informations temporelles. Cette
deuxie`me repre´sentation r2 est base´e sur une matrice A
des arcs entre les points du plan temps-e´chelles :
r2 : F → G ⊂ (R × R)
k × Rk×k
{ti, Ei, Pi}
k
i=1 → r2(S) = {Ei, Pi}
k
i=1, A
(2)
ou` G est l’espace des graphes. Dans cet espace, les sig-
naux prennent la forme de graphes : chaque coefficient de
la transforme´e en ondelettes continues est un nœud lie´ a`
tous les autres coefficients du graphe. Les nœuds portent
les informations d’e´chelle et de poids, les arcs portent les
informations de temps ∆t.
2.2 Re´duction de la dimensionnalite´
La repre´sentation r2 est particulie`rement volumineuse, elle
compte k nœuds et k(k−1) arcs. De plus, la complexite´ du
calcul du produit scalaire entre graphes de´pend essentielle-
ment du nombre de nœuds des graphes (section 2.4). Il
est donc ne´cessaire de re´duire la taille de la repre´sentation
pour pouvoir calculer efficacement des produits scalaires
dans ce nouvel espace. Cette re´duction de la dimension-
nalite´ devra conserver une part significative de l’e´nergie du
signal pour que la repre´sentation ne perde pas son sens.
Nous faisons l’hypothe`se que l’information discriminante
se trouve dans les zones de fortes e´nergies du signal. La
dimension du proble`me sera donc re´duite tout en conser-
vant une partie significative de la repre´sentation du sig-
nal initial. Donoho [Don95] a montre´ que l’e´limination
des coefficients les plus faibles dans une transforme´e en
ondelettes orthogonales permet de re´duire le bruit dans
un signal. Mallat [MZ92] a comple´te´ cette e´tude dans le
cas des ondelettes continues, en montrant que les valeurs
maximales de la transforme´e en ondelettes permettent de
reconstruire le signal.
La solution consiste a` diminuer le nombre de nœuds
des graphes tout en augmentant le nombre d’informations
pre´sentes dans chacun des nœuds. Nous proposons de
prendre un mode`le gaussien pour les zones de fortes e´n-
ergies du plan temps-e´chelles (cf Fig. 1(d)). Chacun des
nœuds est alors une gaussienne, de´finie par : la matrice
de covariance dans le plan, la somme des coefficients de la
zone, le nombre de coefficients de la zone et la localisation
de la gaussienne en e´chelle. Les arcs repre´sentent les ∆t
entre les positions des gaussiennes dans le temps.
2.3 Produit scalaire entre graphes
Le produit scalaire entre ces repre´sentations graphiques
que nous utilisons est de´rive´ de [KTI03]. L’ide´e est de
comparer des chemins de toutes longueurs, partant de
chaque nœud dans les deux graphes, ponde´re´s par la prob-
abilite´ de ces chemins :
Soient :
- h1i et h
2
j les nœuds i et j des graphes G
1 et G2,
- p(hi|hi−1) la probabilite´ de transition du nœud hi−1
au nœud hi,
- pq(hℓ) la probabilite´ de s’arreter au nœud ℓ,
- Kn(h
1
k, h
2
k) le produit scalaire entre les nœuds h
1
i et
h2j de G
1 et G2,
- et Ka(a
1
h1
k−1
h1
k
, a2
h2
k−1
h2
k
) le produit scalaire entre 2
arcs a1 et a2 de G1 et G2.
K(G1, G2) =
∞∑
ℓ=1
∑
h1
∑
h2
p(h11)
ℓ∏
i=2
p(h1i |h
1
i−1)pq(h
1
ℓ)×
p(h21)
ℓ∏
j=2
p(h2j |h
2
j−1)pq(h
2
ℓ)×
Kn(h
1
1, h
2
1)
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k=2
Ka(a
1
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k−1
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h2
k
)Kn(h
1
k, h
2
k)
(3)
Les de´tails sont donne´s dans [KTI03], les modifications
concernent la gestion des nœuds qui contiennent plus d’in-
formations que dans le papier original.
Le calcul de se produit scalaire conduit a` la re´solu-
tion d’un syste`me line´aire de taille (|G1||G2|)2, ou` |Gi|
est le nombre de nœuds du graphe i. Elle nous a force´s
a` re´duire au maximum le nombre de nœuds dans chacun
des graphes. Pour conserver une repre´sentation significa-
tive des signaux, nous avons choisi d’augmenter le nombre
d’informations pre´sentes dans chacun des nœuds a` travers
une mode´lisation gaussienne.
2.4 Alternatives aux graphes
Afin de valider notre approche, nous avons imple´mente´
quatre descriptions alternatives au noyau de graphes.
- Les signaux bruts : la me´thode la plus simple
pour de´crire les donne´es.
- Les descripteurs statistiques classiques, ge´ne´-
ralement utilise´s pour faire face a` des signaux sta-
tionnaires [Hea00, Has00]. Nous avons utilise´ 16
descripteurs statistiques (moyenne, e´cart type, am-
plitude...) comple´te´s par une analyse en bande de
puissances sur 6 bandes de fre´quence.
- La combinaison des translations possibles entre
deux signaux, qui est tre`s couteuse mais bien adap-
te´e au proble`me d’invariance en translation. L’ide´e
est de trouver la distance tangente [HHB04, SCDV98]
entre les deux familles de signaux issues des trans-
lations des deux signaux originaux :
〈S1, S2〉 = max
τ∈Ω
(k(r(S1), rτ (S2))) (4)
ou` Ω est l’ensemble des translations conside´re´es.
- Les sacs de vecteurs : les gaussiennes issues de
la mode´lisation du plan temps-e´chelles (section 2.2)
sont compare´es deux a` deux, seules les informations
temporelles des arcs du graphes sont laisse´es de cote´
[WCG03].
Kmatch =
1
2
(
K +KT
)
avec: K(S1, S2) =
1
|G1|
|G1|∑
i=1
max
j
(
k(V 1i , V
2
j )
)
(5)
ou` V ki est le vecteur de´crivant la i
e gaussienne du
signal Sk.
Les noyaux (4) et (5) ne sont pas de´finis positifs, du fait
de l’utilisation de la fonction max. Nous faisons l’appro-
ximation suivante :
max
yj∈Y
(k(xi, yj)) ≈
1
|Y|
|Y|∑
j=1
exp
(
−
||xi − yj ||
2
2σ2
)
Le noyau (5) est alors e´quivalent auMultiple Instance Ker-
nel [GFKS02].
3 Expe´rience
3.1 Donne´es
Dans beaucoup d’applications, les donne´es sont compose´es
de motifs et de bruits. La forme du motif est discriminante
mais sa position est ale´atoire et inconnue. Nous travaillons
sur des donne´es artificielles pre´sentant de telles caracte´ris-
tiques. Soit m(t) un chirp a` de´croissance exponentielle :
m(t) = e−αt cos((u + vt)t+ φ) (6)
Pour compliquer ce proble`me, un bruit blanc gaussien b(t)
de variance σ2b est ajoute´ sur les donne´es. Soit Γ(t) la
fonction e´chelon, le signal S(t) s’e´crit :
S(t) = mu,v(t− τ)Γ(t − τ) + b(t) (7)
Le couple {u, v} caracte´rise le motif et donc la classe du
signal, l’instant de de´clenchement τ n’est pas discriminant.
Dans cet article, nous nous sommes limite´s a` l’utilisation
d’ondelettes simples de type Sombrero pour la transforme´e
en ondelettes continues.
3.2 Re´sultats
Les re´sultats (Tab. 1) sont pre´sente´s suivant deux me´th-
odes de classification : les Support Vector Machine, sur les
diffe´rents produits scalaires, et les k plus proches voisins,
sur les distances induites. Les re´sultats utilisent 1 ou 400
e´chantillons en apprentissage.
Les noyaux de base utilise´s (pour les nœuds, les arcs,
les signaux bruts etc. . . ) sont des noyaux gaussiens de
largeur de bande σ. Les parame`tres σ, C (compromis
biais-variance des SVM) et k (nombre de plus proches
voisins) sont optimise´s par validation croise´e sur l’ensemble
d’apprentissage.
Le tableau 1 pre´sente les re´sultats obtenus en utilisant
plusieurs produits scalaires avec diffe´rentes me´thodes de
classification et pour diffe´rents niveaux de bruit dans les
signaux. La figure 2 montre l’e´volution du taux d’erreur de
classification en fonction du nombre de points disponibles
dans la base d’apprentissage.
Le proble`me faiblement bruite´ devient trivial de`s lors
qu’une repre´sentation adapte´e a` l’hypothe`se du motif de
position inconnue est utilise´e. Le proble`me du bruitage
des donne´es et celui de la diminution de la taille de la
base d’apprentissage mettent en avant les capacite´s dis-
criminantes de la repre´sentation graphique des donne´es.
La comparaison entre repre´sentation graphique et sacs de
vecteurs permet de quantifier l’apport lie´ a` la description
de la structure des donne´es. En effet, les seules diffe´rences
entre les deux descriptions sont les arcs qui portent les
informations ∆t.
4 Conclusion
La description non vectorielle des donne´es offre de nou-
velles perspectives dans de nombreux domaines. Dans le
cas de la classification de signaux non stationnaires, cette
description graphique des donne´es permet de s’affranchir
de la re´fe´rence absolue au temps tout en re´duisant la di-
mension du proble`me. Le but de l’e´tude est donc atteint
puisque les motifs sont de´crits de la meˆme manie`re quelque
soit leur position dans le signal et que cette repre´senta-
tion permet d’ame´liorer sensiblement les taux de recon-
naissance par rapport aux autres descriptions.
Bruit σb = 0.2 σb = 0.02
|App.|/|Test.| 1/1000 400/1000 1/1000 400/1000
Classifieurs 1-ppv and SVM 1-ppv SVM 1-ppv and SVM 1-ppv SVM
Sig. bruts 49.99% (±0.84) 48.10% (±2.01) 47.08% (±0.97) 48.19%(±3.52) 41.45% (±3.12) 38.54% (±1.96)
Descr. stat. 47.16% (±8.22) 35.54% (±2.12) 19.27% (±0.98) 6.12% (±4.30) 5.62% (±2.12) 5.79% (±2.22)
Translations 49.73% (±1.15) 43.17% (±1.99) 42.27% (±1.63) 28.75% (±2.28) 15.12% (±1.99) 14.91% (±1.93)
Sacs de vect. 29.40% (±15.24) 11.9% (±1.13) 8.29% (±0.80) 0% (±0) 0% (±0) 0% (±0)
Graphes 13.98% (±13.26) 6.66% (±0.64) 5.25% (±0.35) 0% (±0) 0% (±0) 0% (±0)
Table 1: Taux de mauvaise classification, moyennes et e´cart-types sur 30 ite´rations avec des donne´es faiblement bruite´es
(σb = 0.02) et fortement bruite´es (σb = 0.2). Les re´sultats sont donne´s avec 1 (cas extreˆme) et 400 e´chantillons en
apprentissage.
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Figure 2: E´volution des taux d’erreur de classification en
fonction de la taille de l’ensemble d’apprentissage.
Les perspectives de ce travail concernent l’ame´lioration
de la mode´lisation du plan temps-fre´quences, afin de pren-
dre en compte les cas ou` l’information discriminante se
trouve dans des zones de faibles e´nergies.
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