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Abstract. An action should remain identifiable when modifying its
speed: consider the contrast between an expert chef and a novice chef
each chopping an onion. Here, we expect the novice chef to have a rela-
tively measured and slow approach to chopping when compared to the
expert. In general, the speed at which actions are performed, whether
slower or faster than average, should not dictate how they are recog-
nized. We explore the erratic behavior caused by this phenomena on
state-of-the-art deep network-based methods for action recognition in
terms of maximum performance and stability in recognition accuracy
across a range of input video speeds. By observing the trends in these
metrics and summarizing them based on expected temporal behaviour
w.r.t. variations in input video speeds, we find two distinct types of net-
work architectures. In this paper, we propose a preprocessing method
named T-RECS, as a way to extend deep-network-based methods for ac-
tion recognition to explicitly account for speed variability in the data. We
do so by adaptively resampling the inputs to a given model. T-RECS is
agnostic to the specific deep-network model; we apply it to four state-
of-the-art action recognition architectures, C3D, I3D, TSN, and Con-
vNet+LSTM. On HMDB51 and UCF101, T-RECS-based I3D models
show a peak improvement of at least 2.9% in performance over the base-
line while T-RECS-based C3D models achieve a maximum improvement
in stability by 59% over the baseline, on the HMDB51 dataset.
Keywords: preprocessing, temporal modeling, action recognition
1 Introduction
Action recognition—classifying the action being performed in a video clip—is
a core task of video understanding that demands the proper use of temporal
information to capture intrinsic video structure. While state-of-the-art activity
recognition methods show high performance across various datasets, they do not
explicitly account for the speed of input videos. It follows that speed could have
an impact on the performance of these models.
Take the example of a video from the action class “hug,” from the HMDB51
dataset, applied to the model I3D at varying speeds. From Fig. 1, we see that a
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Fig. 1: We show three rate modified examples of a video from the “hug” action
class in HMDB51, each of which show a slow down, uniform sampling, and a
speed up, respectively. The graph on the side illustrates the impact of varying
the speed of input videos on the recognition performance of models trained
with and without T-RECS-based preprocessing. The Baseline model is unable
to correctly identify a sped-up or slowed-down version of the original video,
which it classified correctly. However, a variant of the baseline model trained
using T-RECS correctly classifies the video across a wider range of speeds. The
models used in this illustration are I3D and a T-RECS-modified version of I3D
simple speed up or slow down of the video is sufficient for the model to misclassify
it. Such an example is not an anomaly; in fact, our analysis shows that misclas-
sifications like this one occur across multiple state-of-the-art activity recognition
models. By using an empirical evaluation across these models—in which we in-
crementally vary the speed of input videos—we show a drop of up to 50.0%
in individual action class accuracy in the most extreme cases. This phenomena
clearly points towards the need to model actions independent of the time scale
at which they occur.
Classical action recognition works, such as STIP [1], HOG [2], and improved
dense trajectories [3] do not explicitly model speed variation. Dynamic time
warping (DTW) [4,5] is the de facto method used in classifcal approaches to com-
pare sequences of varying speeds. The lack of a ground-truth canonical represen-
tation for actions renders DTW unusable for our purpose. More recently, deep
networks, including 2D two-stream approaches [6], 3D space-time approaches
like Convolutional 3D (C3D) [7], various forms of pooling [8,9], and the use
of recurrent neural network (RNN) units (e.g., LSTMs, GRUs, etc.) [10,11,12],
have shown state-of-the-art performance. However, these deep network-based
approaches along with their standard implementation practices (uniform sam-
pling to a fixed length [13,12], streaming, and handling frames independently
[14]) tend to exploit the dataset biases as opposed to generalizing well.
To overcome these limitations, we propose T-RECS, a dynamic preprocessing
method during the training phase, which systematically exposes any given model
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to a wide range of possible speeds at which an action can occur.1 We do so by
recycling videos from a given dataset and resampling them using an adaptive
sampling rate as they feed into the network. The adaptive resampling rate is
computed based on the current cumulative number of videos used in training.
We test the generalizability to speed of input videos by testing models trained
with T-RECS across a range of resampling factors from 0.2 to 3.0 in steps of 0.2.
We define this testing mechanism as “input α testing”. By offering the model
multiple samples of the same video at differing speeds, we encourage it to find
a better minimum than the vanilla baseline, leading to higher performance. T-
RECS is not just data augmentation; T-RECS enables temporally robust deep
networks without the explicit need for extra data or memory.
We highlight the three main contributions put forward in this work:
1. We explicitly quantify the effect of speed on four state-of-the-art deep action
recognition models and expose their vulnerabilities to motivate our work.
2. We design a dynamic, simple, and novel preprocessing setup that encourages
models to learn more temporally robust interpretations of actions, and we
validate it on a range of speeds.
3. We define two generic categories of deep networks, based on their expected
temporal behavior, by analyzing peak recognition performance and stability
(which we define in Section 4) across the baseline models and their T-RECS-
based variants.
Through our experiments, we find that for the action class “jump” in the model
I3D, the maximum discrepency between the best and worst possible recognition
performance, due only to a change in input video speed, is 50.0% which highlights
the model’s vulnerability to targeted temporal attacks. Applying T-RECS, we
are able to reduce this to 6.7% as well as achieve a peak improvement in stability
of C3D by over 59%. Based on our analysis of stability and peak performance, we
define two broad categories with the following traits: Type I with low stability
and Type II with high stability.
2 Related works
An accurate and effective video representation capable of capturing the intrin-
sic structure is important for the improvement of action recognition. Towards
this purpose, T-RECS is a positive step to encourage the correct understanding
and utilization of temporal information. To the best of our knowledge we are
not aware of any works that explicitly capture and illustrate the instability of
current deep architectures to variations in speed of input signals nor attempt
to compensate for their effects. In this section, we highlight existing works that
attempt to account for the variation in temporal scale of inputs in some form
before discussing works closest in spirit to ours.
1 The majority of motion that occurs within a frame is dominated by the subject.
Hence, we use the terms “speed of a video” and “speed of an action” interchangeably.
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The classical approach to developing temporal understanding of data is through
the use of STIP [1], HOG3D [15], Local Ternary Patterns [16] or SURF fea-
tures generalized for videos [17]. These descriptors represent snapshots of videos
in a small period of time and only capture static local patterns. They do not
adequately pick up on motion features, which are critical to identifying and
understanding actions. In contrast, combining feature descriptors with track-
ing [3,18,19] allows the selection of regions or objects of interest and follows
their progress across a video. Their hand-tuned nature makes them relatively
less flexible to generalize across the entire spectrum of possible speeds at which
an action can occur. This combined with their inability to be learned in an
end-to-end fashion makes them less suitable for the task at hand.
Turning our attention to more popular deep approaches, there are two broad
categories, 1) methods that extend image-based deep architectures by incorpo-
rating temporal modeling schemes, and 2) methods that operate on the spatio-
temporal domain.
Among methods that extend image-based deep architectures, there are two
broad temporal modelling paradigms, 1) pooling or other aggregation proce-
dures, and 2) the use of recurrent units. Models that use pooling or aggregation
procedures include, the original two-stream CNN [20] which combines predictions
from independent RGB and optical flow streams, pooling features from varying
spatial and temporal scales [8], and one of the current state-of-the-art models
that captures long-term dependencies through sparse temporal sampling [14]. Al-
though these techniques are successful in extracting and combining appearance
features, they only perceive actions as a relatively static combination of appear-
ance features repeated over certain time intervals while incoporating strong cues
from semantics of the frames to boost performance levels. On the other hand,
models that use recurrent neural network units, like LSTMs and GRUs, offer
an alternative approach to temporal modeling by trying to “understand” the
sequential change in appearance features [12]. However, the impact of limited
memory capacity and high dimensional dictionaries used to represent appearance
features on the performance of recurrent units is unknown. This could be one
of the contributing factors to their relatively weak performance when compared
against other contemporary methods. With the limited number of samples that
include extreme variations in speed, RNNs fail to model temporal information
to their full potential. By exposing them to a larger number as well as a wider
variety of speed variations we help them become more robust to such changes in
speed.
The final modeling paradigm used in deep architectures is three dimensional
convolution. Previous works [7,21] extend two-dimension neural network archi-
tectures to process spatio-temporal features through the use of three-dimensional
convolutions similar to the earlier classical work by Sadanand et al. [22]. Hara et.
al [23] further expand this concept to ResNet-based architectures while Carreira
et al. [24] introduce a methodology that combines the potency of models trained
on ImageNet [25] with the opportunity to process spatio-temporal features in
I3D. Although such models offer the advantage of processing spatial and tem-
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poral features simultaneously, they combine features that are snapshots in time
using a set of static weights. This restricts temporal processing of data into fixed
intervals and disallows the exploration of various temporal scales. Through our
dynamic preprocessing strategy we remove the dependency that these models
have on extra data to learn speed invariant characteristics by recycling data and
modifying video speed on the fly.
Within existing literature, we are aware of two major works that try to tackle
problems similar to our current work. Piergiovanni et al. [26] show the impact of
explicitly addressing and isolating actions occurring at different temporal resolu-
tions. While they adapt and breakdown complex actions with no prior temporal
labels, their experiments are restricted to fixed exploration schemes and do not
explore robustness to varying speeds of actions. Tallec et. al [27] approach the
task of time warping, specific to LSTMs. Their work provides a first-principles-
based solution to improving the memory capacity of LSTMs. However, lack of
ground-truth time range for actions performed in videos cobmined with the hard
task of atomizing various body poses that make up an action makes the task
of handling warped sequences in videos more complex. Thus, our pursuit of an
alternate strategy to address the issue of learning “robust” representations of
actions is unique and crucial to using deep architectures to their full potential.
3 T-RECS: Temporal Preprocessing
As a first step towards stabilizing overall recognition performance across varying
speeds of input videos, we propose the T-RECS methodology of preprocessing
inputs. We pursue networks capable of developing more robust interpretations of
actions by which they maintain consistency of output predictions across temporal
variations of the input.
In order to achieve this goal, T-RECS takes a data-centric approach where
any given model is trained by using temporally resampled input videos. A re-
sampling value, α, is used to linearly resample the frames of the input video in
time. New frame indices, li, are calculated as shown in Eq. 1.
li =
{
bαic, if 0 < bαic < N
N, if bαic = N (1)
Here, bc defines the operation of rounding down a value to the nearest integer
while N represents the total number of input frames after preprocessing and
i ∈ (1, 2, ..., L), where L is number of frames provided as input to the model.
By using an alternative α value to 1.0, which represents uniform sampling, we
allow the model to learn across multiple speeds for any given action. Exposing
the model to varying feature representations of an action across time scales
allows us to build robustness into it. Furthermore, the only overhead we incur is
in terms of preprocessing time while avoiding excessive memory or data overages
since the resampling is applied to the input video just before it is fed into the
model.
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Fig. 2: Illustration of T-RECS-specific customizations to a standard input
pipeline emphasizing on the simple mechanics of linear resampling using a se-
lected α value (N - No. of preprocessed frames, L - Final no. of frames input to
the model, H - Height of preprocessed frame, W - Width of preprocessed frame,
and α - Resampling factor)
Fig. 2 shows the general model training pipeline used in our experiment, with
specific emphasis on the preprocessing steps. There are three major enhance-
ments to our preprocessing methods when compared to common approaches,
1. We introduce a linear input resampling, as the first step, to help gauge the
robustness of a model to varying input signals. During the training phase,
the input is unaffected by this block since its resampling factor is set to 1.0.
2. In order to avoid irregularities in information after resampling, we allow only
a fixed subset of standard preprocessing functions within the customized
pipeline. They include fixed cropping, aspect preserving resize, and for mod-
els that operate on a sparse set of frames, horizontal flipping.
3. The final step of this pipeline is to resample the preprocessed input accord-
ing to the adaptively chosen T-RECS schedule. T-RECS α values are held
constant during the testing phase.
In order to explore the impact of resampling the input to a model and expose
the model to extreme variations in data, we selected two incremental linear
resampling strategies.
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– Static: To determine the impact of resampling factors alternate to uniform
sampling, we provide baselines in which the resampling factor α is held
constant, to a value other than 1.0, throughout the training process. The
values assigned to α, during both training and testing, in these baselines
are 0.4, 0.8, 1.5, and 2.5. Experiments using this resampling mechanism for
preprocessing are marked by the acronym “CVR-<α>.”
– Dynamic: Extending static resampling methods, we pursue two dynamic
alternatives. The first is random resampling (RR) where α is varied ran-
domly for every input video, where α ∈ U(0.2, 3.0). The second is sinusoidal
resampling (SR) where we systematically cycle through α values based on,
α = 0.2 + 2.8 sin(vn), (2)
where vn is the current accumulated number of videos in training. In both
cases, during testing the α values are set to 1.0. Experiments using these
methods are marked by the acronym “RR” and “SR,” respectively.
Note: An artificial upper limit is imposed on these resampling methods as a
safety measure to avoid skipping the critical action content in the video. The
exact values are empirically chosen after viewing examples of resampled videos.
4 Experiments
In the following section, we provide a brief description of the datasets and base-
lines used within our experiments followed by an experimental subsection which
details our motivating factor, results and observations, and analysis.
4.1 Datasets
HMDB51 HMDB51 [28] is a collection of videos representing 51 actions. These
videos are curated from various sources including movies, the Prelinger archive,
YouTube, and Google Videos. The wide variety of sources coupled with over 101
clips for each of the 51 actions allows the HMDB51 dataset to focus extensively
on intra-class variation.
UCF101 With 13,320 videos spanning 101 actions, UCF101 [29] encompasses
a wide variety of actions taken from videos in the “wild.” They include uncon-
trolled variations in camera motion, object appearance, illumination changes,
and other real world effects. We do not use any of the metadata provided in the
datasets. Instead, we focus mainly on the action class videos and labels.
Rate-Modified Datasets We resample the HMDB51 and UCF101 datasets to
provide two distinct rate-modified datasets for our analysis. In order to generate
the rate-modified datasets, each video from the original dataset is resampled us-
ing ten different sampling rates. Among these ten new videos, five are resampled
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using rates from [0.2, 1.0] and the remaining from [1.0, 3.0]. We assume that the
default speed of the action in the original video represents the unit rate, so we
resample the video at varying speeds to generate the rate-modified dataset. We
use linear interpolation to generate the content of non-integer frames.
Videos generated from sampling rates [0.2, 1.0] represent slowing down the
action being performed while those generated from sampling rates [1.0, 3.0] rep-
resent speeding up the action. The training, validation, and test splits con-
tain the same videos as the original dataset splits with the inclusion of all
ten rate-modified versions generated. The rate modified datasets are denoted
as “<Dataset name>Rate” henceforth.
4.2 Baselines
C3D C3D [7] represents an alternative modeling approach for the temporal
structure of action videos by extending 2D convolutional filters to include the
temporal dimension. It does not require an explicit temporal support structure
due to its ability to processes spatio-temporal features as a single unit. However,
3D convolutional layers do not afford the benefit of ImageNet-pretraining that
is granted to standard ConvNet architectures.
I3D I3D [24] extends any 2D convolutional architecture to the temporal di-
mension by taking N ×N spatial filters and repeating them over the temporal
dimension N times. Thus, it jump starts its learning process using ImageNet pre-
trained features and offers the advantage of working with spatio-temporal rep-
resentations. The backbone of I3D used in our experiments is Inception-V1 [30]
TSN Unlike most of the previous approaches, TSN [14] exploits sparse temporal
sampling to model long-term temporal structure in an end-to-end manner. It
divides each video into K (3 in the original paper) segments and then randomly
samples a snippet from each segment. Then, a segmental consensus function is
applied to the sequence of snippets to predict a video-level score.
ConvNet+LSTM One of the most commonly used approaches for classifying
action videos is by extracting frame-level features from ImageNet-pretrained
standard CNN architectures, ResNet-50 [12] in our case, and applying them
to a recurrent unit. In our experiments, we use an LSTM followed by a fully
connected layer. They function as the temporal modeling paradigm over frame-
level features.
We provide more details with regard to the preprocessing setup used for each
of the models in the Supplementary Material.
4.3 Empirical evaluation of temporal robustness
We show current activity recognition models work best when actions occur at
a specific speed. By the method that datasets are curated, there exists no fixed
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speed at which actions are performed. This inherent variation in speed of actions
poses a genuine threat to the performance of the model and its applicability to
videos “in the wild.” If an action is performed faster or slower than the model is
tuned to, it can fail to classify it accurately. In order to quantify the impact of
the aforementioned problem, Fig. 3 presents the performance of the four state-
of-the-art models in study on the HMDB51Rate dataset.
From Fig. 3, we observe when that given the same training data, each model
has a different understanding of the same action due to their architectural dif-
ferences. We clearly see that for a chosen model, there does not exist a single
“one size fits all” speed at which it performs best on all action classes. Fur-
thermore, a chosen speed that increases performance in one action class might
decrease performance in another. For example, consider the action classes “hug”
and “sword” in the ResNet50+LSTM model (Fig. 3). We see that a speed up al-
lows the network to achieve peak recognition perfrormance for the “hug” action
class while having the opposite effect on the “sword” action class. Further, when
comparing the change in performance across different actions and models, there
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Fig. 3: The performance across five randomly chosen action classes in the
HMDB51Rate dataset for each of the four baseline models is shown. Each
graph details the variation in the model’s performance as input videos are
resampled using values ranging from 0.2 to 3.0, broken down into four bins,
[0.2, 0.6], [0.6, 1.0], [1.0, 2.0], and [2.0, 3.0]. Across models, the impact of variable
resampling of input is unpredictable. Consider the action classes “sword” and
“sit” in TSN where slowing down shows the worst and best performance respec-
tively. These models learn a weak understanding of actions and hence do not
generalize well with variable resampling (speed)
10 M. Ravi Ganesh, E. Hofesmann, B. Min, N. Gafoor and J. J. Corso
is no specific pattern. Thus, there is no one size fits all solution to the selection
of speed for any model. These problems allude to the necessity of a system that
allows models to identify actions independent of the speed at which they are
performed.
4.4 T-RECS Results
Table 1 shows the results of applying our systematic resampling methods to our
baseline models. The accuracy values reported for each model are different to the
original author provided values due to modifications in the preprocessing step
to help standardize the pipeline across our models. Accuracies were compiled
for each baseline variant where the input α was varied from 0.2 to 3.0 in steps
of 0.2 (15 steps). We refer to this as “input α testing” henceforth. In Table 1,
Acc. represents the recognition accuracy result for unaltered uniform sampling
of input with α = 1.0, and Std. represents the standard deviation in performance
across all fifteen resampling factors. We use Std. as a measure of the stability in
performance of models.
C3D generally benefits from the application of a resampling strategy during
preprocessing; five of our six resampling strategies improve performance over
our baselines for HMDB51 and all of our resampling strategies improve per-
formance for UCF101. The best performing preprocessing strategy is CVR-0.8
which performs at 51.90% on HMDB51, 1.49% above our baseline accuracy, and
80% on UCF101, 2.46% above our baseline accuracy. However, the largest boost
in performance through T-RECS-based training, in both datasets, is achieved
for I3D. The best performing I3D variant, SR, improves by 4.5% over the base-
line at 65.42% on HMDB51. Both preprocessing strategies, which use dynamic
α values, improve performance over the baseline by at least 2.14% across both
datasets.
TSN offers an alternate narrative for performance with an extremely high
level of stability. The maximum increase in performance of all TSN models on
HMDB51 is 1.5% whereas the increase in performance of most TSN models on
UCF101 is over 1.5%. We explore these characteristics further in the following
section.
ConvNet+LSTM shows a similarly high level of stability with the worst Std.
in performance being 1.45% across both datasets, which is significantly lower
than in variants of C3D or I3D. The main point of contention between TSN
and ConvNet+LSTM models is the similarity in performance and stability be-
tween TSN models on HMDB51 and ConvNet+LSTM models on UCF101 and
the similarity between TSN model on UCF101 and ConvNet+LSTM models on
HMDB51.
To summarize the results, the common thread that connects all these models
is the fact that in most cases, our resampling strategies perform much better
than the baseline. Considering that stability is the preferable trait while keeping
performance to acceptable levels, SR and RR strategies yield the lowest standard
deviation with performances higher than the baseline in the majority of models
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Table 1: Mean recognition accuracies are shown for various SOTA action recog-
nition models across split 1 of HMDB51 and UCF101. Accuracies are reported
for each baseline model and preprocessing technique combination according to
tests performed across fifteen input resampling factors ranging from 0.2 to 3.0
in steps of 0.2. Acc. represents performance on unaltered uniform sampling of
input with α = 1.0, and Std. represents the standard deviation in performance
across all fifteen resampling factors. Models trained using T-RECS-based pre-
processing almost consistently outperform their respective baselines. In general,
dynamic T-RECS-based models show the highest stability. Results for TSN and
ResNet50 + LSTM model variants show extremely high stability with HMDB51
on ResNet50 + LSTM and UCF101 on TSN show strong improvement while
minimally impacting over UCF101 and HMDB51, respectively. In general, T-
RECS-based outperform all model baselines
Base Model Pretraining T-RECS Variant
HMDB51 UCF101
Acc (%) Std (%) Acc (%) Std (%)
C3D Sports-1M
– Baseline 49.41 3.11 78.35 2.67
Static
CVR-0.4 51.76 3.36 79.54 2.54
CVR-0.8 51.90 3.68 80.81 3.08
CVR-1.5 49.54 4.34 79.17 3.61
CVR-2.5 48.10 3.21 78.40 2.46
Dynamic
RR 49.74 1.45 79.20 1.18
SR 49.54 1.26 79.83 1.34
I3D Kinetics
– Baseline 60.92 3.55 88.95 6.00
Static
CVR-0.4 61.63 8.65 84.69 9.29
CVR-0.8 58.82 5.47 88.13 6.89
CVR-1.5 60.26 2.77 90.22 3.29
CVR-2.5 59.02 3.25 88.82 2.65
Dynamic
RR 64.18 1.84 91.09 2.21
SR 65.42 2.32 91.83 1.92
TSN ImageNet
– Baseline 44.12 0.79 77.40 1.02
Static
CVR-0.4 43.86 0.83 80.02 1.08
CVR-0.8 45.82 1.24 77.03 0.97
CVR-1.5 42.81 1.20 79.49 1.25
CVR-2.5 45.10 1.52 80.33 1.22
Dynamic
RR 44.38 1.47 78.14 1.05
SR 43.79 0.94 79.22 0.96
ConvNet+LSTM ImageNet
– Baseline 45.36 0.64 78.91 0.62
Static
CVR-0.4 45.62 1.41 75.23 1.00
CVR-0.8 47.84 0.67 79.09 0.87
CVR-1.5 46.73 1.40 80.15 0.86
CVR-2.5 43.92 1.45 77.69 1.12
Dynamic
RR 47.39 0.61 76.82 0.45
SR 47.19 0.68 78.48 0.59
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Fig. 4: Stability in performance across multiple input resampling factors for C3D
and I3D are shown. Both models are characterized by a peaked performance
distribution which is retained in static T-RECS-based variants. However, the
stability is significantly improved in dynamic T-RECS-based variants. These are
typically expected characteristics of Type I models
and datasets. This in turn points to their effectiveness in retaining performance
while stabilizing the model from the influences of speed variations.
5 Characterizing temporal behaviors of models
Previous results have shown the ability of our models to improve performance
over the original dataset by leveraging artificially generated variations in speed of
input data. In order to explore and characterize the expected temporal behavior
of models with and without T-RECS-based preprocessing, we draw a direct
comparison in performance using the detailed results obtained from input α
testing. The top row of Fig. 4 shows C3D results for input α testing. In general,
CVR-0.4 and 0.8 have the highest performance over the majority of α values.
However, when we observe the extreme ends of the range of tested input α values,
an interesting pattern emerges. For an input α = 0.2, CVR-1.5 and 2.5 perform
better than CVR-0.4 and 0.8. We believe that at input α = 0.2, the video is
severly undersampled and this effect is further exacerbated by the CVR-0.4 and
0.8 models. However, for the high CVR models, these slowed-down videos are
then sped up by a factor of 1.5 or 2.5 leading to a final speed that is closer to
the standard input speed of 1.0. The same effect occurs at the other end of the
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Fig. 5: Input α testing results across HMDB51 and UCF101 for TSN and
ResNet50 + LSTM are shown. Both these models show relatively high stability,
which is apparent in the scale of accuracy values in the graph. For TSN model
variants over HMDB51, there is minimal improvement in peak recognition ac-
curacy with the baseline model showing the highest stability. However, when
the same model is applied on UCF101, there is a distinct increase in the overall
performance with SR-based TSN performing best. ResNet50 + LSTM shows the
exact opposite trend, where RR and SR perform worse than the baseline when
applied on UCF101 while on the HMDB51 data, it shows a significant improve-
ment. The high stability combined with irregular behavior in peak recognition
performance suggests an alternative temporal behavior pattern, which we label
as the Type II category
spectrum, α = 3.0, where CVR-0.4 and 0.8 models perform best. I3D shows a
more exaggerated example of the same rate-cancelling effect.
Results from training models using SR and RR preprocessing are shown on
the right-hand side of Fig. 4. Both preprocessing strategies result in a higher peak
and a lower standard deviation in performance towards the extreme ends of the
tested input α values when compared to the baseline. I3D models trained using
SR and RR preprocessing show similar stability to their C3D counterparts. Based
on the similarities in recognition performance and stability, which characterizes
a model’s temporal behavior, we categorize C3D and I3D as Type I network
architectures.
TSN and ConvNet + LSTM models show a different trend when compared to
C3D or I3D models. Fig. 5 shows that the range of accuracies across these model
variants is extremely low at ∼ 4% as opposed to ∼ 18% in Type I models. This
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shows the inherently high stability of these models. Dynamic T-RECS-based
TSN models, when trained on HMDB51, show only a minor improvement in
performance, and the baseline remains the most stable. However, when trained
on UCF101, we see a clear improvement in performance of dynamic T-RECS-
based variants over the baseline across the entire range of input α values tested.
When comparing the results of ConvNet + LSTM to TSN variants, we see a
reversal in the performance trends across datasets. Here, HMDB51 results show
an increase in performance of dynamic T-RECS-based models over the baseline
across all input α’s and UCF101 results show improved performance of the base-
line model over most of the input α’s. From these results, we see that TSN and
ConvNet + LSTM models show consistently high levels of stability across all
model variants, and T-RECS-based models achieve higher peak recognition per-
formance in most cases. These behaviours are representative of Type II network
architectures.
6 Conclusion
In this paper, we have shown that the problem of variation in speed of input
signals to deep models is pertinent due to its detrimental impact on the per-
formance of these models. By assessing four state-of-the-art models in activity
recognition, we have shown that the drop in performance could be up to 50.0%.
Through the use of T-RECS-based preprocessing, we address this issue and show
a decrease in the worst-case drop in performance which is now only 6.7%. Fur-
thermore, through the use of dynamic T-RECS, we show an improvement in
stability across all models by at least 4.7%. Based on our input α testing, we
have identified two classes of models according to their temporal behavior. Type
I models exhibit low stability, which is improved by T-RECS-based models as
well as reocgnition performance, while Type II models exhibit inherent stability,
which is retained in T-RECS-based models along with a minor improvement in
recognition performance. We find that C3D and I3D behave as Type I models
while TSN and ConvNet+LSTM behave as Type II models.
We believe that T-RECS-based preprocessing is critical for handling the vari-
ation in frame capture rate across videos in various datasets which is applicable
to transfer learning. We plan to extend this work by further analyzing the tem-
poral behavior of Type II models by applying them to tasks with minimal visual
semantic cues.
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A Preprocessing Steps
The following section details the preprocessing steps and experimental setup
applied to each model.
A.1 C3D
The preprocessing steps applied to the inputs provided to the C3D model are,
– Extract a clip of 50 frames from a given input video, using a random offset.
If the video is less than 50 frames, loop the video to obtain atleast 50 frames.
– Resize image, preserving the aspect ratio, to a minimum side of 112.
– Crop the central portion of the frame to fit 112× 112 dimensions.
– Subtract the mean image block calculated for 16 frames across the entire
dataset.
A.2 I3D
The preprocessing steps applied to the inputs provided to the I3D model are,
– Extract a clip of 250 frames from a given input video, using random offset. If
the video is less than 250 frames, loop the video to obtain atleast 250 frames.
– Resize image, preserving the aspect ratio, to a minimum side of 256.
– Crop the central portion of the frame to fit 224× 224 dimensions.
– Rescale the image values between [-1, 1].
A.3 TSN
The preprocessing steps applied to the inputs provided to the TSN model are,
– Reduce a given video to 180 frames (3 segments of 60 frames each) by uni-
formly sampling across the video.
– Resize the frame to 224× 224 dimensions.
– Rescale and crop each segment, using a fixed aspect ratio, with minimum
side 256, .
– Apply random horizontal flipping to each segment.
– Subtract the mean RGB values, R = 123, G = 117 and B = 104.
A.4 ResNet50 + LSTM
The preprocessing steps applied to the inputs provided to the ConvNet + LSTM
model are,
– Extract a clip of 250 frames from a given input video, using a random offset.
If the video is less than 250 frames, loop the video to obtain atleast 250
frames.
– Resize image, preserving the aspect ratio, to a minimum side of 256.
– Crop the central portion of the frame to fit 224× 224 dimensions.
– Subtract the mean RGB values, R = 123.68, G = 116.78 and B = 103.94.
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B Extended results for evaluation of temporal robustness
Tables 2 and 3 show the effects of modifying speed of input videos on the perfor-
mance of each of the baseline models. In certain exaggerated cases, the difference
in recognition accuracy can rise up to 50%, as in C3D for the action class “’flic-
flac”. The extended set of tables is intended to supplement the motivating factor
of this work, to protect deep models from target adversarial attacks based on
variation in speed of input. An additional point to note is that the trend in max-
imum difference of performance across different models supports the argument
for typical characteristics of Type I and Type II network architectures.
Table 2: Evaluation results of baseline models on the HMDB51Rate dataset
are shown. Videos are divided into four bins based on resampling factors, [0.2−
0.6], [0.6−1.0], [1.0−2.0], and[2.0−3.0]. M.A. refers to mean action class accuracy
across the four bins while M.D. refers to the maximum difference in recognition
accuracy between each of the four bins
Action Class
C3D I3D TSN ResNet50+LSTM
M.A. M.D. M.A. M.D. M.A. M.D. M.A. M.D.
brush hair 67.8 6.67 76.9 6.67 46.9 6.67 39.6 10.0
cartwheel 14.0 33.3 27.6 43.3 8.67 6.67 23.8 6.67
catch 80.0 10.0 56.2 16.7 43.3 13.3 50.2 3.33
chew 22.4 13.3 64.0 46.7 25.3 10.0 56.0 6.67
clap 10.4 13.3 50.0 30.0 50.2 6.67 42.9 13.3
climb 77.6 16.7 91.1 16.7 41.6 10.0 64.7 6.67
climb stairs 43.1 20.0 68.0 20.0 50.2 23.3 39.3 6.67
dive 60.9 33.3 55.6 16.7 51.6 16.7 82.4 3.33
draw sword 27.8 16.7 39.3 20.0 51.8 3.33 32.9 3.33
dribble 72.0 13.3 96.4 6.67 72.4 6.67 70.0 0.00
drink 15.3 10.0 58.7 23.3 42.2 6.67 46.7 10.0
eat 29.1 6.67 57.8 20.0 47.8 6.67 46.4 13.3
fall floor 20.7 26.7 22.0 33.3 29.8 3.33 28.7 20.0
fencing 41.3 16.7 57.1 30.0 57.6 6.67 41.6 6.67
flic flac 28.2 50.0 36.4 40.0 19.6 13.3 44.4 16.7
golf 93.8 3.33 99.6 6.67 78.7 13.3 88.9 6.67
handstand 70.7 13.3 92.2 30.0 31.3 6.67 53.6 10.0
hit 24.2 16.7 31.3 33.3 6.89 3.33 32.2 13.3
hug 46.2 33.3 58.9 43.3 69.1 16.7 55.8 16.7
jump 39.6 23.3 42.4 50.0 26.9 10.0 25.6 10.0
kick 33.6 40.0 2.89 10.0 11.1 3.33 12.0 6.67
kick ball 39.3 30.0 46.2 46.7 38.9 13.3 40.9 10.0
kiss 79.8 13.3 82.0 13.3 60.7 3.33 78.4 3.33
laugh 25.1 6.67 73.1 40.0 37.1 10.0 25.3 10.0
pick 23.8 16.7 44.7 26.7 2.2 3.33 8.89 6.67
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Table 3: Evaluation results of baseline models on the HMDB51Rate dataset
are shown. Videos are divided into four bins based on resampling factors,
[0.2− 0.6], [0.6− 1.0], [1.0− 2.0], and[2.0− 3.0]. M.A. refers to mean action class
accuracy across the four bins while M.D. refers to the maximum difference in
recognition accuracy between each of the four bins. There network architectures
are extremely susceptible to targeted attacks on each class, with variation in
speed of inputs affecting performance directly
Action Class
C3D I3D TSN ResNet50+LSTM
M.A. M.D. M.A. M.D. M.A. M.D. M.A. M.D.
pour 62.0 6.67 85.1 3.33 70.0 16.7 60.4 3.33
pullup 92.4 16.7 92.7 16.7 100.0 0.00 81.6 3.33
punch 20.4 43.3 44.0 26.7 9.78 10.0 38.0 16.7
push 56.9 36.7 79.3 13.3 35.6 10.0 76.2 10.0
pushup 84.9 26.7 81.8 26.7 83.6 3.33 57.8 10.0
ride bike 90.9 6.67 99.6 3.33 95.1 10.0 94.4 3.33
ride horse 79.1 10.0 89.3 16.7 55.6 16.7 70.2 16.7
run 39.6 23.3 16.0 20.0 57.3 10.0 43.1 10.0
shake hands 50.9 23.3 80.7 20.0 70.4 10.0 62.0 10.0
shoot ball 93.3 6.67 87.1 16.7 43.6 13.3 63.8 6.67
shoot bow 90.7 13.3 91.8 10.0 88.9 3.33 75.1 3.33
shoot gun 63.8 13.3 83.8 16.7 70.9 3.33 68.0 3.33
sit 24.7 20.0 20.7 16.7 43.3 13.3 22.9 10.0
situp 95.8 6.67 100.0 0.00 94.0 10.0 75.8 13.3
smile 38.0 20.0 46.0 16.7 33.3 6.67 35.1 3.33
smoke 20.2 10.0 79.8 10.0 17.1 20.0 49.3 13.3
somersault 48.7 13.3 56.9 10.0 13.6 6.67 53.6 16.7
stand 18.7 26.7 14.2 16.7 17.8 6.67 6.89 6.67
swing baseball 14.0 6.67 40.0 26.7 16.2 10.0 6.22 3.33
sword 11.6 10.0 16.4 23.3 23.3 6.67 14.2 6.67
sword exercise 5.33 6.67 28.4 20.0 10.0 0.00 15.6 6.67
talk 40.9 10.0 80.9 10.0 53.3 6.67 26.7 6.67
throw 25.8 13.3 41.3 23.3 51.3 6.67 11.3 3.33
turn 23.6 20.0 30.4 30.0 3.78 6.67 40.7 6.67
walk 21.1 10.0 44.2 23.3 25.8 6.67 17.8 13.3
wave 2.00 10.0 8.89 10.0 12.7 6.67 12.4 10.0
Total Average 45.13 17.52 58.23 21.50 43.10 8.69 45.30 8.56
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C Additional analysis from stability plots
From Figs. 6 and 7, one easily observable phenomenon is the sharp drop in
recognition performance at extremely high or low sampling factors (speed). The
primary reason for this phenomenon is that at such resampling factors, frames
get repeated a number of times and there is no significant change in informa-
tion within their immediately neighboring set. Given that C3D and I3D act
upon spatiotemporal blocks of information, minimal change within a block has
a detrimental effect on their performance.
Comparing this to Fig. 7, Type II models, by construction, operate on frame
level features using some form of temporal modeling, “consensus” in TSN and
LSTM in ResNet50 + LSTM. The last frame’s prediction is often the most influ-
ential in case of ConvNet + LSTM models while TSN operates at an extremely
high abstract level when associating individual frames to an action. Thus, they
do not offer as drastic a drop when compared to C3D or I3D. From the right-
hand side of Fig. 6, we see that SR and RR models help provide more robustness
to C3D and I3D models by exposing them to more extreme variations within
the fixed temporal window used to process information. Thus, they are able to
reduce the severity of the drop in performance.
Another interesting trend observable from the right-hand side graphs of Fig. 7
is the distinct difference in performance and stability of Type II SR and RR mod-
els across datasets. Here, for HMDB51 SR and RR variants seems to perform
comparably to each other while on UCF101, there is a clear difference in per-
formance levels. Using Fig. 8, we observe that in the case of RR, the model is
exposed to a uniform set of possible variations across the entire range of speeds
within a dataset while in SR, there is a higher chance of being exposed to extreme
variations. We believe that Type II network architectures’ performance have a
direct dependency on the size of dataset being processed. For smaller datasets
like HMDB51, RR exposes the model to the general set of possible speed varia-
tions in input which is equally if not more critical to improve the performance
of the model. However, for larger datasets, that implicitly cover the so called
“middle” range of speed variations, to extract maximum performance, the focus
on exposing the model to extreme variations using SR allows for better perfor-
mance. Extending this argument, C3D and I3D are pretrained on large video
datasets and hence show consistently high improvement in performance when
using SR.
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Fig. 6: Stability in performance across input α tests is shown for C3D and I3D
models. There models show a distinct drop in performance at the extremeties
of speed when compared to Type II models since there is minimal change in
information within a small block of neighboring frames due to sever under/over-
sampling. Type I models operate on spatio-temporal features as opposed to frame
level features, as in the case of Type II models, thus accounting for the drop in
performance.
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Fig. 7: Within the performance stability plots for TSN and ResNet50 + LSTM
models, there is a distinct difference in performance levels between SR and RR
model variants on UCF101 while varying minimally on the HMDB51 dataset.
This can be correlated to the size of the dataset, where for smaller datasets,
RR exposes the model to the entire range of possible speeds, which is more
important to learn robust models. For larger datasets, we assume an inherent
capacity to model the general speed variations and hence SR exposes models to
more extreme variations in order to achieve peak performance.
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Fig. 8: The difference in SR and RR model performances varies in part due to the
differences in the alpha values that get selected during the training regime. RR
samples from a uniform distribution leading to similar numbers of alphas being
selected form each alpha bin. SR samples alpha values according to the current
number of videos loaded. The structure of a sine wave causes the extreme values
of the distribution to be sampled more often in SR. More specifically this means
that SR models are most likely to see α values between 0.2 to 0.4 and 2.8 to 3.0
where the sampling algorithm begins to cause videos to consist primarily of
repeated frames. This plot consists of 476, 848 α values used while training C3D
on UCF101 for 10 epochs.
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Fig. 9: TSN and ConvNet + LSTM performance across the HMDB51Rate
dataset is shown for five training checkpoints. The HMDB51Rate dataset is
split into four bins of resampling factors: [0.2−0.6, 0.6−1.0, 1.0−2.0, 2.0−3.0].
For both TSN and ConvNet + LSTM, we test the baseline and a static and dy-
namic T-RECS model. The selected T-RECS models are those with the highest
performance from our input α testing.
The temporal characteristics of Type II models are less well defined than
those of Type I models. C3D and I3D show similar behaviors to our input α
testing across their T-RECS-based variants while TSN and ConvNet + LSTM
T-RECS-based models show different reactions to input α tests between one
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another, as seen in Figs. 7. In order to determine the evolution of robustness to
videos of varying speed in our Type II models, we test them on the HMDB51Rate
dataset at five different epochs throughout their training phase. This dataset
modifies the original HMDB51 dataset in that every video is resampled using
ten different randomly selected resampling factors. The resampling factors are
evenly sampled across the four bins, [0.2−0.6, 0.6−1.0, 1.0−2.0, and 2.0−3.0].
For both Type II models, we test the baseline, CVR-0.8, and RR variants.
Fig. 9 shows the results of this checkpoint testing for TSN models in the
left-hand column and ConvNet + LSTM models in the right-hand column. The
TSN model variants show extremely different learning behavior when compared
to each other. We see that the baseline model shows least stability between the
performances across various resampling factor bins. On the other hand, TSN
CVR-0.8 shows an almost steady improvement in performance across all bins
throughout its training phase. An important characteristic directly observable
from these plots is that the T-RECS-based TSN models show very similar be-
haviour in terms of recognition performance across resampling factor bins within
each model. This is not the case for the baseline TSN model.
When compared to all of our ConvNet + LSTM models, the baseline and
T-RECS variants, perform similarly to one another in terms of performance fluc-
tuations between rate bins during training. We hypothesise the reason that the
ConvNet + LSTM models show a lesser impact when applying T-RECS prepro-
cessing is due to the inherent temporal modeling performed within the LSTM,
which gives such models their high stability characteristic.
