Introduction {#sec1-1}
============

Accurate and reliable linear measurements are considered very important issue in the field of oral and maxillofacial medicine, as almost all the dentists depend on such measurements in diagnosing, treatment planning and treatment outcome monitoring for multitude of cases in different dental specialities, of which, dental implantology, endodontics, forensic dentistry, orthodontics and orthognathic. CBCT was found to provide high resolution, distortion-free and accurate images for craniofacial structures without the magnification or superimposition problems of 2D images. Regarding the accuracy of linear measurements, CBCT was reported by several studies to be beneficial as it provides accurate and reliable measurements. However, a question mark is still posed regarding the radiation dose CBCT delivers to the patient as, despite its considerable merits, CBCT creates a great problem because of the higher patient's radiation dose compared to 2D radiography \[[@ref1]\], \[[@ref2]\], \[[@ref3]\].

Materials {#sec1-2}
=========

The study was performed on thirteen implant bone models obtained from Nissin Dental Products, Procedures of the study including implant bone models preparations, marking of the measurement's sites and measurements of the gold standard were performed in the Oral and Maxillofacial Radiology department, Faculty of Dentistry, Cairo University while Procedures of the study including imaging process, software manipulation of the resultant images and CBCT measurements were performed at a private radio-diagnostic centre.

The implant-bone models were randomly numbered from 1 to 13 by the principal researcher, and then on each model at the incisors region, three positions were selected and marked on the model with a permanent blue marker.

Then at each marked position three radio-opaque 'RO' markers "gutta-percha pieces" were glued on the model surfaces as following; two pieces on the facial surface one occlusally (at the alveolar crest) and one apically (at the inferior border of the model) both were on the same vertical line and perpendicular to the horizontal plane, while the third one was placed on the lingual surface opposing the occlusally placed buccal piece. The RO markers were obtained by cutting gutta-percha cones size 60 using sharp scissors into small pieces of nearly 1-1.5 mm length, and the cut pieces were glued to the selected landmarks using a cyanoacrylate gel. CBCT examinations of each bone model were performed using Cranex3Dx CBCT (Helsinki, Finland) machine. Each bone model was properly positioned in the machine with the help of the laser beam indicators of the machine such that the vertical laser beam coincided with the mid-sagittal plane (perpendicular to the floor) and the horizontal laser beam coincided with the occlusal plane (parallel to the floor).

Each model was scanned four times with standardised tube current and voltage of 12.5 mA and 90 kVp respectively at four different FOVs.

The FOVs used were as following;

Small FOV: 50 x 50 mm with voxel size 200 µmMidi FOV: 61 x 78 mm with voxel size 300 µm.Medium FOV: 78 x 78 mm with voxel size 300 µm.Large FOV: 78 x 150 mm with voxel size 350 µm.

The reference standard in this study was the real linear measurements that were obtained directly on the implant-bone models using high precision sliding electronic digital calliper with 0-150 mm internal and external measuring range and 0.01 mm resolution accuracy.

On each model at the three predetermined and marked positions the following linear measurements were taken:

Bone Height: this was measured on the facial surface of the model as the distance between the superior end of the occlusal placed gutta-percha piece, and inferior end of the apically placed one.

Bucco-lingual "BL" Bone Thickness: this was measured as the distance from the superior end of the occlusal placed facial gutta-percha piece to the superior end of the gutta-percha piece placed on the lingual surface.

Mesio-Distal "MD" Bone Width: This was measured as the distance between the superior ends of two adjacent gutta-percha pieces on the facial surface.

CBCT DICOM files were exported to third-party software OnDemand3d^\*^ for CBCT linear measurements to be taken on a personal computer (13.3-inch LED-backlit display; 2560 x 1600 native resolution at 227 pixels/inch), where the CBCT scans were displayed on MPR screen \[displaying the volumetric data set in axial, coronal, and sagittal image slices\]. The CBCT linear measurements were taken in each of the marked areas as the image slices with the radio-opaque markers best visible were used for linear measurements using distance icon on the tool bar, in each area bone height, BL thickness, and MD width measurements were made exactly like those made on the bone model with the digital calliper. Both height and thickness measurements were taken on the corrected sagittal images ([Figure 1A, 1B](#F1){ref-type="fig"} and [1C](#F1){ref-type="fig"}), while width measurements were taken on the corrected axial images ([Figure 2A, 2B, 2C](#F2){ref-type="fig"}, and [2D](#F2){ref-type="fig"}).

![A) CBCT linear measurement of bone height & thickness on Small FOV CBCT images; B) CBCT linear measurement of bone height & thickness on Medium FOV CBCT images; C) CBCT linear measurement of bone height & thickness on Large FOV CBCT images](OAMJMS-7-1037-g001){#F1}

![A) CBCT linear measurement of bone width on Small FOV CBCT images; B) CBCT linear measurement of bone width on Midi FOV CBCT images; C): CBCT linear measurement of bone width on Medium FOV CBCT images; D) CBCT linear measurement of bone width on Large FOV CBCT images](OAMJMS-7-1037-g002){#F2}

Results {#sec1-3}
=======

Numerical data, including all the measurements taken from the gold standard (GS) and CBCT measurements in the four FOVs, were explored for normality by checking the data distribution using Kolmogorov-Smirnov and Shapiro-Wilk tests, all measurements showed normal (parametric) distribution. Data were presented as Mean ± Standard Deviation (SD), Minimum and Maximum.

###### 

AME, and APE

             Small FOV   Midi FOV   Medium FOV   Large FOV   *P*-value                           
  ---------- ----------- ---------- ------------ ----------- ----------- ------ --------- ------ -----------------------------------------
  AME (mm)   0.18^B^     0.09       0.11^B^      0.07        0.20^A^     0.18   0.42^A^   0.28   \<0.001[\*](#t1f1){ref-type="table-fn"}
  APE (%)    0.73^B^     0.36       0.44^B^      0.40        0.82^A^     0.79   1.67^A^   1.16   \<0.001[\*](#t1f1){ref-type="table-fn"}

: Significant at P ≤ 0.05, Different superscripts in the same row are statistically significantly different.

Checking data distribution for error measurements and percentage of error measurements showed non-normal (non-parametric) distribution. Data were presented as mean, median, standard deviation (SD), minimum, maximum and 95% Confidence Interval (95% CI) for the mean values.

###### 

Measurement errors

                                    Small FOV   Midi FOV   Medium FOV   Large FOV   *P*-value                           
  --------------------------------- ----------- ---------- ------------ ----------- ----------- ------ --------- ------ ------------------------------------------
  Absolute Measurement error (mm)   0.11^B^     0.04       0.14^B^      0.04        0.3^A^      0.15   0.40^A^   0.21   \< 0.001[\*](#t2f1){ref-type="table-fn"}
  Measurement error (%)             2.39^B^     1.01       3.03^B^      1.13        6.42^A^     3.49   8.37^A^   4.89   \< 0.001[\*](#t2f1){ref-type="table-fn"}

: Significant at P ≤ 0.05, Different superscripts in the same row are statistically significantly different.

For parametric data; Paired t-test was used to compare between FOV measurements and the standard reference. For non-parametric data; Friedman's test was used to compare between measurement errors as well as the percentage of error measurements of the four FOV. Dunn's test was used for pair-wise comparisons when Friedman's test is significant.

The significance level was set at P ≤ 0.05. Statistical analysis was performed with IBM, SPSS Statistics Version 20 for Windows.

A. Mean, standard deviation (SD) values and results of Friedman's test for the comparison between errors of height measurements by the four CBCT FOVs.

B. Mean, standard deviation (SD) values and results of Friedman's test for the comparison between errors of BL depth measurements by the four FOV.

Discussion {#sec1-4}
==========

The first one was reported in 2010 \[[@ref5]\]. Unlike the results of our study, they concluded that changes in FOV did not affect measurement accuracy, although they assessed small linear distances in their study (diameter & depth of chemically created periapical lesions). They utilised only two different FOVs and voxel sizes (6 inches & 9 inches FOVs using voxel sizes 0.11 & 0.19 mm^3^ respectively). They reported that the difference between measurement errors in the two used FOVs was non-significant statistically, however on revising their measurements error values, high percentage error that exceeded the clinically acceptable level were found in both FOVs, as they reported that error values for 6 inches FOV ranged from -0.68 to 0.80 mm, (-11.46% to 17.03%) for diameter measurements, and from -0.73 to 0.53 mm (-13.51% to 10.82) for depth measurements, while for the larger FOV (9 inches), the error values ranged from -0.64 to 0.81 mm, (-12.41% to 16.95%) for diameter measurements, and from -0.72 to 0.52 mm (-13.50% to 10.63%) for depth measurements.

Comparing the results of the previous study \[[@ref5]\] with ours, showed that the level of CBCT linear measurements accuracy reported in their study is much lower than ours, although both voxel sizes utilised in their study was smaller than the smallest voxel size we used. However, their FOVs used were larger than the largest FOV we used. Moreover they assessed much smaller distances than we did.

The second study found was conducted in 2014 \[[@ref6]\]; it aimed to assess the effect of FOV on both identification and measurements (linear & volumetric) of peri-implant bone defects with different sizes. Again, they concluded that the three utilised CBCT FOVs (40 × 40, 60 × 60 and 100 × 100 mm, with voxel sizes 0.08, 0.125, 0.25 mm^3^ respectively) yielded measurements that were strongly correlated to the actual real measurements; however, they didn't report the error values in their study! On the other hand, similar to the results of this study, they reported that both the detection ability and measurements accuracy were higher in larger defects, and smaller FOVs.

Again, in 2016 Ganguly et al., \[[@ref7]\] study concluded that the reduction of FOV and Voxel size is not associated with greater accuracy of CBCT linear measurements. This study was differing from ours and other similar studies in utilizing two different CBCT machines, as each of the four cadavers used in the study was imaged twice by iCAT machine with FOV 13 × 16 cm (once with voxel sizes 0.2 mm^3^ & once with 0.3 mm^3^) then was imaged again by Planmeca Promax 3D machine with FOV 5 × 8 cm and 0.16 mm^3^ voxel size. These scans were named as protocols 1, 2 and 3 respectively. Their mean CBCT AME values were 1.10 ± 1.3 mm, 1.2 ± 1.5 mm, and 1.1 ± 1.4 mm for protocols 1, 2, and 3 respectively. Although their error values were larger than those reported in our study, but this could be attributed to the fact that they did their study on cadaver heads with presence of soft tissues that add more radiation scatter, while ours was made on bone models with increased contrast between the external surface of the model and the surrounding air making it easier to identify landmarks and thereby explaining the higher accuracy of measurements. Contradicting our findings, Ganguly et al., \[[@ref7]\] reported that as the measurements became larger, larger discrepancies were found between the measurements.

The last study found was published in 2016 by Anter et al., \[[@ref8]\], who also concluded that changing the FOV doesn't affect CBCT linear measurements accuracy, this study utilized three FOVs (small 80 × 80 mm, medium 100 × 100 mm and large 200 × 100 mm) and unlike the similar studies they standardized the voxel size to be 0.2 mm in the three FOVs. Their reported mean CBCT measurement errors for the small, medium and large FOVs were 0.23 ± 0.09 mm, 0.24 ± 0.10 mm and 0.21 ± 0.09 mm respectively, which are very close to those reported in our study. However, they recommended the usage of smaller FOVs whenever possible to reduce the patient's radiation dose. The previous study was the only one that assessed the effect of FOV solely which is ideally relating the resultant effectiveness to the examined variable, however in clinical situations, most of the available CBCT machines don't allow for usage of small voxel sizes with large FOVs, and even when it is possible, it results in very high patient radiation dose.

Finally, the contradiction found between our results and those of other researchers could be attributed to any of multiple factors like difference in purposes with a resultant difference in the technical parameters used, type of the CBCT machine and type of CBCT images used for measurements. There were also differences in the qualifications and the numbers of observers who interpreted the radiographic data in the different studies.

From the results of this study, we can conclude that CBCT scans made with smaller FOVs and voxel sizes are associated with higher linear measurements accuracy than those made with larger FOVs and voxel sizes. For the same voxel size, smaller FOVs are associated with higher CBCT linear measurements accuracy than those made with larger FOVs. The shorter the distances measured, the greater is the effect of FOV and voxel size on the reported CBCT measurement accuracy.
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