Abstract. We consider a nonlocal parabolic equation associated with Dirichlet boundary and initial conditions arising in MEMS control. First, we investigate the structure of the associated steady-state problem for a general star-shaped domain. Then we classify radially symmetric stationary solutions and their radial Morse indices. Finally, we study under which circumstances the solution of the time-dependent problem is global-in-time or quenches in finite time.
Introduction
In this paper, we study the following nonlocal parabolic problem (P): where λ, α are positive constants, T > 0, Ω ⊂ R N , N ≥ 2, is a bounded domain with smooth boundary ∂Ω, and u 0 is a continuous function inΩ such that 0 ≤ u 0 < 1.
Problem (1.1)-(1.3) models the dynamic deflection of an elastic membrane inside a microelectro mechanical system (MEMS). This kind of systems combine electronics with various types of micro-size mechanical devices and could be found in accelerometers for airbag deployment in automobiles, in ink jet printer heads, in optical switches, in chemical sensors and so on, for more details see [26] and the references therein. Typically, this kind of MEMS consists of an electric membrane hanged above a rigid ground plate, connected in series with a fixed voltage source and a fixed capacitor. In the case the distance between the two plates is relative small compared to the length of the device (a realistic assumption for a typical MEMS), the original mathematical system describing the operation of the MEMS is reduced to the following single nonlocal equation in dimensionless variables εu tt + u t − Δu = λf (x, t)
where u is the deflection of the membrane, see also [13] . In (1.4) , ε is the ratio of the interaction due to the inertial and damping terms in the model, while
where V stands for the applied voltage, T is the tension in the membrane, L the characteristic length (diameter) of the domain Ω, l the characteristic width of the gap between the membrane and the fixed ground plate (electrode), and ε 0 the permittivity of the free space. The function f (x, t) represents varying dielectric properties of the membrane and an applied alternating current. By the physics of the problem f is forced to be positive and for a typical MEMS is independent of time. Some physically suggested dielectric profiles are the power-law profile f (x) = |x| p , p > 0, and the exponential-law profile f (x) = e k(|x| 2 −c) , k, c > 0, see for example [9] . The integral in the equation (1.4) arises due to the fact that the device is embedded in a electrical circuit with a capacitor of fixed capacitance. The parameter α denotes the ratio of this fixed capacitance to a reference capacitance of the device. The limiting case α = 0 corresponds to the case where there is no capacitor in the circuit. It is also assumed that the edges of the membrane are kept fixed leading to Dirichlet boundary conditions of the form (1.2), whereas it is usually considered that initially the elastic membrane is in rest corresponding to u(x, 0) ≡ 0. Though in this work, we consider more general nonnegative initial conditions u(x, 0) = u 0 (x) ≥ 0. For a more detailed analysis and derivation of (1.4) see [25, 26] .
When α = 0 and under the extra assumption that ε is very small, (1.4) is transformed to the local equation 5) which has been extensively studied in the papers [6, 9, 10, 11, 16] . Under different physical circumstances, we have that the u t term in the left-hand side of (1.4) is much smaller than u tt and Δu terms and then under proper scaling (1.4) is reduced to the following nonlocal hyperbolic equation
associated with the Dirichlet boundary condition u(x, t) = 0, on ∂Ω × (0, T ), and the initial conditions
which for the one-dimensional case is studied in [17] .
In the following, we focus on equation (1.1), though most of our results could be easily extended to the equation 6) where f (x) ≥ 0. It will be indicated when the presented results could be carried out for (1.6) as well.
When the solution u(x, t) of (1.5) achieves the value 1 at some point of Ω in finite time, we say that u quenches in finite time and this creates a singularity, since the source term in the right-hand side of (1.5) becomes infinite. This situation, physically, corresponds to the phenomenon of touch-down, i.e. when the elastic membrane touches the ground electrode. In applications, touch-down phenomenon is observed when the applied voltage V at the ends of the electrical circuit exceeds a fixed value. Analogously, quenching for the solution u to (1.5) occurs when λ > λ * . Here, λ * is the supremum of the spectrum of the corresponding steady-state problem
(1.7)
It is well-known that the steady states of the parabolic problem play an important role in the study of its long-time behavior. See, for example, the classical work of Levine [19] for the homogeneous equation when f (x) ≡ 1. Furthermore, when 0 < λ < λ * , the solution u of (1.5) exists for all time and converges to the minimal steady state when the initial data remain below this minimal steady state. For λ = λ * , the situation is more complicated since two alternative behaviors are permitted, either (i) global existence and convergence to the regular steady state, or (ii) quenching in infinite time, i.e. sup Ω u(·, t) → 1 as t → ∞, and convergence to a "singular" steady-state w * with ||w * || ∞ = 1, depending on the dimension (cf. [6, 16] ). The steady-state problem (1.7) was first studied by [7] . A complete study was done later in the works [1, 2, 3, 5, 12, 16] .
Without loss of generality, we may assume that α = 1 and f (x) ≡ 1, though some of the results in the following sections hold true for any positive function f. Under these assumptions, the nonlocal problem (P) in one-spatial-dimensional case was studied in [8] . This paper continues the study of [8] for problem (P) for higher spatial dimensions. Our purpose is to study the structure of steady states and global/non-global existence of solutions to (P). For the structure of steady states in radial symmetric case, we found that the structure of local problem is preserved (see Theorem 3.5 below). That is, the structures of steady states of local and nonlocal problems are the same. This result is expected, but the proof is highly nontrivial due to the nonlocal feature. Indeed, a more delicate analysis of the orbit O (defined in [14] , see §3) is needed, especially, for the case 2 ≤ N < 7.
This paper is organized as follows. In section 2, we first provide the local existence and uniqueness of classical solutions to problem (P). Then we study the structure of the classical solutions of the associated steady-state problem in section 3. Finally, some results on global existence and quenching of solutions to problem (P) are given in section 4.
Local existence and uniqueness
We shall study the local existence and uniqueness of classical solutions to problem (P) in this section. Note that since the integrand in the nonlocal term is an increasing function, the usual comparison principle for parabolic problems is not applicable for problem (P) (cf. [18] ). Therefore, in the following we define the notion of lower-upper solution pairs which will be applied for comparison purposes. 
Definition 2.1. A pair of functions
Proof. First, we define the iteration scheme starting with u 0 = z, u 0 = v and proceeding according to
for n = 1, 2, · · · . The above problems are local, therefore, using the standard comparison arguments for parabolic problems and Definition 2.1, we easily see that the sequences
are strictly positive and satisfy
Hence, by the parabolic regularity theory,
Applying Proposition 52.24 in [28] (which is actually a maximum principle for nonlocal problems) we easily obtain that ψ(x, t) = 0 in Q T . Hence
Finally, suppose that there is a second solution U satisfying v ≤ U ≤ z. Then by the preceding iterative scheme we derive that u n ≤ U ≤ u n for every n = 1, 2, · · · . By sending n → ∞, we obtain that U = u. This proves the proposition. 
Let z(x, t) be the unique solution of the following problem (Q):
Then we have the following.
is the maximal existence time interval for the solution z(x, t) of problem (Q), and u(x, t) ≤ z(x, t) on Ω × [0, T ).
Proof. Set v(x, t) = 0, then we have
while v(x, t) satisfies
Therefore, (v, z) is a lower-upper solution pair for problem (P) and the result immediately follows by Proposition 2.2.
Remark 2.5.
All the results of this section could be carried out without any change for equation (1.6) as well, when f (x) > 0.
Steady state problem
The corresponding steady-state problem to (P) has the form
where
Note that we always have 0 < w < 1 in Ω for a (classical) solution of (3.1). By setting
Problems (3.1) and (3.4) are equivalent through (3.3), i.e. w is a solution of (3.1) corresponding to λ if and only if w satisfies (3.4) for μ = λ/K. Thus, some features of the solution set
resemble those of the solution set
The structure of S is well known. Indeed, for any N, we recall from [7] that there exists a positive constant μ * such that a solution of (3.4) exists, if μ < μ * , and no solutions of (3.4) exist if μ > μ * . Moreover, for each μ ∈ (0, μ * ) the minimal solution of (3.4), denoted by w μ , satisfies
i.e. the minimal solutions are ordered with respect to the parameter μ. When Ω is the unit ball of R N , N ≥ 2, it is proved in [14] (see also the proof of Theorem 3.5 below) that S is homeomorphic to R and has end points (0, 0) and (μ, 1−|x| 2/3 ) witĥ μ = [4 + 6(N − 2)]/9. Moreover, when 2 ≤ N < 7 the solution curve (μ(s), w(·, s)), s ∈ R, of (3.4) bends infinitely many times around the singular point (μ, 1 − |x| 2/3 ). Whereas for N ≥ 7 the solution curve terminates at (μ, 1 −|x| 2/3 ) and no bendings occur. For a detailed analysis on the structure of problem (3.4) when the term μ(1 − w) −2 is also multiplied by the function f (x) = |x| p , p > 0, see [1, 5, 16] . Recall that for N = 1 there is a λ * > 0 such that a steady state of (P) exists if and only if λ ≤ λ * . In fact, by Theorem 2.1 of [8] , there are exactly two solutions of (3.1) if λ ∈ (0, λ * ), while (3.1) has a unique solution if λ = λ * and no solution if λ > λ * . This indicates that the solution structure of the local problem (cf. [19] ) is preserved by the nonlocal one when N = 1. However, it is not obvious that the aforementioned features of the local problem (3.4) are preserved by the nonlocal problem (3.1) for the case N ≥ 2.
In the case where the equation (1.1) of problem (P) is substituted by (1.6), then the related stationary problem is given by
where K is given by (3.2) and f (x) ≥ 0. In the following, we shall focus on the case N ≥ 2. We first prove some results regarding the case of a general smooth domain Ω and then we shift to the radial symmetric case, i.e. when Ω = {x ∈ R N : |x| < 1} := B(0, 1) = B. Using the monotonicity property (3.5) we can prove the following existence theorem.
Theorem 3.1. There exists a (classical) steady-state solution of (P) if
Proof. We look for w = w μ for some μ. Note that, by (3.5),
Hence there exists a unique μ ∈ (0, μ * ) such that
. This proves the theorem, since problems (3.1) and (3.4) are equivalent through (3.3).
Let Ω be a strictly star-shaped domain of R N , N ≥ 2. Then there exists a constant β > 0 such that
where ν is the unit outward normal at s. Let v be a solution of the problem
Then we have the following Pohozaev's identity (see [27] ):
where Proof. We first prove the second statement of the theorem. For N ≥ 3, by Theorem 3.1 in [3] there exists a positive constant μ * such that problem (3.4) has a unique solution for 0 < μ < μ * . A similar result holds true for N = 2, see Theorem 4.1 in [12] . On the other hand, any solution w = w(x) to (3.1) solves (3.4) with
due to the fact that 1/(1 − w) ≥ 1, when w is a regular solution i.e. ||w|| ∞ < 1. We claim that problem (3.1) has a unique solution for 0 < λ < λ * := μ * (1 + |Ω|) 2 . Indeed, let us assume that problem (3.1) has two distinct solutions w 1 , w 2 for some 0 < λ < λ * . We claim that
Otherwise, if, for example,
then we have
(3.10)
Since 0 < λ < λ * = μ * (1 + |Ω|) 2 , we obtain by (3.10) that 0 < μ 2 < μ 1 < μ * , hence w 1 (x) = w(x; μ 1 ) and w 2 (x) = w(x; μ 2 ) are minimal solutions of the local problem (3.4). It follows by the monotonicity property (3.5) for the minimal solution branch of (3.4) that w 1 (x) > w 2 (x) for x ∈ Ω. This implies that
which is a contradiction. Using the same arguments we can exclude the possibility of
Hence (3.9) is established and so local problem (3.4) has two distinct solutions w 1 , w 2 corresponding to the same μ, which contradicts to [3, Theorem 3.1] and [12, Theorem 4.1]. Therefore, the second statement of the theorem is proved.
For the first statement, we suppose that problem (3.1) has a solution w for some λ > 0. Then applying Pohozaev's identity (3.8) to problem (3.1) with
, 
(3.12)
By dropping out the negative terms in (3.11) and using again Hölder's inequality, it follows from (3.11) and (3.12) that 13) where the last inequality in (3.13) comes out from the fact that
and since the function g(s) = s/(1 + s) is increasing in s > 0. Note also that
Combining (3.13) and (3.14), we get
2 . This completes the proof of the theorem. 16) where now K has the form
or equivalently to the local problem
where μ = λ/K. We then write S r , C r instead of S, C respectively. Also, set
the section of C r cut by λ > 0.
Theorem 3.5. If N ≥ 2, then C r is homeomorphic to R and has end points (0, 0) and
, where 
with a certain positive constant A ∈ (0, 1). We always require that 0 < w(r) < 1 for r ∈ (0, 1). Here we require that 0 < z(t) < e −2t/3 /(1 − A).
If we set w(r; t)
As it is proved in [14] , problem (3.22)-(3.23) has a global-in-time solution with the orbit O = {(z(t),ż(t)), t ∈ R} starting at t = −∞ from the point (+∞, −∞) above its tangent lineż + 2z/3 = 0 and approaching the point (1, 0) as t → +∞, see Fig. 1 . On the other hand the orbit O = {( z(t),˙ z(t)), t ∈ R} starts at t = −∞ from the point (+∞, +∞) below its tangent lineż − 2z/3 = 0 and approaches the point (1, 0) as t → +∞. Moreover, the orbits O and O are symmetric with respect to z-axis in the phase plane, see [14] , hence we obtain that ż(t)
for any t ∈ R. Through the transformation (3.21), the boundary condition w(1) = 0 in (3.16) is converted to
In other words, for any τ ∈ R, (A(τ ), μ(τ ), w(·, τ)) defined by
satisfies the initial-value problem (3.19)- (3.20) or equivalently the local problem (3.17)-(3.18). Let 26) and (3.27) respectively) and λ = μK, to an element of the orbit O for a certain τ ∈ R. Therefore, there is an one-to-one and onto correspondence between the solutions to (3.15)-(3.16) and the elements of the orbit O, hence C r is homeomorphic to O and so to R. Now, taking the limit as τ → −∞ in (3.26), we obtain that μ(τ ) → 0, which implies as well that w(·; τ ) → 0 in B as τ → −∞, hence λ(τ ) → 0 as τ → −∞. On the other hand, taking the limit as τ → +∞ we obtain that μ(τ ) → Λ and w(·; τ ) → w * (·) in B, where Moreover, by Lemma 6 in [14] , for 2 ≤ N < 7 we have that the orbit O of (3.22)-(3.23) starts from (+∞, −∞) above the tangent lineż +2z/3 = 0 and terminates to (1, 0) crossing clockwise infinitely many times the positive part of the z-axis, say for t 1 < t 2 < · · · < t k < · · · , k ∈ N, as well as the curve Γ defined bẏ Let Q k = (z(t k ), 0) and P k = (z(s k ),ż(s k )), k ∈ N, be the intersection points of the orbit O with the z-axis and the curve Γ respectively, see Fig. 1 . Then it is enough to show thaṫ λ(τ ) changes sign across the arcs Q 2k−1 P 2k−1 and Q 2k P 2k , see also [21] .
We first note that λ(τ ) can be expressed as
Also, by (3.25) it follows that
e γs ds, (3.31) and henceĠ
Using (3.32), relation (3.33) readṡ
and so at points Q 2k−1 and P 2k−1 we havė
respectively, since the points Q 2k−1 are on the z-axis. Now by using mean value theorem (3.31) is written in the form
where r 0 (τ ) ∈ (0, 1). In particular, we have
for any k. Moreover, due to (3.28) we have
hence by (3.37) and the continuity of z(τ ) we derive that
This implies that at t 2k−1 with k sufficiently large we have | ln r 0 (t 2k−1 )| 1. But, at t 2k−1 a local minimum for z(t) occurs hence z(t 2k−1 ) < z(t 2k−1 + ln r 0 (t 2k−1 )) for k sufficiently large which finally yields
by (3.38). Then (3.35) and (3.39) immediately imply thaṫ
when k is sufficiently large. On the other hand, at the point P 2k−1 we have z(s 2k−1 ) < 1 hence the first term in the bracket in the RHS of (3.36) is strictly negative. Besides, there holds
with 0 < − ln r 0 (s 2k−1 ) 1 whenever k is large enough. But, z is strictly increasing along the arc Q 2k−1 Q 2k , hence (3.41) yields that
for k sufficiently large. Therefore, we conclude from (3.36) thaṫ
for k sufficiently large. Now, (3.40) and (3.43) imply that whenever k is large enough there exists a point of the orbit O, say R 2k−1 = (z(τ 2k−1 ),ż(τ 2k−1 )), with t 2k−1 < τ 2k−1 < s 2k−1 , in the arc Q 2k−1 P 2k−1 such thatλ(τ 2k−1 ) = 0.
In a similar manner, it is derived thatλ(t 2k ) < 0 andλ(s 2k ) > 0, since z achieves a local maximum at t 2k as well as z(τ ) is strictly decreasing along the arc Q 2k Q 2k+1 . Therefore, we can again find, at least for k large enough, a point R 2k = (z(τ 2k ),ż(τ 2k )), t 2k < τ 2k < s 2k , lying in the arc Q 2k P 2k such thatλ(τ 2k ) = 0. Also note that by (3.34) using the above analysis we obtain thatλ(τ ) < 0 for any s 2k−1 < τ < t 2k whileλ(τ ) > 0 for any s 2k < τ < t 2k+1 , which means that only the points R k correspond to the bendings of C r . For the distribution of points R k across the orbit O see Fig. 1 . Finally the above analysis implies that C r bends infinitely many times around λ, see Fig. 2 .
On the other hand, when N ≥ 7 the orbit starts from (+∞, −∞) and stays inside the area {(z,ż) | z > 0, 0 >ż > −2z/3} terminating to (1, 0) without crossing neither the zaxis nor itself, implying, through the homeomorphism between S r and O, that S r presents no bending, hence the local problem (3.17)-(3.18) has a unique solution for 0 < μ < μ = Λ. Now regarding the nonlocal problem (3.15)-(3.16) we obtain that it has a unique solution for any 0 < λ < λ, by using the same arguments as in the first part of the proof of Theorem 3.2, see Fig. 3 . This completes the proof of the theorem. Remark 3.6. Using the same reasoning as above, an analogous result to Theorem 3.5 could be proven for problem (3.6) , see also Theorem 1.2 in [16] . 
Remark 3.7. Theorem 3.5 implies that if 2 ≤ N < 7 then there is a strictly increasing sequence {τ
is strictly increasing and for each λ ∈ (0, λ) the nonlocal steady-state problem (3.15) 
-(3.16) has a unique solution.
Given w ∈ C λ , the linearized eigenvalue problem around (λ, w) is given as follows
The number of the negative eigenvalues ρ of problem (3.44)-(3.45), denoted by i = i(λ, w), is called the Morse index at (λ, w). In the case Ω = B, the number of the negative eigenvalues of the corresponding linearized eigenvalue problem around the radial symmetric solution w(r) ∈ C λ r is denoted by i R = i R (λ, w) and is called the radial Morse index at (λ, w). Regarding the radial Morse index the following result holds. For an analogous result associated to the nonlocal Gelfand problem see [21, 22] . Proof. The first statement of the theorem is proven by using a similar argument to the proof of Proposition 3.3 in [20] . Indeed, when Ω = B any solution w to (3.1) is radially symmetric, i.e., w(x) = w(r), r = |x|. Hence, applying the separation of variables, any solution to (3.44)-(3.45) can be written in the form
is the sequence of eigenfunctions of the Laplace operator on the unit sphere ∂B with corresponding eigenvalues 0 = ν 1 < N − 1 = ν 2 ≤ ν 3 ≤ · · · . Due to the radial symmetry of w and ψ k we obtain
Then ψ k (r) satisfies the problem We claim that, under the assumption ρ < 0, ψ k = 0 and so φ k = 0 for k ≥ 2. Indeed, let assume that ψ k = 0 and r 1 be the first positive zero of ψ k such that ψ k > 0 in (0, r 1 ). Then using similar arguments as in [20] we derive for 0 < r < r 1
Taking into account that w(r) is radial decreasing as well as that ν k ≥ N − 1 for k ≥ 2 we derive by (3.48) that ρ > 0, leading to a contradiction. Therefore under the hypothesis ρ < 0 we have that the solution of (3.44)-(3.45) could be written in the form φ(x) = cψ(r), for some constant c with ψ(r) satisfying (3.46)-(3.47), which implies the desired result
The second part of the theorem is proven by the method of [23] ; note that each (λ, w) ∈ C r corresponds to (z(τ ),ż(τ )) ∈ O and therefore, it is parameterized by τ ∈ R: (λ, w) = (λ(τ ), w(τ )). We denote by ρ τ , = 1, 2, . . . , the -th eigenvalue of the linearized problem (3.44)-(3.45) arround (λ(τ ), w(τ )) which corresponds to a radially symmetric eigenfunction. Each ρ τ is simple. If (λ(τ ), w(τ )) is on a turning point of C r , then, by the implicit function theorem, there is ≥ 1 such that ρ τ = 0. If ρ τ = 0 holds for some ≥ 1 with (λ(τ ), w(τ )) ∈ C r not on a turning point, then, by the bifurcation theory on the critical point of odd multiplicity, [29, 30] , it is actually a bifurcation point of C r . But, this is impossible by the geometric features of C r provided by Theorem 3.5, and therefore, (λ(τ ), w(τ )) is on a turning point of C r if and only if (3.44)-(3.45) has a zero eigenvalue ρ τ = 0 for some ≥ 1. Denoting the k-th turning point of C r by T k = (λ(τ k ), w(·, τ k )), τ 1 < τ 2 < · · · < τ k < · · · , then the assertion follows if we can prove thatρ
By differentiating (3.1) with respect to τ , we deduce 
We claim thaṫ
Indeed, if there is a τ ∈ R such thatẇ(r, τ ) ≡ 0, then we haveż/z is identically equal to a constant. This constant must be −2/3 by (3.23). Then (3.22) implies that 1/z 2 ≡ 0, a contradiction. Hence the claim is proved and we obtain thatẇ k is an eigenfunction of the linearized problem (3.44)-(3.45) corresponding to ρ = ρ 49)-(3.50) and (3.44)-(3.45) with respect to τ and taking into account thatλ(τ k ) = ρ(τ k ) = 0, we obtain
for x ∈ B withẅ k = 0 on ∂B, and
for x ∈ B withψ k = 0 on ∂B. Using ψ k =ẇ k , it follows from (3.51) and (3.52) thaẗ
Multiplying (3.53) byẇ k and integrating over B, we derive thaẗ
Thus, in order to obtain the desired result we need to prove that the left-hand side of (3.54) is negative. Using thatλ(τ k ) = 0 relation (3.33) implieṡ
while (3.34) also readṡ
we have thatż(τ 2k ) < 0 andz(τ 2k ) < 0, since now R 2k = (z(τ 2k ),ż(τ 2k )) is above the curve Γ. Hence at every turning point
Furthermore, by (3.24)
Hence C(τ k ) is strictly negative as an immediate consequence of (3.58) and (3.59) since also G(τ ) > 0. Moreover, differentiating (3.30) with respect to τ we obtaiṅ
On the other hand, differentiating (3.26) with respect to τ we havė
since at τ = τ k the orbit O does not meet the curve z-axis. Therefore by (3.60) and (3.61) we derive thatĠ(τ k ) = 0 and we finally conclude thatρ(τ k ) < 0 which proves the desired assertion. This completes the proof of the theorem. (3.6) , since general theorems, see [4, 24] , of radial symmetry for stationary problems are not valid when f r > 0, r = |x| (which is the case for f (x) = |x| p , p > 0).
Global existence and quenching
Given λ ∈ (0, (1+|Ω|) 2 )μ * ), by the result of section 3, there exists a minimal steady-state solution of (P), denoted by w λ , such that w λ = w μ with μ satisfying (3.7). Then we have the following theorem on the global existence for small values of λ. Proof. By Corollary 2.4, we obtain that 0 ≤ u ≤ z ≤ w λ , where z is the unique solution of the local problem (Q) with z 0 = u 0 ≤ w λ . Therefore we derive that 0 ≤ u ≤ z ≤ w μ for 0 < μ = λ/(1 + |Ω|) 2 < μ * . But it is known that the local problem (Q) has a global-in-time solution for 0 < μ < μ * and z 0 ≤ w μ hence the nonlocal problem (P) does so. The proof of convergence result can be carried out by a similar argument as that in [8] and so we omit it here.
Next, we shall show that the solution of problem (P) quenches in finite time for certain initial data. It is easy to see that problem (P) admits an energy functional of the form On the other hand, using Hölder's and Young's inequalities, we can deduce that
(4.5)
