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Introduction
We are interested in the propagation of electromagnetic radiation in dielectric and metal waveguides [1] [2] [3] [4] , and specifically in calculating the electromagnetic modes in these systems. Analytic solutions are available for simple systems such as step-index fibers [5] , but numerical methods are often necessary when the structure of the waveguide becomes more complex. Existing numerical methods include finite-difference eigenmode (FDE) solvers [6] [7] [8] [9] [10] [11] [12] [13] , finite-element solvers [14] [15] [16] [17] [18] , and solvers based on series expansions [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] ; review articles summarize some of the extensive work done in this field [34, 35] . A non-vectorial version of (non-complex) coupled mode theory has been used in the case of lossless graded-index fibers [36, 37] .
We introduce a method for solving waveguide modes based on complex coupled mode theory (CCMT) [38] . CCMT is traditionally used to describe how waveguide modes couple in the presence of a refractive index perturbation. The introduced coupling allows energy transfer between the modes, and CCMT is an efficient tool for describing this energy transfer [39] . CCMT, applied in this way, is rigorous-the solutions thus found are exact solutions. The method presented here uses CCMT in a different way.
Instead of coupling the true waveguide modes, the CCMT eigenmode solver uses a known set of orthogonal electromagnetic modes as a basis. The full permittivity map of the waveguide (e.g. a fiber) is used to compute the coupling perturbation of CCMT. Being based on the complex variant of coupled mode theory means that lossy materials and metals are supported. The output set of coupled modes computed by the CCMT mode solver are the modes of the waveguide. We compare our results with analytical results and numerical finite difference eigenmode solutions.
As well as being based directly on CCMT, a difference between this method and series methods based on the Fourier transform is the ability to choose an arbitrary basis set that fits well with the geometry of the waveguide under investigation. An example basis set that can be used in the CCMT mode solver is the set of electromagnetic modes associated with a metallic pipe waveguide [40] , where radial dependence is expressed in terms of Bessel functions. Another example is the set of electromagnetic modes of an elliptical waveguide [41, 42] , expressed in terms of Mathieu functions. It is also possible to use the modes of a rectangular metal waveguide [40] , although this is similar to Fourier transform methods as it involves a sinusoidal basis.
Formulation of complex coupled mode theory
In this section, we present CCMT, introduce a convenient set of basis modes, and present the matrix eigenvalue form of CCMT used to numerically compute waveguide eigenmodes.
Complex coupled mode theory
The modes of a waveguide with scalar (isotropic) permittivity are e k and h k . The e iωt time dependence has been factored out of these modal fields; ω is the frequency of the field. Perturbing the waveguide permittivity by ∆ such that the new waveguide permittivity is˜ = + ∆ causes the modes e k and h k to couple. The coupled electric and magnetic fields E and H in the waveguide are,
The subscript t denotes the vector field components in the transverse plane (x and y components). Summation over k is implied (Einstein summation convention). Expressions for the longitudinal (z) component of the coupled field are
CCMT specifies how the coefficients a k (z) and b k (z), describing the amplitude of forwards and backwards propagating modes, are computed. The equations that determine these coefficients are [38] 
These equations give the time dependence of the system. The β j are the wavevectors associated with each mode j of the uncoupled basis. The entries of the matrices κ jk and χ jk are the CCMT overlap integrals
The term e jt · e kt means e j x · e k x + e jy · e ky . The factors N j ,
are normalization factors; for real fields, N j is power.
In the traditional application of CCMT, e k and h k are eigenmodes of the system of interest (e.g., modes of an optical fiber). The spatial evolution or transfer of power between modes in the presence of the permittivity perturbation ∆ (e.g., a bend in the fiber) is then given by Eq. (3).
CCMT eigenmode solutions
In the CCMT solver, the coupled permittivity˜ is given by the refractive index map n(ρ) or n(x, y) of the waveguide being solved,˜ = 0 n 2 . We consider the basis in vacuum, such that = 0 (the vacuum permittivity). In order to compute the waveguide eigenmodes using CCMT, we impose harmonic phase dependence in the CCMT coefficients along the propagation axis z:
The wavevector λ gives the effective index of a given mode via λ = n eff k, where k = c/ω is the wavevector of the field. Using the Eq. (6), the CCMT equations (Eq. (3)) are algebraically rearranged to an eigenvalue equation,
This is our main equation. In this matrix equation, β is a vector constructed out of the entries β j (11), and χ N and κ N are matrices constructed out of the elements of κ jk and χ jk (Eq. (4)); each row j has been normalized (divided) by N j as indicated by the subscript N. Numerical diagonalization of this matrix yields eigenvectors, which give the CCMT coefficients a k and b k , and eigenvalues, which give the effective index for each coupled mode. The vector fields of coupled eigenmodes are obtained by substituting these coefficients into Eq. (1) and (2); the squared electric field magnitude I of a given CCMT eigenmode is given by 
Eigensolver implementation details
In this section, the finite difference eigenmode (FDE) method and analytic expressions describing a step-index fiber and a plasmonic wire will be introduced, as these will be useful in validating results obtained using CCMT. Two methods of computing the CCMT overlap integrals are discussed. Details related to our GPU implementation of the CCMT mode solver are given.
Basis modes
In the CCMT mode solver we use arbitrary basis modes e k and h k , which are not eigenmodes of the system being solved. We use the electromagnetic modes of a dielectric-filled metal pipe waveguide [40] . This basis set is complete and orthogonal; the circular geometry is also convenient for many applications when Cartesian coordinates are not ideal. The TE nm modes are
e z = 0, and,
The TM nm modes are
e z = (A sin nφ + B cos nφ)J n (k c ρ), and,
The vector components are given in cylindrical coordinates; ρ is the radial coordinate, φ the angular one. The expressions are given at z = 0. In these expressions, µ = µ 0 is the vacuum magnetic permeability and
is the modal wavevector. The value k c is called the cutoff wavevector. Modes where k c > k have imaginary wavevectors. They decay rather than propagate in a real waveguide, but are important in the CCMT mode solver as they can describe higher spatial frequency components. The values n ≥ 0 and m ≥ 1 are integers enumerating the set of basis modes. The functions J n are Bessel functions of the first kind of order n; the functions J n are the derivatives of the Bessel functions of the first kind, which can be computed as
The latter form [5] is convenient in our implementation (Sec. 3.3). The values p nm and p nm give the zeros of J n and J n (the values m index the set of Bessel function zeros for a given order n).
The radius a of the pipe waveguide must contain the refractive index map of the waveguide being studied as well as any penetrating field appearing in the computed eigenmodes. The input basis set for CCMT is constructed from these values by building TE nm or TM nm modes with either A = 1 and B = 0, or A = 0 and B = 1. This basis set is sorted by increasing k c , which is real; once sorted, these are the modes e j and h j (associated with wavevectors β j ) that are input into CCMT.
Two implementations
We present two distinct CCMT eigenmode solver implementations that differ in the way they evaluate the overlap integrals (Eq. (4)). We call them the radial solver and the Cartesian solver.
The radial solver
In systems where there is no angular dependence in˜ ,˜ and ∆ are functions of the radial variable ρ only. Consider the integral in Eq. (4a),
The transverse terms in I are I 1 + I 2 = e j x · e k x + e jy · e ky . But the transformation mapping the transverse part of the basis modes from polar coordinates to Cartesian coordinates is
Ones sees that e j x · e k x + e jy · e ky = e jρ · e kρ + e jφ · e kφ . In this way, I 1 and I 2 are each separable into products of functions,
The longitudinal or z term in I, I 3 , is also separable into a product of functions. This means that the integral over each I i can be evaluated as a product two 1D integrals,
The angular integrations over φ can be done analytically. The radial integrations are best evaluated numerically (e.g. direct lattice summation) as they involve products of Bessel functions of mixed order and argument. Similar considerations (using Eq. (14)) for N j (Eq.( 5)) reveal that it is also a separable integration, and that the cylindrical basis components can also be used directly in place of the Cartesian ones in this expression. This method substantially reduces the computational cost of the integrations, as summation is over a 1D rather than a 2D lattice; as a consequence, a higher resolution lattice can be employed for the 1D integration.
The Cartesian solver
Where˜ is a function of both ρ and φ (or x and y), the above method cannot be employed, and the integrations in Eq. (4) will be done on a 2D Cartesian lattice. Eq. (14) is used to rotate the basis function components specified in cylindrical coordinates to a x and y components on Cartesian lattice. In both the radial solver and this Cartesian solver, the final presentation of eigenmodes on a 2D lattice requires a Cartesian representation of the basis eigenmodes to be computed. We have aligned the coordinate systems such that ρ is never zero. For example, in 1D, we align the lattice such that the values of ρ being sampled around the origin are -0.5 and 0.5, rather than -1, 0. Of course, there are more sophisticated methods of integration around singularities [43] .
Parallelization
With N basis modes, CCMT requires the computation of N normalization factors N j and approximately 3N 2 /2 integrations for the terms in κ jk and χ jk (there are three distinct terms in the integrands of these two integrals, and the coefficient matrices are symmetric). These quantities can be computed in parallel on a graphics processing unit (GPU) capable of general-purpose computation. The point here is not to perform detailed benchmarking nor to do extensive code optimization, but to simply report that mathematical form of CCMT form makes effective use of hardware capable of doing highly parallelized computation, and that this is a boon to this method.
We use the Nvidia CUDA parallel computing platform; CUDA libraries also provide built-in support for evaluation of Bessel functions on the GPU. C language CUDA kernels are called directly from MATLAB. The kernel that renders the basis modes is straightforward, computing individual pixels of all basis modes in parallel. For the overlap integrals, each kernel invocation (at a particular j and k) computes a complete numerical integral. Parallel reduction methods are not needed as the distinct sums run in parallel. The second form of the Bessel function derivative given in Eq. (12) is useful as the CUDA Bessel implementation does not allow the computation of Bessel functions of negative order.
In the GPU implementation, the construction of the cache of CCMT basis modes and the evaluation of all the CCMT integrations is very rapid-about an order of magnitude faster than our unoptimized FDE implementation.
Comparison methods
In this section we briefly review methods with which we will compare the CCMT solutions with other methods.
Finite-difference eigenmode solutions
An effective method for solving waveguide modes is to discretize Maxwell's partial differential equations and use finite differences in place of derivatives, and then algebraically rearrange the problem to an eigenvalue equation. This yields a set of eigenvectors (the field distributions) and eigenvalues (the effective indexes) describing the modes. Mode solvers based on this technique are called finite difference eigenmode (FDE) solvers.
We implemented a fully vectorial FDE mode solver as specified in the literature [8] , and use it, where possible, to make comparisons with the fully vectorial CCMT eigenmodes that we compute. In some cases, however, it is desirable or necessary to use conformal mesh technology [44] [45] [46] to "smooth" curved material interfaces that otherwise appear jagged on a Cartesian lattice. In these cases we use a commercial mode solver [47] whose base implementation of FDE is otherwise similar to ours.
Analytic results for a step-index fiber
The modes and effective indexes of a step-index fiber can be computed numerically using analytic expressions [5] . The transverse electric field in the core is
(16) In the cladding it is:
(17) Expressions giving the other components will not be given here. The functions K are modified Bessel functions of the second kind; the primed versions are their derivatives. The modal wavevector β appears in these expressions directly as well as in the quantities u 2 = k 2 1 − β 2 and w 2 = β 2 − k 2 2 , with k i = n i k. The values u and k 1 are in the core; w and k 2 are in the cladding. Boundary conditions in terms of the longitudinal and the φ part of the fields give the coefficients A, B, C and D. The characteristic equation of the 4 × 4 matrix associated with these four boundary condition equations and coefficients can be written as [5] 
This characteristic equation can be solved numerically, yielding the set of modal wavevectors β. The quantity b is the radius of the fiber.
Analytic results for a Sommerfeld modes
A cylindrical metal wire functions as a plasmonic waveguide; the propagating mode is a Sommerfeld surface wave. The propagation constant β is found by numerically solving the following expression [48, 49] :
The Step-index fiber; n f = 1.6. To demonstrate the CCMT mode solver, we find the eigenmodes of three dielectric waveguides, shown in Fig. 1 . The first two, Figs. 1(a) and 1(b), have no angular dependence in˜ and can be solved using the radial solver methods of Sec. 3.2.1. We also compute the Sommerfeld mode of a metal nanowire, using the radial solver with a modified basis.
Results

A step-index fiber
The step-index fiber used here is shown in Fig. 1(a) . The core has refractive index n f = 1.6 and the cladding is air; the fiber core is 4.2 µm in radius. Modes are computed using the radial solver, as the refractive index can be specified as a function of ρ only.
Step-index fiber modes are computed for radiation with vacuum wavelength λ = 1.5 µm; N = 600 basis modes are used. With this choice of λ and N the basis is a mixture of modes with real and imaginary β. A radial lattice with 7000 points is used; after the integration and diagonalization steps, the 2D eigenmode intensity is constructed on a 215 × 215 lattice. Figure 2 shows the CCMT eigenmodes. With this size of basis set, good agreement is observed between the CCMT eigenmodes and those calculated using either FDE (Sec. 4.1) or analytic Fig. 2 . Electric field intensity of the eigenmodes of a step-index fiber (given in Fig. 1(a) ) calculated using CCMT. The wavelength is λ = 1.5 µm, and the basis set size is N = 600. The corresponding effective indexes n eff obtained using FDE are 1.5945 and 1.5750; using analytic expressions, they are 1.5947 and 1.5760. (17) and (18)) we see how well CCMT and FDE compare with theory, giving some calibration of the meaning of the size of errors between FDE and CCMT. For this and the other example systems, we have not shown the eigenmode field intensity from these comparison methods as they are visually identical to the CCMT eigenmodes. The convergence behavior of the solver for this step-index fiber structure is illustrated in Fig. 3 . Timings showing the total computation time spent as a function of the number of basis modes, N. These timings were taken on a system built with an Intel Core i7-7700HQ CPU and a Nvidia GeForce GTX 1070 GPU. The discontinuity in the slope, between N = 300 and N = 400, arises as the propagation constant β of the basis modes becomes imaginary past cutoff. The introduction of imaginary modes causes the CCMT overlap matrix (Eq. (7)) to transition from purely real to complex, and the (CPU-based) numerical diagonalization routine runs slower with complex matrices. These timings reflect finding the set of all eigenvectors and eigenvalues (of the CCMT matrix) at each point.
A lossy dielectric shell
Figure 1(b) shows another system with no angular dependence, a lossy dielectric ring. The shell has refractive index n f = 1.6 + 0.2i. The inner radius is 3.6 µm and the outer radius is 4.8 µm.
Modes are computed using the radial solver; a vacuum wavelength of λ = 2.5 µm is used. We used N = 1300 basis modes. With this choice of λ and N the majority of basis modes are have imaginary β. The same size of radial and 2D eigenmode lattices are used as were used for the step-index fiber. Figure 4 shows the CCMT eigenmodes. In this thin shell, the staircasing of the circular fiber Fig. 1(a) ). In (a), the dependence of the effective index of the fundamental mode, n eff , on the number of basis modes, N, is given. In (b) the times spent computing the eigenmode solutions in (a) are shown, as a function of N. The sample size for each data point is ten. The reason for the kink at N = 300 is discussed in the text. Fig. 4 . Electric field intensity of the eigenmodes of a dielectric shell waveguide (given in Fig. 1(b) ) calculated using CCMT. The wavelength is λ = 2.5 µm, and the basis set size is N = 1300. The corresponding effective indexes n eff obtained using FDE (with a conformal mesh) are 1.4473+0.1970i, 1.4447+0.1972i and 1.4447+0.1972i. boundaries led to spurious features in the modes obtained using our own FDE solver (or any solver where staircasing is present). As such, we use a commercial FDE solver here to compute modes using conformal mesh technology (using the method labelled Conformal Variant 0 in the software) (Sec. 4.1). Table 2 summarizes the effective indexes n eff computed using CCMT and FDE (with a conformal mesh). The modal fields agree well when the FDE conformal mesh is used. . Electric field intensity of the eigenmodes of a microstructured dielectric waveguide (given in Fig. 1(c) ) calculated using CCMT. The wavelength is λ = 800 nm, and the basis set size is N = 1200. The corresponding effective indexes n eff obtained using FDE are 1.4940, 1.4749 and 1.4621. This third structure, Fig. 1(c) , is solved on a Cartesian lattice using the methods of Sec. 3.2.2; this is our only example where the radial solver is not employed. The eigenmodes are shown in Fig. 5 . The fiber material is of index n f = 1.5. The outside radius of the fiber is about 5.0 µm. These modes are solved using λ = 800 nm, and N = 1200 basis modes. With this choice of λ and N all of the basis modes have a real propagation constant β. The modes are computed using a 215 × 215 lattice. Table 3 summarizes the effective indexes n eff computed using CCMT and FDE. Good agreement is obtained, even to high mode numbers (e.g. several dozens of modes), with the modes found using FDE.
A microstructured fiber
Nanowire
We also test the mode solver with a metal nanowire as CCMT can handle plasmonic materials. These metal wire modes were introduced in Sec. 4.3 along with a method for analytically computing the propagation constant β. The nanowire has a radius of 6.0 nm and dielectric permittivity m = −12.95 + 1.12i. The wavelength is λ = 650 nm, and the basis set size is N = 500. In order to find this mode, we have restricted the metal pipe basis modes to only those Fig. 6 . Electric field intensity of the Sommerfeld mode in a gold nanowire 6 nm in radius, calculated using CCMT. The wavelength is λ = 650 nm, and the basis set size is N = 550 (this is a modified basis set; see the text for details). The effective index n eff calculated using CCMT, using the parameters given here and in the text, is 5.93+0.35i. For comparison, the effective index n eff found using FDE (using a conformal mesh) is 5.92+0.33i and the analytic result is 5.81+0.34i.
with n = 0, matching the expected radial intensity distribution of the Sommerfeld mode. The n > 0 modes do not contribute to the solution and decrease performance. The modes have been computed using a radial lattice with 4000 points. With this choice of λ and N all of the basis modes have a real propagation constant β. Figure 6 shows the computed Sommerfeld mode. Sinusoidal artifacts can be seen in the eigenmode solution, a manifestation of Gibbs phenomenon. This arises when recreating the sharp edge at the metal-dielectric boundary with a basis of Bessel functions. Otherwise, good agreement is seen between the effective index and modal field computed using CCMT and those found using FDE and analytic results. We again use a commercial FDE solver to compute the modes using conformal mesh technology (Sec. 4.1); in this case, a particular type of conformal mesh well suited to metal-dielectric interfaces is used (labelled Conformal Variant 2). Table 4 summarizes the effective indexes n eff computed using CCMT, FDE, and the analytic result.
Discussion
As seen, CCMT can generate modal solutions for waveguides that agree well with analytic solutions (when available) and those computed using FDE. In this section we discuss a few of the strengths and weaknesses of the CCMT eigenmode solver.
One benefit of the CCMT solver is that it allows a choice of a convenient coordinate system when evaluating the overlap integrals (Eqs. 4). This was discussed in Sec. 3.2. Closely related to the choice of coordinate system is the choice of basis. CCMT allows you to choose any convenient basis. This could be a basis of fiber LP modes, modes of a metal pipe or box (as used here), or any other basis that fits well with the geometry of the problem.
In the radial solver examples, circular coordinates allowed us to separate the area integration into two 1D integrations, one of which could be done analytically. Other systems were best evaluated on a 2D Cartesian lattice. A third solver implementation where a basis of rectangular waveguide modes was used was also tested; in this case, all area integrals could be done as separate analytic integrations along x and y (when, e.g., the structure of interest can be expressed in terms of a small number of rectangular parts). The metal pipe modes used here allow relatively quick convergence is many cases because they match well with the symmetry of the waveguides studied; a basis of rectangular modes converges more slowly, despite the advantages of analytic integration. The use of radial coordinates in the dielectric shell proved valuable in obtaining accurate solutions, as staircasing artifacts along the circular boundary would have been introduced if this were done on a 2D lattice.
Being based on complex CCMT, the method allows you to handle lossy materials. This was seen in Sec. 5.2.
Another benefit of the CCMT mode solver is that the computational cost of the initial overlap integrations and basis set construction can be reduced or eliminated. It can be reduced if one desires to change only a small area of the structure and then re-compute modes-with localized changes to n(ρ) or n(x, y)), only a small fraction of the original integration lattice needs to be re-evaluated. Overlap integrations can be completely eliminated (except for the initial point) when computing dispersion curves. This is possible as all of the wavelength dependence in the chosen basis (Sec. 3.1) is contained in the constants β and ω. One factors these out, and then performs the overlaps integrations only once. (Dispersive materials where the wavelength cannot be factored out will not work.) Multiplying CCMT matrix entries by the appropriate frequency-dependent terms is then sufficient to introduce the wavelength dependence before each diagonalization. This is most beneficial if the basis set is small. If the basis is small, in this case the CCMT coefficient matrix (Eq. (7)) is relatively quick to diagonalize. (If iterative methods are used to find a subset of the eigenvalues of the CCMT coefficient matrix, one can also seed each successive eigenvalue computation with a value from previous iterations.)
The CCMT mode solver may be beneficial in the waveguide mode matching method [40] . Ordinarily, mode overlap integrals must be performed on each side of the interface, leading to a large number of integrations. When the modes have been solved using CCMT, however, modes on each side of the interface are always the same: they are the basis modes e k and h k weighted by the coefficients a and b. Thus only a single computation of the overlaps between the basis modes is needed, for all wavelengths and structures. This is analogous to the advantages allowed for by Fourier modal method, where a common Fourier basis throughout the structure allows for efficient matching at the boundaries [29] . Indeed, there have been several works dedicated to mode matching with different bases [31] [32] [33] that provide more efficient computation by selecting a convenient basis set for matching or expansion. The CCMT present here provides a general framework for representing a common basis for efficient matching at boundaries including losses and perfectly matched layers, and so it is a good candidate for efficient mode matching representations that may be investigated in future works.
A possible drawback of the method is the computational cost of matrix diagonalization, if the number of basis modes grows large. That said, the small dense matrix diagonalizations performed here were substantially faster (e.g. an order of magnitude) than the large sparse matrix diagonalizations used in FDE (comparing, e.g., a 215 × 215 2D lattice CCMT solution to a similarly sized 2D FDE solution in MATLAB). Numerical stability criterion and further convergence studies are important issues for follow-up studies.
Conclusion
We have shown that the CCMT mode solver is able to generate accurate modal solutions of Maxwell's equations, and have compared them to analytic and other numerical results. As this work fits into a vast body of literature related to modal solutions of Maxwell's equations in optical waveguides, we have given a brief discussion of some of the possible strengths of the method. We have also attempted to highlight its suitability to GPU implementation, as the algorithm is highly parallelizable in nature.
Appendix
In the examples of Sec. 5 we have avoided the use of a perfectly matched layer (PML) or other coordinate stretching or absorbing boundary condition by considering structures with appreciable refractive index contrast. In such structures, the modes are strongly guided; little field amplitude exists near the simulation boundaries. In the examples above, we verified this by using a FDE solver with PML support and comparing the solutions obtained with PML turned on vs. the results obtained with it turned off. Fig. 7 . A 1D slab waveguide system illustrating the use of a perfectly matched layer (PML) in the CCMT mode solver. In (a) an example structure is given; the details are given in the text. In (b)-(d) we see the field profile for the fundamental guided mode, the lowest order quasi-leaky mode, and the lowest order PML mode as solved using CCMT. The interfaces between the core, inner cladding, substrate and PML regions are marked with vertical lines.
As our solver is based on complex coupled mode theory, it should be able to accommodate perfectly matched layer (PML) boundaries. As a demonstration, we find eigenmode solutions of the 1D slab waveguide system studied in [38] . This waveguide, shown in Fig. 7(a) , consists of an core of index n core = 1.458, an inner cladding with index n cl = 1.450. The surrounding "substrate" index n s is varied to produce either a strongly guiding or a quasi-leaky waveguide. PML layers 2.5 µm thick, on both sides, are computed using parameters as defined in [38] . Figure 7 shows the guided, quasi-leaky and PML modes thus obtained using the CCMT method. It is seen that when the refractive index contrast between the core/cladding and the substrate is weak, the obtained mode is quasi-leaky, and exhibits the expected attenuation near the boundary due to the presence of the PML.
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