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Abstract
Developed countries increasingly rely on gas storage for security of supply. Widespread deregulation
has created markets that help assign an objective value to existing and new to build storages. Storage
valuation is nevertheless a challenging task if we consider both the financial and physical aspects of
storage. In this paper we develop a Monte Carlo valuation method, which can incorporate realistic gas
price dynamics and complex physical constraints. In specific we extend the Least Squares Monte Carlo
method for American options to storage valuation. We include numerical results and show ways to
improve computational speed.
1 Introduction
The natural gas industry has undergone market reforms in many countries across the world. As part of this
process, the role of storage in the gas market has changed. Traditionally, storages were owned by utilities for
balancing the variability in demand of their customers. As a result of the deregulation in the US and Europe,
the natural gas storage service is unbundled from the sales and transportation services, meaning that storage
is offered as a distinct, separately charged service. In combination with the development of active spot and
futures markets, it has become possible to adjust storage trading decisions to price conditions.
Storage is ultimately needed to ensure security of supply. The seasonal demand for gas is traditionally
linked to gas heating of houses, resulting in higher gas demand in winter than in summer. Other seasonal
patterns are mainly related to the operation of gas-fired power plants. These plants are often designed for
peak-delivery (creating a day-night pattern in gas demand) and perform real-time balancing (creating an
intra-day pattern in gas demand). The flexibility in supply needed to match the demand can be delivered in
several ways. Besides the usage of gas storages, one option is to regulate the output from gas fields to match
the current demand. This can only be done as long as the fields are reasonably full and close to the gas grid.
Finally, on a short-term basis line packing can be used. This means that the volume in the pipeline system
is temporarily increased.
While gas demand in the US, Europe and Asia is growing year on year, the indigenous production
flexibility is steadily falling. This explains the growing interest to invest in new gas storage facilities. The
International Energy Agency (2004) estimates the global underground storage capacity to double in the next
30 years (2000-2030), requiring an estimated annual investment in storages between 10 and 20 billion dollars.
Additional flexibility in supply will come from the fast growing sector of Liquefied Natural Gas (LNG). The
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LNG-chain consists of liquefaction plants, LNG-ships, LNG-storage tanks and regasification plants. The
combined investment in this flexible LNG supply chain is expected to absorb an annual investment of 25-40
billion dollars.
These market developments call for accurate investment analysis methodologies, incorporating the various
operating characteristics of storages and the random nature of natural gas prices. In this paper we explore
such a methodology, applicable both to real physical storage facilities as well as financial storage flexibility
contracts. We will adapt existing option pricing methodologies to the more difficult problem of gas storage.
The method is a generalisation of the Least Squares Monte Carlo (LSM) approach for the valuation of
American options described in Carrière (1996) and Longstaff and Schwartz (2001). LSM is particularly
suited for energy market applications, because one can separate the asset optimisation (exercise strategy)
from the price evolution model. The latter is often fairly complex and may be commodity specific due to the
very volatile nature of energy markets. Simultaneously, LSM allows to incorporate various types of complex
physical constraints into the exercise strategy.
Besides facilitating the trading of gas storage, the development of new storage facilities forms an important
application of the proposed methodology. Before the actual development it should be decided how large the
facility should become and how much to invest in compressors, which in turn determine the injection and
withdrawal rates. These decisions cannot be made without a clear understanding of the impact of operational
characteristics on the valuation of storage.
Our approach clarifies how the storage value depends on operational constraints like working volume
(effective capacity), injection and withdrawal rates (flexibility). Though the exact operational constraints
depend on the storage under consideration, general settings may be distinguished, dependent on the four
different types of storage (Maragos, 2002): depleted gas and oil fields are often large but not so flexible;
aquifers are typically small and flexible; salt caverns fall somewhat in between, and LNG-storages are very
small and very flexible. Our approach also shows the dependence of the storage value on the dynamics of
market prices, in particular spot price volatility, mean reversion and seasonality.
The issue of storage valuation and optimal operation is not limited to gas markets. Storages also play a
significant balancing role in for example oil markets, soft commodity markets and even electricity markets
(through pumped-storage hydropower stations). The principles of our approach are applicable to those
markets as well, as long as there is fairly liquid spot trading in the underlying commodity, and as long as
the spot prices exhibit a fair amount of mean-reversion, a condition we will clarify further on.
The paper proceeds as follows. In section 2 we review the literature, formally define a storage contract
and present our valuation approach. Section 3 is dedicated to numerical results. In section 4 we discuss
computational issues and ways to improve the performance. In section 5 we conclude.
2 Valuation
In this section we discuss the valuation of a storage contract. In section 2.1 and 2.2 we review the available
literature and make the choice for a spot-based Monte Carlo approach. In section 2.3 and 2.4 we define the
storage valuation contract and show its relationship with other options. Next, we introduce the valuation
problem and explain our methodology (section 2.5 and 2.6). We end in section 2.7 with theoretical and
empirical convergence results, which are available in the literature.
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2.1 Forward-based valuation
A storage operator can switch operation from injection to withdrawal within just a few hours. Because
volatility and mean-reversion in gas spot markets are much larger than in gas forward markets, most value
can be created in the spot market. That explains why we consider a spot trading strategy in this paper. We
follow the typical gas and power market convention that defines spot trades as day-ahead. In practice, the
holder of the storage may create additional value based on decisions for each individual hour. Our method
is also valid for hourly contracts, but actual implementation is difficult, due to (very) limited liquidity in
the hourly market. Before we continue, let us compare our approach to methods employing the forward or
futures market.
The basic approach to storage valuation is to calculate the optimal position given the available forward
curve and take this position. This intrinsic value approach captures the predictable seasonal pattern in gas
prices. Additional value (extrinsic value) can be created by reacting to price fluctuations.
Gray and Khandelwal (2004) propose to follow a rolling intrinsic approach. They propose the holder
captures the intrinsic value at the start of the contract. When new forward prices arrive, the holder calculates
whether the profit of (partially) unwinding his position and taking the optimal position based on these new
prices outweighs the transaction costs.. The rolling intrinsic strategy yields extrinsic value if a spread between
different tradable months or quarters changes sign and if it makes sense to swap trading decisions. This
strategy, though very safe, is not very valuable. First, prices from adjacent months and quarters, where a
swap may make sense, are often strongly correlated. Second, because volatility in the forward market is
limited, the magnitude of the swap change will typically remain small. Maragos (2002) describes a variant
of this rolling intrinsic approach by adjusting only the spot trades to new information in the forward curve.
2.2 Spot-based valuation
To value a storage contract, we follow a spot-based strategy, because it captures most of the contract’s
flexibility. This can be related to an observation from Maragos (2002) on the relationship between the
storage value and the risk of the operating strategy employed. He notes that the value of storage increases
with the amount of risk taken. Or alternatively, risk decreases with the number of hedges put in place. The
spot based valuation yields high return under high risk, while the rolling intrinsic valuation yields a medium
return under low risk.
From the spot price perspective there are two popular approaches: stochastic control and Monte Carlo.
Examples of the stochastic control approach include Thompson et al. (2003) and Weston (2002). Their
models are based on Bellman equations, which are solved by means of a finite difference method. In the
stochastic control approach there is a direct link between the stochastic price process and the optimal
strategy. In the Monte Carlo approach the two are separated. This means we can quickly experiment with
different spot price processes, which is an advantage. Another advantage of the Monte Carlo approach is
the ease to incorporate additional operational constraints. Such operational constraints often stem from the
physical nature of the storage. Examples include protection against rock deformation, start-up and turning
restrictions between injection and withdrawal, and volume-dependent injection and withdrawal rates. A
disadvantage is that the Monte Carlo approach is relatively slow. Computational issues will therefore deserve
particular attention. We discuss computational issues in section 4.
Simulation techniques to price European style options have been in use for quite some time and were
introduced even before the binomial option pricing model (see Boyle (1977)). Simulations are especially
attractive in situations with multiple stochastic factors. For quite some time, however, the pricing has been
restricted to European, not American options. The first proposed solution of finding the optimal early
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exercise strategy was Tilley (1993). Broadie and Detemple (2004) and Glasserman (2004) provide a survey
of valuation methods for both European and American options. Most methods determine a lower bound on
the option price based on the supremum over the pay-off from all potential exercise strategies. However,
recently a few papers have considered the dual problem of finding a positive-biased estimated for the option
price (see Haugh and Kogan (2001), Rogers (2002), Andersen and Broadie (2004) and Meinshausen and
Hambly (2004)). The downside is that this results in a higher computational load, which remains an issue
in simulation-based methods.
In this article we have chosen to work with the Least Squares Monte Carlo (LSM) method. The LSM
method has become a popular method to solve American option pricing by simulation since the article by
Longstaff and Schwartz (2001). Earlier variations of regression-based simulation were given by Carrière
(1996) and Tsitsiklis and Van Roy (2001). To our knowledge LSM has been applied to three different
problems in the energy sector. De Jong and Walet (2003) value storage, but do not mention details on their
implementation. Peterson and Gray (2004) and Tseng and Barz (2002) show an application in the valuation
and optimal dispatching of power plants, whereas Ghiuvea (2001), Keppo (2004) and Thanawalla (2005)
value swing options.
2.3 Definition of a storage contract
We consider a financial storage contract from the perspective of the holder of the contract. We assume the
contract is signed at time t = 0 and settled at time t = T + 1. The contract allows the holder to take a
desired action at any discrete date t = 1, . . . , T after the spot price S(t) is revealed. For convenience we will
call the basic time unit a day and assume the spot price is known at the beginning of the day. Every day the
holder of a storage contract can choose to inject gas, do nothing or withdraw gas, within certain volumetric
limitations. In the remainder of this paragraph the contract is specified.
The holder of the contract faces different payoffs during the lifetime of the contract dependent on his
strategy. We take an injection at day t as a positive volume change ∆v(t) and a withdrawal as a negative
volume change ∆v(t). Note that at time t = 0 the holder cannot take an action and ∆v(0) := 0 by definition.
Positive volume changes have to be bought at the market and represent costs. Negative volume changes can
be sold at the market and represent profits. In this paper we will assume the market has incorporated all
knowledge about the optimal usage of storage into the prevailing forward curve and that the market will
not be influenced by our trades. Note these points are of particular importance for a development decision
where the impact of an additional storage facility on prices should be estimated.
We denote the (accumulated) volume in storage at the start of day t by v(t). Thus, the holder can take
his first action at day 1, which results in a volume v(2) at the end of day 1, which equals the volume at the
start of day 2. After noting ∆v(t) = v(t + 1) − v(t), we see the volume at any day t can be expressed in
terms of v(0) and the followed strategy of injecting and withdrawing:









−c(S(t))∆v(t) inject at day t
0 do nothing at day t
−p(S(t))∆v(t) withdraw at day t
(2)
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where c(S(t)) and p(S(t)) represent the cost of injection and profit of withdrawal. We allow these costs and
profits to include both transaction costs a and bid-ask spreads b:
c(S(t)) := (1 + a1)S(t) + b1 (3)
p(S(t)) := (1− a2)S(t)− b2 (4)
for certain pre-defined constants a1, a2, b1, b2 ∈ R+ such that c(S(t)) ≥ 0 and p(S(t)) ≥ 0. These conditions
ensure that the payoff h(S(t),∆v(t)) has the opposite sign of ∆v(t). Note that in a world without transaction
costs or bid-ask spreads, we will have c(S(t)) = p(S(t)) = S(t). We denote the interest rate by δ.
We assume the contract is settled the day after the last trading date, that is at day T + 1. At settlement
the holder receives a potential penalty, denoted by q(S(T +1), v(T +1)), which may depend on (the lack of)
remaining gas in the storage, current price level, and so on.
We assume there are two volumetric limitations on the followed strategy. In the first place the volume
in storage must stay within a minimum level vmin(t) ≥ 0 and a maximum level vmax(t) for t = 1, . . . , T + 1:
vmin(t) ≤ v(t) ≤ vmax(t) (5)
Allowing vmin(t) and vmax(t) to be time-dependent makes it possible to incorporate physical requirements.
For example, to protect against rock deformations we could require a higher minimum level during a certain
period in the year. In a traded storage contract vmin(t) and vmax(t) are usually constant. For convenience





In the second place the injection or withdrawal is limited per day. Let us write
imin(t, v(t)) ≤ ∆v(t) ≤ imax(t, v(t)) (6)
where imin(·) and imax(·) are pre-defined functions of the volume in storage v(t) and time t. In practice these
functions are often constant with deviations at low and high volumes. This is due to the fact that for low
storage volumes it is harder to withdraw gas, while for high storage volumes it is harder to inject gas. Note
imin(·) will normally be negative and associated with withdrawal, whereas imax(·) will normally be positive
and associated with injection.
2.4 Relation to American and swing options
The holder of a storage contract is faced with a timing problem of when to inject and withdraw. A similar
timing problem can be found in an American option where the holder has to decide when to exercise his
option.1 Compared to an American option, the storage contract has the following special features:
• Storage holder must decide between multiple actions at all moments in time
• Storage holder has to comply with volumetric restrictions
• Storage contract can have payoffs at several moments in time
1It is good to realize that the words exercise, stopping time and strike, which are common in the literature for American
and swing options, are not easily transferred to storage contracts. The holder of the storage contract can take actions and does
not actually stop anything. Therefore a decision rule is a more appropriate concept than a stopping time. As well, the holder
compares the expected payoff of an action to the expected payoffs of the other allowed actions, and not to a fixed strike like
the holder of an American or swing option. Therefore continuation values are an appropriate concept.
5
• Storage contract can have positive and negative payoffs
An American option is a special case of a storage contract. To see this, consider a storage with the
following characteristics: v(0) := 1, vmin(t) := 0, vmax(t) := 1. Suppose there is no possibility to inject, that
is: imax := 0 and we have to withdraw 1 unit if we decide to withdraw, that is: imin := −1. If we then set
a2 := 0, b2 := K in (4) and refrain from a penalty at settlement, we are valuing an American option with
strike K.
Another related option is the swing option. This option allows the holder multiple exercises (so called
rights) during the contract. If the holder uses a right, he can decide whether he likes to get a positive or
negative adjustment on the contracted volume. As in storage there is often a penalty if the final accumulated
volume adjustment deviates from zero. We can see a storage contract as a swing option with as many rights
as exercise dates, but with a restriction on the accumulated adjustments.
2.5 Valuation of a storage contract
The value of a storage contract is the expected value of the accumulated future payoffs h(S(t),∆v(t)) under







e−δth(S(t), ∆v(t)) + e−δ(T+1)q(S(T + 1), v(T + 1))
]
(7)
The above expectation is assumed to be under a risk-neutral pricing measure. In complete markets this
measure is unique, ensuring only one arbitrage-free price of the storage contract. To hedge a storage contract
with basic securities other than a physical storage is not possible. From one perspective, we may conclude
that the gas market is incomplete. From another perspective, one should remember that the purpose of
physical storages and financial storage contracts is to cover demand variation, which helps to complete the
market. Whatever the level of market completeness, in our valuation we will use risk-neutral pricing and
assume there exists a risk premium to compensate the holders of the residual risk. In specific, we will assume
the risk premium is incorporated in the drift of the spot price process, as is a common approach in energy
markets (see e.g. Lucia and Schwartz, 2002).
As storage has volumetric restrictions, we explicitly incorporate dependence on volume into the optimal
strategy π = {π(1, S(1), v(1)), . . . , π(T, S(T ), v(T ))} where π(t, S(t), v(t)) is the decision rule at day t with
spot price S(t) being at volume v(t). The problem will be formulated as a dynamic program. Because the
dynamic program will be solved backward in time, the holder does not know which volume levels will be
visited. This means he has to find a decision rule at every time t for all possible volume levels.
For convenience let us introduce two sets. The set of allowed volume levels at day t is denoted by V(t):
V(t) := {v|vmin(t) ≤ v ≤ vmax(t)} (8)
We denote the set of all allowed actions on day t being at volume v(t) by D(t, v(t)).
D(t, v(t)) := {∆v|vmin(t + 1) ≤ v(t) + ∆v ≤ vmax(t + 1),
imin(t, v(t)) ≤ ∆v ≤ imax(t, v(t))} (9)
Let us denote the value of a storage contract starting on day t at volume level v(t) by U(t, S(t), v(t))
and define the continuation value C(t, S(t), v(t), ∆v) as the value we attach to the contract after taking an
allowed action, that is ∆v ∈ D(t, v(t)) as defined in equation (9):
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C(t, S(t), v(t), ∆v) := E
[
e−δU(t + 1, S(t + 1), v(t) + ∆v)
]
(10)
Now the value U(t, S(t), v(t)) satisfies the following dynamic program:
U(T + 1, S(T + 1), v(T + 1)) = q(S(T + 1), v(T + 1)) (11)
U(t, S(t), v(t)) = max
∆v∈D(t,v(t))
{h(S(t), ∆v) + C(t, S(t), v(t), ∆v)} (12)
for all t. Remember, we assume our contract is settled at T + 1.
The dynamic program states that the holder of the contract weighs different actions against one another
on the basis of their direct payoff plus expected future payoff. In general, an action with a high direct payoff
(selling gas) has a lower expected future payoff (lower inventory level). To be able to make a decision the
holder needs to consider the continuation values C(t, S(t), v(t), ∆v) for all allowed actions ∆v ∈ D(t, v(t)).
The above dynamic program is actually closely related to the dynamic program of an American option.
If we interpret continuation value as the value of not exercising the option at day t, assuming it has not been
exercised before, we find the usual dynamic program for the American option for t = 1 . . . T − 1 (normally
the American option is settled at the last trading date, t = T ):
U(T, S(T )) = h(S(T )) (13)
U(t, S(t)) = max {h(S(t)), C(t, S(t))} (14)
One way to find an approximate solution for this dynamic program is by regression-based simulation.
From the available regression-based methods, we use the Least Squares Monte Carlo (LSM) method. Un-
derlying reasons for this choice and some related literature were given in section 2.2.
In the next section we discuss our extension of the LSM method for American options to a storage
contract. The resulting pricing algorithm is presented at the end. We refer to Longstaff and Schwartz (2001)
for a simple numerical example for an American put. Another example is brought forward by Moreno and
Navas (2003), which emphasizes the possible impact of having too few simulation paths. In their example
the price of the American option becomes lower than the European option. This pitfall can be avoided with
enough simulation paths, which requires an efficient pricing algorithm as we discuss below.
2.6 Least Squares Monte Carlo
According to the dynamic program defined by equations (11) and (12), the holder of the storage contract
has to calculate continuation values for all t for all possible actions ∆v ∈ D(t, v(t)) for allowed volume levels
v(t) ∈ V(t). The assumption behind regression-based techniques is that one can approximate continuation
values by a (finite) linear combination of known basis functions φq(t, S(t), v(t), ∆v) of the current state. This
means we approximate
C(t, S(t), v(t), ∆v) ≈
Q∑
q=1
φq(t, S(t), v(t), ∆v)βq,t (15)
for certain constants βq,t ∈ R and Q ∈ N. It is a priori not clear which value to assume for Q and from
which family of basis functions to choose φq(t, S(t), v(t), ∆v). The original method works as follows: first,
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the coefficients in this expansion are estimated by a least-squares regression of known continuation values
on the current state variables. Then a continuation value is approximated by substituting the regression
coefficients and one can determine a decision rule.
According to our definition, the continuation value is dependent on time t, spot price S(t), volume level
v(t) and volume change ∆v. Before we discuss the LSM method in more detail, let us show our approach to
reduce the dimensionality of the problem towards a point that the basis functions need only depend on S(t).
A first observation is that we can reduce the dimensionality from 4 to 3, because the dependency of
continuation value is actually on the SUM of volume level and volume change, instead of volume level AND
volume change. To see the improvement, suppose we are at volume level k and consider decision ∆v = 0
so that we need to approximate C(t, S(t), k, 0). Now if we are at volume level k − α and consider decision
∆v = α we have to calculate C(t, S(t), k − α, α). Because these two actions both reach volume level k at
time t + 1, they will lead to the same cash flows later. That means that
C(t, S(t), k, 0) = C(t, S(t), k − α, α) (16)
For this reason, we can write continuation values as a three dimensional vector: C(t, S(t), v(t) + ∆v) or
equivalently C(t, S(t), v(t + 1)).
In the LSM method it is possible to include the time unit in the regressions, but it is more customary
and in line with the original method of Longstaff and Schwartz to run separate regressions for each time
unit. Similar to the time variable, one has the option to include the volume level v(t + 1) in the regression
together with the price S(t). We tested various ways to incorporate both volume and price in bi-variate
basis functions, but found that even with high order polynomials convergence results were unsatisfactory.
In many different types of empirically tested storage problems, the relationship between volume, price and
continuation value appeared to be not very smooth. Hence, it is better to run a separate regression per
volume level. For this reason we discretised the volume into n = 1 . . . N − 1 units of fixed width α. We
estimate a different set of regression parameters for each volume point v(t+1; n) := (n−1)α separately. This
leads to an estimate for the continuation value for all discrete volume points, denoted by C(t, S(t), v(t+1; n)).
Thus we have reduced the dimension of the basis to one. This means the only stochastic part involved is
the spot price and we can write φ(S(t)), similar to Longstaff and Schwartz. Of course, the precise functional
form of φ(S(t)) remains a discussion and we will come back to this issue in section 3.6.
In practice the continuation values are unknown, and we follow Longstaff and Schwartz in assuming the
following approximation for all M independent paths from the simulation, b = 1, . . . , M :
Cb(t, Sb(t), v(t + 1; n)) ≈ e−δY b(t + 1, Sb(t + 1), v(t + 1; n)) (17)
where we denote by Y b(t+1, Sb(t+1), v(t+1; n)) the accumulated value of future realized cash flows in path
b following optimal decisions starting at time t + 1 being at volume level v(t + 1) and price Sb(t + 1).2 With
approximation (17), we can estimate the best regression coefficients β̂ by an ordinary least squares (OLS)
regression. If we substitute these β̂ back into equation (15), we get an approximation Ĉb(t, Sb(t), v(t; n)+∆v)
of the continuation value for all volume points v(t;n).
In section 4 4.2 we will discuss a more efficient approach to find an estimate for the continuation value for
all allowed volume levels for all allowed actions. Right now, we will assume that we discretize both volume
and volume actions into a fine grid, which will enable us to approximate the continuation value.
2To improve the convergence speed, Longstaff and Schwartz (2001) propose using only in-the-money paths in the regression.
This recommendation cannot be applied here, because a storage will naturally generate negative payoffs during injection.
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With an approximation of the continuation value for all allowed actions ∆v we can determine a decision
rule π̂b(t, Sb(t), v(t)) for all allowed volume levels:
π̂b(t, Sb(t), v(t)) = arg max
∆v∈D(t,v(t))
{
h(Sb(t), ∆v) + Ĉb(t, Sb(t), v(t) + ∆v)
}
(18)
This means we take the decision from which we expect to have the highest accumulated payoff. Now we are
able to approximate the value of future accumulated cash flows Ŷ b(t + 1, Sb(t + 1), v(t + 1)):
Ŷ b(t + 1, Sb(t + 1), v(t + 1)) = h(Sb(t + 1), π̂b(t + 1, Sb(t + 1), v(t + 1)))
+e−δY b(t + 2, Sb(t + 2), v(t + 2) + π̂b(t + 1, Sb(t + 1), v(t + 1))) (19)
This procedure is started at day T + 1 where the continuation value is 0 or equal to a penalty function
q(Sb(T + 1), v(T + 1)), which may depend on (the lack of) remaining gas in storage, current price level, and
so on.
Y b(T + 1, Sb(T + 1), v(T + 1)) = q(Sb(T + 1), v(T + 1)) (20)
Then, stepping backwards, we determine a decision rule for all points in the time-volumegrid. Finally at
the valuation date, that is t = 0, we set the value of the storage contract equal to the average value of the
future accumulated cash flows. That is:





Y b(1, Sb(1), v(0)) (21)
Before we continue, let us summarize our pricing algorithm:
1. Simulate M independent price paths Sb(1), . . . , Sb(T + 1) for b = 1 . . .M starting at given S(0)
2. Assign a value to the contract at maturity according to (20)
3. Apply backward induction for t = T, . . . , 1. For each t, step over N allowed volume levels v(t;n) ∈ V(t):
• Run an OLS regression to find an approximation of the continuation value Ĉb(t, Sb(t), v(t+1; n))
according to approximation (15)
• Combine the different continuation values Ĉ into a decision rule π̂b(t, Sb(t), v(t)) according to (18)
• Implement the decision rule to calculate the accumulated future cash flows Y b(t, Sb(t), v(t)) ac-
cording to (19)
4. Storage value is the average accumulated future cash flow over all price paths according to (21)
2.7 Convergence results in the literature
A natural question in a simulation setting is whether the algorithm converges and whether it converges to
the correct value. In this section we provide the convergence results available in the literature for the LSM
method. Because the underlying in our storage contract is the spot price, the available results on the LSM
method with one underlying are of specific interest. Our conclusion is that the literature indicates the LSM
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method converges, though it is worth checking the results of using different basis functions and different
numbers of paths in the LSM method. Our own numerical tests will be illustrated in the next section.
The theoretical convergence of the LSM method for the American option has been discussed in an
asymptotic sense in three different papers. Longstaff and Schwartz (2001, prop. 1) proposed to increase the
number of basis functions until the option price does not increase any more for a fixed number of paths. This
was extended by Clément et al. (2002), who note that the algorithm converges when both the number of
paths and the number of basis functions go to infinity. The resulting price distribution will then be Gaussian.
Recently, Stentoft (2004b, th. 1) noted that the smoothness of the payoff also plays a role. More precisely, he
claims that (assuming some smoothness in the payoff function) one must increase both the number of paths
and the number of basis functions: let there be Q basis functions and M paths; if Q → ∞ and Q3/M → 0
then the price estimate converges to the true price in mean-square sense.
From a numerical perspective testing has been performed for many different options. Besides the Amer-
ican put Longstaff and Schwartz showed the application of the LSM method for more complicated payoff
structures like American-Bermuda-Asian options, cancelable index amortizing swaps (an interest rate prod-
uct), American options on jump diffusions, swaptions and a maximum option. They reached similar results
as for the American put: for an increasing amount of basis functions the option price converges. They also
mention that the results are robust to the choice of basis functions.
These numerical claims were checked by Moreno and Navas (2003) and Stentoft (2004a). Moreno and
Navas use 10 different polynomials (power, Legendre, Laguerre, 2 types Hermite, 5 types Chebyshev) to
price an American put. Their results show that proposition 1 of Longstaff and Schwartz can be violated in
numerical examples, though it typically holds. Stentoft (2004a) finds a similar numerical counter example.
Concerning the normality of the resulting price distribution, Kircher (2004) has a remarkable finding
for the American put option. He found asymmetric fat tails when e.g. a fifth order polynomial is used.
Moreover, “Asymmetric fat tails of the distribution appear only if more than four terms are included in the
regression function. This effect remains when more paths are included in the regression” (Kircher (2004), p.
31).
3 Empirical results
In this section we discuss numerical results of the pricing algorithm, implemented in Matlab. After intro-
ducing our spot price process, we clarify the impact of market dynamics and operational characteristics on
storage value. At the end we demonstrate empirically the convergence of the pricing algorithm.
3.1 Spot price simulation
Because building gas storage facilities requires considerable investments, gas storage is in limited supply and
costly to rent. Consequently, at some times supply has more difficulty in matching demand than at other
times, exemplified in seasonal patterns and mean-reversion in spot prices. Below we show the standard
process that captures these dynamics. It will be used for the simulation of daily gas prices in the rest of this
section, and it can easily be extended to more complex processes.
We simulate M independent price paths according to the one-factor Schwartz (1997) model with time
dependent drift where we use antithetic sampling, see e.g. (Glasserman (2004), ch. 4.2). A natural extension
would be to consider a two-factor model like Schwartz and Smith (2000). Our price process is given by
dS(t)
S(t)
= κ [µ(t)− ln S(t)] dt + σdW (t) (22)
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Note the long term level µ(t) is a time varying function whereas the mean reversion rate κ and volatility σ







dt + σdW (t) (23)
3.2 Standard storage contract
As an example we will use a storage contract on a small salt cavern connected to the Dutch gas system with
characteristics given in table 1. For simplicity reasons we have decided not to take into account a bid-ask
nomination daily
time to maturity T = 1 year
start date 01/07/2005
end date 30/06/2006
min. volume vmin(t) = 0 MWh for all t
max. volume vmax(t) = 250, 000 MWh for all t
start volume v(0) = 100, 000 MWh
end volume v(T ) = 100, 000 MWh
max. withdrawal imin(t, v(t)) = max(vmin(t)− v(t);−7, 500) MWh/day for all t, v(t)
max. injection imax(t, v(t)) = min (vmax(t)− v(t); 2, 500) MWh/day for all t, v(t)
Table 1: Characteristics of our standard storage contract. Alternatively, the volume can be measured in m3
= 0.01076 MWh
spread or interest rates. That is: we take a1 = a2 = b1 = b2 = δ = 0 in equations (3) and (4). For this
example we set the penalty function high enough to ensure that all exercise strategies will terminate at the
desired end volume. The valuation has been processed with the following discretization: α = 2500, N = 101,
T = 365. As a standard we use the first three power basis functions: {1, x, x2, x3}.
We simulate M = 500 price paths based on a forward curve of the Dutch TTF market at 10/06/2005. On
that day, the highest market forward price of 25.44 Euro/MWh was for February 2006, whereas the lowest
price of 14.88 Euro/MWh was for July 2005. For the simulation we transformed the available monthly and
quarterly contracts to a daily forward curve based on a fixed weekly pattern creating a week-weekend spread.
The estimation of parameters σ and κ of the process introduced above is not the focus of this paper.
We initially study two representative parameter cases, both with a daily mean-reversion rate of κ = 0.05.
The high volatility case has σ = 9.45%, whereas the low volatility case has σ = 3.15%. Later we vary these
parameters further to clarify their impact better.
In section 2 2.1 we introduced the concepts of intrinsic and extrinsic value. The intrinsic value is the
value that can be captured with the current forward curve. The full storage value also incorporates the
extrinsic value, which monetizes the volatility in the gas spot prices. The intrinsic value of our storage is 2.7
mln Euro, primarily based on a single full cycle over the year (see the middle line in figure 1) at an average
spread of slightly less than 11 Euro. This value is achieved by first injecting in July and August 2005 at an
average price of 15.01 Euro and a total cost of 2.2 mln Euro. Then, until 12 January 2006 the storage level
is kept almost constant at its maximum of 250, 000 MWh. It takes till 8 March to fully empty the storage at
an average sales price of 25.83 Euro, because in lower priced weekends extra gas is injected. Total revenue
11












































Figure 1: Minimum and maximum attained volume from the extrinsic approach (solid) together with the
intrinsic approach (dashed) for the low and high volatility case from a single run. Note the intrinsic path
and the maximum volume of the extrinsic approach coincide in the left side of the graphs.
in this period is 6.5 mln Euro. Finally, with some temporary variations, gas is re-injected to the required
level of 100, 000 MWh by the end of June at an average price of 15.73 Euro.
The intrinsic value assumes no variations in spot prices. With a fairly low daily volatility of 3.15%,
storage value increases already by 15% to a total of 3.1 mln Euro. Nevertheless, the storage’s flexibility can
be really exploited in the high volatility case of 9.45%, which doubles the storage value compared to the
intrinsic value to 5.4 mln Euro. Apparently, the extrinsic value varies a lot with the spot market volatility.
In a volatile market, the seasonal component is no longer the major price driver and a flexible storage can
successfully benefit from this volatility.
The volume and price distributions from a single run of 500 simulations are shown in figure 1 and 2. We
see the high volatility case has a wider price distribution, which translates into a higher storage value. The
volume distribution in the high volatility case is a large band occupying almost all possible volumes. In the
low volatility case, the seasonal spread is the major driving factor for the gas price. We observe that the
realized volumes in the low volatility case therefore follow the intrinsic volume path more closely. Another
issue worth noticing is the weekday-weekend pattern in the volume paths: the exploitation of lower weekend
prices leads to saw-tooth volume paths. As remarked by De Jong and Walet (2003) the expected volume
distribution can serve as an input to the transport booking.
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Figure 2: Distribution of values from the extrinsic approach together with the intrinsic value for the low and
high volatility case from a single run. Vertical lines indicate the intrinsic value (2.7 mln Euro), the mean in
the low volatility case (3.1 mln Euro) and the mean in the high volatility case (5.4 mln Euro).
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Figure 3: Impact of changing the mean-reversion (top) and volatility (bottom) parameter. The vertical lines
indicate the parameter values in the high volatility case.
3.3 Impact of market dynamics
The difference between the high and low volatility case already hinted at the impact of market dynamics
on storage value. It is interesting to analyze this further. In figure 3 we show how the value changes with
mean-reversion and volatility, the two main drivers of gas spot prices. As expected, the values increase with
volatility; the relationship is almost linear.
With respect to mean-reversion two effects play a role in opposite directions. On the one hand, a higher
mean-reversion makes price movements more predictable and the successful timing of purchases and sales
easier. This effect raises storage value. On the other hand, a higher mean-reversion ensures that prices are
pulled back to an average level faster. This limits the possibility of large price swings and decreases storage
value. Figure 3 shows that the second effect dominates for small mean-reversion rates, but the first effect
takes over at an inflexion point of around κ = 0.04. We verified that this inflexion point lies further to the
right for more flexible storages (with high injection and withdrawal rates), because they especially exploit
small short-lived price swings. In general, within a reasonable range for the mean-reversion rate of around
0.02 to 0.11 our storage value is fairly stable. We therefore conclude that volatility often has a larger impact
than mean-reversion.
3.4 Impact of operational characteristics
Besides the market dynamics, the operational characteristics can change the value of storage dramatically.
In figure 4 we show a sensitivity analysis of the working volume, injection and withdrawal rates, changing
one parameter at the time. The top panel demonstrates maximum withdrawal rates ranging from −1, 000 to
14




















































Figure 4: Impact of changing one operational parameter in the high volatility case: withdrawal rate (top),
injection rate (middle) and maximum volume (bottom). The vertical lines indicate the parameter value in
the standard storage contract.
−20, 000 MWh/day. The middle panel shows the maximum injection rates from 500 to 15, 000 MWh/day.
Finally, for the bottom panel we changed the working volume from 100, 000 to 700, 000 MWh. The general
pattern is that storage value increases most strongly if flexibility (injection or withdrawal) is raised from
very low levels, but less so if it is raised from higher levels. When the working volume is raised we observe a
similar flattening off of the value increase. At some point, somewhere above 600, 000 MWh, the full working
volume cannot even be cycled in a year with the available injection and withdrawal rates, and higher working
volumes have no effect on storage value.
We conclude that the magnitude of the marginal change in storage value depends on the current char-
acteristics of the storage. Changing the factor that is most binding pays off most. In our case for example,
raising the injection rate with an extra MWh per day has a far larger marginal effect than raising the with-
drawal rate or working volume with an extra MWh. These marginal changes should be compared with the
additional investment costs to find the optimal expansion decision.
3.5 Convergence, normality and the empirical error
In this and the following section we empirically test the convergence of the proposed pricing algorithm.
In this section we consider the normality of the price distribution. According to the asymptotic results
by Clément et al. (2001) it should be a normal distribution. According to Kircher (2004) asymmetric fat
tails can occur if we use more than four basis functions (see also our earlier discussion in section 2.7.) The
normality of the price distribution is important for the determination of a confidence interval. We calculate
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the standard deviation as the standard error of the mean values from 10 different runs.
Upon initial inspection, the price distributions (both from a single run) in figure 2 appear normally
distributed. A statistical test whether data is normally distributed with unknown mean and variance is the
Lilliefors test. We find that at a 5-percent level we cannot reject the hypothesis of normality only for the
high volatility case. Increasing the simulation to 1, 000 instead of 500 paths we find we cannot reject the
hypothesis for both volatility cases.
3.6 Impact of regression settings
In the regression method it is not a priori clear which kind of basis functions, how many basis functions
to choose and how many paths to use. In this section we present the results based on choosing from three
different families: power, weighted Laguerre and b-splines.3 The first two are polynomial families, the last
one joins piecewise cubic polynomial segments. An alternative is to regularize the fit. This can be done by
adding a penalizing term to control the smoothness of the fit, often the second derivative. Such an approach
was used by Thanawalla (2005) for swing options. Ramsay offers the possibility of smoothing the fit to
become monotonic.
During the implementation we encountered numerical instabilities for the weighted Laguerre. We found
poor fits and even values well below the intrinsic value. For this reason we do not report the values for the
weighted Laguerre. The implementation also produced numerical instabilities when increasing the number
of basis functions to 7 in both the power and the b-splines regression.
The results of tests for the power and b-splines can be found in table 2. The table presents the mean
and standard deviation based on 10 runs and the total running time for different basis functions, different
numbers of paths, and different numbers of basis functions. To enable a correct comparison the simulations
are fixed per number of paths, e.g. there is 1 set of 10 ∗ 500 simulations. We verified that our b-splines with
no interior knots and the power basis {1, x, x2, x3} yield the same fit. The presented numbers are calculated
using in-sample valuation as we will present in section 4.1.
From the table we see a fast increment in time with the number of paths while the empirical error
is decreasing. The mean values are surprisingly stable between the power and b-splines for the different
numbers of paths and different number of basis functions (minimum of 5, 397, 023, maximum of 5, 502, 115).
From the test we conclude the storage valuation is quite robust to the regression settings.
In comparison to the literature our results are strikingly good given the number of paths we use. For
example, Longstaff and Schwartz used 100, 000 paths to price an American put. By changing the parameters,
we found this phenomenon was not due to the specific parameter setting in this example. We have no full
explanation for this behavior, but believe it is partly attributable to the reduction in dimension described
earlier, which makes the pricing algorithm relatively precise. Another part can be attributed to the high
mean-reversion rate in gas market. As a result, the price simulations do not get far off the initial forward
curve. Especially with a one-factor process, which essentially assumes that only the short end of the curve
is variable, the price distribution is not so wide. Internal testing has shown that a two-factor price process
requires a higher number of paths, though 5, 000 is certainly still enough. Increasing the number of paths to
50, 000 did not really impact the value.
3The b-spline regression is performed with software provided by Jim Ramsay on his website:
ftp://ego.psych.mcgill.ca/pub/ramsay/. In specific we use the functions “create bspline basis” and “data2fd” with order = 4
and nbasis = [4, 5, 6]. This implies we have 0, 1 and 2 internal knots.
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number of paths mean std running time (sec)
P2 50 5469006 67536 38
500 5496365 22884 280
5000 5502115 5341 3815
P3 50 5449743 68298 38
500 5433701 24246 276
5000 5436252 3368 2806
P4 50 5463046 70319 39
500 5414859 24213 258
5000 5412658 4294 3568
P5 50 5473720 69226 39
500 5401761 22241 252
5000 5397023 4171 3551
b5 50 5466878 71008 98
500 5414515 24477 323
5000 5413977 4295 4052
b6 50 5474144 69125 100
500 5403416 21749 329
5000 5398939 4462 4057
Table 2: The impact of different families of basis functions (power P and b-splines b), a different number
of basis functions and a different number of paths (50, 500 or 5000). Regressions for a specific number of
paths use the same set of simulated paths. We present the high volatility case and calculate the mean and
standard deviation on 10 runs. Time indicates the total running time of the program for the 10 runs.
4 Improving the computational efficiency
The valuation of a storage contract using a Monte Carlo method is a computationally demanding task.
We have seen calculation time exploding with the number of paths and the chosen discretization in time
or volume, limiting the number of cases to be studied. Also, to incorporate more physical constraints an
efficient program is essential. In this section we discuss two ways to improve the performance of the program:
use in-sample valuation and reformulate the pricing algorithm.
In the literature there are more ways available to improve the speed of convergence, especially related to
price simulation. Glasserman (2004) offers an overview of variance reduction techniques. Stentoft (2004a)
found that antithetic sampling does not always outperform the standard simulation.
4.1 Use in-sample valuation
An interesting diagnostic test to study the convergence of the simulation algorithm is to compare in-sample
and out-of-sample valuation. The simulation algorithm is said to perform well if the two valuations are close
to each other. The pricing algorithm described above is an in-sample valuation. The out-of-sample valuation
follows from implementing the decision rules on a new set of simulated price paths. Thus, the out-of-sample
valuation contains both a backward and forward induction, whilst the in-sample valuation contains only a
backward induction. In mathematical terms we have (for comparison reasons we replicate equation (21))
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h(Sb(t), π̂(t, Sb(t), v(t))) (25)
Longstaff and Schwartz (2001, table 2) found in the case of the American put positive and negative
differences between the in-sample and out-of-sample values and that only 5% of the values are larger than
two standard errors. We found no references in the literature for swing or storage showing both in-sample
and out-of-sample valuations.
In the test we compare the in-sample and out-of-sample values for 5 runs in the low volatility and 5 runs
in the high volatility case. The results are shown in table 3. In the table we see both positive and negative
differences with a maximum relative difference of 1.51%. In this test we used the usual first three power
basis functions.
high low
run in out rel. diff. in out rel. diff.
1 5428806 5367698 1.14% 3162855 3170827 -0.25%
2 5459147 5377910 1.51% 3183351 3164578 0.59%
3 5445448 5382609 1.17% 3166992 3158039 0.28%
4 5445076 5454934 -0.18% 3171856 3157683 0.45%
5 5387498 5341233 0.87% 3168123 3160245 0.25%
Table 3: In-sample and out-of-sample values for 5 runs in the high and 5 runs in the low volatility case
together with their relative difference.
From this test we see the resulting price distributions from an in-sample and an out-of-sample valuation
are similar and have the same mean. Empirical tests showed that an increasing number of simulations,
decreases the difference between an in-sample and out-of-sample valuation.
From a memory perspective the out-of-sample valuation is much more demanding than the in-sample
valuation. For the out-of-sample valuation we determine and store a decision rule for all possible prices for
all grid points in the (time-volume) matrix in the backward induction. In the forward induction the decision
rules can then be implemented. This means we need to store a large three dimensional matrix which can
cause memory problems and slows down the calculations. An in-sample valuation does not encounter this
problem. For the in-sample valuation it suffices to store the decision rule for a specific grid point until the
valuation for that grid point has been done, after which we can forget it.4
It is worth noticing that we can avoid three dimensional matrices at all if we run an in-sample valuation.
For this, it is enough to note the pricing algorithm requires the accumulated future cash flows and not all
individual cash flows. Therefore it suffices to discount during the backward induction leaving out the time
dimension.
Thus we can observe the usage of 3-dimensional matrices is directly connected to a discussion about out-of-
sample versus in-sample valuation. We conclude that in-sample valuation is preferred from a computational
4Another way to reduce the size of the decision matrix is to store only the switch points. With b possible actions in a point,
while assuming economic explainable results, it would suffice to store only b numbers for each time-volume combination.
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viewpoint. The only negative aspect of in-sample valuation is that we are no longer able to get insight in the
possible volume paths. For valuation purposes the possible volume paths are often not relevant, though for
managing physical storages they might be important. In those cases we advise to run in-sample valuation
(based upon a large number of paths) for valuation purposes together with an out-of-sample valuation (based
upon a small number of paths) to create a rough volume distribution. All numbers presented in this paper
are based upon in-sample valuation.
4.2 Reformulate pricing algorithm
In section 2 2.6 we argued that it is more efficient to run separate regressions per time unit and volume point
than including time and volume in the basis functions of the regressions. We also showed that continuation
value depends on the SUM of current volume and volume change, rather than on both of them separately.
All this lead to basis functions that only depend on S(t).
Discretisation of both the volume level and the possible actions was one way to reduce the dimensionality.
However, in order to incorporate all volume levels that can be possibly attained, a very fine grid of volume
points may be required. As a solution, to limit the size of the grid and at the same time obtain accurate esti-
mates of continuation values, we perform an interpolation. More precisely, the expected continuation values
for intermediate volume levels are calculated as the distance weighted average of the expected continuation
values at adjacent volume points, denoted by v(t + 1; n?) and v(t + 1;n? + 1). In mathematical terms:
n? := sup{n ∈ {1, . . . N}|(n− 1)α ≤ v(t + 1)} (26)
w? :=
v(t + 1)− v(t + 1; n?)
α
(27)
Ĉ(t, S(t), v(t + 1)) := w?Ĉ(t, S(t), v(t + 1; n?)) + (1− w?)Ĉ(t, S(t), v(t + 1; n? + 1)) (28)
This interpolation is especially time-saving when the working volume is not a nice multiple of injection
and withdrawal rates, which is quite likely in practice. It is even almost inevitable when injection and
withdrawal rates are time-dependent and/or volume dependent.
The remaining step in the process is to consider how to treat the different possible actions. According
to the definition of the decision rule in equation (18) we should choose the maximum over ∆v ∈ D(t, v(t)).
One can wonder whether the optimal decision is to choose always between maximum possible injection,
maximum possible withdrawal or no action. From a computational perspective it is certainly beneficial
that one can consider at most three different actions and leave out all intermediate possibilities. Such an
approach was chosen by De Jong and Walet (2003). In our experiments we have seen this is most often, but
not always, the case. To give an example where this strategy is suboptimal consider a storage where the
working volume is not a multiple of the maximum injection and withdrawal rate. Then the optimization will
miss the opportunity to already inject less than the maximum while the volume is not close to the maximum.
5 Conclusion and future developments
In this paper we have shown how to value storage contracts using a Monte Carlo method. Our proposed
solution method is a generalization of the Least-Squares Monte Carlo method proposed by other authors
for American options. In gas storage valuation and optimization the current volume level plays a central
role. The level of this continuous variable determines which actions are allowed and makes the problem
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more complex than of standard American puts or standard swing options. We propose a pricing algorithm
incorporating a number of solutions to efficiently deal with this volume variable and the various constraints,
as described in sections 2 and 4.
We empirically show that this pricing algorithm converges well by comparison of in-sample and out-of-
sample valuations, but also by using different basis functions and a different number of paths. We observe
that as few as 50 simulations often suffice to get a precise storage value. This is in stark contrast to other
research where up to 100, 000 simulations are mentioned as a requirement for low variance in the option
value. We have no full explanation for this behavior. Partially, we attribute this remarkable result to the
strong mean-reversion in gas spot markets, which limits the variance of the price distribution. However, we
also attribute this to our effective pricing algorithm and the one-factor price model.
Our method assumes a spot trading strategy and a one-factor price process. It is therefore most suitable
for valuations over a horizon of up to a few years. From a financial perspective, it is especially interesting to
make the methodology also suitable for long-term valuations. This can be achieved with the same valuation
method, but a different price simulation. The new simulations would have to come from a multi-factor price
model also describing uncertainty in long-term price level, summer-winter-spreads and interest rates. Such
a model would further support the decision making process in new gas storage investments, in which many
billions of dollars will be invested in the next couple of years.
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