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ABSTRACT
Fluctuations of the surface brightness of cosmic X-ray background (CXB) carry unique infor-
mation about faint and low luminosity source populations, which is inaccessible for conven-
tional large-scale structure (LSS) studies based on resolved sources. We used Chandra data
of the XBOOTES field (∼ 9 deg2) to conduct the most accurate measurement to date of the
power spectrum of fluctuations of the unresolved CXB on the angular scales of 3′′ − 17′. We
find that at sub-arcmin angular scales, the power spectrum is consistent with the AGN shot
noise, without much need for any significant contribution from their one-halo term. This is
consistent with the theoretical expectation that low-luminosity AGN reside alone in their dark
matter halos. However, at larger angular scales we detect a significant LSS signal above the
AGN shot noise. Its power spectrum, obtained after subtracting the AGN shot noise, follows a
power law with the slope of−0.8±0.1 and its amplitude is much larger than what can be plau-
sibly explained by the two-halo term of AGN. We demonstrate that the detected LSS signal is
produced by unresolved clusters and groups of galaxies. For the flux limit of the XBOOTES
survey, their flux-weighted mean redshift equals 〈z〉 ∼ 0.3, and the mean temperature of their
intracluster medium (ICM), 〈T 〉 ≈ 1.4 keV, corresponds to the mass of M500 ∼ 1013.5 M⊙.
The power spectrum of CXB fluctuations carries information about the redshift distribution
of these objects and the spatial structure of their ICM on the linear scales of up to ∼Mpc, i.e.
of the order of the virial radius.
Key words: – Galaxies: active – X-rays: galaxies – large-scale structure of Universe – X-rays:
diffuse background – Galaxy clusters
1 INTRODUCTION
Since the discovery of the cosmic X-ray background (CXB) about
half a century ago (Giacconi et al. 1962), understanding of its origin
has been one of the major drivers for the development of X-ray as-
tronomy and most X-ray space telescopes, such as the currently ac-
tive missions: XMM-Newton, Chandra, and NuSTAR (e.g. Fabian
& Barcons 1992; Giacconi 2013; Tanaka 2013). Thanks to the
many, in particular deep X-ray surveys of Chandra (e.g. Brandt &
Hasinger 2005; Alexander et al. 2013; Brandt & Alexander 2015),
we now know for certain that the CXB is dominated by extragalac-
tic discrete sources, with Active Galactic Nuclei (AGN) leading
the way (e.g. Comastri et al. 1995; Moretti et al. 2003; Hickox &
Markevitch 2006, 2007; Gilli, Comastri & Hasinger 2007; Moretti
et al. 2012; Lehmer et al. 2012). This makes the CXB the prefect
window to study the accretion history of the Universe up to high
redshift (z ∼ 5) (e.g. Hasinger, Miyaji & Schmidt 2005; Gilli, Co-
mastri & Hasinger 2007; Aird et al. 2010; Ueda et al. 2014; Miyaji
et al. 2015), which is an essential base to understand galaxy evo-
lution (e.g. Hopkins et al. 2006; Hickox et al. 2009; Alexander &
Hickox 2012).
Since the first X-ray surveys, angular correlation studies of
the CXB had two major applications. They are used to disentan-
gle the components of the CXB and at the same time to perform
large-scale structure (LSS) studies (e.g. Scheuer 1974; Hamilton
& Helfand 1987; Shafer & Fabian 1983; Barcons & Fabian 1988;
Soltan & Hasinger 1994; Vikhlinin & Forman 1995; Miyaji & Grif-
fiths 2002). The advantage of such studies is that one can analyze
the CXB beyond the survey sensitivity limit, since one does not re-
quire any source identification or/and redshift information. Thanks
to these studies it has been long known that the CXB must be domi-
nated by point-sources with a redshift distribution similar to optical
QSOs but somewhat higher clustering strength.
These results were confirmed in the last∼two decades by very
deep pencil beam surveys (e.g. Hickox & Markevitch 2006, 2007;
Lehmer et al. 2012) and LSS studies with resolved samples of X-
ray-selected AGN from wide but more shallow surveys (see reviews
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of Cappelluti, Allevato & Finoguenov 2012; Krumpe, Miyaji &
Coil 2014). This became possible thanks to the high-angular reso-
lution of the current generation of X-ray telescopes, complemented
with optical spectroscopic redshift surveys of sufficient size and
depth. Due to this clustering measurements with resolved AGN de-
veloped in the last decade to an important branch of LSS studies in
general. It led to major advances in understanding how AGN activ-
ity is triggered and how does it depend on its environment, such as
the host galaxy and dark matter halo (DMH) properties, and how do
supermassive black holes (SMBH) grow and co-evolve with their
DMH over cosmic time, which are essential questions in the field
of galaxy evolution (e.g. Cappelluti, Allevato & Finoguenov 2012;
Krumpe, Miyaji & Coil 2014). In the future, it will become possible
to use AGN as a cosmological probe via baryon acoustic oscillation
measurements (for details see e.g. Kolodzig et al. 2013a; Hu¨tsi et al.
2014) with the ∼ 3 million AGN to be detected in the upcoming
SRG/eROSITA all-sky survey (for details see Predehl et al. 2010;
Merloni et al. 2012; Kolodzig et al. 2013b).
Due the focus on resolved AGN, the current knowledge
of AGN clustering properties and its implications for AGN and
galaxy evolution are biased towards objects of L0.5−2.0 keV >
1042 erg s−1, in particular for higher redshifts (z > 0.5), due to
the luminosity cut from the AGN identification process and the
signal-to-noise ratio (S/N) cut for the spectroscopic redshift (e.g.
Allevato et al. 2011, 2012, 2014; Krumpe, Miyaji & Coil 2010;
Krumpe et al. 2012; Miyaji et al. 2011; Krumpe et al. 2015). An
important question to ask is if we are able to extrapolate these clus-
tering properties to less luminous AGN, which trace galaxies at an
earlier evolutionary stage with a less massive SMBH and/or smaller
accretion rate than luminous AGN? A significant step towards an-
swering this question is to study the surface brightness fluctuations
of the unresolved CXB measured with the current generation of X-
ray telescopes, which allows us to measure angular fluctuations on
small scales down to the arc-second regime.
This type of clustering measurement offers us a great window
to the small-scale clustering regime (< 1 Mpc h−1). Clustering
studies of spatially resolved AGN samples have difficulties to ac-
cess this regime, because of the low spatial density of AGN in gen-
eral, and because multiobject spectroscopy surveys are typically
limited to an angular separation of ∼ 1′ (e.g. Blanton et al. 2003;
Dawson et al. 2013). Therefore, our best spatially resolved mea-
surement of the small-scale clustering regime comes from the use
of dedicated catalogs of close AGN pairs (e.g. SDSS Quasar Lens
Search, Kayo & Oguri 2012) or the direct measurement of the halo
occupation distribution (HOD) of AGN from galaxy groups (e.g.
Allevato et al. 2012). Both types of measurement require an exten-
sive amount of multi-wavelength survey data. In terms of standard
clustering studies, the best results come from studies of optically-
selected AGN thanks to the sufficient size of the available survey
data (e.g. Hennawi et al. 2006; Kayo & Oguri 2012; Richardson
et al. 2012; Shen et al. 2013). For X-ray-selected AGN, the situa-
tion is more difficult due to the so far rather limited survey data (e.g.
Allevato et al. 2012; Richardson et al. 2013). Here, non-spatially
resolved studies, such as the brightness fluctuations of the unre-
solved CXB, may offer a true alternative for small-scale clustering
measurements, which have not been fully utilized yet.
Due to their scientific focus, the only two existing studies of
the brightness fluctuations of the unresolved CXB at these angular
scales used very deep surveys (e.g. Cappelluti et al. 2013; Helgason
et al. 2014). However, this also implies a very small sky coverage
of these surveys (∼ 0.1 deg2).
In our study, we aim to conduct the most accurate measure-
ment to date of the brightness fluctuations of the unresolved CXB
on angular scales below ∼ 17′. We are able to achieve this by us-
ing the XBOOTES survey (Murray et al. 2005; Kenter et al. 2005,
hereafter K05), the currently largest available continuous Chandra
survey, with a surface area of ∼ 9 deg2. The advantage in compar-
ison to previous studies is that a higher S/N makes any compari-
son with current clustering models from known source populations
much more meaningful and it enables us to do clustering measure-
ments in an energy resolved manner in order to separate different
source populations. In this first study we present our measurement
of the brightness fluctuations of the unresolved CXB with angular
scales up to ∼ 17′, and make novel tests for systematic uncertain-
ties such as the brightness fluctuations of the instrumental back-
ground.
Covering the angular scales from the arc-second to arc-minute
regime may allow us to study the clustering properties of AGN
within the same DMH (one-halo-term) and AGN of different
DMHs (two-halo-term) of low-luminosity AGN (L0.5−2.0 keV <
1042 erg s−1) and redshifts of z > 0.5. This parameter regime
is inaccessible for conventional clustering studies of the resolved
CXB with current X-ray surveys (e.g. Cappelluti, Allevato &
Finoguenov 2012).
Diffuse emission from the intracluster medium (ICM) of clus-
ters and groups of galaxies and the associated warm-hot intergalac-
tic medium (WHIM) also contributes to the CXB (e.g. Rosati, Bor-
gani & Norman 2002; Hickox & Markevitch 2007; Kravtsov &
Borgani 2012; Roncarelli et al. 2012). Since clusters and groups
of galaxies are more difficult to detect and an order of magni-
tude more sparse than AGN, our knowledge about their popula-
tion, in particular at low fluxes (. 10−16 erg cm−2 s−1) is less
certain (e.g. Finoguenov et al. 2007, 2010, 2015; Clerc et al. 2012;
Bo¨hringer, Chon & Collins 2014). Thanks to cosmological hydro-
dynamical simulations (e.g. Roncarelli et al. 2006, 2007, 2012;
Ursino et al. 2011; Ursino, Galeazzi & Huffenberger 2014) and
analytical studies (e.g. Diego et al. 2003; Cheng, Wu & Cooray
2004) we have nevertheless some reasonable understanding of their
clustering properties. As we will demonstrate in this paper, angu-
lar correlation studies of CXB fluctuations can help to dramatically
improve the situation from the observational side.
This paper is organized as following: In Sect. 2 we explain our
data processing procedure, in Sect. 3 we show the energy spectrum
of the unresolved CXB of XBOOTES and estimate the contribu-
tion by different components of the CXB, in Sect. 4 we present
our measurement of the surface brightness fluctuations of the unre-
solved CXB, and in Sect. 5 we study the origin of the detected LSS
signal at large angular scales. In the Appendixes we present results
of tests for various systematic effects and investigate the impact of
the instrumental background on our measurements.
For the work we assume a flat ΛCDM cosmology with the
following parameters: H0 = 70 km s−1Mpc−1 (h = 0.70),
Ωm = 0.30 (ΩΛ = 0.70), Ωb = 0.05, σ8 = 0.8. The values
for H0 and Ωm were chosen to match the values assumed in the X-
ray luminosity function studies, which we use in our calculations
(e.g. Sect. 3.3 or 4.3), and Ωb and σ8 are derived from the cosmic
microwave background (CMB) study of WMAP1 (Komatsu et al.
2011). We note that the results of this work are not very sensitive to
the exact values of the cosmological parameters and if we used the
recently published, more precise cosmological parameters of the
1 http://map.gsfc.nasa.gov
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CMB study by PLANCK2 (Planck Collaboration et al. 2015) our
results would not change.
2 DATA PREPARATION AND PROCESSING
For our analysis of the surface brightness fluctuations of the un-
resolved CXB we are using the XBOOTES survey (Murray et al.
2005, K05), which is currently the largest available continuous
Chandra survey with a surface area of ∼ 9 deg2. It consists of
126 individual, contiguous Chandra ACIS-I observations. In or-
der to avoid unnecessary complication in our analysis, we exclude
eight of them. The six observations with the ObsIDs 3601, 3607,
3617, 3625, 3641 & 3657 are excluded because they all show much
higher background count rate than the average. The observations
with the ObsIDs 4228 and 4224 are excluded because they contain
a very bright point- and extended source, respectively. Therefore,
when referring to the “XBOOTES survey”, we mean from now on
the 118 remaining observations (for a full list of observations see
Table 1 of Murray et al. 2005).
The average exposure time of an XBOOTES observation is
∼ 5 ksec and the combined exposure time of 118 observations is
almost 0.6 Msec. By excluding 8 observations the surface area of
XBOOTES reduces from originally ∼ 9.3 deg2 to ∼ 8.7 deg2.
Those values will further decrease after processing the observa-
tions.
For processing the observations of the XBOOTES survey we
are using Chandra’s data analysis system CIAO (v4.7, CALDB
v4.6.9, Fruscione et al. 2006) and follow their standard analysis
threads, unless stated otherwise. Since the observations were per-
formed in the very faint mode (VFAINT), we are able to make use
of CIAO’s most strict filtering method3 of background events in
ACIS-I data.
Unless otherwise stated, we use throughout the paper for
the Galactic absorption a hydrogen column density of NH =
1020cm−2 as determined for the XBOOTES survey and we convert
the flux of extragalactic sources between different energy bands
and between physical and instrumental units assuming an absorbed
powerlaw with a photon-index of Γ = 1.70 (K05, Sect.3.3).
2.1 Exposure map and mask
For the following data processing and analysis, we will need the
exposure map E [seconds] and mask M, which we describe here.
We use the exposure map E to convert our count maps C
[counts] into flux maps F [cts s−1] but also to take the vignetting
into account. For creating the exposure map E we are using the
spectral model and best-fit parameters of our spectral fit of the un-
resolved CXB (Table 2). Note that the exposure map E is not very
sensitive to the choice of the spectral model in the 0.5 − 2.0 keV
band, because we only compute the exposure map in units of sec-
onds and the vignetting is not very energy depended in this energy
range.
We use the mask M to excluded certain regions of Chan-
dra maps from the analysis. It is set to be large enough (2900 ×
2900 pixels) to contain the entire ACIS-I FOV of an observa-
tion. Pixels of the mask are set to zero, when they are outside the
2 http://www.cosmos.esa.int/web/planck
3 For details see http://cxc.harvard.edu/cal/Acis/Cal_
prods/vfbkgrnd. We activate it in the data processing script
chandra repro with check vf pha = yes.
Figure 1. Shape of the PSF for Chandra ACIS-I (averaged over 4 az-
imuthal angles) for different offset angles (θ) for the source flux of 0.63×
10−14 erg cm−2 s−1 deg−2 (0.5 − 2.0 keV). The vertical dashed line
shows the radius of the circular exclusion area for this flux group (Table 1).
The horizontal dotted lines show levels corresponding to 100% and 10%
of the surface brightness of unresolved AGN (Sect. 3.1.3).
FOV, when they are within the exclusion area of a resolved source
(Sect. 2.2), when they have zero exposure time, which takes also
bad pixels into account, or when the exposure time falls below 63%
of the peak value of E. The latter targets low exposed pixels, which
are predominantly located in the CCD gaps and edges of the ACIS-I
and occur due to the dithering movement of Chandra during an ob-
servation. The threshold was chosen to be 63%, because we see a
clear break of the pixel distribution of E around this value. The av-
erage field-of-view (FOV) solid angle of one observation after this
filter step but before removing resolved sources is ∼ 0.07 deg2.
The solid angle of the mask is computed as
Ω = (∆p)2 (Σi,jMi,j) , (1)
whereby ∆p is the size of a pixel. Since for our analysis we use an
image pixel binning of one, the size of a pixel4 is ∆p = 0.492′′ .
Whenever we convert counts to count-rate, where we can not
use the exposure map E, we are using the average value of this
map:
〈E〉 = Σi,jEi,jMi,j
Σi,jMi,j
, (2)
This for instance is the case for the energy spectrum in Sect. 3 or
for energy bands above 9 keV, where the effective area of Chandra
becomes neglectable.
2.2 Removing resolved sources
In order to study the unresolved CXB, we need to remove the re-
solved (point-like and extended) sources to such a level that the
residual counts of resolved sources contribute only insignificantly
to the surface brightness of the unresolved CXB. For this purpose
we are using the two source catalogs of K05 for point and extended
sources.
4 http://cxc.harvard.edu/proposer/POG/html/chap6.
html\#tab:acis_char
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Table 1. Radius of the circular exclusion area of resolved point sources in XBOOTES for different flux groups.
Flux # of (b) Radius Depth(c) ECF(d) (e)
Groups(a) Sources [%] [arcsec] [%] [%] [cts]
[0.47, 0.63[ 1673 ∼ 51 30 ∼ 10 ∼ 98.4 ∼ 0.06
[0.63, 2.10[ 1328 ∼ 40 55 ∼ 10 ∼ 98.7 ∼ 0.16
[2.10, 9.00[ 268 ∼ 8 80 ∼ 25 ∼ 99.0 ∼ 0.55
[9.0, 47.0[ 23 ∼ 1 140 ∼ 50 ∼ 99.4 ∼ 1.76
(a) In 10−14 erg cm−2 s−1 (0.5− 2.0 keV).
(b) Number of sources in fraction of the total number of sources (3293).
(c) The PSF surface brightness in fraction of the surface brightness of unresolved AGN (Sect. 3.1.3) for the brightest sources in the given flux group at the
edge of the circular exclusion area.
(d) Enclosed count fraction (based on the integration of our simulated PSF, averaged over all azimuthal and offset angles).
(e) Residual counts per point-source outside the exclusion area for the brightest sources in the given flux group. Computed with the corresponding ECF and
an exposure time of 4.3 ksec (average value for XBOOTES, Sect. 2.3).
Figure 2. Average total counts (0.5 − 2.0 keV) per XBOOTES observa-
tion (instrumental background not removed) as a function of radius of the
circular exclusion area of point sources. We change the radius for each flux
group between 1% to 200% of its value in Table 1. The displayed radius
is a weighted average based on the number of point sources per flux group.
Vertical dotted line: Average radius for our definition in Table 1.
2.2.1 Point sources
The point-source catalog of K05 includes 3293 sources with at
least 4 counts in the 0.5 − 7.0 keV band. The sky coverage of the
XBOOTES survey as a function of the point-source detection sen-
sitivity is shown in Fig. 12 of K05 (for the 0.5 − 7.0 keV band).
The average flux limit of the survey in the 0.5 − 2.0 keV band
is ∼ 2.3 × 10−15 erg cm−2 s−1. It is defined as the flux level,
which gives the same resolved CXB fraction as computed with the
sky coverage vs. sensitivity distribution of the survey (e.g. Eq. 9).
To estimate the appropriate size of a circular exclusion area of a
point source, we simulated the point-spread-function (PSF) shape
for 13 offset angles (θ = 0′ − 12′, in 1′-steps) and for four equally
distributed azimuthal angles (from the aimpoint roughly along the
diagonal of each CCD) with the Chandra Ray Tracer simulator5
(Carter et al. 2003) and the MARX software package6 (v5.0.0), as
5 http://cxc.harvard.edu/chart
6 http://space.mit.edu/ASC/MARX
shown in Fig. 1 for the average over all azimuthal angles. Based
on these simulations we define the circular exclusion area as pre-
sented in Table 1, where we split the point sources into different
flux groups in order to make source removal more efficient. The
shape of the PSF does not depend on the flux of a point source but
the normalization of the PSF does. Hence, for each flux group the
PSF normalization is defined by the upper-limit of its flux-interval
(first column of Table 1). For the first two flux groups, which rep-
resent about 90% of all point sources, the radius of the exclusion
area is chosen in the way that both groups are removed at a same
depth. We quantify this depth with the surface brightness of the
PSF at the edge of the exclusion area, which corresponds for both
groups to ∼ 10% of the surface brightness of unresolved AGN
(Sect. 3.1.3). For the other two flux groups we make a compromise
in the depth in order to keep the radius of the exclusion area in a
reasonable regime. In our simulations we further find that for radii
of & 20′′ the PSF shape does not change very significantly as a
function of azimuthal and offset angle (Fig. 1). Therefore, we use
in the following a PSF averaged over all four azimuthal angles and
all offset angles. With this we compute the enclosed count fraction
(ECF) and residual counts of a point source for each flux-group,
which are displayed as well in Table 1.
In order to test that our definition of the exclusion area of point
sources in Table 1 removes sufficiently well the counts of resolved
sources, we estimated how the average total counts per XBOOTES
observation change as a function of radius of the exclusion area
(Fig. 2). We create a list of evaluation steps, where we set the ra-
dius from 1% to 200% of its value in Table 1 in each flux group.
For presentation purposes (Fig. 2), we compute an average radius
per evaluation step of all flux groups, where we weight the radius
of each flux group by the corresponding number of point sources.
The measured number of total counts per observation is normalized
for each evaluation step to the surface area of the observation be-
fore sources were removed. To ensure a clean test without any bias
due to our choice of removing the extended sources (Sect. 2.2.2),
we take here only those observations into account (83 out of 118
observations), which do not contain extended sources.
The result of this test is shown in Fig. 2. We can see for radii of
& 20′′ that the total counts do not change significantly. The rise in
total counts for . 20′′ indicates that there is still a significant con-
tamination by counts from resolved point sources at these apertures.
The average radius of our definition of the exclusion area in Table 1
c© 2O!6 RAS, MNRAS 000, 1–25
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is ≈ 44′′ (weighted with number of point sources per flux group)
and is shown as vertical dotted line in Fig. 2. This figure demon-
strates that our definition of the exclusion regions for point sources
is rather conservative. In average the FOV is reduce by ∼ 17%
after removing all resolved point sources with our definition.
To estimate contamination by the residual source counts, we
note the following. With our definition of the point-source exclu-
sion area, the ECF averaged over all resolved point sources equals
to ∼ 98.6%, i.e. about ≈ 1.4% of the point source counts in the
wings of the PSF remain in the image. Using observations with-
out resolved extended sources (83 of 118) we compute the average
number of counts in the exclusion regions,≈ 181 counts per obser-
vation in the 0.5 − 2.0 keV band. Therefore, there is about ≈ 2.6
residual counts per image left from the resolved point sources. This
should be compared with the total number of counts in the unre-
solved emission, ≈ 601 per image, of which ≈ 208 are from un-
resolved CXB and ≈ 393 are due to the instrumental background.
Thus, residual counts from resolved point sources constitute about
≈ 1% of the total unresolved CXB counts, i.e. their contamination
can be neglected.
2.2.2 Extended sources
There are 43 extended sources detected with a detection limit of
≈ 1× 10−14 erg cm−2 s−1 (0.5− 2.0 keV) (K05, Sect. 3.2. & Ta-
ble 1). The extended sources in the XBOOTES catalog were fitted
with a Gaussian model in order to estimate their size. We define
the radius of the circular exclusion area as six times this size. We
tested circular exclusion areas between four and eight times the size
and did not find any significant difference in the remaining source
counts after we normalize to the same surface area. Therefore, we
believe that this is a reasonable definition. We also note that the
total source counts of the resolved extended sources only accounts
∼ 4% to the total source counts of all resolved sources, based on
the source catalogs of XBOOTES.
2.2.3 Summary
After removing all resolved sources the average FOV area is re-
duced by ∼ 18% down to ∼ 0.0610 deg2. The average surface
brightness is reduced by ∼ 43% from 1.42 ± 0.01 to 0.81 ±
0.01 cts s−1deg−2 in the 0.5 − 2.0 keV band (after removing the
instrumental background, see Sect. 2.3 and 2.4).
2.3 Removing background flares
In order to detect and remove time intervals of an observation,
which are contaminated by background flares, we adopt the main
concept of Hickox & Markevitch (2006, hereafter H06) and adjust
them to the XBOOTES data. We analyze the light curve of each
observation in the energy-band 2.3 − 7.3 keV. H06 show that this
band is the best choice for background flare detection, because of
the different energy-spectra of background flares and the quiescent
background (see their Fig. 3).
Our de-flaring method consists of three consecutive steps of
filtering the light curve:
(a) We run a 3σ-clipping with the CIAO tool deflare,
which is a standard procedure and removes the most obvious flares.
Hereby, we use bins of∼ 63 sec (10 frames), which is large enough
to assume a Gaussian error distribution in each time bin but small
enough to not conceal short, strong flares.
(b) We create a light curve with a binning of ∼ 252 sec (80
frames) and remove all bins, which are 30% above the mean count
rate of the 3σ-clipped light curve from step (a). This step targets
weaker and longer lasting flares with a maximum duration of the
order of the bin size. In comparison to H06, we only remove posi-
tive deviations from the mean.
(c) We compute a light curve in bins of∼ 252 sec (80 frames)
of the ratio between the 2.3−7.3 keV and 9.5−12.0 keV band and
remove all bins, which are 40% above the mean ratio of all consid-
ered XBOOTES observations. This method was introduced by H06
and is best suited for weak flares. It takes advantage of the fact that
for a typical flare the flux-ratio of 2.3− 7.3 keV to 9.5− 12.0 keV
band will be larger than for the normal instrumental background
(alias quiescent background) due to the different energy-spectrum
shapes. We use the same threshold for all observations to ensure a
constant energy-spectrum shape for all of them.
The major difference between H06 and our filtering arises due
to the fact that our observations have exposure times of the order
of kiloseconds, whereas H06 use observations with more than one
Megasecond. This leads in our case to much smaller bin sizes for
the light curves and less restrictive thresholds for removing flare
events for step (b) and (c). The light curves of all observations were
visually inspected and the thresholds of (b) and (c) were tuned to
removed any obvious feature of the light curve, which could be
interpret as a background flare.
For a typical observation, our de-flaring method removes on
average ∼ 190 sec (∼ 4%) of the exposure time. After the
de-flaring we have an average exposure time per observation of
∼ 4.3 ksec and a total exposure time is reduced to ∼ 0.50 Msec.
We note that de-flaring does not significantly affect the power spec-
trum of the unresolved CXB, but it is necessary for accurate mea-
surement of the absolute CXB flux (Sect. 3).
2.4 Instrumental background and background-subtracted
map
We estimate the contribution of the instrumental background with
the method presented in H06. They show in their study with the
Chandra’s ACIS-I stowed background data7 that the shape of
the energy spectrum of the instrumental background of ACIS-I
from different observations is very stable over the course of five
years, which includes the time when the XBOOTES observations
were performed. Further, we know that all detected photons in the
9.5 − 12.0 keV band are due to the instrumental background be-
cause the effective area of Chandra in this energy range is ne-
glectable. With those two facts combined we can estimate the
instrumental-background map CBKG for an observation with the
total-count map CTotal in the energy band X by scaling the ACIS-I
stowed-background map CStow as following:
C
BKG
X = M ·CStowX ·
(
Σi,j C
Total
9.5−12.0 keVM
Σi,j CStow9.5−12.0 keVM
)
. (3)
With this method we estimate an average background surface
brightness of 1.55±0.01 cts s−1deg−2 in the 0.5−2.0 keV band,
which is consistent with the value from the spectral fit (see also
Table A2). This means that ∼ 65% of the total surface bright-
ness of 2.37±0.01 cts s−1deg−2 (after removing resolved sources,
Sect. 2.2) is due to the instrumental background.
7 http://cxc.harvard.edu/contrib/maxim/acisbg/
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The background-subtracted map is then
C
CXB
X = C
Total
X M−CBKGX . (4)
We estimate from the background-subtracted map (after removing
resolved sources) the average surface brightness of the the unre-
solved CXB equal to 0.81± 0.01 cts s−1deg−2, which in physical
units corresponds to 7.9±0.1 ×10−12 erg cm−2 s−1 deg−2, using
our spectral model of the unresolved CXB from Sect. 3. This value
is consistent with 7.8±0.1 ×10−12 erg cm−2 s−1 deg−2 obtained
from the spectral fit in Sect. 3.1.1.
We show in App. D2 that in the 0.5 − 2.0 keV band, surface
brightness fluctuations of the instrumental background are much
smaller than fluctuations of unresolved CXB. Therefore subtraction
of the instrumental background is unnecessary for the calculation
of the power spectrum of CXB fluctuations. Accordingly, it is not
performed in Sect. 4 where total-count maps (CTotal) are used for
construction of the power spectra. However, accurate account for
the instrumental background is necessary for computing the CXB
flux and its spectral analysis.
2.5 Flux and fluctuation maps
The flux map FX of the energy band X is computed as the ratio
between the count and exposure map (for each pixel):
FX = M · CX
E
, (5)
and is only computed in instrumental units [cts s−1]. The average
flux map 〈F〉 is defined as:
〈FX〉 = M ·
(
Σi,j CXM
Σi,j EM
)
. (6)
These definitions minimizes statistical errors, while taking the vi-
gnetting of the exposure map properly into account. Note, that in
order to compute the average count map 〈C〉, which also treats vi-
gnetting properly, one has to multiply 〈F〉 with the exposure map:
〈CX〉 = 〈FX〉 · E . (7)
For our analysis in Sect. 4 we need the fluctuation map δF in
different energy bands for each observation. We compute this map
for an energy band X as following:
δFX = FX − 〈FX〉 . (8)
3 COMPOSITION OF THE UNRESOLVED CXB
3.1 Energy spectrum
The unresolved CXB8 consists of two components: the Galactic
and extragalactic emission. We will use spectral analysis to sepa-
rate their contributions to the CXB. We create the energy spectrum
by stacking the energy spectra of all 118 considered XBOOTES
observations, after removing resolved sources (Sect. 2.2) and back-
ground flares (Sect. 2.3). The stacked energy spectrum has a total
exposure time of ∼ 0.50 Msec and is based on a total surface area
of ∼ 7.2 deg2 (without taking overlaps into account). We fit9 it
in the energy range of 0.5 − 10.0 keV with a model for the unre-
solved CXB (Sect. 3.1.1, blue curve in Fig. 3) and an instrumental
background model (App. A, pink curve in Fig. 3).
8 We note that the term “CXB” is used ambiguously in the literature and
some may use it exclusively for extragalactic emission.
9 With the X-Ray spectral fitting package XSPEC (v12.8.2, Arnaud 1996).
3.1.1 Spectral model
Our spectral model for the unresolved CXB consists of an absorbed
powerlaw (phabs(powerlaw)) with a fixed absorption column
of NH = 1020cm−2 (Kalberla et al. 2005, K05) and of an un-
absorbed APEC10 model, the former representing the extragalac-
tic sources and the latter representing the Galactic diffuse emis-
sion. The spectrum and model fit are shown in Fig. 3 and the
best-fit parameters are listed in Table 2. The CXB model gives
a surface brightness of 7.8 ± 0.1 × 10−12 erg cm−2 s−1 deg−2
(0.81 ± 0.01 cts s−1deg−2) in the 0.5 − 2.0 keV band, which is
in good agreement with the value from the flux maps of 7.9 ±
0.1 ×10−12 erg cm−2 s−1 deg−2 (Sect. 2.4). The individual com-
ponents of our CXB model are discussed in the following sections.
We note that there is a significant emission feature in the en-
ergy spectrum around 2.5 keV (close to the right wing of the third
instrumental line, Fig. 3). We believe that it arises from the instru-
mental background, since we can see a similar feature in the spec-
trum of the latter (Fig. A1). This is further supported by the fact
that we do not detect any excess continuum associated with this
feature. However, we can not entirely exclude the possibility that
it may be of astrophysical origin As it is outside the energy range
of our fluctuation analysis (0.5− 2.0 keV) we do not investigate it
any further here.
3.1.2 Galactic emission
The APEC model of our spectral model encapsulates all the Galac-
tic emission, which is a superposition of various diffuse sources
(e.g. Lumb et al. 2002; Hickox & Markevitch 2006; Henley & Shel-
ton 2013): the Galactic halo emission and the foreground emission,
which is a composite of emission from solar wind charge exchange
(SWCX) and the local bubble. All of them have in common that
they are anisotropically distributed over the sky. In Fig. 3 we can
see that the Galactic emission dominates the soft part of the en-
ergy spectrum but above ∼ 1 keV it becomes negligibly small in
comparison to the extragalactic component.
The surface brightness of our Galactic emission model is 3.2±
0.1 × 10−12 erg cm−2 s−1 deg−2 for the 0.5 − 2.0 keV band
(Table 2). This is in reasonable agreement with the measurements
of H06 (Table 2, ∼ (3− 4)× 10−12 erg cm−2 s−1 deg−2), which
use Chandra Deep Field surveys (hereafter CDFs), and Lumb et al.
(2002, Table 3, ∼ 3.8 × 10−12 erg cm−2 s−1 deg−2), which use
several deep XMM-Newton observations.
3.1.3 Extragalactic emission
The absorbed powerlaw (phabs(powerlaw)) of our spectral
model describes the extragalactic emission and its total surface
brightness is 4.6 ± 0.1 × 10−12 erg cm−2 s−1 deg−2 for the
0.5 − 2.0 keV band. Together with the emission of the resolved
sources (4.4± 0.1 × 10−12 erg cm−2 s−1 deg−2) computed from
the removed source counts and converted to physical units with the
same spectral model, we obtain for XBOOTES a total extragalactic
CXB surface brightness of 9.0±0.1×10−12 erg cm−2 s−1 deg−2.
The values are summarized in Table 3.
10 A collisionally-ionized diffuse gas model, based on the atomic database
ATOMDB (v2.0.2), http://www.atomdb.org. Other diffuse gas
models, such as RAYMOND or MEKAL are also appropriate. We use the so-
lar abundances of Anders & Grevesse (1989), since it was used in several
previous CXB studies.
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Figure 3. The 0.5–10 keV stacked energy spectrum of 118 XBOOTES observations after removing resolved sources (black crosses, Sect. 2.2). Note that for our
brightness fluctuation analysis in Sect. 4 we only use the 0.5−2.0keV band. The lower panel shows the ratio of model and data. Green solid curve: Total model
(CXB and background model). Dark blue solid curve: Total CXB model (Table 2). Light blue dotted curve: absorbed powerlaw model (phabs(powerlaw)),
representing the contribution of extragalactic emission. Orange dotted curve: APEC, representing the contribution of Galactic emission. Pink solid curve:
Instrumental background model (App. A). Black dotted curves: components of the instrumental background model.
Table 2. Best-fit parameters of our spectral model (APEC + phabs(powerlaw), Sect. 3.1.1) of the unresolved CXB of XBOOTES (Fig. 3).
Model Component Parameter Value
APEC Temperature (T ) 0.164 ± 0.003 keV
Normalization 1.9± 0.1 × 10−4 cm−5
Surface Brightness(a) 3.2± 0.1 × 10−12
phabs(powerlaw) NH (fixed) 1020 cm−2
Photon Index (Γ) 1.74± 0.03
Normalization(b) 1.23± 0.02 × 10−4
Surface Brightness(a) 4.6± 0.1 × 10−12
(a) erg cm−2 s−1 deg−2 (0.5− 2.0 keV); (b) photons keV−1 cm−2 s−1 at 1 keV.
We can see in Fig. 3 that the extragalactic emission dom-
inates the energy spectrum above ∼ 1 keV. For the 1.0 −
2.0 keV band it has a surface brightness of 2.6 ± 0.1 ×
10−12 erg cm−2 s−1 deg−2, while the Galactic emission has less
than 0.1 × 10−12 erg cm−2 s−1 deg−2, based on our spectral
model. Therefore, the contribution by any known Galactic sources
can be neglected, which makes the 1.0 − 2.0 keV band very suit-
able to compare our extragalactic CXB measurement with other
studies. In Fig. 4 we show a summary of previous CXB mea-
surement taken from H06 (Table 5 and Table 6, last column)
together with our measurement. A comparison reveals that our
measurement is the highest but still in good agreement with al-
most all of these studies. Except for the measurement of Gen-
dreau et al. (1995) with ASCA, the differences remains below
14%. We are consistent within one standard deviation with the
CDF-North (CDF-N) (4.8 ± 0.4 × 10−12 erg cm−2 s−1 deg−2)
and within two standard deviation with the CDF-South (CDF-S)
(4.4 ± 0.4 × 10−12 erg cm−2 s−1 deg−2). Note that since both
CDFs are deep pencil-beam surveys with a sky area of∼ 0.02 deg2
each, which is about 400 times smaller than for XBOOTES, cos-
mic variance needs to be considered. H06 estimate that this adds
an additional uncertainty of about ∼ (10 − 20)% to the measure-
ment of the CDFs. Furthermore, the much bigger sky area used in
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Figure 4. Comparison of recent surface brightness measurements of the
CXB in the 1.0−2.0 keV band. See also Table 5 and Table 6 (last column)
of H06.
Table 3. Extragalactic emission of XBOOTES
[10−12 erg cm−2 s−1 deg−2].
0.5− 2.0 keV 1.0− 2.0 keV
Unresolved(a) 4.6± 0.1 2.58± 0.05
Resolved(b) 4.4± 0.1 2.48± 0.03
Total 9.0± 0.1 5.1± 0.1
(a) From the spectral fit (Table 2); (b) From the removed source counts of
the resolved sources in the background-subtracted maps (Sect. 2.2-2.4).
our analysis (by a factor of ∼ 100) is the main reason of our much
smaller statistical uncertainty in comparison to the CDFs.
3.2 Flux budget
The unresolved extragalactic emission is a superposition of contri-
butions of various types of sources of which most important are
expected to be: AGN, normal galaxies (no indication of AGN ac-
tivity), and clusters and groups of galaxies, which we refer to in
the following as the major X-ray source populations (e.g. Lumb
et al. 2002; De Luca & Molendi 2004; Hickox & Markevitch 2006,
2007; Kim et al. 2007; Georgakakis et al. 2008; Lehmer et al. 2012;
Rosati, Borgani & Norman 2002; Finoguenov et al. 2007, 2010,
2015). Here, we estimate the absolute and fractional contribution
of each population to the unresolved extragalactic emission, which
will be relevant for our fluctuation analysis (Sect. 4 and 5). We com-
pute the surface brightness of the unresolved emission of an X-ray
population as follows:
B =
∫
SMin
dS S
dN
dS
(1− f(S)) . (9)
Figure 5. The predicted surface brightnesses of unresolved X-ray source
populations in XBOOTES (0.5 − 2.0 keV) as a function of the lower flux
limit SMin of Eq. (9) for point sources. The dotted part of a curve illus-
trates, where we extrapolate the used logN − logS. Note that these parts
of the curves should be interpreted with some caution as they represent ex-
trapolations over several orders of magnitude. The orange bar shows the
contribution by clusters and groups of galaxies. The lower limit of the bar
(red line) illustrates the default estimate of Table 4, while for the upper limit
the XLF slope of Ebeling et al. (1997) is increased by∼ 10%. Purple hori-
zontal line: The unresolved extragalactic emission of XBOOTES (Table 3).
The thickness of the line represents one standard deviation.
Hereby, we use differential logN − log S from the literature and
the normalized XBOOTES survey sensitivity curve f(S) for each
source population.
Lehmer et al. (2012, hereafter L12) present the currently
best measurement of the logN − log S of AGN and normal
galaxies, which is based on source samples down to a flux limit
of S0.5−2.0 keV ∼ 10−17 erg cm−2 s−1. They demonstrated that
above this flux limit AGN dominate the source counts, while be-
low it normal galaxies are becoming the dominant source pop-
ulation (see Fig. 6 of L12). We find a very good agreement be-
tween the logN − log S of L12 and of XBOOTES (K05) down to
the flux-limit of XBOOTES (∼ 2 × 10−15 erg cm−2 s−1). Based
on the logN − log S of L12, we estimate a surface brightness
of BAGN ∼ 1.4 × 10−12 erg cm−2 s−1 deg−2 and BNor.Gal. ∼
2.2 × 10−13 erg cm−2 s−1 deg−2 for the unresolved AGN and
normal galaxy population in XBOOTES, respectively. For this
we used the Eq. (9), the point-source sensitivity distribution of
XBOOTES (Fig. 12 of K05, see also Sect. 2.2), and a flux limit
of L12 of SMin = 10−17 erg cm−2 s−1. If we extrapolate the
logN − log S of L12 by two orders of magnitude down to
SMin = 10
−19 erg cm−2 s−1, the surface brightness of AGN in-
creases by ∼ 6% (BAGN ∼ 1.5 × 10−12 erg cm−2 s−1 deg−2)
and of normal galaxies by a factor of ∼ 3.5 (BNor.Gal. ∼ 7.8 ×
10−13 erg cm−2 s−1 deg−2).
This calculation shows that the total flux of AGN is relatively
independent of SMin, while for normal galaxies it is very sensitive
to SMin, as it is further illustrated in Fig. 5. Such a behavior is
caused by the steeper slope of the logN− logS of normal galaxies
in comparison to AGN (β ≈ 2.2 for normal galaxies, β ≈ 1.5 for
AGN) and makes it difficult to estimate accurately the contribution
of normal galaxies to the unresolved CXB emission.
To estimate the contribution of clusters and groups of galax-
ies to the unresolved emission of XBOOTES, we are using the
X-ray luminosity function (XLF) of Ebeling et al. (1997). It is
based on the ROSAT Brightest Cluster sample (BCS, Ebeling
et al. 1996), which includes 199 sources with a flux above ∼
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Table 4. Contributions of major X-ray source populations to the unresolved
extragalactic emission of XBOOTES.
Contribution Absolute(a) Fractional(b)
Energy-Band(c) [keV] 0.5− 2.0 1.0− 2.0 0.5− 2.0
AGN(d) ∼ 1.51 ∼ 0.85 ∼ 33%
Normal Galaxies(d) ∼ 1.35 ∼ 0.76 ∼ 29%
Galaxy Clusters(e) ∼ 0.25 ∼ 0.15 ∼ 6%
Sum ∼ 3.11 ∼ 1.77 ∼ 68%
(a) In units of 10−12 erg cm−2 s−1 deg−2 . (b) In respect to the unre-
solved extragalactic emission of XBOOTES (Table 3). (c) Spectral mod-
els for energy band conversion are described in Sect. 5.4.3. (d) Lower flux
limit: SMin = 10−20 erg cm−2 s−1 (0.5 − 2.0 keV). (e) Lower tem-
perature limit: T = 0.2 keV (L0.5−2.0 keV & 1040.2 erg s−1, M500 &
1012.8M⊙ h
−1 for z = 0).
5 × 10−12 erg cm−2 s−1, and covers redshifts up to z ∼ 0.3 and
luminosities down to 5× ∼ 1042 erg s−1 (0.1 − 2.4 keV). De-
spite the small redshift range of the XLF, it predicts consistent
number densities of galaxy clusters down to the currently deepest
studies with XMM-Newton having the sensitivity limit for extended
sources of S0.5−2.0 keV ∼ 10−16 erg cm−2 s−1 (e.g. Rosati, Bor-
gani & Norman 2002; Finoguenov et al. 2007, 2010, 2015). Further,
the XLF does not incorporate any redshift evolution, which is con-
sistent with more recent studies over a larger redshift range up to
z ∼ 1 (e.g. Bo¨hringer, Chon & Collins 2014; Pacaud et al. 2016).
To compute the logN− log S from this XLF, we integrate the XLF
over redshift and luminosity. For the K-correction in this integra-
tion, we are assuming an APEC model, where we couple its tem-
perature to the luminosity with the luminosity-temperature scaling
relation of Giles et al. (2015, Table 2, bold font) and assume a typi-
cal metallicity of 0.3 of the solar value (Anders & Grevesse 1989).
As a lower temperature limit we use T = 0.2 keV (≈ 2.3×106 K).
This limits our integration to luminosities above ∼ 1040.2 erg s−1
(0.5−2.0 keV) and DMH masses above M500 ∼ 1012.8,M⊙ h−1
(z = 0), using the luminosity-mass relation of Anderson et al.
(2015). It also leads to a decline of the differential logN − log S
at fluxes below ∼ 10−18 erg cm−2 s−1.
We rescale the logN − log S computed with XLF of Ebeling
et al. (1997) by a factor of 0.60 to match the observed logN −
log S of extended sources in XBOOTES (K05, Table 1). We note
that the scaled logN − logS is still consistent within one standard
deviation with the measurements of Finoguenov et al. (2010, 2015).
Based on the shape comparison of the logN − log S of Ebeling
et al. (1997) and the XBOOTES (K05, Table 1), we estimate that
the sensitivity limit for extended sources for XBOOTES is around
S0.5−2.0 keV = 3 × 10−14 erg cm−2 s−1. With this we estimate a
surface brightness of ∼ 2.5 × 10−13 erg cm−2 s−1 deg−2 for the
unresolved clusters and groups of galaxies in XBOOTES.
The computed surface brightness of unresolved clusters and
groups of galaxies depends only mildly on the assumed flux limit of
XBOOTES for extended sources. For instance, the surface bright-
ness only changes by∼ 10%, if we change the flux limit by−30%
or +50% ((2.1 − 4.5) × 10−14 erg cm−2 s−1). Also the exact
choice of the lower temperature limit in the XLF integration is not
very critical. The surface brightness increases only by∼ 2%, if we
decrease the limit to T = 0.1 keV (−50%) and it decreases only
by∼ 10%, if we increase the limit to T = 0.3 keV (+50%). How-
ever, the estimate of the surface brightness of clusters and groups
of galaxies is rather sensitive to the assumed shape of their XLF.
For example, increasing its slope by ∼ 10%, from α = 1.85 to
2.03, would increase the flux from unresolved clusters and groups
of galaxies by ∼ 50%. This makes the estimate of their contribu-
tion to the unresolved part of the CXB less certain than that of AGN
(but still more accurate than the estimate for normal galaxies).
The total flux budget for the unresolved CXB is summarised
in Table 4. In computing these numbers we assumed the low flux
limit for the logN− logS integration of AGN and normal galaxies
to be equal to SMin = 10−20 erg cm−2 s−1 (note that as the con-
tribution of clusters and groups of galaxies is computed via their
XLF, no explicit low flux limit is needed in this case). With this
AGN account for ∼ 33% of the unresolved CXB in XBOOTES,
normal galaxies for∼ 29% and clusters and groups of galaxies for
≈ 6%. All together they account for ≈ 68% of the unresolved
CXB. About ≈ 32% of the unresolved emission remains unac-
counted for in this calculation. This is not worrisome however, be-
cause of the rather large uncertainty for the contribution of clusters
and groups of galaxies and normal galaxies.
We illustrate the dependence of the surface brightness of un-
resolved AGN and normal galaxies on SMin in Fig. 5. As one can
see, the contribution by normal galaxies strongly increases towards
small SMin and at SMin ∼ 10−21 erg cm−2 s−1 can easily explain
the remaining part of the unresolved CXB. Although this conclu-
sion is based on a very significant extrapolation of the observed
logN − log S and should be interpreted with caution, it is clear
that normal galaxies are an important contributor to the unresolved
CXB in XBOOTES. This inference is further supported by the re-
sults of Hickox & Markevitch (2007) who showed that faint op-
tical/IR point sources can be associated with ∼ 50% of the ex-
tragalactic emission below S0.5−2.0 keV ∼ 10−17 erg cm−2 s−1.
Combining this result with the logN − log S of resolved nor-
mal galaxies at higher fluxes, we estimate that normal galaxies ac-
count for at least ∼ 34% of the unresolved extragalactic CXB in
XBOOTES, which is close to the value derived above (Table 4).
3.3 Redshift and luminosity distributions of unresolved
populations
In order to characterize the unresolved populations, we calculate
their flux production rate per solid angle [erg cm−2 s−1 deg−2] as
a function of redshift and luminosity:
dS(z)
dz
=
∫
dS
{
Φ(log10(Lr[S, z]), z)
Lr[S, z] loge(10)
}
d2V (z)
dzdΩ
× 4pid
2
L(z)
K(z)
S [1− f(S)] , (10)
dS(L)
d log10(L)
=
∫
dz Φ(log10(Lr), z)
d2V (z)
dzdΩ
× S[L, z] [1− f(S[L, z])] . (11)
where Φ(log10(Lr), z) [h3 Mpc−3] is the luminosity function of
sources, f(S) is the normalized survey selection function of for
the given type of objects (point-like or extended), K(z) is the
K-correction, Lr [erg s−1] is the rest-frame luminosity (Lr =
L/K(z)), d2V (z)/dz/dΩ [Mpc3 h−3 deg−2] is the co-moving
volume element, and dL(z) [cm] is the luminosity distance (e.g.
Hogg 1999).
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Figure 6. Flux production rate in the 0.5 − 2.0 keV band for different populations in XBOOTES survey versus redshift and luminosity: unresolved AGN
(left) and clusters and groups of galaxies (right). For the latter we show the flux production rate for both unresolved (solid curves) and total (dotted curve)
populations. The vertical lines show corresponding median values.
3.3.1 AGN
For the AGN luminosity function Φ(log10(Lr), z) [h3 Mpc−3]
we used results of Hasinger, Miyaji & Schmidt (2005) for the
0.5 − 2.0 keV band and for the f(S) we use is the normalized
survey selection function for point sources (K05, Fig. 12). For
the XLF we include the exponential redshift cutoff for z > 2.7:
Φ(z) = Φ(z=2.7)×100.43 (2.7−z), which was proposed by Brusa
et al. (2009). For computing the K-correction we assume a power-
law with the photon-index of Γ = 1.7, which simplifies the quan-
tity to K(z) = (1 + z)2−Γ. The survey selection function is given
in the 0.5 − 7.0 keV band and we convert it to the 0.5 − 2.0 keV
band with an absorbed powerlaw with a photon-index of Γ = 1.7.
Note, that the XLF of Hasinger, Miyaji & Schmidt (2005) includes
type 1 AGN only, and is defined for the minimum luminosity of
L0.5−2.0 keV ≈ 1042 erg s−1 and maximum redshift of z ≈ 3− 5.
Therefore we have to correct the amplitude of the differential flux
distributions to match the logN − log S of L12 (factor of ∼ 1.44
increase). Secondly, one should be aware that the derived flux pro-
duction rates may be subject to large uncertainties at low luminosity
(< 1042 erg s−1) and large redshift (z > 3) (see also the discus-
sion of the uncertainties of different XLF of AGN in Sect. 5 of
Kolodzig et al. 2013b).
In Fig. 6 (left panels) we show the differential flux distribu-
tions of the unresolved AGN for the 0.5− 2.0 keV band. The red-
shift distribution peaks around z ∼ 0.5 with the median value of
z ∼ 1.0. About two thirds of unresolved AGN are located be-
tween redshift ∼ 0.4 and ∼ 2.3. The luminosity distribution peaks
∼ 1043.3 erg s−1 and has the median value of L ∼ 1042.6 erg s−1.
About two thirds of unresolved AGN have the luminosity between
∼ 1041.0 and ∼ 1043.6 erg s−1. Thus, that with the unresolved
CXB of XBOOTES one can study the clustering signal of relatively
low-luminosity AGN located around redshift z ∼ 1. These objects
are largely inaccessible for the conventional clustering studies us-
ing resolved AGN (e.g. Cappelluti, Allevato & Finoguenov 2012;
Krumpe, Miyaji & Coil 2014).
3.3.2 Galaxy clusters & groups
As described in Sect. 3.2, for clusters and groups of galaxies we use
the XLF of Ebeling et al. (1997), setting the lower integration limit
corresponding to the gas temperature of T = 0.2 keV (Sect. 3.2).
The selection function f(S) is set to be a step-function with the
step at the flux corresponding to the average survey sensitivity for
extended source of 3 × 10−14 erg cm−2 s−1 (Sect. 3.2). We also
compute the flux production rate distributions for the entire popu-
lation of clusters and groups of galaxies, as it will be relevant for
the discussion in Sect. 5. In this case we assumed f(S) = 0 for all
fluxes. As with the AGN distributions, result of this calculation is
subject to some uncertainty at low luminosities and large redshifts,
where the XLF of the objects of interests is poorly constrained.
The obtained distributions are shown in Fig. 6. For the unre-
solved population, the redshift distribution has a median redshift
of z ∼ 0.6 and peaks around z ∼ 0.2. The flux-weighted mean
redshift equals 〈z〉 ∼ 0.3. About two third of the population are
located between redshift ∼ 0.2 and ∼ 1.3. Their median and peak
luminosity is around L ∼ 1042.7 and ∼ 1043.1 erg s−1, respec-
tively, and about two third have a luminosity between ∼ 1041.4 and
∼ 1043.8 erg s−1. Thus, the unresolved population of clusters and
groups of galaxies consists mainly of relatively low-luminosity and
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nearby objects, located around redshift z ∼ 0.6. They are more
local and distributed over a more narrow redshift (and luminosity)
range than unresolved AGN population.
The total (resolved and unresolved) population of clusters and
groups of galaxies is located on average closer than its unresolved
part, with a median redshift of z ∼ 0.4 (peak at z ∼ 0.1, flux-
weighted mean of 〈z〉 ∼ 0.2) and two third are located between
redshift ∼ 0.1 and ∼ 1.0. The total population of clusters and
groups of galaxies is in average more luminous than its unresolved
part, with the median luminosity of ∼ 1043.4 erg s−1 (peak at
∼ 1044.0 erg s−1) and two thirds having the luminosity between
∼ 1042.0 and ∼ 1044.4 erg s−1. Both results are expect since the
resolved fraction of the total population consist of clusters and
groups of galaxies, which contribute about 50% to the total sur-
face brightness of clusters and groups of galaxies and are rather
close by and more luminous (Vajgel et al. 2014).
Based on the scaling relations at the median redshift and lumi-
nosity, we estimate that the unresolved and total population of clus-
ters and groups of galaxies have in average an ICM temperature of
T ∼ 1.4 keV (∼ 1.6 × 107 K) and ∼ 2.9 keV (∼ 3.4 × 107 K),
and a DMH mass of M500 ∼ 1013.5 and ∼ 1014.0M⊙ h−1, re-
spectively.
4 BRIGHTNESS FLUCTUATIONS OF THE
UNRESOLVED CXB
In the following we study the surface brightness fluctuations of
the unresolved CXB by analyzing their power spectrum. In this
study we focus on the angular scale range between ∼ 3′′ and
∼ 17′ (angular frequencies of 0.001−0.300 arcsec−1). This range
covers the spatial co-moving scales11 between ∼ 0.03Mpc h−1
and [∼ 1.5,∼ 6.5,∼ 11.4]Mpc h−1 for the redshifts of z =
[0.1, 0.5, 1.0]. Therefore, our measurement is sensitive to the
small-scale (. 1Mpc h−1) clustering regime, where the spatial
correlation of galaxies and the ICM within the same DMH (alias
the one-halo term, e.g. Cooray & Sheth 2002) dominates the clus-
tering signal.
For our analysis we combine the power spectra of all con-
sidered XBOOTES observations. Since we compute the power
spectrum for each observation individually, our maximum angu-
lar scale is defined by side size of the ACIS-I FOV12, which is
about 17′. We ignore in our analysis angular scales smaller than
∼ 3′′ (> 0.3 arcsec−1) as, at these angular frequencies, the source
power spectrum is suppressed by more than a factor of 10 due
the PSF-smearing (see Fig. B1). We demonstrate in App. B – C
and in Fig. C2 that our PSF-smearing models can adequately de-
scribe the measured power spectrum up to angular frequencies of
∼ 0.9 arcsec−1 (& 1.1′′, & 2 image pixels).
4.1 Formalism
We study the surface brightness fluctuations δF of the unresolved
CXB via Fourier analysis. The Fourier transform of a density field
11 xspatial(z)[Mpc h
−1] = r[rad] d(z)[Mpc h−1], using the co-
moving distance d(z) (e.g. Hogg 1999, Eq. 16).
12 http://cxc.harvard.edu/proposer/POG/html/chap6.
html
δF (r) is defined in our study as:
δ̂F (k) =
∫
d2r δF (r) exp(−2pi i r · k) . (12)
We note that due to our choice of having a 2pi in the exponent, the
angular scale is related to the angular frequency as r = k−1. Due
to our measurement process, the field is transformed from a con-
tinuous into a discrete one. This changes Eq. (12) to a 2D discrete
Fourier transform:
δ̂F (k) =
1√
Ω
∑
i,j
δF (ri,j) exp (−2pi i ri,j · k) , (13)
where ri,j is the position of an image-pixel. The normalization
√
Ω
of the Fourier transform was chosen so that the units of the result-
ing power spectrum (Eq. 14) are per deg2. To compute the Fourier
transform we use the FFTW library (v.3.3.3, Frigo & Johnson 2005,
http://www.fftw.org). With the assumption of isotropy, we
reduce our 2D Fourier transform to an one-dimensional power
spectrum as follows:
〈|δ̂F (k)|2〉 = 2
n(k)
n(k)/2∑
l
|δ̂F (kl)|2 . (14)
Hereby, the ensemble average 〈 〉 is replaced with the average over
all independent Fourier modes δ̂F (k) per angular frequency k.
There are n(k) Fourier modes within the interval [k −∆k/2, k +
∆k/2[ of the 2D Fourier transform, where ∆k = L−1 is defined
by the angular size L of the fluctuation map δF. This size is de-
fined to be equal for both dimensions (Lx = Ly) of the map
and to be large enough to embed the entire FOV of an observa-
tion (Sect. 2.1). One can analytically approximate the value of n(k)
with 2pik/∆k but we directly count the number of modes for each
annulus [k−∆k/2, k+∆k/2[ of the 2D Fourier transform. Since
the fluctuations map δF is a real quantity, half of the 2D Fourier
transform is redundant (δ̂F (k) = δ̂F ∗(−k), where ∗ indicates the
complex conjugate. Therefore, we only have to average in Eq. (14)
over n(k)/2 independent Fourier modes. The number and range of
independent Fourier frequencies k is limited by the pixel size ∆p,
which sets the maximum angular frequency (or minimum angular
scale), known as the Nyquist-Frequency, to kNy = (2∆p)−1, and
the angular size L of the fluctuation map, which sets the minimum
angular frequency (or maximum angular scale) to kmin = ∆k =
L−1. In order to obtain the photon-shot-noise-subtracted power
spectrum P (k), we subtract from the power spectrum 〈|δ̂F (k)|2〉
the photon shot-noise estimate PPhot.SN, which is explained and
discussed in detail in App. C, as following:
P (k) = 〈|δ̂F (k)|2〉 − PPhot.SN . (15)
In the following, we will refer to the resulting power spectrum
P (k) as the measured power spectrum and we will only show it
in instrumental units of [(cts s−1)2 deg−2]. We do not convert it
into physical units. Instead, we convert our clustering models into
instrumental units.
Based on the assumption that our fluctuations are Gaussian
distributed and superimposed by the photon shot noise, we can es-
timate the statistical uncertainty of P (k) as follows:
σP (k) =
√
2
n(k)
〈|δ̂F (k)|2〉 . (16)
Here, one uses the fact that for a given angular frequency the power
spectrum 〈|δ̂F (k)|2〉 follows a χ2 distribution (e.g. van der Klis
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Figure 7. The measured power spectrum P (k) of the brightness fluctua-
tions of the unresolved CXB in XBOOTES in the 0.5−2.0 keV band. Blue
curve shows the AGN shot noise (Sect. 4.3) corrected for the PSF-smearing
(App. B). Grey areas illustrate its dependence on the photon index assumed
for the flux conversion: the dark gray region shows the effect of the pho-
ton index varying from 1.6 − 1.8, light grey from 1.4 − 2.0. The larger
photon-index values result in the larger amplitude of the AGN shot noise.
1989). For large angular frequencies (small angular scales) the
number of modes per frequency-bin [k − ∆k/2, k + ∆k/2[ be-
comes large enough (n(k) & 100) that one can assume a Gaussian
distribution for the power spectrum thanks to the central-limit the-
orem. Due to the fact that we use an averaged power spectrum over
more than 100 power spectra, we can assume a Gaussian distribu-
tion also for the smallest angular frequencies. This simplifies the
error propagation.
In order to directly compare power spectra of different energy
bands (as in Fig. D2) we use the flux-normalized power spectrum,
which we define as:
Q(k) =
P (k)(
Ω−1
∑
i,j F (ri,j)
)2 . (17)
This characterizes the squared fractional amplitude of the fluctua-
tions per unit frequency interval. Since the flux map F has units of
[cts s−1], the flux-normalized power spectrum Q(k) has units of
[deg2].
4.2 The measured power spectrum
In Fig. 7 we plot the measured (i.e. the photon shot-noise sub-
tracted) power spectrum in the 0.5 − 2.0 keV band. In our cur-
rent study we are interested primarily on the extragalactic part of
the CXB. Our spectral analysis in Sect. 3 suggests that fluctuations
below ∼ 1 keV can potentially be contaminated by the emission
of the Galaxy since it contributes about ∼ 40% to the unresolved
CXB flux in the 0.5 − 2.0 keV band (Table 2). However, as we
demonstrate in Sect. 5.4.3, the energy spectrum of CXB fluctua-
tions is much harder than that of Galactic emission. This allows
us to place an upper limit of about ≈ 7% on the contribution of
fluctuations of the Galactic emission to the average power in the
0.5− 2.0 keV band at large angular scales (∼ 3′ − 8′, Sect. 5.4.3).
Furthermore, we compared our results with the those obtained in
the 1.0 − 2.0 keV band and which is virtually uncontaminated by
the emission of the Galaxy and found fully consistent results. We
will conduct our analysis in the 0.5−2.0 keV band for consistency
and ease of comparison with previous work.
4.3 Point-source shot noise
Due to their discreteness, point-like X-ray sources (AGN and nor-
mal galaxies), give rise to a shot-noise component in the power
spectrum13 (e.g. Cooray & Sheth 2002). The shot noise is caused
by fluctuations of the number of sources per beam and is generally
uncorrelated with the LSS signal itself, i.e. it is added linearly to the
power spectrum. It is an analog of the photon shot noise (App. C)
and for the definition of the power spectrum used in this paper, is
independent of the angular frequency.
The shot noise of unresolved point sources can be computed
as:
PSN =
∫
SMin
dS S2
dN
dS
(1− f(S)) . (18)
where dN/dS is the differential logN − log S distribution and
f(S) is the normalized selection function for point sources (Fig. 12
of K05). Using the logN − log S distributions from L12, we ob-
tain for the shot noise of AGN a value of P (AGN)SN ≈ 1.25 ×
10−27 (erg cm−2s−1)2 deg−2 in the 0.5 − 2.0 keV band. For this
calculation we set the lower flux limit in Eq. (18) to SMin =
10−17 erg cm−2 s−1, however the result is nearly insensitive to the
value of SMin. Although normal galaxies make a comparable con-
tribution to the unresolved CXB flux (Sect. 3.2), due to their steeper
logN−logS in combination with the S2 term in Eq. (18) their shot
noise is about∼ 20 times lower than the AGN shot noise and in the
following it will be neglected.
In instrumental units the AGN shot noise is ≈ 2.49 ×
10−5 (cts s−1)2 deg−2, using an absorbed power law with a
photon-index of Γ = 1.7 (Sect. 3.1.3) for the conversion from
physical to instrumental units. The shot noise level is moderately
sensitive to the choice of the photon-index. Varying the latter be-
tween Γ = 1.4 and 2.0 (between 1.6 and 1.8) results in a variation
of the shot noise level by ∼ ±25% (∼ ±9%).
The predicted shot noise of unresolved AGN, corrected for the
PSF-smearing (App. B), is shown in Fig. 7, along with the uncer-
tainty due to variations of the photon index Γ used for the units
conversion. From Fig. 7 we can see that at small angular scales,
below ∼ 15′′, the measured power spectrum agrees with the the-
oretical prediction for AGN shot noise quite well, within ∼ 30%.
However, at larger angular scales, there is a clear LSS signal de-
tected above the shot noise of unresolved AGN. Its origin will be
investigated in the next section.
5 THE ORIGIN OF THE LSS SIGNAL
5.1 The (point-source shot-noise subtracted) power spectrum
In order to characterize the LSS signal we subtract the point-source
shot noise from the measured power spectrum in order to ob-
tain the point-source shot-noise subtracted power spectrum. Be-
fore the subtraction we renormalize the theoretically computed
13 For extended sources, the analog of the shot noise has a more complex
shape of the power spectrum, carrying information about the spatial struc-
ture of their DMHs, and it is usually accounted through the one-halo term,
as discussed in the following section.
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Figure 8. The power spectrum of the detected LSS signal obtained by
subtracting the point-source shot-noise from the measured power spectrum
shown in Fig. 7. The green solid line shows the power law with the slope
of −0.8, best-fit to the power spectrum in the 30′′ − 10′ range of angular
scales. The blue curves show the two-halo term of unresolved AGN assum-
ingMeff = 2×1013 M⊙ h−1 (solid line) and Meff = 1×1014M⊙ h−1
(dashed line). Note that their average slope is ≈ −2.3. See Sect. 5.5.1 for
details.
AGN shot noise from Sect. 4.3 to match the observed power in the
[0.1, 0.3[ arcsec−1 frequency range (∼ 3′′ − 10′′). In this range,
we can expect that the power spectrum is dominated by the point-
source shot noise. The renormalization of the point-source shot
noise is needed because the theoretical calculation in Sect. 4.3 is
subject to a number of uncertainties, the main of which are: (i) the
conversion from physical to instrumental units; (ii) the accuracy
of the AGN logN − log S; (iii) conversion of the survey selection
function (f(S)) from 0.5−7.0 keV band to the 0.5−2.0 keV band;
(iv) neglected contribution from normal galaxies. The shape of the
theoretical AGN shot noise is determined by the PSF-smearing
model, which has an accuracy of ∼ 5% for & 2′′ (App. B). The
so computed correction factor is 1.17 i.e. it is sufficiently close to
unity.
The resulting power spectrum of the LSS signal is shown in
Fig. 8. A power law fit in the 30′′ − 10′ range of angular scales
gives the value of the best fit slope of −0.8 ± 0.1. Note that the
power spectrum slope depends on the flux cut. This will be further
discussed in Sect. 5.4.2.
5.2 Root-mean-square variation
In order to compute the root-mean-square (RMS) variation, we first
compute for each observation the variance of the flux map F in the
spatial frequency range of interest:
〈(δF)2〉(k1,k2) =
k2∫
k1
d2k P (k) = (∆k)2
k2∑
k1
n(k)P (k) . (19)
As before, P (k) is the measured power spectrum (Eq. 15). Note
that we used Eq. (14) in order to simplify the summation and that
the leading coefficient in the above formula depends on the defini-
tion of the Fourier transform (Eq. 12).
With 〈(δF)2〉 we can compute the fractional variance
〈(δF)2〉/〈F 〉2 where 〈F 〉 = Σi,jFi,j/Σi,jMi,j , and its average
over all considered observations. The square root of this value gives
the average fractional RMS variation in the spatial frequency range
[k1, k2]. In order to estimate the uncertainties, we compute the stan-
dard deviation of the fractional variance for individual observations
and then use error propagation.
For the entire range of the spatial frequencies [kMin, kNy], we
obtain the fractional RMS variation of 8± 1 for the 0.5− 2.0 keV
band. The AGN shot noise model corrected for the PSF-smearing
predicts ≈ 7, which is fully consistent with the measured value.
However, the RMS variation in the full frequency range is domi-
nated by the power at small angular scales (around ∼ 10′′), where
the product of P (k) and the number of modes n(k) is the largest,
i.e. it is determined by the AGN shot noise and does not character-
ize the power at large angular scales.
In order to characterize the latter, we compute the RMS varia-
tion for the frequency interval [0.002, 0.006[ arcsec−1 correspond-
ing to the angular scales from ∼ 3′ − 8′, where the detected LSS
signal dominates the power spectrum. Note that the same frequency
interval will be used for our spectral analysis in Sect. 5.4.3. We ob-
tain a RMS variation of (42± 2)% while our AGN model predicts
≈ 22%. Subtracting quadratically the latter from the former we
obtain the RMS variation of (36 ± 2)% for the LSS signal on the
angular scales of arcminutes.
5.3 Potential sources of contamination
The angular scales where the detected LSS signal is particularly
pronounced (∼ 1′ − 15′) are comparable to the size of the Chan-
dra FOV. There are three main potential sources of contamina-
tion at these angular scales: (i) the instrumental background, (ii)
large scale spatial non-uniformity of the detector efficiency, and
(iii) residual counts in the wings of the PSF from the removed re-
solved sources.
To investigate significance of the first two factors, we use the
instrumental background. In particular, we use both the stowed
background data and the XBOOTES data in the 9.5 − 12.0 keV
band which is entirely dominated by the instrumental background
signal. In App. D2 we compute their power spectra and compare
them with each other and with the power spectrum of the unre-
solved CXB in XBOOTES. We do the comparison both in the units
of flux [(cts s−1)2 deg−2] and of the squared fractional RMS [deg2]
(Fig. D2). The former characterizes the significance of the additive
contamination (the instrumental background), while the latter char-
acterizes the role of the multiplicative factor (the non-uniformity of
the detector efficiency). In both cases, the power spectrum of the
instrumental background is by more than an order of magnitude
smaller then the power spectrum of the unresolved CXB at any
spatial frequency considered here. This excludes a possibility of
any significant contamination of the power spectrum of unresolved
CXB due to spatial non-uniformity of the instrumental background
or detector efficiency.
Residual counts from the resolved sources on average amount
to ≈ 2.6 counts per image in the 0.5− 2.0 keV band (Sect. 2.2.1).
This should be compared to the total of ∼ 600 counts per image
of unresolved emission (∼ 200 from unresolved CXB and ∼ 400
from the instrumental background). This is obviously too small to
produce fractional RMS of ≈ 40% on the ∼arcminutes angular
scales (Sect. 5.2). We also repeated the entire analysis with the
point source exclusion radius of r = 20′′ and did not find any
significant changes in the power spectrum.
Furthermore, the energy spectrum of the LSS signal is much
steeper than the energy spectra of the instrumental background and
of the resolved sources (Sect. 5.4.3). In the case of the resolved
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sources the energy spectrum of the residual counts in the wing of
the PSF is yet harder than the intrinsic spectrum of sources, due to
the energy dependence of the PSF width14. This adds further con-
fidence in excluding the contamination by the instrumental effects.
Several other less significant systematic effects, such as the
mask effect, are investigated in App. D.
5.4 Observational evidences
If the detected LSS signal is caused by one of the known X-ray
source populations, it should be present in the resolved part of the
CXB as well. Hence, one should expect that the LSS signal is en-
hanced if (some fraction of) resolved sources are not removed from
the analyzed images.
In the course of our data preparation procedure we remove two
types of resolved sources: point and extended sources. The point
sources are associated predominantly with AGN and a some small
contribution from normal galaxies. As the latter can not be always
separated from the former, we investigate their effect together, not-
ing that any LSS signal will be by far dominated by AGN. The
extended resolved sources are clusters and groups of galaxies. Be-
low we will investigate possible contribution of each source type to
the large scale LSS signal.
5.4.1 AGN and normal galaxies
In order to investigate the possible role of point sources (AGN and
normal galaxies) we construct images keeping 50% of faintest re-
solved point sources in the images. This corresponds to the flux cut
of 6.2 × 10−15 erg cm−2 s−1 for the 0.5 − 2.0 keV band. With
this flux cut, we on average retain 14 resolved point sources per ob-
servation, thus approximately doubling the average surface bright-
ness. All other data preparation steps are same as for the default
case (Sect. 2).
The power spectra for the two cases are shown in the top panel
of Fig. 9. We can see that for the higher flux cut (red crosses) the
point-source shot noise noticeably increased, as it should be ex-
pected (Eq. 18). In order to study the amplitude of the LSS signal,
we subtract the point-source shot noise from the both spectra, as
described in Sect. 5.1. The result is shown in the bottom panel of
Fig. 9, where we can see that the two spectra are nearly identical.
The small difference at small angular scales . 2′ is likely related
to the imperfect shot noise subtraction.
We thus conclude that the LSS signal at large angular scales
can not be produced by AGN.
5.4.2 Galaxy clusters & groups
We perform similar analysis for resolved extended sources. Due to
their relatively small number in the survey (43 sources, see K05),
we compute the power spectrum retaining all resolved extended
sources. However, the source area of almost every resolved ex-
tended source overlaps with an exclusion area of at least one re-
solved point source, leading to the loss of about ∼ 50% of counts
from extended sources. To preserve the extended sources counts, in
this analysis we reduced the circular exclusion area to the constant
radius of 20′′ for all resolved point-source sources located within
14 http://cxc.harvard.edu/proposer/POG/html/chap4.
html#fg:hrma_ee_pointsource
Figure 9. Top: The measured power spectra of the brightness fluctuations
in the 0.5 − 2.0keV band for different flux cuts for point source removal.
Black crosses: default case used throughout the paper, with all resolved
sources removed. Red crosses: the flux cut of 6.2× 10−15 erg cm−2 s−1
for point sources was applied to the images, retaining ≈ 50% of faintest
resolved point sources. Bottom: Same as top panel but after subtracting the
point-source shot noise (as described in Sect. 5.1). The frequency range
used to normalize the point-source shot-noise model is indicated with the
two vertical dashed lines in the top panel. The vertical bars are shifted
slightly along the x-axis for visualization purposes.
the exclusion area of resolved extended sources. This does not con-
taminate the signal as resolved point sources do not contribute to
the power spectrum in the frequency range of interest, apart from
their shot-noise component (also see Sect. 5.4.1).
Since not all of 118 considered XBOOTES fields contain a re-
solved extended source, we have a possibility to compute the power
spectrum for three different field selections. This gives us a more
detailed view of the dependence of the power spectrum on the pres-
ence or absence of resolved extended sources. Selection A includes
all 118 fields. Selection B includes only fields with resolved ex-
tended sources. To do the filtering we used the catalog of extended
sources from Vajgel et al. (2014, Table 1) which is a result of a
more strict selection than the catalog of K05 (Table 1). This selec-
tion includes 26 fields containing 29 individual resolved extended
sources. Finally, selection C is composed of fields without resolved
extended sources. The filtering is based on the extended source cat-
alogs of both Vajgel et al. (2014, Table 1) and K05 (Table 1). Fur-
thermore, we also excluded from this selection fields containing the
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exclusion area of an extended sources located in an adjacent field.
This selection is composed of 76 fields. It can be considered as our
control sample, and we expect its power spectrum to be consistent
with the default one (from which all resolved sources are removed).
In Fig. 10 we show the power spectrum for the default mask
(top panel, excluding all resolved sources) and the special mask
retaining all resolved extended sources (middle and bottom panels)
for our three different field selections. From the top panel we can
see a good agreement between different field selections15 On the
other hand, in the middle and bottom panels we can see that the
power spectrum increases very significantly for angular scales of &
2′ for field selection A and B, when we retain all resolved extended
source in the images. This strongly suggests that the LSS signal at
large angular scales is produced by extended sources (clusters and
groups of galaxies), resolved as well as unresolved.
It is interesting to note that not only the amplitude but also
the shape of the LSS power spectrum depends on the flux cut for
extended sources. While the power spectrum of unresolved CXB
has a slope of −0.8± 0.1 (see also Fig. 8), after we retain resolved
extended sources, the best fit slope of the power spectrum changes
to −1.2± 0.1 (see also Fig. 12).
5.4.3 Energy dependence of the CXB fluctuations
The conclusion regarding the association of the LSS signal with
clusters and groups of galaxies is further supported by the analysis
of the energy spectrum of the CXB fluctuations. To construct the
latter, we first compute a series of power spectra in contiguous en-
ergy bins in the 0.5 − 2.0 keV band and then for each energy bin
compute the average power in the range of angular frequencies of
interest, subtracting the point-source shot-noise as follows:
〈P (E)〉 =Σ
k2
k1
P (k)
Σk2k1
− Σ
k4
k3
P (k)
Σk4k3PPSF(k)
Σk2k1PPSF(k)
Σk2k1
. (20)
where [k1, k2] is the frequency interval for which we used
[0.002, 0.006[ arcsec−1 (∼ 3′−8′), PPSF(k) is the PSF-smearing
model (App. B), and for estimating the point-source shot-noise
we use the frequency interval [k3, k4] = [0.1, 0.3[ arcsec−1 (∼
3′′ − 10′′). This definition is equivalent to the re-normalized AGN
shot noise model of Sect. 5.1.
The so computed average power is plotted versus energy in
Fig. 11. The panel (a) also shows the energy spectrum before sub-
tracting the point-source shot-noise (gray crosses), demonstrating
that for the chosen range of angular frequencies its effect is not
very significant. Note that taking a square root in Eq. (20) one
could obtain a quantity similar to a normal energy spectrum. How-
ever, the rather complicated procedure involved in computing the
energy spectrum makes the error distribution rather complex and
non-Gaussian, so that the conventional spectral fitting techniques
may not be directly applied. We therefore chose to consider the
energy dependence of the average power expressed in the units of
square of the instrumental flux and compare it with predictions of
various spectral models. The latter were computed by convolving a
spectral model with the energy response of Chandra and squaring
15 The power spectrum of selection B (blue crosses in Fig. 10) shows a
weaker point source shot-noise, indicated by the lower power spectrum at
angular scales of . 2′, in comparison with the two other field selections.
This results from the fact that the average exposure per field in selection
B is slightly higher than for the other selections, which leads to a smaller
sensitivity limit for point sources.
Figure 10. The measured power spectra in the 0.5− 2.0 keV band for dif-
ferent masks and different XBOOTES field selections. Top panel: default
mask used throughout the paper, where all resolved sources (point-like and
extended) are excluded. Middle panel: special mask described in Sect. 5.4.2,
retaining all resolved extended sources. Bottom: Same as middle panel but
after subtracting the point-source shot noise (as described in Sect. 5.1). The
frequency range used to normalize the point-source shot-noise model is in-
dicated with the two vertical dashed lines in the middle panel. The vertical
bars for selection B and C are shifted slightly along the x-axis for visualiza-
tion purposes.
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Figure 11. Average power of CXB fluctuations versus energy along with
predictions of different spectral models representing the Galactic emission
(green, panel (a)), AGN and normal galaxies (blue, panel (b)), and unre-
solved clusters and groups of galaxies (red, panel (c)). The power is com-
puted from the frequency interval [0.002, 0.006[ arcsec−1 (∼ 3′−10′) of
the measured power spectrum (Eq. 20). The point-source shot noise is sub-
tracted (as in Sect. 5.1), except for the spectrum shown in the upper panel
in grey. The points, which are consistent with zero within one standard de-
viation, are replaced with 1σ upper limits.
the result. The normalizations of the models shown below are arbi-
trary. In computing the energy spectra of extragalactic sources we
assumed the Galactic absorption of NH = 1020 cm−2 (Kalberla
et al. 2005, K05).
To illustrate the amplitude of the possible contamination by
the Galactic emission we plot with green lines in panel (a) the
APEC model with T = 0.164 keV (Sect. 3.1.1), normalizing it
to the ”flux” of the lowest energy bin (0.5 − 0.7 keV). This exer-
cise shows that even in the extremely unlikely case that the lowest
energy bin is entirely contaminated by the fluctuations of the sur-
face brightness of the Galactic emission, their contribution to the
adjacent 0.7− 0.9 keV energy bin will not exceed ≈ 7% and their
contribution to the entire 0.5−2.0 keV band will not be larger than
≈ 7%. This justifies using the 0.5 − 2.0 keV band for fluctuation
studies of the extragalactic CXB.
In panel (b) we show a typical energy spectrum of AGN, rep-
resenting it with a power law with a photon-index of Γ = 1.7
and modified by the Galactic absorption (e.g. Reynolds et al. 2014;
Ueda et al. 2014; Yang et al. 2015). Note that the shape of the power
law spectrum is not affected by the redshift. We can see that the en-
ergy dependence of power predicted by this power law model is
significantly harder that the observed dependence. In order to de-
scribe the entire energy spectrum with a power law, one would need
to assume a very steep slope of Γ ≈ 3, which is not feasible for
AGN.
In panel (c) we plot a typical spectrum of clusters and groups
of galaxies, for which we used an APEC model modified by the
Galactic absorption. For the temperature and redshift we assumed
T = 1.4 keV and z = 0.6, which are the median values for
the unresolved population of clusters and groups of galaxies in
XBOOTES (Sect. 3.3). We can see that the model describes rea-
sonable well the observed energy dependence of the average power
of the CXB fluctuations.
To conclude, results of this analysis support the conclusion
made earlier in this section that the LSS signal is associated with
the emission from clusters and groups of galaxies, but not from
AGN.
5.5 Comparison with theoretical predictions
5.5.1 AGN
The inability to explain the detected LSS signal by the cluster-
ing signal of AGN is not surprising, given our knowledge about
their clustering properties. To demonstrate this, we compute the
two-halo term for unresolved AGN using Limber’s approximation
(assuming small angles, k−1 ≪ 1 rad) as follows:
P
(2H)
AGN (k) =
∫
dz
(
dS
dz
)2 (
d2V (z)
dzdΩ
)−1
× P3D,AGN
(
k3D =
k
β
α
d(z)
, z
)
. (21)
where dS(z)/dz [erg cm−2 s−1 deg−2] is the AGN flux produc-
tion rate as function of redshift, defined by Eq. (10) in Sect. 3.3,
d2V (z)/dz/dΩ [Mpc3 h−3 deg−2] is the co-moving volume el-
ement, and d(z) [Mpc h−1] is the co-moving distance to redshift
z (e.g. Hogg 1999). The α and β are equal to 1, if there is a 2pi
in the exponent of the Fourier transform, and they are equal to 2pi
otherwise. The AGN 3D power spectrum is computed as following
(e.g. Cooray & Sheth 2002):
P3D,AGN(k3D, z) = b(Meff , z)
2 g(z)2 Plin(k3D) . (22)
Hereby, Plin(k3D) [Mpc3 h−3] is the 3D linearΛCDM power spec-
trum at z = 0, which we computed using the fitting formulae of
Eisenstein & Hu (1998), g(z) is the linear growth function (e.g.
Dodelson 2003), and b(Meff , z) is the AGN linear clustering bias
factor, computed with the analytical model of Sheth, Mo & Tormen
(2001). For the effective mass Meff of the DMH, where the AGN
reside, we use 2 × 1013M⊙ h−1, which is consistent with recent
observations up to z ∼ 3 (e.g. Allevato et al. 2011; Krumpe et al.
2012; Mountrichas et al. 2013).
The predicted two-halo term of unresolved AGN is compared
c© 2O!6 RAS, MNRAS 000, 1–25
Can AGN and clusters explain the CXB fluctuations? 17
with the measured power spectrum in Fig. 8, which demonstrates
that the predicted signal is by nearly two orders of magnitude
smaller that the observed one. In order to match the amplitude of
the observed LSS signal, one would need to assume the effective
DMH mass to be much larger than Meff ∼ 1014M⊙ h−1 for the
unresolved AGN population of XBOOTES, which is physically un-
realistic (e.g. Cappelluti, Allevato & Finoguenov 2012; Krumpe,
Miyaji & Coil 2014). Furthermore, the expected power spectrum
of the AGN two-halo term is significantly steeper than the observed
power spectrum. In the 30′′ − 10′ angular scales range, the former
has an average slope of −2.3 while the measured power spectrum
has a best-fit slope of −0.8± 0.1 (Fig. 8).
At sub-arcminute angular scales, the shape of the power spec-
trum is sufficiently well described by the shot noise of unresolved
point sources, modified by the PSF smearing effects (Fig. 7). The
residuals seen at ∼ 15′′ − 30′′ angular scales (Fig. 12) are likely
due to the correlation between adjacent Fourier modes caused by
the mask. Thus, we do not see any significant evidence for the sig-
nal in the power spectrum due to the one-halo term of AGN. This is
consistent with the theoretical prediction that low luminosity AGN
reside alone in their DMHs (e.g. Leauthaud et al. 2015; Fanidakis
et al. 2013). We will defer any quantitative constrains of the halo
occupation distribution of AGN based on these data to future work.
5.5.2 Clusters and groups of galaxies
The flux production rate for unresolved clusters and groups of
galaxies at the depth of XBOOTES survey peaks at the redshift
z ≈ 0.2 with the median value of z ≈ 0.6 (Sect. 3.3). At these
redshifts, the angular scales of . 10′ correspond to spatial scales
of . few Mpc, suggesting that the LSS signal is produced by the
internal structure of ICM within the same dark matter halo (i.e.
their one-halo term), rather than by the cross-correlation between
different objects (two-halo term). This conclusion is supported by
the results of analytical calculations of the X-ray power spectrum
of groups and clusters of galaxies which demonstrated that at an-
gular scales below∼ 10′ their two-halo term can be neglected (e.g.
Komatsu & Kitayama 1999; Cheng, Wu & Cooray 2004).
The one-halo term on the angular scales of & 1′ is dominated
by the nearby objects, located at redshift z . 0.1 (Cheng, Wu &
Cooray 2004). At these redshifts, angular scales of ∼ 5′ − 10′ cor-
respond to spatial scales of ∼ 0.5 − 1 Mpc, i.e. of the order of the
R200 of a DMH with a mass of M200 ∼ 1013 − 1014M⊙. Thus,
the power spectrum of CXB fluctuations carries information about
ICM in cluster outskirts. The shape of the power spectrum is de-
termined by the intrinsic structure of the ICM convolved with the
redshift distribution of unresolved clusters and groups of galaxies.
The latter depends on the flux cut for the resolved objects, opening
prospects for redshift-resolved studies, provided the data of suffi-
cient depth. The normalisation of the power spectrum is propor-
tional to the square of the volume density of clusters and groups of
galaxies, making the powers spectrum a sensitive diagnostics of the
volume density of these objects.
At small angular frequencies corresponding to large angular
scales, the power spectrum is expected to flatten based on the model
of Diego et al. (2003), while the model of Cheng, Wu & Cooray
(2004) does not show such a strong feature. These angular scales
are outside the frequency range studied here, but should become
accessible when the full range of scales provided by the XBOOTES
(∼ 3 deg) and other wide angle surveys will be utilized.
Thus, the power spectrum of CXB fluctuations could poten-
tially provide a new tool to probe the structure of ICM, out to the
Figure 12. The power spectrum of the brightness fluctuations of the unre-
solved CXB of XBOOTES in the 0.5 − 2.0 keV band, when all resolved
extended source are included in the flux map (using our special mask,
Sect. 5.4.2). The point-source shot noise is subtracted from the measured
power spectrum (Sect. 5.1). The green solid line shows a power law with
the slope of −1.2, which gives best fit to the observed power spectrum in
the angular scale range of 30′′ − 10′. The red curve shows the model for
clusters and groups of galaxies based on results of Cheng, Wu & Cooray
(2004),
linear scales beyond R500, which are expensive to study with direct
imaging observations. This is a valuable possibility. Indeed, due
to the complex nature of ICM, theoretical predictions suffer from
large uncertainties (e.g. Rosati, Borgani & Norman 2002; Kravtsov
& Borgani 2012). Depending on the assumed characteristics of gas
cooling and heating, the predictions of the structure of ICM and
for the clustering strength in particular for the one-halo term can
vary dramatically, as analytical studies (e.g. Cheng, Wu & Cooray
2004) and cosmological hydrodynamical simulations (e.g. Roncar-
elli et al. 2012) show. For the same reason it is also difficult to accu-
rately predict the total contribution of clusters and groups of galax-
ies to the CXB (e.g. Roncarelli et al. 2006). The latter is also dif-
ficult to achieve observationally, given the insufficient depth of the
current measurements of the logN − log S of clusters and groups
of galaxies, reaching the flux limit of ∼ 10−16 erg cm−2 s−1 at
the best (Finoguenov et al. 2015). Due to the steep slope of the
logN− log S a significant fraction of the total emission from clus-
ters and groups of galaxies is produced by below this flux limit.
Keeping these uncertainties in mind, we compare our mea-
sured power spectrum with theoretical predictions by Cheng, Wu
& Cooray (2004), whose calculations are based on a simple model
assuming that ICM is in hydrostatic equilibrium. This model is
in a good agreement with hydrodynamical simulations of Roncar-
elli et al. (2006), including more complex physical processes, such
as star-formation and supernova feedback. Since Cheng, Wu &
Cooray (2004) computed power spectrum of all clusters and groups
of galaxies without any flux cut, we will be comparing their results
with the corresponding power spectrum from Sect. 5.4.2, includ-
ing all extended sources. This power spectrum is shown with black
symbols in the bottom panel of Fig. 10.
For comparison with our measurement, the power spectrum
from Cheng, Wu & Cooray (2004) needs to be converted to
flux units, the conversion being achieved by multiplying their
power spectrum with the square of the surface brightness of
clusters and groups of galaxies. To estimate the latter, we com-
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pute the combined surface brightness of resolved extended ob-
jects from the catalog of K05 above the flux cut of S = 3 ×
10−14 erg cm−2 s−1 (0.5 − 2.0 keV band), obtaining ∼ 1.0 ×
10−13 erg cm−2 s−1 deg−2. We estimate the surface brightness of
unresolved clusters and groups of galaxies using the results of
Sect. 3.2 and obtain ∼ 2.5 × 10−13 erg cm−2 s−1 deg−2. Hence,
the total surface brightness of clusters and groups of galaxies is
∼ 3.5 × 10−13 erg cm−2 s−1 deg−2. We convert this to instru-
mental units with a APEC model modified by the Galactic absorp-
tion. For the temperature and redshift we assume T = 2.9 keV and
z = 0.4, which are the median values for the total population of
clusters and groups of galaxies (Sect. 3.3). The conversion depends
weakly (. 10%) on the assumed temperature for T & 1.5 keV.
Comparison with our measurement in Fig. 12 shows that the
model of Cheng, Wu & Cooray (2004) predicts the shape of the
power spectrum remarkably well. However the model normalisa-
tion is by a factor of≈ 2 smaller. The discrepancy in normalisation
is not too dramatic given the number of uncertainties and simpli-
fications involved in the model of Cheng, Wu & Cooray (2004).
The easiest explanation for it could be the method for computing
the model normalisation we used above. Indeed, the estimate of
the surface brightness of unresolved clusters and groups of galax-
ies depends on the assumed slope of their logN − log S distri-
bution, for which we used Ebeling et al. (1997) results. As ex-
plained in Sect. 3.2, if we increased the slope of the XLF of Ebel-
ing et al. (1997) by ∼ 10%, the flux from unresolved clusters and
groups of galaxies would increase by∼ 50% and the Cheng, Wu &
Cooray (2004) model would match our measured LSS signal within
∼ 30% accuracy.
The power spectrum of clusters and groups of galaxies can
be modified significantly by non-gravitational effects (e.g. Fig. 3
in Cheng, Wu & Cooray 2004). Cooling and heating of the ICM
can significantly affect its surface brightness distribution which can
change the power spectrum by as much as an order of magnitude.
Therefore the agreement between a simple semi-analytical model
and our data is remarkable and demonstrates the potential of the
power spectrum of CXB fluctuations in constraining theoretical
models.
6 SRG/EROSITA FORECAST
The upcoming all-sky survey of SRG/eROSITA (eRASS, ∼2017-
2021) will lead us in a new area of high precision LSS studies with
∼ 3 million of resolved AGN (Kolodzig et al. 2013b,a; Hu¨tsi et al.
2014) and ∼ 100 000 galaxy clusters (Merloni et al. 2012). How-
ever, eRASS will also produce an all-sky map of the unresolved
CXB with the usable area of the order of∼ 34 000 deg2 (excluding
the Galactic plane, |b| > 10◦) and the point-source sensitivity of
S0.5−2.0 keV ≈ 1.1×10−14 erg cm−2 s−1 (sky average). With the
FOV-averaged PSF of ∼ 30′′ (Merloni et al. 2012), it will cover
a very large range of angular scales, from ∼arcminute to the full
sky. Given the PSF size, a point-source exclusion region radius of
140′′ would be sufficient, leaving unmasked about ≈ 60% of the
sky area (∼ 21 000 deg2).
Due to the survey strategy of eRASS, it will also have deep
survey regions at the northern and southern ecliptic poles (NEP
and SEP, Merloni et al. 2012). These regions are of particular in-
terested since they will offer a comparable point-source sensitivity
as the largest surveys of the current generation of X-ray telescopes,
e.g. XBOOTES (∼ 9 deg2, Chandra, K05), Stripe 82 (∼ 31 deg2,
XMM-Newton, LaMassa et al. 2016), and XXL (∼ 25 × 2 deg2,
Figure 13. Predicted power spectrum of the brightness fluctuations of the
CXB in the SRG/eROSITA all-sky survey in the 0.5 − 2.0 keV band for
the sky-averaged case. The curves are: clustering signal of (resolved and
unresolved) galaxy clusters (red curve), two-halo term (blue curve), and
shot-noise level (gray line) for AGN, and the sum of all components (black
curve). The PSF-smearing is not taken into account but should only become
important at angular scales below ∼ 2′. The vertical dashed lines indicate
the size of the instruments’ FOVs and of the XBOOTES survey. The power
spectrum is shown in instrumental units and we used the response matrix of
SRG/eROSITA (erosita iv 7telfov ff.rsp) for the conversion.
XMM-Newton, Pierre et al. 2011) but with a much larger sky area
of ∼ 100 deg2 or even up to ∼ 1000 deg2. Further, the angu-
lar resolution within these regions can be improved by a factor of
∼two by only using the central part of the eROSITA-FOV, making
it comparable to the the angular resolution of XMM-Newton16.
Given these features of eRASS, it will permit not only to dra-
matically broaden the range of the angular scales, but also to im-
prove the accuracy of the measurement of the surface brightness
fluctuations of the unresolved CXB, increasing in the S/N ratio by
a factor of about ∼ 50, as compared to XBOOTES data. This will
allow one to test clustering models of unresolved AGN and galaxy
clusters to an unprecedented precision. Importantly, these studies
do not need redshifts of objects i.e. are independent on the optical
follow-up studies.
In Fig. 13 we show the expected power spectrum of CXB fluc-
tuations in eRASS in the 0.5 − 2.0 keV band for the sky-averaged
case. The shot-noise level (gray line) and two-halo term (blue
curve) of unresolved AGN were computed as described in Sect. 4.3
and 5.5.1, respectively, using the sky-averaged point-source sensi-
tivity of eRASS. The power spectrum of (resolved and unresolved)
clusters of galaxies (red curve) is based on the theoretical predic-
tion by Cheng, Wu & Cooray (2004), which was normalized as
described in Sect. 5.5.2. One can see from Fig. 13 that the CXB
brightness fluctuations will be dominated by the clustering signal of
clusters and groups of galaxies at angular scales larger than ∼ 10′ .
At smaller angular scales the dominant contribution will come from
AGN. The unresolved AGN population of eRASS will be located at
a median redshift of z ≈ 1.2 and will have a moderate median lu-
minosity of L0.5−2.0 keV ∼ 1043.4 erg s−1. Given the angular res-
olution of SRG/eROSITA and the expected high S/N of the power
spectrum, one should be able to measure or constrain the one-halo
term of AGN at the angular scales of∼ 1′−10′ to a high precision.
16 http://heasarc.gsfc.nasa.gov/docs/xmm/uhb/
onaxisxraypsf.html
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This may permit us to finally measure or constrain the mean occu-
pation number of AGN per DMH, which is an important parameter
for the AGN triggering and fueling theories which has not yet been
reliably constrained (e.g. Cappelluti, Allevato & Finoguenov 2012;
Krumpe, Miyaji & Coil 2014; Leauthaud et al. 2015).
7 SUMMARY
Surface brightness fluctuations of the unresolved CXB present
a great opportunity to study faint source populations which are
yet beyond the reach of more conventional studies of resolved
sources. The renaissance of this field was facilitated by the fact
that wide angle X-rays surveys covering tens of deg2 have been
undertaken by the modern X-ray telescopes aboard Chandra and
XMM-Newton, featuring superb angular resolution (e.g. Brandt &
Alexander 2015). In the work reported in this paper we used the
data of XBOOTES, the presently largest continuous Chandra sur-
vey covering the area of ∼ 9 deg2, to conduct the most accurate
measurement to date of the brightness fluctuations of unresolved
CXB in the angular scales ranging from ∼ 3′′ to ∼ 17′ .
The XBOOTES survey with its average exposure of ∼ 5 ksec
per field has an average point-source sensitivity of ∼ 2 ×
10−15 erg cm−2 s−1 in the 0.5 − 2.0 keV band (K05) and an av-
erage extended-source sensitivity of ∼ 3 × 10−14 erg cm−2 s−1
(Sect. 3.2). Given these flux limits, unresolved AGN and normal
galaxies make the major contribution to the surface brightness
of the unresolved CXB, accounting each for ∼ 30%, with the
galaxy clusters making a more modest contribution at the level
of ∼ 6 − 8% (Sect. 3.2). However, estimates for normal galaxies
and galaxy clusters are highly uncertain, thus explaining that about
∼ 1/3 of the CXB flux remains unaccounted for in this calcula-
tion. At a point-source sensitivity level of ∼ 10−15 erg cm−2 s−1
normal galaxies are not expected to contribute significantly to the
unresolved CXB fluctuations. The unresolved AGN have a median
redshift of z ∼ 1.0 and median luminosity of L0.5−2.0 keV ∼
1042.6 erg s−1 (Sect. 3.3). The unresolved galaxy clusters are about
twice as close, with a median redshift of z ∼ 0.6 (flux-weighted
mean of 〈z〉 ∼ 0.3) and have comparable median luminosity of
L0.5−2.0 keV ∼ 1042.7 erg s−1. With the standard scaling relations,
these numbers correspond to an ICM temperature of T ∼ 1.4 keV,
and a DMH mass of M500 ∼ 1013.5 (Sect. 3.2).
After masking out resolved (point and extended) sources, we
obtained the power spectrum of surface brightness fluctuations of
unresolved CXB in the 3′′ − 17′ range of angular scales (Fig. 7).
At sub-arcminute angular scales, the obtained power spectrum is
consistent with the predicted point source shot noise of unresolved
AGN, corrected for the PSF-smearing. However, at the angular
scales exceeding & 1′ we detect a clear and highly statistically
significant LSS signal above the AGN shot noise. After subtracting
the point-source shot noise, we obtain the power spectrum of the
LSS signal, which follows an approximate power-law shape with
the slope of−0.8± 0.1 (Fig. 8) and has normalization correspond-
ing to the fractional RMS variation of (36± 2)%.
The detected LSS signal is by almost two orders of magnitude
stronger than that expected from the AGN two-halo term (Fig. 8).
We present strong evidence that it is associated with the ICM of
unresolved galaxy clusters, namely with their one-halo term. In
particular, we show that the LSS signal is not present in the power
spectrum of resolved AGN (Fig. 9), and it is much enhanced when
resolved galaxy clusters are retained on the images (Fig. 10). The
energy dependence of the mean power of the CXB fluctuations at a
∼few arcmin angular scales is consistent with the energy spectrum
of an optically thin plasma with temperature of T = 1.4 keV red-
shifted to z = 0.6, corresponding to the average ICM temperature
and median redshift of unresolved galaxy clusters in the XBOOTES
survey (Fig. 11). The shape of the power spectrum can be remark-
ably well described by the model of Cheng, Wu & Cooray (2004),
although the normalization of the theoretical spectrum is by about
a factor of ≈ 2 smaller than observed (Fig. 12).
The power spectrum of fluctuations of unresolved CXB car-
ries information about the ICM structure in the outskirts (out to
∼ R200) of nearby (z . 0.1) clusters and groups of galaxies (e.g.
Cheng, Wu & Cooray 2004). These scales are difficult to reach by
conventional studies based on the surface brightness distribution of
individual and usually relatively nearby objects. The shape of the
observed power spectrum is determined by the spatial structure of
ICM, and the redshift distribution of clusters and groups of galax-
ies, while its normalization is proportional to the square of their
volume density. This underlines the enormous diagnostic potential
of the unresolved CXB fluctuation analysis.
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APPENDIX A: SPECTRAL MODEL OF THE
INSTRUMENTAL BACKGROUND
In order to study the energy spectrum of the unresolved CXB, one
needs a spectral model for the instrumental background. We create
such a model using the ACIS-I stowed background data17. The data
is processed as recommended by the corresponding CIAO threads.
We fit its energy spectrum between 0.5 and 10.0 keV with a spec-
tral model consisting of a power law with six Gaussians to account
for the instrumental emission lines of Al Kα, Si Kα, Au Kα,β ,
Ni Kα and Au Lα, (Baganoff 1999, e.g. Fig. 3, left panel) and
for an additional feature around 8.3 keV. The stowed background
spectrum and the best-fit model is shown in Fig. A1. The model
describes the energy spectrum of the instrumental background with
the accuracy sufficient for this study, which main purpose is decom-
position of the CXB spectrum below 2 keV into Galactic and extra-
galactic components and measurement of their fluxes. We there-
fore use this model to fit the spectrum of the unresolved CXB
in XBOOTES in Sect. 3.1.1. In the spectral fit to the XBOOTES
data we fixed the slope of the power law of the instrumental back-
ground and the parameters of the two low energy lines as indicated
in Table A1 at the best-fit values to the stowed background data.
17 http://cxc.harvard.edu/contrib/maxim/acisbg/;
“acis[0-3]D2000-12-01bgstow ctiN0004.fits”
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Figure A1. Energy spectrum of the ACIS-I stowed background along with
the instrumental background model. Black crosses: data points with one
standard deviation as error-bars. Green Curve: Total background model.
Dotted Curves: single components of the model (see Table A1).
Table A1. Best-fit values of the instrumental background model (pink curve
in Fig. 3) obtained in the spectral fit to the unresolved CXB in XBOOTES
(Sect. 3)
Component-Name Parameter Value
powerlaw Photon Index 0.107 (fixed)
1. Gaussian Center 1.490 keV
(Al Kα) Width 19.4 eV (fixed)
2. Gaussian Center 1.678 keV (fixed)
(Si Kα) Width 0.1 eV (fixed)
3. Gaussian Center 2.162 keV
(Au Kα,β ) Width 52.0 eV
4. Gaussian Center 7.473 keV
(Ni Kα) Width 11.8 eV
5. Gaussian Center 9.700 keV
(Au Lα) Width 35.0 eV
6. Gaussian Center 8.294 keV
Width 185.1 eV
The width is the standard deviation of the Gaussian. The fixed values are
from the fit of the ACIS-I stowed background spectrum (Fig. A1).
Other parameters were left free. Their best-fit values are listed in
Table A1.
One can see in Fig. 3 that the instrumental background model
has higher continuum level than the CXB, which makes the esti-
mate of the CXB flux sensitive to the slope of the power law com-
ponent of the background model. Therefore it is reassuring that the
surface brightness of the instrumental background obtained from
Table A2. Surface brightness of the instrumental background of XBOOTES
in the 0.5 − 2.0 keV band determined from the spectral fit and using the
background map.
Estimated based on Value
[cts s−1 deg−2]
Spectral fit (Sect. 3.1.1) 1.548± 0.004
Background maps (Sect. 2.4) 1.55± 0.01
Figure B1. Top: The azimuthally averaged power spectra of Chandra PSF
(dotted curves) for different offset angles from 0′ (black) to 11′ (red) with
the step of 1′ for the 0.5− 2.0 keV band. The thickness of the curves indi-
cates the weight used in the averaging over offset angles. Top and Middle:
Average power spectrum of the PSF of Chandra ACIS-I (gray crosses, av-
erage over all offset angles and CCDs) and the PSF-smearing model (red
curve, Eq. B1). Bottom: Ratio between the average PSF power spectrum
and the PSF-smearing model.
Table B1. Parameters of the PSF-smearing model (Eq. B1) in the 0.5 −
2.0 keV band.
Symbol Value Unit
kb 0.134 arcsec−1
α1 -4.740 arcsec
β1 0.020 -
α2 -3.270 arcsec
β2 -0.180 -
the spectral fit of the XBOOTES data is consistent with the average
surface brightness of the background maps CBKG obtained with
the help of the stowed data in Sect. 2.4, see Table A2. The latter
uses the method of H06 to estimate the background spectrum nor-
malisation from the 9.5 − 12.0 keV band (Eq. 3), whereas for the
former we fit the data below 10.0 keV.
APPENDIX B: PSF-SMEARING MODEL
The PSF of Chandra will smooth out any fluctuation signal caused
by source photons on the angular scales smaller than its size. Note
that fluctuation caused by instrumental background are not af-
fected. This leads to a drop of the source power spectrum PScr(k)
amplitude at small scales (e.g. Fig. 7). Since the shape of the PSF
is rather complex and changes with the offset angle (θ) and az-
imuthal angle (φ) from the focal point (see Fig. 1), one can not
derive a simple analytical expression to describe this effect. There-
fore, we use an empirical approach and compute an average PSF
power spectrum from the measured PSF power spectra of our PSF
simulations in Sect. 2.2 for the 0.5 − 2.0 keV band. Thereby, we
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first average over all CCDs and then compute a weighted average
over all offset angles. For the weights we use the surface area of
the annulus of each offset angle. We show the average PSF power
spectrum in Fig. B1 (grey crosses) along with our simple empiri-
cal PSF-smearing model (red curve), which is a broken exponential
function in the base of ten:
log10 [PPSF(k)] =
{
α1 k + β1 for k 6 kb,
α2 k + β2 for k > kb.
(B1)
The parameters of the model are listed in Table B1. Our model is
able able to describe the PSF power spectrum up to a frequency of
k ≈ 0.9 arcsec−1 (& 1.1′′, & 2 image pixels) with an accuracy
of ≈ 5%, which is sufficient for the given S/N of our fluctuation
measurements. We can see also in Fig. C2 that our PSF-smearing
model is able to describe well the measured power spectrum in the
entire range of angular scales of interest.
APPENDIX C: PHOTON SHOT NOISE
When measuring the angular fluctuations of the unresolved CXB
via Fourier analysis, we have to take into account that the source
power spectrum PScr(k) is superimposed by the photon shot
noise PPhot.SN in our measured power spectrum: 〈|δ̂F (k)|2〉 =
PSrc(k) + PPhot.SN. In the ideal case the shot noise is flat and
independent of the Fourier frequency. Its mean amplitude is in-
versely proportional to the total number of counts and it contributes
to the statistical noise in the source power spectrum: σPScr(k) ∝
PSrc(k) + PPhot.SN.
C1 Estimators
Below we discuss three different photon shot-noise estimators.
C1.1 Analytical estimate
Ignoring the effects of the mask (Sect. D1) and vignetting, one can
use a simple analytical expression to estimate the shot-noise am-
plitude, which we derive here for completeness. For simplicity we
use in the following a single index (j) for the summations over all
pixels N of a 2D map. Based on our definition in Sect. 4.1, we can
write the measured power spectrum as following:〈
|δ̂F (k)|2
〉
=
1
Ω
〈(
N∑
j
δFj e
−2pii rjk
)(
N∑
l
δFl e
+2pii rlk
)〉
=
1
Ω
〈
N∑
j
δF 2j
〉
+
1
Ω
〈
N∑
j
N−1∑
l 6=j
δFj δFl e
−2pii k(rj−rl)
〉
.
The second term represent the actually source power spectrum
PScr(k), whereas the first term is the shot noise. We can reduce
the first term further to:〈
N∑
j
δF 2j
〉
=
N∑
j
〈
δF 2j
〉
=
N∑
j
(〈
F 2j
〉− 〈Fj〉2)
=
N∑
j
σ2(Fj) =
N∑
j
σ2(Cj)
E2j
≈
N∑
j
Cj
E2j
.
Here, we use the fact that δFj = Fj − 〈Fj〉 and Fj = Cj/Ej
and that the variance σ2(x) of a Poissonian-distributed quantity x
is equal to its mean. Since we do not know the actually mean of Cj
we approximate it with its own value. Based on this derivation, we
define our shot noise estimate as following:
PPhot.SN =
1
Ω
N∑
j
C(rj)
E2(rj)
. (C1)
When we are using the average exposure map (Eq. 2) for computing
the fluctuation map δF, the definition changes to:
PPhot.SN =
1
Ω
∑N
j C(rj)
〈E〉2 .
We refer to both definitions as the analytical shot-noise estimate,
which is our default shot-noise estimate.
Note that this definition is only valid for the total-count map
C
Total
X (Sect. 2.4). For the background-subtracted map CCXBX
(Eq. 4) one has to explicitly add the shot noise due to the instrumen-
tal background events, as the flux of the the latter was subtracted
from C(rj) in Eq. C1:
P
(CXB)
Phot.SN = PPhot.SN + P
(BKG)
Phot.SN ,
with (using Eq. 3)
P
(BKG)
Phot.SN =
∑N
j C
Stow
j
Ω 〈EStow〉2 ·
(∑N
j C
Total
9.5−12.0 keV∑N
j C
Stow
9.5−12.0 keV
)2
.
C1.2 High-frequency based estimate
The high-frequency based shot-noise estimate uses the fact that
at very high frequencies the measured power spectrum converges
eventually to the shot-noise amplitude (Sect. B). Hence, we can es-
timate the shot noise by taking the average (P (HF)Phot.SN) of the power
spectrum for some frequency interval [k(HF)min , k
(HF)
max ]. It is natural
to choose the upper limit at the Nyquist-Frequency: k(HF)max = kNy.
The choice of the lower limit is somewhat arbitrary and depends
on the amplitude and the slope of the power spectrum of the sig-
nal. We use k(HF)min = kNy × 0.80 ≈ 0.81 arcsec−1. With this
choice, the interval encapsulates angular scales of the size ≈ 2.5
ACIS-I CCD pixels or smaller (6 1.2′′). At these scales the ampli-
tude of the source power spectrum is suppressed by more than 500
times due to PSF-smearing (Fig. B1) and the shot-noise-subtracted
power spectrum in the 0.5 − 2.0 keV band is more than ∼ 2000
times smaller than the shot-noise amplitude itself (computed us-
ing the analytical shot-noise estimate). Therefore, within this fre-
quency interval the source power spectrum can be neglected (cf.
Fig. C2). We also tested larger and smaller values for k(HF)min and
find that k(HF)min = kNy×0.80 is a good compromise . Furthermore,
using k(HF)min = kNy × 0.40 ≈ 0.41 arcsec−1 we obtain the the
shot-noise-subtracted power spectrum which is nearly identical to
the default one in the frequency range of interest, at frequencies
. 0.3 arcsec−1. It should be noted that this shot-noise estimator
requires the maximal angular resolution of Chandra, i.e. needs the
image pixel binning of one.
As we show in the Sect. C2, the high-frequency based esti-
mate works as well as the analytical estimate and produces results
compatible with the latter. The caveat is that it may be subject to
contamination by the signal, i.e. prone to overestimating the shot-
noise level if there is this still a significant source signal at fre-
quencies & k(HF)min . Nevertheless, this estimate serves as a useful
independent test for the analytical estimate.
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C1.3 Observation-splitting based estimate
The observation-splitting shot-noise based estimate, also called the
A−B technique, was introduce by Kashlinsky et al. (2005) for in-
frared data and was also used for X-ray data (e.g. Cappelluti et al.
2013; Helgason et al. 2014). Hereby, one splits the observation into
even and odd time-frames (or events) and creates a fluctuation map
for each subset (δFA for even frames and δFB for odd frames). The
difference between these two maps should be free of any source or
instrumental signal which is steady in time, because both subsets
were observed nearly simultaneously, and only contain the ran-
dom noise of the observation. Hence, the measured power spec-
trum P (OS)Phot.SN of the difference δFD = (δFA − δFB)/2 should
represent the shot noise for this observation. For the shot-noise-
subtracted power spectrum, we take the statistical uncertainties of
the measured power spectrum and of P (OS)Phot.SN into account and use
the normal error propagation.
As we show in the Sect. C2, observation-splitting based esti-
mate gives in average consistent results in comparison to the an-
alytical estimate. However, a major concern with this estimate is
that this estimate is itself subject to noise. Combined with corre-
lations between different Fourier modes caused by the mask ef-
fect this leads to appearances of irregularities in the resulting shot-
noise-subtracted power spectrum. This can been seen for instance
in Fig. C2 (lower panels, green crosses) for in the interval of 0.5 .
k[arcsec−1] . 0.7, where the observation-splitting based estimate
leads to a significant underestimation of the power spectrum. This
also makes the observation-splitting based estimate somewhat less
reliable in comparison to the analytical or high-frequency based
estimate. However, it serves as another independent probe of the
photon shot-noise level.
C2 Comparison of different estimators
In the following, we compare different shot-noise estimates.
Thereby, we focus mostly on the high frequency part of the power
spectrum, where the source power spectrum is of the order of the
shot-noise amplitude or smaller. For a better visualization, we show
the power spectrum in linear scale and use a linear binning, al-
though all calculations were performed with the unbinned power
spectrum.
C2.1 The 9.5− 12.0 keV band
The power spectrum in the 9.5 − 12.0 keV band is ideal for eval-
uating the photon shot-noise estimators. Since the effective area of
Chandra mirrors is virtually zero at these energies18, all registered
events are due to the instrumental background. At small angular
scales the power spectrum of the instrumental background is flat
and consists of the photon shot-noise only. This fact can be used to
evaluate and compare our shot-noise estimators.
The photon shot-noise subtracted power spectra are plotted
in Fig. C1. As one can see, there are quite significant fluctuations
in the binned spectra. They are caused by the correlation between
nearby Fourier modes caused by the mask effect. This correlations
is not accounted for in computing the errors and leads to seem-
ingly statistically significant deviations from the zero in the binned
power spectrum. In Fig. C1 we also show in black colour the RMS
18 http://cxc.harvard.edu/proposer/POG/html/chap4.
html#tth_sEc4.2.2
Figure C1. Photon-shot-noise-subtracted power spectrum P (k) (Eq. 15)
in the 9.5 − 12.0 keV band. Red crosses in all panels were obtained us-
ing our default method of analytical shot-noise estimate (Eq. C1). Blue
crosses in the two upper panels were computed using the high-frequency
based estimate (Sect. C1.2). Green crosses in the two lower panels were
obtained using the observation-splitting based estimate (Sect. C1.3). The
colored error-bars show the standard deviation due to error propagation of
all binned frequencies. The black error-bars show the standard deviation of
the sample mean of all binned frequencies. Vertical blue dashed line shows
the lower limit k(HF)min used to compute the high-frequency based estimate.
of power in individual Fourier modes computed within the broad
frequency bins. They somewhat higher than the theoretical error
bars computed as described above (Eq. 16).
The lowest frequency bin contains a real signal due to the
slightly non-uniformity of the instrumental background at large
scales, which also can be seen in the power spectrum of the stowed
background map (Sect. D2, Fig. D2). Therefore, we exclude the
frequencies < 0.02 arcsec−1 from the following evaluation.
To compare different estimates we compute the sample mean
and RMS deviation for the quantity Z(k) = P (k)/σP (k). Since
the unbinned power spectrum has more than 1000 Fourier frequen-
cies, the average of Z(k) follows Gaussian distribution and, in the
ideal case, has the mean zero with a RMS deviation of one. We
measure a RMS deviation of ≈ 1.14 for all shot-noise estimates
and the sample mean of 0.05± 0.03, 0.00± 0.03 and 0.08± 0.03
for the analytical, high-frequency based, and observation-splitting
based estimates, respectively. This calculation shows somewhat in-
ferior quality of the observation-splitting based estimate which is
also confirmed by the visual inspection of Figs. C1 and C2. We
choose the analytical estimator as our default one for the analysis
in this paper.
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Figure C2. Same as Fig. C1 but for the 0.5 − 2.0 keV band. Purple solid
curve shows AGN shot-noise model (Sect. 4.3) multiplied by the PSF-
smearing model (Sect. B).
C2.2 The 0.5− 2.0 keV band
In Fig. C2 we show the photon shot-noise subtracted power spec-
trum P (k) for the 0.5 − 2.0 keV band for our three shot-noise es-
timators. We also plot the AGN shot-noise model (Sect. 4.3), mul-
tiplied with the PSF-smearing model (Sect. B). One can see good
agreement of the data with the model in the entire frequency range.
This plot justifies neglecting the contribution of the signal for the
frequencies of > kNy × 0.80 ≈ 0.81 arcsec−1, which were used
to compute the high-frequency based estimate. It also demonstrates
that our AGN shot-noise model combined with the PSF-smearing
model is able to describe the measured power spectrum up to the
highest frequencies.
Finally, we note that the differences between different pho-
ton shot-noise estimators are significant only at highest frequen-
cies. For the analysis presented in this paper, which is focused at
frequencies . 0.3 arcsec−1 these differences are unimportant.
APPENDIX D: OTHER SYSTEMATIC EFFECTS
Below we discuss several less significant systematic effects having
impact on the resulting power spectrum.
D1 Mask effect
The measured power spectrum is a convolution of the true power
spectrum with a that of the window function, because the anal-
ysed image has a finite size and is modified by the mask exclud-
ing the regions corresponding to resolved sources, CCD gaps and
bad pixels. This alters the power spectrum and leads to correlation
of adjacent Fourier modes. We refer to these modifications with
the term mask effect. Here, we estimate how this effect distorts
Figure D1. The impact of the mask effect on the power spectrum. Top:
The simulated power spectra after two different masks were applied to the
simulated images, which are based on our input model (black curve). Also
shown is the AGN shot noise model (blue curve). Bottom: The ratio of the
simulated power spectra to our input model. The data points of different
color show the effect of two different masks: the FOV-only mask (green)
and the full mask taking into account the resolved sources and CCD gaps
(red).
the source power spectrum in the considered frequency range of
0.001 − 0.300 arcsec−1 (∼ 3′′ − 17′).
To compute the mask effect we perform simulations as fol-
lows. We construct a model power spectrum consisting of the shot-
noise of unresolved AGN and a power law component P ∝ k−1.3
corresponding to the LSS signal, both multiplied by the PSF-
smearing function. From this power spectrum we create a two-
dimensional Fourier-image assuming random and uniformly dis-
tributed phases and perform an inverse Fourier transform to com-
pute the corresponding image. The resulting image is multiplied by
the mask. This is repeated for each Chandra observation, each time
using the real mask for that observation. From the produced set of
images we compute the average power spectrum following same
procedures as were applied to the real data. This procedure was re-
peated 50 times and the result was averaged to produce the final
power spectrum which was then compared with the input model.
The result of these simulations is shown in Fig. D1. One can
see that due the mask effect the power spectrum is suppressed by
less than ∼ 20% at the lowest considered frequency bin and at
the frequencies of & 4 × 10−3 arcsec−1 it is suppressed by less
than ∼ 2%. This means that the measured power spectrum is a
reasonably good representation of the true power spectrum of the
signal. Due to the complexity of the inverse problem, we chose not
to correct the power spectrum for the mask effect. Instead, these
effects can be straightforwardly taken into account when fitting the
measured spectrum with theoretical models.
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D2 Instrumental background
At the flux limit of XBOOTES survey, the instrumental background
accounts for ∼ 2/3 of the unresolved emission, therefore its non-
uniformity can significantly contaminate the power spectrum. In
addition to the non-uniform distribution of the instrumental back-
ground over the detector, its surface brightness distribution may
be affected by the large scale non-uniformity of the detector ef-
ficiency (if any). Thus, investigation of the stowed background
data can be also used to constrain the amplitude of the latter. The
power spectrum of the stowed background (CStow in the terminol-
ogy of Sect. 2.4) is shown in Fig. D2 (blue crosses), along with
the power spectrum of the unresolved background in XBOOTES
data (CTotalX , red crosses)). The upper panel shows the power spec-
tra in flux units, to characterize the absolute contamination of the
measured power spectrum by the instrumental background. In the
lower panel, we show the power spectra in the units of squared frac-
tional variations (i.e. divided by the square of the mean flux). The
latter characterizes the combined effect of the instrumental back-
ground variations and the spatial on-uniformity of the detector effi-
ciency, thus placing an upper limit on the latter. As we can see from
Fig. D2, in both case the power spectrum of the XBOOTES data ex-
ceeds the contamination by more than an order of magnitude at all
frequencies. In the lower panel we also show the flux normalized
power spectrum of the XBOOTES data in the 9.5− 12.0 keV band
(green crosses). It is similar to the power spectrum of the stowed
background data, as it should be expected as both are due to the in-
strumental background. They are not identical though, as they are
computed for different energy bands.
Given the rather good uniformity of the instrumental back-
ground (as compared to the unresolved CXB), subtraction of the
actual stowed background map from the data (Sect. 2.4) is unnec-
essary. Instead, from each XBOOTES image we subtract a constant
corresponding to the mean unresolved flux in the given observation
(Eq. 8). This simplifies the error propagation, removing correla-
tions between fluctuation maps of different observations. In Fig. D3
we compare our default power spectrum produced from total-count
map CTotalX (Sect. 2.4) with that of the background-subtracted map
C
CXB
X (Eq. 4). The difference between the two power spectra is
insignificant for the purpose of the analysis presented here.
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