This paper, like the note on integral geometry in the last number of the "Uspekhi" , is an addendum to my paper [l] .
The main idea of the paper is contained in § 2, where we pose the problem of describing linear elliptic equations and their boundary problems in topological terms. The most important of the properties in the large of the solutions of these equations and problems are preserved under small deformations of the problem and must therefore be, in some sense, homotopy invariants. The discovery and study of these invariants is the right way to sort out the whole multiplicity of boundary problems for elliptic equations and to classify these problems.
§ 1 is introductory, and the reader may skim through it lightly if he wishes, in this section we introduce the basic definitions and notations and, in preparation for the discussion of general boundary problems for elliptic equations in § 2, we advance some general considerations about the nature of these problems.
in the preparation of this paper M.S. Agranovich and Z.Ya. Shapiro have given me considerable help, and I take this opportunity of expressing my thanks to them. § 1. Introduction
We write the system of partial differential equations to be considered in the form: Л (*,-£:)u(*) = /(*).
Here χ = {x l , . . . , x n ) is a point of re-dimensional real space, and Л is a square matrix of order m, whose elements are polynomials in the --with real or complex coefficients depending on x; dx i u(x) and f (x) are m-dimensional vectors и (χ) = (»! (χ), ..., и т {χ)), f (χ) = (f 1 (χ) / m (χ)).
We shall suppose that (1) holds in the closure Ω of a domain Ω of the я;-space and that it is elliptic in Ω in the sense of I.G. Petrovskii. This means that if A° is the principal part of A , i. e.
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where A° contains only derivatives of the highest order p, and A' only derivatives of order <p, then
for all χ e п and all real vectors σ = (σ, , . . . , σ η ) with Σσ 2 Φ 0.
We shall also suppose that on the boundary Γ of Ω we have the boundary condition Here В is a rectangular matrix with m columns, whose elements, like those of A, are polynomials in the -with coefficients depending on x. It is natural to assume that mp is even and that S has -mp rows; we shall say more about this later..
If nothing is said to the contrary, we shall assume that the coefficients in A and В are continuous and that the boundary Г of Ω is smooth, i. e. it has a tangent hyperplane everywhere.
* *
We shall say that the boundary problem defined by (1) and (3) is normally soluble or soluble apart from a finite-dimensional subspace, if the following two conditions are satisfied: (i) the non-homogeneous problem is soluble when a finite number of conditions are imposed on the right-hand side, viz. the right-hand side is orthogonal to certain given functions; (ii) the homogeneous problem has a finite number of linearly independent solutions.
It is well known that many problems for elliptic equations with variable coefficients can be solved by reducing the equations to ones with constant coefficients, it seems likely that a boundary problem for an equation with variable coefficients in an arbitrary domain will always be normally soluble provided that all the boundary problems arising by reductions of this kind are normally soluble. We shall formulate this hypothesis more precisely in a moment. _ Let us fix some point * ° e Ω . Imagine that we are examining the neighbourhood of this point under a microscope, with greater and greater magnification. In other words, supposing for simplicity that x° coincides with the origin, we make the similarity transformation
and then let λ tend to infinity. Under the transformation (4) the problem defined by (1) and (3) becomes where
We now examine what happens to our problem when λ -*oo . if x° is an interior point of Ω , the boundary moves off to infinity and the boundary condition disappears with it. Dividing all the equations of the system (5) by λ ρ , we see that in the limit we obtain the system (*) = 0 (7) (we have replaced у by ж and denoted the unknown function again by u(x)). This system has constant coefficients and is homogeneous with respect to differentiation; ellipticity is obviously preserved.
If x° lies on the boundary Г, then in the limit Ω becomes a half-space (bounded by the hyperplane Σ touching Qatx°). In the interior of this half-space (1) goes over into (7) . On the bounding hyperplane Σ we have a new boundary condition This is obtained from (6) by proceeding to the limit after first dividing each equation by the highest power of λ in it. The matrix С therefore has constant coefficients, and in each row there remain only derivatives of a fixed order (the highest); h will be a vector of constant components, vanishing for all the equations in which this fixed order is greater than zero.
We now examine the limiting problem, arising in the way we have just described when λ -oo. If this problem corresponds to an interior point x° of Ω , it is simply a matter of satisfying in the whole space the system
where the right-hand side has, say, finite and reasonably smooth components. If x° e Γ , then (9) is required to hold in a half-space bounded by the tangent hyperplane Σ of Ω at x°, and on Σ we have the boundary condition
It is natural to seek a solution of the limiting problem in the class of functions bounded together with their derivatives up to a certain order. We shall say that the original problem
Here we are regarding the unknown functions as "dimensionless" . We have done this for simplicity; more generally we might suppose that щ\(у} = λ*ι u(y/A). It is not difficult to give an example of a case where we do have to make such an assumption. We reduce the equation A(x, -=-) u (*) = f (x) (m =1) to a system by ax putting Uj (x) = u(x), Uj (x) = u^x ' ; if we then make our similarity transformdxi ation, putting u l (y) = u 1 (y/\),ve have to put u 2^ (y) = Xu 2 (y/λ).
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B( X, (3) is regular at x° if the corresponding limiting problem is normally soluble. Furthermore, we shall say that the original problem is regubr if it is regular at every point of Ω and of its boundary Γ.
It is natural to expect that the following general proposition will hold;
if the problem defined by (1) and (3) [3] , P. Browder [4] , M. Schechter [5] and the references given there. But no such assertion has been established in complete generality.
We remark that the regularity of the problem at an interior point of Ω is a consequence of the condition of ellipticity and therefore does not constitute an additional condition.
We now take up the question: what boundary conditions (3) are permissible in a normally soluble boundary problem?
We begin with the limiting problem, taking it in the form
where we assume the function g to be finite. The matrix A is homogeneous with respect to differentiation, and so is each row of B. We take the Fourier transform with respect to (x l9 . . . , x n -\), obtaining the system of ordinary differential equations with the boundary condition ί) Lo= h where σ' = (σ ι ,. . . ,σ η _ χ ). We seek a solution of (11)- (12) in the class of functions bounded together with their derivatives up to a certain order. The solution of (13)- (14) for each σ' must be a linear combination of those vectors of a fundamental system of solutions of (13) «here σ η is a root of the equation
lying in the lower half-plane, к is a non-negative integer smaller than the multiplicity of this root, and с = c(a') = (c l5 . . . , c m ) is a constant vector satisfying the system of equations A(a',a n )c(a') = 0 and thus defined only up to a multiplicative constant. To satisfy the boundary condition (14), we must form a linear combination of the vectors (15) with coefficients depending on σ , and then find these coefficients. The number of these coefficients is equal to the number of roots σ η of (16) that lie in the lower half-plane, each root being counted a number of times equal to its multiplicity. This number must clearly be equal to the number of rows in the matrix В of condition (12) . Because of the ellipticity condition, equation (16) has degree mp in a n and its roots are non-real for real σ Φ 0. If the coefficients in the matrix A are real, these roots are evenly divided between the upper and lower halfplanes, it is not difficult to show that this also holds for complex coefficients if n>3 (Ya. B. Lopatinskii [3] ). We exclude from consideration the case of plane systems with complex (non-real) coefficients. We can then infer that mp is even and that the number of rows in the matrix В must be famp. Obviously,this condition must also be satisfied by the original problem defined by (1) and (3) .
Continuing the argument, we can obtain conditions in algebraic form for the limiting problem to be normally soluble. Рог clarity we shall do this in the case when m = 1 (one equation) and the roots σ η ^ * of (16), for real σ' = 0, are all distinct.
We write the boundary condition (12) in more detail as follows:
).
Substituting a linear combination of the vectors (15) (k = 0) in the equations
we see that the condition
must be satisfied (we recall that the polynomials B v are homogeneous). In the general case (when m > 1 and (16)) may have multiple roots) an analogous condition can be obtained. We have thus found a necessary condition for the limiting problem (11)- (12) to be normally soluble. Рог the original problem defined by (1) and (3) considers the case of a homogeneous system in threedimensional space, with constant coefficients. The general boundary problem for a half-plane is solved in explicit form (in the class of functions increasing no faster than a power of the distance); for a bounded domain he reduces it to an integral equation for which the Predholm theory holds, whence it follows that the problem is soluble when a finite set of conditions is imposed on the right-hand side. Ya.B. Lopatinskii [з] obtained (under stronger algebraic conditions) an analogous result for systems with variable coefficients in a space with an arbitrary number of dimensions, under the hypothesis that the highest derivative in the boundary conditions (3) is of lower order than that in the system (1). This last hypothesis is retained by P. Browder [4] and M. Schechter [5] , who consider the case of a single equation (m = 1) and strengthen Lopatinskii' s results. In particular, Browder establishes normal solubility for general boundary problems in a bounded domain Ω in the class Ζ, Ρ (Ω), the boundary condition and the system (1) itself being satisfied in a generalised sense.
We also mention a paper by L. Hormander [б] : he shows that the ellipticity condition on the problem is necessary and sufficient for every solution of the homogeneous problem (11)-(12) (g = 0) in a half-space to have an analytic continuation across the bounding hyperplane.
We remark that in the case of equations with discontinuous coefficients or conditions we can still ask whether normal solubility of the general boundary problem follows from the normal solubility of the limiting problems. However, the form of the limiting problems at points of discontinuity becomes more complicated. Suppose that there is a discontinuity in the coefficients of the matrix A of the system ( а,-^-)в (*) = /(*),
(1) along some smooth curve in the interior of the (plane) domain Ω. At points of this curve the limiting problem reduces to the construction of a solution satisfying one elliptic equation with constant coefficients on one side of a straight line (the tangent to the discontinuity curve) and another such system on the other side. In each of these half-planes, as we have already indicated, the number of conditions that hare to be imposed on the boundary in order to determine the solution uniquely in the halfplane is %mp, where m is the number of unknown functions in the system (1) and ρ is its order. We must therefore have mp conditions in all. These conditions may be derived by requiring, for instance, that the solution and its derivatives up to some order are to be continuous across the discontinuity curve; in this connection see [7] . The condition that the solution be smooth may also be replaced ty some other requirement.
If three discontinuity curves meet at an interior point of the domain, then the limiting problem may consist, for example, in determining a solution, continuous together with its derivatives up to some order, and satisfying three distinct equations in three angles with their common vertex at this point. Here we must have mp conditions on each of the three bounding rays; we then have to find out whether this is sufff icient for normal solubilty or whether some supplementary conditions are needed.
It would also be interesting to find out what normal solubility of the limiting problem implies at points of discontinuity of the coefficients in the matrix В of the boundary condition
Analogous questions arise in the study of singular problems. The so-called oblique derivative problem may be taken as typical; for the Laplace equation in the plane, say, we have to find a solution such that at each point of the boundary the derivative in a prescribed direction (varying with the particular point) has a given value. Obviously regularity is violated at points where this direction is tangent to the boundary. It is natural to begin by considering the case when such violations of regularity are confined to a manifold of lower dimensions than that of the boundary. We have to find out what supplementary conditions have to be imposed on the limiting problems at points where regularity is violated for the problem as a whole to be uniquely soluble apart from a finite-dimensional subs pace.
To investigate this, it is useful to "straighten out" the boundary by means of appropriate coordinate transformations at points where regularity is violated. As a result, if the coefficients in the boundary condition were constant, they will in general become variable. In the limiting problem these variable coefficients will be replaced, not by constants, but, it appears, by linear functions. The same applies to the coefficients in the equations of the system. Problems for equations with linear coefficients can be studied with the help of the Laplace transform. An original and very interesting operational calculus has been applied to the study of these problems by J. Leray [δ] .
§ 2. Homotopy invariants of elliptic equations
We consider, in a given domain Ω, a class of systems of the form
where the number of variables, the number of unknown functions and the order of the highest derivative in the equations are all fixed 1 , and the coefficients may be arbitrary continuous functions. We shall call this class a class of systems of given structure. We require the ellipticity condition to be satisfied; this rejects a certain set of systems, and the set of systems remaining breaks up into connected components, in the matrix В of the boundary condition
we fix the order of the highest derivative, and we again allow the coefficients to be arbitrary continuous functions. The elliptic systems (1) of given structure combined with an arbitrary boundary condition (2) form a class of problems, which we shall call a class of problems of given structure 2 .
We now require in addition that the regularity condition of the problem be satisfied. (We may have to require stable regularity, i.e. the regularity of all problems in a neighbourhood of each problem considered). In this way we reject some of the problems of given structure, and the set of problems remaining again breaks up into connected components. The set of boundary problems rejected by the regularity condition seems always to be of lower dimension than the set of all boundary problems.
Other conditions may be adjoined to these; e.g. it may be assumed that all the equations are homogeneous with respect to differentiation. We remark that in the case of system on a closed manifold (e.g. the Laplace equation on the sphere) the question of boundary conditions does not arise.
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Two problems (or two systems, if no boundary conditions are present) are said to be homotopic if they lie in the same connected component, i.e. one can be obtained from the other by continuous variation of the coefficients in the matrices A and B, the conditions of ellipticity and regularity being maintained throughout.
Everything we know about elliptic equations supports the view that the most essential global properties of elliptic systems (1) and their solutions are unaltered by small deformations of the system or the problem within a given structure. It was just for this reason that we introduced the concept of homotopy.
If all the essential non-local properties of the solutions of elliptic systems are homotopy invariants, it becomes important to discover these invariants. This is the language in which the essential properties of the solutions can be expressed. We have no doubt that the converse also holds: all the homotopy invariants must have a meaning for the equations themselves from the classical point of view.
It is natural to begin by trying to discover how many connected components there are in the set of elliptic systems with constant coefficient's 1 and how each components can be described algebraically.
Thus there are two important questions here: firstly to find all homotopy invariants of elliptic problems (i.e. equations with boundary conditions) and, secondly, to discover what these invariants mean in terms of the solutions of the equations.
We emphasise that, if the condition of regularity of the problem is expressed in an algebraic form (see §1, formula (18)), then the first of these questions becomes one of pure algebraic topology.
It is to be expected, in particular, that one homotopy invariant will be the index of the problem, its "degree of non-Predholmness" , i.e. the difference between the number of linearly independent solutions of the given homogeneous problem and the corresponding number for the adjoint homogeneous problem (or, equivalently, the minimum number of conditions on the righthand side of the non-homogeneous problem under which it has a solution).
In papers by I.N. Vekua, P.D. Gakhov, A.I. Vol'pert, B.V. Boyarskii and others (see [io] , [ll] , [12] , [13] and the references given there) the index has been evaluated for various classes of problems in the plane, it would be desirable to discover whether there are non-trivial examples of regular boundary problems with non-zero index in the case of three or more dimensions 2 . We now formulate the problem of homotopy invariants in a somewhat different way. Suppose for simplicity that all the left-hand sides of the equations of the system Л (*,£)«(*) = /(*)
and of the boundary condition are homogeneous with respect to differentiation. In order to describe the problem, it is then sufficient to describe its set of limiting problems (see § 1). Consider the auxiliary set S of the limiting problems associated with the boundary points of the domain. A point of the space S is a triple (a, b, c) , where α is a homogeneous equations of given structure with constant coefficients, b is the half-space in which the problem is to be solved, and с is a boundary condition of given structure, compatible with a and b. We denote the sets of all a, band с by 9(, S3 and 6. respectively. Our space S can then be considered as a fibre space with base ?ί χ S3 and fibre li. Obviously 91 and @ are subsets of finite-dimensional spaces (their elements, have as coordinates the components of the corresponding matrices) and 33 is a sphere, provided that the domain Ω is convex and finite-we confine ourselves to this case for the present. Suppose that the domain Ω and the system (1) are given; then to every point χ of the boundary Γ of Ω corresponds an equation a and a half-space b. This correspondence defines a mapping of Γ into the base of the fibre space S :
Here the mapping χ -a has a continuous extension into the interior of the domain. Specifying a boundary condition can be interpreted as lifting the mapping (3) into the fibre space itself, i.e. defining a mapping
whose projection on the base coincides with (3). We have to investigate the homotopy types of the mappings Γ -· S. Now Γ is essentially a sphere; we are therefore interested in the homotopy group »"_! (S) of S.
It is obvious that the projection on ЭД of each mapping of Γ into S will belong to a single connected component of 'Л. If we take two mappings of Γ into S whose projections on ЭД lie in distinct components, then we cannot deform one mapping continuously into the other. This means that we must begin by discovering how many connected components Ш has and how they are to be described. After this question has been settled, we single out one particular component of ΪΙ. When this has been done, 9i by itself cannot provide any homotopy invariants, and we can replace S 2t by a point. We shall now be dealing with a single fixed equation, and the base of the fibre space reduces to 33. We remark that, in the case considered above, of a convex domain, the mapping of Γ on 33 is the trivial mapping of an η-dimensional sphere on an ndimensional sphere. All the mappings of Γ into S in which we are interested project into this. Thus we do not need the whole group π η -i(S), but only the part of it that is defined by mappings of the type indicated.
As an example 1 we consider the first order system, with two independent variables where Ε is the unit matrix. We assume a boundary condition of the form
(6) We suppose that the matrices A and В are real, that m is even and that В has %m rows. The ellipticity condition turns out to be for real λ, i.e. A has no real eigenvalues.
We are interested in how to describe the global properties of problems of this kind. In other words, we are interested in the homotopy invariants of these problems, in this case we shall show that there is a single homotopy invariant, and we shall do this without appealing to the theory of differential equations.
in the first place, it is not difficult to show that in this case the set Щ is connected. Ifcr a small change in the elements of A (if necessary), we can ensure that its eigenvalues are distinct for all x. Next, for each value of χ we can find a non-singular real matrix T(x) such that
is in a canonical form; this will be a matrix consisting of blocks of order two, with non-zero blocks only on the principal diagonal; these will be of the form /« --\β where /3^0. Any such block can obviously be continuously deformed into one of the following blocks:
'0 -1\ /01 -1 0, Thus we have obtained the result that every system (5) can be continuously deformed into a fixed system, which splits up into $m Cauchy-Riemann equations (with right-hand sides). We can therefore restrict ourselves to the consideration of this systems We shall therefore suppose that A is a matrix consisting of 2 x 2 blocks, with non-zero blocks only on the principal diagonal, these being of the form (7) .
For this system it can be shown that the necessary algebraic condition for the problem to be regular (cf. relation (18) in § 1) can be formulated as follows. Let ij b m be the columns of the matrix В in (6). We form the complex square matrix of order %m
The necessary condition for regularity is then that det Β* (χ) Φ 0 (8) at every point of the boundary Γ of Ω. Now let Ω be a bounded convex domain and suppose that (8) holds. Since Γ is compact, we can normalise the matrix B*(x) by the condition |det£*(:r)|=l.
The boundary condition now reduces to prescribing a continuous mapping of Γ , which may be thought of as a circle, into the space of non-singular complex matrices of order }£m with determinant of absolute value 1. We denote this space by ©. We are therefore interested in the fundamental group *,(©).
We remark that, as χ describes Γ, det B*{x) returns to its initial value, but its argument may change by an integral multiple of 2JT. It is not difficult to verify that, if there is no change in the argument, then the mapping of Γ into К is null-homotopic. Hence π·,(($) consists of classes Kj of mappings of Γ into 6 where Kj contains those mappings under which the argument of det B*(x) changes by 2nj (/ = 0, ± 1, ± 2, . . .) as χ describes Γ.
Thus the number / is the single homotopy invariant of the problem, and all the global properties of the problems considered must be expressible in terms of this number. In particular, it must be related to the index, provided that the index is actually a homotopy invariant.
