A common approach to the theory of nonlocal Poisson brackets, seen from the operatorial point of view, has been to keep implicit the sets on which these brackets act. In this paper we aim to explicitly define appropriate functional spaces underlying to the theory of 1 codimensional weakly nonlocal Poisson brackets, motivating the definitions, and to prove the validity in this context of some classical results in the field. We start by introducing the spaces for the local case, which will serve as building tools for those in the nonlocal one. The definition and the study of these nonlocal functionals are the core of this work; in particular we work out a characterization of the variational derivative of such objects. We then translate everything to the level of manifolds, defining a global version of the functionals, and introduce the notion nonlocal Poisson brackets in this context. We conclude by applying all the machinery to prove a theorem due to Ferapontov. This last application is the natural conclusion of our discussion and shows that the spaces we introduce are suitable objects to work with when studying topics in this theory. * The following article has been submitted to the Journal of Mathematical Physics.
Introduction
The theory of Poisson brackets over functional spaces has its roots in the work [1] of B.A. Dubrovin and S.P. Novikov, in which they studied the conditions for local brackets to be skew symmetric and to satisfy the Jacobi identity. A fundamental result of their work was understanding that these conditions have a differential geometric nature: such Poisson brackets acting on local functionals over a manifold M are related to pseudo-Riemannian structures on the manifold. In [2] , E.V. Ferapontov studied the same conditions for weakly nonlocal Poisson brackets (whose name comes from the work [3] of A.Ya. Maltsev and S.P. Novikov), finding an even richer bond with Riemannian geometry, that involves a link between the theory of these brackets and the theory of hypersurfaces of Euclidean spaces. In this context, computations were brought on without focusing much on specifying the functional spaces on which the theory was rooted, but with the intention of highlighting the links with differential geometry and the applications to mathematical physics. Here we try to fix a choice for such spaces. It's definitely worth mentioning that there are alternative solutions to the problem of building a formal environment around the theory of these brackets. The most influential one comes from the work, completely based on abstract algebra, of A. De Sole and V.G. Kac (for example see [4] ). For an overview of different computational techniques that can be used to prove the theorem of Ferapontov in this setting, two references are [5] and [6] . The aim of the present work is to show that it's not necessary to pass through this more abstract algebraic formalism in order to study these objects from a rigorous point of view.
FIRST DEFINITIONS: LOCAL FUNCTIONALS
We first introduce a class of functionals that play a role in the theory of local Poisson brackets [1] . We will denote with S n the linear metric space of functions from R to R n whose components are Schwartz functions. We'll consider the linear integral operator I :
It is is clearly well defined and bounded.
• Fixed a bounded B ⊂ R n(N+1) , for each partial derivative ψ (of any order) of φ , we have
An analogous definition is given for derivatives of higher order. A functional F : S n → R is said to be N-local if F = I • f where f is an N-local function. In this case we will write F ∈ L .
For local functionals, the Gateaux differential exists and takes a particular well known form:
Theorem 1 (Euler-Lagrange formula). Pick v ∈ S n , F ∈ L and let f be the N-local function associated to F. Consider the C ∞ (R, R n ) function defined by
holds for each h ∈ S n .
ADDING NONLOCALITY: WEAKLY NONLOCAL FUNCTIONALS
In order to introduce a slightly bigger class of functionals, we consider the linear oper-
This operator is well defined by convergence of the integrals, due to the basic properties of Schwartz functions. Let's highlight three properties of this object:
is an antiderivative of f . More precisely, it's the antiderivative that at −∞ tends to − 1 2 R f dx.
The third property allows us to give the following definition. 
for each m > 0. Let D be their union. We call weakly nonlocal (WNL) functional every functional of the form I • f where f ∈ D. We will write:
Remark 1. In the definition above, the case A = 0 is not excluded, hence we have
Remark 2. For a functional F ∈W m we can find an explicit representative for its density: it will be of the form
where g and all the h's are local functions and some of the A's can be zero.
We now want to extend the fromula for the variational derivative to these new functionals. First of all, we consider the simplest nonlocal case: the one of W 1 . Let's remark that the following version of the Leibniz rule holds as a consequence of the Taylor formula.
Proof. Let's consider the case n = A = 1; the general case is proven analogously. We
) the N-local and Mlocal functions associated to g and h respectively. Let's write the limit defining the G-differential w.r.t. these two functions and develop the factors through the Taylor formula with Lagrangian reminder of the second order:
The three dots hide four more terms that can be easily treated in the same way of the two explicitly written. To conclude the proof it's enough to show that the two integrals in the limits are bounded by a constant when y t and z t vary. First of all notice that
is an S 1 function. The crucial fact is that y t (x) and z t (x), for each t and x, always belong to the bounded set
So thanks to the boundedness property of derivatives of local functions there are M i j (B) positive reals such that for each t ∈ (−1, 1)
and the last function is in L 1 (R). This shows that the first limit is zero. The situation for the second one is very similar and can easily be recovered adapting the argument above.
This lemma brings us to the following result, which gives, combined with the Euler-Lagrange formula, the general form of the G-differential of aW 1 functional (by linearity this extends to every element of W 1 ).
for each k ∈ S n . In this formula M α is the order of the local function h α and N the one of g.
Proof. As we did before, we work out the proof for the case n = 1. This result follows as a consequence of the integration by parts of the integrals appearing in the statement of the previous lemma. From the first integral we quickly find R, so we consider the latter. Integrating it by parts we get (considering each addendum alone)
where the boundary term vanishes. Integrating by parts i-times lowering the order of the derivative of k we get T α .
With a completely analogous proof using the representation (5) one finds the G-differentiability of general WNL functionals and obtains a formula for their variational derivative. In order to keep a readable notation without loosing any conceptual point, we write this formula only for functionals F having density of the type
for such a functional we
Here N is the order of g and M δ α the one of h α,δ . Thanks to these computations we get the following Corollary 1. Let F ∈ W . Then its variational derivative w.r.t. every v ∈ S n is bounded.
Proof. For simplicity, we will work out the proof for functionals having densities of the form (6) and for n = 1. In the whole computation we omit the evaluation at v of all the local functions. Consider first the part given by R. We claim that
We have by Leibniz rule that the expression above is equal to
Now (∂ g/∂ u l (i) ) ( j) , by chain rule, can be written as finite sum of partial derivatives of g, some of which are multiplied by a derivative of v. We have by definition that those partial derivative are bounded, and u is a Schwartz function, so the whole sum is bounded. On the other hand the term ∏ A α=1 H α (i− j) is bounded too, as ∏ A α=1 H α is a product of bounded functions with bounded derivatives of all orders. This holds because
by the third property of d −1 highlighted after its definition. For what concerns T δ α , the argument for proving that it's bounded is essentially the same we used above for R.
FROM LOCAL TO GLOBAL: FUNCTIONALS ON MANIFOLDS AND POISSON BRACKETS
Let's now give a global interpretation to these functionals. To do such a thing, we need to shift our attention a bit toward geometry, looking at manifolds modeled on infinite dimensional spaces. The theory of such manifolds is very rich and well studied [7] , while in this work we just need some elementary constructions. So, we describe them explicitly in this section. Let M be a smooth connected manifold and fix y ∈ M. We want this y to play the role of the origin in our manifold, following the approach outlined in [3] . Let A := {(U λ , ϕ λ )} λ ∈Λ the subset of the differential structure of M such that y ∈ U λ and ϕ λ (y) = 0 for each λ ∈ Λ. Remark 3. We point out that the submanifold of M covered by A is the the whole M itself. This can be shown using tubular neighborhoods of the (embedded) path connecting each chosen point to y. So A is an atlas for our manifold. First of all, some notation: we will writeŨ λ instead of ϕ λ (U λ ) and S λ instead of S (Ũ λ ). In the same way we will write L λ := L (Ũ λ ) and W λ := W (Ũ λ ). Now consider the following gluing data:
1. We have some sets {S λ } λ ∈Λ .
2. For each pair λ , µ ∈ Λ we have a subset
Why is this map well defined? It's easy to see that given λ , µ ∈ Λ and u :
In fact, the composition of a Schwartz function with a diffeomorphism which fixes the origin is still a Schwartz function by chain rule. Moreover, the map above is a bijection because it has an inverse, namely ϕ µλ .
3. These maps satisfy the cocycle conditions: for each triplet λ , µ, κ ∈ Λ we have ϕ λ λ = 1 S λ and the following diagram commutes
This allows us to build a gluing of this data. Namely, we give the following definition:
Remark 4. The one we just defined is certainly an equivalence relation thanks to the properties written in the third point above. Notice that at this point we only have a structure of set on M ⋆ (even though the topology can be easily chosen to be the quotient topology of the disjoint union topological space w.r.t. our relation ∼), and this is all we will need in this paper. Intuitively, our definition of "global functional" over M will be the one of a function on the disjoint union defined above that passes through equivalence. In what follows we will identify these functionals with the families that define them through equivalence. 1) tensor field respectively.
The proof of this result is just a computation and is therefore omitted (see for example [2] ).
FERAPONTOV'S THEOREM
The next part of this work is devoted to showing how this precise choice of the functional spaces allows us to prove in a simple way this theorem due to Ferapontov [2] . The nature of this topic is local, so we will assume to be working on a fixed U λ without specifying it anymore. We will denote with Ω the openŨ λ . To simplify the notation a bit we'll denote the derivation w.r.t. x with ′.
Lemma 2. Consider a bracket {·, ·} of the form (7) and assume the skew-symmetry and the Jacobi identity hold for local functionals of the form
Then the bracket is a WNL Poisson bracket. Proof. First of all, notice that applying the Euler-Lagrange formula to such an F we get δ F δ u i (x) = α i (x)
Let F, G ∈ W (Ω) and fix w ∈ S (Ω). If we defineF,G ∈ L (Ω) as Being w arbitrary the thesis for the skew-symmetry follows. For the Jacobi identity see [2] .
We will use many times the following classical lemma, which we will state in a weak form.
Lemma 3 (Variational Lemma). Let g ∈ C 0 (R) and assume R f g dx = 0 for any f ∈ C ∞ b (R). Then g = 0. The following result is an immediate application of what we have found above. 
