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Sur certaines singularite´s non isole´es
d’hypersurfaces I.
Daniel Barlet
6/12/05 .
Abstract.
The aim of this fisrt part is to introduce, for an rather large class of hypersurface sin-
gularities with 1 dimensional locus, the analog of the Brieskorn lattice at the origin
(the singular point of the singular locus). The main results are the finitness theorem
for the corresponding (a,b)-module obtained via Kashiwara’s constructibility theo-
rem, and non torsion results for a plane curve singularity (not nessarily reduced)
and for the suspension of such non torsion cases with an isolated singularity.
Key words. Hypersurface singularity, 1 dimensional singular locus, Brieskorn mod-
ule, (a,b)-module, formal microlocal operators.
Classification. 32 S 05, 32 S 25, 32 S 40 .
1 Introduction
L’objectif de cet article est de mettre en place, dans le cadre de fonctions a` lieu
singulier de dimension 1, avec des hypothe`ses assez restrictives mais donnant acce`s
a` beaucoup d’exemples non triviaux, l’analogue de le the´orie de E. Brieskorn pour
une fonction a` singularite´ isole´e (voir [Br.70]).
Ce premier volet est centre´ sur la construction de l’analogue du module de Brieskorn
associe´ a` l’origine (qui est le point singulier du lieu singulier de f = 0) et les
principaux re´sultats obtenus sont
• 1) Le the´ore`me de finitude 3.1.1.
• 2) Le the´ore`me de non torsion pour les courbes planes non ne´cessairement
re´duites 4.2.2.
1
Sur certaines singularite´s ... I 2
• 3) La stabilite´ de l’absence de torsion par suspension avec une fonction a`
singularite´ isole´e (Proposition 4.3.3.)
Le the´ore`me de finitude nous permet d’attacher a` une fonction ve´rifiant notre hy-
pothe`se (HI) un (a,b)-module a` l’origine. Malheureusement, le calcul du rang de
ce (a,b)-module, qui donne la dimension du n−ie`me groupe de cohomologie de la
fibre de Milnor de f a` l’origine, fait intervenir la torsion e´ventuellement pre´sente.
Quand cette torsion est nulle, on obtient une jolie formule ge´ne´ralisant celle de
J. Milnor pour le cas d’une singularite´ isole´e.
Nous donnons alors des conditions simples pour assurer l’annulation de cette torsion.
D’ou` l’inte´reˆt des re´sultats 2) et 3) de non torsion.
Le second volet (voir [B.04 b]) s’attaquera a` une version filtre´e du phe´nome`ne
d’interaction de strates conse´cutives e´tudie´ dans [B.91]. Ceci ne´cessitera au pre´alable
la ge´ne´ralisation au cas de la valeur propre 1 les re´sultats de loc. cit.
Cette ge´ne´ralisation est de´crite dans [B.04 a], mais ne´cessite l’e´tude d’une situation
a` trois strates ; on consultera l’introduction de [B.05] pour des commentaires plus
de´taille´s sur les interactions de strates.
2 Pre´-(a,b)-Modules.
2.1 Ge´ne´ralite´s.
De´finition 2.1.1 Soit E un espace vectoriel complexe muni d’endomorphismes a
et b. On pose
B(E) =
⋃
m∈N
Ker bm et A(E) = {x ∈ E / C[b].x ⊂
⋃
m∈N
Ker am }
On dira que E est un pre´-(a,b)-module lorsque les conditions suivantes sont
ve´rifie´es
i) a.b− b.a = b2 .
ii) Pour tout λ ∈ C∗, b− λ est bijectif dans E.
iii) ∃N ∈ N | aN .A(E) = 0.
iv) B(E) ⊂ A(E) .
v)
⋂
m∈N b
m(E) ⊂ A(E) .
vi) Le noyau et le conoyau de b sont de dimensions finies sur C. 
On dira que E est sans torsion (en fait sans b−torsion) si on a de plus Ker b = 0
ce qui e´quivaut a` B(E) = 0. Dans ce cas la condition B(E) ⊂ A(E) devient
triviale. Mais il resultera du lemme 2.1.2 que dans ce cas on a e´galement A(E) = 0.
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Remarques.
• 1) Un (a,b)-module, c’est a` dire un C[[b]]−module libre de type fini muni
d’un endomorphisme C−line´aire a ve´rifiant la relation de commutation
i), est un pre´-(a,b)-module. En effet l’injectivite´ de b donne la nullite´ de
B(E); donc la condition iv) est triviale. La b−comple´tion, qui implique la
b−se´paration, donne la condition v) et la condition ii). La condition vi) est
e´galement e´vidente. Il reste a` montrer la condition iii). Montrons directement
que l’on a A(E) = 0 dans ce cas.
Soit x ∈ A(E) ve´rifiant a.x = 0. Alors on doit avoir an.bx = 0 pour
n ∈ N assez grand. Mais si on a a.x = 0 et an.bx = 0 on en de´duit que
an−1.(ba+b2).x = 0 d’ou` an−1.b2x = 0 puis an−p.bpx = 0 pour p = 1, . . . , n.
On a donc bn.x = 0 d’ou` x = 0 puisque b est injective. Comme, par
de´finition, a est nilpotente sur A(E) on en conclut que A(E) = 0 pour un
(a,b)-module. La condition iii) est donc trivialement ve´rifie´e dans ce cas.
• 2) Graˆce a` la condition ii), un pre´-(a,b)-module est un module sur le localise´
C[b]0 de l’anneau C[b] par rapport a` l’ide´al maximal engendre´ par b.
• 3) On remarquera que, par de´finition, A(E) est stable par b et que x ∈ A(E)
si et seulement si ∀p ∈ N, ∃n ∈ N / an.bp.x = 0. On en de´duit que A(E) est
stable par a car si on a aN .bp.x = aN .bp+1.x = 0 alors
aN .bp.ax = aN .(a.bp − p.bp+1).x = 0.
Lemme 2.1.2 Si E est un pre´-(a,b)-module, alors A(E) est un C−espace
vectoriel de dimension finie. De plus on a l’e´galite´ B(E) = A(E).
Preuve. Comme A(E) est stable par a et b l’e´galite´ aN .A(E) = 0 donne
b2N .A(E) = 0 . En effet la relation de commutation i) implique la formule
N ! b2N =
N∑
j=0
(−1)j
(j
N
)
.bjaNbN−j .
Elle est e´tablie dans [B.95] p.24.
L’e´galite´ B(E) = A(E) s’en de´duit en constatant que dans le quotient A(E)
/
B(E)
l’endomorphisme b est a` la fois injectif, puisque bx ∈ B(E) implique x ∈ B(E),
et nilpotent, puisque b2N .A(E) = 0.
Montrons que l’espace vectoriel B(E) = A(E) est de dimension finie. On a pour
chaque ν ∈ N la suite exacte de C−espaces vectoriels :
0→ Ker b −→ Ker bν+1
b
−→ Ker bν ;
elle donne, par re´currence, grace a` la finitude de Ker b, la finitude de la dimension
de Ker bν ∀ν ∈ N. Mais on a A(E) ⊂ Ker b2N . 
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Remarques.
1) La preuve des assertions b2NA(E) = 0 et B(E) = A(E) dans le lemme 2.1.2
n’utilise pas la condition de finitude vi) pour E.
2) Le lemme pre´ce´dent donne e´galement, sans utiliser la condition vi) pour E, la
b−se´paration, c’est a` dire la nullite´ de ∩m≥0b
m(E). En effet, si x ∈ ∩m≥0b
m(E)
on peut trouver y ∈ E ve´rifiant b2N .y = x. Mais comme x ∈ B(E) on a
e´galement y ∈ B(E) = A(E), et donc b2N .y = x = 0. Les proprie´te´s i) a` v)
seules, suffisent donc a` assurer la b−se´paration de E , et donc son injection dans
son comple´te´ b−adique, sans avoir a` quotienter par A(E) = B(E) , c’est a` dire
par la b−torsion. Ceci s’applique, en particulier, a` la situation de la proposition
2.3.1, ce qui couvre tous les cas issus de singularite´s d’une fonction holomorphe
(arbitraire) que nous conside`rerons.
3) La a−torsion de E, qui est le sous-espace vectoriel A˜(E) :=
⋃
m∈NKer a
m,
peut eˆtre strictement plus gros que A(E) et ne pas eˆtre stable par b meˆme
dans le cas d’un (a,b)-module. Prendre par exemple le (a,b)-module C[[b]]−libre
de rang 1 et de ge´ne´rateur note´ e dont l’application a est de´finie par a.e = 0
(alors abn.e = n.bn+1.e ∀n ∈ N).
4) A` titre d’exercice, le lecteur pourra montrer que pour un pre´-(a,b)-module re´gulier
(voir 2.2.1) l’espace vectoriel A˜(E) est toujours de dimension finie (il suffit en
fait de traiter le cas d’un (a,b)-module a` poˆle simple).
5) Nous montrerons au lemme 2.3.2 que pour les pre´-(a,b)-modules associe´s aux
syste`mes de Gauss-Manin d’un germe de fonction holomorphe on a toujours
l’e´galite´ A˜(E) = A(E) grace au the´ore`me de positivite´ de B. Malgrange [M.74].
Proposition 2.1.3 Soit E un pre´-(a,b)-module. Le comple´te´ b−adique L(E)
du quotient E
/
A(E) est un (a,b)-module (voir plus haut ou bien [B.93], [B.95] ou
[Be. 01]). L’application (a,b)-line´aire naturelle
E −→ L(E)
a pour noyau B(E) = A(E) ; elle est continue et d’image dense pour la topologie
b−adique.
Preuve. D’apre`s ce qui pre´ce`de, b est injective sur E
/
A(E) qui est se´pare´ pour
la filtration b−adique d’apre`s la condition v). Pour conclure il suffit de voir que le
conoyau de b agissant sur E
/
A(E) est de dimension finie sur C . Ceci est clair
puisque c’est un quotient de E/bE . 
De´finition 2.1.4 Nous appelerons rang du pre´-(a,b)=module E, note´ rg(E), le
rang (comme C[[b]]−module libre ) du (a,b)-module L(E) qui lui est associe´.
On remarquera que si δ := dimKer b, on a rg(E) = dimE/b.E−δ, puisque B(E)
est de dimension finie.
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2.2 Re´gularite´ et produit tensoriel.
De´finition 2.2.1 Nous dirons qu’un pre´-(a,b)-module E est local, respectivement
a` poˆle simple, respectivement re´gulier, quand il ve´rifie :
• Local : ∃l ∈ N∗ tel que al.E ⊂ b.E .
• A` poˆle simple : l = 1 dans la condition pre´ce´dente, c’est a` dire a.E ⊂ b.E .
• Re´gulier : ∃k ∈ N∗ tel que ak.E ⊂
∑
j∈[0,k−1]
bk−j.aj .E . 
Remarques.
• On a, bien sur, ”poˆle simple” ⇒ ”re´gulier” ⇒ ”local”.
• Il est e´quivalent de demander que E soit local (resp. re´gulier), ou bien que
E/B(E) soit local (resp. re´gulier), ou encore que L(E) le soit.
De´finition 2.2.2 Soient E et F deux pre´-(a,b)-modules ; alors le produit ten-
soriel
E ⊗C[b]0 F
muni de l’application C−line´aire a := (aE ⊗ 1F + 1E ⊗ aF ) sera appele´ ”produit
tensoriel” de E et F et note´ simplement E ⊗a,b F ou plus simplement E ⊗ F
quand il n’y a pas d’ambiguite´. 
Proposition 2.2.3 Soient E et F deux pre´-(a,b)-modules locaux ; alors E⊗a,bF
est e´galement un pre´-(a,b)-modules local. Si de plus E et F sont re´guliers (resp.
a` poˆles simples) alors E ⊗a,b F est re´gulier (resp. a` poˆle simple).
Preuve. La condition i) se ve´rifie facilement. La condition ii) est imme´diate. Pour
montrer la condition iv), commenc¸ons par prouver que l’on a
B(E ⊗ F ) = B(E)⊗ F + E ⊗B(F ) .
L’inclusion B(E) ⊗ F + E ⊗ B(F ) ⊂ B(E ⊗ F ) est claire. Montrons l’inclusion
oppose´e. Soit z ∈ B(E ⊗ F ). Posons z =
∑
i∈I xi ⊗ yi ou` I est fini, et notons
par E1 et F1 les sous-C[b]0−modules engendre´s par les (xi)i∈I et les (yi)i∈I
respectivement. Comme, par de´finition, E1 et F1 sont des C[b]0−modules de
type finis, ils sont somme directe de leur torsion et d’un module libre de type fini.
On en conclut aise´ment que l’on a B(E1 ⊗ F1) ≃
(
B(E1)⊗ F1
)
+
(
E1⊗B(F1)
)
ce
qui nous donne z ∈ B(E)⊗ F + E ⊗ B(F ).
On en conclut que B(E ⊗ F ) ⊂ A(E ⊗ F ) en remarquant que si N ∈ N est
assez grand pour que l’on ait aN .B(E) = 0 = bN .B(E) ainsi que aN .B(F ) = 0 =
bN .B(F ) et si M ∈ N est assez grand pour que l’on ait aM .E ⊂ b.E ainsi que
aM .F ⊂ b.F on aura
aM.N+N .
(
B(E)⊗ F + E ⊗ B(F )
)
= 0
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puisque
aM.N+N .
(
B(E)⊗ F
)
⊂
∑
p∈[0,N ]
ap.B(E) ⊗ aM.N .F ⊂ B(E) ⊗ bN .F = bN .B(E) ⊗ F.
Comme B(E⊗F ) est stable par b l’inclusion B(E⊗F ) ⊂ A(E⊗F ) est ve´rifie´e.
Maintenant, grace a` ce qui pre´ce`de, pour N ∈ N assez grand, B(E ⊗ F ) sera un
quotient de (
B(E) ⊗ (F/bN .F )
)
⊕
(
E/bN .E) ⊗ B(F )
)
ce qui prouve la finitude de Ker b ⊂ B(E ⊗ F ).
La finitude sur C de Coker b dans E ⊗a,b F est e´le´mentaire.
Montrons maintenant que E ⊗a,b F ve´rifie la condition iii) de la de´finition 2.1.1.
D’apre`s ce qui pre´ce`de on a un isomorphisme (a,b)-line´aire
E ⊗a,b F
/
B(E ⊗a,b F ) ≃ E/B(E)⊗a,b F/B(F ) .
Conside´rons maintenant z ∈ A(E ⊗ F ) et supposons que a.z ∈ B(E ⊗ F ).
Comme b.z ∈
⋃
m∈NKer a
m il existe m ∈ N tel que am.b.z = 0. On obtient alors
am−ibi+1.z ∈ B(E⊗F ), ∀i ∈ [0, m], d’ou` bm+1.z ∈ B(E⊗F ) et donc z ∈ B(E⊗F ).
Ceci montre que sur le quotient A(E⊗a,bF )
/
B(E⊗a,bF ) l’endomorphisme nilpotent
a est injectif. Donc A(E ⊗a,b F ) = B(E ⊗a,b F ), et a
M.N+N .A(E ⊗ F ) = 0.
Il nous reste seulement a` prouver la condition v) de la de´finition 2.1.1. Mais E/B(E)
et F/B(F ) sont b−se´pare´s ainsi que
E ⊗ F/B(E ⊗ F ) ≃ E/B(E)⊗ F/B(F ) ⊂ L(E)⊗L(F ).
On en de´duit la condition v) pour E ⊗a,b F .
Le cas de pre´-(a,b)-modules a` poˆle simple est e´vident.
Pour traiter le cas de pre´-(a,b)-modules re´guliers, nous pouvons supposer que ce sont
des (a,b)-modules, d’apre`s la remarque qui suit la de´finition 2.2.1. Soit K le corps
des fractions de l’anneau C[[b]] . La condition de re´gularite´ pour un (a,b)-module
G e´quivaut a` la finitude dans
G⊗C[[b]] K
du sous- C[[b]]−module
∑
m≥0(b
−1.a)m.G (voir [B.93] p. 18 ).
Mais on a pour chaque m ∈ N
(b−1.a)m
(
E ⊗ F
)
⊂
∑
j∈[0,m]
(
(b−1.a)jE ⊗ (b−1.a)m−jF
)
.
On en de´duit la re´gularite´ de E ⊗a,b F . 
2.3 Cas des pre´-(a,b)-modules associe´s a` des singularite´s de
fonctions holomorphes.
Nous allons montrer que la cohomologie du complexe de De Rham ((Ker df)•, d) re-
streint a` f−1(0), associe´e a` une fonction holomorphe non constante, ve´rifie toujours
les proprie´te´s i) a` v) de la de´finition d’un pre´-(a,b)-module.
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Proposition 2.3.1 Soit f : (Cn+1, 0) → (C, 0) un germe non nul de fonction
holomorphe. Conside´rons pour p ∈ [1, n+ 1] le C−espace vectoriel
Hp0 :=
(
(Ker df)p ∩Ker d
)/
d((Ker df)p−1)0
muni des C−endomorphismes a et b de´finis respectivement par la multiplication
par f et df ∧ d−1.
Alors Hp0 ve´rifie les conditions i) a` v) de la de´finition 2.1.1.
Preuve. Soit du ∈ (Ker df)p ; on a a[du] = [f.du] et b[du] = [df ∧ u]. Donc
b(a+ b)[du] = b([d(f.u)]) = [df ∧ f.u] = a([df ∧ u]) = a(b([du])) ,
ce qui prouve notre premie`re assertion.
Comme on a
d
(
λ.e−
1
λ
.f .u
)
= −e−
1
λ
.f
(
df ∧ u− λdu
)
l’annulation de b[du] − λ.[du] qui se traduit par l’existence de v ∈ (Ker df)p−1
ve´rifiant
e
1
λ
.f .d
(
λ.e−
1
λ
.f .u
)
= dv
ce qui donne
d
(
e−
1
λ
.f .(λ.u− v)
)
= 0.
Le lemme de De Rham holomorphe assure alors l’existence de ξ ∈ Ωp−20 tel que
l’on ait
dξ = e−
1
λ
.f .(λ.u− v) .
On en de´duit que
d
(
e
1
λ
.f .ξ
)
= λ.u− v +
1
λ
e
1
λ
.f .df ∧ ξ
ce qui donne la nullite´ de λ.[du] et donc de [du] puisque λ 6= 0.
Pour voir la surjectivite´ de b− λ il suffit de re´soudre l’e´quation
df ∧ ξ − λ.dξ = du
ou` du ∈ (Ker df)p est donne´. Comme la p-forme holomorphe − 1
λ
.e
−1
λ
.f .du est
d−ferme´e, le lemme de De Rham holomorphe assure alors l’existence de η ∈ Ωp−10
ve´rifiant
dη = −
1
λ
.e
−1
λ
.f .du .
On ve´rifie alors imme´diatement que ξ := e
1
λ
.f .η est solution de notre e´quation1.
La condition iii) est conse´quence du re´sultat classique d’A. Grothendieck [G.66]2 .
La condition iv) est conse´quence du fait que la b−torsion de Hp0 est contenue
1Pour p = 1 on choisit u(0) = 0. Comme (Ker df)0 = 0, on aura ensuite v = 0 et
u = C.λ−1.e
1
λ
.f . Alors u(0) = 0 donne C = 0 et donc u ≡ 0.
2On peut obtenir directement ce point via le cas a` croisements normaux en utilisant le the´ore`me
de de´singularisation d’Hironaka [H.64].
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dans la a−torsion. Ceci re´sulte du fait que, quitte a` localiser en a (c’est a` dire a`
conside´rer des formes me´romorphes a` poˆles dans f = 0 ) on a Ker df • = Imdf • .
Alors df ∧ ξ = dη avec df ∧ η = 0 donnera η = df ∧ ζ ;
donc df ∧ (ξ + dζ) = 0 et donc ξ + dζ = df ∧ γ . Alors dξ = −df ∧ dγ .
La condition v) est une conse´quence imme´diate du the´ore`me de positivite´ de B.
Malgrange [M.74]. 
Lemme 2.3.2 Plac¸ons-nous dans la situation de la proposition 2.3.1 et supposons
la fonction f re´duite. Pour tout p ∈ N , p ≥ 2 , E := Hp0 ve´rifie A˜(E) = A(E).
Preuve. Il s’agit simplement de voir que A˜(E) est stable par b. Ceci re´sulte
imme´diatement du the´ore`me de positivite´ de B. Malgrange3 qui affirme que pour
une forme holomorphe ω ∈ (Ker df)p et pour γs ⊂ f
−1(s) une famille horizontale
multiforme de (p− 1)−cycles compacts, la fonction holomorphe multiforme
s→
∫
γs
ω
df
tend vers 0 quand s tend vers 0 le long de tout rayon issu de l’origine (ici on
utilise p− 1 ≥ 1).
Alors ω induit une classe de a−torsion dans E si et seulement si pour tout choix
de la famille γs on trouve une inte´grale nulle. Comme l’ope´ration b correspond a`
prendre une primitive (qui doit donc eˆtre ”nulle en 0”), l’assertion A˜(E) = A(E)
s’en de´duit. 
Corollaire 2.3.3 Si f est a` singularite´ isole´e a` l’origine, Hn+1 est un pre´-(a,b)-
module sans torsion, dans lequel a est injective.
Ceci donne une nouvelle preuve du re´sultat de Sebastiani [S.70].
Preuve. Ve´rifions de´ja la condition vi) de la de´finition 2.1.1. La dimension finie de
Coker b est imme´diate vue que ce noyau s’identifie au quotient Ωn+10
/
df ∧ Ωn0 .
Montrons que Ker b = 0. Soit ω = dξ ou` ξ ∈ Ωn0 ve´rifiant df ∧ ξ = df ∧ dη
(rappelons que l’on a Ker dfn = df ∧ Ωn−1 puisque f est a` singularite´ isole´e).
Alors ξ = dη + df ∧ ζ et on a donc [ω] = 0 dans Hn+1.
Il suffit alors d’appliquer le lemme pre´ce´dent pour conclure, puisque l’on a vu que
0 = B(E) = A(E). 
3L’assertion ”f re´duite” correspond a` la preuve pre´cise´e dans l’Appendice de [B.84] (note au
bas de la page 106 ).
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3 Le the´ore`me de finitude.
3.1 L’hypothe`se (HI).
Soit f˜ : (Cn+1, 0) −→ (C, 0) un germe non constant de fonction holomorphe et
soit f : X −→ D un repre´sentant de Milnor de f˜ . Nous ferons les hypothe`ses
suivantes:
HI a) Le lieu singulier S := {x ∈ X
/
dfx = 0} est une courbe contenue dans
Y := f−1(0), dont chaque composante irre´ductible contient l’origine et est
non singulie`re en dehors de 0.
HI b) En chaque point x de S−{0} il existe un germe en x de champ de vecteur
holomorphe Vx , non nul en x, tel que Vx · f ≡ 0.
L’hypothe`se HI b) est assez restrictive puisqu’elle implique que le long de
S − {0} la singularite´ {f = 0} est une de´formation localement triviale de la
singularite´ hyperplane transverse (qui est une singularite´ isole´e de Cn).
Cependant il est facile de voir que cette hypothe`se est toujours ve´rifie´e pour n = 1
(courbes planes re´duites ou non ) et qu’il y a beaucoup d’exemples en dimensions
supe´rieures ( voir le paragraphe 4.2.)
Le re´sultat fondamental de ce paragraphe est le
The´ore`me 3.1.1 Sous l’hypothe`se (HI), l’espace vectoriel
Hn+1 := Ωn+10
/
d(Ker df)n0
muni des endomorphismes a et b donne´s respectivement par multiplication par
f et par df ∧ d−1 est un pre´-(a,b)-module re´gulier.
Compte tenu des re´sultats du paragraphe 2 il s’agit maintenant de prouver les con-
ditions de finitudes vi) de la de´finition 2.1.1. Ceci utilisera, entre autres, le the´ore`me
de constructibilite´ de M. Kashiwara [K.75].
3.2 L’ide´al Ĵ(f).
Dans la situation pre´cise´e ci-dessus, introduisons l’ide´al Ĵ(f) de OX forme´ des
germes de fonctions holomorphes dont la restriction a` X − {0} est dans J(f)
l’ide´al jacobien de f . Si i : X − {0} →֒ X est l’inclusion, on a, de`s que n ≥ 1,
d’apre`s Hartogs
Ĵ(f) ≃ i∗i
∗
(
J(f)
)
.
De´finition 3.2.1 Le faisceau Ĵ(f)
/
J(f) est cohe´rent et concentre´ en 0. En effet,
le choix d’un e´le´ment de volume sur X donne un isomorphisme de faisceaux
Ĵ(f)
/
J(f)
∼
−→ H0{0}
(
Ωn+1X
/
df∧Ω
n
X
)
.
La dimension finie de son germe en 0 sera note´e µ(f).
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Remarque.
Pour f a singularite´ isole´e en 0, on a Ĵ(f) = OX et donc µ = dimC O
/
J(f) ce
qui est bien conforme a` la de´finition du nombre de Milnor dans ce cas.
3.3 Le D−module M = D
/
J .
Soit Ann(f) le sous-faisceau du faisceau TX des champs de vecteurs holomorphes
sur X , forme´ des germes de champs de vecteurs qui annulent f . Ce sous-faisceau
est cohe´rent car un choix de coordonne´es sur X montre qu’il est isomorphe via
n∑
i=0
ai
∂
∂xi
−→
n∑
i=0
ai
î
dx
au noyau (Ker df)n du morphisme OX−line´aire
dfn∧ : ΩnX −→ Ω
n+1
X de´fini par α −→ df∧α.
La condition (HI) implique que, si V1 . . . Vl sont des germes de champs de
vecteurs en 0 qui engendrent Ann(f) au voisinage de 0, le lieu des ze´ros communs
a` V1 . . . Vl est re´duit a` 0 ; re´ciproquement ceci implique la condition HI b).
De´finition 3.3.1 On de´finit alors J comme l’ide´al a` gauche de D engendre´ au
voisinage de 0 par Ĵ(f) et Ann(f).
On pose alors M = D
/
J .
Lemme 3.3.2 On conside`re a` l’origine de Cn+1 des germes (gλ)λ∈[1,L] de fontions
holomorphes et (Vµ)µ∈[1,M ] des germes de champs de vecteurs holomorphes. Soit
J l’ide´al a` gauche de DCn+1 engendre´ au voisinage de 0 par les gλ et les Vµ.
Posons V˜µ = Vµ + div(Vµ) pour µ ∈ [1,M ] ou`
div(V ) :=
n∑
i=0
∂ai
∂xi
si V =
n∑
i=0
ai
∂
∂xi
et soit M := DCn+1
/
J .
Alors DRn+1(M), le (n + 1)−ie`me faisceau de cohomologie du complexe de De
Rham de M, est isomorphe comme CX−module au quotient
O
/ L∑
λ=1
O.gλ +
M∑
µ=1
V˜µ(O).
En particulier pour M holonome, le C−espace vectoriel
O0
/ L∑
λ=1
O0.gλ +
M∑
µ=1
V˜µ(O0)
sera de dimension finie, d’apre`s [K.75].
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Preuve. Comme re´fe´rence sur les D−modules, le lecteur pourra consulter [Bj.93].
Pour h ∈ O et V un champ vecteur holomorphe on a V˜ (h) = V˜ .h−h.V . Comme
on a V˜ =
∑ ∂
∂xi
· ai si V =
∑
ai.
∂
∂xi
, on aura, quand V annule f :
V˜µ(h) ∈
n∑
i=0
∂
∂xi
D + J .
Mais, par de´finition,
DRn+1(M) :=M
/ n∑
i=0
∂
∂xi
M≃ D
/ n∑
i=0
∂
∂xi
D + J .
On en de´duit que ∀h ∈ O et ∀µ ∈ [1,M ], V˜µ(h) est nul dans DR
n+1(M).
Par ailleurs on a D
/ n∑
0
∂
∂xi
D
∼
−→ O et donc DRn+1(M) est isomorphe a`
O
/
O ∩
(
J +
n∑
i=0
∂
∂xi
D
)
.
Mais on vient de voir que l’on a
L∑
λ=1
Ogλ +
M∑
µ=1
V˜µ(O) ⊂ O ∩
(
J +
n∑
i=0
∂
∂xi
D
)
.
Il nous reste a` montrer que O ∩
(
J +
∑
∂
∂xi
D
)
⊂
∑L
λ=1Ogλ +
∑M
µ=1 V˜µ(O).
Pour ϕ ∈ O ∩
(
J +
∑
∂
∂xi
D
)
posons
ϕ =
L∑
λ=1
Pαgλ +
M∑
µ=1
QrVµ +
n∑
i=0
∂
∂xi
Ri
ou` Pλ, Qµ et Ri ∈ D.
Ecrivons les
∂
∂xi
”a` gauche”. On trouve alors, grace a` l’unicite´ de l’e´criture a`
gauche,
ϕ =
L∑
λ=1
pλ.gλ +
[ M∑
µ=1
qµVµ +
n∑
i=0
∂
∂xi
ri
]
0
ou` pλ, qµ et ri sont dans O et ou` le symbole [π]0 de´signe le terme de degre´ 0
de l’ope´rateur diffe´rentiel π (avec les
∂
∂xi
a` gauche).
Mais on a qµVµ = V˜µqµ − V˜µ(qµ) avec V˜µ ∈
n∑
i=0
∂
∂xi
D. On en conclut que
ϕ =
∑L
λ=1 pλ.gλ −
∑M
µ=1 V˜µ(qµ). 
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Lemme 3.3.3 On se place dans la situation du lemme pre´ce´dent. On suppose
i) que l’ensemble
{
x ∈ Cn+1
/
gλ(x) = 0 ∀λ ∈ [1, L]
}
est un germe de courbe
en 0. Notons le S.
ii) que pour tout point y ∈ S \{0} il existe my ∈ [1,M ] tel que Vmy ne s’annule
pas en y.
Alors M := D
/
J est holonome.
Preuve. Il est clair que SuppM ⊂ S. Au point ge´ne´rique y de S, la varie´te´
caracte´ristique ch(M) de M est contenue dans un fibre´ en hyperplan sur S (de´fini
par l’annulation du symbole principal de Vmy). On a donc dim ch(M) ≤ n + 1
au dessus de S \ {0} donc partout. 
3.4 Finitude de Ker b.
De´finissons maintenant les faisceaux E ′ = Ωn+1X
/
d(Ker df)n ≃ Hn+1,
E ′′ := Ωn+1X /df∧dΩ
n−1
X et les espaces vectoriels
E ′ := H0{0}(H
n+1) , E ′′ := H0{0}(E
′′).
Soit j˜ : E ′′ −→ Hn+1 le quotient e´vident et notons j : E ′′ −→ E ′ l’application qui
s’en de´duit.
Lemme 3.4.1 La fle`che b˜ : Hn+1 → E ′′ donne´e par b˜[dξ] = [df ∧ ξ] est bien
de´finie; c’est une injection C−line´aire de conoyau Ωn+1
/
df ∧ Ωn ≃ O
/
J(f) .
Preuve. Commenc¸ons par montrer que cette fle`che est bien de´finie. Conside´rons
donc un ξ ∈ Ωn tel que dξ = 0. Alors le lemme de De Rham holomorphe permet
d’e´crire ξ = dη avec η ∈ Ωn−1. On aura donc [df ∧ ξ] = [df ∧ dη] = 0 dans E ′′.
Montrons l’injectivite´. Si on a [df ∧ ξ] = 0, cela signifie qu’il existe ζ ∈ Ωn−1
ve´rifiant df∧ξ = df∧dζ . On aura donc ξ−dζ ∈ Ker dfn d’ou` [dξ] = [d(ξ−dζ)] = 0
dans Hn+1.
L’assertion sur le conoyau de b˜ est e´vidente. 
Lemme 3.4.2 Sous l’hypothe`se (HI) on a au voisinage de tout point p de
X \ {0} :
• 1) d(Ker df)n = Ωn+1X
• 2) ΩnX = dΩ
n−1
X +Kerdf
n et donc
• 3) df∧dΩ
n−1
X = df∧Ω
n
X .
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Preuve. Il suffit e´videmment de traiter le cas ou` p ∈ S \ {0}. Soit V =
∑n
i=0 ai.
∂
∂xi
un champ de vecteur holomorphe au voisinage de p ve´rifiant V.f ≡ 0 et V (p) 6= 0.
Posons α =
∑n
i=0 ai dx
i ou` dxi = (−1)i.dx0∧ . . . ∧d̂xi∧ . . . ∧dxn.
Alors α ∈ ΩnX , α(p) 6= 0 et df∧α ≡ 0.
Pour prouver 1) on veut montrer que ∀g ∈ Op il existe h ∈ Op ve´rifiant
d(hα) = g dx0∧ . . . ∧dxn c’est-a`-dire que
n∑
j=0
αj.
∂h
∂xj
+
( n∑
j=0
∂αj
∂xj
)
.h = g.
Mais puisque V (p) 6= 0 on peut, dans un syste`me de coordonne´es locales conven-
ablement centre´es en p, se ramener a` re´soudre, ∀g ∈ O0, une e´quation du type
∂
∂x0
h+ ξ.h = g ou` h ∈ O0 est inconnue et ou` ξ ∈ O0 est donne´e.
Ceci est e´le´mentaire.
Montrons 2). Soit w ∈ Ωnp . Alors d’apre`s 1) on peut trouver h ∈ O0 telle que
dw = d(hα). D’apre`s De Rham on aura donc u ∈ Ωn0 telle que w − hα = du. On
en de´duit alors 2) puis 3). 
Les faisceaux Hn+1 et b˜.Hn+1 sont donc a` support l’origine. On pourra donc
confondre le faisceau Hn+1 et l’espace vectoriel de ses sections a` support l’origine
E ′. On prendra garde que le faisceau E ′′ n’est pas en ge´ne´ral a` support l’origine
sous l’hypothe`se (HI).
On a une suite exacte courte graˆce au lemme 3.4.1
0→Hn+1
b˜
−→ E ′′ −→ Ωn+1
/
df ∧ Ωn → 0
qui donne une suite exacte courte de cohomologie a` support l’origine, graˆce au lemme
3.4.2:
0→ E ′
b˜
−→ E ′′ −→ H0{0}(Ω
n+1
/
df ∧ Ωn)→ 0.
Mais l’endomorphisme b : E ′ → E ′ est la compose´e de b˜ et de j. La premie`re as-
sertion de finitude du the´ore`me 3.1.1 est donne´e par la proposition suivante, compte
tenu du lemme 3.4.1 et de ce qui pre´ce`de.
Proposition 3.4.3 Sous l’hypothe`se (HI) le noyau H0{0}(X,
d(Ker df)n
df ∧ dΩn−1
) de
l’application j : E ′′ → E ′ est de dimension finie.
La dimension de Ker j et donc a` fortiori celle de Ker b est majore´e par la
dimension de H1{0}(S,H
n
/
bHn)4.
Preuve. Commenc¸ons par montrer que l’on une suite exacte de faisceaux a` supports
dans S.
0 −→
(Ker df)n ∩Ker d
(Im df)n ∩Ker d
−→
(Ker df)n
(Im df)n
d
−→
d(Ker df)n
df∧dΩ
n−1
X
−→ 0 .
4Les faisceaux Hp ont e´te´ introduits a` la proposition 2.3.1
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L’exactitude re´sulte simplement du fait que si w ∈ (Ker df)n ve´rifie dw = df∧dµ,
alors d(w + df∧µ) = 0 et donc [w] = [w + df∧µ] dans
(Ker df)n
(Im df)n
est bien l’image
de w + df∧µ ∈ (Ker df)
n ∩Ker d.
Nous aurons besoin du lemme suivant et de son corollaire.
Lemme 3.4.4 Sous l’hypothe`se (HI) on a pour tout p ∈ [1, n]
A(p) =
{
(Ker df)p−1 = (Im df)p−1
H iS((Im df)
p−1) = 0 pour i ≤ n− (p− 1).
Preuve. Pour p = 1, A(1) est vraie car (Ker df)0 = (Im df)0 = 0.
Supposons A(p) vraie avec p ∈ [1, n − 1] et montrons-la pour p + 1 : la suite
exacte de faisceaux sur X :
0 −→ (Ker df)p−1 −→ Ωp−1X
∧df
−→ (Im df)p −→ 0 (*)
donne pour i+ 1 ≤ n, puisque HkS(ΩX) = 0 pour k < n (= codimXS) :
H iS((Im df)
p) ⊂ H i+1S ((Im df)
p−1)
en utilisant A(p) qui donne (Ker df)p−1 = (Im df)p−1. Pour i ≤ n − p on a
i+ 1 ≤ n− (p− 1) ≤ n et donc H i+1S ((Im df)
p−1) = 0 graˆce a A(p).
Montrons maintenant que (Ker df)p = (Im df)p. Comme on a de´ja` obtenu que
H1S((Im df)
p) = 0, car p ≤ n− 1, on aura
(Im df)p = j∗j
∗ (Im df)p
ou` j : X −S →֒ X est l’inclusion. Mais on a j∗((Ker df)p) = j∗((Im df)p) puisque
df 6= 0 sur X − S. De plus pour n ≥ 2, S est de codimension ≥ 2 dans X et
on a j∗j
∗ (Ker df)p = (Ker df)p par Hartogs5.
On en de´duit que A(p+ 1) est vraie. 
Corollaire 3.4.5 Sous l’hypothe`se (HI) on a H0{0}
(
S,
Ker dfn
Im dfn
)
= 0.
Preuve. Conside´rons a` nouveau la suite exacte (∗); comme on a
H i{0}(X,Ω
p−1
X ) = 0 ∀p ≥ 1 ∀i ≤ n
on aura pour tout p ≤ n− 1 et tout i tel que i+ p ≤ n+ 1 :
H i{0}(X, Im df
p) = 0 . (@)
5Pour n = 1 l′assertionA(1) est vraie car vide.
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En effet c’est clair pour p = 0 ; si c’est vrai pour p ≤ n− 1 , alors la suite exacte
(*) et A(p+ 1) donne l’inclusion :
H i{0}(X, (Im df)
p+1) ⊂ H i+1{0} (X, (Im df)
p)
pour i+ 1 + p ≤ n + 1 .
On en conclut, en prenant dans (@) p = n − 1 et i = 2 que, grace a` A(n),
H2{0}(X, (Ker df)
n−1) = 0. La suite exacte pour (∗) avec p = n donne alors
H1{0}(X, (Im df)
n) = 0.
La suite exacte
0 −→ Im dfn −→ (Ker df)n −→
(Ker df)n
(Imdf)n
−→ 0
donne enfin, puisque H0{0}(X, (Ker df)
n) = 0 , H0{0}
(
X, (Ker df)
n
(Im df)n
)
= 0 . 
Fin de la preuve de la proposition 3.4.3. Remarquons maintenant que l’hypothe`se
(HI) implique que le faisceau Hn est localement constant sur S∗. en effet pre`s de
y ∈ S∗ l’existence d’un champ de vecteur holomorphe non nul en y et annulant
f permet de choisir un syste`me de coordonne´es ou` f ne de´pend pas de la variable
x0. . Notons π : C
n+1 −→ Cn la projection dans un tel syste`me de coordonne´es.
Comme f est a` singularite´ isole´e dans Cn, on en de´duit que
(Ker df)n ∩Ker d ≃ π−1(Ωn
Cn
) modulo df ∧ dΩn−2 ≃ d(Ker df)n−1
d’ou` notre assertion. Alors le faisceau
Hn
/
bHn :=
(Ker df)n ∩Ker d
(Im df)n ∩Ker d
est un syste`me local sur S∗, de rang µtr pre`s de y, ou` µtr = dimC
(
Ωn
Cn
/
df∧Ω
n−1
Cn
)
est le rang sur C[[b]] du faisceau localement constant sur S∗ de (a,b)-modules
associe´ au faisceau localement constant de pre´-(a,b)-modules (sans torsion) Hn.
Comme S est une re´union finie de disques topologiques ayant meˆme centre (et
sinon disjoints) on en de´duit que H1{0}(S,H
n
/
bHn) est de dimension finie sur C.
La suite exacte de cohomologie a` support l’origine de la suite exacte
0 −→
(Ker df)n ∩Ker d
(Im df)n ∩Ker d
−→
(Ker df)n
(Im df)n
d
−→
d(Ker df)n
df∧dΩ
n−1
X
−→ 0 .
donne alors le ”tronc¸on” exact :
0 ≃ H0{0}
(
S,
(Ker df)n
(Im df)n
)
→ H0{0}
(
S,
d(Ker df)n
df∧dΩ
n−1
X
)
→ H1{0}
(
S,Hn
/
bHn
)
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qui permet de conclure a` la finitude de l’espace vectoriel H0{0}
(
S,
d(Ker df)n
df∧dΩ
n−1
X
)
et
donc a` la finitude de Ker j. 
Fin de la de´monstration du the´ore`me 3.1.1. Il nous reste a` montrer que le conoyau
de b : E ′ → E ′ est de dimension finie. Ceci va re´sulter de la finitude du quotient
E ′′
/
b˜E ′ qui a de´ja e´te´ obtenue, et de la finitude donne´e par les lemmes 3.3.2, 3.3.3
et le lemme 3.4.6 ci-dessous. La suite exacte suivante permet alors de conclure
E ′′
/
b˜E ′
j
−→ E ′
/
bE ′ −→ E ′
/
jE ′′ + bE ′ → 0 .
puisque que l’on a de´ja obtenu la finitude de Ker j.
Lemme 3.4.6 Sous l’hypothe`se (HI) on a un isomorphisme d’espace vectoriel
DRn+1(M)−˜→E ′
/
jE ′′ + bE ′ ≃ E ′
/
jE ′′.
Preuve. Rappelons que le D−module M est de´fini comme le quotient D
/
J
ou` J est l’ide´al a` gauche de D engendre´ par Ĵ(f) et Annf ⊂ TX . D’apre`s les
lemmes 3.3.2 et 3.3.3, il est holonome et on a l’isomorphisme
DRn+1(M)
∼
−→ O
/ M∑
j=1
Ogj +
l∑
j=1
V˜j(O)
ou` g1 . . . gM engendrent Ĵ(f) sur O, ou` V1 . . . Vl engendrent Ann(f) sur OX
et ou` on associe au champ de vecteur V l’ope´rateur diffe´rentiel V˜ d’ordre 1 de´fini
par
V˜ (h) = V.h + div(V ).h
Montrons que ceci est bien line´airement isomorphe a` E ′
/
j(E ′′) + bE ′ ≃ E ′
/
jE ′′
comme C−espace vectoriel.
D’abord w ∈ Ωn+1X,0 donne une classe dans E
′′ = H0{0}(Ω
n+1
/
df∧dΩ
n−1
X ) si et
seulement si localement dans X − {0}, w est dans df∧dΩ
n
X . D’apre`s l’e´galite´
df∧dΩ
n−1
X = df∧Ω
n
X sur X
∗ prouve´e au lemme 3.4.2, w induira une classe de E ′′
si et seulement si w ∈ Ĵ(f).Ωn+1X .
Si v1 . . . vl ∈ (Ker df)
n correspondent a` V1 . . . Vl, on aura∑l
j=1 d(Ovj) =
(∑l
j=1 V˜j(O)
)
.dx.
On en de´duit, puisque la relation j◦b˜ = b montre que bE
′ ⊂ jE ′′, les isomorphismes
E ′
/
jE ′′ + bE ′ ≃ Ωn+1X
/
Ĵ(f).Ωn+1X +
( l∑
j=1
V˜j(O)
)
.dx ≃ O
/
Ĵ(f) +
l∑
j=1
V˜j(O).
Ceci prouve notre assertion. 
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3.5 Ge´ne´ralisation de la formule de J. Milnor.
Une conse´quence simple de ce qui pre´ce`de est la ge´ne´ralisation suivante de la formule
de J. Milnor, donnant, sous nos hypote`ses, la dimension du n−ie`me groupe de
cohomologie de la fibre de Milnor de f a` l’origine.
Corollaire 3.5.1 Sous l’hypothe`se (HI) l’espace vectoriel E ′ := Hn+10 ≃ H
0
{0}(Y,H
n+1)
est un pre´-(a,b)-module de rang r ve´rifiant
dimE ′/b.E ′ = µ(f) + ν(f)− γ + δ et dimHn(F0,C) = r = µ(f) + ν(f)− γ.
ou` F0 de´signe la fibre de Milnor de f a` l’origine et ou` γ et δ sont les dimensions
respectives de Ker j et de Ker b.
De´monstration. Rappelons que le rang d’un pre´-(a,b)-module est, par de´finition, le
rang du (a,b)-module associe´. C’est donc le rang du fibre´ de Gauss-Manin de f a`
l’origine et ce rang est e´gal a` la dimension de Hn(F0,C). La suite exacte
0→ Ker j → E ′′
j
→ E ′ → E ′/jE ′′ → 0
donne la suite exacte d’espaces vectoriels de dimensions finies, graˆce au the´ore`me
de finitude 3.1.1
0→ Ker j/(Ker j ∩ b˜.E ′)→ E ′′/b˜E ′ → E ′/b.E ′ → E ′/jE ′′ → 0.
On a Ker b ≃ Ker j ∩ b˜.E ′ via b˜ puisque b˜ est injective et que b = j◦b˜ dans
E ′. On obtient alors, puisque dimE ′′/b˜.E ′ = µ(f), dimE ′/jE ′′ = ν(f), la relation :
dim(E ′/b.E ′) + γ − δ = µ(f) + ν(f).
La suite exacte 0→ B(E ′)→ E ′ → E ′/B(E ′)→ 0 donne alors la relation
dimE ′/b.E ′ = dim
(
E ′/B(E ′) + b.E ′
)
+ dim
(
B(E ′)/b.B(E ′)
)
.
Comme on a r = dim
(
E ′/B(E ′) + b.E ′
)
et dimB(E ′)/b.B(E ′) = dimKer b, on
conclut facilement. 
Remarque importante.
Les entiers γ et δ sont bien ge´nants, aussi est-il interessant de disposer de situations
ou` l’on sait qu’ils sont nuls.
Pour avoir l’injectivite´ de l’application E ′′
j
−→ E ′, c’est a` dire la nullite´ de γ, une
condition ne´cessaire et suffisante est donne´e par l’inclusion
d(Ker dfn) ∩ Ĵ(f).Ωn+1 ⊂ df ∧ dΩn−1X , (P)
alors qu’une condition ne´cessaire et suffisante pour l’injectivite´ de E ′
b
−→ E ′, c’est
a` dire pour la nullite´ de δ, est donne´e par l’inclusion
d(Ker dfn) ∩ (df ∧ ΩnX) ⊂ df ∧ dΩ
n−1
X . (P’)
Bien sur on a toujours δ ≤ γ et la condition (P ) implique la condition (P ′).
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Corollaire 3.5.2 Sous les hypothe`ses (HI) et la condition (P ) on aura
rg(E ′) = dimE ′
/
bE ′ = µ(f) + ν(f),
ou` µ(f) = dim Ĵ(f)
/
J(f) et ou` ν(f) = dimDRn+1(M).
Dans ces conditions la cohomologie de degre´ n de la fibre de Milnor de f a`
l’origine est de dimension µ(f) + ν(f).
Nous montrerons au paragraphe 4 que cette condition est souvent ve´rifie´e.
En fait je ne connais pas d’exemple de cas ou` f ve´rifie l’hypothe`se (HI) et ou` la
condition (P ) n’est pas re´alise´e.
3.6 Exemple.
Voici un exemple simple (avec n = 1)6 :
f(X, Y ) = X3(X3 + Y 3).
Il est facile de voir que Ker df 1
/
O.df est engendre´ par la 1−forme associe´ au
champ de vecteur
V = XY 2
∂
∂X
− (2X3 + Y 3)
∂
∂Y
annulant f et de divergence div V = −2Y 2.
On a J(f) = X2.(2X3+Y 3, XY 2), Ĵ(f) = (X2) et dimC Ĵ(f)
/
J(f) = µ(f) = 9 .
Pour calculer dimC
(
C{X, Y }
/
(X2) + V˜
(
C{X, Y }
))
on regarde l’identite´
V˜ (XpY q) = (p− q − 2)XpY q+2 − 2qXp+3Y q−1 ;
on peut donc re´duire XaY b a` Xa+3Y b−3 pourvu que a 6= b et b ≥ 2.
Si a = b ≥ 2 on est dans (X2). Il reste donc 1, X, Y et XpY pour p < 2.
Donc 1, X, Y,XY donne une base et ν(f) = 4.
Alors L(E ′), le comple´te´ b−adique de E ′ (voir le paragraphe 2), est un (a, b)−module
de rang 13. Une base de E ′
/
bE ′ est donne´e par
1, X, Y,XY,X2, X3, X4, X5, X2Y,X3Y,X4Y,X5Y,X2Y 2
et on a a[1] =
1
3
b[1] . . . a[XpY q] =
p+ q + 2
6
b[XpY q].
6Notons que (HI) est toujours ve´rifie´e pour n = 1. C’est e´galement le cas pour la condition
(P ) comme on le montrera au paragraphe 4.
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4 Quelques cas sans torsion.
4.1
Le calcul de µ(f) est en ge´ne´ral assez simple (comparable au calcul du nombre de
Milnor dans le cas d’une singularite´ isole´e). Le calcul de ν(f) bien que l’on ait
donne´ un isomorphisme de DRn+1(M) sur un espace vectoriel plus ”concret” au
lemme 3.3.2, est en pratique beaucoup plus de´licat car l’espace vectoriel conside´re´
n’a pas une structure de module sur O0.
Sans la condition (P ) pour f , on obtient seulement une majoration de la dimension
du quotient E ′/b.E ′, ce qui rend les calculs encore bien plus pe´nibles. D’ou` l’intereˆt
de savoir, pour une sous-famille aussi large que possible de la famille des fonctions
ve´rifiant l’hypothe`se (HI), que la condition (P ) est satisfaite. Ceci est d’autant
plus utile que la ve´rification de cette condition est de´licate, comme on peut s’en
convaincre sur les exemples. Nous proposons donc de donner dans ce paragraphe
deux re´sultats qui permettent de voir que la condition (P ) est tre`s souvent ve´rifie´e
sous l’hypothe`se (HI).
Le premier re´sultat (the´ore`me 4.2.2) montre que la proprie´te´ (P ) est toujours
ve´rifie´e pour n = 1, c’est a` dire pour les germes de fonctions holomorphes (re´duites
ou non) a` l’origine de C2.
Le second (la proposition 4.3.2) assure que la suspension d’une fonction a` singularite´
isole´e avec une fonction qui ve´rifie (HI) et (P ) ve´rifie e´galement (HI) et (P ).
4.2 Courbes planes.
Lemme 4.2.1 (Re´currence tordue.) Soient p1, · · · , pk des entiers ≥ 2 et
soient φ1 · · ·φk des fonctions strictement croissantes
φj : [0, pj − 1] ∩ N −→ [0, 1]
ve´rifiant
φj(pj − 1) = 1, ∀j ∈ [1, k].
Conside´rons des propositions A(σ1, · · · , σk) inde´xe´es par les entiers
σj ∈ [0, pj − 1] ∩ N.
On suppose
• 1) A(0, · · · , 0) est vraie .
• 2) l’implication A(σ1, · · · , σk) ⇒ A(σ1, · · · , σj + 1, · · · , σk) est vraie si les
deux conditions suivantes sont satisfaites
a) σj ≤ pj − 2
b) φj(σj) = min
l∈[1,k]
{φl(σl)}
Alors la proposition A(p1 − 1, · · · , pk − 1) est vraie.
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On prendra garde que nous n’affirmons pas ici que A(σ1, · · · , σk) est vraie
pour toutes les valeurs de (σ1, · · · , σk).
La preuve (e´le´mentaire) est laisse´e en exercice au lecteur.
The´ore`me 4.2.2 Soit f un germe non nul de fonction holomorphe a` l’origine de
C2, ve´rifiant f(0) = 0.
Alors f ve´rifie (HI) et (P ).
Ce the´ore`me est une conse´quence imme´diate des deux propositions suivantes.
Proposition 4.2.3 Soit f un germe de fonction holomorphe a` l’origine de C2,
ve´rifiant f(0) = 0 et que l’on supposera non identiquement nul. Ecrivons
f = up11 · · ·u
pk
k .ψ
ou` u1 · · ·uk sont des germes irre´ductibles en 0 deux a` deux distincts, ou` ψ est un
germe nul en 0 suppose´ re´duit (donc a` singularite´ isole´e en 0 ) et ou` les entiers
p1, · · · , pk sont des entiers au moins e´gaux a` deux. On suppose de plus qu’aucun
des uj ne divise ψ.
Alors on a :
• 1) Kerdf 1 = O.α ou`
α :=
k∑
l=1
pl.u1 · · · uˆl · · ·uk.ψ.dul + u1 · · ·uk.dψ
• 2) Pour tout h ∈ OC2,0 ve´rifiant d(h.α) ∈ (u
p1−1
1 · · ·u
pk−1
k ).Ω
2
C2,0 on a
h ∈ (up1−11 · · ·u
pk−1
k ).OC2,0.
Nous allons maintenant traiter le cas ou` ψ(0) 6= 0 dans la proposition pre´ce´dente.
On peut alors supposer que ψ ≡ 1.
Proposition 4.2.4 Dans la meˆme situation que la proposition pre´ce´dente, sup-
posons maintenant que ψ ≡ 1. Alors on a :
• 1) Kerdf 1 = O.α ou` α :=
∑k
l=1 pl.u1 · · · uˆl · · ·uk.dul.
• 2) Pour tout h ∈ OC2,0 ve´rifiant d(h.α) ∈ (u
p1−1
1 · · ·u
pk−1
k ).Ω
2
C2,0 on peut
e´crire h = h0 + h1.u
p1−1
1 · · ·u
pk−1
k avec h1 ∈ OC2,0 et h0 ∈ OC2,0 ve´rifiant
d(h0.α) ≡ 0.
Preuve de 4.2.3. Prouvons de´ja` l’assertion 1). La suite exacte de faisceaux cohe´rents
0→ (Ker df)1 → Ω1
C2
→ Ω2
C2
→ Ω2
C2
/df ∧ Ω1
C2
→ 0
montre que le faisceau (Ker df)1 est localement libre de rang 1 d’apre`s le the´ore`me
de Hilbert pour C2. Comme on a df = up1−11 · · ·u
pk−1
k .α on a O.α →֒ (Ker df)
1. Il
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s’agit de voir que cette inclusion est une e´galite´. Mais comme on sait que (Ker df)1
est libre de rang 1 pre`s de l’origine, il suffit de prouver cette e´galite´ en dehors de
l’origine d’apre`s Hartogs. Quand df ne s’annule pas c’est clair car df et α
diffe`rent d’un facteur inversible et on a (Ker df)1 = O.df pre`s d’un tel point.
Il nous suffit donc de montrer cette e´galite´ pre`s du point ge´ne´rique de uj = 0 pour
chaque j ∈ [1, k]. Au voisinage d’un tel point df ne diffe`re de u
pj−1
j .α que par
un facteur inversible ; on a donc (Ker df)1 = Ker(∧α). Mais pre`s d’un tel point
α ne s’annule pas car pju1 · · · uˆj · · ·uk.ψ.duj est non nulle alors que la somme∑
i 6=j
pl.u1 · · · uˆl · · ·uk.ψ.dul
est nulle en ce point (puisqu’il y a uj en facteur ).
On aura donc Ker(∧α) = O.α pre`s d’un tel point, ce qui ache`ve la preuve de
l’assertion 1).
Pour prouver l’assertion 2) nous allons utiliser la ”re´currence tordue” donne´e au
lemme pre´ce´dent avec l’assertion suivante sur h ∈ OC2,0
A(σ1, · · · , σk) :=
(
{d(h.α) ∈ uσ11 · · ·u
σk
k .Ω
2
C2,0} =⇒ {h ∈ u
σ1
1 · · ·u
σk
k .OC2,0}
)
Bien sur, σj ∈ [0, pj − 1], ∀j ∈ [1, k] et A(0, · · · , 0) est vraie. Nous utiliserons
les fonctions φj(x) =
x+1
pj
pour j ∈ [1, k].
Supposons donc que A(σ1, · · · , σk) soit vraie et que les conditions a) et b) de la
”re´currence tordue ” soient satisfaites. Conside´rons alors h ∈ OC2,0 tel que
d(h.α) ∈ (uσ11 · · ·u
σj+1
j · · ·u
σk
k ).Ω
2
C2,0.
Alors graˆce a` A(σ1, · · · , σk) on peut e´crire
h = uσ11 · · ·u
σk
k .h
′
et il s’agit essentiellement de montrer que l’hypothe`se
d(uσ11 · · ·u
σk
k .h
′.α) ∈ (uσ11 · · ·u
σj+1
j · · ·u
σk
k ).Ω
2
C2,0 (*)
et les conditions a) et b) permettent de conclure que l’on a h′ ∈ (uj).
Quelques calculs pe´nibles montrent que l’hypothe`se (*) donne que la forme
ω = h′.
k∑
i 6=j,i=1
(pj .σi − pi.σj).u1 · · · uˆi · · · uˆj · · ·uk.ψ.dui
− h′.σju1 · · · uˆj · · ·uk.dψ + pj .u1 · · · uˆj · · ·uk.ψ.dh
′
+ h′.
k∑
i 6=j,i=1
(pj − pi).u1 · · · uˆj · · · uˆi · · ·uk.ψ.dui + (pj − 1).h
′.u1 · · · uˆj · · ·uk.dψ
Sur certaines singularite´s ... I 22
ve´rifie ω ∧ duj ∈ (uj).Ω
2
C2,0.
Mais en regroupant les termes on obtient
ω = h′
∑
i 6=j
(pj(σi + 1)− pi(σj + 1)).u1 · · · uˆi · · · uˆj · · ·uk.ψ.dui
+ (pj − σj − 1).h
′.u1 · · · uˆj · · ·uk.dψ + pj.u1 · · · uˆj · · ·uk.ψ.dh
′
Comme on a suppose´ pj(σi + 1) − pi(σj + 1) ≥ 0 ∀i ∈ [1, k] , c’est a` dire que
φj(σj) =
σj+1
pj
est l’infimum des σi+1
pi
pour i ∈ [1, k], la fonction
λ = (h′)pj .ψpj−σj−1.
∏
i 6=j
u
pj(σi+1)−pi(σj+1)
i
est holomorphe au voisinage de l’origine dans C2 et la condition
ω ∧ duj ∈ (uj).Ω
2
C2,0
donne dλ ∧ duj ∈ (uj).Ω
2
C2,0 .
Donc la restriction de λ a` la courbe lisse et connexe {uj = 0} \ {0} est constante
et on a
λ = λ0 + uj.L
avec λ0 ∈ C et L ∈ OC2,0 .
Comme on a σj+1 < pj et ψ(0) = 0, la fonction λ est nulle en 0 et λ0 = 0. Alors
λ ∈ (uj) et, puisque cet ide´al est premier et ne contient ni ψ ni ui , ∀i 6= j , i ∈ [1, k],
on aura h′ ∈ (uj) ce qui prouve A(σ1 · · ·σj + 1 · · ·σk). 
On remarquera que la preuve de 4.2.3 utilise de fac¸on essentielle le fait que ψ(0) = 0.
Le cas ψ ≡ 1 est donc plus de´licat.
Preuve de 4.2.4. Le point 1) se prouve de fac¸on analogue au 1) de la proposition
pre´ce´dente.
Pour le point 2) nous allons utiliser la meˆme strate´gie que pre´ce´dement mais avec
A(σ1, · · · , σk) :=
(
{d(h.α) ∈ uσ11 · · ·u
σk
k .Ω
2
C2,0} =⇒
{h = h0 + h1.u
p1−1
1 · · ·u
pk−1
k avec h0 ∈ OC2,0 ve´rifiant d(h0.α) ≡ 0 }
)
.
Comme A(0, · · · , 0) est trivialement ve´rifie´e, montrons que si j ∈ [1, k] ve´rifie
σj + 1
pj
= min
l∈[1,k]
{
σl + 1
pl
} < 1
l’implication
A(σ1, · · · , σk) =⇒ A(σ1, · · · , σj + 1, · · · , σk)
est vraie.
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Soit donc h ∈ OC2,0 tel que
d(h.α) ∈ (uσ11 · · ·u
σj+1
j · · ·u
σk
k ).Ω
2
C2,0
et supposons que A(σ1, · · · , σk) soit vraie. Alors on peut e´crire
h = h0 + h1.u
σ1
1 · · ·u
σk
k
avec h1 ∈ OC2,0 et h0 ∈ OC2,0 ve´rifiant d(h0.α) ≡ 0 . L’hypothe`se est alors que
d(h1.α) ∈ (u
σ1
1 · · ·u
σj+1
j · · ·u
σk
k ).Ω
2
C2,0 .
Les calculs de la proposition pre´ce´dente restent valables ( avec ψ ≡ 1) et conduisent
a`
ω ∧ duj ∈ uj.Ω
2
C2,0 .
avec
ω = h1.
∑
i 6=j
(pj(σi + 1)− pi(σj + 1)).u1 · · · uˆi · · · uˆj · · ·uk.dui + pj .u1 · · · uˆj · · ·uk.dh1
Si λ = (h1)
pj .
∏
i 6=j u
pj(σi+1)−pi(σj+1)
i la fonction λ sera holomorphe au voisinage
de l’origine et on aura
dλ ∧ duj ∈ uj.Ω
2
C2,0 .
On peut donc e´crire λ = λ0 + uj.L avec λ0 ∈ C et L ∈ OC2,0.
• premier cas : il existe io ∈ [1, k] tel que l’on ait :
pj(σi0 + 1)− pi0(σj + 1) > 0 (on remarquera que le choix de j fait que tous
les entiers pj(σi0 + 1)− pi0(σj + 1) sont positifs ou nuls ).
Alors comme ui0(0) = 0, on aura λ0 = λ(0) = 0. On en de´duit que l’on a
h1 ∈ (uj), ce qui prouve le re´sultat cherche´ dans ce cas.
• deuxie`me cas : On a pj(σi + 1)− pi(σj + 1) = 0, ∀i ∈ [1, k].
On a alors simplement λ = h
pj
1 et dλ ∧ duj ∈ uj.Ω
2
C2,0 donne
pj.h
pj−1
1 .dh1 ∧ duj ∈ uj.Ω
2
C2,0 .
Si on a λ0 = 0 alors l’e´galite´ h
pj
1 = uj.L permet imme´diatemenet de conclure.
Si on a λ0 6= 0 alors h1 est inversible pre`s de l’origine et on aura
dh1 ∧ duj ∈ uj.Ω
2
C2,0
d’ou` h1 = h1(0) + uj.H avec H ∈ OC2,0 .
Posons alors δ :=
σj+1
pj
(= σi+1
pi
, ∀i ∈ [1, k]!). On obtient
uσ11 · · ·u
σk
k .α =
k∑
l=1
pl.u
σ1+1
1 · · ·u
σl
l · · ·u
σk+1
k .dul
=
1
δ
k∑
l=1
(σl + 1).u
σ1+1
1 · · ·u
σl
l · · ·u
σk+1
k .dul =
1
δ
d(uσ1+11 · · ·u
σk+1
k ).
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On aura donc d(h1(0).u
σ1
1 · · ·u
σk
k .α) = 0 et on peut poser h
′
0 := h1(0).u
σ1
1 · · ·u
σk
k
et h′1 = H pour avoir h = h0 + h
′
0 + h
′
1.u
σ1
1 · · ·u
σj+1
j · · ·u
σk
k avec
d((h0 + h
′
0).α) ≡ 0. 
Remarque.
Soit ∆ = p.g.c.d.(p1 · · · pk). Alors si ∆ = 1 on ne rencontre pas de h0 = u
σ1
1 · · ·u
σk
k
ve´rifiant d(h0.α) = 0. En effet, si on a ∀i ∈ [1, k]
σi+1
pi
= u
v
< 1, avec
p.g.c.d.(u, v) = 1, on en de´duit que
∑k
i=1 ai.pi = 1, donne
k∑
i=1
ai.pi.u = u =
k∑
i=1
ai.(σi + 1).v
ce qui est impossible puisque u 6∈ Z.v.
Par contre, si ∆ > 1, en posant pi = ∆.σi on obtient imme´diatement que
d(uσ1−11 · · ·u
σk−1
k .α) = 0.
4.3 Suspensions.
Conside´rons maintenant une fonction f : (Cn+1, 0)→ (C, 0) admettant une singu-
larite´ isole´e a` l’origine et une fonction g : (Cp+1, 0) → (C, 0) ve´rifiant l’hypothe`se
(HI).
Alors la fonction F : (Cn+p+1, 0) → (C, 0) de´finie par F (x, y) = f(x) + g(y)
ve´rifie l’hypothe`se (HI) : en effet le lieu singulier de F est bien de dimension
1 au voisinage de l’origine dans Cn+p+2 puisqu’il est ensemblistement le produit
des lieux singuliers de f et g ; et si le champ de vecteur holomorphe
∑p
i=0 ai
∂
∂yi
annule g il annulera e´galement F .
Lemme 4.3.1 Sous les hypothe`ses pre´cise´es ci-dessus on a :
(Ker dF )n+p+1 = Ωn+1
Cn+1
⋊⋉ Ker dgp + dF ∧ Ωn+p
Cn+p+2
.
Preuve. Soient π1 et π2 les projections de C
n+p+2 ≡ Cn+1 × Cp+1 sur Cn+1
et Cp+1 respectivement. Le produit tensoriel externe F ⋊⋉ G de faisceaux de
O−modules (respectivement de complexes de O−modules) sur Cn+1 et Cp+1
de´signera le produit tensoriel usuel
π∗1(F)⊗ π
∗
2(G) sur OCn+p+2
Conside´rons les complexes K•(f) :=
(
Ω•
Cn+1
,∧df
)
et K•(g) :=
(
Ω•
Cp+1
,∧dg
)
ou`
Ωi
Cn+1
est en degre´ i− (n+ 1) (resp. Ωi
Cp+1
en degre´ i− (p+ 1)).
Comme f est a` singularite´ isole´e en 0 dans Cn+1 le complexe K•(f) est exact
en degre´s strictement ne´gatifs. Il en est de meˆme pour π∗1(K
•(f)) car π1 est plat.
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On a
K•(F ) :=
(
Ω•
Cn+p+2
,∧dF
)
≃ K•(f) ⋊⋉ K•(g)
d’ou` l’on de´duit que
H−1(K•(F ) ≃ H0(K•(f)) ⋊⋉ H−1(K•(g)) .
Ce qui donne les isomorphismes :
(Ker dF )n+p+1
dF ∧ Ωn+p
Cn+p+2
≃
Ωn+1
Cn+1
df ∧ Ωn
Cn+1
⋊⋉
(Ker dg)p
dg ∧ Ωp−1
Cp+1
≃
Ωn+1
Cn+1
⋊⋉ (Ker dg)p
df ∧ Ωn
Cn+1
∧ π∗2((Ker dg)
p) + Ωn+1
Cn+1
∧ dg ∧ π∗2(Ω
p−1
Cp+1
)
.
Pour conclure, il suffit de constater que l’on a l’inclusion :
df ∧ Ωn
Cn+1
∧ π∗2((Ker dg)
p) + Ωn+1
Cn+1
∧ dg ∧ π∗2(Ω
p−1
Cp+1
) ⊂ dF ∧ Ωn+p
Cn+p+2

Proposition 4.3.2 Sous les hypothe`ses conside´re´es ci-dessus, si la fonction g
ve´rifie l’hypothe`se (HI) et la condition (P ), il en sera de meˆme pour la fonc-
tion F .
Preuve. Montrons que F ve´rifie la condition (P ).
Soit donc α ∈ (Ker dF )n+p+1 ve´rifiant dα ∈ Ĵ(F ).Ωn+p+2
Cn+p+2
. Ceci e´quivaut, par
de´finition de l’ide´al Ĵ(F ), a` demander que dα soit une section du faisceau
dF ∧ Ωn+p+1 en dehors de l’origine. Mais grace au lemme 4.3.1 on peut e´crire
α = dx ∧ β + dF ∧ ω avec β ∈ π∗2((Ker dg)
p) .
Comme d(dF ∧ω) ∈ dF ∧Ωn+p+1 la condition impose´e a` α e´quivaut a` demander
que dx ∧ β soit dans
(
J(f) + J(g)
)
.Ωn+p+2 en dehors de l’origine. De´composons
alors
OCn+1,0 = J(f)0 ⊕ V
ou` V est un C−espace vectoriel de dimension finie (e´gale au nombre de Milnor
de f en 0). De´composons le germe de β le long de {0} × Cp+1 sous la forme
β = β0 + β1 avec
β0 ∈ J(f)0 ⋊⋉ (Ker dg)
p et β1 ∈ V ⊗C π
−1
2 ((Ker dg)
p)
ou` π−12 de´signe l’image re´ciproque ensembliste du faisceau .
Comme la diffe´rentielle partielle en y laisse J(f) stable, la condition sur dα est
e´quivalente a` demander que d/yβ1 ∈ V ⊗ J(g).Ω
p+1
Cp+1
en dehors de l’origine dans
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Cp+1 7. Mais puisque g ve´rifie la proprie´te´ (P ) on peut e´crire
β1 = Λ + dg ∧M avec Λ ∈ V ⊗ π
−1
2
[
(Ker dg0)
p ∩Ker d
]
et M ∈ V ⊗ π−12
[
Ωp−1
Cp+1,0
]
On conclut alors car on a
dx ∧ Λ ∈ Ωn+1
Cn+1,0 ⋊⋉
(
(Ker dg)p ∩Ker d
)
0
⊂
(
(Ker dF )n+p+1 ∩Ker d
)
0
et dx ∧ dg ∧M ∈
(
dF ∧ Ωn+p
)
0

Remarque.
La proposition pre´ce´dente combine´e avec les propositions 4.2.3 et 4.2.4 fournit beau-
coup d’exemples de fonctions ve´rifiant l’hypothe`se (HI) et satisfaisant e´galement
la condition (P ) .
Plus pre´cise´ment, elle donne, pour chaque nouvel exemple de fonction ve´rifiant (HI)
et satisfaisant la condition (P ) une nouvelle famille d’exemples. Cela justifie
d’explorer la condition (P ) sur les fonctions les plus simples ve´rifiant (HI) pour
n = 2.
Proposition 4.3.3 On suppose que la fonction f est a` singularite´ isole´e a` l’origine
de Cn+1 et que la fonction g ve´rifie l’hypothe`se (HI) et la condition (P ), au
voisinage de l’origine dans Cp+1. Conside´rons les (pre)-(a,b)-modules
E ′f :=
Ωn+1
Cn+1,0
df ∧ dΩn−1
Cn+1,0
E ′g :=
Ωp+1
Cp+1,0
d((Ker dg)p0)
et E ′F :=
Ωn+p+2
Cn+p+2,0
d((Ker dF )n+p+10 )
Alors l’application donne´e par produit exte´rieur
Λ : E ′f⊗a,bE
′
g → E
′
F
induit un isomorphisme entre les (a,b)-modules associe´s.
Preuve. Graˆce au lemme de Nakayama, il suffit de voir que l’application induite
E ′f/b.E
′
f ⊗ E
′
g/b.E
′
g → E
′
F/b.E
′
F est un isomorphisme. Ceci re´sulte facilement des
isomorphismes suivants
O/J(f)⊗ Ĵ(g)/J(g) ≃
Ĵ(g)
J(f) ∩ Ĵ(g) + J(g)
≃ Ĵ(F )/J(F )
7on remarquera que J(f).dx ⋊⋉ Ker dgp ⊂ dF ∧ Ωn+p+1 et donc que l’on a
α = dx ∧ β1 modulo dF ∧ Ω
n+p .
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O/J(f)⊗ E ′g/jE
′′
g ≃ E
′
F/jE
′′
F
et du diagramme commutatif aux lignes exactes :
0 // O/J(f)⊗ Ĵ(g)/J(g)

// E ′f/b.E
′
f ⊗E
′
g/b.E
′
g

// O/J(f)⊗ E ′g/jE
′′
g

// 0
0 // Ĵ(F )/J(F ) // E
′
F/b.E
′
F
// E ′F/jE
′′
F
// 0.
Ceci ache`ve la de´monstration. 
Pour une version un peu plus sophistique´e de ce re´sultat a` la ”Thom-Sebastiani”,
le lecteur pourra consulter [B.S. 04].
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