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Abstract
Visual attention serves as a means of feature selec-
tion mechanism in the perceptual system. Motivated by
Broadbent’s leaky filter model of selective attention, we
evaluate how such mechanism could be implemented
and affect the learning process of deep reinforcement
learning. We visualize and analyze the feature maps of
DQN on a toy problem Catch, and propose an approach
to combine visual selective attention with deep rein-
forcement learning. We experiment with optical flow-
based attention and A2C on Atari games. Experiment
results show that visual selective attention could lead to
improvements in terms of sample efficiency on tested
games. An intriguing relation between attention and
batch normalization is also discovered.
Introduction
In recent years, deep reinforcement learning (RL) has made
significant progress in many domains, such as video games
(Mnih et al. 2015; Hessel et al. 2018), the game of Go (Silver
et al. 2016; 2017) and continuous control tasks (Lillicrap et
al. 2015; Gu et al. 2016). However, despite their impressive
super-human end performance, many of the deep reinforce-
ment learning methods require a large amount of samples
for training.
Visual attention, especially human gaze attention, has
been widely studied in vision science. Broadbent proposed
his famous filter model of selective attention in perceptual
system (Broadbent 1958; Treisman 1964). Research after-
wards focused on modeling human gaze, based on the stim-
ulus salience (bottom-up) (Itti, Koch, and Niebur 1998), task
priority (top-down) (Hayhoe and Ballard 2005), or a combi-
nation of the both (Kanan et al. 2009). In these studies of
gaze behaviors, it is conjectured that gaze serves as a fea-
ture selection mechanism based on saliency or task demand.
Since nowadays feature selection is a core issue in machine
learning, it is intuitive to study whether such mechanism
could be beneficial for reinforcement learning since deep RL
also requires feature extraction. Successful stories of com-
bining attention with machine learning can be found in na-
ture language processing (Vaswani et al. 2017), computer
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vision (Palazzi et al. 2018) and imitation learning (Zhang et
al. 2018).
In this work, we propose a method to combine visual se-
lective attention with deep reinforcement learning. We first
analyze the feature maps of a deep neural network trained
by reinforcement learning. Then we propose our method and
evaluate on the toy problems as well as Atari games.
Related Work
Recurrent models for visual attention. Several works
implement visual attention using the glimpse network in
combination with recurrent models (Larochelle and Hin-
ton 2010; Mnih et al. 2014). This approach was later ex-
tended to deep reinforcement learning in the Atari games
domain, either using recurrent models (Sorokin et al. 2015)
or glimpse sensory (Gregor et al. 2018). However, these ap-
proaches only attempt to integrate visual attention at input
level. Therefore, they resembled foveal vision at retinal level
rather than visual selective attention, which might also ex-
ist in the deeper structure of the network. These pioneered
works showed promising results which encourages us to fur-
ther study how visual attention could benefit deep reinforce-
ment learning.
Understanding deep RL. Understanding features learned
by deep RL is critical for our goal since we target at com-
bining attention with learned features. Some research visu-
alize and analyze the property of the learned policy by deep
Q-network (DQN) (Mnih et al. 2015) based on t-SNE and
SAMDP (Zahavy, Ben-Zrihem, and Mannor 2016). Others
use perturbation to extract the visual features the agent at-
tended to (Greydanus et al. 2018). However, most of these
work focused on either the input layer or the last several
fully connected layers. Thus, the feature maps in the mid
layers and their relation with visual inputs and task reward
requires further investigation.
Combining different sources of knowledge in CNN.
Hypothetically, introducing visual attention into deep RL
can be thought as integrating a different source of visual
information into an existing neural network. Similar prob-
lems have been studied extensively by the computer vision
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Figure 1: The Catch environment. A set of visual input for
evaluating the learning process is shown above (4 out of 18).
In this set, the ball is fixed at the up left corner, while the
paddle moves from the bottom left to right.
community. For example, multiplicative fusion with opti-
cal flow in CNN is proposed for action recognition (Park
et al. 2016). More fusion methods in two-stream network
were discussed (Feichtenhofer, Pinz, and Zisserman 2016).
As for video prediction, action-conditional architecture also
involve a multiplication structure to combine action infor-
mation (Oh et al. 2015).
The Toy Problem Catch
A toy problem called Catch was designed to study the prop-
erties of the CNN feature maps in deep reinforcement learn-
ing (see Figure 1). A ball falls down from the top of the
screen, and the agent controls the paddle at the bottom to
catch the ball. To be more specific:
• State space: 20×20, with only black and white (0/1) pix-
els. The ball is of size 1×1 and the paddle is 3×1.
• Initial state: at the beginning of each episode, the ball and
the paddle are placed at a random position at the top and
the bottom row respectively.
• Action space: 3 actions, move the paddle 1 pixel left, stay,
or move right.
• Dynamics: the ball falls at the speed of 1 pixel per
timestep.
• Episode length: each episode ends when the ball reaches
the bottom, thus it is fixed to 20 timesteps.
• Reward: the player only receives reward at the end of
episodes, +1 if the paddle catches the ball successfully,
0 otherwise.
Understanding Feature Maps in DQN
Visual attention can be treated as a special visual input that
highlights important spatial information. Such additional vi-
sual input, or mask, could be applied at input level (Zhang et
al. 2018) or at higher level, i.e., deeper in the network (Park
et al. 2016; Feichtenhofer, Pinz, and Zisserman 2016). We
are interested in the effect of introducing attention at the last
convolution layer of DQN. Therefore we first need to exam-
ine the features learned by the last convolution layer of DQN
to ensure that it is sensible to combine attention with these
features.
To achieve this goal, we choose the classic DQN as our
learning algorithm for Catch (Mnih et al. 2015). We pre-
serve the technical details of DQN as much as possible ex-
cept for three modifications. Since the observation space re-
duces from 84× 84× 4 to 20× 20× 1, we simply remove
Figure 2: Averaged feature maps of the last convolution
layer (4 out of 18), corresponding to Figure 1.
(a) The visual input (b) No manipulation
(c) γ = 0 (d) r = 0
Figure 3: (a) Visual input provided to the trained DQN. (b)
Averaged feature map of the last convolution layer. (c) Aver-
aged feature map of the last convolution layer when setting
γ = 0. (d) Averaged feature map of the last convolution layer
when setting r = 0.
the first convolution layer of DQN, as the size of the second
convolution layer in original DQN-CNN is exactly 20×20.
We use Adam optimizer here, rather than RMSProp, with
a learning rate α = 5e− 4. As for the hyperparameters, we
modify several hyperparameters as the game is simple.
The convolution layers of DQN generally serve as a vi-
sual feature extractor. In the Catch environment, according
to the modifications we mention above, the size of the input
and feature map at each layer are (20,20,1), (9,9,64) and
(7,7,64) respectively. We now visualize the feature maps of
the last convolution layer.
A fixed set of visual stimulus is made to evaluate the
learning process of DQN, as shown in Figure 1. The stimu-
lus set is feed to the trained DQN. We then record the outputs
of feature maps from the last convolution layer. One way to
visualize these feature maps is to directly average all the fea-
ture maps, as shown in Figure 2. Notice that these averaged
feature maps are very similar to the visual inputs shown in
Figure 1. They all have a ’ball’ at the upper left corner, and
a ’paddle’ at the bottom.
We hypothesize that the blurred paddle-like object in aver-
aged feature maps may represent a distribution related to the
position of the paddle, rather than the exact shape of the pad-
dle, where the former is closely related to the task reward. To
test this hypothesis, we manipulate reward-related variables
(reward and discount factor) to further study the potential re-
lation between feature maps and task reward. The results are
shown in Figure 3, where (b) visualizes the averaged feature
map learned with the original Catch environment.
Zero Discounted factor. If the discounted factor is set to
0, the intensity of the paddle object significantly decreases
as shown in 3 (c).
No reward. Furthermore, we set the reward to 0, which
means the agent would not receive any reward from this en-
vironment. Then the paddle object completely disappeared
as shown in (d).
These findings are consistent with previous results that the
features learned by a neural network is modulated by task-
related variables (Gluck and Myers 1993). We conclude that
the feature maps learned by DQN is a joint representation
of both visual inputs and task reward. Visual spatial infor-
mation is preserved through convolution layers, and the in-
tensity of the feature maps is associated with the reward.
Therefore, applying visual attention at the last convolution
layer is a reasonable choice.
Combining Visual Attention with Deep RL
We now propose a method to combine visual selective atten-
tion with deep reinforcement learning, as shown in Figure 4.
The feature maps of size k× l with c channels hsenset ∈
Rk×l×c at time t are:
hsenset =CNN(xt−m+1:t) (1)
where xt−m+1:t ∈ Rh×w×m denotes last m frames of visual
inputs with size h×w.
Let φ denotes some function generating a visual attention
map gt ∈ Rh×w based on the visual inputs at time t:
gt = φ(xt−m+1:t) (2)
We first reshape the attention mask gt to be the same shape as
the feature maps hsenset . The values in the attention mask are
in the range [1,θ ] instead of an ordinary [0,1] mask. Hence
no information is discarded but more important features are
scaled up. In this paper, we set θ = 2.
Next, we simply multiply the attention mask with the fea-
ture maps of the last convolution layer elementwise:
hattt = h
sense
t Rescale(Reshape(at),θ) (3)
Moreover, the scale of the feature maps is also critical
for deep reinforcement learning. Therefore we add a batch
normalization (Ioffe and Szegedy 2015) layer after the mul-
tiplication operation:
h f iltt = Norm(h
att
t ) (4)
The filtered feature vector h f iltt is then fed to the fully con-
nected layers in DQN. Such normalization structure could
be understood as a naive brightness adaptation mechanism
(Purves et al. 2004), and is also proposed in other attention
models (Vaswani et al. 2017).
Experiments and Result
Given the techniques proposed, we experiment using DQN
with or without attention and batch normalization. We first
combine hand-crafted attention with DQN (Mnih et al.
2015) on the Catch environments as a sanity check. After
that we extend to Atari Games in which we combine optical
flow-based attention with A2C (Mnih et al. 2016). Due to the
stochastic nature of the training process and in compliance
with the reproducibility standard (Henderson et al. 2018), all
experiments are repeated with different random seeds.
Experiments with Catch
The effect of attention may not be very salient given a simple
visual task with clean inputs. Inspired by (Mnih et al. 2014),
we modify the original Catch environment to include certain
level of background noise. A latticed background which has
a pixel value of 0.9 at every odd coordinate position is added
upon the original image. We name this environment ’Catch
with Background’, or simply ’CatchBG’ (see Figure 5).
CatchBG could be a lot more difficult for deep reinforce-
ment learning methods without visual attention, since the
agent would observe a screen full of ’balls’ to catch - the
agent is forced to learn to tell the difference between 0.9 and
1 in grayscale.
Here, we use hand-crafted features as visual attention.
The attention map marks the true position of the ball and the
paddle. So it is identical to the visual inputs of the original
Catch environments. We downsample the attention map by
maxpooling to match the size of the feature maps, rescale it
and combine with DQN by multiplication. Results compar-
ing different methods on the Catch environments are shown
in Figure 6.
In the Catch environment, all four methods perform sim-
ilarly. All methods get a more than 0.9 averaged return
(which also denotes an over 90% successful rate since we
average along past 100 episodes and set the final exploration
rate ε = 0.1) after 40000 timesteps, indicating that DQN has
learned the task successfully.
However, for the CatchBG environment, only the method
with both visual attention and batch normalization can still
achieve a similar performance - over 90% success rate. The
other three methods can only success in about 50% of the
trials – which is exactly the probability that the ball is initial-
ized in the columns with no background, as we only place
background at the odd coordinate grids - therefore, fail to
learn the difference between the ball and the background in
this environment. In addition, attention alone without nor-
malization also results in a poor performance in this test.
Experiments with Atari Games
For more complex visuomotor tasks such as Atari games, a
reasonable source of attention is motion, as objects move-
ment are good indicator of important visual features in
video games. Hence we use optical flow between two
frames (Farneba¨ck 2003) to construct an attention map. We
combine optical flow-based attention with A2C on Atari
games following the same method and test our approach on
four popular Atari games - Breakout, Seaquest, MsPacman
Figure 4: The architecture of combining visual selective attention with deep reinforcement learning. The pipeline illustrates the
original Broadbent’s leaky filter model of selective attention (see Figure 8).
(a) The original Catch (b) Catch with background
Figure 5: Catch vs Catch with background.
and Centipede. Results are shown in Figure 7. We use Ope-
nAI baselines (Dhariwal et al. 2017) with default hyperpa-
rameters.
Comparing with the original A2C algorithm, moderate
performance improvements are observed at different stages
in all four tested games. Improvements at early stage of
learning are present in Breakout and Seaquest, since mov-
ing objects are critical for both of the games, which indi-
cates that the optical flow might be an appropriate attention
source. Also the rules of the games are quite straightforward,
therefore improvements in sensory system are more likely to
result in improvements in task performance. MsPacman and
Centipede are games with many visually identical objects,
hence motion-based attention is likely to help to tell apart
the objects that matters for the current decision step. Exper-
iments on more games should be conduct to provide a more
comprehensive evaluation for the effect of introducing visual
attention.
Discussion
Before drawing the conclusion, we would like to discuss
the potential relation between our approach and Broadbent’s
leaky filter model of selective attention (Broadbent 1958).
The model is shown in Figure 8.
In Broadbent’s filter model of selective attention, mes-
sages flow through the sensory memory, filter and detector
successively (Broadbent 1958). In our model, these three
components roughly correspond to the convolution layers,
integration (multiplication and normalization) and fully con-
nected layers in the network. The sensory memory holds
the input messages for a short period, extracts features and
passes to the filter. The filter then selects the attended mes-
sages based on their physical characteristics, as we choose
optical flow for instance, and filters out the others. The at-
tended messages are then passed to the detector for further
cognitive processes (Broadbent 1958).
We should note that in the original Broadbent’s filter
model, only attended messages could pass through the fil-
ter. However, a modification was proposed based on several
psychology experiments, which suggested that unattended
messages are also able to pass through the filter (Treisman
1964). It is known as leaky filter model. Therefore, we multi-
ply our visual attention scaling from 1 rather than 0 to simply
keep all the unattended messages.
A significant difference still exists between the sensory
memory module and convolution layers, since CNNs do not
explicitly model memory. It could be an interesting topic
to study how sensory memory contribute to the generation
of visual attention function φ . In addition, unlike the visual
scanning that could only exist at the input layer, we presume
that the selective attention mechanism might be universal as
in the neural gain model (Eldar, Cohen, and Niv 2013), and
could be utilized hierarchically in any layer.
(a) Catch (b) Catch with Background
Figure 6: Average reward over last 100 episodes for Catch with different learning methods. ’opt-a2c-norm’ denotes A2C with
optical flow-based attention and batch normalization. Experiments are repeated with 5 random seeds and the shaded region
denotes 95% confidence interval.
(a) Breakout (b) Seaquest
(c) MsPacman (d) Centipede
Figure 7: Average reward over last 100 episodes for four Atari games with different learning methods. ’opt-a2c-norm’ denotes
A2C with optical flow-based attention and batch normalization. Experiments are repeated with 5 random seeds and the shaded
region denotes 95% confidence interval.
Figure 8: Broadbent’s leaky filter model of selective attention. Modified from the illustration (Goldstein 2014).
Conclusion and Future Work
In this paper, we aim at combining visual selective attention
with deep reinforcement learning. We first try to understand
the feature maps on the toy problem Catch, and then propose
our approach for the fusion problem. An interesting interac-
tion effect between attention and normalization is discov-
ered and should be studied more carefully. The new learn-
ing method achieves performance improvements on tested
games. The simple CatchBG example demonstrates that vi-
sual attention could be particularly helpful in an environ-
ment with cluttered and noisy visual input.
However, many issues remain to be solved to achieve
a potentially better performance. For example, the atten-
tion map is approximated by optical flow, which can be
replaced with a more comprehensive saliency model (Itti,
Koch, and Niebur 1998), or a real human attention model
from gaze (Zhang et al. 2018), or generated by the sensory
memory as mentioned in the discussion. It’s also possible
that the first several convolution layers have stronger cor-
relation with input, while the last several layers correlates
more with the value function. Hence at which layer (or prob-
ably all layers respectively) attention should be integrated to
produce the best performance could also be explored.
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