Extremal problems on the Hamiltonicity of claw-free graphs by Li, Binlong et al.
ar
X
iv
:1
50
4.
04
19
5v
3 
 [m
ath
.C
O]
  1
5 J
un
 20
18
Extremal problems on the Hamiltonicity of
claw-free graphs
Binlong Li∗ Bo Ning† Xing Peng‡
Abstract
In 1962, Erdo˝s proved that if a graph G with n vertices satisfies
e(G) > max
{(
n− k
2
)
+ k2,
(⌈(n+ 1)/2⌉
2
)
+
⌊
n− 1
2
⌋2}
,
where the minimum degree δ(G) ≥ k and 1 ≤ k ≤ (n− 1)/2, then it is Hamiltonian.
For n ≥ 2k + 1, let Ekn = Kk ∨ (kK1 + Kn−2k), where “∨” is the “join” operation.
One can observe e(Ekn) =
(
n−k
2
)
+ k2 and Ekn is not Hamiltonian. As E
k
n contains
induced claws for k ≥ 2, a natural question is to characterize all 2-connected claw-free
non-Hamiltonian graphs with the largest possible number of edges. We answer this
question completely by proving a claw-free analog of Erdo˝s’ theorem. Moreover, as
byproducts, we establish several tight spectral conditions for a 2-connected claw-free
graph to be Hamiltonian. Similar results for the traceability of connected claw-free
graphs are also obtained. Our tools include Ryja´cˇek’s claw-free closure theory and
Brousek’s characterization of minimal 2-connected claw-free non-Hamiltonian graphs.
Keywords: Hamilton cycles; claw-free graph; clique number; claw-free closure; eigenval-
ues
Mathematics Subject Classification (2010): 05C50; 05C45; 05C35
1 Introduction
Given a graph G, a Hamilton cycle of G is a cycle which visits all vertices of G. We will
say that G is Hamiltonian if it contains a Hamilton cycle. Determining the Hamiltonicity
of a graph is a classically difficult problem in graph theory. An old result due to Ore [33]
states that every graph with n vertices and more than
(
n−1
2
)
+ 1 edges is Hamiltonian.
Generalizing Ore’s theorem by introducing the minimum degree of a graph as a new
parameter, Erdo˝s [10] proved the following theorem:
Theorem 1.1 (Erdo˝s [10]). For a graph G with n vertices and δ(G) ≥ k where 1 ≤ k ≤
(n− 1)/2, if
e(G) > max
{(
n− k
2
)
+ k2,
(⌈(n+ 1)/2⌉
2
)
+
⌊
n− 1
2
⌋2}
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then G is Hamiltonian.
Kn−4
E4n
Figure 1: The graph E4n
Let G1 and G2 be two disjoint graphs. The join of G1 and G2, denoted by G1 ∨ G2,
is defined as: V (G1 ∨ G2) = V (G1) ∪ V (G2) and E(G1 ∨ G2) = E(G1) ∪ E(G2) ∪ {xy :
x ∈ V (G1), y ∈ V (G2)}. Erdo˝s’ theorem is tight as shown by the following graph: let
Ekn := Kk ∨ (kK1 + Kn−2k), where n ≥ 2k + 1 (see Figure 1 for an example). When
k < n/6, we have
e(Ekn) =
(
n− k
2
)
+ k2 ≥
(⌈(n+ 1)/2⌉
2
)
+
⌊
n− 1
2
⌋2
.
However, Ekn is not Hamiltonian. We say a graph G is claw-free if it does not contain K1,3
as an induced subgraph. We remark that Ekn is not claw-free for k ≥ 2 and the condition
δ(G) ≥ 2 is necessary for a graph to be Hamiltonian.
Claw-free graphs play an important role when we consider the Hamiltonicity of graphs.
A long-standing conjecture by Matthews and Sumner [28] asserts that every 4-connected
claw-free graph is Hamiltonian. They also constructed 3-connected claw-free graphs which
are not Hamiltonian. Therefore, it is natural to consider pairs of forbidden subgraphs
which force a 2-connected graph to be Hamiltonian. Bedrossian [1] solved this problem
completely by proving that if R and S are connected graphs of order at least 3 with
R,S 6= P3 and G is 2-connected, then G being R-free and S-free implies G is Hamiltonian
if and only if (up to symmetry) R = K1,3 and S = P4, P5, P6, C3, Z1, Z2, B,N , or W
(see [1]). Recently, Bedrossian’s result has received a lot of attention. Li et al. [26]
and Ning and Zhang [31] obtained heavy subgraph versions of Bedrossian’s result by
restricting Ore-type degree sum condition [32] and Fan-type 2-distance condition [11]
to induced subgraphs, respectively. Very recently, Li and Vra´na [27] characterized all
disconnected forbidden pairs for a 2-connected graph to be Hamiltonian. In the other
direction, Brousek [5] characterized some important properties of minimal 2-connected
claw-free non-Hamiltonian graphs, from which Bedrossian’s result can be obtained as a
corollary.
The main goal of this paper is to give claw-free analogs of Erdo˝s’ theorem. We first
consider the following problem:
Problem 1. Can we characterize all 2-connected claw-free non-Hamiltonian graphs on n
vertices that have the largest number of edges?
We obtain the following solution to Problem 1, and point out that Brousek’s result is
a key ingredient in our proof.
2
Theorem 1.2. Let G be a 2-connected claw-free graph on n ≥ 24 vertices. If e(G) ≥
e(EBn) = e(EB
′
n), then G is Hamiltonian unless G = EBn or G = EB
′
n (see Figure 2).
Kn−6
EBn
Kn−6
EB′n
Figure 2: Graphs EBn and EB
′
n
Moreover, we prove a general Erdo˝s-type result for the Hamiltonicity of 2-connected
claw-free graphs involving minimum degree and number of edges. We define the graph
Fk+1,k+1,n−2k−2 as: V (G) =
⋃3
i=1 V (Gi), where G1 = G2 = Kk+1, G3 = Kn−2k−2,
and G1, G2, G3 are pairwise vertex-disjoint; E(G) =
⋃3
i=1E(Gi)
⋃
(
⋃
1≤i<j≤3EG(Gi, Gj)),
where EG(Gi, Gj) = {uiuj , vivj : 1 ≤ i < j ≤ 3, ui, vi ∈ V (Gi) and ui 6= vi, 1 ≤ i ≤ 3}.
Obviously, δ(Fk+1,k+1,n−2k−2) = k.
Theorem 1.3. 1 Let k ≥ 3 and n ≥ k2+8k+4. Suppose that G is a 2-connected claw-free
graph of order n and minimum degree δ(G) ≥ k. If
e(G) ≥ e(Fk+1,k+1,n−2k−2) =
(
n− 2k − 2
2
)
+ 2
(
k + 1
2
)
+ 6,
then G is Hamiltonian unless G = Fk+1,k+1,n−2k−2 (see Figure 3).
Remark 1. By computation, we have
(
n−2k−2
2
)
+ 2
(
k+1
2
)
+ 6 <
(
n−k
2
)
+ k2 when n >
3k
2 +
5
2 +
4
k+2 . Since n ≥ k2 + 8k + 4, we can see the inequality always holds. Combining
Theorem 1.2 and Theorem 1.3, we improve the edge condition of Erdo˝s’ theorem for the
Hamiltonicity of 2-connected claw-free graphs. Moreover, we observe EB′n = F3,3,n−6.
Kk+1
Kk+1
Kn−2k−2
Figure 3: The graph Fk+1,k+1,n−2k−2
For a graph G, a Hamilton path of G is a path which contains all vertices of G. We
say that a graph is traceable if it contains a Hamilton path. We use ENn (n ≥ 6) to
1This is a solution to a problem originally appeared in the first version of this paper, which was suggested
by one referee.
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denote the graph obtained from Kn−3 by adding three disjoint pendent edges (see Figure
4). Similarly, we have the following sufficient condition for the traceability of connected
claw-free graphs.
Figure 4: The graph ENn
Theorem 1.4. Let G be a connected claw-free graph on n ≥ 12 vertices. If e(G) ≥
e(ENn), then G is traceable unless G = ENn (see Figure 4).
In this paper, we will also prove several spectral analogs of our above theorems. It
is well known that the eigenvalues of matrices associated with a graph can be used to
describe its structure. Thus one may ask whether we can find any spectral condition for a
graph to be Hamiltonian. Pioneer work in this direction include Van den Heuvel’s proof
[19] of the famous fact that Petersen graph is not Hamiltonian, Krivelevich and Sudakov’s
result [22] for the Hamiltonicity of d-regular graphs, as well as a result by Butler and
Chung [6]. In the process of finding spectral analogs of Erdo˝s’ theorem [10], Ning and Ge
[30] first established sufficient spectral conditions for the existence of Hamilton cycles in
graphs with δ(G) ≥ 2. Their research motivated plenty of work in the similar spirit, for
example, those by Feng et al. [14, 15]. Finally, Li and Ning [24, 25] obtained spectral
analogs of Erdo˝s’ theorem [10] and Moon-Moser’s theorem [29] on Hamilton cycles and
paths of general graphs and of bipartite graphs, respectively.
For a graph G, let A be the adjacency matrix of G and D the diagonal matrix of
degrees. The signless Laplacian matrix Q of G is defined as D+A. The largest eigenvalue
of A (resp. Q) is denoted by µ(G) (resp. q(G)). We will use G to denote the complement
of G.
We prove the following sufficient spectral conditions for the Hamiltonicity of 2-connected
claw-free graphs.
Theorem 1.5. Let G be a 2-connected claw-free graph on n vertices. If n ≥ 30 and
µ(G) ≥ µ(EBn), then G is Hamiltonian unless G = EBn (see Figure 2).
Theorem 1.6. Let G be a 2-connected claw-free graph on n vertices. If n ≥ 219 and
µ(G) ≤ µ(EB′n), then G is Hamiltonian unless G = EB′n (see Figure 2).
Similarly, we prove the following theorem involving q(G).
Theorem 1.7. Let G be a 2-connected claw-free graph on n vertices. If n ≥ 51 and
q(G) ≥ q(EBn), then G is Hamiltonian unless G = EBn (see Figure 2).
Remark 2. We would like to point out the following interesting observation. Theorem
1.2 involves extremal graphs EBn and EB
′
n. These two graphs have the same number
of edges. To prove Theorems 1.5 and 1.7, we have to compare the spectral radii and
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signless spectral radii of these two graphs, but it turns out that their values are different.
This means that problems in extremal graph theory and their spectral analogues are not
completely the same!
We also prove the following spectral analog of Theorem 1.4.
Theorem 1.8. Let G be a connected claw-free graph on n ≥ 18 vertices. If q(G) ≥
q(ENn), then G is traceable unless G = ENn (see Figure 4).
We follow standard notation throughout this paper. For those not defined here, we
refer the reader to monographs [3, 8]. Let G be a graph and v be a vertex of V (G). We
denote by NG(v) the set of vertices which are adjacent to v in G. If H is a subgraph of G,
then let NH(v) = NG(v) ∩ V (H). Set dH(v) = |NH(v)|. When the graph G is clear from
the context, we write N(v) and d(v) for NG(v) and dG(v), respectively. The minimum
degree of G, denoted by δ(G), equals to min{d(v) : v ∈ V (G)}. Let S ⊂ V (G). We denote
by G[S] the subgraph of G induced by S and by G − S the subgraph of G induced by
V (G)\V (S). We use e(G) to denote the number of edges in G, and ω(G) to denote the
clique number of G. For two graphs G1 and G2, let G1 + G2 and G1 ∨ G2 denote the
disjoint union and the join of G1 and G2, respectively. A graph is called nonseparable
if it is connected and has no cut-vertex. Following the terminology in [12], we say that
a graph is a block-chain if it is nonseparable or it has connectivity 1 and has exactly
two end-blocks. A graph G is called Hamiltonian-connected if for each pair of vertices
x, y ∈ V (G), there is a Hamilton path from x to y in G.
The rest of this paper is organized as follows. In Section 2, we will recall a few theorems
related to claw-free closure theory and prove several structural lemmas. In Section 3,
we will present proofs of Theorems 1.2, 1.3, and 1.4. We will establish several spectral
inequalities in Section 4. We will prove Theorems 1.5, 1.6, 1.7, and 1.8 in Section 5. We
will mention a concluding remark and a problem for future work in the last section.
2 Preliminaries
In this section, we will list several theorems from structural graph theory and prove a num-
ber of useful lemmas. We first recall the claw-free closure theory introduced by Ryja´cˇek
[35]. For completeness, we include necessary definitions here. For more information, please
see [35].
Let G be a claw-free graph. For a vertex x ∈ V (G), if the neighborhood of x induces
a connected but not complete subgraph of G, then x is called an eligible vertex in G. Set
BG(x) = {uv : u, v ∈ N(x), uv /∈ E(G)}. Let G′x be a new graph such that V (G′x) = V (G)
and E(G′x) = E(G) ∪ BG(x). We call G′x the local completion of G at x. The closure
of G, denoted by cl(G), is defined by a sequence of graphs G1, G2, . . . , Gt and vertices
x1, x2, . . . , xt−1 such that:
(a) G1 = G and Gt = cl(G);
(b) xi is an eligible vertex of Gi, and Gi+1 = (Gi)
′
xi
, 1 ≤ i ≤ t− 1;
(c) cl(G) has no eligible vertices.
The following theorems are very useful when we study Hamiltonian properties of claw-
free graphs.
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Theorem 2.1 (Ryja´cˇek [35]). Let G be a claw-free graph. Then G is Hamiltonian if and
only if cl(G) is Hamiltonian.
Theorem 2.2 (Brandt, Favaro, and Ryja´cˇek [4]). Let G be a claw-free graph. Then G is
traceable if and only if cl(G) is traceable.
Theorem 2.3 (Duffus, Jacboson, and Gould [9]). Let G be a claw-free graph with no
induced copies of EN6 (see Figure 4).
(1) If G is connected, then G is traceable.
(2) If G is 2-connected, then G is Hamiltonian.
We also need a theorem of Brousek [5]. First, let us recall some notation by Brousek
[5]. Let P denote the class of graphs obtained from two triangles a1a2a3a1 and b1b2b3b1
such that each pair {ai, bi} is connected by a triangle or a path of ki ≥ 3 vertices (see
Figure 5 for some examples). We use Px1,x2,x3 to denote the graph from P, where xi = T
if {ai, bi} is connected by a triangle, and xi = ki if {ai, bi} is connected by a path with ki
vertices. For each graph from the collection {PT,T,T , P3,T,T , P3,3,T , P3,3,3} (see Figure 5),
consider replacing one of its triangles by Kn−6, and let EBn (n ≥ 9) be the collection of
all graphs obtained in this way. For example, if we replace one triangle in PT,T,T by Kn−6,
then we get one of two new graphs which are denoted by EBn and EB
′
n, respectively (see
Figure 2). It is important to notice that each graph in EBn is a subgraph of EBn or EB′n.
PT,T,T P3,T,T P3,3,T P3,3,3
Figure 5: Four 2-connected claw-free non-Hamiltonian graphs of order 9
A claw-free graph is said to be closed if cl(G) = G. It is not difficult to see that, for
every vertex x of a closed claw-free graph G, the neighborhood N(x) is either a clique or
the disjoint union of two cliques in G (see [35]).
Theorem 2.4 (Brousek [5]). Every 2-connected claw-free non-Hamiltonian graph contains
an induced subgraph isomorphic to a graph in P.
Let us prove the following lemma on the Hamiltonicity of closed claw-free graphs.
Lemma 2.5. Let G be a closed claw-free graph on n vertices. If there are two nonadjacent
vertices u, v ∈ V (G) such that d(u) + d(v) ≥ n, then G is Hamiltonian.
Proof. Since uv /∈ E(G) and d(u)+d(v) ≥ n, u and v have at least two common neighbors.
Since G is claw-free, if there exist two common neighbors of u and v which are adjacent,
then they would be eligible. Thus u and v must be adjacent in G, which is a contradiction.
Therefore, each two common neighbors of u and v are nonadjacent. If u and v have three
common neighbors, then there will be a claw with the center u. This implies that u and
v have exactly two common neighbors, say x and y. Since |N(u) ∩ N(v)| = 2, we get
|N(u)∪N(v)| ≥ n−2 and N(u)∪N(v)∪{u, v} ⊆ V (G). It follows |N(u)∪N(v)| ≤ n−2,
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and so N(u)∪N(v)∪{u, v} = V (G). This means that every vertex in V (G)\{u, v, x, y} is
adjacent to u or v. Note that each of N(u) and N(v) is a disjoint union of two cliques. This
implies that G consists of four cliques C1, C2, C3 and C4 containing {u, x}, {x, v}, {v, y},
and {y, u}, respectively. It is easy to check that G has a Hamilton cycle. The proof is
complete.
The second lemma concerns the clique number of a closed claw-free non-Hamiltonian
graph with a give number of edges.
Lemma 2.6. Let k be a positive integer and G be a closed claw-free non-Hamiltonian
graph on n ≥ 2k + 2 vertices. If
e(G) ≥
(
n− k − 1
2
)
+
(
k + 2
2
)
+ 1
then ω(G) ≥ n− k.
Proof. A vertex v is a heavy vertex of G if d(v) ≥ n/2. By Lemma 2.5, every two heavy
vertices are adjacent in G. Let T be a maximum clique of G such that all heavy vertices
of G are contained in T and let H = G− V (T ). Set t = |V (T )|.
Pick an arbitrary vertex v ∈ H. We know v is nonadjacent to at least one vertex
in T . In fact, if v has at least two neighbors in T , say x and y, then for each vertex
z ∈ V (T )\{x, y}, there is a path from v to z in G[NT (x) ∪ {v}]. Since G is closed, v is
adjacent to z in G. Now G[V (T ) ∪ {v}] is a clique of G which contains all heavy vertices
but with more vertices than T , a contradiction. This implies that every vertex in H has
at most one neighbor in T .
We first assume 1 ≤ t ≤ (n + 1)/2. Recall that every vertex in H has degree at most
(n− 1)/2 in G. Therefore
∑
v∈V (H)
(dT (v) + d(v)) ≤ (n− t)
(
n− 1
2
+ 1
)
=
(n− t)(n+ 1)
2
.
Moreover, by using calculus, we can obtain
e(G) = e(G[T ]) +
∑
v∈V (H)(dT (v) + d(v))
2
≤
(
t
2
)
+
(n− t)(n + 1)
4
=
1
2
t2 − n+ 3
4
t+
n(n+ 1)
4
≤ n
2 − 1
4
≤
(
n− k − 1
2
)
+
(
k + 2
2
)
< e(G),
a contradiction.
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Now we assume n/2 + 1 ≤ t ≤ n − k − 1. Recall that every vertex in H has at most
one neighbor in T . Thus, by using calculus, we can obtain
e(G) = e(G[T ]) + e(H) + e(T, V (H))
≤
(
t
2
)
+
(
n− t
2
)
+ (n− t)
=
(
t
2
)
+
(
n− t+ 1
2
)
≤
(
n− k − 1
2
)
+
(
k + 2
2
)
< e(G),
a contradiction.
So we have t ≥ n− k. This implies that ω(G) ≥ t ≥ n− k. The proof is complete.
Remark 3. Let G1 = K1 ∨ (Kn−k−2 +Kk+1), where n ≥ 2k + 2. One can find that G is
a closed claw-free graph which is non-Hamiltonian. Notice that e(G1) =
(
n−k−1
2
)
+
(
k+2
2
)
and ω(G) = n− k− 1. This example shows that the edge condition in Lemma 2.6 is tight.
The next two lemmas give us characterizations of closed claw-free non-Hamiltonian
graphs under some assumptions on the clique number and the number of edges, respec-
tively.
Lemma 2.7. Let G be a 2-connected closed claw-free non-Hamiltonian graph on n vertices.
If ω(G) ≥ n− 6, then G ∈ EBn.
Proof. Since G is a 2-connected graph which is closed, claw-free, and not Hamiltonian,
Theorem 2.4 implies that G contains an induced subgraph H isomorphic to a graph in P.
Let C be a maximum clique ofG. If |V (C)∩V (H)| ≤ 2, then |V (C)∪V (H)| ≥ n−6+9−2 =
n+1, a contradiction. Hence |V (C)∩V (H)| ≥ 3. Since ω(H) = 3, we get |V (C)∩V (H)| ≤
3. Thus |V (C)∩V (H)| = 3. If |V (H)| ≥ 10, then |V (C)∪V (H)| ≥ n−6+10−3 = n+1,
a contradiction. If ω(G) ≥ n − 5, then |V (C) ∪ V (H)| ≥ n − 5 + 9 − 3 = n + 1, a
contradiction. Therefore, |V (H)| = 9, ω(G) = n− 6, and G contains a graph in EBn as a
subgraph. Furthermore, if G /∈ EBn then G is Hamiltonian, a contradiction. This implies
that G ∈ EBn and this completes the proof.
Lemma 2.8. Let G be a 2-connected claw-free graph on n ≥ 14 vertices. If e(G) ≥
n(n− 15)/2 + 57, then G is Hamiltonian unless G ⊆ EBn or G ⊆ EB′n.
Proof. Let G′ = cl(G). If G′ is Hamiltonian, then G is also Hamiltonian by Theorem 2.1.
Now we assume G′ is non-Hamiltonian. Clearly e(G′) ≥ e(G) ≥ n(n − 15)/2 + 57. By
Lemma 2.6, we get ω(G) ≥ n − 6. Lemma 2.7 gives G′ ∈ EBn. This implies that G is a
subgraph of a graph in EBn. Note that every graph in EBn is either a subgraph of EBn
or a subgraph of EB′n. Thus either G ⊆ EBn or G ⊆ EB′n.
The following two lemmas are in the same spirit as Lemmas 2.7 and 2.8, respectively.
Lemma 2.9. Let G be a connected closed claw-free non-traceable graph on n vertices. If
ω(G) ≥ n− 3 then G = ENn.
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Proof. Since G is connected claw-free and non-traceable, Theorem 2.3 implies that G
contains an induced subgraph H isomorphic to EN6. Let C be a maximum clique of G.
If |V (C)∩V (H)| ≤ 2, then |V (C)∪V (H)| ≥ n−3+6−2 = n+1, a contradiction. Hence
|V (C) ∩ V (H)| ≥ 3. Since ω(H) = 3, |V (C) ∩ V (H)| ≤ 3, and thus |V (C) ∩ V (H)| = 3
and C contains the (unique) triangle of H. It follows ENn ⊆ G. Note that the graph
obtained from ENn by adding at least one more edge is traceable. Thus G = ENn.
Lemma 2.10. Let G be a connected claw-free graph on n ≥ 8 vertices. If e(G) ≥ n(n −
9)/2 + 21, then G is traceable unless G ⊆ ENn.
Proof. Suppose G is not traceable. Let G′ = cl(G). By Theorem 2.2, G′ is not traceable,
and hence is not Hamiltonian. Clearly, e(G′) ≥ e(G) ≥ n(n−9)/2+21. Since G′ is closed,
we have ω(G) ≥ n−3 by Lemma 2.6. Lemma 2.9 implies G′ = ENn. Thus G ⊆ ENn.
3 Proofs of Theorems 1.2, 1.3 and 1.4
In this section, we prove Theorems 1.2, 1.3, and 1.4, respectively.
Proof of Theorem 1.2. Suppose G is not Hamiltonian. Since
e(G) ≥ e(EBn) =
(
n− 6
2
)
+ 12 =
n2 − 13n
2
+ 33 ≥ n
2 − 15n
2
+ 57
when n ≥ 24, either G ⊆ EBn or G ⊆ EB′n by Lemma 2.8. As e(G) ≥ e(EBn), we have
either G = EBn or G = EB
′
n. ✷
The proof of Theorem 1.3 needs the following theorems on Hamiltonian properties of
graphs.
Theorem 3.1 (Ore [34]). Let G be a graph on n vertices. If each pair of nonadjacent
vertices has degree sum at least n+ 1, then G is Hamiltonian-connected.
Theorem 3.2 (Benhocine and Wojda [2]). Let G be a 3-connected graph of order n ≥ 4.
If max{d(u), d(v)} ≥ (n + 1)/2 for every pair of vertices u, v with distance 2, then G is
Hamiltonian-connected.
Theorem 3.3 (Matthews and Sumner [28]). Let G be a 2-connected claw-free graph on n
vertices. If δ(G) ≥ n−23 , then G is Hamiltonian.
Theorem 3.4 (Li [23]). If G is a 2-connected claw-free graph of order n with δ(G) ≥ n/4,
then G is Hamiltonian or G ∈ F , where F is the set of all the graphs defined as follows: G
is in F if it can be decomposed into three vertex-disjoint subgraphs G1, G2, and G3 such that
V (G) =
⋃3
i=1 V (Gi) and EG(Gi, Gj) = {uiuj , vivj : ui, vi ∈ V (Gi), ui 6= vi, 1 ≤ i < j ≤ 3}.
Proof of Theorem 1.3. We prove Theorem 1.3 by contradiction. Let G be a coun-
terexample to Theorem 1.3 with the maximum number of edges (depending on n and k).
Clearly G is closed. Suppose that G is not Hamiltonian. Notice
e(G) ≥
(
n− 2k − 2
2
)
+ 2
(
k + 1
2
)
+ 6 ≥
(
n− 2k − 3
2
)
+
(
2k + 4
2
)
+ 1
when n ≥ max{k2 +8k+4, 4k + 6} = k2 +8k+4. By Lemma 2.6, ω(G) ≥ n− 2k− 2. In
the following, a vertex x is called simple if N(x) is a clique in G.
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Claim 1. α(G) ≥ 4.
Proof. Recall that Chva´tal-Erdo˝s Theorem [7] states that every graph G is Hamiltonian
if α(G) ≤ κ(G), where α(G) and κ(G) are the independence number and connectivity of
G, respectively. If α(G) ≤ 2, then G is Hamiltonian by Chva´tal-Erdo˝s Theorem [7], a
contradiction.
Suppose that α(G) = 3. By Theorem 2.4, G contains P = Px1,x2,x3 as an induced
subgraph. It is clear that P = PT,T,T , since otherwise α(G) ≥ 4. Let Ki be the maximal
clique containing {ai, bi, ci}, i = 1, 2, 3, where aibiciai’s are three vertex-disjoint triangles
in T (see Figure 5 in Section 2). We shall show that every vertex of G is contained in
K1 ∪ K2 ∪ K3. Indeed, if there exists a vertex, say, v ∈ V (G)\(K1 ∪ K2 ∪ K3), then
v is adjacent to at most one vertex in Ki for i ∈ {1, 2, 3}; otherwise, v is adjacent to
every vertex in Ki since G is closed, and it contradicts the maximality of the choice of
Ki. Consider G[{v, c1, c2, c3}]. Since c1, c2, c3 are independent and α(G) = 3, without loss
of generality, we can assume that vc1 ∈ E(G). Next, consider the graph G[{v, b1, c2, c3}].
Notice that b1, c2, c3 are independent vertices. Since vc1 ∈ E(G), vb1 /∈ E(G). Without
loss of generality, assume that vc2 ∈ E(G). Finally, consider G[{v, b1, a2, c3}]. We can
deduce vc3 ∈ E(G). Now {v, c1, c2, c3} induces a claw, a contradiction. This shows that
every vertex of G is contained in K1 ∪K2 ∪K3.
Moreover, one can see if there is an edge in E′ :=
⋃
1≤i<j≤3E(Ki,Kj)\E(P ) then
G is Hamiltonian, a contradiction. So E′ = ∅. Recall that ω(G) ≥ n − 2k − 2 and
δ(G) ≥ k. We conclude that (up to symmetry) |K1| = n − 2k − 2, |K2| = |K3| = k + 1,
and G = Fk+1,k+1,n−2k−2 (see Figure 3).
Now let K be a maximum clique of G, and let G′ = G− V (K). So |V (G′)| ≤ 2k + 2.
Recall that in G, the neighborhood of each vertex is a clique or two disjoint cliques.
Moreover, we can easily see that NG′(x) is a clique for every vertex x ∈ NK(G′). (Note
that every vertex of G′ has at most one neighbor in K.)
Clearly δ(G′) ≥ k − 1. If G′ has only one or two vertices, then G is Hamiltonian.
So assume that |V (G′)| ≥ 3. For a component H of G′, we call a path P a perfect path
corresponding to H, if P connects two vertices in K and its internal vertex set is V (H).
We divide the left part into three cases.
Case 1. G′ is disconnected.
Since δ(G′) ≥ k − 1 and |V (G′)| ≤ 2k + 2, each component of G′ has order at least k.
This implies that G′ has exactly two components, and each component has order at most
k+2. Let Hi, i = 1, 2, be the two components of G
′. We now prove that there is a perfect
path Pi corresponding to Hi for i = 1, 2.
We have δ(Hi) ≥ k−1 ≥ |V (Hi)|+12 , unless (k, |V (Hi)|) ∈ {(3, 4), (3, 5), (4, 6)}. Suppose
(k, |V (Hi)|) /∈ {(3, 4), (3, 5), (4, 6)}. By Theorem 3.1, Hi is Hamilton-connected. Since G
is 2-connected, there is a perfect path Pi corresponding to Hi. Now, we consider the
leftover case of (k, |V (Hi)|) ∈ {(3, 4), (3, 5), (4, 6)}. Recall that Hi is closed, connected,
and claw-free. One can check that Hi is one of the graphs in Figure 6. Moreover, every
vertex of degree k − 1 in Hi has a neighbor in K. It is easy to see that there is a perfect
path Pi corresponding to Hi.
Since Pi is a perfect path corresponding to Hi (i = 1, 2) where H1 and H2 are disjoint,
(V (P1) ∩ V (H1)) ∩ (V (P2) ∩ V (H2)) = ∅. Furthermore, as NG′(x) is a clique for each
10
Figure 6: All possible constructions of the subgraph Hi
x ∈ NK(G′), the end-vertices of P1 in K are different from the ones of P2 in K. Now we
can find two disjoint paths in G[K], which together with P1, P2, form a Hamilton cycle of
G, a contradiction.
Case 2. The connectivity of G′ is 1.
We claim that G′ has exactly two end-blocks. Suppose not. Since G′ is claw-free,
each cut-vertex of G′ is contained in exactly two blocks. Hence, G′ has a block containing
three cut-vertices, and G′ has three end-blocks that are pairwise vertex-disjoint. Since
δ(G′) ≥ k − 1, each end-block has order at least k, and thus |V (G′)| ≥ 3k > 2k + 2, a
contradiction. So G′ is a block-chain.
Let Bi be the two end-blocks of G
′, and let ci be the cut vertex of G
′ contained in Bi,
i = 1, 2 (possibly c1 = c2). Note that each end-block has order at least k and at most
k + 3. Moreover, there are at most 2 vertices in V (G′ − (V (B1) ∪ V (B2))).
First consider the graph H = G′ − (V (B1 − c1) ∪ V (B2 − c2)). Note that |V (H)| ≤ 4
and H is claw-free and closed. One can check that H is either a path of order at most 4
between c1 and c2, or one of the graphs in Figure 7. Thus H has a Hamilton path between
c1 and c2.
c1 c2 c1 c2 c1 c2 c1 c2
Figure 7: All possible constructions of the subgraph H
Now consider Bi. We shall show that Bi has a Hamilton path between ci and a vertex
in NBi(K) as well. If |V (Bi)| = 3 or 4, then Bi has the required property. Now suppose
|V (Bi)| ≥ 5. Since Bi is 2-connected and ci is simple in Bi, B′i = Bi − ci is 2-connected.
For every vertex v ∈ V (B′i), we have
dB′
i
(v) ≥
{
k − 2, v ∈ NB′
i
(ci);
k − 1, otherwise.
For each pair of vertices u, v ∈ V (B′i) with distance two in B′i, either u /∈ NB′i(ci) or
v /∈ NB′
i
(ci); for otherwise uv ∈ E(G), a contradiction. So
max{dB′
i
(u), dB′
i
(v)} ≥ k − 1 ≥ |V (B
′
i)|+ 1
2
,
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unless (k, |V (Bi)|) ∈ {(3, 5), (3, 6), (4, 7)}. Suppose (k, |V (Bi)|) /∈ {(3, 5), (3, 6), (4, 7)}.
Notice |V (B′i)| ≥ 4. If B′i is 3-connected, then by Theorem 3.2, B′i is Hamiltonian-
connected and Bi has a Hamilton path between ci and a vertex in NBi(K). If B
′
i is not
3-connected, then consider two vertices u and v separated by a 2-cut {x, y}. Without loss
of generality, assume v /∈ NB′
i
(ci). In fact, if k = 3 then |V (Bi)| ≤ k + 3 = 6. Recall
that |V (Bi)| ≥ 5. So we have (k, |V (Bi)|) ∈ {(3, 5), (3, 6)}, a contradiction. If k = 4 then
|V (Bi)| ≤ k + 3 = 7, and (k, |V (Bi)|) ∈ {(4, 5), (4, 6)}. Now suppose that either k ≥ 5 or
(k, |V (Bi)|) ∈ {(4, 5), (4, 6)}. If k ≥ 5, then dB′
i
(u)+ dB′
i
(v) ≥ (k− 1)+ (k− 2) = 2k− 3 ≥
k+2 ≥ |V (B′i)|. If (k, |V (Bi)|) ∈ {(4, 5), (4, 6)}, then dB′i(u)+dB′i(v) ≥ (k−1)+(k−2) =
2k − 3 = 5 ≥ |V (B′i)|. On the other hand, since {x, y} is a 2-cut of B′i and the cut
separates u and v, we have dB′
i
(u)+dB′
i
(v) ≤ |V (B′i)|. Thus, it follows that dB′i(u) = k−2
and u ∈ NB′
i
(ci). Moreover, since u and v are chosen arbitrarily, B
′
i − {x, y} consists of
two cliques and x, y are adjacent to all vertices in V (B′i)\{x, y}. Finally, consider the
leftover case of (k, |V (Bi)|) ∈ {(3, 5), (3, 6), (4, 7)}. Note that Bi is claw-free, closed, and
dBi(v) ≥ k−1 for v ∈ V (Bi)\{ci}. Furthermore, Bi is 2-connected andNBi(ci) is complete.
Armed with these properties, one can check that Bi is either complete or one of the graphs
in Figure 8. Moreover, every vertex of degree k− 1 has a neighbor in K. Thus Bi has the
required property.
ci ci ci ci ci ci ci
Figure 8: All possible constructions of the subgraph Bi
This implies that there is a perfect path P corresponding to G′. Together with a
Hamilton path of G[K], one can find a Hamilton cycle of G, a contradiction.
Case 3. G′ is 2-connected.
Note that δ(G′) ≥ k − 1 ≥ 2k3 ≥ |V (G
′)|−2
3 . By Theorem 3.3, G
′ is Hamiltonian. Let C
be a Hamilton cycle of G′ with a given orientation.
We claim |NK(G′)| ≤ k. Suppose |NK(G′)| ≥ k+1. Recall that every vertex in G′ has
at most one neighbor in K, and NG′(x) is a clique for every vertex x ∈ NK(G′). If there
are two successive vertices u and v on C that have distinct neighbors in K, then there
will be a perfect path corresponding to G′ and G will be Hamiltonian, a contradiction. So
|V (G′)| ≥ 2|NK(G′)|, which implies that |NK(G′)| = k + 1, |V (G′)| = 2k + 2, and every
vertex in NK(G
′) has exactly one neighbor in G′. Let x ∈ NK(G′) and NG′(x) = {v}.
Let v+, v−, and v−− be the successor, the predecessor, and the second predecessor, of v,
respectively. Then v−− has a neighbor y in K. We have v+v− ∈ E(G); for otherwise
{v, x, v+, v−} induces a claw. Now P = xvv−C[v+, v−−]y is a perfect path corresponding
to G′, and G is Hamiltonian, a contradiction. Thus |NK(G′)| ≤ k.
Let K ′ ⊆ K such that NK(G′) ⊆ K ′ and |K ′| + |V (G′)| = 3k + 3. Now consider the
graph G′′ = G[V (G′) ∪K ′]. We claim that δ(G′′) ≥ k. Indeed, for each v ∈ V (G′), all its
neighbors in G are in G′′, consequently, dG′′(v) ≥ k. Moreover, recall that |V (G′)| ≤ 2k+2,
and this implies |K ′| ≥ k+1. Since K ′ is a clique in G′′, for each vertex v ∈ K ′, dG′′(v) ≥
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dG′′[K ′](v) ≥ k. Thus δ(G′′) ≥ k. Obviously, G′′ is 2-connected and |V (G′′)| = 3k+3 ≥ 12
since k ≥ 3. As δ(G′′) ≥ k = |V (G′′)|−33 ≥ |V (G
′′)|
4 when |V (G′′)| ≥ 12, by Theorem 3.4,
G′′ ∈ F or G′′ is Hamiltonian.
Recall that |K ′| ≥ k + 1. So K ′\(NK(G′)) 6= ∅ and K ′ contains at least one simple
vertex of G, say v. Suppose that G′′ is Hamiltonian. Let C ′′ be a Hamilton cycle of G′′.
Then the predecessor and successor of v on C ′′ are all in K. Thus C ′′ can be extended
to a Hamilton cycle of G, a contradiction. Now suppose G′′ ∈ F . Let C1, C2, C3 be the
three disjoint maximal cliques of G′′ and let v ∈ V (C1). Then one can see that C1 ⊂ K,
K ∩ C2 = ∅, and K ∩C3 = ∅. So it is obvious α(G) = 3, a contradiction to Claim 1. The
proof is complete. ✷
Proof of Theorem 1.4. Suppose that G is not traceable. Since e(G) ≥ e(ENn) =(
n−3
2
)
+3 ≥ n(n−9)2 +21 when n ≥ 12, we get G ⊆ ENn by Lemma 2.10. As e(G) ≥ e(ENn),
we have G = ENn. ✷
4 Spectral inequalities
The main purpose of this section is to compare the largest eigenvalues of the adjacency
matrices (and the signless Laplacian matrices) of a few related graphs. Before stating our
results, let us recall some results for the largest eigenvalue of the adjacency matrix of a
graph.
Theorem 4.1 (Hong, Shu, and Fang [21]). Let G be a connected graph with n vertices
and m edges. If the minimum degree δ(G) ≥ k, then
µ(G) ≤ k − 1 +
√
(k + 1)2 + 4(2m− kn)
2
.
Theorem 4.2 (Hofmeister [20]). Let G be a graph. Then
µ(G) ≥
√∑
v∈V (G) d
2(v)
n
.
We also need the following upper bound on q(G).
Theorem 4.3 (Feng and Yu [13]). Let G be a graph on n vertices and m edges. Then
q(G) ≤ 2m
n− 1 + n− 2.
Proofs of Theorems 1.5, 1.6, 1.7, and 1.8 rely heavily on the following lemma.
Lemma 4.4. For n ≥ 10, we have
(1) µ(EBn) > µ(EB
′
n) > µ(Kn−6) = n− 7;
(2) q(EBn) > q(EB
′
n) > q(Kn−6) = 2n− 14;
(3) µ(EB′n) < µ(EBn) < µ(K6 ∨ (n − 6)K1) = (5 +
√
24n − 119)/2.
Proof. Since proofs of Inequalities (1), (2), and (3) are quite similar, we will give details
for the proof of inequality (1) here and sketch others.
Proof of Inequality (1): Let µ1 (resp., µ2) be the largest eigenvalue of the adjacency matrix
of EBn (resp., EB
′
n). We will compute the characteristic equations of their adjacency
matrices directly. Let x (resp., y) be the eigenvector corresponding to µ1 (resp., µ2). We
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observe that EBn has only four types of vertices with respect to their degrees, namely
d(v) ∈ {2, 4, n− 7, n− 5} for each v ∈ V (EBn). Furthermore, if two vertices u and v have
the same degree, then xu = xv by symmetry. Similar observations also hold for the graph
EB′n.
Let u be a vertex of degree two in EBn, v a vertex of degree four in EBn, w a vertex
of degree n − 5 in EBn, and z a vertex of degree n − 7 in EBn. If A is the adjacency
matrix of EBn, then we have
Ax = µ1x.
In particular, we get (Ax)p = µ1xp for p ∈ {u, v, w, z}. Recall the observation above. We
get the following system of linear equations:
xv + xw = µ1xu (1)
xu + 2xv + xw = µ1xv (2)
xu + xv + 2xw + (n− 9)xz = µ1xw (3)
3xw + (n− 10)xz = µ1xz. (4)
Viewing xw as a free variable and solving for xu and xv from (1) and (2), we get
xu =
µ1 − 1
µ21 − 2µ1 − 1
xw (5)
xv =
µ1 + 1
µ21 − 2µ1 − 1
xw. (6)
Solving for xz from (4), we get
xz =
3
µ1 − n+ 10xw. (7)
Putting (6), (5), and (7) in (3), we obtain
µ1 − 1
µ21 − 2µ1 − 1
xw +
µ1 + 1
µ21 − 2µ1 − 1
xw + 2xw +
3(n − 9)
µ1 − n+ 10xw = µ1xw.
The Perron-Frobenius theorem implies that all entries of x are positive. So we can cancel
xw from both sides of the above equation. Simplify the resulting equation. We get the
characteristic equation
(µ1 − n+ 10)(µ31 − 4µ21 + µ1 + 2)− (3n − 27)(µ21 − 2µ1 − 1) = 0. (8)
For EB′n, using the same idea, we get a new system of linear equations:
2yv = µ2yu (9)
yw + 2yv + yu = µ2yv (10)
2yv + yw + (n− 8)yz = µ2yw (11)
2yw + (n− 9)yz = µ2yz. (12)
From (9), (10), and (11), we get
yv =
µ2
2
yu
yw = (
µ2
2
2 − µ2 − 1)yu (13)
yz =
(µ22 − 2µ2 − 2)(µ2 − 1)− 2µ2
2n− 16 yu. (14)
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(13), together with (12), tells us
yz =
µ22 − 2µ2 − 2
µ2 − n+ 9 yu. (15)
Recall yu > 0. Equalizing (14) and (15) followed by cancelling yu, we get
(µ2 − n+ 9)
(
(µ22 − 2µ2 − 2)(µ2 − 1)− 2µ2
)− (2n − 16)(µ22 − 2µ2 − 2) = 0. (16)
Define functions
f(x) = (x− n+ 10)(x3 − 4x2 + x+ 2)− (3n − 27)(x2 − 2x− 1), (17)
g(x) = (x− n+ 9) ((x2 − 2x− 2)(x− 1)− 2x)− (2n − 16)(x2 − 2x− 2). (18)
Let s = n − 7 + 4
(n−7)2
and t = n− 7 + 7
(n−7)2
. Tedious calculus together with the Maple
program can confirm f(t) < 0 and g(s) < 0 < g(t) for all n ≥ 12. Since Kn−6 is a subgraph
of EBn and EB
′
n, we get µ1, µ2 ≥ n − 7. By Theorem 4.1, we get µ1, µ2 < n − 5. By
considering the largest eigenvalue of A(EBn)− µ1In and A(EB′n)− µ2In, we get the gap
between the largest eigenvalue and the second largest eigenvalue of the adjacency matrix
of both EBn and EB
′
n is at least 2. Therefore, for each n ≥ 12, we have
µ1 > t and s < µ2 < t,
which proves Inequality (1) for n ≥ 12. For n = 10, 11, we can check Inequality (1) directly
by using Maple program.
Proof of Inequality (2): Let f(x) (resp., g(x)) be the characteristic polynomial of the
signless Laplace matrix of EBn (resp., EB
′
n). Using the same idea as proving Inequality
(1) (details will be given in Appendix A), we get
f(x) = (x− 2n + 17) ((x− n+ 3)(x2 − 8x+ 11)− (2x− 6)) − (3n− 27)(x2 − 8x+ 11)
g(x) = (x2 − 8x+ 12) ((x− 2n+ 16)(x− n+ 4)− (2n − 16))
− (2x− 4n+ 32)(2x − n+ 2) + 4n− 32.
We choose s = 2(n− 7) + 4
n
and t = 2(n− 7) + 6
n−7 . Using basic calculus (under the help
of the Maple program), we can verify f(t) < 0 and g(s) < 0 < g(t) for all n ≥ 27, which
proves the inequality (2) for n ≥ 27. For 10 ≤ n ≤ 26, we can confirm the inequality using
the Maple program directly.
Proof of Inequality (3): We use f(x) (resp., g(x)) to denote the characteristic polynomial
of the adjacency matrix of EBn (resp., EB′n). We can obtain the formula for f(x) and g(x)
by the same argument as we did for proving Inequality (1) (the details will be presented
in Appendix B). We get the following
f(x) = x3 − (2x2 + 12x+ 8)− (6n − 54)(x + 1)
g(x) = (x2 − 4n+ 32)(x2 − 2)− (2x2 + x)(x+ 2)− (2n − 16)(x2 + x+ 2).
Let s =
√
6(n − 6) and t = √6(n− 6) + 1.3. With the assistance of the Maple program,
we can show f(t) < 0 and g(s) < 0 < g(t) for all n ≥ 55 using calculus. We have proved
the inequality (3) for n ≥ 55. For the case of 10 ≤ n ≤ 54, we can verify Inequality (3)
using the Maple program straightforwardly.
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5 Proofs of Theorems 1.5, 1.6, 1.7, and 1.8
In this section, we prove Theorems 1.5, 1.6, 1.7, and 1.8, respectively.
Proof of Theorem 1.5. By Lemma 4.4 and Theorem 4.1, we have
n− 7 ≤ µ(G) ≤ 1 +
√
9 + 4(2e(G) − 2n)
2
.
One can get
e(G) ≥ n(n− 13)
2
+ 27 ≥ n(n− 15)
2
+ 57.
(Here we used the assumption n ≥ 30). By Lemma 2.8, either G is Hamiltonian, or
G ⊆ EBn, or G ⊆ EB′n. However, if either G ( EBn or G ⊆ EB′n, then by Lemma 4.4(i),
µ(G) < µ(EBn), which leads to a contradiction. Thus G is Hamiltonian unless G = EBn.
✷
Proof of Theorem 1.6. The proof is inspired by [16, 36]. Let G′ = cl(G). If G′ is
Hamiltonian, then G is also Hamiltonian by Theorem 2.1. Now we assume G′ is not
Hamiltonian. From Lemma 2.5, it follows that the degree sum of every two nonadjacent
vertices u and v in G′ is at most n− 1. This gives
dG′(u) + dG′(v) ≥ 2(n − 1)− (n− 1) = n− 1.
By Theorem 4.2, we have
µ(G) ≥ µ(G′) ≥
√∑
v∈V (G) d
2
G′
(v)
n
=
√∑
uv∈E(G′)(dG′(u) + dG′(v))
n
≥
√
(n− 1)e(G′)
n
.
Lemma 4.4 gives
5 +
√
24n − 119
2
≥ µ(G) ≥
√
(n− 1)e(G′)
n
.
One can get
e(G′) =
(
n
2
)
− e(G′) ≥
(
n
2
)
−
(
5 +
√
24n − 119
2
)2
· n
n− 1 >
n(n− 15)
2
+ 56,
where the condition “n ≥ 219” is used for the last inequality. By Lemma 2.8, either G ⊆
G′ ⊆ EBn or G ⊆ G′ ⊆ EB′n. However, if G ⊆ EBn or G ( EB′n, then µ(G) > µ(EB′n),
which is a contradiction. Thus G = EB′n. ✷
Proof of Theorem 1.7. From Lemma 4.4 and Theorem 4.3, we have
2n− 14 ≤ q(G) ≤ 2e(G)
n− 1 + n− 2.
One can get
e(G) ≥ (n− 1)(n − 12)
2
≥ n(n− 15)
2
+ 57.
(The last inequality is true because n ≥ 51). By Lemma 2.8, either G is Hamiltonian or
G ⊆ EBn or G ⊆ EB′n. However, if G ( EBn or G ⊆ EB′n, then q(G) < q(EBn), a
contradiction. Thus G = EBn. ✷
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Proof of Theorem 1.8. Note that q(ENn) ≥ q(Kn−3) ≥ 2n − 8. By Theorem 4.3, we
have
2n− 8 ≤ q(G) ≤ 2e(G)
n− 1 + n− 2.
We get
e(G) ≥ (n− 1)(n − 6)
2
≥ n(n− 9)
2
+ 21,
where the assumption n ≥ 18 is used for the second inequality. By Lemma 2.10, either G
is traceable or G ⊆ ENn. If G ( ENn, then q(G) < q(ENn), which gives a contradiction.
Thus G = ENn. ✷
6 A concluding remark
Recently, Li and Ning [24], and independently, Fu¨redi, Kostochka, and Luo [17] obtained
versions of stability theorems of Erdo˝s’ theorem [10], respectively. We refer the interested
reader to Fu¨redi, Kostochka, and Luo [18] for more developments in this direction. It may
be interesting to find stability versions of Theorem 1.3.
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7 Appendix
Appendix A: Let q1 (resp., q2) be the largest eigenvalue of the signless Laplacian matrix
of EBn (resp., EB
′
n). Let x (resp., y) be the eigenvector corresponding to q1 (resp., q2).
Pick u as a vertex of degree two in EBn, v as a vertex of degree four in EBn, w as a vertex
of degree n − 5 in EBn, and z as a vertex of degree n − 7 in EBn. If Q is the signless
Laplacian matrix of EBn, then we have Qx = q1x. By symmetry, we get the following
system of linear equations:
2xu + xv + xw = q1xu (19)
6xv + xu + xw = q1xv (20)
(n− 3)xw + xu + xv + (n− 9)xz = q1xw (21)
(2n− 17)xz + 3xw = q1xz. (22)
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We view xw as a variable and solve for xu, xv, and xz from (19), (20) and (22). We get
xu =
q1 − 5
q21 − 8q1 + 11
xw (23)
xv =
q1 − 1
q21 − 8q1 + 11
xw (24)
xz =
3
q1 − 2n+ 17xw. (25)
Putting (23), (24), and (25) in (21), we get
q1 − 5
q21 − 8q1 + 11
xw +
q1 − 1
q21 − 8q1 + 11
xw +
3n− 27
q1 − 2n+ 17xw = (q1 − n+ 3)xw.
Cancel xw from both sides of the equation above and simplify it. We get q1 must satisfy
the following equation
(3n − 27)(q21 − 8q1 + 11) = (q1 − 2n+ 17)((q1 − n+ 3)(q21 − 8q1 + 11) − (2q1 − 6)),
which gives the characteristic polynomial of Q(EBn).
For EB′n, we select vertices u, v, w and z similarly. If Q is the signless Laplacian matrix
of EB′n, then we have Qy = q2y. We obtain the following system of inequalities:
2yu + 2yv = q2yu (26)
6yv + yu + yw = q2yv (27)
(n − 4)yw + 2yv + (n− 8)yz = q2yw (28)
(2n − 16)yz + 2yw = q2yz. (29)
Using yu to express yv, yw, and yz in (26), (27), and (28), we get
yv =
q2 − 2
2
yu (30)
yw =
(
1
2
(q2 − 2)(q2 − 6)− 1
)
yu (31)
yz =
1
n− 8
(
(q2 − n+ 4)
(
1
2
(q2 − 2)(q2 − 6)− 1
)
− (q2 − 2)
)
yu. (32)
We bring (30), (31), and (32) into (29). Writing A = (q2 − 2)(q2 − 6), we get
(q2 − 2n+ 16)
n− 8 ((q2 − n+ 4)(
1
2A− 1)− (q2 − 2))yu = (A− 2)yu.
Cancelling yu and multiplying by 2(n− 8), we get
(q2 − 2n+ 16)((q2 − n+ 4)(A− 2)− (2q2 − 4)) = (A− 2)(2n − 16).
Expanding the left side of the equation above and simplifying it, we get
(q2 − 2n+ 16)(q2 − n+ 4)A − 2(q2 − 2n+ 16)(2q2 − n+ 2) = (2n− 16)A − (4n− 32).
Thus q2 must satisfy the following equation
(q22−8q2+12) ((q2 − 2n+ 16)(q2 − n+ 4)− (2n− 16))−(2q2−4n+32)(2q2−n+2)+4n−32 = 0,
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which gives the characteristic polynomial of E(EB′n).
Appendix B: For EBn, let v be a vertex of degree n− 5, u a vertex of degree n− 3, w a
vertex of degree 4, and z a vertex of degree 6. We use µ1 to denote the largest eigenvalue
of the adjacency matrix of EBn. If x is the eigenvector of µ1, then we have Ax = µ1x.
Recall the symmetry between the vertices with the same degree. We get
3xu + 3xv = µ1xz (33)
2xu + 2xv = µ1xw (34)
2xu + 2xw + (n − 9)xz = µ1xv (35)
2xu + 2xv + 2xw + (n − 9)xz = µ1xu. (36)
(33)-(34) give
xu + xv = µ1xz − µ1xw. (37)
(36)-(35) yield
2xv = µ1xu − µ1xv. (38)
We form a new system of linear equations using (34), (37), and (38). We solve for xu, xw,
and xz from the new system, and get
xu =
µ1 + 2
µ1
xv
xw =
(
2(µ1 + 2)
µ21
+
2
µ1
)
xv
xz =
(
3(µ1 + 2)
µ21
+
3
µ1
)
xv.
We put expressions of xu, xw, and xz in (35). Then we cancel xv from both sides of the
resulting equation and simplify it. We get
µ31 − (2µ21 + 12µ1 + 8)− (6n− 54)(µ1 + 1) = 0,
which completes the proof.
For EB′n, we use the same assumptions as EBn. Let µ2 be the largest eigenvalue of the
adjacency matrix of EB′n and y be the corresponding eigenvector. We have the following
system of linear equations:
4yv + 2yu = µ2yz (39)
2yv + 2yu = µ2yw (40)
yu + yv + yw + (n− 8)yz = µ2yv (41)
yu + 2yv + 2yw + (n− 8)yz = µ2yu. (42)
(42)-(41) give
yv + yw = µ2yu − µ2yv. (43)
(39)-(40) give
2yv = µ2yz − µ2yw. (44)
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We solve for yu, yw, and yz from the system consisting of Equations (40), (43), and (44).
We obtain
yu =
µ22 + µ2 + 2
µ22 − 2
yv
yw =
(
2
µ2
+
2(µ22 + µ2 + 2)
µ2(µ22 − 2)
)
yv
yz =
(
4
µ2
+
2(µ22 + µ2 + 2)
µ2(µ22 − 2)
)
yv.
We bring expressions of yu, yw, and yz in (41), cancel yv, and simplify the equation. We
get µ2 must satisfy the following equation:
(µ22 − 4n + 32)(µ22 − 2)− (2µ22 + µ2)(µ2 + 2)− (2n− 16)(µ22 + µ2 + 2) = 0,
which completes the proof.
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