Direct discharge measurements during flood events can be challenging from a technical as well as from a safety point of view. Therefore, flood discharges are often estimated by extrapolating a rating curve. Extrapolations far outside the range of the directly measured discharges are common, although the associated errors can be large. In this article, a novel method to determine suitable stage measurement locations and derive rating curves using a hydraulic scale model is presented.
INTRODUCTION
Information on flood discharges from gauging stations is important for the determination of return periods of flood events and flood risk assessment. The discharge in rivers is often determined indirectly by measuring the stage (h) and estimating the discharge (Q) from a stage-discharge rating curve. The latter is normally obtained from a series of direct measurements of both discharge and stage for a range of flows. During floods the stage can often be measured with reasonable accuracy, or otherwise be determined by high water marks (WMO ) or even from historical data (Engeland et al. ) . The direct measurement of discharge is much more difficult during high flows, as high velocities and stages in the river cause both technical and safety concerns. Catching the peak flow during a flood event can also be logistically challenging, because flood events are inherently rare and often short in duration. Recently, new methods for the continuous measurement of discharges have become available, for example, based on image velocimetry (e.g., Fujita ; Legleiter et al. ) . In practice, the discharge is still often estimated by extrapolating the rating curve, although the relationship between the measured stage and the estimated discharge is associated with large uncertainty (e.g., Kuczera ; Di Baldassarre & A straightforward method for the extrapolation of stage-discharge curves is to simply extend the last segment of the rating function (see Equation (1) This article presents a novel method to determine suitable stage measurement locations and derive stagedischarge curves using hydraulic scale models with detailed representation of the river bathymetry. To the authors' knowledge, the application of a hydraulic scale model to model rating curves for stream gauging is novel. In addition, the novelty of the study lies in the application of a large hydraulic scale model with a detailed bathymetry to a complex bathymetry and flow case. The detailed representation of the river bathymetry is obtained using large-scale CNCmilling, which has recently been applied successfully to hydraulic scale models (Paquier et al. ) .
The presented results are based on a case study of a gauging station located in a mountainous river with complex bathymetry, operated by the Norwegian Water Resources and Energy Directorate (NVE). The gauging station has a well-established rating curve for lower flows but the determination of flood discharges from extrapolation of the rating curve is known to be problematic. In fact, during a flood Upstream of the sensor location, the river is characterized by two rapids, which are separated by a stone bank into two chutes. The rapids are curving leftward and the corresponding bend starts with a smooth curve that gets sharper towards the pool.
Survey
The topographic and bathymetric data used for constructing the scale model were obtained from a survey campaign and from aerial laser scans available from the Norwegian Mapping Authority (these data can be found at www.
hoydedata.no). The survey conditions were challenging due to the combination of high velocities in the river and abrupt geometric features in the bedrock. Several techniques were utilized to gather the data. A terrestrial laser scanner was used to scan the terrain above the water surface with a density of approximately 180 points per m 2 . Additionally, a total station was used for surveying parts of the terrain and the bathymetry in shallow areas. On average, one point was surveyed per m² but a higher point density (2-5 points per m 2 ) was recorded at breaking points, e.g., the top and foot of the ridge forming the bedrock weir. The upstream and downstream pools were surveyed by sonar from a canoe.
The mean density of sonar points was approximately three points per m 2 . Due to high velocities, turbulence and air entrainment, it was not possible to obtain bathymetric data in the rapids between the curve and the upstream pool and close to the waterfall in the downstream pool. The geometry in these areas was modelled manually based on visual observations and experiences from the field. Data available from the Norwegian mapping authority were used to complement the measured datasets. All the data were merged to provide a point cloud defining the geometry of the site.
METHODOLOGY Construction of rating curves for stream gauging
The stage (h) defined as the water surface elevation over a given datum is typically monitored continually at gauging stations. Often, the stage is measured in a stilling well that is hydraulically connected to the river, typically by two or more pressure taps or holes drilled directly in the well.
Neglecting the velocity head, the water surface in the stilling well defines the hydraulic head (ψ), which is equal to the stage in the river if the pressure distribution is hydrostatic.
Hydrostatic conditions can reasonably be assumed during flows that are normally considered suitable for gauging. If the hydraulic control changes with discharge, as outlined above, a single power-law relationship may not be sufficient to describe the full rating curve. To account for this aspect, the rating curve can be divided into several segments based on threshold levels. The power-law segments can be expressed as follows (after Reitan & Petersen-Overleir ):
where h 01 is the stage of zero flow in the river, h 0n is the theoretical stage of zero flow for segment n, h si is the threshold between segment n and n þ 1, C n is the coefficient for segment n, b n is the exponent for segment n.
Typically, statistical models are used to determine these parameters and the uncertainty associated with them
the likely number of segments and associated thresholds can also be determined (Reitan & Petersen-Overleir ) .
It is worth keeping in mind that the interpretation of the rating curve parameters becomes challenging for more com- The above considerations apply to cases where data are available for the parameterization of the power-law functions. As mentioned above, this is often not the case for extreme discharges where direct flow-measurements are particularly difficult.
Hydraulic scale modelling method

Model construction
The scale model of the Eggafossen gauging site was constructed using a computer numerical control (CNC) technique in a machining laboratory to make full use of the surveyed data and to achieve a high geometric similarity.
The input for the CNC-based milling technique was a stereo- 
Experimental setup and instrumentation
Two pipes connected to the water circuit of the laboratory delivered up to 0.507 m 3 /s to the model corresponding to a maximum prototype discharge of 640 m 3 /s. The flow rate was measured by inductive flow meters installed to the pipes and the inflow was delivered vertically to an inlet box, in which the flow was conditioned.
Hydraulic heads in the hydraulic scale model (ψ HSM )
were measured by stilling wells connected to pressure taps via plastic hoses in points GS, A, B and C (see Figure 2 (a)) using needle gauges (accuracy 0.1 mm). Point gauging Water surface elevations (h HSM ) were measured directly using ultrasonic sensors with operating range 65-600 mm in points A, A2, A3, B, B2 and C (see Figure 2 ) with a sampling frequency of 60 Hz. Point A2 is located along the thalweg of the model, the water levels above the bedrock weir were measured at point A3 and point B2 is located on the lefthand side of the river. The recorded values were averaged over 5 minutes and the corresponding standard deviations of the time series were in the order of magnitude 10 mm or smaller. We observed that the water surface gradient at point GS was too large at most flows to give good ultrasound readings. Therefore, the water surface elevation was instead measured directly above the pressure intake by using a needle gauge. For the subsequent analysis it should be kept in mind that the mentioned adverse measurement conditions introduced an extra source of error in these recordings (i.e., the water surface elevations at point GS).
Experimental programme
For the hydraulic tests, the flow was Froude-scaled as gravity forces are dominant. The chosen scale resulted in a minimum depth of 5 cm over the bedrock weir so that water tension effects were negligible (e.g., Novak et al. ). In total, 286 runs were carried out for steady discharges ranging between 7.9 m 3 /s and 648.7 m 3 /s in prototype scale (0.0062-0.5064 m 3 /s in model scale). The measurements with the needle gauges in the stilling wells were carried out twice for each discharge to ensure the stationarity of the water levels. Similarly, the discharge measurements were monitored to ensure constant discharge. Visual observations during the experiments showed that the bedrock weir remained non-submerged for flow rates Q < ∼500 m 3 /s;
i.e., the water level at the gauging station was not influenced by the downstream channel constriction for these flow rates.
For flow rates Q > ∼500 m 3 /s, the bedrock weir was becoming submerged.
RESULTS AND DISCUSSION
Model validation
The model was validated by a comparison of stagedischarge data from the scale model with available field stage-discharge data. obtained from the field measurements. This is due to the local hydraulic conditions at point GS during high flows, which will be discussed in more detail in the next section.
In general, scale models should be calibrated against available data from the prototype, if possible. In particular, the model has to be calibrated if the effective friction resistance in the model is different from the prototype. In this case study, the scale model results fit the field data well for Q < 100 m 3 /s, which indicates that friction losses along the river bed are negligible. As the geometry of the model was reproduced with high accuracy, it has not been attempted to calibrate the model to get a better fit for Q > 100 m 3 /s since the site (point GS) turned out to be unsuitable for modelling high flows, as will be shown below. Rating curve at high flows Figure 4 shows the operational rating curve as well as 286 measured hydraulic heads from the scale model at point GS for discharges up to 648.7 m 3 /s. The operational rating curve has two segments (see Equation (1) article, this will not be discussed further here. The rating curve and its segmentation can be effectively analysed by using a log-log plot (see e.g., WMO ). Plotting (h -h 0n ) as a function of Q on a double logarithmic scale will result in a straight line for each power law segment n, and therefore the data will also fall on a straight line if they adhere to the rating function for segment n. Figure 7 shows a log-log plot for h, (h -h 02 ) and (h -h 03 ), respectively. Visual inspection of the log-log plots shows that the second segment of the rating curve fits the data well from Several factors have been identified, which can cause this deviation at high flows:
• head-loss, and consequently backwater effects, are associated with the ∼90 bend into the waterfall;
• the curvature of the flow through the pool may cause super-elevation at point B;
• the beginning submergence of the bedrock weir from the downstream pool may start to influence the capacity of the section control.
CONCLUSION
The case study presented in this article demonstrates how a hydraulic scale model can be used to investigate the flow characteristics and stage-discharge relationship at a gauging station site with complex natural hydraulic control. The initial goal of the project was to use scale model data to The studied scale modelling method is limited to applications where there are no bed changes at the gauging site. In the current study, the hydraulic control was mainly exerted by a critical flow section, dominated by singular energy losses, and therefore the modelling of friction losses is less important. If the method is to be applied to a channel-type control, the model bed roughness would have to be calibrated. The method also depends on using a relatively large-scale model to avoid scale effects, e.g., surface
tension. This will limit the application for gauging stations where the hydraulic control is exerted over a longer river stretch, however this type of gauging station will also likely tend to have less complex geometry.
Based on experience from the current study, the authors suggest that hydraulic scale model studies can be useful for assessing the flow situation at gauging stations and construct synthetic rating curves for existing or planned gauging stations in locations with challenging hydraulic controls. 
