ABSTRACT Combining a variety of data with radiation hydrodynamic simulations, we examine the heating of the Sun's internetwork chromosphere and the hypothesis that the chromospheric '' basal '' emission arises because of acoustic wave dissipation. We focus on the 2s 2p 2 2 D 2s 2 2p 2 P o multiplet of C ii near 1335 Å , whose basal level of chromospheric emission has been reliably determined for stars and the Sun by Schrijver and colleagues. By accounting for center-to-limb variations and the different spectral bandpasses of the instruments used, we find that Schrijver's C ii solar basal intensity substantially exceeds stellar values, and that it can be identified with intensities seen in typical internetwork regions with the SUMER instrument on the SOHO spacecraft. Some time-series data sets of internetwork regions are then examined and compared with simulations made specifically for a typical observational data set, with vertical velocities at the lower boundaries fixed from observations with the MDI instrument on SOHO. The simulations can qualitatively account for the observed internetwork UV continuum fluctuations seen with SUMER, formed 0.6-0.85 Mm above the photosphere. However, they fail to capture almost any property of the observed internetwork C ii multiplet, which is formed substantially higher. The time-averaged simulations can account for between 1 7 and 1 4 of the C ii basal intensities; they predict oscillatory power between 5 and 10 mHz, whereas internetwork observations are dominated by low-frequency (<2 mHz) power of solar origin. The average simulated C ii intensities, which have a large contribution from the transition region heated by conduction down from a coronal upper boundary, fall short even of the smaller stellar basal intensities by a factor of !2. Together with known properties of weak, internetwork photospheric magnetic fields, we conclude that the internetwork upper chromosphere is probably dominated by magnetic heating. Thus, the solar basal (and internetwork) intensities of the C ii 1335 Å multiplet originate from magnetic, and not acoustic, mechanisms, in contradiction to the commonly accepted picture
INTRODUCTION
The identification of chromospheric and coronal heating mechanisms remains one of the major unsolved problems in solar and stellar physics. We have recognized for many years that mechanical energy generated by the turbulent atmosphere and convection zone can be channeled into the upper solar atmosphere via both acoustic waves and electrodynamic processes (e.g., Gibson 1973 , and references therein). While observations indicate that coronal heating must result from electrodynamic processes, a significant fraction of chromospheric heating may also arise from the propagation and dissipation of (gravity-modified) acoustic waves.
Stellar Basal Levels of Chromospheric Heating
One line of research has proved particularly fruitful in this general area. Studies of samples of stellar spectra have led to the identification of a '' basal '' level of stellar chromospheric heating that has since become almost synonymous with acoustic wave heating. Evidence for this basal component of chromospheric heating was first presented by Schrijver (1987) , who followed work by Ayres, Marstad, & Linsky (1981) and Oranje (1986) in studying relationships between the radiative flux densities of pairs of emission features formed in stellar chromospheres, transition regions, and coronae. Using statistical methods, Schrijver found evidence for two components of heating in the outer atmospheres: the basal component, which depends only on fundamental stellar parameters (effective temperature, gravity), and another component which depends on rotation rates and convection zone properties, and hence on magnetic fields generated by a large-scale stellar dynamo. Two aspects of Schrijver's analysis are particularly important: first, the correlations seen in scatter plots displaying radiative flux densities of chromospheric versus transition region or coronal emission ('' flux-flux correlations '') increased markedly when basal components were included in the analysis. Second, the magnitudes of the basal flux densities, when plotted as a function of color (e.g., BÀV ), were also found to coincide with the observed minima in radiative flux densities observed in the most inactive, slowly rotating stars.
These analyses were confirmed and expanded by . In summary, these analyses of stellar data support the idea of a physical, basal level of chromospheric heating that depends only on effective temperature and gravity, and that also corresponds to the lowest levels of chromospheric heating observed in the stellar samples studied.
Prompted by these results, theoretical models of acoustic heating were developed (e.g., Buchholz, Ulmschneider, & Cuntz 1998) , which (quoting from their abstract) '' strongly support the idea that the ' basal heating ' of chromospheres of late-type stars as revealed by the frequency-integrated Mg ii and Ca ii line emission is fully attributable to the dissipation of acoustic wave energy.''
Solar Basal Levels of Chromospheric Heating
Schrijver (1992) applied and extended the statistical approach to the Sun. From spectroheliograms obtained in several emission lines with the SO55 spectrograph on board Skylab, he found evidence for a solar basal component of chromospheric emission, which dominates the emission seen in regions away from the magnetic network. The solar basal component for the 2s 2p 2 2 D 2s 2 2p 2 P o multiplet of C ii near 1335 Å -the best studied of the UV multipletsequaled that derived for solar-like dwarf stars (although we show in x 2 that two errors were made in arriving at this conclusion). Schrijver's analysis therefore not only supported the idea of a physically meaningful basal component, but also identified it with the emission seen in the regions away from the bright and magnetically controlled solar chromospheric network. In a comprehensive review from 1995, Schrijver concluded that '' there is substantial quantitative observational and theoretical evidence that the basal emission from stellar outer atmospheres is caused by the dissipation of acoustic waves generated by turbulent convection.''
The Problem Addressed in This Paper
It is tempting to believe that this area of research is nicely tied together in a physically consistent way, thereby solving an important part of the 60+ year old problem of atmospheric heating. Unfortunately, we believe that the picture is not so simple. It might be argued that because the observational evidence is based on statistical studies, there has as yet been no direct confirmation that acoustic heating is indeed responsible for the basal component, even in the case of the Sun. More direct evidence would be contained not in statistics or frequency-integrated line profiles, but in those observable properties of line profiles that reflect the acoustic mechanism itself. Examples of such evidence would include, for the Sun, comparisons of time-dependent line profiles with those expected for an acoustically driven atmosphere. The agreement between simulations and observations of the Ca ii H line by Lites, Rutten, & Kalkofen (1993b) supports the claim that the dynamics and heating of the lower and middle chromosphere sampled by these data is at least partly understood (Carlsson & Stein 1997) . For stars, the evidence might be contained in net Doppler shifts and other profile properties associated with the upward propagation and dissipation of acoustic waves that can survive the averaging over an entire stellar hemisphere (e.g., Wikstøl, Judge, & Hansteen 1997) . In fact, existing comparisons of the expected radiative signatures of upward-propagating waves with stellar observations have been performed only for very inactive giant stars (Judge & Cuntz 1993) , which show basal levels of chromospheric activity. This study showed that essentially no directly observable aspect of the wave motions was consistent with the upward propagation and dissipation of acoustic waves. For dwarf stars, arguments based on a large body of evidence present rather a confusing picture; this warrants a deeper discussion, which we defer to x 5 in light of the present analysis of solar data.
The aim of the present paper is to clarify the relationship between basal components and acoustic heating mechanisms, through an examination of chromospheric ultraviolet transitions of C ii and the neighboring continuum. An Appendix justifies our selection of the C ii 2s 2p 2 2 D 2s 2 2p 2 P o multiplet for scrutiny, driven largely by the fact that it is the only UV multiplet for which both accurate stellar basal fluxes and basal solar intensities have been determined (Schrijver 1995) . This paper focuses on UV spectra of the Sun obtained with the SUMER instrument (Wilhelm et al. 1995) on the SOHO spacecraft. In x 2, we reexamine the intensities of basal components determined by Schrijver, Rutten, and colleagues in the context of solar irradiance measurements and recent intensity measurements with SUMER. In x 3 we analyze time-series data sets of the C ii 1335 Å multiplet obtained in quiet regions close to disk center. Several SUMER data sets are examined sampling different phases of the solar cycle and different magnetic environments, in order to identify and study in detail some typical data for comparison with simulated data. In x 4 we analyze one-dimensional radiation hydrodynamic simulations of the same lines and UV continuum including these transitions with which the basal and time-series data can be compared. Section 5 brings together various results and tests Schrijver's (1995) hypothesis that '' the basal emission from stellar outer atmospheres is caused by the dissipation of acoustic waves generated by turbulent convection.''
BASAL FLUX DENSITIES AND INTENSITIES IN THE C ii 1335 Å MULTIPLET
Before proceeding, we reexamine the existing measurements of the C ii 2s 2p 2 2 D 2s 2 2p 2 P o multiplet in the Sun and late-type stars. This multiplet contains three lines, of which two are blended to form one feature near 1335.7 Å , the other lying at 1334.532 Å (Table 1) . Solar disk observations have shown that the wavelength-integrated, continuum-subtracted 1334.532 and 1335.7 features are of comparable intensity. In SUMER data the average ratio of the components is 1 : ð1:41 AE 0:09Þ (the error range spans AE the rms fluctuation). A typical SUMER spectrum of regions away from the magnetic network is shown in Figure 1. 
Center to Limb Variations
On the Sun we can measure both surface intensities I and flux densities f, but for stars we have only flux densities. To compare the flux densities and disk-averaged intensities with physical intensities measured somewhere on a stellar disk, for example at disk center, requires knowledge of the center-to-limb variation. Assuming spherical symmetry in a geometrically thin atmosphere, evaluating the flux and intensities just above the layers (at radius R % R Ã ) where the radiation emerges, and assuming no incoming radiation, the flux density f is given by 2 (Mihalas 1978, eq. [1-21] 
where l ¼ cos , and h is the angle between the local vertical on the star and the observing line of sight. A useful quantity is the '' disk-averaged '' intensity I, which is that angleindependent value which, when integrated over one hemisphere, yields the same value of f ðR Ã Þ,
The flux density measured at a distance d4R Ã , assuming no intervening absorption or emission, is given by
The last equality enables us to convert measured flux densities f ðdÞ to values of I with knowledge of the ratio R Ã =d ¼ Ã =2, where Ã is the stellar angular diameter. Here I is the average intensity that a flat disk of area R 2 Ã must have to reproduce the flux density.
The wavelength-integrated, continuum-subtracted intensities (hereafter simply '' line intensities '') of the C ii 2s 2p 2 2 D 2s 2 2p 2 P o multiplet are limb brightened (Lites, Shine, & Chipman 1978) . To a good approximation, this occurs because the peak intensities of these transitions remain constant, but the line widths increase from center to limb. The OSO 8 line intensities discussed by Lites et al. (1978) were 40% brighter just inside the limb than at disk center.
The SUMER data reported in x 3.2 indicate that the limb can be 100% brighter. From the same data set, Dammasch et al. (1999) tabulated the relationship between average disk center intensity and irradiance (their Table 3 , quantities '' L QS '' and '' E '' respectively), yielding I=Iðl ¼ 1Þ ¼ 1:25. Thus, to compare solar and stellar flux densities with intensity data obtained at the center of the Sun's disk, we must use
for this particular multiplet. Note that Schrijver (1992 Schrijver ( , 1995 used f ðR Ã Þ ¼ Iðl ¼ 1Þ.
A Solar-Stellar Comparison
In Table 2 we compile intensities of the entire 2s 2p 2 2 D 2s 2 2p 2 P o multiplet of C ii, with estimates of uncertainties from the relevant instrumental papers and from additional sources of error. Disk center data are listed for the Sun, and disk-averaged (I) intensities are given for both the Sun and stars. The wide diversity of values tabulated (compare for example the '' cell-center '' values at disk center with the disk averaged values from SOLSTICE) reflects real differences in magnetic activity levels, as well as the systematic difference arising from limb brightening in the C ii multiplet.
For solar-type stars, uncertainties in Ã are %AE22% (from inspection of the figures of Barnes, Evans, & Moffett 1978) . We have used AE25% as the uncertainty in the absolute calibration of the International Ultraviolet Explorer (IUE) satellite near 1335 Å . Some of the IUE data reported by included here have relatively low signal-to-noise ratios. For these cases we simply assign a lower limit to the uncertainties in Table 2 . The disk-averaged, stellar basal intensity I B of 640 ergs cm À2 s À1 sr À1 for stars of solar spectral type, is quite uncertain. We have somewhat arbitrarily assigned I B an uncertainty of AE50% after examination of Figure 1d of , because the corresponding flux density (f Ã B ¼ 2 Â 10 3 ergs cm À2 s À1 ; Table 2 of Schrijver 1995) lies below the IUE detection limit plotted in their figure for dwarf stars, and because the statistical spread of their '' optimized minimum fluxes '' appears to be roughly AE50%. This may be pessimistic, because Schrijver (1992, his x 8) cites a smaller uncertainty of 25% from 2 In this paper we use unsubscripted values f and I to refer to wavelength-integrated, continuum-subtracted emission line flux densities and intensities. Values subscripted with refer to quantities per unit wavelength. Fig. 1 .-1335 Å region of the solar spectrum showing observed internetwork line profiles from SUMER (histograms) with the time-averaged intensities from the radiation hydrodynamic simulation, and a calculation of the profiles from the VAL-3A semiempirical model atmosphere (Vernazza et al. 1981) . SUMER observations are from full spectral frames acquired just before the 1996 October 2 and 4 time series, spatially averaged over slit positions 1-12 and 50-60 (October 2) and 75-101 (October 4) in Fig. 5 . The dashed lines are simulations convolved with the SUMER point-spread function (which corresponds to a Doppler width [FWHM] of 18.5 km s À1 for the 1 00 wide slits). The dotted line shows the passband of the Skylab SO55 spectrograph data analyzed by Schrijver (1992). , but the origin of this uncertainty is unclear. The C ii multiplet is listed by Schrijver (1995) as having a '' well determined '' basal flux density, along with Ca ii, Mg ii, and Si ii, in his Table 2 . Mean intensities I of four of the lowest activity G dwarf stars in their sample are listed for comparison, including some new high sensitivity data from the Hubble Space Telescope (HST). Three of these stars have mean intensities compatible with I B .
For the Sun, a significant inter-instrumental calibration issue appears to have been overlooked. Schrijver's (1992) analysis of solar basal emission was based on Skylab data from the SO55 instrument (Reeves, Huber, & Timothy 1997a) , acquired in '' spectroheliometer mode,'' in which seven spectral regions were focused onto seven detectors, through trapezoidal-shaped spectral passbands. The 1335.7 Å passband is shown in Figure 13 of Reeves et al. (1997b) and is reproduced here in Figure 1 . The SO55 spectrograph optics had a spectral resolution much narrower than the width of this passband. Evidently, the spectroheliometer measurements captured mostly just the 1335.7 Å component. By multiplying the SO55 spectrograph's transmission function by SUMER spectra shown in Figure 1 and integrating, we find that the SO55 spectroheliometer measurements captured just 0.61 of the entire multiplet's intensity.
Thus, we must multiply Schrijver's (1992) intensities by an additional factor of 1/0.63 = 1.59 when comparing them with measurements of the entire multiplet (such as obtained with the IUE satellite in low-dispersion mode), and by 1:59 Â 1:25 ¼ 1:99 when converting disk center intensities to flux densities for comparisons with stellar and solar flux densities. In effect, Schrijver underestimated the solar flux densities by a factor of 2. It should be stressed that Schrijver's (1992) basal intensity is the mean of a distribution of values-the rms variation about this mean is listed in column (4) of Table 2 , independent of the calibration uncertainty listed in the last column.
Assuming that solar-like stars have center-to-limb variations like the Sun, we can compute the equivalent stellar basal intensities at disk center. For the stars we find I B ðl ¼ 1Þ % I B =1:25 % 510 AE 255 ergs cm À2 s À1 sr À1 , which is substantially less than the solar value of I B ðl ¼ 1Þ ¼ 1090 AE 400 ergs cm À2 s À1 sr À1 determined by applying the spectroheliometer bandpass correction to Schrijver's (1992) data. The Sun's basal (= typical internetwork) disk center intensity thus appears to be a factor of 2:1 AE 1:4 higher than basal intensities implied for solar-like stars. While formally within the error estimates, it seems that the Sun's internetwork emission is uncomfortably higher than basal levels of Schrijver's (1992) solar basal intensity AE1 , multiplied by the factor of 1.59, discussed in x 2.2. Uncertainties include the AE35% radiometric uncertainty (Reeves et al. 1997b) as well as Schrijver's statistical uncertainty. I CC is the cellcenter (i.e., internetwork) intensity, I AV is the slit-and time-averaged intensity (SUMER data), and the '' disk center '' OSO 8 value listed by Lites et al. (1978) , with an uncertainty taken only from the spread of OSO 4 and OSO 8 values. I ¼ f Ã =, where f Ã is the flux density at the stellar surface (or scaled irradiance; see eq. Table 1 of emission in the lowest activity stars. If we use Schrijver's (1992) AE25% error bar for the stellar data, the discrepancy becomes more significant in that I B ðl ¼ 1Þ % 510 AE 128 ergs cm À2 s À1 sr À1 . We therefore depart significantly from the conclusions drawn by Schrijver (1992 Schrijver ( , 1995 We note that the very accurate SOLSTICE solar measurements of the C ii mean intensities at solar minimum are a factor of between 1.5 and 5 times brighter than four of the least active G dwarf stars for which measurements are available. These real differences indicate that the Sun has not recently reached the lowest levels of chromospheric C ii emission encountered in solar-like stars. Applying the factor 1.25 correction for center-to-limb variation, the lowest value of I ¼ 2260 ergs cm À2 s À1 sr À1 measured by SOLSTICE corresponds to Iðl ¼ 1Þ % 1808 ergs cm À2 s À1 sr À1 , which can be directly compared with the three values of I AV ðl ¼ 1Þ listed in Table 2 . This SOLSTICE value exceeds the three listed values of I AV ðl ¼ 1Þ by factors of 1.6 (the difference corresponds to 4 ), 1.4 ( 1.3 ), and 0.8 ( 0.8 ). Given potential additional uncertainties in the center-to-limb correction factor, the statistical variations in any measured I AV ðl ¼ 1Þ, we regard the minimum SOLSTICE value to be in reasonable agreement with average disk center measurements. It obviously exceeds the values of I B ðl ¼ 1Þ and I CC ðl ¼ 1Þ by factors of several, owing to the relative brightness of the magnetic network.
Finally, we see from the table that Schrijver's (1992) solar basal intensity for the entire 2s 2p 2 2 D 2s 2 2p 2 P o multiplet agrees well with quiet-Sun cell center (i.e., internetwork) intensities I CC ðl ¼ 1Þ, when proper account is taken of the 1334.532 Å component. We can thus proceed to investigate the behavior of typical internetwork emission observed with SUMER as an example of a basally heated atmospheric component.
SOLAR DATA FROM SUMER
Having demonstrated that typical internetwork intensities of the 2s 2p 2 2 D 2s 2 2p 2 P o multiplet of C ii correspond to the basal intensity derived by Schrijver (1992) , we proceed to examine some observable properties of this multiplet for comparison with synthetic calculations.
Data Set Selection Criteria
The solar chromosphere observed at UV wavelengths has several properties that need to be considered before selecting data sets for detailed analysis. First, the dominant mode of oscillation of the internetwork chromosphere is a 2-3 minute oscillation (e.g., Gibson 1973 ) driven by the highfrequency tail of the p-mode oscillations (e.g., Rutten & Uitenbroek 1991; Judge, Tarbell, & Wilhelm 2001) . Second, UV lines such as those of C ii are highly variable in both time and spatial position on the solar disk (e.g., Athay & Dere 1989; Athay & Dere 1991) , depending mostly on the local properties of the magnetic network. Third, the spectra (even in the internetwork regions) may vary with solar activity cycle, and with different modes of operation of the SUMER instrument. These characteristics all lead to consequences for our choice of data sets. The theoretical calculations presented in x 4 provide further criteria. The synthetic spectra of lines and continua have several characteristics which reflect the intrinsic dynamics of the upward propagating shock waves through the chromosphere: the centroids of the emission lines show a time-averaged blueshift of 0.6 km s À1 , small compared to the sound speed c s (%7 km s À1 ), and large profile variations on timescales of typically 3 minutes and less, which vary with a particular phase dependence with the neighboring UV continuum. Taken together, these properties dictate the following selection criteria:
1. time series should have a cadence faster than 1 measurement per minute; 2. data should be examined where accurate Doppler shifts can be determined;
3. a statistically significant sample of spectra are needed with enough time resolution to allow a meaningful characterization of typical conditions, covering various levels of solar activity; and 4. data should be examined using various slit/detector configurations of the SUMER instrument.
No wavelength-calibration lamp was flown with the SUMER instrument, so other methods must be used to determine accurate wavelengths. The second point thus presents a special challenge. SUMER data near the 1335 Å region are singularly difficult to calibrate accurately in wavelength, owing in part to SUMER's relatively narrow 40 Å spectral range and in part just to bad luck. A standard technique-using weak emission lines formed deep in the chromosphere to determine the dispersion and zero point (e.g., Brekke, Hassler, & Wilhelm 1997; )-cannot be trusted, because very few such lines exist longward of this wavelength, and the nearest trustworthy line shortward of the multiplet (S i at 1326.642 Å ) is nearly 10 Å away. For these reasons we chose to examine SUMER data from two sources:
1. Spectra obtained during a SOHO roll maneuver were examined to obtain the center-limb behavior of the C ii multiplet near 1335 Å , and from these data extract an accurate average Doppler shift at disk center.
2. Time-series data of the C ii 2s 2p 2 2 D 2s 2 2p 2 P o multiplet and the neighboring continuum were examined, obtained near disk center on several dates in 1996, 1997, and during 1999 May.
Roll Data from March 1997
Our analysis of the data acquired during the SOHO roll maneuver of 1997 March 20/21 follows the methods described by Peter & Judge (1999) , in which the Doppler line shifts were solved as a function of l using data crossing the solar limb at a variety of roll angles. We find that the 1334.532 and 1335.7 features behave identically within small instrumental uncertainties, each yielding an average disk-center redshift of +0:2 AE 2 km s À1 , whose error bar spans the value of À0.6 km s À1 obtained from the simulations for internetwork regions described below. This slight redshift differs significantly from Peter & Judge's (1999) redshift of 5:3 AE 1 km s À1 for the C ii 1036.337 and 1037.018 Å lines of the 2s 2p 2 2 S 2s 2 2p 2 P o multiplet (Table 1 ). The origin of this interesting difference is not known, nor is it important to the present study. These data also confirm the OSO 8 finding (Lites et al. 1978 ) that the wavelengthintegrated line intensities are limb-brightened primarily because the lines broaden as they approach the limb, but the peak intensities remain roughly constant.
Time-Series Data
After searching through the SUMER database, we examined the data sets listed in Table 3 . Data from 1996 March were reported by and Judge et al. (1997) , and aspects of the data from 1999 May were examined by Ayres (2000) . These data sets complement each other in that the 1996/1997 data were obtained during a period close to the solar minimum activity level, using SUMER's A and B detectors, and they sample both the 1334.532 and 1335.7 Å features of the 2s 2p 2 2 D 2s 2 2p 2 P o multiplet. In contrast, the 1999 data were acquired during a period of significantly higher solar activity, after the loss and recovery of the SOHO spacecraft in 1998.
On 1996 March 12, a time series of 15 s long integrations of 60 minutes duration was obtained. The 1 00 wide Â 120 00 long SUMER slit, oriented north-south on the Sun, did not track the rotation of the solar surface, so the slit mapped out a projected area of roughly 10 00 Â 110 00 , an area corresponding to that of one typical supergranule cell. The slit covered no active regions but some regions of network emission. Data from 1996 September, obtained by V. Hansteen, were acquired by rapidly repeating a raster scan covering an area of 11 00 Â 120 00 , while compensating for solar rotation, for a period of 2 hr. In 1996 October, two of us (M. C. and P. J.) obtained two 1 hr long time series of a 1 00 Â 120 00 area during the first period of use of SUMER's B detector. A similar sequence was run for 90 minutes in 1997 March, uncompensated for rotation, thereby mapping out an area of $15 00 Â 120 00 . Data from the 1999 May campaigns (obtained by T. R. Ayres) consisted of a time series of 290 repetitions of 45 s integrations of 217.5 minutes duration. The 1 00 Â 300 00 long slit did not track the rotation of the solar surface: the slit mapped out a projected area of roughly 36 00 Â 300 00 , a much larger area encompassing 8 or so typical supergranule cells. The same sequence was run on 1999 May 11, 12, 13, and 14. The slit covered regions of plage on 1999 May 11, but on subsequent days the slit sampled progressively quieter regions of the Sun's disk. The total area sampled by all these time series amounts to %35 different typical supergranule cells. The data were reduced by applying standard flat-field and geometric distortion corrections (e.g., Peter & Judge 1999) . Gaussian profiles on spectrally flat continua were fitted to each spectral frame in the time series using a genetic algorithm. The 1999 May data sets contained the entire 1335.7 component, and the telemetered wavelengths included most of (but not all) the profile of the 1334.532 Å line. Two Gaussians were therefore fitted to the entire wavelength window for these data. Single Gaussians were extracted from the other data sets.
Wavelength calibrations were applied using weak lines of chromospheric neutral species within the full spectral frames (1024 wavelength pixels) that accompanied time series 2-9, to determine only the spectrograph dispersion, not the zero point for the wavelength calibration. Owing to thermal changes within the instrument, the position of spectral lines on the detector can change significantly with time during the time series. These thermal drifts were corrected for by subtracting the slit-averaged wavelength shift of the 1334.532 or 1335.7 central position from each time step. Finally, the '' zero point '' for the wavelength scale was set by assuming that the spatially and temporally averaged profile of the entire time series is +0.2 km s À1 (x 3.2). The dispersion of the spectrograph was assumed not to change during each set of observations.
Intensity calibration was done using the latest reassessment of the SUMER instrument (Wilhelm et al. 2002) . The calibration factors we used for each sequence are given in (Wilhelm et al. 2002) . f N is the number of exposures made during the time series. g Commanded (not actual) position of the center of the SUMER slit in arcseconds from Sun center. h Compensation for solar rotation was used for these time series. i The slit scanned across 11>24 in the east-west direction many times, while tracking the solar rotation. Just 25 pixels centered at 1334.532 Å were telemetered to the ground. Several windows of 50 pixel width were telemetered in all other time series.
j The slit crossed a bright region of plage associated with an active region. Table 3 . The '' joint '' assessment of the intensity calibration was used, as opposed to the '' separate '' assessment. The difference between these calibrations is significant (at a 25%, or 1 , level) only for continuum data obtained in 1996 October and 1997 March. We chose the '' joint '' evaluation because the variations between the continuum intensity histograms (see Fig. 2 ) are smaller than those computed using the '' separate '' evaluation (Wilhelm et al. 2002) . The continuum for 1997 March was 25%-30% brighter than at other times, which we suspect may arise from residual calibration errors, because MDI magnetograms show nothing unusual. We therefore did not include this data set in the following analysis.
Data from October 1996 as Typical Quiet-Sun Data Sets
We examined the time series from 1996 October 2 and 4 in detail. The continuum intensity histograms discussed above show these to be typical of other data sets. However, they were selected because these data were acquired in a manner that makes our analysis more straightforward than the other data sets. First, SUMER's stepping mechanism was used to compensate for solar rotation. This is important, as it enables us to use accompanying MDI data (available for October 2) to determine a reliable lower boundary condition for the line-of-sight gas velocities at the base of the chromosphere (x 4). Second, the data were acquired with a cadence (essentially equal to the exposure time) of 20 s, sufficient to resolve in time the oscillations seen in internetwork regions. Third, maps were made by rastering the image of the SUMER slit across the solar surface, enabling the co-alignment with MDI magnetograms to be determined (Figs. 3 and 4) .
The first point also means that each data set samples a very small 1 00 Â 120 00 area of the Sun. It is therefore imperative to see if these data are truly representative of quiet-Sun conditions. As we now show, the 1996 October 2 data set is typical of quiet-Sun conditions, but the 1996 October 4 data set has significantly lower C ii emission than the others. Figure 2 shows histograms of the distribution of the fractional number of pixels (as a function of both position along the slit and time) with a given continuum or line (i.e., wavelength-integrated, background-subtracted) intensity. The left panels are in counts s À1 per wavelength pixel (or line), while the right panels have been converted to physical units. The left panels are shown to illustrate that the data were acquired at quite different sensitivities, because different combinations of slit widths and detector/wavelength configurations were used.
The right panels of Figure 2 contain information on the distribution of solar intensities present under the projected SUMER slit. The top right panel shows that the continuum intensities observed on 1996 October 2 and 4 are typical of quiet-Sun conditions. At the levels of the atmosphere where the continuum is formed (0.6-0.85 Mm above the photosphere seen at 5000 Å , based on Fig. 36 of Vernazza, Avrett, & Loeser 1981) , the network occupies a small enough fraction of each data set that the continuum distributions do not change much between the data sets, even though the area covered by network emission changes from one observation to the next. Table 3 . The left panels are in units of raw counts s À1 on the detector, while the right panels have been calibrated to yield physical intensity using the latest values of the SUMER calibration. For the continuum data (top panels) the intensity is per wavelength pixel (left panel ) and per Å (right panel ). Bottom panels show intensities integrated over the entire C ii multiplet, using the average 1335.7/1334.532 intensity ratio of 1.41 (x 2).
The line intensity distributions are qualitatively different for several reasons. Instrumental effects are probably present for the data obtained in 1996 March, because detector saturation sets in when count rates are larger than 10 counts pixel À1 s À1 , corresponding to %60 counts line À1 s À1 in the bottom left panel of Figure 2 . The data from 1996 March will not be used hereafter. More interestingly, the C ii line intensity distributions differ between different dates because of solar variations. The most obvious variation arises from the contribution of the chromospheric network, which occupies more of the area under the slit at the heights where the lines are formed than those where the continua are formed (see Fig. 5 ), reflecting the unavoidable expansion of network flux tubes with height (e.g., Giovanelli 1980) . Larger areas of bright network emission produce flatter histograms and extend and increase their high-intensity tails. The data from 1999 May 11 and 12 contain significantly higher fractions of network and some plage emission. This is confirmed from MDI magnetograms for these days. The 1996 October data sets have neither of these difficulties.
However, there are other variations that are not due to obvious network influences. Particularly striking is the factor %2 drop in the mode of the distribution for the 1996 October 4 data set, compared with the others. It appears as if the entire lower intensity part of the distribution of the line intensity has been shifted downward by a factor of %2, but the continuum intensity histograms remain very similar. Median intensities in the distributions for the continua are 15.4 and 14.8 ergs cm À2 s À1 sr À1 Å À1 , but those for the C ii multiplet are 1100 and 770 ergs cm À2 s À1 sr À1 , for 1996 October 2 and 4, respectively. Furthermore, the lowintensity parts of the intensity distributions show that the smallest multiplet intensities (measured by the intensity of the pixels at the 5% level in the distributions) are typically between 470 and 650 ergs cm À2 s À1 sr À1 . However, for 1996 October 4, the 5% intensity level corresponds to 310 AE 110 ergs cm À2 s À1 sr À1 . As we will see in x 4, this value is significantly larger than the time-averaged multiplet intensity of 170 ergs cm À2 s À1 sr À1 computed in the radiation hydrodynamic simulations for the 1996 October 2 data set. In comparison, in the 1996 October 4 data set, the minimum value for the total multiplet intensity, at all times and positions along the SUMER slit, is 116 AE 35 ergs cm À2 s À1 sr À1 . This value is real, i.e., of solar origin.
The histograms contain no information on the spatiotemporal structure of the time series. Figure 5 therefore compares time series of continuum data and line intensities and Doppler shifts from the 1996 October and 1999 May 14 data sets. Line data were extracted from Gaussian fits to line profiles; continuum data are simple integrations over appropriate wavelengths. Clearly, the time-space behavior of the Fig. 3. -Maps of the longitudinal magnetic field (top left), the absolute value of this field (top right), the C ii 1335.7 Å emission line (bottom left), and He ii 304 Å emission (bottom right) seen near disk center on 1996 October 2, with the MDI, SUMER, and EIT instruments on SOHO. The MDI and SUMER data were obtained within a few seconds of each other, the EIT data were obtained 2 hr later and were rotated using a standard solar rotation law to the earlier observation time. The position of the SUMER slit during the time series is marked, and contours show the SUMER image overplotted on the rightmost maps to illustrate the accuracy of the co-alignment. The color tables for the magnetogram data are clipped at a magnetic flux density of AE50 Mx cm À2 .
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1996 October 2 data set is similar to the May 14 data. The 1996 October 2 data appear to be representative of typical quiet-Sun conditions. The October 4 data appear to have unusually weak intensities, especially from pixels above 80 in Figure 5 . Finally, we note that the intensities seen in internetwork regions (pixels 1-12 and 50-60) in the October 2 data set, have intensities equal to the basal intensity discussed in x 2. Clearly, the dimmest pixels in the 1996 October 4 data set are much weaker than these basal levels.
Magnetic Context
High-resolution (0>605 Â 0>605 pixels), high-cadence (1 image per minute) data from the MDI instrument on SOHO were acquired specifically in support of the 1996 October 2 and 1997 March campaigns. MDI obtains images through two Michelson interferometers of a wavelength region near 676.78 nm, including a magnetically sensitive line of Ni i (Scherrer et al. 1995) . By selecting suitable polarization optics and Michelson filter settings, various data products can be chosen, yielding for example line-of-sight (LOS) magnetic flux density (net flux per unit area) B k , continuum intensity I, and LOS Doppler velocity V k of the photosphere at the height of formation of the Ni i line. Here we use the magnetic data to provide information on the magnetic concentrations in the supergranular network, which are strongly correlated with the chromospheric network (Skumanich, Smythe, & Frazier 1975) . The data were processed to '' level 1.5 '' by the instrument team. 3 Other MDI data obtained close in time (but not simultaneously) were used to examine the magnetic environment of the time-series data sampled by the projected SUMER slit during the other time series (except for March 1996).
In the vicinity of the SUMER slit, the magnetic environment for the 1996 October 2 observation appears to be typical of the quiet Sun, as shown by the MDI magnetogram data shown in Figure 3 . The SUMER slit crossed two regions of supergranular magnetic network near positions 20 and 95 as measured along the SUMER slit. The slit missed the bipolar region seen near X ¼ À70, Y ¼ À30 in the southeast corner of the MDI longitudinal magnetogram, which has accompanying looplike emission, as seen in the He ii 304 Å resonance line as shown by the EIT data in Figure 3 . A similar plot for the 1996 October 4 data set is shown in Figure 4 , although on this date the nearest MDI data set was acquired almost 3 hr before the beginning of the SUMER map. The magnetic fields can evolve substantially in 3 hr, and there are hints of at least one emerging bipole near the projected SUMER slit (e.g., near X ¼ þ10, Y ¼ þ40). Nevertheless, at the sensitivity of MDI (%10 Mx cm À2 ), there appears to be only small qualitative differences in the statistical properties of the magnetic field in the neighborhood of the projected SUMER slit on 1996 October 2 
General Description
As part of a larger project studying internetwork chromosphere oscillations, we discuss one-dimensional radiation hydrodynamic simulations, in particular of the spectrum of carbon. The calculations, made with a radiation hydrodynamic code called RADYN, include most essential physical processes in a one-dimensional model without magnetic fields, including a self consistent treatment of the radiation field and matter, a detailed treatment of the non-LTE thermodynamics, and accurate fluid treatments of shocks and the energy equation (see Carlssson & Stein 1992 , 2002a . RADYN solves the one-dimensional equations of mass, momentum, energy, and charge conservation together with the non-LTE radiative transfer and population rate equations, implicitly on an adaptive mesh. The grid positions of the adaptive mesh are solved for simultaneously with the other equations, and the grid equation specifies criteria for where a high resolution is needed. This makes it possible to have high numerical resolution in places of large gradients (like shocks and ionization fronts) without paying the cost of very many grid points. Typically, the maximum vertical numerical resolution is a factor of 500 better than the average vertical resolution. Since all equations are solved for simultaneously, the effect of the radiation field and ionization balance on the energy balance is taken care of in a consistent manner. The fact that the rate equations are advanced using an implicit method means that slow and fast timescales can be treated simultaneously. The effects of nonequilibrium ionization are handled self-consistently.
The pattern of solar elemental abundance distributions, with other thermodynamic considerations, mean that only certain ions have a significant effect on the gas thermodynamics. So, for a typical run of RADYN, only hydrogen, calcium, and helium are used to solve the non-LTE transfer problem fully with the hydrodynamic variables. All other elements are treated as '' trace species,'' whose atomic populations are solved consistently with each other and with the thermodynamic variables solved in the hydrogen, calcium, and helium run.
There are a number of ingredients missing that are potentially important for the chromospheric energy balance: we do not include line blanketing (especially the numerous iron lines), the CO molecule, and the singly ionized magnesium atom (producing the Mg ii h and k lines). We use a crude approximation to partial redistribution of radiation in the Lyman lines and no partial redistribution at all in the calcium H and K lines. Assuming complete redistribution in the calcium lines probably leads to an overestimate of the cooling in these lines by up to a factor of two (Uitenbroek 2002) , partially compensating the omission of the Mg ii h and k and many Fe ii lines. We do not include frequencies above 8 mHz (the Nyquist frequency of the MDI observations) in the driving piston. Using the MDI velocities means that the piston includes the bulk of the p-mode power as well as much of the local granular dynamics, but they miss higher frequency waves. Beyond $30 mHz, any acoustic oscillations present will not be observable as oscillations but will contribute only to spectrally unresolved fluid motions, because their wavelengths will fall below typical photon mean free paths. High-frequency waves may lead to heating of the mid-chromosphere through dissipation in shocks, and the neglect of high frequencies in the driving piston probably leads to a lower mean temperature. The good agreement between the simulations and observations of the H line from singly ionized calcium (see Carlsson & Stein 1997 ) is an indication that most of the physical processes important for the energy balance of the lower chromosphere are indeed included in the simulations.
Atomic Models
An important element of the calculations involves building atomic models that are detailed enough to allow accurate calculations of emission and absorption coefficients, but are small enough to permit calculations to run efficiently. Carlsson & Stein (1993 , 2002a have developed and applied such models for hydrogen, calcium, and helium for their earlier calculations. We have developed models needed to perform accurate calculations of the UV continua observed with SUMER and TRACE, and have working models for carbon and silicon. The essential ingredients of each model are (1) to include all ground and metastable levels of the neutral and singly ionized species (these ion stages dominate in the photosphere and chromosphere); (2) to augment these with levels needed to model certain transitions (for example, the lines of C ii near 1335 Å ); and (3) to include all bound-bound and bound-free cross sections for radiative and collisional processes, with data carefully and judiciously selected from the literature. Aside from specific cases, the data are generally extracted from the NIST online database (energy level and transition probability data), 4 the TOPBASE database of the OPACITY project (permitted oscillator strength and photoionization data), 5 the CHIANTI consortium database (bound-bound collision rates for charged ions), 6 approximate formulae for transitions not otherwise available (bound-bound collision rates for neutrals, using the impact parameter method of Seaton 1962 or semiempirical formula of Van Regemorter 1962) , and from recent references such as Arnaud & Rothenflug (1985) for ionization by electron impact from the ground and metastable levels, and a general formula provided by Burgess & Chidichimo (1983) for excited levels.
Boundary Conditions
RADYN requires specification of several boundary conditions on both the fluid variables and radiation. For the lower boundary we specify the velocity of the fluid as a function of time determined following the procedure described by Carlsson & Stein (1994) , using MDI measurements of the Doppler shifts of the 676.78 nm Ni i line. The specific calculations reported here used velocities taken from the MDI time-series measurements for the 1996 October 2 data set, at slit position 56 (Fig. 3) . Because the velocity power spectra are quite similar throughout the quiet Sun (e.g., Gibson 1973) , the boundary velocities used are typical of the quiet Sun in general. Qualitatively similar results were obtained using MDI velocities from several other quiet-Sun runs (unpublished). This is not unexpected, because the MDI velocities have large contributions from patches of superimposed p-mode oscillations covering areas with horizontal scales of several arcseconds (e.g., Judge et al. 2001 ). Unpublished simulations obtained by two of us (M. C. and R. S.), using velocities measured with MDI along the projected SUMER slit, reveal that the simulated chromospheric behavior is correlated over scales of several arcseconds. Thus, the choice of slit position 56 is representative of the behavior of several of the neighboring pixels. This is also illustrated by Figure 6 , which shows the time evolution of the measured line of sight components of the magnetic flux density and the photospheric fluid velocity (at 0.2 Mm height) as a function of position along the SUMER slit.
At the upper boundary, a transmitting boundary condition was applied based on characteristic equations, and to mimic a corona, the temperature was held fixed at 10 6 K at a fixed height of 10 Mm above the photosphere. This upper boundary gives a downward conductive flux of 3 Â 10 5 ergs cm À2 s À1 that is radiated away in optically thin lines in a transition region at a pressure of 0.28 dyn cm À2 .
The radiation field is assumed to be optically thick at the base at all wavelengths (where the diffusion approximation provides the boundary conditions) and thin at the top. Coronal irradiation of lower layers was included using a prescription described in Wahlstrøm & Carlsson (1994) based on Tobiska (1991) .
Results
The emergent 1330 Å continuum and C ii line profiles from the simulation for 1996 October 2 are shown with observations in Figure 7 . The time-averaged profiles of the simulation are shown in Figure 1 . Figure 7 shows the time and frequency dependence of the 1330 Å continuum and 1335.7 components for slit positions 55-57 shown in Figure  5 , corresponding to the darkest parts of the internetwork from the 1996 October 2 data set. Power and phasedifference spectra (together with symbol sizes proportional to the coherence) are shown in the lowest panels, computed as described in Appendix B of Judge et al. (2001) . The coherence defined here measures the persistence of phase differences as a function of frequency. Figure 1 shows time-and spatially averaged spectra of typical internetwork regions from the full spectral frame data acquired immediately prior to the time series, from slit positions 1-12 and 50-60 shown in Figures 3 and 5 . Inspection of Figure 7 reveals the following:
1. The behavior of the synthetic 1330 Å continuum is not dissimilar to that observed. The computed mean value is roughly 50% larger than observed, and the computed oscillatory power exceeds that seen in observations by a factor of several. Note that a substantial amount of computed power arises from the (unrealistic) first three oscillatory periods when the atmosphere is adjusting to the initial conditions. The shape of the computed power spectrum is not dissimilar from the observational data, especially those for pixel 57. The continuum is formed predominantly 0.5 Mm above the height where the MDI velocities are formed. In agreement with the earlier work on the Ca ii H line (Carlsson & Stein 1997) , the qualitative agreement suggests that the simulations capture at least some of the essential physics of both the dynamics and heating of the first 3-4 scale heights (i.e., the lower chromosphere/temperature minimum region) in internetwork regions. We can speculate that because the simulations lack important coolants in the upper photosphere/lower chromosphere (strong lines and cooling in CO), then this may account for the larger amplitude in the simulations compared with the observations. 2. Stepping several scale heights higher, we find that the simulated C ii profiles are factors of several too weak and too narrow compared with observations. In fact, the entire time-averaged simulation could comfortably be '' hidden '' under observed profiles.
3. The synthetic C ii profiles have a characteristic waveform reminiscent of the behavior predicted and observed in the Ca ii H line, which is due to acoustic shocks (Carlsson & Stein 1997) .
4. The time variations and power spectra of the C ii line intensity show that the Sun also has variations at much longer timescales than are present in the simulations. While we must be careful to recognize that the SUMER mechanism compensates for rotation steps once every 380 s, this introduces power at 2.63 mHz. No sign of this is evident in the line or continuum time series or power spectra. The large power observed in the line below this frequency is thus clearly of solar origin, because no such low-frequency power is seen in the continuum power spectra (see Figs. 7 and 8), thus discounting instrumental effects such as time-dependent detector gains or spatial aliasing through poor tracking of the solar surface.
5. The computed power spectrum of the C ii line intensity can also be '' hidden '' under the observed power spectrum, although less comfortably than the time series themselves.
6. The synthetic data have a time-averaged profile, at l ¼ 0:95, characterized by a net blueshift relative to the photosphere of 0.6 km s À1 , a wavelength-integrated multiplet intensity Iðl ¼ 1Þ of 170 ergs cm À2 s À1 sr À1 , and FWHM linewidths of 18 km s À1 .
7. Above 3 mHz, the synthetic calculations have a specific phase relationship between the continuum intensity and wavelength-integrated intensities of the C ii 2s 2p 22 D 2s 2 2p 2 P o multiplet, where the phase differences increase with frequency as dD=d % =ð5 Â 10 À3 Þ (Fig. 7 , bottom right panel). This phase difference arises because the dynamics in both the continuum and the C ii line is dominated by upward propagating waves in the simulation. The observations do not show such a phase relationship (Fig. 7, bottom  panels) .
We conclude that the heating that arises from shock waves generated by waves on observable scales-modeled in one dimension by the radiation hydrodynamic simulations-falls in this case a factor of 7 or more short in accounting for the observed basal intensities. It is also important to note that the simulated time-averaged intensity is very similar to the initial values, which are determined solely by re-emission of the downward coronal irradiation of the chromosphere.
It is interesting to ask: What would the C ii intensities be if a star were covered by an atmosphere consisting of a superposition of these RADYN simulations? When integrated over the entire solar disk, the time-averaged simulated line profiles have blueshifts of 0.5 km s À1 , the multiplet value of I is 243 ergs cm À2 s À1 sr À1 , and the linewidths (FWHM) are 15 km s À1 . Of all stars examined by , only HD 110897 is perhaps compatible with such a low mean intensity (Table 2) . 
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Data from 1996 October 4
While no supporting MDI data were obtained for the SUMER time series of 1996 October 4, and therefore no simulations are possible, this data set is nevertheless of interest. A region of particularly weak C ii emission was observed between pixels 80 and 100 in Figure 5 . As noted before, in the neighborhood of the SUMER slit, Figures 3 and 4 reveal little detectable difference in net magnetic flux density between these two dates, albeit at the relatively poor sensitivity of 10 Mx cm À2 of the MDI data.
In Figure 8 we show data for 1996 October 4 analogous to those shown in Figure 7 for four slit positions in the middle of this weak region. The continuum behavior is similar Fig. 7. -Comparison of typical internetwork behavior from 1996 October 2 (left and middle columns) with simulations. From the top down, the first row shows line profiles (the same color table is used for each panel, which shows the square root of the intensity to enhance the continuum); the second row shows the intensity in the 1330 Å continuum; the third shows the wavelength-integrated intensity of the C ii 1335.7 blend. Power spectra (in [ergs cm À2 s À1 sr À1 ] 2 per mHz) of the continuum and wavelength-integrated line intensities are shown in rows 4 and 5. The bottom row shows phases of the cross power spectra, with symbol sizes proportional to the phase coherence.
to that of 1996 October 2, but it has higher oscillatory power. The C ii line intensity behavior is also very similarnotably, the power is dominated by secular variations at 1 mHz or below-except that the average intensities of the 1335.7 component are close to 200 ergs cm À2 s À1 sr À1 , yielding a multiplet intensity of 350 ergs cm À2 s À1 sr À1 (both AE35%). A star covered with such a feature would have I ¼ 430 AE 150 ergs cm À2 s À1 sr À1 (Table 2) . These intensities-the smallest we have measured on the Sun-substantially exceed the simulated time average of 170 ergs cm À2 s À1 sr À1 for the 1996 October 2 data set, and also exceed a value of 260 ergs cm À2 s À1 sr À1 for a simulation run for a campaign run (with SUMER observing a region near 1200 Å ) a few hours prior to the 1996 October 2 data set.
Calculations in the VAL-3A Model Atmosphere
It is instructive to compare the observations and radiation hydrodynamic simulations with model A of Vernazza et al. (1981) , a static, semiempirical model designed to 
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represent the darkest 8% of the quiet Sun as seen at 900 Å with the Harvard SO55 spectrometer on board Skylab. It represents '' a dark point within a cell.'' The program MULTI was used for these calculations (Carlsson 1986 ). The multiplet intensity computed from this model and the line profiles are listed in Table 2 and Figure 1 . The same atomic model was used as in the radiation hydrodynamic simulations. The VAL class of semiempirical models are characterized by (among other things) a '' temperature plateau '' (region of small temperature gradient) in the lower transition region. Such plateaus produce the bulk of the computed emission in the C ii 2s 2p 2 2 D 2s 2 2p 2 P o (and 2s 2p 2 2 S 2s 2 2p 2 P o ) multiplets, with relatively little coming from lower in the chromosphere, as shown in earlier, but similar, models by Lites et al. (1978) . The MULTI calculations in the VAL-3A model also show that the bulk of the C ii emission is produced in this plateau, but that it produces substantially more emission than is observed in typical internetwork regions (see Table 2 and Fig. 1 ). Such plateaus have been known for some time to overestimate the intensities of lines of ionized species, such as C ii, while at the same time trying to account for large losses from H Ly. 7 What do these comparisons mean? Given the assumptions made in the early semiempirical models, the plateaus were needed in order to produce enough emission in H Ly, but the emission measure analysis and more recent theoretical work has shown that it is likely to be an artifact of overly restrictive assumptions concerning diffusion processes, even in the case of a static model (Fontenla, Avrett, & Loeser 1990) . We speculate on resolutions of these differences between observed and computed behavior below.
Center-to-Limb Behavior
Center-to-limb behavior is difficult to quantify in chromospheric features, because the magnetic network and active regions introduce very large variations, which can mask any systematic center-to-limb behavior present (e.g., Chipman 1971; Athay & Dere 1991; Peter & Judge 1999) . Nevertheless, Lites et al. (1978) noted that, by carefully removing regions of magnetic activity from their OSO 8 data, the peak intensities of the C ii 2s 2p 2 2 D 2s 2 2p 2 P o multiplet remain roughly constant with fractional radius ¼ 1À ð l 2 Þ 1=2 , but that the total intensities increase by 40% or so, almost entirely because of a systematic increase in the line widths (see also x 3.2). This interesting effect is not completely understood, but must be due in part to photon scattering, in that similar behavior is not present in chromospheric lines of substantially lower optical depth, which we examined in the SUMER roll data set. A linear fit to a plot of linewidth against l from the SUMER roll data set, with an assumed constant peak intensity, yields the centerto-limb variation shown along with OSO 8 and theoretical data in Figure 9 . It is clear that, although the observations certainly contain both network and internetwork emission, nevertheless both theoretical calculations greatly overestimate the limb brightening. Furthermore, the theoretical calculations show little systematic increase of linewidth with increasing .
We must conclude that all the theoretical calculations substantially underestimate the optical depths at which the C ii 2s 2p 2 2 D 2s 2 2p 2 P o lines are formed. This is also compatible with two other facts: the line profiles computed with RADYN and in the VAL model are substantially too narrow, and the ratio of the 1334.532 to 1335.7 components is computed to be closer to the optically thin limit of 1 : 2 than the observed value of 1 : 1:41. Some implications of this are discussed below.
DISCUSSION
Main Results
Before assessing their meaning, we recap our main results. Solar basal intensities have been determined by Schrijver (1992) , of which those for the C ii 2s 2p 2 2 D 2s 2 2p 2 P o multiplet near 1335 Å were deemed statistically to be the most reliable. Our reanalysis of this work led us to revise upward Schrijver's (1992) basal intensities of the C ii multiplet by a factor of 2. The revision arose from two effects: first, the fact that the SO55 data used by Schrijver (1992) sampled essentially just one of the two components of the multiplet; and second, considerations of limb brightening. We then examined the relationship between these revised basal C ii intensities with disk-integrated flux densities, and examined timeseries data near 1335 Å from several campaigns with the SUMER instrument on SOHO, under varying instrumental conditions and sampling periods near solar cycle minimum and maximum. We found, using histograms and space-time plots (Figs. 2 and 5) , that the internetwork regions do not vary detectably with solar cycle (within given instrumental intensity uncertainties of %AE30%), and that a typical case is represented by data acquired near solar activity minimum on 1996 October 2. We found that Schrijver's (1992) revised basal intensities correspond to typical internetwork regions on the Sun, and that these exceed basal intensities on solar-like stars by a factor of 2. Chipman (1971) . The SUMER data were computed assuming that the peak intensity of the line is independent of l and that the FWHM varies with l 67-23l km s À1 (see text).
Armed with the knowledge that basal intensities correspond to internetwork regions not only in the SO55 data sets analyzed by Schrijver (1992) , but also in our SUMER data, we then analyzed typical internetwork regions from 1996 October 2, and made comparisons of the continuum and line profile behavior with one-dimensional radiation hydrodynamic simulations, taking MDI line-of-sight velocities as input for the lower boundary condition. The comparison revealed qualitative agreement between the timeaveraged continuum intensities, and showed that the observed continuum oscillations near 3 minutes have power spectra that are of a similar shape, but with a factor of 2 or so less power, than the simulated data. The continua are formed 0.5 Mm above the height of the MDI velocities. The comparisons between the observed and computed behavior of the C ii multiplet revealed very significant differences. The time-averaged and varying components of the wavelength-integrated intensities in simulations are substantially smaller than their corresponding observations, and the computed profiles are much narrower than the observed lines. No data set yet obtained has a wavelength-integrated 2s 2p 2 2 D 2s 2 2p 2 P o C ii multiplet intensity as low as the average simulated intensities. Two simulations revealed average multiplet intensities of 170 and 260 ergs cm À2 s À1 sr À1 , factors of 4-7 smaller than the basal value of 1090 AE 400 typical of internetwork regions, and smaller still than the 5th percentile values of 310 AE 110 ergs cm À2 s À1 sr À1 seen with SUMER on 1996 October 4. The line intensity time series seen in all internetwork regions have significant power at low frequencies (Figs. 7 and 8) that is absent from the simulations. These power spectra are characteristic not of the 3 minute shock waves seen in the neighboring continuum, or of the 5 minute p-mode power, but are more reminiscent of photospheric granulation.
A significant failing of the radiation hydrodynamic calculations, as well as calculations in the VAL-3A model atmosphere with identical atomic parameters, is that both place formation of the lines in layers with too small optical depths. In the case of the RADYN simulations, the lines are formed at the top of the chromosphere before the sharp transition region; in the case of the VAL-3A calculations, the lines are formed between the top of the chromosphere and in the lower transition region '' plateau,'' whose reality has been questioned on several grounds. It seems that we must place the formation of these lines predominantly within the chromosphere and not the transition region.
In this regard, spectra of the stars Cen A (G2 V) and Cet (G8 V) from the HST (P. G. Judge et al. 2004, in preparation) show qualitatively similar line profiles and ratios as the Sun. Cen shows a self-reversal in the 1335.7 component that is unaffected by interstellar absorption. By inference, in stars of relatively low activity, the line formation must be placed substantively within the chromosphere. Interestingly, the flux-flux correlations of the stellar sample of , which include much more active stars, led them to conclude that this multiplet behaves more like typical transition-region lines than chromospheric lines. Taken together, these facts suggest that the formation of this multiplet depends on the level of a star's activity. In low-activity stars (like the Sun, Cen A, and Cet) the multiplet must be formed in the chromosphere, while in higher activity stars it may have much higher contributions from the optically thinner transition region, yielding the result of . Examination of high-resolution spectra of some active stars would be of interest.
Limitations of One-Dimensional Simulations
The complexity of the formation of chromospheric features-dominated by well-known non-LTE and (for important thermodynamic species like H and He) time-dependent nonequilibrium ionization effects-has forced us to adopt one-dimensional simulations for comparison with observations. Non-LTE is required if we are to understand features formed in the chromosphere (e.g., Thomas & Athay 1961) in any quantitative sense, and currently the tools we have are divided into two-or three-dimensional simulations in LTE (e.g., Rosenthal et al. 2002) , or one-dimensional radiation hydrodynamic simulations of the complexity reported here (Carlsson & Stein 1994) .
It is very easy to try to dismiss the one-dimensional approaches taken in our model calculations by looking at images of the solar surface, but the situation is not quite so simple. The validity of one-dimensional models, at least for the lower chromosphere, has received support from recent space-based work by Judge et al. (2001) , confirming earlier ground-based results (compiled by Rutten & Uitenbroek 1991) and radiation hydrodynamic simulations of the Ca ii H line (Carlsson & Stein 1997) . The dominant observable mode of oscillation low in the internetwork chromosphere has horizontal structure that is much larger than the vertical structure, because the horizontal scale of several Mm is set by a random superposition of global p-mode oscillations, but the vertical scale is set by the chromospheric pressure scale height (0.15 Mm). Additional support for this picture comes from the simulations of UV continuum from the solar chromosphere with the lower boundary velocity taken from MDI observations (Carlsson & Stein 2002b) . The large-scale structures seen in space-time diagrams of cotemporal and cospatial SUMER observations at 1199 Å are qualitatively reproduced by the simulations, showing that these structures exist already at the formation height of the MDI velocity. In other words, the one-dimensional approximation seems to be reasonable for heights below $1.2 Mm, where continua at wavelengths above 1200 Å are formed. It is certainly not reasonable in regions associated with the magnetic network (Rosenthal et al. 2002) , and is expected to fail somewhere in the upper internetwork chromosphere, depending on the ambient magnetic field that determines the structure of the magnetic '' canopy '' (e.g., Giovanelli 1980) . With this in mind, we can now speculate on our findings.
Are our results compatible with the idea that basal heating can be considered to have an acoustic origin, or are magnetic fields implicated? Let us consider the two alternatives.
Basal = Nonmagnetic Heating?
If the basal component in the Sun's atmosphere is purely acoustic, then our confrontation of simulated data with continuum and line observations shows that something is missing. The qualitative reproduction of the observed behavior seen in the 1330 Å continuum formed near 0.7 Mm above the photosphere suggests that the dynamics and heating are reasonably well described by the upward propagation of gravity-modified acoustic waves into the low chromosphere. The dramatic and systematic nature of the disagreement between observed and computed properties of
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the C ii 2s 2p 2 2 D 2s 2 2p 2 P o multiplet indicates that, at the very least, something is seriously missing from the calculations. If the missing ingredient is purely acoustic wave modes, a view held by some (e.g., Kalkofen 2001) , then one must appeal to higher frequency waves ( > 8 mHz) than can be observed with the MDI instrument, because lower frequency modes are included (along with secular evolution of granules) in the piston applied in the simulations. There is some evidence that such waves are present (Wunnenberg, Kneer, & Hirzberger 2002) . Analytic excitation calculations (Musielak et al. 1994 ) indicate there should be a peak in the wave energy flux around 20 mHz. However, high-resolution three-dimensional convection simulations show that the acoustic energy flux produced by convective motions decreases monotonically as À2 above 7 mHz. Onedimensional radiation-dynamic calculations show that high-frequency waves are severely damped by radiation in the photosphere and do not transport much energy to the chromosphere (Carlsson & Stein 2002b) . These results show that it is unlikely that high-frequency waves are generated and propagate into the chromosphere with enough power to explain the C ii observations.
In x1, we briefly mentioned the modeling work of acoustic heating by Buchholz et al. (1998) , who concluded that basal heating components measured in Ca ii and Mg ii lines are '' fully attributable to the dissipation of acoustic wave energy.'' Aside from the radiation damping problem mentioned above, another problem we see with this work is that the lower boundary (the '' driver '') is just too unrealistic. First, it is obvious that the Sun's driver of the observable chromospheric oscillations is controlled by the tail of the p-mode spectrum lying just above the acoustic cutoff frequency (Carlsson & Stein 1997; Judge et al. 2001) , and the work of Buchholz et al. (1998) is based on one-dimensional convection theory of Bohn (1981 Bohn ( , 1984 , which contains no p-modes, and which has peaks of energy near 5 times the acoustic cutoff frequency. Second, Bohn's work is a low Mach number theory involving a mixing length parameter, whereas three-dimensional numerical simulations of the generation of sound waves by convective envelopes indicate that sound waves are dominated by high Mach numbers (see Bogdan, Cattaneo, & Malagoli 1993) . We therefore regard the agreements of the average flux densities in their models with basal flux densities of the Ca ii and Mg ii lines as a fortuitous coincidence. It is also significant that Buchholz et al. (1998) have not compared detailed line profiles with observations, which must be the most critical test of such a dynamic heating mechanism as acoustic waves.
Another possible source of nonmagnetic heating could be internal gravity waves. They are absent from onedimensional simulations, but some evidence for them in the upper photosphere has been found (e.g., Straus & Bonaccini 1997; Krijger et al. 2001) . They are easily excited by overshooting convective motions, and are potentially also easily damped by radiative energy exchange. However, the basic physics of these modes involves multidimensional radiative transfer, and the theoretical understanding is incomplete (e.g., Mihalas & Mihalas 1984, x 102) . Thus, the role of these modes as heating agents remains unclear.
Basal = Magnetic Heating?
There are two known sources of magnetic fields in internetwork regions: canopy fields anchored in the photospheric magnetic network that overlie the internetwork regions (e.g., Gabriel 1976; Giovanelli 1980) , and fields anchored in the internetwork photosphere itself. Evidence for the latter is conclusive (e.g., Lites et al. 1996; Lin & Rimmele 1999; Lites 2002; Socas-Navarro & Sánchez-Almeida 2002) . Internetwork fields in the photosphere only need to extend 1-2 Mm upward into the chromosphere, and only modest flux densities (e.g., !2 Mx cm À2 ) are needed in principle to influence the energy balance and dynamics of the upper 2-3 scale heights of the chromosphere. They are not detectable with magnetographs such as the MDI instrument used here. More sensitive observations (e.g., those of Lin & Rimmele 1999) reveal that in internetwork regions the magnetic fields evolve in association with the granulation on the granule timescale of 10 minutes. This is precisely where power is seen in the C ii line in the internetwork regions, which have been shown to correspond to Schrijver's (1992) basal regions.
The measurement of internetwork fields even in the photosphere is challenging, and the field is in its infancy. The effects of these fields on the overlying chromosphere are thus unknown. However, exploratory calculations of Rosenthal et al. (2002) and Bogdan et al. (2002) -the first to study MHD wave propagation in stratified atmospheres with '' realistic '' magnetic topologies-indicate that a rich variety of phenomena can be expected to influence wave propagation from photosphere to chromosphere. These calculations have a very simple energy equation, involving no simulations of spectral features, so they offer as yet few clues as to how to interpret observations in terms of departures of reality from a pure one-dimensional radiation hydrodynamic simulation. Instead, at this stage we must look to data themselves for clues to the influence of magnetic fields on '' internetwork '' regions. At least one clear example of the modification of acoustic-gravity waves in the quiet Sun by magnetic fields, called a '' magnetic shadow '' , has been found observationally. The associated magnetic field had a large enough net magnetic flux to be detectable with MDI. The '' shadow '' phenomenon consists of regions of the mid-chromosphere neighboring, but not within, a network magnetic element that exhibit a suppression of both the mean UV line/continuum intensity and the characteristic 3 minute oscillation that is clearly observed elsewhere in apparently similar internetwork regions. Based on the photospheric magnetic field measured with MDI, its upward extrapolation, and the appearance of spectral features formed above the mid-chromosphere, McIntosh & Judge (2001) suggested that such phenomena occur when magnetic structures, in a relatively weak background field, close locally within the chromosphere, suppressing the upward propagation of magnetoatmospheric waves into the chromosphere.
It is clear that more sensitive measurements of magnetic fields yield more detectable magnetic flux undetected in the MDI measurements, (e.g., Lites et al. 1996; Lin & Rimmele 1999; Lites 2002; Socas-Navarro & Sánchez-Almeida 2002) . Lites (2002) , in his study of a typical quiet Sun region, concludes that '' most of the internetwork area is occupied by measurable magnetic fields.'' He finds that 69% of the area has an apparent flux density in excess of 4.5 Mx cm À2 . It is not yet clear how or if such fields might influence chromospheric heating and dynamics. We might imagine that '' shadows '' represent perhaps the most obvious manifestation of the influence of relatively weak fields on chromospheric energy balance and oscillatory behavior away from the supergranular network boundaries. If so, it is unfortunate that the magnetic source(s) of the behavior exhibited in Figures 7 and 8 are below the detection limit of MDI (see the upper panel of Fig. 6 ). Does this internetwork flux reach the heights at which the C ii lines are formed, and, if so, how exactly does this magnetic energy influence the upper chromospheric plasma? These questions might most easily be answered with new data sets that should become available with the advent of data from Solar-B and the Advanced Technology Solar Telescope (ATST), for example.
The slower variations in chromospheric heating rates inferred by the time variations and power spectra shown in Figures 7 and 8 might occur through evolution of granules, and/or through the evolution of magnetic fields, whose footpoints may or may not directly underlie the regions observed in the chromosphere. We can envisage a situation entirely analogous to that described by Schrijver et al. (1998) , who contend that, on supergranular scales, magnetic flux disappears in collisions between opposite polarities so fast that all field should disappear in a few days. New flux emerging in small ephemeral regions replaces the disappearing flux, resulting in a thoroughly mixed pattern, but more importantly resulting also in a continual injection of electromagnetic energy into the higher layers. Perhaps this process-called the '' magnetic carpet ''-occurs on all scales associated with surface convection patterns, including granular scales, leading to chromospheric heating directly as a result of the continuous injection of electromagnetic energy into the higher layers. The electromagnetic energy density drops off more slowly than the thermal energy density with height, and the Alfvén speed increases accordingly. Thus, the influence of the electromagnetic energy is expected to increase with increasing height through the chromosphere. Our analysis (x 4.7) indicates that the C ii 2s 2p 2 2 D 2s 2 2p 2 P o multiplet should be formed under conditions of higher optical depth than is likely to occur in models in which the line can be formed by diffusion of energy down from the corona (e.g., Fontenla et al. 1990 and references therein). Thus, our analysis suggests that local magnetic heating within the chromosphere is responsible for the internetwork and basal heating seen in this multiplet.
CONCLUSIONS
The origin of the basal component has remained an active subject of debate ever since it was proposed: is it really acoustic, or must we consider a magnetic component? If the latter, it is almost certainly not directly related to the traditional picture of magnetic fields generated by a large-scale stellar dynamo, because the stellar basal component is independent of rotation rate. Recent work has shown that seed magnetic fields in dynamic MHD simulations of Bousinesq, convecting, nonrotating magnetofluid, any three-dimensional turbulent flow with a large magnetic Reynolds number is (extremely) likely to be a dynamo (e.g., Cattaneo 1997 Cattaneo , 1999 Cattaneo & Hughes 2001) . However, the situation in the highly stratified solar case is less clear. It appears unavoidable that even nonrotating convecting stellar envelopes will amplify weak existing fields. In the highly stratified solar atmosphere most of the magnetic flux resides deep in the convection zone, and fields that are amplified near the surface get pumped down into the interior by convective downdrafts (Stein & Nordlund 2002) . Observational support for dynamic, small-scale, relatively weak fields away from the supergranular network has come from very sensitive magnetic field measurements at infrared (Lin & Rimmele 1999) and visible (Lites et al. 1996; Lites 2002) wavelengths. We believe (but cannot prove) that our analysis points to such magnetic fields as the dominant origin of the basal component seen in C ii lines. However, further studies of the spatiotemporal properties (especially of the dominant 1-2 mHz part of the observed time variations) of upper chromospheric lines in internetwork regions in relation to these magnetic fields should help to shed light on this issue. In conclusion, the internetwork solar upper chromosphere is probably dominated by magnetic heating. When we consider that the basal flux densities of the C ii lines have been determined in the same manner as the better studied Ca ii and Mg ii lines, we are tempted to '' extrapolate '' our conclusions down to lower chromospheric layers, and suggest that our work calls into question a large body of work that has identified basal heating with acoustic mechanisms (reviewed by Schrijver 1995) . This suggestion could be tested with new radiation hydrodynamic simulations of the Ca ii and Mg ii lines and profiles, once partial redistribution is incorporated. If true, we point to the need for concerted study of weak fields in the solar atmosphere. Such studies will be possible with the polarimeter on board the Solar-B spacecraft and are an important focus of the new Advanced Technology Solar Telescope (ATST), both currently under development.
time-dependent profiles of the C ii multiplet Judge & Carpenter 1998) showed behavior that is reminiscent of purely acoustic oscillations studied in the Ca ii spectrum by Carlsson & Stein (1997) , in regions away from obvious magnetic field concentrations, although the present work reveals this behavior to be the exception rather than the rule.
There are other reasons for this choice. As stressed by Lites et al. (1978) , together with the 2s 2p 2 2 S 2s 2 2p 2 P o multiplet near 1037 Å , lines of C ii span the excitation energy of H Ly, a line of critical importance both to the energy balance of the upper chromosphere and to the poorly understood interface to the corona (e.g., Athay 2000 Athay , 2002 . Very high quality data of the 1335 Å multiplet are available for several stars from the UV spectrographs on the HST, from a variety of rocket-and spacecraft-borne solar instruments.
One can ask why this multiplet is to be preferred over the intensively studied Ca ii and Mg ii resonance lines. First, the Ca ii lines suffer from the disadvantage of having a large photospheric contribution included in the broad '' HK index '' passband used for the stellar flux-flux correlations: the basal flux densities of solar-type stars lie just %20% above that from a radiative equilibrium (RE) atmosphere (Schrijver, Dobson, & Radick 1989) . These authors find the average quiet-Sun flux density to lie 30% above the RE flux density, but the average quiet Sun includes the magnetic network. Using data from Skumanich et al. (1975) , we find that the internetwork flux density is %20% higher than the RE value. Thus, the solar internetwork flux density is essentially identical to the stellar basal flux density, just 20% above the RE level. The determination of accurate basal flux densities in terms of pure chromospheric emission is therefore difficult, owing to the potential for large systematic errors that might arise from subtracting the remaining 80% AE an unknown error from a given measurement.
The C ii lines in solar-type stars are obviously (by inspection of the line profiles) formed under conditions of lower optical depth than either the Ca ii or Mg ii resonance lines. The line formation regime is thus substantially simpler than for Ca or Mg. Unlike the Mg ii and Ca ii lines, the C ii lines are effectively thin in the chromosphere-photons, once created, escape from the source region, and their emergent intensities directly reflect the integrated divergence of the mechanical flux responsible for the atmospheric heating. The lower optical depths also make simulations of the line profiles less sensitive to details of partial redistribution, whose formulation is yet to be incorporated in any multilevel computer program for radiation hydrodynamics. Finally, the extensive 1335 Å time-series data sets from SUMER (some of which are analyzed in x 3) are free from artifacts present in ground-based observations of Ca ii; and time-series data sets suitable for examining 2-3 minute quasi-periodic waves, while abundant for the Ca ii lines (e.g., Lites, Rutten, & Kalkofen 1993a ), are quite rare for the Mg ii lines (e.g., Artzner et al. 1978) .
