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Abstract—To cope with the unprecedented surge in demand
for data computing for the applications, the promising concept
of multi-access edge computing (MEC) has been proposed to
enable the network edges to provide closer data processing for
mobile devices (MDs). Since enormous workloads need to be
migrated, and MDs always remain resource-constrained, data
offloading from devices to the MEC server will inevitably require
more efficient transmission designs. The integration of non-
orthogonal multiple access (NOMA) technique with MEC has
been shown to provide applications with lower latency and
higher energy efficiency. However, existing designs of this type
have mainly focused on the transmission technique, which is
still insufficient. To further advance offloading performance, in
this work, we propose an application-driven NOMA enabled
computation offloading scheme by exploring the characteristics
of applications, where the common data of the application is
offloaded through multi-device cooperation. Under the premise
of successfully offloading the common data, we formulate the
problem as the maximization of individual offloading throughput,
where the time allocation and power control are jointly optimized.
By using the successive convex approximation (SCA) method, the
formulated problem can be iteratively solved. Simulation results
demonstrate the convergence of our method and the effectiveness
of the proposed scheme.
Index Terms—Computation offloading, non-orthogonal multi-
ple access, power control, time allocation, multi-device coopera-
tion.
I. INTRODUCTION
A. Background
THE booming development of the Internet of Things (IoT)drives the process of smart cities and Industry 4.0 [1]. It
brings physical items into the digital field and enhances the
acquisition of physical information, which makes it possible
to understand or visualize the physical world in scalable
horizontal [2], [3]. Applications represented by extended re-
ality (XR, including virtual, augmented, and mixed reality),
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intelligent transportation, etc., which can convert data-rich
complex scenarios into accessible applications, bridge the gap
between the real world and digital world and bring fine-grained
and even seamless experience (e.g., data analysis, and virtual
visualization) to the industry at the required level. Taking
medical XR as an example, during the COVID-19 pandemic,
detailed patient cases can be visualized in multi-department
doctors by specialized XR application and various collected
physical information (e.g., physical indicators, and scanned
computed tomography (CT) data) without leaving their offices
for holding seminars, demonstrations, and simulated surgeries
[4], [5]. Such applications make the understanding and visu-
alization easier, which can improve the communication and
decision-making efficiency of participants.
The applications with fine-grained seamless experience re-
quire a large amount of computation within the critical latency
constraints, including the analysis and understanding of phys-
ical information, rendering virtual environment, step-by-step
instruction superimposition, and overlaying design compo-
nents to existing modules. Therefore, they place high demands
on computation and battery capacity of mobile devices (MDs).
However, MDs are always resource-constrained. For example,
the standalone XR headset, as a direction the market is taking,
is designed not to be tethered to supporting devices (e.g.
computers), which constrains its resources [6], [7]. In order
to better support these applications, the emerging paradigm
of multi-access edge computing (MEC) extends computing
and networking resources to the edge of network [8]. By
enabling MDs to migrate their complicated computing loads
to a proximate server, MEC offers MDs the advantages of
proximity, powerful energy supplementation, real-time radio
network information, and strong computing capability—in
short, a superior service experience [9].
Despite its advantages, MEC requires data to be offloaded
between the MD and the MEC server (MS) over wireless links.
Generally, computation offloading means transmitting data to
the server through the network’s uplink, which plays a key role
in improving the implementation of applications. In the initial
5G deployment, best-effort services focusing on downlink data
transmission were mainly actualized [10], [11]. However, in
the evolution of 5G, uplink enhancements and technology to
improve the offloading performance are more important for
the higher demands of applications, particularly cases where
large amounts of data need to be offloaded [12], [13].
Recently, non-orthogonal multiple access (NOMA) has
shown great potential in further satisfying the ever-increasing
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communication demands of future cellular networks. Unlike
conventional orthogonal multiple access (OMA) schemes,
where orthogonal time/bandwidth resource blocks are allo-
cated to MDs, NOMA enables multiple MDs to share the
same time and radio resources by adopting superposition
coding (SC) at the transmitter, which promises to funda-
mentally change the design of multiple access technologies
[14]. NOMA splits users or devices in power domain by ex-
ploiting efficient multi-user detection (MUD) techniques, such
as successive interference cancellation (SIC) at the receiver,
which mitigate multiple access interference. Compared with
OMA, NOMA provides the flexibility of multiple connections,
superior spectral- and energy- efficiency, and greater network
throughput by making better utilization of scarce radio re-
sources [15].
Motivated by the benefits of NOMA, applying NOMA to
MEC can improve the transmission throughput between MDs
and MS, which not only reduces the overall latency, but also
reduces the energy consumption in computation offloading,
therefore helping systems cope with the high demands of the
applications.
B. Related Work
In this subsection, we begin with a review of related
literature on computation offloading. This is followed by a
review of related research on NOMA and NOMA-enabled
computation offloading.
Research on computation offloading. Generally, from the
perspective of applications, studies on computation offloading
can be classified into three categories, based on the partibility
and the dependence of its computation tasks. The first category
is binary offloading, where each MD either offloads the
entirety of its computation task to the server or performs
that locally [16]–[18]. For example, the works [16] and [17]
studied binary task offloading in wireless virtualized network
and wireless blockchain network, respectively. The authors in
[18] proposed a framework of offloading tasks from a single
MD to multiple servers, which can be regared as offloading
diversity. The second category is partial offloading, where each
MD can offload a part of its computation task to the server
while the rest of the task is executed locally [19], [20]. Wang
et al. in [19] designed an energy- and latency-optimal partial
offloading strategy for dynamic voltage scaling MDs. Kiani
et al. in [20] proposed a hierarchical MEC architecture where
computation resources were offered in an auction-based profit
maximization manner. The third category is dependency-based
offloading, where the input of the current task usually consists
of the computed results of the previous tasks [21], [22]. In [21],
a dependency-based offloading scheme was studied, where the
duplicated tasks were offloaded by the specific mobile user to
reduce the energy consumption. The authors in [22] proposed a
caching-enhanced strategy considering the dependency among
tasks, where the popular computation results could be cached
at the servers to reduce the execution delay.
Research on NOMA. Due to its superior advantages, NOMA
has attracted more research interests in the works [14], [23]–
[31]. In [24], Zhu et al. provided the optimal downlink NOMA
power allocation in a closed or semi-closed form to improve
fairness, sum-rate and energy efficiency. A comprehensive sub-
channel assignment, power allocation, user scheduling scheme
in a downlink NOMA network was proposed in [14] to achieve
a balance between fairness and sum-rate. Except the resource
management in downlink NOMA networks, several works also
focused on uplink ones [25]–[27]. For instance, the authors in
[25] explored joint base station association and power control
to maximize system-wide utility and minimize the total power
consumption for uplink NOMA. A multi-carrier uplink NOMA
system was investigated in [27], which requires to select the
subcarriers for each user and distribute the transmission power
to maximize the energy efficiency. Furthermore, there are some
studies on the benefits of integrating NOMA with wireless
powered transfer, multi-input-multi-output (MIMO), cognitive
radio and cooperative relay to improve the performance of
system [28]–[31].
Research on NOMA-enabled computation offloading. To
reduce energy consumption, Kiani et al. in [32] proposed a
framework which exploits the benefits of integrating NOMA in
MEC. Also focusing on the shortage of energy, the authors in
[33] designed a multi-antenna NOMA computation offloading
scheme, where both partial and binary offloading were consid-
ered. The resource management in work [34] was performed
more comprehensively with the joint optimization of transmit
power, time allocation for offloading and downloading, and
task partitions. To reduce latency, Ding et al. in [35] proposed
to establish standards to select different offloading modes
among OMA, pure NOMA, and hybrid NOMA for MEC. The
authors in [36] studied the latency fairness among devices by
jointly optimizing SIC ordering and computation allocation.
In multi-carrier NOMA with the MEC-assisted wireless virtu-
alized network, the authors provided a flexible video delivery
scheme to enhance the total revenue of the network slices
[37]. To improve the sum computation rate, Zeng et al. in
[38] studied computation mode selection in a NOMA-enabled
wireless-powered MEC network. The benefits of integrating
NOMA in MEC networks have been established in terms of
energy consumption, latency, and throughput, etc. However,
in terms of the offloading scheme design, most of the exist-
ing works have focused more on the transmission technique
itself, giving little consideration to the characteristics of the
applications. In this work, we plan to address this gap in the
literatures.
C. Motivations and Contributions
As shown in [32], [35] and [38], NOMA-enabled com-
putation offloading achieves better performance in terms of
latency, energy consumption, and offloading throughput. How-
ever, the specific characteristics of applications should also
be taken into account, because it can also improve offloading
performance. As mentioned in the related works on MEC, the
dependence of tasks should be considered and the partibility
of tasks should be exploited. Actually, the tasks in the compu-
tational intensive application represented by XR have unique
properties. On one hand, when different devices (users) run
the same application, partial data is common and the results of
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that can be shared among devices, while other data is individ-
ual. For example, when multi-department doctors use mobile
devices (e.g., XR headsets) to visualize the detailed patient
cases for holding seminars, the tasks such as rendering virtual
environment according to physical details of the patient are
common, including rendering organ VR model, and analyzing
physical indicators, while other tasks such as the holders’
preferred instructions and designs are individual, including
targeted therapies and simulated surgery observations from
specific angles, etc. On the other hand, the individual tasks
are usually executed on the basis of the computed results of
the previous common tasks. For instance, in the same XR
application, different devices may take different actions on the
basis of the generated virtual environment.
However, most of the existing offloading schemes han-
dle tasks independently without distinguishing the common
data and individual data, which may result in repeated of-
floading to MDs [16]–[20], [32]–[38]. This will undoubt-
edly affect the offloading performance of the subsequent
individual/personal data because most MDs remain energy-
constrained and most applications are delay-critical. Note that
in order to avoid redundant common data offloading, although
the well-conditioned device can be selected to offload the
entirety of the common data, the fairness among devices in
the common data offloading stage will be poor, due to the
fact that all devices share the computed results while only a
single device offloads the entirety of the common data [21].
In addition, for cases with large common data volumes, the
selected device which offloads the entirety of common data
will consume too many resources (i.e., time and energy), which
may lead to insufficient resources remaining to support the
performance of individual data offloading.
To address this problem, we investigate an application-
driven offloading scheme in a NOMA-enabled MEC network.
In our scheme, considering the dependency between common
data and individual data, the offloading is carried out in
two stages, where the individual data offloading is performed
after first guaranteeing the offloading of the common data.
In addition, utilizing the partibility of the tasks, we consider
exploring the multi-device collaboration, in which each MD
offloads a part of the common data based on its condition
(channel quality and available energy) to MS cooperatively.
In our scheme, not only is offloading performance improved
by avoiding redundant offloading and integrating resources
rationally from all devices, but the fairness among the devices
for offloading the common data is also improved.
The scheme we present in this paper poses two challenges
for resource management that we address at the outset. First,
since both the offloading of common data and individual data
are done in NOMA, optimally scheduling the time allocation
for each stage within the permitted time duration must be
properly considered. Second, the power control in a two-stage
NOMA network should be appropriately determined, since it
not only affects the multiple access interference in the same
stage, thereby affecting the power control of other MDs, but
there is also an influence between the two stages, as each MD
is energy-constrained in the permitted application duration. It
is worth noting that the time allocation and power control
are interrelated, which makes it difficult to solve the joint
optimization problem.
The main contributions of this paper are summarized as
follows:
1) An application-driven two-stage offloading framework
is proposed in a NOMA-enabled MEC network, where
multi-device collaboration was utilized to offload the
common data. By guaranteeing the common data of-
floading, we focus on the individual data offloading
performance of each MD, which is more practical since
each MD wants to offload data as much as possible.
2) We formulate the optimization problem as the maximiza-
tion of the minimal individual data offloading through-
put. Subsequently, we propose a resource management
scheme, where the time allocation for two NOMA stages
and the power control for each MD in the two stages
are jointly optimized.
3) According to the max-min structure of the individual
throughput, the original non-convex optimization prob-
lem is converted into an equivalent optimization problem
by introducing the energy variables and a series of slack
variables. This can then be solved iteratively by using
the successive convex approximation (SCA) method.
The remainder of this paper is organized as follows. Section
II describes the system model. In Section III, the problem
formulation and solution are provided. Section IV shows the
simulation results of the system performance. Finally, Section
V concludes this paper.
II. SYSTEM MODEL
We consider a multi-device MEC-assisted computation of-
floading system, consisting of N mobile devices (MDs),
labeled as N = {1, 2, . . . , N}, and an MEC server (MS).
Both MDs and MS are equipped with a single antenna, and the
MDs are energy-constrained devices. The MS, as the controller
of the system, is equipped with a communication module
that periodically broadcasts probe requests to collect MDs’
feedback, including knowledge of channel state information
(CSI), available energy, and key parameters of the application
to be executed, and broadcasts the offloading decision after
calculating the optimal resource allocation based on the infor-
mation collected [39]. We assume that the MDs in this system
execute an application that contains two dependent parts: a
common data part and an individual data part, which may cor-
respond to the VR model rendering for organs and the targeted
therapies in practical medical situations, respectively. The
system operates in two stages. At first, all MDs cooperatively
offload common data to the MS, with each MD offloading
a part of the common data and then the MS computing the
common data. Next, after obtaining the computed results of the
common data from the MS, each MD performs the individual
data offloading process. In order to design a targeted offloading
scheme, in this paper, we make the following assumption:
Assumption 1: Each MD always tends to offload individual
data as much as possible on the premise of successful common
data offloading.
Due to their limited energy and computing capabilities, MDs
cannot handle computationally intensive, latency-critical, and
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Fig. 1. An example of a two-stage NOMA-enabled computation offloading
system.
energy-consuming applications alone. Besides, these devices
are in direct contact with the body, which need to keep cool,
and running energy-consuming data will certainly lead to
high temperatures. With the help of MEC, whose server is
located close to MDs with superior computation capability
and equipped with constant energy supply, MDs can obtain a
more immediate computational response. Accordingly, each
MD in this system tends to offload its workloads to the
MS. Concretely, considering the dependency between common
data and individual data, and to avoid redundant offloading,
common data need to be processed first. Each MD then
uses the remaining resources to offload individual data as
much as possible. Note that offloading decisions for common
data and individual data exploit task partibility.1 Based on
the above analysis, this paper focuses on how to improve
the offloading performance for resource-constrained mobile
devices so that the holders can experience better seamless
performing and wearing/contacting comfort under the limited
available resources of MDs.
By employing NOMA, all MDs share the total frequency
band W for the computation offloading of one application,
and the MS is equipped with a successive interference can-
cellation (SIC) receiver to perform decoding. Consequently,
the computation offloading of the application is processed
in a two-stage NOMA uplink wireless transmission mode
within a time slot. As the example in Fig. 1 shows, the MS
divides the time slot into two sub-slots, denoted by τC and τ I ,
corresponding to the common data offloading and individual
data offloading, respectively. In the first sub-slot, all MDs
contribute to offloading common data to the MS cooperatively,
1Each MD is responsible for part of the common data and then offload
individual data as much as possible. The offloaded data amount of each MD,
also considered as task splitting results, can be obtained by calculating the
data throughput that each MD can achieve at each stage based on the resource
optimization results, as detailed later in this section.
where each MD offloads a part of the common data. After that,
each MD offloads its individual data in the second sub-slot.
Both the common and individual data offloading are performed
with NOMA.
We consider a block fading channel model, which means
the channel parameters remain unchanged in the period of
one time slot, but vary independently from one slot to another.
We use |hn|2 to denote the channel gain from the n-th MD
to the MS, which is defined by |hn|2 = |gn|2L(dn), where
gn ∼ CN (0, 1) is the Rayleigh fading channel coefficient
from the n-th MD to the MS, L(dn) = d−αn is the large-
scale channel pathloss coefficient, dn is the distance between
the n-th MD and the MS, and α is the pathloss exponent.
Without loss of generality, we assume that all MDs are sorted
in descending order and can be expressed as |h1|2 ≥ |h2|2 ≥
· · · ≥ |hN |2, ∀n ∈ N . According to this order, the SIC
receiver of the MS decodes the signal from the given MD by
treating the signals from the subsequent MDs as interference
in both of the two NOMA stages.
In the first stage, all MDs offload common data to the
MS in a collaborative manner in sub-slot τC , where each
MD contributes partially to the common data offloading and
different power levels will be optimally determined. Let PC =
{PCn , n ∈ N}, in which PCn denotes the transmitted power for
the link from the n-th MD to the MS within the allocated time
τC . Then, the received common data signal of the MS from
the n-th MD in the first stage is defined by
yCn =
√
PCn hnx
C
n+
N∑
k=n+1
√
PCk hkx
C
k +w
C , ∀n ∈ {1, . . . , N−1},
(1)
where the first term of the right hand is the desired signal
from the n-th MD in the first stage, in which xCn denotes the
transmitted partial common data signal by the n-th MD; the
second term is the interference caused by other partial common
data signals offloaded by the other MDs subsequently in the
same frequency band; the last term wC is the additive white
Gaussian noise (AWGN) during the first stage with zero mean
and variance σ2. It is noted that the signal from the N -th MD
does not suffer from the interference, i.e., yC
N
=
√
PC
N
h
N
xC
N
+
wC . Thus, the common data offloading throughput from the
n-th MD to the MS is given by
RCn (τ
C ,PC ) = τCW log2
1 + PCn γn
1 +
N∑
k=n+1
PCk γk
 ,
∀n ∈ {1, . . . , N − 1},
(2)
and
RC
N
(τC , PC
N
) = τCW log2
(
1 + PC
N
γN
)
, (3)
where γn =
|hn|2
σ2 denotes the normalized channel gain for
the link from the n-th MD to the MS. It is noted that since
all MDs cooperatively contribute to offloading the common
data, the sum throughput in this stage needs to satisfy the
corresponding common data amount requirement, which will
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be given in the next section. The sum throughput of received
common data from all MDs to the MS is calculated by
RC(τC ,PC ) =
N∑
n=1
RCn (τ
C ,PC ) = τCW log2
(
1 +
N∑
n=1
PCn γn
)
.
(4)
Similarly, in the second stage, each MD transmits its indi-
vidual data to be computed within sub-slot τ I , and the power
levels for different MDs will also be optimally determined. Let
P I = {P In , n ∈ N}, where P In denotes the transmitted power
for the link from the n-th MD to the MS within the allocated
time τ I . Therefore, the received individual data signal of the
MS from the n-th MD is defined by
yIn =
√
P Inhnx
I
n +
N∑
k=n+1
√
P Ikhkx
I
k + w
I , (5)
where the first term of the right hand is the desired signal
from the n-th MD in the second stage, in which xIn denotes
the transmitted individual data signal of the n-th MD; the
second term is the interference caused by other individual data
signals transmitted by the other MDs subsequently in the same
frequency band; the last term wI is the AWGN during the
second stage with zero mean and variance σ2. Similarly, the
signal from the N -th MD does not suffer from the interference
in this stage, i.e., yI
N
=
√
P I
N
h
N
xI
N
+ wI . Afterwards, the
individual data offloading throughput from the n-th MD to
the MS is given by
RIn(τ
I ,P I ) = τ IW log2
1 + P Inγn
1 +
N∑
k=n+1
P Ik γk
 ,
∀n ∈ {1, . . . , N − 1},
(6)
and
RI
N
(τ I , P I
N
) = τ IW log2
(
1 + P I
N
γN
)
. (7)
III. PROBLEM FORMULATION AND SOLUTION
In this section, the joint time allocation and power control in
the two-stage NOMA offloading network are investigated. On
the premise of ensuring common data offloading, we describe
the optimization problem as an individual data offloading
throughput max-min problem to improve the worst individ-
ual offloading performance of all MDs2. After mathematical
transformations, we show that the proposed problem can be
solved by exploiting the successive convex approximation
(SCA) method.
2 Optimizing the worst offloading performance of all MDs can provide
a more similar experience for the MDs, which means the experience of all
MDs in the same application will not be affected by the worst MD. When the
objective performance is improved, the amount of data that can be processed
will also be increased and the workloads that need to be computed at MDs
will be alleviated, so that the contacting/wearing comfort will not be affected
and the perceived experience can be enhanced due to the less occurrence of
task timeout.
A. Problem Formulation
Following Assumption 1, all MDs tend to maximize their
individual offloading performance as much as possible. There-
fore, our objective is to maximize the minimal throughput
among all MDs in the second stage by setting the variables
τC , τ I , PC , and P I under some constraints. To this end, the
optimization problem can be formulated as
max
τC ,τI ,
PC ,P I
min
n∈N
RIn (8a)
s.t. τCPCn + τ
IP In ≤ En,max, ∀n, (8b)
τC + τ I ≤ Tmax, (8c)
τCW log2
(
1 +
N∑
n=1
PCn γn
)
≥ K, (8d)
τC > 0, τ I > 0, (8e)
PCn ≥ 0, P In ≥ 0, ∀n. (8f)
In problem (8), (8b) constrains the energy consumption for
the n-th MD to En,max, where n ∈ N . (8c) denotes the
time constraint of the application, where Tmax is the tolerable
offloading latency and can be regarded as a time slot. (8d)
guarantees the total throughput requirement during the com-
mon data offloading stage, where K represents the required
bits of the common data to be offloaded, which is determined
by the specialized module of the application. (8e) and (8f)
indicate the basic constraints that the variables should satisfy.
Problem (8) is a non-convex optimization problem due to its
non-smooth objective function, the existence of interference
in the objective function, and the product relations between
the variables in the objective function and constraints (8b)
and (8d). Generally, there is no standard method to solve
problem (8) efficiently due to its non-convexity. Therefore, in
the following subsection, we transform the original problem
into a concave problem step by step, so that the resource
allocation can be developed more efficiently.
B. Problem Transformation
In this subsection, we show how to transform the original
optimization problem. First, we introduce an auxiliary variable
φ to transform the original non-smooth problem into a smooth
one. Then, Problem (8) can be equivalently rewritten as
max
φ, τC ,τI ,
PC ,P I
φ (9a)
s.t.τ IW log2
1 + P Inγn
1 +
N∑
k=n+1
P Ik γk
 ≥ φ, ∀n ∈ {1, . . . , N − 1},
(9b)
τ IW log2
(
1 + P I
N
γN
)
≥ φ, (9c)
(8b), (8c), (8d), (8e), (8f). (9d)
Second, to tackle the issue caused by the products of opti-
mization variables in constraints (8b), (8d), (9b) and (9c), we
introduce an additional series of variables, i.e., ECn = P
C
n τ
C
and EIn = P
I
nτ
I , ∀n, which can be thought of as the real
energy consumption of the n-th MD in the two stages. By
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substituting PCn =
ECn
τC
and P In =
EIn
τI
in problem (9), we can
obtain the following optimization problem:
max
φ, τC ,τI ,
EC ,EI
φ (10a)
s.t. ECn + E
I
n ≤ En,max, ∀n ∈ N , (10b)
τCW log2
1 +
N∑
n=1
ECn γn
τC
 ≥ K, (10c)
τ IW log2
1 +
EInγn
τI
1 +
N∑
k=n+1
EI
k
γk
τI
 ≥ φ,
∀n ∈ {1, . . . , N − 1}, (10d)
τ IW log2
(
1 +
EI
N
γN
τ I
)
≥ φ, (10e)
ECn ≥ 0, EIn ≥ 0, ∀n ∈ N , (10f)
(8c), (8e). (10g)
However, solving problem (10) is still difficult due to the com-
plicated expression in constraint (10d). Using the property of
the logarithmic function, we therefore expand the throughput
in the second stage for any n ∈ {1, . . . , N − 1} as follows:
_
R
I
n(τ
I ,EI )
=τ IW log2
1 +
EInγn
τI
1 +
N∑
k=n+1
EI
k
γk
τI

=τ IW log2
1 +
N∑
j=n
EIj γj
τ I
− τ IW log2
1 +
N∑
k=n+1
EIkγk
τ I
 .
(11)
In equation (11),
_
R
I
n represents the left hand side of constraint
(10d). After this conversion, problem (10) can be given by
max
φ, τC ,τI ,
EC ,EI
φ (12a)
s.t. τ IW log2
(
1 +
N∑
j=n
EIj γj
τ I
)
− τ IW log2
(
1 +
N∑
k=n+1
EIkγk
τ I
)
≥ φ, ∀n ∈ {1, . . . , N − 1}, (12b)
(8c), (8e), (10b), (10c), (10e), (10f). (12c)
Remark 1: It is worth noting that both of the two terms in
the left hand of constraint (12b) as well as the term in the left
hand of constraint (10c) have a similar form, which can be
expressed by z(α,β) = α log2(1 +
∑
j
βjγj
α ). It is difficult to
analyze the concavity of this form based on its Hessian Matrix
which is in terms of the variable α and a set of variables
β = {βj ,∀j ∈ N}.
Hence, similar to [40], we also introduce the slack variables
S1 =
N∑
n=1
ECn γn, S2,n =
N∑
j=n
EIj γj , ∀n ∈ {1, . . . , N}, and
S3,n =
N∑
k=n+1
EIkγk, ∀n ∈ {1, . . . , N − 1}, respectively, to
tackle the concerns mentioned above. Following this, problem
(10) can be reformulated as
max
φ, τC ,τI ,
EC ,EI ,
S1,S2 ,S3
φ (13a)
s.t. τCW log2
(
1 +
S1
τC
)
≥ K, (13b)
τ IW log2
(
1 +
S2,n
τ I
)
− τ IW log2
(
1 +
S3,n
τ I
)
≥ φ,
∀n ∈ {1, . . . , N − 1}, (13c)
τ IW log2
(
1 +
S2,N
τ I
)
≥ φ, (13d)
S1 ≤
N∑
n=1
ECn γn, (13e)
S2,n ≤
N∑
j=n
EIj γj , ∀n ∈ N , (13f)
S3,n ≥
N∑
k=n+1
EIkγk, ∀n ∈ {1, . . . , N − 1}, (13g)
(8c), (8e), (10b), (10f). (13h)
Proposition 1: Without loss of optimality to problem (13),
the constraints of (13e), (13f) and (13g) will be met with
equality.
Proof. Please see Appendix A.
With the proof of Proposition 1, the relaxations introduced
by these slack variables are tight.
Proposition 2: The constraints (13b) and (13c) are jointly
concave in variables τC and S1, as well as τ I and S2,n, re-
spectively, and the constraint (13c) is in the form of difference
of two concave functions (D.C.) in variables τ I , S2 and S3 .
Proof. Please see Appendix B.
With the proof of Proposition 2, we know that all indepen-
dent terms in the reformulated problem (13) are either concave
or linear.
However, we should mention that although the introduction
of the slack variables above make the independent terms of
the constraint function concave, the resulting set of constraints
(13c) is still non-convex owing to the D.C. form. A widely
used method to handle this kind of problem is the SCA method
[39], [41]. The key idea of the SCA method is to iteratively
approximate the original non-convex/non-concave problem as
multiple subproblems of locally optimal, which are a series of
convex/concave versions of the original problem [39]. In this
case, we first express the individual data offloading throughput
function in constraint (13c) in the D.C. form as
gn(τ
I , S2,n, S3,n) = g1,n(τ
I , S2,n)− g2,n(τ I , S3,n), (14)
where g1,n(τ I , S2,n) and g2,n(τ I , S3,n) are two concave func-
tions defined as follows:
g1,n(τ
I , S2,n) = τ
IW log2
(
1 +
S2,n
τ I
)
, (15)
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g2,n(τ
I , S3,n) = τ
IW log2
(
1 +
S3,n
τ I
)
, (16)
for any MD n ∈ {1, . . . , N − 1}.
Then, define Am = {Amn ,∀n ∈ {1, . . . , N − 1}}, wherein
Amn = (τ I [m], S3,n[m]), as the given local point set in the
m-th iteration. It will be recalled that any concave function
is globally upper-bounded by its first-order Taylor expansion
at any given point. For a function q(a, b) which is jointly
concave with respect to variables a and b, by applying first-
order Taylor expansion at the given local point (a0, b0), we get
q(a, b) ≤ q(a0, b0) +∇qa(a, b)(a − a0) +∇qb(a, b)(b − b0),
where ∇qa(a, b) and ∇qb(a, b) indicate the gradient of func-
tion q(a, b) about variables a and b, respectively. With this
equation, we obtain the inequality in terms of the concave
function g2,n(τ I , S3,n) at the given local point Amn as follows:
g2,n(τ
I , S3,n)
≤ Bn(τ I [m], S3,n[m]) +Dn
(
τ I [m], S3,n[m]
)(
τ I − τ I [m]
)
+Qn
(
τ I [m], S3,n[m]
)(
S3,n − S3,n[m]
)
= gˆ2,n
(
τ I , S3,n
)
.
(17)
In (17), Bn
(
τ I [m], S3,n[m]
)
represents the value of function
g2,n at the given point Amn , which is defined by
Bn
(
τ I [m], S3,n[m]
)
= τ I [m]W log2
(
1 +
S3,n [m]
τ I [m]
)
, (18)
Dn
(
τ I [m], S3,n[m]
)
represents the gradient of g2,n related to
variable τ I at the given point Amn , which is denoted by
Dn
(
τ I [m], S3,n[m]
)
=
W
ln 2
ln(1 + S3,n [m]
τ I [m]
)
−
S3,n[m]
τI [m]
1 +
S3,n[m]
τI [m]
 , (19)
and Qn
(
τ I [m], S3,n[m]
)
represents the gradient of g2,n re-
lated to variable S3,n at the given point Amn , which is
expressed by
Qn
(
τ I [m], S3,n[m]
)
=
W
ln 2 ·
(
1 +
S3,n[m]
τI [m]
) . (20)
Accordingly, we can obtain the upper bound of g2,n(τ I , S3,n),
which is denoted as gˆ2,n
(
τ I , S3,n
)
. From (14) to (20), we
know that
gn(τ
I , S2,n, S3,n) ≥ g1,n(τ I , S2,n)− gˆ2,n(τ I , S3,n),
∀n ∈ {1, . . . , N − 1}, (21)
the right hand of which is a concave function in terms
of variables τ I and S3,n, owing to the concave property
of g1,n and the linear property of the remaining terms.
Note that with (21), the individual offloading data through-
put function in constraint (13c) can be lower bounded by
g1,n(τ
I , S2,n)− gˆ2,n(τ I , S3,n). Therefore, with any given lo-
cal point set Am and the approximation by the lower bounds
in (21), problem (13) can be recast as follows:
max
φ, τC ,τI ,
EC ,EI ,
S1,S2 ,S3
φ (22a)
s.t. g1,n(τ
I , S2,n)− gˆ2,n(τ I , S3,n) ≥ φ, ∀n ∈ {1, . . . , N − 1},
(22b)
(8c), (8e), (10b), (10f), (13b), (13d), (13e), (13f), (13g).
(22c)
Owing to the concave property of constraints (13b), (13d),
and (22b) and the linear property of the objective function
and constraints (8c), (8e), (10b), (10f), (13e), (13f) and (13g),
problem (22) is verified to be a standard concave optimization
problem. By iteratively using linear functions to approximate
g2,n around a series of given points, the resulting sets that sat-
isfy the constraint (22b) in a series of approximated problems
are strict subsets of the set that satisfies non-concave constraint
(13c) in problem (13). This fact implies that the solution of
each approximated problem (22) is locally optimal for the
problem (13). Furthermore, we will prove the convergence
of the proposed approximation by the SCA method, which
is provided in the following proposition.
Proposition 3: By applying the SCA method to solve (13),
the objective function value of the original problem is non-
decreasing with iteration number m, i.e., φ[m] ≥ φ[m − 1],
and the resulting approximation is guaranteed to converge.
Proof. Please see Appendix C.
Note that although in Proposition 3 we prove the local
optimality of the objective function with the help of the SCA
method, the global optimality cannot be guaranteed due to
the non-concavity of the original problem in (12).
Since problem (22) is a standard convex optimization prob-
lem, we can find out its optimal solution by using CVX
solver. Note that in the left hands of constraints (13b), (22b),
and (13d), there exsist concave perspective function forms,
i.e., f = τCW log2
(
1 + S1
τC
)
, g1,n = τ IW log2
(
1 +
S2,n
τI
)
for n ∈ {1, . . . , N − 1}, and gN = τ IW log2
(
1 +
S2,N
τI
)
.
However, there is no direct function can be used for perspec-
tive function in CVX tool box. By using convex function tool
rel entr(x, y) = x. ∗ ln(x/y), we can respectively construct
them as follows:
f = − W
ln 2
∗ rel entr
(
τC , τC + S1
)
, (23)
g1,n = − W
ln 2
∗ rel entr
(
τ I , τ I + S2,n
)
,
∀n ∈ {1, . . . , N − 1},
(24)
and
gN = − W
ln 2
∗ rel entr
(
τ I , τ I + S2,N
)
. (25)
Therefore, with these expressions, the optimal solution of
problem (22) can be directly solved by CVX.
The SCA iteration process is presented in Algorithm 1,
where the non-concave function of constraint (13c) is ap-
proximated by a series of concave functions around the given
local point set, which is the partial optimal values obtained
by solving problem (22). The total complexity of Algorithm
1 is at most O(NmN3), where Nm is the maximal number of
iterations for the SCA method, and O(N3) is the complexity
for solving problem (22) [45]. Therefore, Algorithm 1 is of
polynomial complexity.
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Algorithm 1 The SCA method for solving problem (13).
1: Initialize ε, A0 , Nm and set m = 0.
2: repeat
3: Calculate B , D and Q around the given local point set
Am , according to (18)–(20).
4: Obtain Λ = {φ∗, τC∗, τ I∗,EC ∗,EI ∗, S1∗,S2∗,S3∗} by
solving convex problem (22).
5: Record current Λ as Λ† =
{φ†, τC†, τ I†,EC †,EI †, S1†,S2†,S3†}.
6: Save φ[m] = φ†, update Am+1 by τ I [m + 1] = τ I†
and S3 [m+ 1] = S3†, and m = m+ 1.
7: until φ[m]− φ[m− 1] ≤ ε, or m > Nm.
TABLE I
SIMULATION PARAMETERS
Parameter Definition Value
W Bandwidth 1 MHz
N0 Noise power spectral density -174 dBm/Hz
α Pathloss factor 3 [46]
Tmax Tolerable offloading latency 1 s [47]
K Common data amount requirement 1 Mbits to 12 Mbits
d The distribution range of MDs 200 m
En,max Available energy of MDs 0.1 J to 0.3 J
Nm Maximal outer iteration indicator 50
ε Convergence accuracy indicator 10−4
IV. SIMULATION RESULTS AND DISCUSSIONS
In this section,we present simulation results to evaluate the
performances of the following schemes:
1) S-NOMA: This scheme select a single MD to offload the
entirety of the common data [21], and all MDs offload
their individual data using NOMA.
2) S-OMA: This scheme select a single MD to offload the
entirety of the common data [21], and all MDs offload
their individual data using OMA.
3) Benchmark: In this scheme, using NOMA, all MDs of-
fload the common data altogether, and then they offload
their individual data.
4) Proposed: In this scheme, using NOMA, all MDs coop-
eratively offload the common data, and then they offload
their individual data.
In the simulations, we assume that in the MEC-assisted
offloading system, there is an MS and multiple MDs. The
MDs are randomly distributed around the MS within certain
range. The wireless channel gains is set as |h|2 = |g|2L(d),
where L(d) = d−α is large-scale channel pathloss coefficient,
d is the geographical distance between the MD and MS, α is
the pathloss exponent, and g is small-scale fading coefficient
following Rayleigh distribution with mean 0 and variance
1. The main simulation parameters are summarized in Table
I. The Monte Carlo simulation is used for evaluating the
performance of the proposed scheme. The simulation results
are averaged over a large number of independent runs.
In Fig. 2, we can see the performance gap between the
proposed scheme and the optimal value as well as the conver-
gence performance of the proposed scheme. In order to attain
optimal values, we perform the exhaustive search. As shown in
0 10 20 30 40 50
Iteration number, m
1
1.2
1.4
1.6
1.8
2
2.2
M
in
im
al
 in
di
vid
ua
l t
hr
ou
gh
pu
t (b
its
)
106
Proposed (K=6 Mbits)
Proposed (K=10 Mbits)
Exhuastive Search (K=6 Mbits)
Exhuastive Search (K=10 Mbits)
Fig. 2. Convergence results and performance gap between the proposed
method and optimal values (En,max = 0.2 J for all n, N = 2).
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Fig. 3. The minimal throughput of the individual data offloading relative to
the required bits K of the common data (En,max = 0.2 J for all n, N = 4).
the figure, the performance of proposed scheme converges to a
stationary point with a small optimality gap in a few iterations,
which verifies that the proposed scheme can achieve a near-
optimal performance.
Fig. 3 shows the performance of the minimal individual
offloading throughput of different schemes (the proposed, S-
NOMA, S-OMA, and Benchmark) relative to the required bits
K of the common data. For each curve, as K increases, the
objective performance degrades, because in order to satisfy
the requirement of the increased common data amount, both
the time and energy consumption in the first stage will
be increased, which will directly result in fewer resources
available in the second stage. Nevertheless, the advantages of
the proposed scheme over the other three schemes (S-NOMA,
S-OMA, and Benchmark) are significant, especially when K
is large. Although we see that the performance of S-NOMA
gets close to our proposed scheme when K is small, as K
increases, the performance gap beween the proposed scheme
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Fig. 4. The minimal throughput of the individual data offloading stage
relative to the number of mobile devices N (En,max = 0.2 J for all n,
K = 6Mbits).
and the two schemes (S-NOMA and S-OMA) is becoming
apparent. This is because both S-NOMA and S-OMA employ
a single device to offload the entirety of the common data,
and this consumes most of the time of system and the energy
of the selected device, which results in the relatively poor
performance due to the less remaining time and energy. The
performance of the Benchmark scheme is always the worst
and with the increase of N , it declines the fastest compared
with the other three schemes. This is because each MD does
not distinguish between common data and individual data, and
the redundant offloading of the common data by all MDs leads
to fewer resources available for offloading the individual data.
Furthermore, when K is greater than 5 Mbits, the common
data offloading cannot even be maintained, so the performance
is always 0. By contrast, our proposed scheme benefits from
the advantage of the multi-device cooperation. Since all MDs
participate in offloading the common data cooperatively and
flexibly according to its conditions, the proposed scheme can
not only avoid redundant offloading for the common data,
but also reduce the burden of single device offloading, and
accordingly save more resources for the second stage to
improve the objective performance.
Fig. 4 depicts the performance of the minimal individual
offloading throughput of the three schemes (Proposed, S-
NOMA, S-OMA)3 relative to the number of MDs. Overall,
for all schemes, the objective performance decreases as N
increases. This is because it is harder for the system to support
an increasing number of MDs. Nevertheless, benefiting from
multi-device collaboration, the proposed scheme is always
better than the other two schemes, since in the proposed
scheme the scheduling is more flexible in terms of system time
allocation and power control of all MDs for the two stages.
Fig. 5 compares the fairness of the three schemes in the
first stage with different numbers of MDs, which reflects the
fairness experience among MDs in offloading the common
3The Benchmark scheme is not presented since its performance is always
zero under the parameter settings in Fig. 4.
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Fig. 6. The offloaded data ratio of the 3rd MD in common data offloading
stage relative to E3,max (En,max = 0.2 J for n ∈ {1, 2, 4}, K = 6Mbits).
data. The fairness is measured by Jain’s equation, defined by
J =
(
N∑
n=1
xn
)2
N ·
N∑
i=1
xn2
, where 0 ≤ J ≤ 1. It is apparent that, from
Fig. 5, the fairness of the proposed scheme always outperforms
the other two schemes. This is because compared with the
schemes which employ a single device to offload the entirety
of the common data while all MDs share the results, in the
proposed scheme, all MDs can participate in offloading the
common data, which can improve the fairness among MDs.
In Fig. 6, we take the 3-rd MD with the setting of available
energy E3,max ranges from 0.1 J to 0.3 J as an example
to illustrate the effect of the different settings of available
energy for a single MD on its contribution to the common data
offloading. As we can see in Fig. 6, as E3,max increases, the
volume it offloads in the first stage increases. This indicates
that the proposed scheme can feasibly schedule the energy
partition according to the energy conditions of MDs. When
the MD has less energy, it will contribute less to offloading
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Fig. 7. Average energy and time ratio of two stages relative to the required
bits K of the common data (En,max = 0.2 J for all n, N = 4).
the common data to ensure the performance of the individual
data offloading. When the MD has more energy, it will make
a greater contribution to offload the common data. Such a
flexible scheduling takes the channel quality and available
energy of the MDs into account, and can make reasonable
decisions on time allocation and energy partition for the two
stages.
Fig. 7 (a) and (b) demonstrate the average energy ratio E
C
n
EIn
and time ratio τ
C
τI
of two stages relative to the required bits K
of the common data. It is clear that, as K increases, the average
energy ratio and time ratio of the two stages also increase. This
is because the higher the common data throughput demand,
the more time and energy will be consumed in the first stage.
V. CONCLUSION
In this paper, we studied an application-driven computation
offloading scheme in a NOMA-enabled MEC network. The
scheme was designed to work in two stages for offloading
common data and individual data, where multi-device collab-
oration was utilized to offload the common data. Specifically,
the time allocation and power control were jointly optimized to
maximize the minimal individual offloading throughput. Uti-
lizing the SCA method, the problem can be solved iteratively.
Numerical results verified the advantages of the proposed
scheme in achieving better individual offloading performance
and improving the fairness experience for the common data
offloading.
Although the offloading scheme in the NOMA-enabled
MEC network was deeply investigated, the offloading problem
of application-driven multi-server multi-carrier scenarios with
jointly optimized user scheduling, sub-carrier allocation, and
power control can be pursued in future work. Since traditional
optimization may not be able to efficiently cope with the
dynamic network environment, offloading schemes should be
carried out in systems with the learning capabilities. This will
be studied in our future work.
APPENDIX A
PROOF OF PROPOSITION 1
1) Assume that when all constraints in (13f) are met with
equalities, i.e., S∗2,n =
N∑
j=n
EIj γj ,∀n ∈ N , the corresponding
objective value of problem (13) is φ∗(2). If ∃n ∈ N , S2,n <
N∑
j=n
EIj γj = S
∗
2,n, and the corresponding objective value is
φ(2), it can be deduced that φ(2) < φ∗(2) since the left hand
of the constraint (13c) is monotonously increasing with S2,n.
Therefore, without loss of optimality, all constraints in (13f)
will be met with equalities.
2) Similar to the proof in 1), we can obtain the same
conclusion about (13g).
3) As for the constraint (13e), the anaysis processing is
somewhat more complicated. Also assume when constraint
in (13e) is met with equality, i.e., S∗1 =
N∑
n=1
ECn γn, the
corresponding objective value of problem (13) is φ∗(1). If when
S1 <
N∑
n=1
ECn γn = S
∗
1 , the corresponding objective value of
problem (13) is φ(1), then, whether the claim about constraint
(13e) holds in Proposition 1 will depend on the relationship
between φ∗(1) and φ(1).
In this case, we will provide the details of the proof in
the following. Based on the results of the optimization when
S1 <
N∑
n=1
ECn γn and objective value is φ(1), if we increase S1
to S∗1 , the gap of constraint (13b) will also increase, meaning
that the total throughput achieved in the first stage will be
greater than the required bits K. The left hand of the constraint
(13b) can be defined by
f(τC) = τCW log2
(
1 +
S1
τC
)
. (26)
The first-order derivative of (26) is calculated as
f ′
(
τC
)
=
W
ln 2
(
ln
(
1 +
S1
τC
)
−
S1
τC
1 + S1
τC
)
. (27)
It is difficult to observe the monotonicity according to f ′
(
τC
)
.
Therefore, we further calculate the second-order derivative of
f(τC):
f ′′
(
τC
)
=
−W(S1)2
(τC)3
ln 2 · (1 + S1
τC
)2 . (28)
It is clear that f ′′
(
τC
)
< 0, which indicates f ′
(
τC
)
is
monotonously decreasing. When τC → ∞ 4, ln (1 + S1
τC
) ∼
S1
τC
holds on the basis of the principle of the equivalent
infinitesimal. Consequently, f ′
(
τC →∞)= ( S1τC )2
1+
S1
τC
∣∣∣∣∣
τC→∞
is
4Actually, the maximal value of τC is Tmax and we just use τC → ∞
to verify the value range of f ′(τC).
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approaching 0+. Combining the property of monotonous
decreasing of f ′
(
τC
)
, we obtain f ′
(
τC
)
> 0, wherein
τC ∈ (0, Tmax]. Thus, we can determine that f(τC) is
a monotonously increasing function, meaning that we can
decrease τC to make (13b) an equality.
Next, we check the monotonicity of the left hand of
(13c) and (13d). According to the discussion of f(τC), we
learn that the left hand of (13d), which can be expressed
by o(τ I) = τ IW log2
(
1 +
S2,N
τI
)
, is also a monotonuously
increasing function of τ I . As for the left hand of (13c), it can
be written as
g(τ I) =τ IW log2
(
1 +
S2,n
τ I
)
− τ IW log2
(
1 +
S3,n
τ I
)
=
τ IW
ln 2
ln
(
τ I + S2,n
τ I + S3,n
)
.
(29)
We calculate the first-order derivative of g(τ I) as follows:
g′(τ I) =
W
ln 2
(
ln
(
τ I + S2,n
τ I + S3,n
)
+
τ I(S3,n − S2,n)
(τ I + S2,n)(τ I + S3,n)
)
.
(30)
Note that from the above proofs 1) and 2) for Proposition 1,
S2,n =
N∑
j=n
EIj γj and S3,n =
N∑
k=n+1
EIkγk hold when problem
(13) achieves its optimality. Hence, we can obtain S2,n ≥
S3,n,∀n ∈ {1, . . . , N − 1}. Observing g′(τ I), we cannot see
the monotonicity directly. Therefore, we calculate the second-
order derivative, which is given by
g′′(τ I) =
W (S3,n − S2,n)(S2,nτ I + S3,nτ I + 2S2,nS3,n)
ln 2 · (τ I + S2,n)2(τ I + S3,n)2
. (31)
It is clear that g′′(τ I) ≤ 0, which means that g′(τ I) is
also monotonously decreasing. Namely, we can obtain g′(τ I)
satisfies that
g′(τ I ∈ (0, Tmax]) ≥ g′(τ I →∞). (32)
When τ I →∞, (30) can be expressed by
lim
τI→∞
g′(τ I)
=
W
ln 2
(
ln
(
τ I + S2,n
τ I + S3,n
)
+
τ I(S3,n − S2,n)
(τ I + S2,n)(τ I + S3,n)
) ∣∣∣∣∣
τI→∞
=
W
ln 2
(
ln
(
1 +
S2,n − S3,n
τ I + S3,n
)
+
τ I(S3,n − S2,n)
(τ I + S2,n)(τ I + S3,n)
) ∣∣∣∣∣
τI→∞
=
W
ln 2
(
S2,n − S3,n
τ I + S3,n
+
τ I(S3,n − S2,n)
(τ I + S2,n)(τ I + S3,n)
) ∣∣∣∣∣
τI→∞
=
W
ln 2
(
S2,n(S2,n − S3,n)
(τ I + S2,n)(τ I + S3,n)
) ∣∣∣∣∣
τI→∞
=0+.
(33)
wherein ln
(
1 +
S2,n−S3,n
τI+S3,n
)
∼ S2,n−S3,n
τI+S3,n
holds when τ I →
∞ based on the principle of the equivalent infinitesimal.
From (32), we know that g′(τ I) ≥ 0. Accordingly, g(τ I)
is also monotonously increasing. The monotonicity of o(τ I)
and g(τ I) indicates that when we decrease τC to make
constraint (13b) an equality, we can increase τ I within the time
constraint (8b) to increase o(τ I) in constraint (13d) and g(τ I)
in constraint (13c), accordingly improving the objective value.
That is to say, φ∗(1) > φ(1) holds. Thus, we can conclude that
without loss of optimality to problem (13), constraint (13e)
will be met with equality.
APPENDIX B
PROOF OF PROPOSITION 2
The left hand of (13b) is given by
f(τC , S1) = τ
CW log2
(
1 +
S1
τC
)
, (34)
and the left hand of (13c) is given by
g(τ I , S2,n, S3,n) =τ
IW log2
(
1 +
S2,n
τ I
)
− τ IW log2
(
1 +
S3,n
τ I
)
=g1(τ
I , S2,n)− g2(τ I , S3,n).
(35)
Observing (34) and (35), we see that the functions of
f(τC , S1), g1(τ I , S2,n) and g2(τ I , S3,n) have a similar form,
which can be expressed as follows:
q (a, b) = a log2
(
1 +
b
a
)
. (36)
The second-order Hessian Matrix of (36) in variables a and b
is calculated as follows:
H= 1
ln 2 · a(1 + b
a
)
2
(
− b2
a2
b
a
b
a
−1
)
. (37)
Note that H is a symmetric matrix. Furthermore, if ∀t ∈ Rn,
matrix H satisfies the formula t∗Ht ≤ 0, we can conclude
that H is a negative semi-definite matrix. As a consequence,
q (a, b) is jointly concave in variables a and b.
According to the concavity of q (a, b), we know that
f(τC , S1), g1(τ I , S2,n) and g2(τ I , S3,n) are concave func-
tions in their correlated variables, thereby illustrating the
concavity of the left hand of constraint (13b) as well as the
D.C. form of constraint (13c).
APPENDIX C
PROOF OF PROPOSITION 3
In order to prove that the desired objective values in a
sequence of approximated problems are non-decreasing, we
need to verify that the solution of problem (22) in the (m−1)-
th iteration is always feasible in the m-th iteration.
In the m-th iteration, the optimal solution of problem (13) is
assumed to be Λ = {φ∗, τC∗, τ I∗,EC ∗,EI ∗, S1∗,S2∗,S3∗}.
Here, the corresponding expression satisfied by the optimal
solution in the approximated constraint (22b) is given by
τ I∗W log2
(
1 +
S∗2,n
τ I∗
)
−Bn
(
τ I [m− 1], S3,n[m− 1]
)
−Dn
(
τ I [m− 1], S3,n[m− 1]
)(
S∗3,n − S3,n[m− 1]
)
−Qn
(
τ I [m− 1], S3,n[m− 1]
)(
τ I∗ − τ I [m− 1]
)
≥ φ∗, ∀n.
(38)
Then, in the m-th iteration, we use the optimal solution
obtained in the (m − 1)-th iteration to update the local
point, i.e., τ I [m] = τ I∗, and S3,n[m] = S∗3,n. Substituting
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 12
the optimal solution Λ in constraint (13b) with the updated
parameter, we get the following result:
τ I∗W log2
(
1 +
S∗2,n
τ I∗
)
−Bn
(
τ I∗, S∗3,n
)
−Dn
(
τ I∗, S∗3,n
)(
S∗3,n − S∗3,n
)
−Qn
(
τ I∗, S∗3,n
)(
τ I∗ − τ I∗
)
(39a)
= τ I∗W log2
(
1 +
S∗2,n
τ I∗
)
− τ I∗W log2
(
1 +
S∗3,n
τ I∗
)
(39b)
≥ τ I∗W log2
(
1 +
S∗2,n
τ I∗
)
−Bn
(
τ I [m− 1], S3,n[m− 1]
)
−Dn
(
τ I [m− 1], S3,n[m− 1]
)(
S∗3,n − S3,n[m− 1]
)
−Qn
(
τ I [m− 1], S3,n[m− 1]
)(
τ I∗ − τ I [m− 1]
)
(39c)
≥ φ∗, ∀n. (39d)
Since the last two terms in (39a) are 0, we obtain the
expression (39b). Furthermore, due to its concavity, the sec-
ond term of (39b) is upper-bounded by its first-order Taylor
approximation in the (m− 1)-th iteration, i.e.,
Bn
(
τ I∗, S∗3,n
)
= τ I∗W log2
(
1 +
S∗3,n
τ I∗
)
≤Bn
(
τ I [m− 1], S3,n[m− 1]
)
+Dn
(
τ I [m− 1], S3,n[m− 1]
)(
S∗3,n − S3,n[m− 1]
)
+Qn
(
τ I [m− 1], S3,n[m− 1]
)(
τ I∗ − τ I [m− 1]
)
.
(40)
From (40), it can be deduced that (39c) holds. Comparing
with (38), we get the resulting expression in (39d). Hence, the
solution Λ = {φ∗, τC∗, τ I∗,EC ∗,EI ∗, S1∗,S2∗,S3∗} in the
(m−1)-th iteration is always a feasible point for problem (13)
in the m-th iteration.
Since problem (22) is a concave problem, the objective
value in the m-th iteration is either unchanged or improved
compared with the value in the (m − 1)-th iteration. With
the application of the SCA method, the improved solution is
always applied as the local point in the next iteration to further
improve the resulting solution, yielding the convergence to a
stationary point, i.e., the local maximum is obtained.
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