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BAB III 
METODOLOGI PENELITIAN 
 
3.1 Lokasi dan Waktu Penelitian 
Penelitian ini dilakukan di PT. Lutvindo Wijaya Perkasa Kota 
Pekanbaru yang berlokasi di dijalan S.M. Amin Arengka II Kota Pekanbaru. 
Penelitian dilaksanakan pada bulan Juli 2018. 
 
3. 2 Jenis dan Sumber Data 
1. Jenis data 
Dalam penelitian ini penulis ada 2 jenis data yang digunakan dalam 
penelitian ini menurut Sugiyono (2009:80) adalah :  
a. Data Kualitatif 
Yaitu data yang bukan diperoleh dalam bentuk angka-angka yang 
tidak dapat dihitung, diperoleh dalam bentuk informasi lisan dan diperoleh 
dari hasil wawancara dengan pimpinan perusahaan dan karyawan dalam 
perusahaan serta informasi yang diperoleh dari pihak lain yang berkaitan 
dengan masalah yang diteliti.  
b. Data Kuantitatif 
Yaitu data yang diperoleh dalam bentuk angka-angka atau yang dapat 
dihitung, yang diperoleh dalam bentuk kuisioner yang dibagikan dan 
berhubungan dengan masalah yang diteliti. Dari angka yang diperoleh akan 
dianalisis lebih lanjut dalam analisis data.  
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2. Sumber Data  
Dalam melaksanakan penelitian ini sumber data yang digunakan terdiri 
dari 2 macam, menurut Sugiyono (2009:102) terdiri dari:  
a. Data Primer 
Data primer adalah data yang diperoleh secara langsung dari 
responden yang terdiri atas identitas responden dan juga hasil tanggapan 
responden berhubungan dengan objek penelitian dan membutuhkan 
pengolahan lebih lanjut. 
b. Data Sekunder 
Data Sekunder adalah data yang diperoleh dari dokumentasi atau 
keterangan sumber-sumber lainnya yang dapat menunjang objek dan 
informasi yang diperoleh dalam bentuk yang sudah siap disusun dan 
diolah, dapat berbentuk tabel atau laporan lainnya. Data ini berasal dari 
perusahaan, buku, jurnal, artikel dari internet dan sumber lainnya.  
 
3.3 Populasi dan Sampel 
1. Populasi 
Populasi adalah wilayah generalisasi yang terdiri dari objek/subjek yang 
mempunyai kualitas dan karakteristik tertentu yang ditetapkan oleh peneliti untuk 
dipelajari dan kemudian ditarik kesimpulannya. Pengertian sampling jenuh 
(sensus) adalah teknik penentuan sampel bila semua anggota populasi digunakan 
sebagai sampel. Sebagai opulasi dalam penelitian ini adalah seluruh karyawan di 
PT. Lutvindo Wijaya Perkasa Kota Pekanbaru yang berjumlah 154.  
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2. Sampel  
Sampel adalah bagian dari jumlah dan karakteristik yang dimiliki oleh 
populasi tersebut. Objek penelitian ini adalah karyawan pada PT. Lutvindo 
Wijaya Perkasa Kota Pekanbaru. Riduwan (2005:89) menyebutkan teknik 
pengambilan sampel menggunakan rumus dari Slovin. 
n = N 
 
1 + Ne
2
 
Keterangan:  
 n = Jumlah sampel 
 N = Jumlah populasi 
 Ne
2 
= Presisi yang ditetapkan  
n = 
154 
 1 + ( 154 )( 0,1 ) b
2
 
         
 
154 
 
 
1 + ( 154 )( 0,01 ) 
 
         
 
154 
     
 
1 + 1,54 
     
         
 
154 
       
 
2,56 
       
         n = 61 
       
Jadi, jumlah sampel dalam penelitian ini sebanyak 61 responden dan 
pengambilan sampel dilakukan dengan metode random sampling yaitu mengambil 
sampel secara acak yang dianggap bisa mewakili seluruh karyawan.  
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3.4 Teknik Pengumpulan Data 
Teknik pengumpulan data langkah yang paling strategis dalam penelitian, 
karena tujuan utama dari penelitian adalah mendapatkan data. Sebelum 
melakukan pengumpulan data, diperlukan alat ukur pengumpulan data agar 
dapat memperkuat hasil penelitian. Alat ukur pengumpulan data yang peneliti 
gunakan adalah :  
1. Kuisioner 
Yaitu merupakan suatu pengumpulan data yang memberikan daftar 
pertanyaan kepada responden dengan harapan mendapatkan respon atas 
dasar pertanyaan tersebut, kuisioner dilakukan oleh karyawan dengan 
menggunakan skala Likert. 
2. Observasi 
Yaitu cara pengumpulan data yang penulis lakukan dengan 
melakukan kunjungan langsung kepada perusahaan yang diteliti, dimana 
penulis melakukan peninjauan langsung terhadap PT. Lutvindo Wijaya 
Perkasa Kota Pekanbaru 
 
3.5 Metode Analisis Data 
Metode analisis data yang digunakan dalam penelitian ini adalah dengan 
menggunakan metode analisis statistik deskriptif, uji kualitas data, uji asumsi 
klasik, dan uji hipotesis penelitian. 
1. Analisis Deskriptif 
Menurut Lupiyoadi dan Ridho (2013:84) statistik deskriptif merupakan 
bagian dari statistika yang mempelajari alat, teknik ataupun prosedur yang 
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ditujukan untuk mendapatkan gambaran atau mendeskripsikan sekumpulan 
data dari hasil pengamatan. Fungsi analisis deskriptif adalah memberikan 
gambaran umum untuk melihat karakteristik data yang kita peroleh. Gambaran 
umum ini bisa menjadi acuan untuk melihat karakteristik data yang diperoleh. 
2. Uji Kualitas Data 
a. Uji Validitas 
Menurut Sugiono (2009:42) pengujian validitas dilakukan untuk 
menguji apakah jawaban dari kuesioner dari responden benar-benar cocok 
untuk digunakan dalam penelitian ini atau tidak. Adapun kriteria pengambilan 
keputusan uji validitas untuk setiap pertanyaan adalah nilai Correlation atau 
nilai rhitung harus berada di atas 0.3. Hal ini dikarenakan jika rhitung lebih kecil 
dari 0.3 berarti item tersebut memiliki hubungan yang lebih rendah dengan 
item-item pertanyaan lainnya dari pada variabel yang diteliti, sehingga item 
tersebut dinyatakan tidak valid. 
b. Uji Reliabilitas 
Menurut Ghozali (2006:41) data yang diperoleh harus menunjukkan 
hasil yang stabil dan konsisten bila dilakukan pengukuran kembali terhadap 
objek yang sama. Untuk mengetahui konsistensi dari data dilakukan dengan 
uji reliabilitas konsistensi internal. Pengujian dilakukan dengan cara 
mencobakan instrument sekali saja, kemudian data yang diperoleh dianalisis 
dengan teknik tertentu, dalam hal ini teknik yang digunakan adalah teknik 
Alpa Cronbach. Suatu variabel dikatakan reliabel jika memberikan mial 
Cronhach Alpa > 0,60. 
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3. Pengujian Asumsi Klasik 
Pengujian asumsi klasik perlu dilakukan untuk memastikan bahwa alat 
uji statistik regresi linier berganda dapat digunakan atau tidak. 
a. Uji Normalitas 
Menurut Ghozali (2006:110) Pengujian normalitas bertujuan untuk 
menguji apakah dalam model regresi, variabel dependen dengan variabel 
independen mempunyai distribusi normal atau tidak. Model regresi yang 
baik adalah distribusi data normal atau mendekati normal. Pada prinsipnya 
normalitas dapat dideteksi dengan melihat penyebaran sata (titik) pada 
sumbu diagonl dari grafik atau dengan melihat histogram dari residualnya.  
1) Jika data menyebar disekitar garis diagonal dan mengikuti garis 
diagonal maka model regresi memenuhi asumsi normalitas. 
2) Jika data menyebar jauh dari regresi atau tidak mengikuti arus garis 
diagonal, maka model regresi tidak memenuhi asumsi normalitas  
b. Uji Multikolineritas 
 Menurut Ghozali, (2006:91) Uji multikolinieritas  adalah suatu 
kondisi dimana terjadi korelasi atau hubungan yang kuat antara variabel 
bebas yang diikutsertakan dalam pembentukan model regresi linear.  Untuk 
mendeteksi ada tidaknya multikoliniearitas dalam model regresi diilakukan 
dengan melihat nilai tolerance dan nilai Variance Inflation Factor (VIF) 
yang dapat dilihat dari output SPSS. Sebagai dasar acuannya dapat 
disimpulkan:  
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1) Jika nilai tolerance > 10 persen dan nilai VIF < 10, dapat disimpulkan 
tidak ada multikolineritas antar variabel bebas dalam model regresi.  
2) Jika nilai tolerance < 10 persen dan nilai VIF > 10, dapat disimpulkan 
bahwa ada multikolinaeritas antar variabel bebas dalam model regresi. 
c. Uji Heteroskedastisitas 
Menurut Ghozali (2006:105)  uji heteroskedastistas bertujuan untuk 
menguji apakah dalam model regresi terjadi ketidaksamaan variance dari 
residual satu pengamatan ke pengamatan yang lain. Jika variancedari 
residual satu pengamatan ke pengamatan lain tetap, maka disebut 
homoskedastisitas dan jika berbeda disebut heterokedastisitas. 
Cara untuk mendeteksi ada atau tidaknya heteroskedastisitas adalah 
dengan melihat grafik plot. Jika ada titik-titik membentuk pola tertentu yang 
teratur seperti bergelombang, melebar, kemudian menyempit maka telah 
terjadi heteroskedastisitas. Jika titik-titik menyebar diatas dan dibawah 
angka 0 pada sumbu Y tanpa membentuk pola tertentu maka tidak terjadi 
heteroskedastisitas. 
d. Uji Autokorelasi 
Menurut Ghozali (2012:96) Uji autokorelasi bertujuan menguji 
apakah dalam model regresi linear ada korelasi kesalahan penganggu apda 
periode-t  dengan kesalahan penganggu pada periode- t-1 (sebelumnya). 
Model regresi yang baik adalah regresi yang bebas dari autokorelasi. 
Pengujian ini dilakukan dengan Durbin-Watson Test (Tabel D-W)dalam 
pengambilan keputusannya adalah: 
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1) Jika d < dl, berarti terdapat autokorelasi positif 
2) Jika d < (4-dl), berarti terdapat autokorelasi negatif. 
3) Jika du <d < (4-dl), berarti tidak terdapat autokeralsi. 
4) Jika dl < du atau (4-du), berarti tidak dapat disimpulkan 
4. Uji Hipotesis Penelitian 
a. Regresi Linear Berganda 
Menurut Lupiyoadi dan Ridho (2013:157) dalam menganalisis data 
yang diperoleh dari kegiatan penelitian ini, penulis menggunakan metode 
regresi linier berganda. Analisis regresi linier berganda digunakan untuk 
mengetahui ada tidaknya pengaruh variabel x terhadap variabel y. Model 
hubungan nilai konsumen dengan variabel-variabel tersebut dapat disusun 
dalam fungsi atau persamaan sebagai berikut: 
 
Y = a +  b1X1+ b2X2  +  e 
Keterangan :  
Y  =  nilai variable dependen ( Kinerja karyawan) 
a  =  nilai garis regresi, yaitu apabila nilai X dengan (bilangan 
konstan) 
X1 =  Nilai Variabel X (kompetensi) 
X2 =  Nilai Variabel X (motivasi) 
e  =  Nilai Residu (Error)  
Oleh karena ada yang didapat dari penelitian bersifat kualitatif, maka 
data yang bersifat kualitatif itu diberi skala sehingga menjadi data-data yang 
bersifat kuantitatif  Kategori yang digunakan berdasarkan skala likert, dimana 
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responder diminta untuk menjawab pertanyaan dengan nilai yang telah 
ditetapkan sebagai berikut: 
a) Jika memilih SS  = Sangat setuju diberi skor 5 
b) Jika memilih S  = setuju diberi skor 4 
c) Jika memilih CS = cukup setuju  diberi skor 3 
d) Jika memilih TS= tidak setuju diberi skor 2 
e) Jika memilih STS = sangat tidak setuju diberi skor 1 
Menurut Riduwan (2010:89) untuk mengetahui kriteria penilaian 
berdasarkan hasil penelitian, dilihat dari kriteria berikut: 
Angka 0%-20% = sangat tidak setuju 
Angka 21%-40% = setuju 
Angka 41%-60% = cukup setuju   
Angka 61%-80% = setuju 
Angka 81%-100% = sangat setuju 
 
b. Uji Parsial (Uji t) 
Uji t bertujuan untuk mengetahui pengaruh antara variabel independen 
dengan variabel dependen secara parsial. Untuk mengetahui apakah terdapat 
pengaruh yang signifikan dari variabel masing-masing independen terhadap 
satu variabel dependen, maka nilai signifikan t dibandingkan dengan derajat 
kepercayaannya.  
Menurut Ghozali (2011:101) apabila sig t lebih besar dari 0,05 maka 
Ho diterima. Demikian pula sebaliknya jika sig t lebih kecil dari 0,05, maka 
Ho ditolak. Bila Ho ditolak ini, berarti ada hubungan yang signifikan antara 
variabel independen terhadap variabel dependen.  
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c. Uji Simultan (Uji F) 
Menurut Ghozali (2011:98) uji F dilakukan dengan tujuan untuk 
menguji keseluruhan variabel independen terhadap satu variabel dependen. 
Secara bebas dengan signifikan sebesar 0,05, dapat disimpulkan. 
1) Jika nilai signifikan < 0,05 maka Ha diterima dan Ho ditolak, ini berarti 
semua variabel independen atau bebas tidak mempunyai pengaruh 
secara bersama-sama terhadap variabel dependen atau terikat.  
2) Jika nilai signifikan > 0,05 maka Ha ditolak dan Ho diterima, ini berarti 
semua variabel independen atau bebas mempunyai pengaruh secara 
bersama-sama terhadap variabel dependen atau terikat.  
d. Koefisien Determinan (Adj R2) 
Menurut Ghozali (2011:97)  Koefisien determinasi bertujuan untuk 
mengukur seberapa jauh kemampuan model dapat menjelaskan variasi 
variabel dependen. Pada pengujian hipotesis pertama koefisien determinasi 
dilihat dari besarnya nilai (Adjusted R2) untuk mengetahui seberapa jauh 
variabel bebas terhadap variabel terikat. Nilai (Adjusted R2) mempunyai 
interval antara 0 dan 1. Jika niali Adjusted R2 bernilai besar (mendeteksi 1) 
berarti variabel bebas dapat memberikan hampir semua informasi yang 
dibutuhkan untuk memprediksi variabel dependen. Sedangkan jika (Adjusted 
R2) bernilai kecil berarti kemampuan variabel bebas dalam menjelaskan 
variabel dependen sangat terbatas.  
 
