Abstract. In order to improve the prediction accuracy of the relevance vector machine model, an improved method for equipment condition prediction is proposed. First of all, an improved kernel function of variance Gauss kernel (VGKF) is constructed to improve the global performance and generalization ability of the kernel function. Then, by using the method of selecting the number of adjacent points in the chaotic sequence local prediction method, the H-Q criterion was used to optimize the embedding dimension of the training space to avoid the blindness of subjective selection. Through the prediction example of terminal guidance radar equipment test parameters, the effectiveness and superiority of the improved RVM were verified.
Introduction
State prediction technology is the key technology of condition-based maintenance strategy. It integrates the current and historical status monitoring data of equipment to determine its status and development trend in the future, so as to provide decision-making information for maintenance support [1] .
In recent years, the research of equipment condition prediction mainly focuses on grey theory, artificial neural network, cloud theory and correlation vector machine [2] [3] [4] [5] , but the equipment history test data usually has the characteristics of small sample, nonlinear and dynamic uncertainty, and the traditional theory and method have some limitations.
Relevance vector machine [6] [7] is a new machine learning algorithm based on sparse Bayes learning theory proposed by TIPPING in 2001. Compared with SVM, its kernel function is not limited by Mercer conditions, so it is more flexible to select; the parameter setting is simple, and the complex additional parameters are avoided; the sparsity of the solution is much higher than that of SVM, and it has better generalization ability. Based on the above analysis, in order to further improve the prediction accuracy of the correlation vector machine model, an improved RVM equipment condition prediction method is proposed. Finally, the prediction performance of the improved RVM is verified by an example of terminal guidance radar equipment.
RVM Prediction Model
a Corresponding author: kvcelu@163.com RVM is a nonlinear sparse Bayesian learning theory. Its good generalization performance and less correlation vector make it a better application in prediction field. The principle of the regression model is as follows:
Let be a training dataset with the sample number of N, R
t R  is output scalar. Assuming that they are all independently distributed, the relationship between the two is represented as follows: ( , )
N  is sample Gaussian noise. An expression similar to SVM, which can be represented by a series of kernel functions:
Among them, 
In order to facilitate the expression and introduce a super parameter, the likelihood function of the entire training sample data set is represented as:
Among them,
. The training of sample data using RVM is to obtain the posterior distribution of the weight parameter vector w . It is assumed that the prior distribution of j  satisfies the Gaussian distribution with a mean value of 0 and a variance of .., expressed as: (3) and formula (4), the mean matrix μ and the covariance matrix å , respectively:
. To obtain the posterior distribution of ω , two impact parameters  and j  must be optimized, the specific method is to maximize the edge likelihood
After obtaining the objective function on both sides of the ( , ) p  t α equal sign, the partial derivative of j  and  is obtained according to the objective function, and the derivative is 0, and the iterative formula of two parameters is obtained:
 is the j element of μ , and jj  is the j diagonal elements of covariance matrix å .
The training of the RVM model is to update the μ and å by iterative computation until the parameter converges until the parameter converges or reaches the maximum number of iterations. In the convergence of the parameter estimation, MP α and MP  are obtained by the maximum likelihood method. Given the new input value, * x , the predicted mean * y and variance 2 *  are:
3 Parameter Optimization of RVM Regression Model
Improvement of Gauss kernel function
Under the prior structure, the RVM algorithm removes the irrelevant sample points by using the auto correlation judgment theory, thus realizing the sparseness of the model [8] . Although compared with SVM, the kernel function of RVM is independent of the restriction of Mercer condition, but the performance of the predefined kernel function will directly affect the accuracy of RVM regression prediction.
The commonly used kernel functions include Gauss kernel function, Laplace kernel function, Cauchy kernel function and so on. Gauss kernel function is the most widely used kernel function, and its standard form is defined as
, among them, the parameter b is the nuclear width, and N is the training sample number. As a kernel function based on the distance equation, the test points of Gauss kernel function tend to become sparse when they are mapped from the source space to the high-dimensional feature space. The above can be changed only when the nuclear function is not only able to maintain a rapid attenuation at the test point, but also to maintain a certain attenuation at infinity. However, the Gauss kernel function only satisfies the former, so it is a typical local kernel function. In recent years, many scholars composed of mixed kernel by constructing Gauss kernel function and global kernel function to improve the performance of kernel function [9] [10] [11] , but in this process, multiple parameter variables are introduced, which greatly increases the computational complexity of RVM. Based on the Gauss kernel function, this paper improves the performance of RVM by constructing an improved variance Gauss kernel function.
It can be observed that in the standard form of Gauss kernel function, the characteristics of all elements of the scale factor uses the same measure. This feature also makes the characteristics of large numerical scale range more dominant, and this limitation seriously affects its performance in practical applications. To overcome this problem, we normalize all the feature elements by zero mean, and mark them as unit standard deviations:
Among them, i  and i  are the mean and standard deviations of the eigenvector, and the formula (12) is substituted into the standard form, and the result is rewritten into the form of the kernel function, so a new kernel function is generated: ( , ) exp , 1, 2, 2 
The kernel function constructed in this way not only meets the two conditions mentioned above, but also avoids the introduction of unknown parameters. Moreover, the normalization process of data is not needed before the input of model data.
Optimization of training sample space dimension
The key to realize the time series prediction of   
, m is used to predict embedding dimension. Therefore, the determination of parameter m is crucial for predicting the accuracy of modeling. In order to overcome the blindness of subjective m selection, the local chaotic time series prediction of the number of neighboring points selection method based on the idea of training sample space [12] , the optimal embedding dimension of RVM were optimized, the method is suitable for small amount of data, has simple calculation and high precision.
According to the idea of small sample training in local method [13] [14] , the predictive value of target points can be inferred by the motion trend of adjacent phase points, that is to approximate the evolution value of current vector ( ) X n and future value ˆn T x  by mapping, the approximate process of this mapping is achieved by relying on the d adjacent point ( ) X n of ( )( 1, 2, , )
In this paper, we consider the use of neighborhood points to train RVM, and propose a method for optimizing the spatial dimension of RVM training samples. ( ) ( 1, 2, , ) i X n i d  is used as input sample, and
is used as output value to train RVM regression prediction, then the weight coefficients and correlation vectors are obtained. In this way, the local linear model is replaced by the RVM regression model, and the good approximation performance of RVM is fully utilized. After training, an optimal function is obtained to fit ( f ） , and the prediction value of the subsequent data can be obtained by calculating ˆn T x  . In the process of determining the number of adjacent points, this paper is based on the HannanQuinn criterion [15] , and the process is as follows:
First, a broad range of d is given to the
, and the HQ criterion values for each d value are calculated sequentially:
Among them, H is the constant representing the weight, 2 H  is generally used, N is the number of samples to be predicted, 2  is the fitting variance, j x is the sample data point, x is the sample mean, and j x is the sample prediction value, When the minimum value of formula (15) is reached, the corresponding opt d value is the optimum number of adjacent points. At the same time, the model achieves the best balance of accuracy and complexity in theory.
In this process, the spatial dimension of training samples is optimized by explicit
overcomes the shortcomings of previous subjective training based on subjective experience and FPE criterion, and has certain reference and practical value.
Forecasting Examples and Analysis
Take the missile in the storage state of the troops as an example, from the beginning of 2009 to the end of 2016, the terminal guidance radar unit test was carried out every quarter, and 32 sets of test data of 2 key parameters were obtained, as shown in Table 1 . Based on this, the validity of the improved RVM model was verified. The previous 25 sets of data were used as training data for RVM, and the latter 7 sets of data were used to test the predictive effect of the model. After the embedding dimension is determined by the H-Q criterion, the RVM is trained by 21 training samples after phase space reconstruction. Using the improved RVM and the standard RVM model (the Gauss kernel width is set to 4), 2 performance parameters are predicted, as shown in Figure 1 and figure 2 . As can be seen from table 2, the improved RVM's prediction MAPE is lower than the standard RVM model, and the number of correlation vectors is also reduced. It shows that it has better prediction performance, which verifies the effectiveness and superiority of the proposed method.
Conclusion
In order to improve the prediction accuracy of equipment status, the RVM model is improved in this paper. By constructing the variance Gauss kernel function, the global performance and generalization ability of the kernel function are improved. Then, the H-Q algorithm is used to optimize the embedding dimension of the training space to avoid the blindness of its subjective selection. The performance prediction example of the terminal guidance radar proves that the improved RVM has higher prediction accuracy, and it is easy to calculate and has a good prospect of engineering application. At present, the prediction accuracy of RVM model is limited by single kernel function, In the future, the RVM based on the combination kernel function will be the focus of the next research.
