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We study synchronization of a room temperature optomechanical system formed by two resonators
coupled via radiation pressure to the same driven optical cavity mode. By using stochastic Langevin
equations and effective slowly-varying amplitude equations, we explore the long-time dynamics of
the system. We see that thermal noise can induce significant non-Gaussian dynamical properties,
including the coexistence of multi-stable synchronized limit cycles and phase diffusion. Synchro-
nization in this optomechanical system is very robust with respect to thermal noise: in fact, even
though each oscillator phase progressively diffuses over the whole limit cycle, their phase difference
is locked, and such a phase correlation remains strong in the presence of thermal noise.
I. INTRODUCTION
Spontaneous synchronization of two oscillators induced
by a weak mutual interaction has been investigated ex-
tensively since its first observation by Huygens in the
late 1600s [1]. In the last decade, research in this field has
been gradually extended into the micro and nano domain,
where quantum effects may manifest themselves. Some
representative theories from classical synchronization,
such as the analysis based on the Kuramoto model [2, 3],
carry over to the mean-field dynamics of quantum sys-
tems [4–7]. On this basis, synchronization phenomena
have been predicted theoretically or observed experimen-
tally in various microscopic systems, such as van der
Pol (VdP) oscillators [6–10], atomic ensembles [11–13],
cavity/circuit electrodynamics systems [14, 15] and op-
tomechanical systems (OMSs) [4, 16–23]. On the other
hand, quantum effects may be responsible for some dif-
ferentiation between classical and quantum synchroniza-
tion. Some approaches have been developed to address
this problem, by introducing fluctuations and the con-
straints imposed by the Heisenberg uncertainty princi-
ple into their quantitative analysis [16, 24, 25]. Subse-
quently, the relation between synchronization and quan-
tum correlations, such as entanglement and discord,
have been explored in Refs. [16, 23, 26–31], and more-
over synchronization-induced quantum phase transitions
have been analyzed recently in quantum many-body sys-
tems [32, 33] and time crystals [34].
OMSs represent a well-developed platform to explore
synchronization, with unique advantages. The radia-
tion pressure interaction between optical and mechani-
cal modes can induce a variety of nonlinear behaviors
by only adjusting the corresponding pump laser [35, 36].
In particular, the mechanical oscillators can be driven
into limit cycles, a prerequisite for exploring synchroniza-
tion [29, 37], when driving with a blue-detuned [16, 35]
or gently modulated [38] pump laser. Moreover in OMSs
one can measure with great sensitivity both position and
momentum of the mechanical oscillator [39–41]. Synchro-
nization in OMSs has been investigated up to now in a
variety of multimode structures [16, 19, 20, 23, 42], and a
common scheme is based on coupling several mechanical
modes to a common optical mode [5, 18, 22, 23, 43]. Very
recently, experiments have successfully coupled two mem-
branes to a Fabry-Pe´rot cavity [44–47] with enhanced
optomechanical coupling due to the collective interac-
tions [48, 49], and this prompts us to investigate fur-
ther the synchronization induced by the indirect cou-
pling mediated by the cavity mode. In fact, a system-
atic study of the effect of noise on synchronization in
OMSs is missing, because most of the studies focused
onto the noiseless case only [4, 5], or limited themselves
to the use of mean-field approximations with linearized
fluctuation terms, where all non-Gaussian properties are
ignored [16, 19, 22–24, 42, 43]. However, recent stud-
ies of VdP oscillators and single-mode OMSs have shown
that in a limit cycle, the oscillator state will deviate from
the Gaussian form because of the inevitable phase diffu-
sion [8, 50–53]. It has been pointed out that for a single
limit cycle, non-Gaussian properties induced by quantum
noise occurs in the “quantum regime” (g/κ ≥ 1, where g
is the optomechanical coupling and κ is the cavity decay
rate) [17, 54, 55], even though recently it has been shown
that in the presence of non-negligible thermal noise, non-
Gaussian effects can occur even in the semi-classical limit
(g/κ  1) [21]. Therefore a full understanding of syn-
chronization in OMSs in the presence of noise is needed.
For this purpose, in this paper, we explore the dynam-
ics of a two-membrane OMS by generalizing the analysis
of Holmes et al. [5] by including noise. We apply stochas-
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2tic Langevin equations to describe the system dynam-
ics and simulate them numerically up to the long-time
regime of ∼ 5 mechanical relaxation times. We repro-
duce the results of Ref. [5] in the noiseless case, which
can be described in terms of an amplitude-dependent
Kuramoto-like model. When thermal noise is considered,
we find that phase diffusion occurs, so that the two os-
cillators’ phase becomes completely undetermined in the
long-time regime, even though phase diffusion is signifi-
cantly slowed down for increasing power of the drive. In
fact, in the strong driving regime, the oscillator state can
remain in a Gaussian state for a very long time. In the
weak drive regime instead, we find that noise may induce
a bistable behavior, in which two different limit cycles for
each oscillator coexist and are both synchronized with a
different relative phase. In such a regime the phase space
probability distribution is bimodal, corresponding to the
statistical mixture of two limit cycles. More generally, we
find that synchronization in this system is always robust
with respect to thermal noise. We also noticed that even
before the transition to synchronization, the two oscilla-
tors show a strong phase correlation (phase locking) with
a residual slow drift in time, which we visualize by plot-
ting the phase space probability distribution of a given
resonator conditioned to a fixed value of the phase of the
other one.
This paper is organized as follows: In Sec. II, we
present the dynamics of the system, including the
stochastic Langevin equations we adopted, and the cor-
responding slowly-varying amplitude equations obtained
after neglecting fast oscillating terms. In. Sec. III, we
analyze such dynamics in terms of effective mechanical
bright and dark mode in our system. In Sec. IV, we in-
troduce the numerical methods and synchronization mea-
sures we used in this paper. In Sec. V we study in detail
the synchronization phase diagram in the noiseless case,
in Sec. VI the noise induced non-Gaussian dynamics, i.e.,
phase diffusion and multistability, and in Sec. VII, the
robustness of synchronization with respect to thermal
noise, and the presence of strong phase correlations be-
tween the two oscillators. Concluding remarks are given
in the last section.
II. SYSTEM DYNAMICS
We consider two mechanical resonators coupled to a
high finesse Fabry-Pe´rot cavity driven by a pump laser
beam, with input power P and frequency ωd, different
from the cavity mode frequency ωc (see Fig. 1). In the
frame rotating at the laser frequency, the system Hamil-
tonian reads (~ = 1)
H =−∆a†a+ iE(a† − a)
+
∑
j=1,2
[
ωjb
†
jbj − gja†a(b†j + bj)
]
, (1)
FIG. 1. (a) Schematic diagram of a two-membrane OMS. (b)
Our model can be also described by a “bright” mode coupled
to the cavity field and a “dark” mode which is decoupled from
the cavity field. Here λ denotes the effective coupling between
the two modes.
where a and bj are the optical and mechanical annihi-
lation operators, ∆ = ωd − ωc, ωj is the resonance fre-
quency of the j-th mechanical resonator, with gj the cor-
responding single-photon optomechanical coupling rate,
and E =
√
2κinP/~ωd, with κin the cavity field decay
rate through the input port. The mechanical resonators
and the cavity mode are coupled to their corresponding
thermal reservoir at temperature T through fluctuation-
dissipation processes, which we include in the Heisenberg
picture by adding dissipative and noise terms, yielding
the following quantum Langevin equations [39, 56]
a˙ =(−κ+ i∆)a+ E
+
∑
j=1,2
igj(bj + b
†
j)a+
√
2κina
in +
√
2κexa
ex, (2a)
b˙j =(−γj − iωj)bj + igja†a+
√
2γjb
in
j , (2b)
where κ = κin + κex is the total cavity amplitude decay
rate, κex is the optical loss rate through all the ports
different from the input one, and γj is the mechanical
amplitude decay rate of oscillator j. ain(t), aex(t) and
binj are the corresponding noise reservoir operators, which
are all uncorrelated from each other and can be assumed
as usual to be Gaussian and white. In fact, they possess
the correlation functions 〈f(t)†f(t′)〉 = n¯fδ(t − t′) and
〈f(t)f(t′)†〉 = (n¯f +1)δ(t− t′) where f(t) is either ain(t),
aex(t) or binj , and n¯f = [exp(~ωf/kbT )−1]−1 is the mean
thermal excitation number for the corresponding mode.
In order to be more general and for a better compar-
ison with previous works, we have assumed up to now
a quantum description. However we shall restrict in
this paper to study synchronization at room tempera-
ture T ' 300 K only, which justifies a classical treatment
of the above Langevin equations and implies a different
treatment of optical and mechanical noise terms. In fact,
at optical frequencies ωf/2pi = ωc/2pi ' 1014 Hz, so
that n¯f ' 0, while at mechanical frequencies ωf/2pi =
ω1/2pi ' ω2/2pi ' 106 Hz implying n¯f ' kbT/~ω1  1.
3As a consequence, we expect that thermal noise will be
dominant for the mechanical modes, but for large enough
driving powers we cannot exclude in general the presence
of non-negligible effects of the fluctuations of the intra-
cavity field, due either to technical laser noise or ulti-
mately to vacuum fluctuations. Therefore we consider
classical complex random noises, βinj (t), j = 1, 2 (re-
placing the mechanical quantum thermal noise binj (t)),
and αopt(t) (replacing the sum of optical vacuum noises√
κin/κa
in(t) +
√
κex/κa
ex(t)), with correlation func-
tions
〈βinj (t)βinj′ (t′)〉 = 〈αopt(t)αopt(t′)〉 = 0, (3a)
〈βin,∗j (t)βinj′ (t′)〉 = (n¯b + 1/2)δjj′δ(t− t′), (3b)
〈αopt,∗(t)αopt(t′)〉 = (1/2)δ(t− t′), (3c)
and we also have 〈βinj′ (t′)βin,∗j (t)〉 = 〈βin,∗j (t)βinj′ (t′)〉
and 〈αopt,∗(t)αopt(t′)〉 = 〈αopt(t′)αopt,∗(t)〉 because the
c-numbers lose the commutation relation [21, 24]. The
quantum Langevin equations of Eqs. (2a)-(2b) are there-
fore well approximated by the set of coupled classical
Langevin equations for the corresponding optical and me-
chanical complex amplitudes α(t) and βj(t) [21, 24, 57],
α˙(t) =(i∆− κ)α(t) + E
+
∑
j=1,2
2igjRe[βj(t)]α(t) +
√
2καopt(t), (4a)
β˙j(t) =(−iωj − γj)βj(t)
+ igj |α(t)|2 +
√
2γjβ
in
j (t). (4b)
In this paper we want to study the effect of noise on
the synchronization of the two mechanical resonators re-
alized by the optomechanical interaction with the same
driven optical cavity mode, by generalizing the analysis
of Ref. [5]. With respect to Ref. [5] we consider only
the case of two different resonators within the cavity,
which is however the experimentally relevant one (see
Refs. [44–47]). In this system, under appropriate param-
eter regimes, the driven cavity mode sets each oscillator
into a self-sustained limit cycle [35], which may eventu-
ally become synchronized to each other. Synchronization
may occur on a long timescale, determined by the inverse
of the typically small parameters ∆ω = ω2 − ω1 (never
larger than 1 kHz), and γj (order of Hz). Therefore it
is physically useful to derive from the full dynamics of
the classical Langevin equations (4a)-(4b), approximate
equations able to correctly describe the slow, long time
dynamics of the two mechanical resonators, leading even-
tually to synchronization.
We adapt here the slowly varying amplitude equations
approach of Ref. [5] to the case with noise studied here.
Discarding here the limiting case of chaotic motion of the
two resonators, which however occurs only at extremely
large driving powers which are not physically meaning-
ful for the Fabry-Perot cavity system considered here, it
is known that each mechanical resonator, after an ini-
tial transient regime, sets itself into a dynamics of the
following form [35]
βj(t) = β0,j +Aj(t)e
−iω¯t, (5)
where β0,j are constant, Aj(t) are slowly-varying complex
amplitudes of the oscillators, and ω¯ = (ω1 + ω2)/2 
∆ω is the average mechanical frequency. Eq. (5) implies
that we will study the long-time dynamics of the two
mechanical resonators in the frame rotating at the fast
reference frequency ω¯. Inserting Eq. (5) into Eq. (4a),
and solving it formally by neglecting the transient term
related to the initial value α(0), we have
α(t) =
∫ t
0
dt′
{
eL(t−t
′)[E +
√
2καopt(t′)]
× exp
[
2igq
∫ t
t′
dt′′|Ab(t′′)| cos(ω¯t′′ − θ)
]}
,
(6)
where L = i[∆ +∑ gj(βi0,j + βi,∗0,j)] − κ, gq = √g21 + g22 ,
and we have defined the “bright” complex amplitude
Ab(t) = |Ab(t)|eiθ = g−1q
∑
gjAj(t).
The amplitude Ab(t) is much slower than the fast os-
cillations at ω¯ and one can treat it as a constant in the
integral over t′′ in Eq. (6). Performing explicitly this
integral one gets
α(t) = eiψ(t)
∫ t
0
dt′eL(t−t
′)[E +
√
2καopt(t′)]e−iψ(t
′)
≡ αE(t) + δα(t),
(7)
where ψ(t) = ξ sin(ω¯t − θ), with ξ = 2gq|Ab|/ω¯, and
we have defined the intracavity field αE(t) proportional
to driving rate E and δα(t) related to the input noise
αopt(t).
For the intracavity amplitude αE(t) we follow the
usual approach [5, 35] and use the Jacobi-Anger ex-
pansion for the e−iψ(t
′) factor within the integral, i.e.,
e−iξ sinφ =
∑
n Jn(−ξ)einφ, (φ = ω¯t′ − θ and Jn is the
n-th Bessel function of the first kind), and finally get for
the intracavity field amplitude
αE(t) = Ee
iψ(t)
∞∑
n=−∞
Jn (−ξ) ein(ω¯t−θ)
inω¯ − L . (8)
For the fluctuation term we notice instead that, due to
Eqs. (3a), (3c), αopt(t)e−iψ(t) possesses the same correla-
tion functions of αopt(t) and therefore the factor e−iψ(t
′)
can be practically neglected in the integral, and we have
simply
δα(t) =
√
2κeiψ(t)
∫ t
0
dt′eL(t−t
′)αopt(t′). (9)
We have now to insert these expressions into the radiation
pressure force term within Eq. (4b) for the mechanical
4motion, and derive an equation for the unknown quan-
tities βi0,j and Aj(t). Since the intracavity optical fluc-
tuations are small, we can reasonably approximate the
radiation pressure term at first order in δα(t),
igj |α(t)|2 ' igj |αE(t)|2 + igjηopt(t) (10)
where
|αE(t)|2 = E2
∞∑
n,m=−∞
Jn (−ξ) Jm (−ξ) ei(n−m)(ω¯t−θ)
(inω¯ − L)(−imω¯ − L∗) ,
(11)
and
ηopt(t) = αE(t)δα
∗(t) + α∗E(t)δα(t). (12)
Using the fact that β0,j are assumed constant, and ne-
glecting all terms oscillating faster than ω¯, i.e., keeping
only the resonant terms in Eq. (11) [n −m = 0 for β0,j
and n−m = −1 for the amplitudes Aj(t)], we get
(γj + iωj)β0,j = igj
∞∑
n=−∞
E2Jn (−ξ)2
(inω¯ − L)(−inω¯ − L∗) , (13)
for β0,j , and
A˙j(t) =
[
−γj − i(−1)j ∆ω
2
]
Aj(t)
+ igje
iθE2
∑
n
Jn (−ξ) Jn+1 (−ξ)
[inω¯ − L][−i(n+ 1)ω¯ − L∗]
+
√
2γjβ
in
j (t) + igjηopt(t),
(14)
for the slowly varying amplitudes Aj(t). Eq. (13) cannot
be easily used to determine the values of β0,j because
its right hand side depends upon the slowly varying un-
known variable ξ. Instead, we obtained the values of
β0,j by solving numerically Eqs. (4a)-(4b) without noise
terms, and we used them to define the effective cavity
detuning
∆→ ∆eff = ∆ +
∑
gj(β0,j + β
∗
0,j), (15)
which is the actual parameter controlled in an experi-
ment. As a consequence, L = i∆eff −κ becomes a given
known parameter, and we have verified that Eq. (13) is
self-consistently satisfied in the long-time limit when ξ(t)
reaches its stationary value.
Eq. (14) can be rewritten in a better form by defin-
ing the following regular dimensionless auxiliary function
F(|Ab|, ω¯, κ,∆eff ) as
F = E
2
|Ab|
∞∑
n=−∞
Jn (−ξ) Jn+1 (−ξ)
[inω¯ − L][−i(n+ 1)ω¯ − L∗] , (16)
the amplitude equations can be finally given as:
A˙j(t) =
[
−γj − i(−1)j ∆ω
2
]
Aj(t) +
√
2γjβ
in
j (t)
+ igjAb(t)F(|Ab|, ω¯, κ,∆eff ) + igjηopt(t).
(17)
III. BRIGHT AND DARK MODE ANALYSIS
Eq. (17) does not have only the advantage of provid-
ing a useful tool for the long-time numerical simulation
of the problem, but also suggests a simpler approach
for better understanding the physics of the system when
looking for synchronization of the two mechanical res-
onators. In fact, as we have seen, the amplitude variable
Ab(t) ∝ g1A1 + g2A2, which we call bright because it is
the one directly interacting with the cavity mode plays
an important role in the equations. It is convenient to
directly write the evolution equation in terms of Ab(t)
and of an independent, orthogonal variable, which we
call “dark” mode
Ad(t) =
g1A2(t)− g2A1(t)
gq
, (18)
so that the relation between the original amplitudes as-
sociated with each mechanical resonator and the bright
and dark ones are, in fact, a coordinate rotation by an
angle θrot such that tan θrot = g2/g1. As a consequence,
the inverse relations are
A1(t) =
g1Ab(t)− g2Ad(t)
gq
, (19a)
A2(t) =
g1Ad(t) + g2Ab(t)
gq
. (19b)
After some lengthy but straightforward algebra, we get
the following equations for the new amplitude variables
A˙b(t) =− ΓbAb(t) + igqF(|Ab|)Ab(t)
− λAd(t) + βinb (t) + igqηopt(t), (20a)
A˙d(t) =− ΓdAd(t)− λAb(t) + βind (t), (20b)
where we have omitted for simplicity the dependence
of F upon the other parameters. Using the definition
∆γ = γ2 − γ1, the coefficients appearing in these cou-
pled equations are the coupling between dark and bright
mode
λ =
g1g2
g2q
(∆γ + i∆ω), (21)
and the two complex rates
Γb/d =
γ1 + γ2
2
± λ
2
g22 − g21
g1g2
, (22)
5and we have defined the corresponding new thermal noise
terms
βinb (t) =
√
2γ1g1β
in
1 (t) +
√
2γ2g2β
in
2 (t)
gq
, (23a)
βind (t) =
√
2γ2g1β
in
2 (t)−
√
2γ1g2β
in
1 (t)
gq
. (23b)
These noise terms have the following correlation func-
tions
〈βin,∗b (t)βinb (t′)〉 =
2γ1g
2
1n¯1 + 2γ2g
2
2n¯2
g2q
δ(t− t′), (24a)
〈βin,∗d (t)βind (t′)〉 =
2γ1g
2
2n¯1 + 2γ2g
2
1n¯2
g2q
δ(t− t′). (24b)
Notice that these two effective thermal noise terms are
correlated in general, since it is
〈βin,∗b (t)βind (t′)〉 =
2g1g2
g2q
(γ1n¯1 − γ2n¯2)δ(t− t′). (25)
The definitions of bright and dark modes are evident
from Eqs. (20a)-(20b): only Ab(t) is directly coupled to
the cavity mode via the nonlinear term igqF(|Ab|)Ab(t),
while Ad(t) feels the effect of radiation pressure only via
its coupling with the bright mode, which is zero in the
case of identical mechanical resonators. Moreover the
optical noise ηopt affects only the bright mode.
The simple form of the dynamical equations for the
bright and dark mode suggests a general way for the for-
mal solution of the problem. Since we are interested in
the very long time dynamics, we neglect the transient
term associated with Ad(0) and we first write the formal
solution for Ad(t) as a function of Ab(t),
Ad(t) =
∫ t
0
dt′e−Γd(t−t
′)[−λAb(t′) + βind (t′)], (26)
and then replace it within the equation for Ab(t), yielding
the following integro-differential equation for the dynam-
ics of the bright mode amplitude alone,
A˙b(t) =− ΓbAb(t) + λ2
∫ t
0
dt′e−Γd(t−t
′)Ab(t
′)
+ igqF(|Ab|)Ab(t) + βinb (t) + igqηopt(t)
− λ
∫ t
0
dt′e−Γd(t−t
′)βind (t
′),
(27)
Formally the problem could be exactly solved by first
solving this latter integro-differential equation for Ab(t),
then using this solution within Eq. (26) in order to get
Ad(t) and finally get the exact form for A1(t) and A2(t)
using the change of variables of Eqs. (19a)-(19b).
IV. THE NUMERICAL ANALYSIS AND
SYNCHRONIZATION MEASURE
In this section, we describe the numerical analysis em-
ployed here, and the physical quantities adopted to quan-
tify synchronization and more in general the dynamical
behavior of the two mechanical resonators. As noted
above, Eq. (17) provides with very good approximation
the long-time dynamics of the two mechanical resonators,
on times of the order of ∆ω−1 and γ−1j , while the classical
Langevin equations (4a)-(4b) provide the full dynamical
evolution also at the much faster timescales κ−1 and ω¯−1.
This full dynamics is however relevant for the determina-
tion of the initial transient evolution of the two coupled
mechanical resonators. Therefore we need to provide the
correct initial conditions for the slowly-varying amplitude
equations of Eq. (17). Our simulation process followed
these steps:
i) Numerically solve the full classical equations
Eqs. (4a)-(4b) without noise up to a long time tc of
the order of few γj to get the frequency modifica-
tion term β0,j , and substitute the result in Eq. (13)
to verify its accuracy.
ii) Simulate the full classical Langevin equations
(4a)-(4b) for a time interval t1 longer than the
fast timescale ' 1/κ and shorter than the slow
timescale ' 1/γj , and record the final states of two
oscillators. Those final states will be taken as the
initial states for the next stage.
iii) Simulate Eq. (17) for a time interval t2 starting
from the initial conditions obtained in Step ii). The
frequency modification in Eq. (17) is obtained by
Step i). The auxiliary function F of Eq. (16) has
been evaluated summing over the index n in the
interval n ∈ [−100, 100].
We typically average over N trajectories, each starting
from a random initial condition for α(0) and βj(0), cho-
sen from the zero-mean Gaussian distribution associated
with the corresponding initial thermal state, i.e., the vac-
uum state for the optical mode, and the thermal state
with n¯j ' kbT/~ωj  1 for the mechanical resonators.
Of course, each trajectory employs a different realization
of the Gaussian noises involved, βinj and α
opt.
Moreover, we focus our numerical study onto a real-
istic scenario at room temperature, which is the most
interesting one for applications, and consider the set of
parameters of Ref. [44], that is ω1/2pi = 235.810 kHz,
ω2/2pi = 236.580 kHz, g1/2pi = 0.3 Hz, g2/2pi = 0.28 Hz,
γ1/2pi = 1.64 Hz and γ2/2pi = 9.37 Hz. We then take as
variable parameters the detuning ∆, cavity decay rate
κ and the driving rate E, which is equivalent to change
the input power P . The tiny difference in phonon num-
ber caused by ω1 6= ω2 is neglected, so that we set
n¯1 = n¯2 = 2.5 × 107 corresponding to the room tem-
perature case (T ∼ 300 K).
6With the chosen set of parameters, we can safely ne-
glect the effect of optical vacuum noise on the synchro-
nization dynamics of the mechanical resonators, i.e., we
can neglect ηopt within Eq. (17) and therefore also α
opt
within Eq. (4a). In fact, one can easily see that while
the effects of βinj scale with γj n¯j , those of ηopt scale with
g2j |〈α〉|2/κ. Therefore, the effects of thermal and optical
vacuum noises are comparable only when the cooperativ-
ity Cj = g
2
j |〈α〉|2/κγj is comparable to the mean ther-
mal phonon number n¯j . At room temperature and weak
optomechanical coupling conditions chosen above, this
condition is always far from being satisfied, even when
considering quite unrealistic very large input powers of
hundreds of mW. Therefore we will drop the noise term
ηopt from now on.
Phase synchronization is generally measured by means
of the Pearson’s correlation coefficient, expressed in the
more general case where chaotic motion can be present,
as [24–27]:
C[f, g](t,∆t) = δfδg√
δf2 × δg2
, (28)
where o = ∆t−1
∫ t+∆t
t
o(τ)dτ and δo = o− o; we choose
for f and g the dynamical quantities Re(A1) = |A1| cos θ1
and Re(A2) = |A2| cos θ2. When the system does not ex-
hibit chaotic behavior, we can also characterize synchro-
nization in terms of the phase difference [21],
P(t) = cos θ− = cos(θ1 − θ2). (29)
In the absence of noise, these two quantities evaluated
after a transient regime provide a direct measure of syn-
chronization. In the presence of noise instead, consistent
stable results are obtained only after appropriate aver-
aging. More precisely, for the i-th stochastic trajectory
generated in the simulation we record the result asMi(t),
where M is either C or P, and we first perform an en-
semble average of these synchronization measures [24],
M(t) = 1
N
N∑
i=1
Mi(t). (30)
Then we perform a time average of the above quantity,
that is,
M¯ = 1
T
∫
M(t)dt, (31)
where T is a large enough time interval ensuring stable
values. The two measures provide a very similar descrip-
tion of synchronization, and we notice that both mea-
sures yield M¯ = 1, 0 and −1 when the system is 0-
phase synchronized, un-synchronized, and pi-phase syn-
chronized, respectively.
We will also numerically study phase diffusion for each
resonator, which we will quantify in terms of the following
standard deviation averaged over the N trajectories
Sj =
√√√√ 2
N
∑
i
[
cos(arg[A′ij ])−
1
N
∑
i
cos(arg[A′ij ])
]2
(32)
where A′ij = A
i
je
−i arg[〈Aij〉] is the amplitude of the j-th
oscillator in the i-th trajectory defined with respect to
a reference frame rotating with the phase of the aver-
age trajectories, as suggested in Ref. [16]. The cosine
function is introduced to eliminate the multiple values of
the phase, and the normalization factor 2 here ensures
that a completely homogeneous phase distribution over
2pi corresponds to S = 1.
Finally we will also characterize in a more visual
way synchronization and phase correlations in terms
of probability distributions. In particular we will con-
sider the probability distribution of the phase difference
θ− [8, 10, 58], evaluated numerically as
Pθ−(θ) = lim
h→0
Nθ
Nh
, (33)
where Nθ is the number of θ
i
− satisfying θ
i
− ∈ (θ−h/2, θ+
h/2]. Then we will also plot the reduced Wigner func-
tion of each mechanical oscillator, which in the classi-
cal regime considered here does not assume negative val-
ues [59], and is just a standard phase-space probability
distribution, which can be evaluated as
Wj(Q,P ) = lim
h→0
NQ,P
Nh2
, (34)
where NQ,P is the number of results satisfying Q
i
j ∈ (Q−
h/2, Q+h/2] and P ij ∈ (P−h/2, P+h/2], with Qij = Aij+
Ai∗j and P
i
j = i(A
i∗
j −Aij) the two resonator quadratures.
V. SYNCHRONIZATION PHASE DIAGRAM IN
THE NOISELESS CASE
Our study will first review the mean-field case in which
noise is neglected, and provide the synchronization phase
diagram as a function of the relevant parameters, i.e.,
driving strength E, cavity detuning ∆, and cavity de-
cay κ. In the subsequent subsections we will discuss the
influence of noise in the different parameter regimes.
As a first preliminary step we have verified for a wide
range of parameters that the long-time predictions of
the slowly-varying amplitude equation (17) and of the
full classical Langevin equations (4a)-(4b) coincide in the
noiseless case. The expected agreement between the two
approaches is shown in Fig. 2, where we plot the behavior
of the long-time synchronization measure as a function
of the dimensionless driving amplitude E˜ = E/Es, where
Es = 10
5ω1 corresponds to an input power P ' 5.5
mW in the case of the experimental parameter regime
7FIG. 2. Synchronization measure as a function of the dimen-
sionless driving amplitude E˜ = E/Es, where Es = 10
5ω1
corresponds to an input power P ' 5.5 mW in the case of
the experimental parameter regime of Ref. [44]. The blue
points are obtained with the full classical Langevin equations
of Eqs. (4a)-(4b), and evaluating the Pearson’s correlation co-
efficient C, averaged over the time interval t ∈ [0.34s, 0.41s].
The blue dashed line is instead calculated by simulating the
amplitude equation (17) and choosing P, averaged over the
time interval t ∈ [0.20s, 0.41s] as synchronization measure.
We have chosen the following parameters ∆ = ∆s = ω¯,
κ = κs = ω¯/2, while the other parameters have been given in
the main text and correspond to those of Ref. [44].
of Ref. [44]. The blue points have been obtained with
the full classical Langevin equations of Eqs. (4a)-(4b),
and quantifying synchronization with the Pearson’s cor-
relation coefficient C, averaged over the time interval
t ∈ [0.34s, 0.41s]. The blue dashed line is instead cal-
culated by simulating the amplitude equations (17) and
choosing P = cos θ−, averaged over the time interval
t ∈ [0.20s, 0.41s] as synchronization measure. In this lat-
ter case we started the time average at an earlier time to
double-check the correctness of the choice of the initial
conditions for the amplitude equations in Step iii) of Sec.
IV. We find that two methods are in good agreement with
each other over a wide interval of E, and that this remains
true regardless the adopted synchronization measure, C
or P. As described in Sec. IV, when employing Eq. (17),
we first solved the full Langevin equations (4a)-(4b) up
to a time t1 (t1 = 3× 105/ω1 ∼ 0.2s) in order to get the
correct initial state for the amplitude equations. We have
seen that the system is not so sensitive to the initial state
if the drive is not particularly strong (E˜ < 4), and that
the initial conditions are correctly chosen even when t1 is
decreased down to 100/ω1. Since E˜ > 4 corresponds to
large and quite unrealistic input powers (P > 88 mW),
we will not numerically study this parameter regime fur-
ther.
Fig. 2 shows a series of synchronization crossover
points, which encourages us to explore the synchroniza-
tion scenario in more detail, extending in various direc-
tions the analysis of Ref. [5]. In Fig. 3, we show the
synchronization phase diagram (using P) in the driving-
FIG. 3. (a) and (b): Synchronization phase diagrams in terms
of P in the driving-detuning plane and detuning-cavity decay
plane. Here the dimensionless variables are defined as ∆˜ =
∆˜/∆s, κ˜ = κ/κs respectively, with ∆s = ω¯, κs = ω¯/2. (c) and
(d): Amplitude ratio [log10(I1/I2)] in the driving-detuning
plane and detuning-cavity decay plane. (e): Sectional view of
(a) (black lines), and (c) (red lines), by fixing different values
of the detuning ∆˜. The solid lines, dashed lines and dotted
lines correspond to the case ∆˜ = 0.5, 1 and 2, respectively.
The other parameters are the same as in Fig. 2.
detuning plane (a) and the detuning-cavity decay plane
(b), respectively, obtained from the numerical solution
of Eq. (17). It is evident that the present OMS offers
a synchronization phase diagram much richer than the
standard Kuramoto model. In order to explain the com-
plex dynamics of the system, we rewrite the noiseless
amplitude equation of Eq. (17) in terms of the modulus
8and phase of the two complex amplitudes, Aj = Ije
iθj ,
I˙1 = −γ1I1 − g
2
1
gq
I1Fi − g1g2
gq
I2(Fi cos θ− −Fr sin θ−),
I˙2 = −γ2I2 − g
2
2
gq
I2Fi − g1g2
gq
I1(Fi cos θ− + Fr sin θ−),
θ˙− = −∆ω − g
2
1 − g22
gq
Fr (35)
−g1g2
gq
[(
I2
I1
− I1
I2
)
Fr cos θ− +
(
I2
I1
+
I1
I2
)
Fi sin θ−
]
,
where F = Fr + iFi. Eq. (35) demonstrates that the
phase difference of the two oscillators obeys a Kuramoto-
like equation. The main difference with the standard
Kuramoto model is that Eq. (35) includes a nonstandard
cos θ− term, and that the coupling coefficients are not
fixed but depend upon the moduli Ij , also through Fr
and Fi. The limit cycle dynamics ensure that Ij assume
stable values in the long-time regime, and therefore we
can make a qualitative analysis of the synchronization
phase diagram by regarding I1 and I2 as two given pa-
rameters. When the two limit cycles have comparable
amplitudes, I1 ' I2, the cosine term disappears, one has
the standard Kuramoto model. The system will therefore
achieve perfect 0-phase synchronization in this case when
|gq∆ω− (g21 − g22)Fr| ≤ 2g1g2|Fi|. When instead the two
amplitudes are very different, the cosine term can shift
the equilibrium position of θ−, thus causing the system
to deviate from perfect phase synchronization, and even
achieve pi-synchronization.
We verify the above analysis and the presence of a
strong similarity between the synchronization phase di-
agram and the behavior of the amplitude ratio I1/I2 by
plotting the log10 of the latter in Fig. 3(c) and (d) for
the same parameter regime of Fig. 3(a) and (b). The
two contour plots show a remarkable similarity, and the
transition from one synchronization phase to the other
is always associated to a distinct jump in the value of
log10(I1/I2). This is more evident in Fig. 3(e), where P˜
and log10(I1/I2) are plotted as a function of the driv-
ing amplitude E˜ at three different values of ∆˜. One can
see that the behavior of the synchronization measure is
very similar to that of the amplitude ratio. Specifically,
for not too large drivings, the occurrence of the 0/pi-
synchronization crossover is always accompanied by the
transition from I1  I2 to I2  I1, which corresponds to
the change of sign of the cosine term coefficient. There-
fore, one can predict the synchronization behavior in this
model by looking at the amplitude ratio of the two oscil-
lators.
Finally we notice from Fig. 3 that many synchroniza-
tion crossovers occur at the first (∆˜ = 1) and at the
second (∆˜ = 2) blue motional sidebands, associated with
the presence of some small “islands” around these side-
bands in Fig. 3(a). Physically, this phenomenon indicates
that the driving field will enhance the nonlinear effects
when it resonates with the sidebands. From Fig. 3(b)
FIG. 4. (a): S of Eq. (32) as a function of E˜ at the same
time instant t = t1 + t2. The results are obtained by first
simulating the full classical Langevin equations up to t1 =
100/ω1, and then simulating the amplitude equations up to
t2 = 2500/∆ω ∼ 0.5s. The statistical results are obtained
by 10000 calculations of the stochastic equations. The grey
area at small values of E˜ corresponds to a multi-stable region
where S cannot be evaluated; downward blue triangles refer
to oscillator 1, while upward red triangles refer to oscillator
2. (b): Simulation results for the phase space probability
distribution of oscillator 1 with increased driving (from left to
right we have E˜ = 0.16, 0.32, 0.56, 1.04 and 4, respectively).
Blue dots denote 10000 stochastic results at time t, while red
lines denote limit cycle trajectory in a small time interval
around t. In each plot rs denotes the radius of the (larger)
limit cycle, and the other parameters are the same as those
in Fig. 2.
instead we see a complex synchronization phase diagram
in the good cavity limit of smaller κ, which is associated
with the fact that the radiation pressure nonlinearity has
stronger effects when there are more photons in the cav-
ity.
VI. MULTI-STABILITY AND PHASE
DIFFUSION INDUCED BY THERMAL NOISE
When the effects of thermal noise are taken into ac-
count, two non-Gaussian features that cannot be de-
scribed by mean-field and simple linearization treatments
are observed: i) phase diffusion, i.e., thermal noise dif-
fuses the phase of each oscillator and the mean-field orbit
is progressively smeared off all over the limit cycle; ii) sta-
ble statistical mixture of two (or more) limit cycles are
possible, i.e., thermal noise allows to explore more than
one limit cycle, when adjacent attractors associated with
the Bessel functions of Eq. (16) [4, 5] are not too distant
in phase space. Multistability in this case is manifested
by a bimodal stationary probability distribution occupy-
ing two different limit cycles.
9These two non-Gaussian features are shown and anal-
ysed in detail in Fig. 4, where we have fixed ∆˜ = 1 and
κ˜ = 1, and we consider different values of the driving
amplitude E˜ up to E˜ = 4. Bistability occurs within a
small range of values of E˜ (smaller than E˜ = 0.24, which
corresponds to P ' 0.32 mW), and denoted by the grey
area in Fig. 4(a), corresponding to a weak driving regime.
A typical situation is shown in the first panel on the left
in Fig. 4(b) which refers to E˜ = 0.16: one can clearly see
the coexistence of two limit cycles in the phase space of
one oscillator, one much smaller than the other. More-
over at the chosen time instant (about five times the me-
chanical relaxation time) the oscillator phase has become
completely random. Therefore one has a phase invariant
bimodal phase space probability distribution describing
the statistical mixture of the two limit cycles. Due to the
large distance in phase space, jumps between one limit
cycle to the other within a given stochastic trajectory
have a negligible probability.
As the drive increases, the limit cycle attractors move
away from each other, and both the initial thermal dis-
tribution and thermal noise are no more able to pop-
ulate simultaneously two adjacent attractors. As a re-
sult, only one limit cycle is occupied in phase space for
E˜ > 0.24, and this single ring structure remains valid up
to the very large value E˜ ' 6, while for (quite unrealistic)
stronger drivings, multistable structures reappear. In the
case of one populated limit cycle only, one can make a
more quantitative analysis of phase diffusion, which is
shown in Fig. 4(a) where the phase diffusion quantifier S
of Eq. (32) for each resonator is plotted versus E˜. The
quantity S is evaluated always at the same time instant
t = t1 + t2 ∼ 0.5s for the different values of E˜, and
one can see a fast, monotonic decrease of phase diffusion
for increasing driving, implying that phase diffusion be-
comes slower and slower for increasing input power. The
behavior of Fig. 4(a) is well fitted by S ∝ E˜−3, suggest-
ing that diffusion time in a limit cycle τdiff (the time each
oscillator phase takes to randomize itself over 2pi) scales
as τdiff ∝ E˜3/n¯, which is quite well reproduced by our
simulations.
The slowing down of phase diffusion for increasing E˜
is visualized in a more qualitative way in Fig. 4(b). In
addition to the transition from the double-ring to the
single-ring structure, Fig. 4(b) shows that diffusion over
the classical orbit becomes smaller and smaller with in-
creasing pump power. Especially, when E˜ = 4, the phase
variance is extremely small and one has a Gaussian-like
statistics up to this time instant. This is better shown
in Fig. 5(a) and (b), where we show the phase space
probability distribution corresponding to the two cases
where phase diffusion is significant (E˜ = 0.32), and sig-
nificantly slowed down (E˜ = 4). In particular, the corre-
sponding probability distributions of x (amplitude) and
y (phase) quadratures are also plotted in subfigure (b),
and we find that they have Gaussian shapes, although
with different standard deviations, meaning that for this
parameter regime, a linearized Gaussian analysis is valid
FIG. 5. (a) and (b): Phase space probability distribution
of oscillator 1 with E˜ = 0.32 and E˜ = 4, respectively. (a)
and (b) are obtained by 100000 realizations of the stochastic
equations. The other parameters are the same as those in
Fig. 4.
for quite long evolution times.
We underline however that here one can never have full
suppression of phase diffusion and spontaneous symme-
try breaking of time translation symmetry, as it occurs
for example in the mean field analysis of synchronization
of an optomechanical array of Ref. [17], and that may oc-
cur only in the limit of very large number of resonators.
The fact that in the long time limit full phase diffusion is
achieved, and that the stationary phase space probability
distribution of each resonator is always phase invariant
can be also seen analytically by exploiting the bright-
dark mode analysis of Sec. III, at least in the simple case
when ∆γ = ∆ω = 0. In this case, the two mechanical
resonators have equal frequencies and damping, so that
λ = 0 and the bright and dark modes are uncoupled.
As a consequence, the phase space probability distribu-
tion is factorized, with the dark mode remaining in its
thermal state Pst(Ad) ∼ exp{−|Ad|2/2n¯}, while for the
bright mode one can apply the treatment for the case of a
standard single-mode optomechanical system around the
parametric instability [35, 53] and get
Pst(Ab) ∝ exp
[
−|Ab|
2
2n¯
]
exp
[
− gq
γn¯
∫ |Ab|
0
drFi(r)r
]
.
(36)
Therefore, the stationary probability distribution de-
pends upon the moduli |Ad| and |Ab|, and, when trans-
forming back to the oscillator variables, only upon I1, I2
and θ−. The phase sum θ+ = θ1 + θ2 is instead com-
pletely random, and so are the two resonator phases θ1
and θ2. When λ 6= 0 and bright and dark modes are cou-
pled, there is no simple method for deriving the station-
ary phase space probability distribution, but we expect
that it is still independent from θ+.
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FIG. 6. Phase synchronization measure P¯ as a function of
E˜, with fixed ∆˜ = 1. Blue circles denotes the numerical re-
sult in the presence of noise and the dashed lines provides
the mean-field result without noise (corresponding to those
shown in Fig. 2). The value of P¯ in the presence of noise has
been obtained averaging over 100 randomly chosen trajecto-
ries within the full ensemble of 10000 trajectories, and result
did not depend upon the chosen sub-ensemble. The other
parameters are the same as those in Fig. 4.
VII. ROBUSTNESS WITH RESPECT TO
THERMAL NOISE
We now show that, although thermal noise can signifi-
cantly affect the dynamical properties of two oscillators,
synchronization is very robust with respect to thermal
noise. To illustrate this fact, we calculated the synchro-
nization measure based on Eqs. (29)-(31) versus the driv-
ing amplitude, and plot the results in Fig. 6. We see only
a very small decrease of the synchronization measure due
to noise, while the behavior remains exactly the same in
the two cases, showing that synchronization in this OMS
could be easily observed at room temperature and strong
enough optomechanical coupling. The robustness of syn-
chronization with respect to thermal noise is visible also
in Fig. 7, where we consider E˜ = 0.32 [(a) and (b)], cor-
responding to a single limit cycle, and E˜ = 0.16 [(c) and
(d)], which refers to the bistable situation of Fig. 4. In
Fig. 7(a) and Fig. 7(c) we show the random long time be-
havior of the measure P(t), where each point is randomly
selected from 104 simulated trajectories: we see a clear
robust 0-phase synchronization in the case of a single
limit cycle. In Fig. 7(c) we have a statistical mixture of
two limit cycles, one 0-phase synchronized, θ− = 0, and
one with θ− ∼ pi, and larger fluctuations of the measure
P(t). In Fig. 7(b) and 7(d), we plot the corresponding
probability distribution of the phase difference at time
t ' 0.5, and we see that synchronization is robust, es-
pecially for 0-phase synchronized limit cycles, because in
these cases Pθ is extremely peaked, with a very small
uncertainty. In this respect, the pi-synchronized limit cy-
cle in the bistable case is much less robust. The different
values of the average relative phase and therefore the dif-
ferent kind of synchronization in the bistable case is not
FIG. 7. (a) and (c): Random long time behavior of the mea-
sure P(t) in the case of a single limit cycle (E˜ = 0.32) and
coexistence of two limit cycles (E˜ = 0.16), respectively. Each
point on the trajectory is randomly selected from 10000 re-
sults. (b) and (d) are the corresponding phase difference prob-
ability distribution obtained by considering 100000 trajecto-
ries. The other parameters are the same as those in Fig. 4.
surprising because, as we have seen in Sec. V, this value
strongly depends upon the values of the two limit cycle
amplitudes, I1 and I2, which are very different in the two
cases.
The above analysis and especially Fig. 7 shows that,
even though the phase of each oscillator tends to be dif-
fused all over 2pi at long times, in the presence of syn-
chronization the two phases are strongly locked to each
other, with very small fluctuations of the relative phase
θ− around a fixed value, even in the presence of large
thermal noise. In Fig. 8 we illustrate in more detail this
phase locking by looking at conditional phase space prob-
ability distributions. We plot the reduced Wigner func-
tions in phase-space at a large time t for oscillator 1 (left
column) and oscillator 2 (right column) for three different
values of the driving amplitude, E˜ = 0.32 [Fig. 8(a)-(b)],
E˜ = 0.16 [Fig. 8(c)-(d)], and E˜ = 0.48 [Fig. 8(e)-(f)].
The blue dots represent the phase-space probability dis-
tribution after a large number of trajectories [for example
Fig. 8(a) coincides with Fig. 5(a)] and they all show full
phase diffusion over the limit cycle of each oscillator since
we are in the regime of not too large E˜. However, if we
select a sub-ensemble of phase space points for oscilla-
tor 1 in a narrow interval of its phase θ1, we see that,
at least for Figs. 8(a)-(d), the corresponding phase space
points for oscillator 2 also lie within a narrow interval of
θ2. This is consistent with the presence of synchroniza-
tion and with the results of Fig. 7, because, due to the
locked value of θ−, if we fix θ1, also the other oscillator
phase is determined with high probability. In particu-
lar, the green (red) points on the left column denote the
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FIG. 8. Phase space probability distribution of oscillator 1
(left column) and 2 (right column) corresponding to single
limit cycle synchronization (E˜ = 0.32, (a) and (b)), statistical
mixture of two synchronized limit cycles (E˜ = 0.16, (c) and
(d)), and no synchronization (E˜ = 0.48, (e) and (f)). The blue
dots represent the reduced probability distribution at a given
time after a large number of trajectories, the blue dashed lines
in (a,b,e,f) denote the mean value of the oscillator phase, i.e.,
φj = arg[〈Aij〉]. The green (red) narrow phase interval within
which we select a sub-ensemble of points of oscillator 1 in
the left column is defined as φ1 + 0.05 ≤ θ1 ≤ φ1 + 0.15
(φ1 − 0.15 ≤ θ1 ≤ φ1 − 0.05). In the right column the green
(red) points denote the corresponding conditional value of
the oscillator phase θ2. The other parameters are the same
as those in Fig. 3.
chosen narrow interval for oscillator 1, with a clockwise
(counter-clockwise) deviation with respect to the average
phase, and the points with the same colour in the plot in
the right column denote the corresponding conditioned
points for oscillator 2. The two intervals are very narrow
for both oscillators, clearly showing the strong phase cor-
relations in Figs. 8(a)-(d), where synchronization occurs.
This occurs both for E˜ = 0.16 and E˜ = 0.32, i.e., either
in the monostable and bistable case, even if, as already
suggested by Fig. 7(d), phase correlation is weaker in
the case of the pi-phase synchronized resonators, and the
conditional θ2 interval is less narrow. We also notice that
the center of green (red) intervals in sub-figures (b) and
(d), regardless of 0-synchronization or pi-synchronization,
always have clockwise (counter-clockwise) deviations rel-
ative to the average phase. In other words, anti-phase
locking does not occur in this case.
Finally, it is worth focusing on Figs. 8(e)-(f), which
refer to E˜ = 0.48 and, as shown also in Fig. 6, corre-
sponds to unsynchronized resonators. What is remark-
able here is that, despite the absence of synchronization,
from the conditional green and red dots we already see
a clear phase correlation between the two resonators,
even if weaker than the one manifested in the figures
above corresponding to a nonzero synchronization mea-
sure. Therefore a weak form of phase locking acts as a
sort of precursor of synchronization; when E˜ = 0.48, one
has that the phase difference θ− tends to assume a defi-
nite value, with a small variance, but it does not assume
a time-independent value yet, so that the two oscillators
do not become synchronized.
VIII. CONCLUSIONS
We have explored the effects of noise on the synchro-
nization of an OMS formed by two mechanical resonators
coupled to the same driven optical cavity mode. The
dynamics has been studied by first adopting classical
Langevin equations for the optical and mechanical com-
plex amplitudes, from which we have then derived the
corresponding stochastic equations for the slowly vary-
ing amplitude equations for the mechanical resonators
only. These latter equations can be used to study the
effective synchronization dynamics in the long time limit
and neglecting transient regimes. We have introduced
effective bright and dark mechanical amplitudes, which
allow us to simplify the physical description of the system
dynamics.
We have first studied the rich synchronization phase di-
agram in the noiseless case, and then the effects of ther-
mal noise on such a diagram. We have studied phase
diffusion of the two oscillator phases in which the limit
cycle of each oscillator is progressively smeared off by
thermal noise. We have seen that phase diffusion is sig-
nificantly slowed down by increased driving, and that for
large enough driving a Gaussian linearized treatment is
valid for intermediate times, even though phase diffusion
is never fully suppressed and we did not expect any spon-
taneous symmetry breaking of time translation symme-
try. A second non-Gaussian feature due to thermal noise
and for weak driving is the presence of a statistical mix-
ture of two different coexisting synchronized limit cycles,
with different amplitudes and relative phase.
In general we find that synchronization in the present
OMS is very robust to thermal noise: the adopted syn-
chronization measure shows only a very small decrease
due to the presence of noise, and the synchronization
phase diagram remains practically unaffected. There-
fore synchronization of the two mechanical resonators
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should be visible at room temperature and not too small
optomechanical cooperativities. In the presence of syn-
chronization the two oscillator phases are locked to each
other, and this correlation is weakly affected by thermal
noise, as we illustrate also by means of oscillators’ con-
ditional phase space distributions. Interestingly, we find
that phase locking may occur also when the two oscilla-
tors are not synchronized, suggesting that an emerging
nonzero phase correlations between the two resonators
may be considered as a precondition for synchronization.
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