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The analysis of biological systems involves the study of networks from different
omics such as genomics, transcriptomics, metabolomics and proteomics. In general, the
computational techniques used in the analysis of biological networks can be divided
into those that perform (i) structural analysis, (ii) dynamic analysis of structural prop-
erties and (iii) dynamic simulation. Structural analysis is related to the study of the
topology or stoichiometry of the biological network such as important nodes of the net-
work, network motifs and the analysis of the flux distribution within the network. Dy-
namic analysis of structural properties, generally, takes advantage from the availability
of interaction and expression datasets in order to analyze the structural properties of a
biological network in different conditions or time points. Dynamic simulation is useful
to study those changes of the biological system in time that cannot be derived from a
structural analysis because it is required to have additional information on the dynamics
of the system. This thesis addresses each of these topics proposing three computational
techniques useful to study different types of biological networks in which the structural
and dynamic analysis is crucial to answer to specific biological questions. In particu-
lar, the thesis proposes computational techniques for the analysis of the network motifs
of a biological network through the design of heuristics useful to efficiently solve the
subgraph isomorphism problem, the construction of a new analysis workflow able to
integrate interaction and expression datasets to extract information about the chromo-
somal connectivity of miRNA-mRNA interaction networks and, finally, the design of
a methodology that applies techniques coming from the Electronic Design Automation




L’analisi dei sistemi biologici prevede lo studio di reti provenienti da diverse omiche
come genomica, trascrittomica, metabolomica e proteomica. In generale, le tecniche
computazionali usate nell’analisi delle reti biologiche possono essere suddivise in quelle
che effettuano (i) un’analisi strutturale, (ii) un’analisi dinamica delle proprietà strutturali
e (iii) una simulazione dinamica. L’analisi strutturale si basa sullo studio della topolo-
gia o della stechiometria della rete biologica come per esempio i nodi importanti della
rete, motivi regolatori e la distribuzione dei flussi all’interno della rete. L’analisi di-
namica delle proprietà strutturali si serve, generalmente, della disponibilità di datasets
di interazioni e di dati di espressione per analizzare le proprietà strutturali della rete
in diverse condizioni o punti temporali. La simulazione dinamica è utile per studiare
quei cambiamenti del sistema biologico nel tempo che non possono essere dedotti da
un’analisi strutturale perchè richiedono informazioni addizionali sulla dinamica del sis-
tema. Questa tesi affronta ciascuno di questi argomenti proponendo tre tecniche com-
putazionali utili per lo studio di diversi tipi di reti biologiche nelle quali l’analisi strut-
turale e dinamica è cruciale per rispondere a specifiche domande biologiche. In par-
ticolare, la tesi propone tecniche computazionali per l’analisi dei motivi regolatori di
una rete biologica attraverso la progettazione di euristiche utili a risolvere in modo effi-
ciente il problema dell’isomorfismo di sottografi, la costruzione di un nuovo workflow
di analisi capace di integrare datasets di interazioni e di espressione al fine di estrarre
informazioni riguardo alla connettività cromosomica nelle reti di interazione miRNA-
mRNA e, infine, la progettazione di una metodologia che sfrutta tecniche provenienti
dal campo dell’Electronic Design Automation (EDA) per la simulazione dinamica di
reti di interazioni biochimiche e la stima dei parametri.
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The rapid growth of biological data is transforming biology into a data-driven science able to
explain complex biological phenomena at molecular level and system level. This process was
possible thanks to the advent of high-throughput technologies that allowed the development of
different disciplines, called omics, that deal with the characterization and quantification of sets
of bio-molecules that are responsible of the structure, function and dynamics of a living or-
ganism. The integration of these different types of data describing genes, transcripts, proteins,
metabolites and so forth has allowed the creation of complex biological networks able to de-
scribe cell activities in physiological and pathological conditions of an organism. However, data
itself is not knowledge and its interpretation would not have been possible without the theoret-
ical and technological contribution made available by the Computer Science and other applied
sciences such as Physics, Statistics and Mathematics. In fact, the synergistic action of differ-
ent disciplines has created highly interdisciplinary fields such as Bioinformatics and Systems
Biology that have unprecedentedly increased our knowledge of biological processes.
Several techniques have been proposed to analyze biological networks under different points
of view: from the analysis of their structural properties to the analysis of their complex dynamic
behavior. Techniques for the structural analysis aim to discover properties of the biological net-
works analyzing only their topology or stoichiometry. Many insights about the organization and
functioning of different biological networks have been discovered studying the structure of the
network through techniques coming from the graph theory. Most of these techniques have been
applied to study the same biological network in different conditions or time points exploiting
the possibility to integrate interaction datasets with expression data. This kind of analysis is
named dynamic analysis of structural properties. However, some properties are not obviously
derived from a structural analysis because they can depend on time and other biochemical pa-
rameters. This is the case, for example, of biochemical reaction networks in which an important
aspect is the evolution in time of biochemical substances and for which dynamic simulation is
of great importance and interest.
The design of techniques useful to discover static or dynamic properties implies the formu-
lation of methods able to deal with the complexity and information lack of biological networks.
For example, the resolution of certain computational problems defined on biological graphs can
be very hard and it requires the design of smart heuristics able to reduce the time complexity
of the problem. Theses methods are potentially applicable to any type of biological network
because they are useful for their structural analysis. On the converse, specific biological net-
works such as regulatory networks and biochemical reaction networks can require the design
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of methods to study the dynamic change of their structural properties based on their condition
and dynamic evolution in time. These methods need, respectively, the formulation of analysis
workflows able to integrate data from different biological sources and intelligent computational
procedures able to manage quantitative aspects such as concentrations and reaction parameters
in order to explain the behavior of the network.
1.1 Thesis contribution
This work proposes three computational techniques that range from the structural analysis of
biological networks to the dynamic simulation of metabolic networks passing from the dynamic
analysis of structural properties in regulatory networks through the use of expression data in
different conditions.
Structural analysis of biological networks makes extensive use of algorithms and measures
coming from graph theory. Certain types of structural analysis on biological networks require
efficient graph algorithms because of the complexity of the computational problem to solve. A
common computational task involving graphs is the resolution of the subgraph isomorphism
(SubGI) problem. This refers to the problem of searching a small pattern graph into a larger
target graph. SubGI is a NP-complete computational problem that has important applications
in Bioinfomatics, for example for searching protein complexes in large protein-protein inter-
action networks [2]. Several algorithms have been proposed to solve the SubGI problem in a
very efficient way, one of these is the state-of-the-art RI algorithm [3]. The RI algorithm uses a
strategy that is not dependent from information about the target graph because it exploits only
the topological information about the pattern graph. This approach is both its strength and its
limit because it can be important to have more global information about the target graph be-
fore start the search process. This thesis explores in Chapter 6 new SubGI search strategies,
based on the RI algorithm, to speed-up the search into biological networks. The novelty of
these techniques is that they exploit the information about the frequency of the target graph
edge labels in combination with centrality measures in order to adapt the search strategy to the
specific target graph. The performances of the proposed strategies have been tested on a well-
known benchmark characterized by different types of biological networks. The contribution of
the PhD candidate is the implementation of the proposed SubGI search strategies in C++ lan-
guage and the collaboration in writing the article. The results of this work have been presented
in the international conference on Computational Intelligence Methods for Bioinformatics and
Biostatistics (CIBB) [4].
In general, graph measures can be used to retrieve interesting properties about the structural
constraints and organization of a biological network. A recent work has shown that the analy-
sis of the human protein-protein interaction network is crucial in order to understand how the
division of labor between chromosomes has evolved and how it affects human diseases. In fact,
it was shown that the chromosome-wise connectivity of protein-protein interaction networks
differs between chromosomes and this may limit the impact of chromosomal aberrations as in
the case of trisomy 21 [5]. An important aspect to better understand the human interactome is
to explore the chromosome-wise connectivity at the level of non-coding RNA regulatory net-
works. In particular, the miRNA-mRNA chromosome-wise connectivity is largely unexplored
and it is unknown how it changes in human diseases. Techniques based on the dynamic analysis
of structural properties are a very effective tool because they can elucidate dynamic rewiring
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of the network in order to understand how the chromosome-wise connectivity of regulatory
networks changes in the different disease conditions. This thesis proposes in Chapter 7 a new
measure to calculate the ratio between cis- and trans-chromosomal miRNA-mRNA interactions
together with an analysis workflow to study miRNA-mRNA regulatory networks in different
conditions. The methodology was applied to cancer studies showing that the connectivity at
the level of miRNA-mRNA chromosomal interactions strongly changes in cancer compared to
healthy samples and this is especially true for a small cluster of chromosomes. The contribution
of the PhD student is the collaboration in the design of the methodology, the implementation
in the R/Bioconductor language and the analysis/interpretation of the results. The manuscript
presenting these results is under preparation.
As discussed above, biochemical reaction networks such as metabolic networks require tech-
niques that take into account quantitative aspects such as concentrations and reaction kinetics
to perform a dynamic simulation of the system. The main problem of these methods is the
lack of quantitative information in order to obtain simulation results matching the biological
knowledge. Therefore, a parameterization step is often required and it needs the use of smart
computational methods to manage the state space explosion. This thesis proposes in Chapter 8
a new methodology that takes inspiration from the application of electronic design automation
(EDA) techniques in Systems Biology [6] to simulate and parameterize metabolic networks
through the use of stochastic Petri nets. The methodology was applied to analyze the purine
metabolic pathway in different conditions. The contribution of the PhD student is the design
of the methodology and its implementation in the SystemC language, the analysis/interpreta-
tion of the results and the collaboration in writing the articles. The results of this methodology
have been presented in the international conferences IEEE Conference on Computational Intel-
ligence in Bioinformatics and Computational Biology (CIBCB) (2019) and Forum for Specifica-
tion and Design Languages (FDL) (2019) [7, 8]. Further results of the methodology have been
presented in the international conference Computational Intelligence methods for Bioinformat-
ics and Biostatistics (CIBB) (2019) and submitted to the journal Transactions on Embedded
Computing Systems (2020).
1.2 Thesis overview
The thesis starts with a description of the biological background, it continues with the descrip-
tion of several formalisms and techniques used for the analysis of biological networks and it
ends with the description of the proposed techniques for the structural and dynamic analysis of
biological networks.
Chapter 2 gives an overview of the basic concepts of molecular biology, a description of the
modern technologies used to generate large-scale biological data and an introduction to the bi-
ological networks. Section 2.1 introduces the basic structure of the cell and its role in enclosing
the DNA. Further, the central dogma of molecular biology and the concept of gene expres-
sion regulation are described. Section 2.2 introduces high-throughput technologies that allow
to massively generate information about biological components such as genes, transcripts, pro-
teins and metabolites. Section 2.3 introduces the general concept of biological networks along
with the most important molecular interaction networks that govern the correct functioning of
the cell: signaling networks, protein-protein interaction networks, metabolic networks, gene
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regulatory networks and genetic interaction networks. In addition, other biological networks
are also briefly introduced.
Chapter 3 describes the formalism of graphs introducing basic concepts and techniques.
Section 3.1 introduces the basic elements of graph theory and how these concepts are used to
model biological networks. Section 3.2 describes graph properties and topology. Section 3.3
describes how to rank the nodes of a graph using graph centrality measures.
Chapter 4 introduces several formalisms used to model biological networks. In particular,
after a short introduction, in Section 4.1, of the Systems Biology context and the formalisms
for the modeling of biological networks, Section 4.2 introduces some of the commonly used
mathematical models for the analysis of biological networks. Section 4.3 describes some of the
computational models used in Systems Biology and, in particular, the formalism of Petri nets
along with its related concepts of structural and behavioural analysis.
Chapter 5 gives an overall description of the analysis techniques that have been applied in
the literature for the structural and dynamic analysis of the biological networks emphasizing
how this thesis is placed in this context. After the introduction in Section 5.1, Sections 5.2 to
5.4 describe the methods for the structural analysis, dynamic analysis of structural properties
and dynamic simulation of biological networks.
Chapter 6 describes the seven search strategies based on target-aware graph centrality mea-
sures that are proposed in this thesis to make the RI search strategy less dependent on local
pattern graph properties. Section 6.1 introduces the concept of variable ordering that is cru-
cial to solve the SubGI problem. Section 6.2 describes the search strategy of the RI algorithm.
Section 6.3 describes the proposed strategies to speed the subgraph isomorphism up. Sections
6.4-6.5 describe, respectively, the experimental results and closing remarks.
Chapter 7 introduces the proposed new measure together with a workflow to study the
chromosome-wise connectivity of miRNA-mRNA interactions in different conditions and the
application to cancer studies. Section 7.1 describes the proposed formula to measure the connec-
tivity of miRNA-mRNA interactions. Section 7.2 describes a general workflow for the construc-
tion of miRNA-mRNA interaction networks and the application of the proposed connectivity
formula to them. Sections 7.3-7.4 show, respectively, the experimental results obtained with the
proposed approach on cancer studies and the closing remarks.
Chapter 8 describes the proposed methodology to model, simulate and parameterize metabolic
networks. Section 8.1 introduces the SystemC language and its basic building blocks such as
modules, processes, signals and ports. Section 8.2 describes the methodology to model, simu-
late and parameterize metabolic networks using the SystemC language. Section 8.3 describes
the experimental results obtained from the analysis of the purine metabolic pathway in two dif-
ferent experimental conditions.
Chapter 9 concludes the thesis discussing the obtained results.
2
Biological Background
This chapter gives an overview of the basic concepts of molecular biology, a description of
the modern technologies used to generate large-scale biological data and an introduction to the
biological networks.
Section 2.1 introduces the basic structure of the cell and its role in enclosing the DNA.
Further, the central dogma of molecular biology and the concept of gene expression regulation
are described.
Section 2.2 introduces high-throughput technologies that allows to massively generate in-
formation about biological components such as genes, transcripts, proteins and metabolites.
Section 2.3 introduces the general concept of biological networks along with the most im-
portant molecular interaction networks that govern the correct functioning of the cell: signaling
networks, protein-protein interaction networks, metabolic networks, gene regulatory networks
and genetic interaction networks. In addition, other biological networks are also briefly intro-
duced.
2.1 The Cell
Cells are the basic building blocks of all organisms. They provide the structure and the funda-
mental functions to keep all living organisms alive. Cells are autonomous and self-sustaining
but they exchange information with the environment and with the other cells, through a va-
riety of chemical and mechanical signals, in order to accomplish various biological tasks. In
general, cells can be divided into two main types: prokaryotic and eukaryotic. Both eukaryotic
and prokaryotic cells share several features: a layer, called cell membrane, that separates the cell
from the external environment, a medium, called cytoplasm, in which the biochemical reactions
of the cell take place and the use of deoxyribonucleic acid (DNA) to store their genetic informa-
tion. In both eucaryotic and procaryotic cells, DNA is transcribed into ribonucleic acid (RNA)
and translated into proteins through the process of translation that is facilitated by specialized
macromolecular machines called ribosomes. The main difference between prokaryotic and eu-
karyotic cells is that the latter have a membrane-bound nucleus. The nucleus is sorrounded by a
membrane, called nuclear envelope, which contains and protect the DNA. The DNA determines
the entire structure and function of the cell deciding if the cell has to to grow, mature, divide or
die. In Figure 2.1 it is shown an example of the structure of an eukaryotic cell.
DNA is a double-stranded molecule characterized by subunits called nucleotides. Each nu-
cleotide is composed by a phosphate group, a sugar group and a nitrogen base. The nitrogen
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Fig. 2.1. The structure of an eukaryotic cell (Figure source: https://www.yourgenome.org/facts/what-is-a-cell).
bases that identify each nucleotide are Adenine (A), Thymine (T), Guanine (G) and Cytosine
(C). The order in which the bases appear in the DNA sequence encodes the instructions con-
tained in the genes, that are the fundamental units used to make proteins, that are the molecules
that effectively carry out the biological functions. The set of all genes is called genome and
in eukaryotes it is organized in multiple chromosomes. The flow of information that involves
DNA is described by the central dogma of molecular biology. This term was used for the first
time by the biologist Francis Crick to express the idea that the processes that can involve DNA
are the creation of new DNA from existing DNA (duplication process), the creation of RNA
from DNA (transcription process) and the creation of proteins from RNA (translation process)
(Figure 2.2). The central dogma states that the genes contain all the necessary information to
make proteins and that the RNA, and in particular messenger RNA (mRNA), is the medium to
transport this information to the ribosomes. DNA is converted into proteins through the process
of gene expression that produces proteins depending on the needs of the cell.
However, the central dogma does not take into account an important process that strongly
influences gene expression called gene regulation. This process includes a wide range of mecha-
nisms used by the cell to control the production of specific gene products. Regulation can affect
gene expression at each stage, for example at the transcriptional level and post-transcriptional
level. Recently, non-coding RNAs (ncRNAs), that are RNA molecules not translated into pro-
teins, have emerged as important regulators of gene expression. Among them, two important
categories of functional ncRNAs include long non-coding RNAs (lncRNAs) and small non-
coding RNAs such as microRNAs (miRNAs). In the last decade, extensive research on ncRNAs
and in particular on miRNAs, has increased our understanding of post-transcriptional regulation
of important cellular functions such as development, differentiation, growth and metabolism. In
addition, miRNAs have been found as implicated in many human diseases such as cancer [9].
The cell can be considered as a dynamic system in which the different types of molecules
such as DNA, mRNA, ncRNA, proteins and metabolites are linked together into a complex
network of biochemical reactions and interactions; this allows the cell sustenance and its inter-
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action with the environment. The study of the cell network as a whole is a very complex task,
therefore typically the functions of the cell are studied based on the type of molecules. The
study of each type of molecule involves the generation of different types of data and the use
of specific technologies to study the so called omics such as genomics, transcriptomics, pro-
teomics and metabolomics. These disciplines consist, respectively, in the study of the whole set
of genes, transcripts, proteins and metabolites.
Fig. 2.2. The central dogma of molecular biology. DNA replication is the basis of biological inheritance in all living
organisms and it is the process by which a molecule of DNA is copied to produce two identical DNA molecules.
DNA transcription is the process by which the DNA is transformed in RNA through the action of the enzyme
RNA polymerase. In the RNA translation process, the ribosomes transform RNA into proteins. (Figure source:
https://www.yourgenome.org/facts/what-is-the-central-dogma)
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2.2 High-throughput technologies
The advent of high-throughput technologies has increased our understanding of the molecular
processes of the cell through the generation of a large amount of data coming from different
omics. In particular, next-generation sequencing (NGS) technology has become a fundamental
medium to study the genome and the transcriptome, while mass spectometry (MS) have been
largely applied in proteomics and metabolomics. The analysis of data coming from different
high-throughput technologies requires the use of specific tools and analysis pipelines in order
to extract meaningful information. However, the integration of different types of biological data
has become an important factor to understand the biology of the cell both from a qualitative and
quantitative point of view.
2.2.1 Next generation sequencing
DNA sequencing is the process of determining the sequence of nucleotides of the DNA. Next
generation sequencing (NGS) refers to DNA sequencing technologies that enabled the in-depth
study of genomes. NGS has revolutionized the biological sciences because, unlike Sanger se-
quencing technology, it allowed (i) the generation of millions of short sequences, i.e. reads, in
parallel, (ii) a faster process of sequencing, (iii) a low cost of sequencing and (iv) a detection
of the output without the use of electrophoresis [10]. NGS is a very versatile technology. In
fact, it can be used to sequence the whole genome of an organism (WGS), but also to study the
transcriptome (RNA-seq), the set of protein-coding regions through the whole-exome sequenc-
ing (WES), specific gene regions through targeted (TS) or candidate gene sequencing (CGS),
methylation (MeS) and the interaction between proteins and DNA (ChIP-seq) [11]. RNA-seq
is useful, for example, to study transcriptional variations between different conditions of an in-
dividual and it is more sensitive in measuring gene expression compared to microarray [12].
WES is appropriate for the study of genetic variants that affect protein sequences because it
provides coverage for more than 95% of human exons [13]. Conversely, WGS is well suited
to study variants located outside the coding region and to study genomic rearrangements [14].
The study of the methylation is important because allows to gain information about the epige-
netic DNA modifications involved in the control of gene expression [15]. Finally, ChIP-seq is
useful because allows to study how proteins interact with DNA increasing our understanding of
transcription factor regulatory action, chromatin modification and transcription.
NGS, unlike the Sanger method that can be considered a first-generation sequencing, gener-
ally can be divided into second and third generation sequencing.
The general workflow for a second-generation sequencing is characterized by a series
of steps that is common between the different platforms: extraction and fragmentation of
DNA/RNA, library construction through the binding of specific sequences, i.e. adapters, to
the fragments, clonal amplification and sequencing [16]. After sequencing, reads are aligned
to a reference sequence or assembled in order to perform different types of statistical analyses.
However, second-generation NGS have some limitations. Due to the short length of the reads
and problems related to the clonal amplification process, it is difficult to analyze certain regions
of the genome such as areas with repeated DNA, high sequence homology or with extreme
GC content [17]. Example of NGS second-generation platforms are Illumina, Roche, and Ion
torrent.
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Conversely, NGS of third generation are able to generate long reads with no amplification
through a single-molecule sequencing. The available platforms that implement this technol-
ogy are single-molecule real-time (SMRT) sequencing by Pacific Biosciences (PacBio) and
nanopore sequencing by Oxford Nanopore Technologies (ONT). Each of these platforms uses a
different technology, however the two important advantages of using single-molecule sequenc-
ing are the production of long reads and the precision in the detection of single base modification
in a DNA molecule [17]. Independently from the specific technology, the basic data produced
by NGS are the DNA raw reads in FASTQ format coming from a biological sample.
A typical NGS workflow starts with the preprocessing of the raw reads in order to assess
their quality (Figure 2.3). In fact, reads could contain adapters or contaminants that it is possible
to remove through the use of specific software. After the preprocessing step, the reads can be
aligned to the reference genome or transcriptome in order to identify and annotate the DNA
sequences. Typical software to align reads to a reference genome are STAR, Bowtie 2 and
BWA that return alignment files in the SAM/BAM formats containing for each read the genome
coordinates in which they were aligned. [18–20]. If the quality of the alignment is not good,
further processing steps on reads can be performed in order to improve the accuracy of the next
downstream analyses. The subsequent data analysis phase depends on the specific biological
question that you want to answer and can include variant analysis, differential gene expression
and peak calling. Each of these types of analysis can involve the use of different specialized
tools and data format. For example, for differential gene expression analysis a phase of read
quantification is needed in order to obtain a matrix of count representing the expression of each
gene in the different samples.
2.2.2 Mass spectrometry
Mass spectrometry (MS) technologies have an extensive application in biology. Two of the
common applications of MS are the study of small organic molecules and macromolecules [21].
Small organic molecules are compounds with a low molecular weight such as lipids, monosac-
charides and metabolites while examples of macromolecules are nucleic acids and proteins. In
the context of macromolecules, the study of proteins and their properties such as expression,
interaction and activity was of particular interest in the last decades, making MS an important
tool to analyze the proteome [22]. Conversely, the study of small molecules is becoming a new
field of interest because it is now clear that small molecules play an important role in the disease
etiology and treatment [23]. In this context, MS is a valuable tool because allows to obtain in-
formation regarding molecule mass, chemical formula, chemical structure and quantity of small
molecules allowing the study of the metabolome [21].
Briefly, the aim of MS is the measure of the mass-to-charge (m/z) ratio of electrically
charged molecules. However, MS cannot be applied in the same way for macromolecules and
small molecules. In fact, despite each chemical species is formed by different elements and dif-
ferent quantities of them, there are several chemical species that cannot be discriminated simply
by the mass. This is the case of macromolecules such as proteins that can have same molecular
mass but different structural conformation. In that cases it is needed a phase before MS detec-
tion in order to differentiate the chemical species. For example, in proteomics proteolysis with
specific enzymes is used for this purpose [24].
A typical MS data analysis workflow starts with raw MS data, that could be preprocessed
through phases such as noise filtering, normalization, peak detection and matching [25, 26],
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Fig. 2.3. General NGS analysis workflow. Raw reads are preprocessed to assess their quality. Next, reads are aligned
to a reference genome or transcriptome and, finally, the obtained alignment files are used for further analysis such
as variant calling, peak calling and differential gene/transcripts expression analysis.
and finishes with tables containing the expression values of the identified compounds (Figure
2.4). The identification and quantification phases involve the use of different software such
as Mascot and MaxQuant [27, 28] for proteomics and MetFrag [29] for metabolomics, and
specific databases useful to identify the compounds. The final expression values can be used for
downstream analyses such as differential expression analysis, network and pathway analysis
and modeling.
2.3 Biological networks
Data produced by NGS and MS are useful to characterize, for example, transcripts, proteins and
metabolites that are involved in particular biological activities and/or conditions. However, usu-
ally the execution of a biological task by the cell is obtained through the non-linear interaction
of many molecules. This type of biological behaviors can not be derived by a mere identification
and/or quantification of the molecules involved. For this reason, the construction and analysis
of biological networks has become crucial for the study of complex biological activities and it
is the main topic of this thesis.
Intuitively, a biological network is a map that represents the connections between biological
entities. When the biological entities are molecules such as genes, transcripts, proteins and
metabolites the network can be called molecular interaction network. The interactions within
a molecular interaction network can involve different types of molecules according to which
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Fig. 2.4. General MS analysis workflow. Raw MS data are preprocessed through filtering and normalization. Next,
follows is a phase in which from the processed data the compounds are identified and quantified. Finally, the ob-
tained quantified compounds are used, for example, for pathways analysis, network analysis and for modeling and
simulation purposes.
the interaction can be physical or functional. In a physical interaction there is a direct contact
between the molecules while in a functional interaction the connection between the molecules
can be indirect and virtually unknown. A network composed by biochemical reactions that
lead to the transformation of a molecule to a different molecule is called biochemical reaction
network. Usually this term refers to metabolic networks. The set of all molecular interactions
forms a complex network called interactome. Figure 2.5 shows a small example of how different
molecules interact in a molecular interaction network.
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Until a few years ago biological networks were obtained through the study of few and spe-
cific cellular components. This made us understand in detail how some elements interact with
each other to obtain a certain product or a change in a cell (i.e., pathway). This made possible
to reconstruct some pathways like NF-kB and TGF-β signaling pathway [30,31]. However, our
knowledge is still partial even in the most studied pathways. High-throughput technologies have
shed light into many mechanisms of the cell through the large-scale identification of biological
molecules, their expression patterns and their biochemical and genetic interactions [32]. The
generation of this large-scale data has provided important information to construct different
types of molecular networks that were crucial to understand better several biological processes.
Based on the types of interactions, the main molecular interaction networks can be considered
the following: protein-protein interaction network (PPI), genetic interaction network (GI), gene
regulatory network (GRN), cell signaling network and metabolic network. However, there are
also other types of interesting biological networks that have been constructed and analyzed such
as protein contact maps and chemical structures.
2.3.1 Cell signaling network
Cell signaling represents a very important biological process involved in the communication
within a cell and between different cells. In fact, any cell can processes both intracellular and
extracellular signals in order to control gene expression and as a consequence different activi-
ties such as differentiation, proliferation and cell death. Basically, the process of signaling starts
through the binding of an extracellular signal by specific receptors located on the cell surface.
Next, the signal is processed and propagated inside the cell through a series of biochemical reac-
tions. This intracellular cascade of events is called signaling pathway. The set of molecules that
interact in a specific signaling process constitutes a signaling network. Typically, the molecules
involved in a signaling pathway are proteins in which phosphorylations catalyzed by protein
kinases took place. It was shown that different signaling pathways can communicate each other
in a synergistic or antagonistic way [33] and that results in a very complex signaling network.
Examples of signaling pathways are the MAPK/ERK pathway that is an important regulator of
cell cycle and proliferation, and Wnt signaling pathway that plays a critical role in embryonic
development.
2.3.2 Protein-protein interaction network
Protein-protein interaction networks (PPI) represent how proteins cooperate to perform biolog-
ical processes within the cell. The interaction between proteins is physical and it happens in
specific binding regions. Protein interactions can be stable or transient. Stable interactions are,
for example, the ones to create protein complexes such as ribosomes while transient interactions
modify temporarily a protein to perform a specific action as in the case of protein kinases. The
study of PPI networks is important because can be used, for example, to understand the role
of some uncharacterized proteins and to acquire more knowledge on specific mechanisms of
signaling pathways.
PPI networks knowledge took advantage from high-throughput technologies. In particular,
in the last decades the rapid progress of MS technologies have increased our understanding
of protein-protein interactions. One of the strength of MS is that can be used to obtain both a
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Fig. 2.5. Types of molecular interactions. Example of a molecular interaction network in which different types of
physical and functional biological interactions are present. In blue, physical protein-protein interactions, they have
not a specific direction. In black, gene regulation interactions, they can be physical or functional involving genes
and proteins and they have specific directions. For example, a transcription factor (protein) can bind a specific DNA
region of a gene or the down-regulation of a gene can affect the expression of another protein. In violet, metabolic
interactions are biochemical reactions mediated by enzymes (protein) involving metabolites. In green, genetic in-
teractions, they are functional interactions involving couples of mutated genes. In red, miRNA-mRNA interactions,
they are physical directed interactions in which a microRNA binds specific regions of a messenger RNA. In yellow,
cell signaling interactions, they usually involve proteins and they are physical and directed interactions.
qualitative and a quantitative overview of the protein-protein interactions, based on the technol-
ogy and protocols used [34]. Qualitative techniques are useful to identify how proteins interact,
while quantitative techniques also carry out information about the intensities of the identified
interactions. Important applications of MS-based methods for PPIs discovery were, for exam-
ple, the large-scale studies on the proteome of budding yeast and Homo sapiens that allowed to
discover a large number of specific protein-protein interactions and its properties [35, 36].
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2.3.3 Metabolic network
Metabolic networks represent the biochemical reactions between small molecules called metabo-
lites. In such reactions the input metabolites, called substrates, are converted into products
through the catalytic activity of enzymes. The interactions in a metabolic network have a spe-
cific direction that characterizes the metabolic flow or the regulatory effect of the reaction. The
complete metabolic network of an organism represents the Metabolism and it is important be-
cause it generates essential components such as amino acids, sugars, and the energy required by
the cell to perform its biological functions. The analysis of metabolic networks is useful because
allows you, for example, to elucidate the role of specific metabolites or enzymes in controlling
metabolic performance. In particular, several studies underlined the effectiveness to analyze
topological properties of metabolic networks to discover the basic structures responsible for the
robustness and error tolerance [37].
However, topological analysis does not take into account the quantitative relation between
substrates and products (i.e., stoichiometry) and the information about the metabolic fluxes over
the network. This simplification is not very suitable for the analysis of metabolic networks, in
which the real performance depends most on the rate of the conversion of the substrates into
products [38]. For this reason, methods for the quantitative structural and dynamic analysis
have been proposed to analyze and predict the complex behaviour of metabolic networks. In
particular, dynamic simulation comprises mathematical and computational techniques that take
into account the concentration of metabolites and the reaction kinetics to accurately describe
the progress of the metabolic networks in time.
The construction of accurate metabolic networks was boosted by high-throughput technolo-
gies. In fact, NGS gave the possibility to retrieve information about proteins and enzymes in-
volved in the biochemical reactions while metabolomics MS data provided relevant biochemical
and physiological information about metabolic processes.
2.3.4 Gene regulatory network
A gene regulatory network (GRN) represents how gene expression is controlled in a cell. In a
GRN there are two actors that physically interact: genes and their regulators. Typical regula-
tors are transcription factors (TF), i.e. proteins that are able to bind specific regions of DNA
in order to turn on or off the transcription of a specific gene and, potentially, the correspond-
ing protein. TFs act activating or inhibiting the recruitment of the RNA polymerase that is a
protein responsible for the transcription of the genes. Further, TFs are themselves produced
by the transcription and translation of a gene, therefore GRNs can be very complex. TFs are
very important because their regulation activity is involved into crucial biological processes
such as cell division, cell growth and cell death. Other important regulators that act in GRNs
are miRNAs. Several studies showed that there is an interplay between transcriptional regula-
tors such as TFs and post-transcriptional regulators such as miRNAs in order to decrease or
potentiate signalling. In fact, it was shown that many predicted miRNAs targets are genes reg-
ulated at transcriptional level or transcribed themselves into TFs [39, 40]. However, regulatory
networks formed by miRNAs and mRNAs targets have been also successfully used to study
the onset and progression of several disease conditions where the miRNA regulation activity
is relevant. Regulatory miRNA-mRNA networks were used, for example, to identify miRNAs
and mRNA targets hat may affect the heart via NFAT hypertrophy and cardiac hypertrophy sig-
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naling and miRNA-mRNA connections that may be involved in the progression of H. pylori
infection [41, 42].
The analysis of GRNs is important because it is useful to elucidate the role of specific
molecules (e.g., TFs, miRNAs) in the regulation of gene expression when their action is not
obvious, for example, from a simple differential analysis. For this reason, very often GRNs
are studied also through dynamic simulation to retrieve complex non-linear behaviors. Large-
scale GRNs have been successfully constructed using several high-throughput techniques. A
common used strategy was the combination of chromatin immunoprecipitation and microarray
(ChIP-on-chip). This technique has been successfully used, for example, for the genome wide
localization of TFs binding sites in yeast [43]. However, these techniques cannot be effectively
applied to large and complex genomes such as the human genome; more robust strategies based
on chromatin immunoprecipitation and DNA sequencing were proposed to obtain unbiased and
precise global localization of transcription factors binding sites [44]. Another study showed
the use of coupled chromatin immunoprecipitation and DNA sequencing to integrate TFs bind-
ing sites discovery with gene-expression and miRNA-target-site prediction to build a complex
putative miRNA-transcription factor-target regulatory network [45]. miRNA-mRNA regulatory
networks are usually constructed combining miRNA- and RNA-Seq techniques or microarray
in order to correlate the expression of miRNAs and mRNAs and construct the network [46,47].
2.3.5 Genetic interaction network
A genetic interaction (GI) network represents the functional association between genes in which
the simultaneous mutation induces a significantly different phenotype with respect to the single
mutation of each. A GI does not imply either an interaction between the corresponding proteins
or that the genes are expressed in the cell and, for this reason, the functional understanding of
genetic interaction networks is not trivial. A GI can involve, for example, two genes that act in
the same biological pathway or in different pathways that have a compensatory function that
is not obvious. A genetic interaction is positive if the combination of the two mutants results
in a greater fitness compared to the combination of the two corresponding single mutants. A
genetic interaction is negative or synthetic lethal if the action of the two mutants results in
a fitness defect that is more extreme than expected. The study of this type of interactions is of
particular interest because they can be exploited to discover the gene function or new therapeutic
targets [48].
For these reasons, in the last decade GI networks have been constructed and analyzed
through large-scale studies because they gave us the opportunity to better understand gene
function, genetic relationships, biological robustness and evolution [49]. The analysis of GIs
allowed, for example, to discover synthetic lethal interactions in yeast [50], a significant overlap
between genetic interactions and protein-protein interactions [51] and to discover the function
of several genes in Saccharomyces cerevisiae [52].
2.3.6 Other biological networks
Other examples of biological networks are protein contact maps and protein chemical struc-
tures. A protein contact map represents the distance between pairs of amino acid residues of a
protein three-dimensional structure. In particular, the pair of amino acid residues is connected
if their distance is under a predetermined threshold. Protein chemical structures are networks
that represent the chemical bonds between atoms.

3
Graph: the Basic Formalism to Represent Biological Networks
Biological networks represent how biological entities interact in a complex and non-linear way
to perform biological tasks. A common mathematical formalism to represent biological net-
works is the graph. Graphs are a very intuitive and abstract way to represent the various types
of biological networks interactions but also provide a solid mathematical framework to an-
alyze them. This chapter describes the formalism of graphs introducing basic concepts and
techniques.
Section 3.1 introduces the basic elements of graph theory and how these concepts are used
to model biological networks.
Section 3.2 describes graph properties and topology.
Section 3.3 describes how to rank the nodes of a graph using graph centrality measures. The
measures defined in this section are the building blocks of the subgraph isomorphism strategies
proposed in Chapter 6.
3.1 Basic notions on graphs
Formally, a graph can be defined as a pair G = (V,E), where V is the set of nodes and E is the
set of edges connecting them. Given two nodes v1, v2, the pair (v1, v2) represents an edge. The
edges of a graph can be directed if a direction of the connection is defined or undirected other-
wise. A graph with undirected edges is called undirected graph, otherwise the graph is called
directed graph. The neighbourhood N(v) = {v′ ∈ V : (v, v′) ∈ E} of a node v is the set of
nodes connected to v. Given a graph G = (V,E) then G′ = (V ′, E′) is called subgraph of G if
V ′ ⊆ V and E′ ⊆ E and (v′1, v′2) ∈ E′ ⇒ v′1, v′2 ∈ V ′. A graph G = (V,E) is called bipartite
graph if it is possible to partion the set V into two sets V1 and V2 such that (v1, v2) ∈ E implies
(v1) ∈ V1 and v2 ∈ V2 or (v2) ∈ V1 and v1 ∈ V2. It is possible to annotate the nodes and the
edges of the graph with additional information. A function α : V 7→ ΣV is a injective function
that maps nodes to a set of labels ΣV . Labels can be, for example, the names of the nodes or
specific IDs associated to them. A function w : E 7→ R associates a real number to each edge
of the graph. Usually, a weight wi,j represents the strength of the connection between the two
nodes, therefore a large weight corresponds to higher reliability of interaction. Graphs with la-
bels and weights are called, respectively, labeled graphs and weighted graphs. A graph can be
represented mathematically with a |V | × |V | adjacency matrix A = {av1,v2}, where av1,v2 = 1
if the nodes v1 and v2 are connected and 0 otherwise. In undirected graphs A is symmetric.
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In a biological network, nodes are the biological entities while edges are the physical or
functional interactions in which they are involved. In this context, the terms graph and network
can be used interchangeably. Examples of undirected biological networks are PPI networks and
genetic interaction networks, while cell signalling networks, metabolic networks and GRNs
are directed. In general, directed graphs are effective to model biological networks in which
it is important to underline the sequential order of the interactions in order to obtain a specific
output, as in the case of a signalling pathway. Most of the biological networks can be considered
weighted because they carry out the information regarding the strength of the interactions or
their confidence score to specify the probability that the interaction is true. Practical examples
of weights assigned to the edges of a biological network are those used to assess the sequence or
structural similarities between proteins, the co-expression of genes and the negative correlation
of the pairs miRNA-target genes [46, 47, 53].
Figure 3.1 shows a summary of how the concepts on graphs explained in this paragraph can
be applied to represent specific biological networks.
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Fig. 3.1. Biological networks extracted from Figure 2.5 and their representation as graphs. (A) A protein-protein
interaction network is modeled as an undirected weighted graph, (B) Signalling network are modeled as a directed
graph, (C) miRNA-mRNA interaction networks are modeled as bipartite, directed and weighted graphs. Weights,
usually, represent the strength or a score of confidence of the interaction.
3.2 Graph properties and topology
Graph properties and topology can provide important insights about a biological network such
as the internal organization and the evolutionary constraints [1], allowing you to link the struc-
ture with the function.
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An important property of a graph is the graph density: D = 2|E||V |(|V |−1) . Density shows how
many edges a graph has compared to the maximal number. A graph is dense if the number of
edges is close to the maximum and sparse otherwise. The density varies based on the type of
the biological network, though several studies show that the sparsity is feature of the biological
networks and it is related to their robustness [54, 55]. A graph in which every pair of distinct
nodes is connected by an edge is called complete graph.
Some of the properties of a graph and its nodes can be defined as a function of its paths.
A path is a sequence of edges S = {(v1, v2), (v3, v4), . . . (vm−1, vm)} that joins a sequence of
distinct nodes. If there is a path between every pair of nodes the graph is called connected and
disconnected otherwise. A shortest path between the nodes v1 and v2 is a path from v1 to v2 in
which the sum of the weights of its constituents edges is minimized. In an unweighted graph
all the weights are assumed to be 1. The distance d = δ(v1, v2) between the nodes v1 and v2 is
defined as the length of the shortest path from v1 to v2. If two nodes v1 and v2 are not connected
their distance can be defined as d = δ(v1, v2) =∞.
It was shown that complex real networks are made of building blocks, i.e. motifs, which re-
cur significantly more often than random networks [56]. The task of searching network motifs
in large biological networks is important and there is the necessity to design efficient algo-
rithms able to manage the complexity of actual networks. Formally, the problem of searching
small motifs into a large graph can be defined as a subgraph isomorphism (SubGI) problem. In
general, given a pattern graph Q = (V,E) and a reference (or target) graph R = (V ′, E′),
a function f : V → V ′ is called isomorphism if M is an edge-preserving bijective function
such that for u, v ∈ V , (u, v) ∈ E if and only if (f(u), f(v)) ∈ E′. If the function f exists,
the two graph Q and R are called isomorphic. The computational problem of verifying if two
graphs are isomorphic is called graph isomorphism (GI) problem. However, it is often needed
to take into account another constraint in the resolution of the GI problem: the compatibility
of the nodes labels of the two graphs. The SubGI problem is obtained from GI assuming that
the function f can be injective. More precisely, this type of SubGI is called monomorphism.
Practically, the SubGI problem is the computational task to determine if a graph Q called query
graph is present into a larger graph R called reference graph. Notably, SubGI is a NP-complete
problem, therefore it is necessary to develop efficient heuristics to make the problem affordable.
SubGI search strategies are subject of this thesis and they will be discussed in Chapter 6. Figure
3.2 shows two simple examples of isomorphic graphs and subgraphs.
The topology of a graph can reveal important properties of the modeled system. An impor-
tant characteristics in network topology is the degree distribution P (k). The degree distribution
of a graph is defined as the fraction of the nodes with degree k. A related concept is the cumu-
lative degree distribution that is the fraction of nodes of the graph that have degree smaller than
k.









Fig. 3.2. Graph and subgraph isomorphism. (A) Q1 and R1 are two isomorphic graphs, (B) Q2 is the query graph
while R2 is the reference graph. In this case, the graph Q2 is a subgraph isomorphism of R2 or, equivalently, R2
contains a match of the subgraph Q2. The different colors of the nodes represents the different labels.
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3.3 Graph centrality
A centrality measure is a very useful indicator of the importance of a node within a graph. This
concept can give, for example, important insights on which node is the most influential node
over the network and which nodes are fundamental in order to maintain intact the communica-
tion within the network. The term importance of a node can assume different meanings based
on what is considered important within the graph. This fact led to the different formulation of
centrality measures over the years.
The three classical measures of graph centrality are degree (DEG), closeness (CL) and be-
tweenness centrality (BET) [57]. Among these, degree centrality is the most basic because it
considers only how many nodes are adjacent to another. CL measures how close a node is from
all other nodes in the graph taking into account shortest paths. BET centrality measures how
much a node is in the middle of the shortest paths between pairs of nodes in the network. A
node with high betweenness is a node that can potentially control the flow of information in the
graph. CL and BET centrality are both based on shortest paths. However, the assumption that
the communication between the nodes of the network take place over the shortest paths is not
necessarily true. For these reasons, other centrality measures that do not take into account the
shortest paths of the graph have been proposed. Eigenvector centrality (EIG) ranks the impor-
tance of a node taking the eigenvector corresponding to the largest eigenvalue of the adjacency
matrix of the graph. Practically, EIG assigns a score to a node based on the influence that the
node has in the network. EIG assumes that a node is important if its neighbors are important too.
A problem related to EIG centrality is that it neglects multiple shared paths between the nodes
of a network [58]. Information centrality (INFO) was introduced as a measure that takes into
account all possible paths giving them a weight that measures the information they contain [58].
Graph centralities were first developed for social network analysis but they had extensive
application in biological networks. In fact, more recently, a number of centrality measures have
been proposed to discover essential proteins in PPI networks. For example, subgraph central-
ity (SUB) [59] was introduced as a measure appropriate to characterizing network motifs in
scale-free networks. The authors showed the effectiveness of this measure in analyzing essen-
tial proteins in PPI networks. Other examples of centrality measures introduced for studying
the essentiality of the proteins in PPI networks are local average connectivity-based centrality
(LAC) and network centrality [60,61]. Both measures rank the importance of a node evaluating
the relationship between a node and its neighbors.
All the above centrality measures are commonly used to analyze biological networks. This
thesis proposes, in Chapter 6, subgraph isomorphism strategies based on these centrality mea-
sures except DEG, because only non trivial centrality measures were considered. Here, they are
divided into three main categories: path-based measures, eigenvector-based measures and local
centrality measures (Figure 3.3). Path-based is a type of centrality measures that are considered
global because they take into account the whole network using paths to explore it. On the con-
trary, local measures take into account only local information (e.g., neighborhood) of a node,
excluding the rest of the network. Finally, eigenvector-based measures include both global and
local measures in which the centrality of a node is based on the calculation of eigenvectors
and eigenvalues of the adjacency matrix of the graph. The motivation behind the use of these
measures is the exploration of a wide set of centralities in the perspective of a multi-approach
environment in which the choice of the best strategy depends on the properties of the target
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graphs involved. All the formulas of the centrality measures adopted in this thesis are reported
in Table 3.1.
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Fig. 3.3. Centrality measures commonly used to analyze biological networks: path-based measures, eigenvector-
based measures and local measures.
Centrality measure Description









n is the number of nodes in the graph and Iu,v = (cu,u + cv,v − cu,v)−1. Let
D be the diagonal matrix containing the degree of each node and J with all




Closeness centrality (CL) CL(u) = n−1∑
v∈V
δ(u, v)
n is the number of nodes in the graph.





ρ(s, t) is the total number of shortest paths from s to t and ρ(s, u, t) the
number of those paths that pass through u.
Eigenvector centrality (EIG) EIG(u) = αmax(u)
αmax denotes the eigenvector corresponding to the largest eigenvalue of
A, αmax(u) is the uth component of αmax.





µl(u) denotes the number of closed loops of length l which starts and








Let Nu be the set of neighbors of a node u, the subgraph induced by
Nu is named Cu. The local connectivity of a node ω in Cu, degCu(ω), is
defined as the number of nodes in Cu it connects directly. The local average
connectivity of a node u is defined as the average local connectivity of its
neighbors.




min(|Nu| − 1, |Nv| − 1)
Nu is the set containing all the neighbors of the node u.
Table 3.1. Summary of the centrality measure formulas adopted in this thesis.
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Mathematical and Computational Modeling of Biological Networks
Chapter 3 introduced the graph as the basic formalism to represent biological networks. Graphs
provide an effective toolbox of techniques useful to analyze the structure of the biological net-
works but also basic concepts to construct new methods. However, graphs by themselves are
static representations and they don’t manage quantitative aspects (e.g., stoichiometry) and dy-
namic simulation that are important to retrieve emergent behaviors of the biological networks
and, in particular, for biochemical reaction networks. On the converse, the formalism of Petri
nets has gained popularity over the years because of its effective mathematical properties for
the structural and dynamic analysis of biochemical reaction networks.
After a short introduction, in Section 4.1, of the Systems Biology context and the formalisms
for the modeling of biological networks, Section 4.2 introduces some of the commonly used
mathematical models for the analysis of biological networks. Section 4.3 describes some of the
computational models used in Systems Biology and, in particular, the formalism of Petri nets,
that was adopted in the methodology proposed in Chapter 8 of this thesis for its interesting
properties and extensions useful for the analysis of metabolic networks.
4.1 Systems Biology
Systems Biology is the discipline that aims to model and analyze complex biological systems
through the use of a holistic approach. In fact, one of the most important goals of the Systems
Biology is the discovery of emergent properties of the biological networks that are seen as
systems of interacting components. For these reasons, modeling in Systems Biology very often
refers to the dynamic simulation of the biological systems. Over the years, several modeling
techniques have been proposed in Systems Biology that can be divided into two main categories:
mathematical models and computational models.
In the following sections, mathematical and computational models will be described. This
thesis is based on computational models and, in particular, on Petri nets that have been used to
simulate metabolic networks.
4.2 Mathematical models
Mathematical formalisms are used to model and analyze the behavior of a biochemical reaction
network such as its regulatory mechanisms and responses to stimuli. Mathematical formalisms
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for the modeling of biochemical reaction networks are usually divided into stoichiometric mod-
eling and kinetic modeling.
Stoichiometric models try to retrieve useful properties about the fluxes of the network im-
posing the assumption that the metabolic system is at the steady-state, i.e. there is a balance
between the rate of input and output biochemical reactions. Examples of stoichiometric mod-
els are Flux Balance Analysis (FBA), Elementary Flux Modes (EFMs) analysis and Extreme
Pathways (ExPas) [62–64]. FBA tries to optimize specific objective functions to retrieve quan-
titative predictions about the metabolic network, while EFMs and ExPas use only the network
stoichiometry, without imposing optimization principles, to retrieve important flux distribution
over the network.
On the other side, kinetic modeling is based on ordinary differential equations (ODE) and
integrate the kinetic parameters of the reactions to provide detailed quantitative description and
dynamic behavior of the biochemical network. Kinetic modeling provides the most accurate
description of biochemical reaction network.
4.3 Computational models
Computational models, unlike mathematical models, describe the evolution of a biological sys-
tem using a sequence of states that changes based on the happening of internal and/or external
events. Computational models encode this behavior through the use of finite-state machines
(FSMs) that are sensible to specific conditions and that move their status from one to another. In
this section will be described some of the computational models that have been used in Systems
Biology to analyze the dynamic behavior of biological networks: Ruled-based Systems, Process
Algebra, Boolean Networks and Petri nets [65, 66].
4.3.1 Ruled-based Systems
Ruled-based modeling are well suited to model biochemical networks in which there is a vari-
ation of the quantities among the molecular species. A simple representation of an enzymatic
reaction where the enzyme E binds the substrate S to create the product P is the following:
E + S  ES (4.1)
ES → P (4.2)
Ruled-based Systems can be translated into models that take into account the quantities over
time and those that are used only for a qualitative analysis of the system behavior.
4.3.2 Process Algebra
Biological systems can be seen as highly reactive and concurrent systems in which biological
entities interact and synchronize each other. Process Algebra is well suited for the modeling
of biological systems because it provides tools for the description of interactions, communica-
tions and synchronizations between independent agents. Furthermore, Process Algebra provides
mathematical laws useful for the formal analysis of the system. In Systems Biology, Process
Algebra is commonly used as an intermediate model which is subsequently transformed into
another formalism such as ordinary differential equations.
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4.3.3 Boolean Network
In Boolean Networks the biological entities can be in the status active or inactive. They move
from a status to another according to specific boolean rules called transfer functions. A Boolean
Network represents a set of elements that are linked each other through regulatory mechanisms.
They can be used to analyze the evolution in time of the system but also to test the robust-
ness/sensitivity of the system under perturbations.
A boolean rule TF is a function that maps a set of k binary values to one binary ouput as
following:
TF : {0, 1}k → {0, 1} (4.3)
Formally, a Boolean Network is charaterized by a set of boolean entities {φ1, φ2, . . . , φn} and
a set of boolean rules {TF1, TF2, . . . , TFm}. The values of the variables φi change based on
the boolean rules TFi that link them.
Thanks to their simplicity and effectiveness, Boolean Networks have been extensively ap-
plied in Systems Biology for the modeling of signaling networks and regulatory networks. This
thesis proposes, in Chapter 8, a methodology that takes inspiration from a previous work that
showed how to model Boolean Networks through the use of Electronic Design Automation
(EDA) techniques [6]. In that work, the authors showed the results obtained from the study
of the integrin activation signalling network. This thesis extends that methodology towards the
study of metabolic networks dynamics taking into account the flux of metabolites in a quantita-
tive way through the use of Petri nets.
The following sections introduce the formalism of Petri nets describing their properties and
extensions that motivate the choice of PNs for the study of metabolic networks. However, the
most relevant part is characterized by the PN extensions and, in particular, stochastic Petri nets
because this thesis proposes a methodology based on them (see Chapter 8).
4.3.4 Petri nets
Petri nets (PNs) is a formalism used for the modeling of systems that are characterized as being
concurrent, asynchronous, distributed, parallel, non-deterministic and stochastic. PN had a wide
application in Computer Science because they have an intuitive graphical representation and
well known mathematical properties. In the field of Systems Biology, the interest in PNs has
grown because they have several useful characteristics for the structural and dynamic analysis
of biochemical reaction networks (e.g., metabolic networks).
A PN is a directed bipartite graph in which the nodes are of two types: places and transitions.
The places represent the actors of the system while the transitions are the events that may occur
and can change the state of the places. The state of each place is characterized by a certain
number of tokens that flow over the network based on the firing of the transitions. The directed
arcs that link places and transitions determine which places are pre- and/or post-conditions for
each transition.
Formally, a PN is a tuple N = (P, T,W,M0) where:
• P = {p1, . . . , pn} is the set of places;
• T = {t1, . . . , tm} is the set of transitions;
• W : ((P × T ) ∪ (T × P ))→ N is the weight function (or multiplicity);
W (x, y) = k, with k > 0, represents the weight of an arc from x to y;
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• M0 is a vector of n non-negative integers representing the initial marking of the PN.
PNs have a simple graphical representation in which the places are represented as circles and
the transitions are represented as squares. Circles and squares are linked through directed arcs
that denote the corresponding flow directions of tokens along the places. Each place p is labeled
with the number of tokens that it has. Each arc (p, t) or (t, p) is labeled with a natural number
that is the weight or multiplicity of the arc. Usually, when the weight of an arc is 1 the label
is omitted. A transition t has a pre-condition, denoted as t−, and a post-condition, denoted as
t+. Pre- and post-conditions are n-dimensional vectors of non-negative numbers representing,
respectively, the number of tokens needed to enable the transition and the number of tokens
produced after the firing of the transition.
The total number of tokens in the network is denoted as marking and it is represented as an
n-dimensional vector of non-negative numbers. A transition t with pre-condition t− is enabled
by the marking M if t− ≤M . If the condition is true the transition t can fire and the result is a
new marking M ′ as follows:
M ′ =M − t− + t+ (4.4)
A given marking can enable several transitions and more than one transition can compete for
a token, generating a conflict. The set of all the markings that it is possible to reach by a firing
sequence starting from M0 is called reachability set and it is denoted as R(N,M0).
Some of the properties of a PN are defined in terms of its incidence matrix AN , that is a
n×m matrix that has a row for each place and a column for each transition.
Figure 4.1 shows a simple Petri net model with the places P = {p1, p2, . . . , p7} and the
transitions T = {t1, t2, . . . , t6}. The weights of the arcs are all 1 and the initial marking is
M = {1, 0, 0, 0, 1, 0, 0}. The transitions t1 and t2 are in conflict because must compete for the
only one token that the place p1 have.
4.3.5 Structural properties of Petri nets
In general, the structural analysis of a PN reveals those properties that depend only on its topol-
ogy and not on the initial marking. Structural analysis of PNs is useful to determine the so-called
transition invariants (T-invariants) and place invariants (P-invariants).
A T-invariant represents a possible loop in the PN, that is a sequence of transitions that bring
the PN back to the marking it starts in. Formally, a T-invariant is an m-dimensional vector X =
(x1, . . . , xm)
T , for i ∈ N, representing, for each transition, the number of firings required to
reach again a previous marking M . The T-invariants of a PN are obtained solving the following
equation:
AN ·X = 0 (4.5)
X 6= 0 is a T-invariant of the PN. In metabolic networks, the presence of T-invariants is an
indicator of an important metabolic status (i.e., steady state) in which the metabolite concentra-
tions remain stationary over the time.
A P-invariant underlines a sort of conservation in the number of tokens of the places during
the evolution of the PN. Formally, a P-invariant is an n-dimensional vector Y = (y1, . . . , yn)T ,
with yi ∈ N that can be obtained solving the following equation:
ATN · Y = 0 (4.6)
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Fig. 4.1. Petri net formalism. (A) A simple example of Petri net model with seven places P = {p1, p2, . . . , p7}
and six transitions T = {t1, t2, . . . , t6}. This Petri net contains two tokens, the complete marking is M =
{1, 0, 0, 0, 1, 1, 0, 0}. Examples of basic metabolic reaction of (B) synthesis, (C) decomposition and (D) reversible
reaction modeled as Petri nets.
In a PN model of a metabolic network, P-invariant can be interpreted as the principle of
mass conservation in chemistry.
4.3.6 Behavioural properties of Petri nets
Given a Petri net N with n places and m transitions, the properties that depend on the evolution
of the network from an initial marking M0 are called behavioural properties [67]. The three
important behavioural properties of the PNs are: reachability, boundedness and liveness.
Given a marking M the problem to identify if M is reachable from an initial marking, i.e.
M ∈ R(N,M0), is called reachability problem. In the analysis of metabolic networks, the
solution of this problem is very important because, for example, it can underline the formation
of a set of specific metabolites from another set of reactant metabolites [68]. However, the
reachability problem is difficult to solve because it involves the traversing of the reachability
graph that can lead to the so-called state space explosion.
A Petri net N is bounded if the number of tokens of each place never exceed a fixed
number k during its evolution. Formally, N is called k-bounded, for k ∈ N, if for each
M = (m1, . . . ,mn) ∈ R(N,M0) and for each i ∈ {1, . . . , n},mi ≤ k. Boundedness is an
important property of metabolic networks because it guarantees that there is no accumulation
of specific metabolites in the network.
In a Petri net N , the liveness refers to the fact that it is always possible to make a transition
starting from any reachable marking. Formally, for each M ∈ R(N,M0) and t ∈ T there exists
a marking M ′ ∈ R(N,M) that enables t. When from a marking it is not possible to enable a
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transition, the PN is in a deadlock condition. In a PN model of a metabolic network, the liveness
garantees that it is always possible to perform a biochemical reaction and it is not possible for
the system to remain blocked.
4.3.7 Extensions of Petri nets
PNs is a powerful formalism to model biological networks but the basic formulation of PNs
has different limitations. Several extensions have been proposed to increase the expressiveness
of PNs, for example, other types of arcs and tokens. However, the main limitation is that basic
PNs don’t manage quantitative concepts such as timing and randomness that are important in
the dynamic simulation of the biochemical reaction networks.
Some of the PN extensions that have been proposed to address these problems are described
in the following.
• The concept of test arcs and inhibitor arcs was introduced, respectively, to verify the pres-
ence of tokens in a place without consuming them and to model the inhibitory action of
a compound towards one or more transitions [69]. In metabolic networks, test arcs mimic
the role of enzymes that are required but not consumed while inhibitor arcs represent the
inhibition of a metabolite towards a metabolic reaction. This thesis proposes a methodology
based on Petri nets in which this type of arcs are used to model the inhibition of specific
reactions in metabolic networks.
• Functional Petri nets (FPNs) allow the simbolic definition of the weights in the way that
they are function of the number of the places. This feature, in metabolic networks, models
the fact that the concentration of a metabolite may influence the kinetic of the reaction [70].
• Coloured Petri nets (CPNs) assign a colour to each token and they allow to define in the
arcs conditions about the colour assigned. This feature allows to describe different execution
flows in the same PN. In the analysis of metabolic networks it is useful to differentiate the
molecules of the same species based on how they partecipate in different reactions [71,72].
• In Time Petri nets (TPNs), at each transition it is associated a time interval [at, bt]. A transi-
tion can fire after at time units but not after bt time units. The firing of a transition is instan-
taneous. TPNs have been used to analyze temporal aspects of biological networks [73, 74].
• In Continuous Petri nets (KPNs), the number of tokens of the places is not an integer number
but it is a real number (called marks). Marks are used to model molecular concentrations and
the transitions have an associated firing rate that expresses their speed [75, 76]. In Hybrid
Petri nets (HPNs), the places and the transitions can be both discrete and continuous [77].
• Stochastic Petri nets (SPNs). Similarly to the classical Petri nets, in SPNs the number of
tokens is discrete. Contrary to the time-free PNs, a firing rate is associated to each tran-
sition of the net defined by probability distributions. In the case of biochemical reactions
exponential distributions defined by a parameter λ are used for the timing of the transitions.
Formally, a stochastic Petri net is a five-tuple SPN = {P, T, f,M0, Λ} where:
– P is the set of the places, T the set of transitions.
– f : ((P × T ) ∪ (T × P )) → N0 determines the set of relations between places and
transitions (and between transitions and places)
– M0 is the initial marking of the net.
– Λ is the set of exponentially distributed firing rates λk associated with the transitions.
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The firing rates are defined through hazard functions ht = λt(m) that take in input the
number of tokens needed (m) to enable a transition k and other parameters and they give the
probability that the transition will occur in the next infinitesimal time interval. In the case
of biochemical reaction networks mass-action and Michaelis-Menten propensity (hazard)
functions are used. The activation of a transition is the same as for classic networks i.e. when
all pre-places are sufficiently marked. However, there is a waiting time (or delay) τ that has
to elapse before the transition can fire. The waiting time of a transition is an exponentially
distributed random variable Xt with the following probability density function:
fXt(τ) = λt(m) · e(−λt(m)·τ), τ ≥ 0 (4.7)
It can be proved that the semantics of a stochastic Petri net with exponentially distributed
firing delays is described by a continuous time Markov chain (CTMC). This fact has impor-
tant implications because the analysis of SPNs can be done by using the underlying Markov
process with the instruments of the Markov chain theory.
Generally, the dynamic simulation of a SPN is performed through the Gillespie’s algorithm,
that is a well-established method to simulate biochemical reactions [78, 79].
The simulation methodology described in Chapter 8 of this thesis is based on SPNs and it
uses techniques from the Electronic Design Automation (EDA) field well established for the
modeling of electronic systems. In particular, the methodology is based on SystemC language
that is very effective to model the concurrency of reactive and delayed processes. The aim of
this work was the design of a general method that took into account the inherently randomness
of the biochemical reactions and that it would allow to exploit the features of the SystemC
language. SPN was chosen because it seemed to be the most suitable since it provides well-
known algorithms (i.e., Gillespie methods) for the stochastic simulation using the concept of
delays and discrete states.

5
Techniques for the Structural and Dynamic Analysis of Biological
Networks
Chapters 3 and 4 introduced graphs and other common mathematical and computational for-
malisms used to model and analyze biological networks including Petri nets. Graphs can be
considered the basic formalism to represent the biological networks. They provide useful tech-
niques to analyze the structural properties of the biological networks. On the other side, Petri
nets are more appropriate to study biochemical reaction networks, in which it is important to
take into account the quantitative aspects of the system.
This chapter gives an overall summary of the analysis techniques, structural and dynamic,
that have been applied in the literature for the analysis of the biological networks emphasizing
how this thesis is placed in this context. After the introduction in Section 5.1, Sections 5.2 to
5.4 describe the methods for the structural analysis, dynamic analysis of structural properties
and dynamic simulation of biological networks.
5.1 Analysis of biological networks
In Chapter 2, it has been emphasized that the advent of high-throughput technologies has al-
lowed the construction of different types of biological networks. Over the years, it has been
shown that biological networks are not random but they have a specific topology which is in-
dicative of their internal organization. Thus, the structural analysis of biological networks is
useful because provides novel information such as the motivation at the basis of certain topo-
logical constraints and the identification of nodes that control the information flow over the
network.
In general, biological networks exhibit a complex dynamic behavior that enables the cells to
react to various conditions and stimuli. However, the accurate study of the dynamics of a bio-
logical system has to deal with various problems that largely depends on the lack of molecular
information and the computational cost to analyze it at high level of detail. The applicability
of one computational technique rather than another is mostly related to the type of biologi-
cal network under study, the property you want to observe, the information you have about
the network and the level of accuracy according to which you want to analyze. Generally, the
techniques used to analyze biological networks can be divided into those that perform, (i) struc-
tural analysis, (ii) dynamic analysis of structural properties and (iii) dynamic simulation of the
system (Figure 5.1).
Structural analysis is, generally, considered a static technique because it uses only the infor-
mation about the network structure. However, structural analysis can be used to retrieve both
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qualitative and quantitative information of the biological network. Qualitative structural anal-
ysis is able to elucidate topological and behavioural properties of the biological network while
quantitative structural analysis uses stoichiometric methods to shed the light on quantitative
aspects of the system.
However, with the generation of specialized interaction datasets and gene expression pro-
files in different conditions, it has become possible to perform a dynamic analysis of structural
properties. This approach is useful because it allows to study the biological network in a more
accurate way with respect to static techniques. In fact, in a biological network not all the ele-
ments must be active in the same time and this information can be obtained from expression
data. Therefore, the dynamic analysis of structural properties uses the data integration to have
more snapshots of the biological network to which apply the static techniques.
On the other side, dynamic simulation exploits the network structure but it needs additional
information (e.g., molecular concentrations, kinetic parameters) that are necessary to describe
in more detail the behavior in time of the biological networks. Dynamic simulation, usually,
provides a more accurate description of biological and molecular processes and, often, also
a quantitative overview of it. In addition, dynamic analysis can allow to discover emergent
dynamic behaviors that a structural analysis cannot derive.
The next paragraphs show how structural and dynamic analysis have been applied to study
the mechanisms of different types of biological networks.
5.2 Structural analysis
Structural analysis refers to all those methods used to study the properties of the biological
networks analyzing its topology or stoichiometry. These methods can be divided into qualitative
and quantitative. Qualitative analysis involves a wide use of techniques derived from graph
theory but it also expoits Petri nets theory to retrieve topological or behavioural properties of
the nodes of the whole network. Quantitative analysis uses stoichiometric methods in order to
make quantitative predictions and they are, typically, applied to biochemical reaction networks.
This thesis proposes techniques for the qualitative structural analysis. However, techniques for
the quantitative structural analysis will be described briefly in Section 5.2.2.
5.2.1 Qualitative structural analysis
Qualitative structural analysis makes extensive use of methods derived from graph theory in
order to analyze the topology of a biological network. Common strategies applied to study
the topology of a biological network are the analysis of the importance of the nodes through
centrality measures, the study of the average distance (AD) of the network, the analysis of
network compactness and modularity.
In Chapter 3 graph centrality was introduced as a technique to rank the importance of a
node of a graph. Centrality measures were extensively used to assess the essentiality of the
nodes of the biological networks. With degree centrality, for example, the importance of a node
is inferred from the number of its edges. It was shown that high connected nodes, i.e. hubs,
have important properties. For example, several studies showed that hubs in yeast are more
essential compared to other proteins that have a low number of connections and they seem to be
evolutionarily conserved [80,81]. Closeness centrality measures how an information can spread
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Fig. 5.1. Structural and dynamic analysis of biological networks. Structural analysis (on the top of the figure) is based
only on the complete topology of the network and it aims to discover properties such as the structural organization
and the importance of the nodes of the network regardless which elements are active/inactive in a certain moment.
Dynamic analysis of structural properties (on the middle of the figure) takes advantage of expression data in order
to have an overview on how the topology of the network changes in different conditions or time points. Dynamic
simulation (on the bottom of the figure) aims to describe how the biological network evolves in time. Usually, this
analysis shows how the concentration (size of the nodes) of each element of the network changes in a time window.
This change can be due to the activation of specific fluxes of biochemical reactions (red arrows). Dynamic simulation
of biochemical reaction networks usually needs the knowledge of the topology of the network, the concentration of
substances and the kinetic parameters of the biochemical reactions.
quickly from a node to the others, thus it was useful to study the node of signaling networks and
gene regulatory networks [82]. In addition, this measure has been applied to identify central
metabolites and to study the core-structure in genome-based large-scale metabolic networks
[83, 84]. Betweenness centrality ranks the nodes based on the shortest paths that pass through
that node. This measure allowed to understand important properties in PPI networks such as
the identification of nodes that have an intermediary role between proteins and nodes that are
connectors (i.e., bottlenecks) between different processes that are essential [85, 86]. Centrality
measures cover an important role in this thesis because they have been widely used both for the
static and dynamic analysis of structural properties of the biological networks.
The study of the degree distribution of a biological network can give useful insights about
the topology and the importance of its nodes. A particular type of networks are those that have
a scale-free topology. In a scale-free network, the degree distribution follows a power law, i.e.
the probability P (k) of a node in the network to have k edges is P (k) ∼ k−γ , where the
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degree exponent γ usually is in the range 2 < γ < 3. Generally, biological networks are
considered scale-free. For example, several studies showed that the yeast protein interaction
network, metabolic networks and prokaryotic and eukaryotic transcriptional networks have a
scale-free topology [37,87]. In a scale-free network, there is a small number of hubs. In general,
scale-free networks are robust against the random loss of a node but the removal of hubs can
compromise their functionality [88]. Biologically speaking, robustness refers to the fact that
a biological network can find alternative ways to carry out its function in the presence of a
failure, for example in a node. In metabolic networks, robustness to the loss of a node indicates
the presence of alternative pathways that bypass the missing reaction while in GRNs indicates
the presence of alternative ways to control the information [89].
Other measure to analyze connectivity of biological network are assortativity and dyadicity.
Assortativity measures the correlation between a node and its neighbors. In the PPI network of
yeast, for example, it was discovered that hubs are well connected with non hubs, therefore they
tend to be well separated [90]. Dyadicity measures how the nodes of the network are connected
to nodes with similar functionalities. An example of application of dyadicity measure was to
characterize genetic interaction network in the context of epistasis networks [91].
The compactness of a network can give useful insights on its structure. An indicator of com-
pactness of a network is the diameter, that is the longest of all the calculated shortest paths in
the network. It was shown that biological networks have large diameters and that this property
could be associated with their modular structure. Modularity represents a very important prop-
erty of the biological networks because was linked to robustness against perturbations of the
network and adaptability to the environment. Further, modularity in biological networks was
also related to the reuse of network motifs (Figure 5.2) in order to solve common evolution-
ary problems [92]. Motifs can give very useful information about the structure and functioning
of the biological networks; for example motifs can reinforce specific activities, reduce noise
and confer stability to the system [93]. Subgraph isomorphism (SubGI) algorithms are applied
in motifs discovery, for example, for the prediction of the biological activity of a molecule
and for searching protein complexes in protein-protein interaction networks [2, 94]. This the-
sis proposes SubGI strategies, based on centrality measures, useful to speed-up the process of
searching network motifs into complex biological networks.
The above techniques can be used to analyze all biological networks in which a graph struc-
ture can be defined. However, for biochemical reaction networks in which stoichiometric con-
straints are present, other qualitative structural properties can be identified. In Chapter 4, the
formalism of Petri nets was introduced to model biochemical networks due to their interesting
mathematical properties. Structural analysis of a Petri net model of a biochemical reaction net-
work can be used to qualitatively analyze it in order to prove its correctness and consistency.
P-invariants and T-invariants were used, for example, to validate important biological processes
such as apoptosis and to understand the processes at the basis of the iron homeostasis [95, 96].
However, Petri nets in this thesis have been exploited for their interesting features useful for the
dynamic simulation of biochemical reaction networks.
5.2.2 Quantitative structural analysis
Quantitative structural analysis refers to those techniques that use network topology and addi-
tional information such as stoichiometry to make quantitative predictions. A typical technique
for the quantitative structural analysis is Flux Balance Analysis (FBA). The aim of FBA is the
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Fig. 5.2. Network motifs. The following are motifs commonly found in biological networks. (A) Feed-forward
loop. Type of networks: protein, neuron, electronic. (B) Three chain. Type of network: food webs. (C) Four node
feedback. Type of network: gene regulatory, electronic. (D) Three node feedback. Type of network: gene regulatory,
electronic. (E) Bi-parallel. Type of network: gene regulatory, biochemical. (F) Bi-Fan. Type of networks: protein,
neuron, electronic (source: Pavlopoulos et al., 2011 [1]).
analysis of flux distribution in a metabolic network using the assumption that the system is at
the steady-state condition. FBA uses contraints to encode the stoichiometry of the network of
reactions and other information such as the maximum speed of the enzymes to obtain optimal
fluxes. The optimality of a flux is based on the chosen objective function and it is typically
related to the maximization of the production of specific compounds such as ATP. Some suc-
cessful applications of FBA have been the study of metabolic capacity of the E. coli system
under knockouts and the study of robustness in the presence of changes of biomass composi-
tion in Arabidopsis thaliana [97, 98].
FBA searches for optimal flux distribution optimizing specific objective functions. Hower,
it could be important to discovery other flux distributions that are not optimal but that can sup-
port the metabolism in the adaptation to certain environmental conditions [89]. Two related
constraint-based modeling techniques are Elementary flux modes (EFMs) and Extreme Path-
ways (ExPas). Both Elementary Modes and Extreme Pathways are non-decomposable pathways
able to maintain the metabolic network at steady state. The analysis of EFMs and ExPas is a very
effective method because, unlike qualitative structural techniques, it allows to simultaneously
obtain information about key aspects of a biological network such as functionality, robustness
and gene regulation, knowing only the structure of the network [99].
5.3 Dynamic analysis of structural properties
In general, structural analysis allows to perform a static analysis because the network is given
in a specific condition or time point. However, a biological network represents a system that
is inherently dynamic because its state depends on time and other variables. For example, the
connections within a PPI network could be not necessarily always all active but the activation
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of one protein complex could depend on a particular signal received from a cell. As a result, a
network property that can be verified in a specific condition it is not guaranteed to be valid in
another condition.
The dynamic analysis of structural properties typically involves the integration between in-
teraction datasets and expression data for the construction and analysis of the biological net-
work. Examples of interaction datasets are those that contains predicted protein-protein inter-
actions, predicted or validated miRNA-mRNA interactions and also comprehensive databases
of annotated human non-coding RNAs interactions (e.g., STRING [100], TargetScan [39], Tar-
Base [101], Arena-Idb [102]). Expression data (e.g., RNA-seq, microarray) are usually used
to assess which biological entities can be considered expressed, i.e. active, and therefore if it
should be maintained in the network. Expression data can be also used to build the network from
scratch using, for example, correlation measures such as Pearson to determine if two biologi-
cal elements are connected. Examples of use of these techniques are the creation of networks of
co-expressed genes and the creation of miRNA-mRNA interaction networks correlating miRNA
and gene expression data.
After the creation of the network, the techniques for the qualitative structural analysis can
be applied to analyze the biological network. The most interesting thing is that the dynamic
analysis of structural properties is useful to understand how the topology is affected by the
physiological or pathological states of the biological network under study. Dynamic analysis
of structural properties was used, for example, to assess temporal connectivity of hubs in the
PPI network of yeast and to design a weighted centrality measure integrating gene expression
data [103,104]. This thesis proposes a measure and a workflow to perform a dynamic analysis of
miRNA-mRNA interaction networks in different conditions that are useful to study the crosstalk
between chromosomes at the level of miRNA-mRNA regulation.
5.4 Dynamic simulation
As discussed in the previous section, dynamic analysis of structural properties takes advantage
of expression data to study a biological network in a more dynamic way. However, expression
data provide snapshots of single time points or conditions, therefore a complete evolution in
time of the biological network is not provided. To obtain a more precise description of the
behavior of the biological network it is needed to perform a dynamic simulation.
Very often dynamic simulation involves biochemical reaction networks (e.g., metabolic net-
works) that are systems composed by a set of interconnected biochemical reactions which rates
depend on the activity of the enzymes (Figure 5.3). Enzymatic reaction rates are usually mod-
eled using known chemical kinetics such as mass-action and Michaelis-Menten kinetics and
integrated into the simulation system. The simulation methodology proposed in this thesis is
based on mass-action that is the most basic law that governs the biochemical reactions. How-
ever, dynamic simulation can be performed also with biological networks in which the types of
interactions can be more heterogeneous as in the case of signaling networks and gene regulatory
networks. In general, based on the level of abstraction required to analyze a biological network,
the methods to perform dynamic simulation can be qualitative or quantitative.
Qualitative methods usually require few or no parameters and they potentially handle large-
scale systems. They model the biological network at a high level of abstraction to discover
biological attractors. Several formalisms that have been proposed to perform a qualitative dy-
namic simulation such as Boolean Networks, Process Algebra and Rule-based Systems. Among
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Fig. 5.3. Dynamic simulation of an enzymatic reaction. E represents the enzyme concentration, S is the substrate,
ES is the complex formed by E and S that releases the product P . In this simple example, the species S is entirely
consumed after 60 seconds and converted into P . The purpose of the enzymes is to catalyze the reactions and they
are not consumed (Figure source: http://cbio.bmt.tue.nl/resolve/content/modelling_basics/modelTypes.php).
these, Boolean Networks represent an effective formalism because was largely applied for the
qualitative simulation of biological networks, and in particular for gene regulatory networks
and signaling networks. Boolean networks are discrete dynamical networks composed by a set
of boolean variables that evolves in a discrete time. The state of each variable is described by
boolean functions that take in input the state of a subset of variables in the network and re-
turn the corresponding output. This formalism was used, for example, to provide dynamical
explanation of specific gene expression patterns in the gene regulatory network of Arabidopsis
thaliana [105, 106].
On the other side, quantitative methods rely on mathematical formalisms and allow a more
accurate modelling by describing the biological system with realistic concentrations and time
scales [107]. A typical mathematical formalism for dynamic quantitative simulation of biologi-
cal networks are ordinary differential equations (ODE). Quantitative methods can be determin-
istic or stochastic. Deterministic methods capture the global behaviour of the elements of the
network, while stochastic models incorporate randomness to take into account possible fluctu-
ations and noise due to a small number of interacting molecules in the environment. A problem
related to quantitative methods is that they are more appropriate to analyse small and well stud-
ied systems due to the lack of kinetic parameters that are usually derived from in vivo or in vitro
experiments [108, 109].
Another formalism commonly used for the simulation of biological networks are Petri nets.
PNs have been widely applied in Systems Biology because, as seen before, they provide well-
founded mathematical properties for the qualitative structural analysis of biological networks
but they can be extended to perform also a quantitative dynamic simulation of the system.
Coloured and Hybrid Functional Petri nets were used, for example, to study the mechanisms
involved in the glycolytic pathway [74,110]. Stochastic Petri nets have been successfully used to
obtain new insights in the development of hepatic granuloma throughout the course of infection
and to model signal transduction pathways in the process of angiogenesis [111, 111].
A recurrent issue in the dynamic simulation of biological networks is related to the concept
of parameterization. Very often, due to the lack of quantitative information (e.g, kinetic param-
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eters), it is necessary to explore the solution space of the parameters to identify which network
configurations lead the model to satisfy certain biological properties. This process may require
the tuning of unknown parameters to obtain results in agreement with biological knowledge or
the reverse engineering of parameters from experimental data [112, 113]. This thesis proposes
a simulation methodology based on stochastic Petri nets that tries to address the problem of
parameterization of metabolic networks taking advantage of techniques well established in the
field of Electronic Design Automation (EDA).
6
Search Strategies for the Subgraph Isomorphism Problem and
Application to Biological Networks
The study of network motifs of biological networks can involve the application of subgraph iso-
morphism algorithms (SubGI) in order to search small pattern graphs into larger target graphs.
Several strategies have been proposed in order to obtain better performance in the context of
biological networks [114]. In general, the performance of SubGI strategies depend on the prop-
erties of the pattern and target graphs such as size, density and number of labels. However, the
crucial aspect is the search strategy used by the algorithm.
A state-of-the-art algorithm for the SubGI problem is RI [3]. RI uses a very simple but
effective search strategy that takes advantage of the local topological properties of the pattern
graph. Two problems related to the RI algorithm are that (i) it doesn’t perform an exploration
of the global pattern graph structure and (ii) it doesn’t exploit information about target graph
before the search process.
In this chapter will be described seven search strategies based on target-aware graph central-
ity measures useful to make the search strategy less dependent on local pattern graph properties.
Section 6.1 introduces the concept of variable ordering that is crucial to solve the SubGI
problem.
Section 6.2 describes the search strategy of the RI algorithm.
Section 6.3 describes several strategies to speed the subgraph isomorphism up.
Sections 6.4-6.5 describe, respectively, the experimental results and conclusions.
6.1 The variable ordering in subgraph isomorphism
The basic notions on graphs and SubGI problem formulation can be found in Section 3.1.
Given a pattern graph Gp = (Vp, Ep, αp) and a target graph Gt = (Vt, Et, αt), where αi is
a mapping of the nodes of a graph into a set of labels. It is possible to define an ordering µp =
(u1p, u
2
p, . . . , u
|Vp|
p ) of the nodes of the pattern graph. The SubGI problem can be formulated as
the combinatorial problem of finding all possible rearrangements of size |Vp| of the target graph
nodes µt = (u1t , u
2
t , . . . , u
|Vt|
t ). A mapping between the nodes of the pattern and target graph can




t )}. The set
of all possible mappings represents the search space of the problem and, usually, is represented
as a tree that is visited in order to find a solution of the problem. The order in which the pattern
nodes are mapped into the target graph is called variable ordering (Figure 6.1). In this context
the term variable refers to the fact that the SubGI problem can be formulated as a constraint
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satisfaction problem where values (target vertices) are assigned to variables (pattern vertices)
taking into account the constraints imposed by the SubGI rules [115]. The variable ordering
of the pattern nodes has a strong impact in the SubGI search because it reduces the set of the
possible forward assignments of the variables.
The strategy of choice of the variable ordering may depend on the properties of both pattern
and target graph such as the topology and the frequency of the labels of the pattern nodes along
the target graph [116]. An important concept adopted in the variable ordering is the fail-first
principle according to which high failure and most constrained variables are queued early in
the ordering.
1 2 3 4 
Gp 
µp 
Fig. 6.1. The variable ordering µp of a pattern graphGp determines how the nodes of the pattern are searched within
the reference graph. In this case the red node is the first node to search while the blue is the last one.
6.2 The RI ordering strategy
RI uses a strategy that exploits the local structure of the pattern graph in order to maximize the
number of constraints that can be verified after each partial mapping. Practically, RI builds the
ordering preferring, at each step, nodes high connected with the current partial ordering (core
set).
Formally, given a partial ordering µp = (u1p, u
2
p, . . . , u
i
p) of the pattern nodes, the next vertex
ui+1p is chosen such that it maximizes (in order) the cardinality of the following node sets:
• Vui+1p ,1 = {u
′ : (ui+1p , u
′) ∈ E and u′ ∈ µp}
• Vui+1p ,2 = {u
′ : (ui+1p , u
′) ∈ E, u′ /∈ µp and ∃(u′, u′′) for at least one u′′ ∈ µp}
• Vui+1p ,3 = {u
′ : (ui+1p , u
′) ∈ E, u′ /∈ Vui+1p ,1 and u
′ /∈ Vui+1p ,2}
Figure 6.2 shows an example of how the sets of a node ui+1p (violet node) are calculated in order
to choose the next node of the ordering. At first, the node that maximizes the connection towards
nodes of µp (red nodes), namely the cardinality of the set Vui+1p ,1, is preferred. If two or more
nodes have the same number of connections, then their set of neighbors that are connected to the
core set (green nodes) are taken into account (Vui+1p ,2). In case of a further parity between nodes,
the nodes not present in the previous node set are taken into account (blue nodes, Vui+1p ,3).














Fig. 6.2. The RI variable ordering creation. The violet node ui+1p is the node currently considered. The number of
red nodes (V
ui+1p ,1
) are evaluated at first because they are the nodes of the core set directly connected with the violet
node. In case of parity between the violet node and others nodes, the number of green nodes are considered (V
ui+1p ,2
).
Finally the number of blues nodes (V
ui+1p ,3
) are used for the final discrimination phase. The edges involved in the
computation are highlighted in red.
6.3 Ordering strategies based on weighted centralities
The RI algorithm relies only on the topological information about the pattern graph. However,
relevant information can be obtained exploiting the global structure of the pattern graph and the
information about the target graph [117].
In this work, it was investigated the use of the seven centrality measures introduced in Sec-
tion 3.3 that are commonly used in the analysis of biological networks. For each centrality
measure was developed a modified version of the RI algorithm in which the value of the cen-
trality of the nodes is used as a first criterion and, in case of equality, the original RI ordering
strategy is applied.
Weighted centrality measures were used defining the weight of an edge of the pattern ac-
cording to the frequency of the pair of the node labels in the target graph. Given an edge (v, v′)
of the pattern graph with labels l1 and l2, the frequency of the edge is computed as following:
freqt(l1, l2) = |{(u, u′) ∈ Et : αt(u) = l1 and αt(u′) = l2}|/|Et| (6.1)
Given two edges, the idea is to give a higher score to the edges with lower frequency in the
target graph. These new strategies, unlike the original formulation of RI, can take advantage of
the properties of the target graph.
6.4 Experimental results
The performance of the proposed strategies was evaluated on a widely used benchmark of bio-
logical networks [114]. In particular, three types of biological networks were taken into account:
protein contact maps, protein chemical structures and protein-protein interaction networks (see
Section 2.3.6). They have different structural and labeling properties. Pattern graphs were ex-
tracted from the benchmark by varying the number of their edges from 8 to 256. For each edge
amount, it was extracted an equal number of pattern graphs.
Figure 6.3 shows the properties of the pattern and target graphs used in the analysis. In
particular, number of nodes, number of edges, graph density and number of distinct labels are
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Fig. 6.3. Statistics regarding the properties of the pattern and target graphs used in the analysis: average number of
nodes, edges, graph densities, labels and average frequency of the pattern graph labels in the corresponding target
graphs
.
reported. In addition, it was reported the average frequency of the labels of the pattern graphs
within the corresponding target graphs (q_afreq).
Fig. 6.4. Performance of the strategies. The figure shows the ratio of SubGI instances in which each strategy has
been the fastest solution. Instances are grouped by the type of graph: contact maps, PPIs and chemical structures.
The strategies were tested searching a pattern into a corresponding target graph from which
it was extracted. A timeout of 10 minutes was used to stop the execution of longer instances. The
performance of the proposed strategies was evaluated counting how many times an approach
was the fastest and by summarizing the execution time through clustering approaches. Figure
6.4 shows the ratio between the number for which a strategy outperformed all the others and the
complete benchmark. Figure 6.5 reports the previous information with the details about the pat-
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tern graphs types. EIG is the best strategy in contact maps, followed by the closeness centrality
strategy (CL). All the strategies show a stable trend on PPI and chemical graphs (Figure 6.5).
In PPI networks the RI and NC ordering strategies are the most effective. In chemical graphs,
local strategies such as LAC and NC are the predominant ones. From the results it emerges that
local orderings are more suitable in sparse and semi-sparse graphs, while global measures are
more effective for dense graphs. BET and CL strategies have opposite behavior because BET
performance increases with more sparse graphs while CL tends to be better on dense graphs.
The performance of the EIG strategy seems to be coorelated with the decrease of graph density
while the others strategies do not seem to have a linear correlation with graph density.
Fig. 6.5. Performance of the strategies based on the number of pattern edges. The figure shows for each methodology
the ratio of SubGI instances for which it has been registered the fastest strategy (shown on top of the bars). Instances
are grouped by graph typology and number of pattern edges (from 8 to 256). Patterns of 256 edges from chemical
graphs were discarded because the sparsity of such graphs the extracted subgraphs tend to degenerate into simple
paths.
Figure 6.6 (A) shows the performance similarities calculated through two-samples statistical
tests. Strategies cluster together based on the type of centrality. Only BET strategy seems to be
more similar in running time to the local orderings (Figure 6.6 (B)).
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Fig. 6.6. Analysis of the running times of the strategies. (A) Heat map of the correlations between the investigated
strategies applying the Mann-Whitney U test to the running times. (B) Similarities among strategies are computed
by summing the absolute differences of their normalized running times. Normalization is performed by setting to 1
the slowest performance registered for each SubGI instance. U statistics and absolute time differences are used for
the hierarchical clusterings of the strategies.
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6.5 Closing remarks
This work showed the investigation of several alternative strategies to a well-established ap-
proach for solving the subgraph isomorphism problem. These strategies take into account the
global topology of the pattern graph and the information about the frequency of the pattern
graph labels within the target graph. The motivation of this study was to demonstrate that these
information could be useful to address some of the limitations of the RI algorithm. In addition,
this study provided insights for the design techniques that could exploit the properties of the
graphs to choose the best strategy. Local strategies are better on the sparse target graphs while
closeness- and eigenvector-based strategies are better on dense graphs.
The design of efficient heuristics for solving the SubGI problem is a very important task in
Bioinformatics because they represent the basis for building more complete software and tools
for the structural analysis of increasingly complex networks. In fact, static techniques such as
SubGI algorithms are usually used within more sophisticated analysis workflows that integrate
expression and interaction datasets to study dynamic topology changes of the biological net-
works based on condition or time. Therefore, the effectiveness of techniques for the structural
analysis is also linked to the design of useful analysis workflows able to integrate them for the
dynamic analysis of the structural properties.

7
Dynamic Analysis of Chromosome-wise miRNA-mRNA
Connectivity
A recent work demonstrated that the chromosome-wise connectivity of the protein-protein in-
teractome differs between human chromosomes and that this may influence the impact of chro-
mosome abnormalities [5]. This result underlined the fact that the chromosomal organization
has constraints that can be useful to study to better understand structural properties of the human
interactome and which impact it can have on disease states. In the last decade, increasing evi-
dence highlighted the role of non-coding RNAs in the regulation of crucial biological processes
such as cell proliferation and cell death. Of particular interest, it was the study of microRNAs
(miRNAs) because they were found implicated in many disease and, in particular, in cancer.
An important aspect to understand the human interacome is the study of the miRNA-mRNA
chromosome-wise connectivity, that is largely unexplored, to discover how it changes from the
healthy to disease state.
This chapter introduces a new measure together with a workflow to study the chromosome-
wise connectivity of miRNA-mRNA interactions in different conditions and the application to
cancer studies.
Section 7.1 describes the proposed measure to analyze the connectivity of miRNA-mRNA
interaction networks.
Section 7.2 describes the general workflow for the construction of miRNA-mRNA interac-
tion networks and the application of the proposed connectivity measure to them.
Sections 7.3-7.4 show, respectively, the experimental results obtained with the proposed
approach on cancer studies and the closing remarks.
7.1 Chromosome-wise connectivity
Kirk et al. [5] introduced the connectivity ratio (CR) as a measure of the protein-protein interac-
tions ratio between intra-chromosomal, cis, interactions between proteins encoded on the same
chromosome and inter-chromosomal, trans, interactions between proteins encoded on different
chromosomes. Figure 7.1 (A) shows a simple example of PPI interaction network in which the
protein interactions are considered at chromosomal level and divided in cis and trans in order
to calculate the CR. Given a chromosome , the original formulation of the CR is the ratio be-
tween normalized cis and trans protein interactions. The normalization is performed dividing,
respectively, by the number of cis and trans theoretical interactions.
In formula:





where nC is the number of observed cis-chromosomal interactions of C, NC =
{C}({C}−1)
2
is the normalization factor where {C} represents the number of protein coding genes on chro-




{D} is the normalization factor where {D} is the number of genes on any other
chromosome than C. This CR measure was successfully used to analyze the human protein-
protein interactions but it is not appropriate to study miRNA-mRNA interaction networks that















Fig. 7.1. Cis- and trans-chromosomal interactions. In Blue, cis interactions involving two molecules (protein-protein
or miRNA-mRNA) encoded in the same chromosome. In Red, trans interactions involving two molecules encoded
in different chromosomes. Examples of cis- and trans-chromosomal interactions in (A) protein-protein interaction
network (undirected graph) and (B) miRNA-mRNA interaction network (bipartite graph).
The aim of this study was to design a new formula useful to measure the chromosome-
wise CR of miRNA-mRNA interaction networks (Figure 7.1 (B)). To accomplish this task,
trans interactions of a chromosome were divided into two groups: trans-in, which involves a
chromosome’s mRNA, and trans-out, which involves a chromosome’s miRNA (Figure 7.2).
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This distinction is important in order to correctly normalize for the theoretically number of
possible trans-in and trans-out interactions, respectively.











nmRNAC · (nmiRNAall − nmiRNAC ) + nmiRNAC · (nmRNAall − nmRNAC )
(7.4)
where nmiRNAC and nmRNAC are, respectively, the number of miRNA and mRNA on the
chromosome C; nmiRNAall and nmRNAall are, respectively, the number of miRNA and mRNA
on any other chromosome than C; nCis is the number of cis-chromosomal miRNA-mRNA
interactions present on chromosome C normalized by the theoretically possible number of them;
ntrans−in and ntrans−out are the number of trans interactions of type in and out normalized,
respectively, by the number of theoretically possible interactions between the mRNAs of C and










Fig. 7.2. Cis- and trans-chromosomal interactions. Given a chromosomeC, in a miRNA-mRNA interaction network,
trans interactions can be of type in, involving mRNAs on C and miRNA elsewhere in the genome or out, involving
miRNAs on C and mRNAs elsewhere in the genome.
7.2 A workflow to study the chromosome-wise miRNA-mRNA connectivity
The study of miRNA-mRNA interactions involves the construction and analysis of complex reg-
ulatory networks. Such networks are built of nodes representing miRNAs and mRNAs, while
edges between nodes represent their interactions. This graph representation offers insights into
how miRNAs control complex biological phenomena and influence the progression and prog-
nostication of disease [118, 119].
The methods used to analyse such networks can be divided into (i) the approaches that
build regulatory networks using predicted or validated interactions and (ii) the methods that
infer miRNA-mRNA interactions from expression data. Predicted interactions are obtained by
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applying several rules including the presence of conserved binding sites in the mRNAs and
the sequence context [39]. Experimentally validated miRNA-mRNA interactions are collected
into several databases such as mirTarBase and Tarbase [101, 120]. The approaches based on
expression data allow the integration of miRNA and mRNA expression to infer their putative
interactions assuming that miRNAs downregulate their mRNA targets [121, 122]. More specif-
ically, negative correlations between miRNAs and mRNAs are identified by linear correlation
measures.
Once a regulatory network has been built, structural analysis techniques can be used to re-
late the structure of the network to its function. As discussed in Section 5.2.1, a common type
of structural analysis used to analyze biological networks involves characterization of the be-
haviour and importance of individual nodes through the use of centrality measures. Structural
analysis methods for miRNA-mRNA regulatory networks have been used to detect alteration
in cancer regulatory networks, discovering key miRNAs with roles as oncogenes or tumour
suppressors among others [123]. The analysis of miRNA-mRNA regulatory networks is impor-
tant because alterations on these networks affect the final protein abundance and consequently
change the network connectivity of the protein interactome. This change could further alter
the crosstalk between chromosomes in terms of interactions between protein-coding genes lo-
cated in the same, cis interactions, or different chromosomes, trans interactions, by creating or
deleting connections.
Figure 7.3 shows a workflow that integrates the proposed CR measure to analyze miRNA-
mRNA connectivity at chromosomal level in order to understand how the CR dynamically
changes in different conditions. The workflow was applied to cancer studies, however the ap-
proach is general and can be applied to any disease of interest in which expression data of
miRNAs and mRNAs are provided.
The first step of the workflow is the data integration (Figure 7.3 (A)). Data can be obtained
in house or from publicly available databases such as GEO and TCGA [124, 125]. miRNA
and mRNA expression data are correlated using statistical methods such as Pearson in order
to obtain a bipartite miRNA-mRNA interaction network. A threshold for the correlations must
be chosen and, next, a p-value is calculated in order to maintain only the significant ones. To
have more reliable interactions it is useful to use miRNA-mRNA prediction algorithms to filter
those interactions that do not involve conserved binding sites in the mRNAs. To accomplish
this task, the interactions predicted by the TargetScan algorithm are used for filtering [39]. The
second step is the calculation of cis- and trans-chromosomal interactions of the above miRNA-
mRNA interaction network (Figure 7.3 (B)). Finally, the last step is the actual calculation of
the miRNA-mRNA CR using the formula proposed in Section 7.1 (Figure 7.3 (C)). The CR
values obtained from the above workflow can be analyzed to obtain novel information on how
the rewiring of chromosomal interactions changes in normal and pathological conditions and
how this information can be relevant for the specific case study.
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Fig. 7.3. Methodological workflow for studying the chromosome-wise connectivity of miRNA-mRNA interactions.
(A) In the data integration step, miRNA and mRNA expression data from TCGA or other databases are correlated
and filtered through TargetScan in order to obtain regulatory networks for all samples. (B) Cis and trans interactions
are computed for each chromosome. Cis interactions involve miRNAs and genes of the same chromosome. Trans
interactions can be either of type in, i.e., interactions between mRNAs of the chromosome of interest and miRNAs
located in all other chromosomes, or out, i.e., interactions between miRNAs of the chromosome of interest with
mRNAs of the other chromosomes. (C) The connectivity ratio (CR) is calculated for each chromosome of the
network.
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7.3 Experimental results
7.3.1 Chromosome-wise miRNA-mRNA connectivity in cancer
The above methodology was implemented in R language (version 3.5.0) and used to anal-
yse how the chromosome-wise connectivity changes in cancer compared to normal tissue.
To perform this study, TCGA pan-cancer study was used to retrieve miRNA and mRNA ex-
pression data [125]. TCGA data for 14 cancer studies were downloaded from FireBrowse
(http://firebrowse.org/ ) in the form of reads per million (RPM) for miRNAs and RSEM esti-
mated counts for mRNAs [126].
Before proceeding with the analysis workflow, several preprocessing steps have been per-
formed. Firstly, only TCGA studies that had, at least 3 cancer samples and 3 healthy samples
(miRNAs and mRNAs) coming from the same patient were maintained. Secondly, a filtering
was performed to remove lowly expressed miRNAs and mRNAs. In particular, miRNAs and
mRNAs were considered expressed if for each sample the number of counts was greater than
1. After removing low expressed miRNAs and mRNAs, data were log2 transformed. Principal
Variance Component Analysis (PVCA) was performed for each study to observe the effect size
of the covariates age and sex using the function pvcAnaly from the package ExpressionNormal-
izationWorkflow (Murugesan, 2018) [127]. A residual variance of 75% was used as threshold
to perform batch correction of the samples. For batch correction the method Combat from the
sva package was used [128]. After PVCA, only BRCA and LUAD cancer studies were batch
corrected and only BRCA was maintained. At the end of these steps, 10 TCGA cancer studies
remained for further analyses (Table 7.1).
Cancer abbre-
viation
Full name of cancer No. of miRNAs in
cancer/healthy
No. of mRNAs in can-
cer/healthy
BLCA Bladder Urothelial Carcinoma 139/129 5,200/3,067
BRCA Breast invasive carcinoma 132/155 5,639/5,200
CESC Cervical squamous cell carcinoma and endocervical
adenocarcinoma
142/170 4,684/2,199
HNSC Head and Neck squamous cell carcinoma 142/167 5,213/4,371
LIHC Liver hepatocellular carcinoma 137/180 4,456/3,610
LUSC Lung squamous cell carcinoma 155/171 5,286/3,069
KIRC Kidney renal clear cell carcinoma 129/159 4,930/5,419
KIRP Kidney renal papillary cell carcinoma 128/173 5,135/4,667
STAD Stomach adenocarcinoma 146/150 5,476/5,282
UCEC Uterine Corpus Endometrial Carcinoma 132/165 4,757/3,732
Table 7.1. TCGA cancer studies after preprocessing. Number of expressed miRNAs and mRNAs after correlation
and TargetScan filtering (Figure 7.3 (A)) for each of the 10 TCGA cancer types included in this study.
After the preprocessing, the CR workflow was executed. In particular, for each TCGA study
and for each condition (cancer and healthy), a miRNA-mRNA interaction network was built by
correlating expressed miRNAs and mRNAs maintaining only those interactions predicted by
TargetScan v7.1 (Figure 7.3 (A) and Table 7.1). Correlation was performed using the biweight
mid-correlation [129] through the function bicor from the WGCNA package and keeping neg-
ative miRNA-mRNA correlations with p-value < 0.05 [130]. P-values were calculated using
the Student asymptotic method applying the function corPvalueStudent (package WGCNA).
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miRNAs and mRNAs of each network were annotated with the chromosome information using
ENSEMBL and miRBase v21 databases [131, 132].
Next, the CR for each miRNA-mRNA interaction network was calculated considering cis-
and trans-chromosomal miRNA-mRNA interactions (Figure 7.3 (B-C) and Tables 7.2-7.3). The
distribution analysis of the CRs showed that there is a strong shift towards trans interactions
in cancer, i.e., CR decreased in most of the chromosomes (Figure 7.4 and Figures 7.5 (A-
C)). In particular, chromosomes 4, 14, 16 and 20 formed a small cluster with the lowest CR
and the strongest shift to trans interactions together with chromosome 18 that lost the full
miRNA-mRNA interactome in cancer samples. The correlation, in terms of CR, between this
cluster of chromosomes can be also seen from the hierarchical clustering in Figure 7.5 (B). An
opposite trend was observed for the chromosome 13, which was the only chromosome having



































Fig. 7.4. Chromosome-wise connectivity ratio (CR) for healthy and cancer samples. (A) Distribution of the
chromosome-wise miRNA-mRNA CR for healthy (blue) and cancer (red) samples. The horizontal line represents
CR = 1, i.e., the same amount of cis and trans interactions for a chromosome. The boxplots show a shift towards
trans interactions in cancer since CR decreases in most of the chromosomes in cancer compared to healthy samples.
The chromosomes 4, 14, 16, and 20 had the lowest CR together with 18 that had a CR = 0 in cancer because of
the loss of the full interactome. Chromosome 13 had the highest CR. (B) Median log2 fold-change (log2FC) of the
CR in cancer versus healthy samples. Chromosomes 4, 14, 16 and 20 show a strong change from healthy to cancer.
Log2FC was calculated as following: log2FC = log2(CRcancer) − log2(CRhealthy). In chromosome 18, it was
not possible to calculate the log2 fold-change since CR in cancer was 0. For the complete list of CRs refer to tables
7.2 and 7.3.
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Chromosome BLCA BRCA CESC HNSC KIRC KIRP LIHC LUSC STAD UCEC
1 1.31 1.08 1.27 1.26 1.10 1.26 1.29 1.23 1.33 1.37
2 0.64 0.35 0.29 0.50 0.78 0.51 0.15 0.62 0.59 0.67
3 1.56 0.90 0.88 0.65 1.22 0.72 0.48 1.05 1.67 1.50
4 0.49 0.74 0.27 0.48 0.66 0.22 0.37 0.49 0.05 0.57
5 1.24 1.27 1.43 1.20 1.31 1.29 1.32 1.09 1.11 0.93
6 0.94 1.07 2.28 1.45 1.51 2.05 0.47 1.28 0.66 1.23
7 1.32 1.39 1.30 1.04 1.01 1.23 1.29 0.99 1.48 1.52
8 0.98 0.63 1.41 0.94 1.09 0.83 0.41 1.10 0.71 0.97
9 1.55 1.42 1.49 1.19 1.26 1.22 1.44 1.98 1.45 1.47
10 0.60 1.00 0.24 0.14 0.40 0.21 0.39 0.84 0.41 0.51
11 0.80 0.99 0.55 0.65 0.82 0.59 0.58 0.60 0.63 0.69
12 1.19 1.46 1.33 0.97 1.24 1.57 0.43 1.17 1.26 1.45
13 2.53 1.93 2.60 2.96 1.36 2.78 2.93 0.79 2.08 1.99
14 0.73 0.63 1.71 0.84 0.61 0.43 0.48 1.27 0.61 1.21
15 0.55 0.72 0.60 0.73 0.67 0.82 0.49 0.43 0.20 0.22
16 0.26 0.26 0.22 0.08 0.35 0.36 0.35 0.47 0.21 0.23
17 0.82 1.16 0.99 0.90 1.27 1.18 0.91 1.01 0.97 0.98
18 0.33 1.90 2.14 1.11 0.27 0.28 0 0 0.33 0.46
19 0.36 0.37 0.34 0.63 0.49 0.31 0.36 0.79 0.37 0.17
20 1.01 1.13 1.23 1.81 0.64 0.33 0.22 0.54 0.73 0.16
21 0.89 0.38 0 1.11 0.90 0.44 0.40 0 1.19 0.98
22 0.76 0.94 1.84 0.53 1.08 0.74 1.75 1.30 0.13 0.20
X 1.05 0.95 1.33 0.92 1.06 1.05 0.93 1.09 0.99 0.83
Table 7.2. Connectivity Ratio (CR) in healthy condition across TCGA studies.
Chromosome BLCA BRCA CESC HNSC KIRC KIRP LIHC LUSC STAD UCEC
1 1.35 1.11 1.15 1.24 1.12 1.14 1.20 1.05 1.22 1.06
2 0.56 0.58 0.31 0.64 0.44 0.32 0.42 0.61 0.59 0.74
3 0.95 1.09 0.63 0.77 1.32 0.78 0.70 1.09 1.36 0.89
4 0.47 0.11 0.06 0.58 0.22 0 0 0.05 0.43 0.18
5 1.11 1.09 1.47 1.29 1.14 1.38 0.47 1.15 1.22 1.15
6 1.27 1.45 1.12 1.14 1.07 1.68 0.70 0.83 0.71 0.92
7 1.38 1.08 0.81 1.28 0.77 0.78 1.11 1.24 1.29 1.13
8 0.87 0.77 0.51 0.66 0.74 0.98 0.47 0.71 0.78 0.29
9 1.25 1.17 1.18 1.07 0.58 0.94 0.88 1.07 1.25 0.65
10 0.47 0.78 0.58 0.22 0.58 0.53 0.39 0.32 0.59 0.66
11 0.74 0.57 0.65 0.68 0.82 0.90 0.66 0.50 0.67 0.79
12 1.06 1.16 0.85 0.78 0.83 0.16 0.43 0.82 1.02 0.85
13 2.55 1.87 1.27 1.88 1.05 1.77 2.22 1.72 1.82 2.48
14 0.38 0.09 0.20 0.18 0.04 0.13 0.08 0.08 0.23 0.17
15 0.28 0.86 0 0.68 0.48 0.79 0.37 0.53 0.25 0.25
16 0.19 0.18 0.14 0.31 0.22 0.23 0.14 0.03 0.27 0.12
17 1.06 1.03 0.89 0.73 1.22 0.84 1.25 1.24 0.96 0.99
18 0 0 0 0 0 0 0 0 0 0
19 0.63 0.73 0.61 0.51 0.49 0.46 0.44 0.50 0.40 0.56
20 0.19 0.57 0 0.08 0.53 0.31 0.25 0 0.27 0.10
21 1.15 0.19 0.94 0.19 0.99 0.40 0.89 0 0.43 1.10
22 0.68 0.36 0.44 0.50 0.53 0.19 0.10 0.28 0.62 0.72
X 0.50 0.65 0.42 0.68 0.57 0.70 0.68 0.54 0.69 0.64
Table 7.3. Connectivity Ratio (CR) in cancer condition across TCGA studies.




Fig. 7.5. Clustering of the chromosome-wise connectivity ratio (CR) for healthy and cancer samples. (A)
Chromosome-wise miRNA-mRNA CR for healthy samples. The heatmap rows show the 10 considered TCGA can-
cer types while each column represents a chromosome. Hierarchical clustering of the CRs shows two main groups of
chromosomes, the left one with a CR towards trans interactions and the right one with a CR towards cis interactions
across cancer types. Chromosome 13 represents an individual cluster since it was the most cis chromosome. Overall,
most chromosomes show about the same amount of cis and trans interactions in healthy samples. (B) The CR for
each chromosome in the cancer tissues. The heatmap shows a shift to trans interactions for most of the chromo-
somes, particularly true for the cluster of chromosomes 4, 14, 16, 18 and 20. (C) Distribution of all CRs for normal
and cancer tissues showing that the CR generally decreases in the cancer samples compared to the control samples.
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7.3.2 Lost miRNAs in cancer compared to healthy tissue
It was shown that in cancer there was a general shift of the CR towards trans interactions. Sub-
sequently, it was investigated how this shift was related to the change in the number of miRNAs,
mRNAs or miRNA-mRNA interactions in cancer. To accomplish this task, we firstly analyzed
for each chromosome the ratio between cancer and healthy of CR, number of miRNA, mRNA
and miRNA-mRNA for each miRNA-mRNA interaction network (Figure 7.6). The ratios were
summarized taking the median values of healthy and cancer along the different TCGA studies.
We found that there was a general decrease in the number of miRNAs in cancer. In particular,
chromosomes 14, 18 and 20 had the higher loss of miRNAs in cancer. Next, we calculated the
Pearson correlation between the CR ratio and miRNA, mRNA and miRNA-mRNA interactions
ratio between cancer and healthy samples. We discovered that the only significant linear corre-
lation R was between the CR and the miRNA ratio (R = 0.55, p-value = 0.0061). This result
underlines that the shift of the CR is more due to the loss of miRNAs. We focused on the study
of which miRNAs were lost in the cluster of chromosomes with the highest shift towards trans
interactions from healthy to cancer (i.e., chromosomes 4, 14, 16, 18 and 20) to understand how
the loss of miRNAs was relevant to cancer.
At first, we analyzed those miRNAs that were present in the healthy network and that were
lost in the cancer network (physical loss). We discovered that 28 miRNAs were physically lost
in at least one of the ten cancers (Figure 7.7 and Table 7.4). Interestingly, tumour suppressors
miR-1-3p and miR-495-3p located on chromosomes 18 and 14, respectively, were physically
lost in most cancer studies.
Next, we explored network centrality for the miRNA-mRNA interaction networks to dis-
cover how many important miRNAs lost their centrality in cancer samples compared to the
healthy regulatory networks. For each network, we called most central those miRNAs with the
centrality value in the upper quartile. A lost central miRNA was a miRNA among the most
central present in the healthy miRNA-mRNA network but absent in the corresponding cancer
network. We used closeness centrality because it measures the possibility for a node to quickly
communicate with other nodes, so in this case how miRNAs can cooperate efficiently in the
regulation of common target genes. Since miRNA-mRNA interactions networks are bipartite
graphs, we implemented through the package igraph [133], the notion of closeness centrality
described in [134], setting the minimum distance between nodes of the same type as 2 and the
minimum distance between nodes of different type as 1. We discovered that the chromosomes
in the cluster of interest had few central miRNAs and lost a huge proportion of them (Figure
7.8). In particular, chromosomes 4, 14 and 18 lost all their most central miRNAs. Thus, the im-
portant miRNAs of these chromosomes were lost in cancer samples and their central role had
not been replaced by other central miRNAs.
In summary, in the chromosome cluster of interest, we found three miRNAs not physically
lost but with lost centrality in cancer compared to the healthy miRNA-mRNA network and
a total of 28 physically lost miRNAs of which six miRNAs also lost their central role in the
cancer network: miR-381-3p, miR-409-3p, miR-218-5p, miR-138-5p, miR-1-3p and miR-495-
3p (Figure 7.7 and Table 7.4). These miRNAs are of particular interest because they could have
an important role in the regulation of the functions of the healthy tissue and their loss can have
a huge impact in the physiological activities. In addition, these miRNAs have been reported as
tumour suppressor in several previous cancer studies. In particular, miR-1-3p was reported as
tumour suppressor in bladder cancer by suppressing the proliferation, migration and invasion





















CR miRNA−mRNA interactions mRNA miRNA
Fig. 7.6. Ratio (cancer VS healthy) of CR, number of miRNAs, mRNAs and miRNA-mRNA interactions. Each ratio
was calculated taking the median value across cancer and healthy samples.
Fig. 7.7. miRNAs physically lost and/or with lost centrality in the cluster of chromosomes with the most shift
to trans interactions. A total of 31 miRNAs located on chromosomes 4, 14, 16, 18 and 20 were lost in the cancer
miRNA-mRNA networks. Among these, 28 miRNAs were physically lost in cancer and nine miRNAs lost centrality
in cancer. Six miRNAs were both lost physically and lost centrality in cancer. Their names are listed below the Venn
diagram.
through the upregulation of the gene SFRP1 [135]. A previous study showed that miR-495
was downregulated in malignant breast cancer and that its upregulation significantly suppressed
proliferation and tumorigenesis inhibiting the G1-S phase transition through targeting of Bmi-
1 [136]. One study showed that miR-381-3p overexpression suppressed cell proliferation, cell
cycle progression and migration by targeting SETDB1 in breast cancer [137]. Another study
showed that miR-381-3p induced apoptosis of renal cancer cells through the inhibition of WEE1
[138]. miR-409-3p was involved in the suppression of cell growth and invasion of breast cancer
cells by targeting Akt1 [139] and in regulation of the expression of the oncogene E6 in cervical
cancer [140]. Finally, the action of the miRNAs miR-218-5p and miR-138-5p in lung cancer
were linked to a tumour suppressor activity negatively regulating EGFR in mouse and in the
reversion of the gefitinib resistance in lung cancer cells via negatively regulating G protein-
coupled receptor 124, respectively, [135, 141].
All together these results underline that miRNAs of the chromosomes 4, 14, 16, 18 and
20 have a central role in the regulation of the miRNA-mRNA network in healthy tissue and
were dysregulated or completely lost in cancer. Their loss can have a critical impact on the
















Fig. 7.8. Closeness centrality in healthy and cancer miRNA-mRNA networks. Number of most central miRNAs in
miRNA-mRNA interaction networks in healthy and cancer condition for each chromosome. A miRNA is considered
among the most centrals if its centrality is in the upper quartile of the centralities of a miRNA-mRNA network.
development and progression of different cancer types as their function have been linked to a
tumour suppressor activity in several previous studies.
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hsa-miR-370-3p 14 Physical BRCA,CESC,LIHC - -
hsa-miR-487b-3p 14 Physical BRCA,CESC,HNSC,
LIHC,UCEC
- -
hsa-miR-655-3p 14 Physical CESC - -
hsa-miR-154-5p 14 Physical CESC,LIHC,UCEC - -
hsa-miR-369-3p 14 Physical CESC,HNSC,LIHC - -
hsa-miR-299-5p 14 Physical CESC,HNSC,LIHC - -
hsa-miR-493-5p 14 Physical CESC,LIHC,UCEC - (29328362),(22373578)
hsa-miR-409-5p 14 Physical CESC,LIHC,UCEC - -
hsa-miR-376c-3p 14 Physical CESC,HNSC,LIHC,
UCEC
- -
hsa-miR-411-3p 14 Physical CESC - -
hsa-miR-493-3p 14 Physical HNSC,LIHC - (22373578)
hsa-miR-134-5p 14 Physical KIRC,KIRP - (28325280)
hsa-miR-379-5p 14 Physical KIRC - (23618224)
hsa-miR-127-3p 14 Physical KIRC,UCEC - -
hsa-miR-193b-3p 16 Physical KIRP - -
hsa-miR-323a-3p 14 Physical LIHC - -
hsa-miR-296-5p 20 Physical LUSC - (26549165)
hsa-miR-342-3p 14 Centrality - CESC,KIRP (25066298)
hsa-miR-140-5p 16 Centrality - CESC (27588393)









hsa-miR-495-3p 14 Both BRCA,CESC,LIHC,
LUSC,STAD,UCEC
LIHC,UCEC (26020378)














hsa-miR-138-5p 16 Both KIRP,LUSC KIRP,LUSC (24582749)
Table 7.4. miRNAs of chromosomes 4, 14, 16, 18 and 20 that were lost either physically and/or centrality in cancer
compared to the corresponding healthy samples. References in which the considered miRNAs were found as tumour
suppressors are reported. (*) Cancer types in bold highlights that miRNAs lost in our analysis were found as tumour
suppressor in the same cancer tissue in literature.
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7.4 Closing remarks
In this work, we have developed a general workflow for the dynamic analysis of structural
properties. The methodology applies a new measure of connectivity ratio (CR) to analyse the
chromosome-wise connectivity for miRNA-mRNA interactions. We applied the methodology to
discover how the miRNA-mRNA chromosome-wise connectivity changes in cancer compared
to healthy tissue. We discovered that the CR of most chromosomes decreased in the majority
of cancers compared to healthy due to a strong shift towards trans interactions. This fact was
particularly true for a small cluster composed by chromsomes 4, 14, 16, 18 and 20. Further, the
decrease of the CR was linked to the loss of miRNAs with high centrality in the healthy network.
Many of these miRNAs have previously been reported as tumour suppressors in several cancer
studies.
Studying the cross-talk between chromosomes is becoming an emerging field of research,
thanks to the development of novel experimental techniques such as chromosome conformation
capture [142], which is providing fundamental discoveries on the spatial organisation of chro-
mosomes in the cell and their interactions. These studies are crucial to increase our knowledge
on modulation of gene expression regulated by regulatory elements that can be located in the
same chromosome (in cis) or in another chromosome (in trans). A future analysis will con-
sider to integrate this novel data with our results in order to understand whether cis and trans
interactions at the PPI and miRNA-mRNA levels are somehow correlated with chromosome
interactions. This analysis may allow us to discover that genes in close spatial proximity also
physically interact at the protein level or miRNA-mRNA level.
This chapter showed the importance of dynamically studying the structural properties of a
biological network in order to analyze its changes in different conditions. However, these types
of analysis show how a biological network evolves in single time points or conditions. For this
reason, an important task in Bioinformatics and Systems Biology is the design of methodologies
that allow the dynamic simulation of the biological networks. They provide a more precise
description of the evolution of the biological network in time allowing interesting predictions.
8
Modeling and Dynamic Simulation of Metabolic Networks through
Electronic Design Automation
One of the aims of the Systems Biology is the modeling of biological systems in order to
predict their complex emerging behaviors. As discussed in Section 5.4, a recurrent issue in the
dynamic modeling of biological networks is related to the concept of parameterization. The
aim of this work is to show that the use of languages, techniques, and tools well established in
the context of Electronic Design Automation (EDA) can introduce automation and flexibility
to model, simulate, and help the analysis of metabolic networks. We developed a methodology,
implemented in the SystemC language based on the formalism of stochastic Petri nets (SPNs)
for the simulation and the parameterization of metabolic networks in order to explain specific
biological properties.
Section 8.1 introduces the SystemC language and its basic building blocks such as modules,
processes, signals and ports.
Section 8.2 describes the methodology to model, simulate and parameterize metabolic net-
works using the SystemC language.
Section 8.3 describes the experimental results obtained from the analysis of the purine
metabolic pathway in two different experimental conditions.
8.1 SystemC
SystemC is a language for the system-level modeling of hardware and software as an alternative
to the common used languages VHDL and Verilog. Practically, SystemC [143] is a collection
of C++ classes and macros that provides an event-driven simulation interface in C++. It al-
lows designers to implement and simulate concurrent processes, each described using plain
C++ syntax. SystemC processes communicate and synchronize in a simulated real-time envi-
ronment, by using signals of all the data-types provided by C++, some additional ones provided
by the SystemC library, as well as user-defined. The source code is compiled with the SystemC
library, which includes a simulation kernel, to generate an executable. In general, SystemC al-
lows designers to implement systems at different levels of abstraction and with different levels
of details. It provides modeling features such as structural hierarchy and connectivity, com-
munication abstraction, dynamic processes, timed event notifications, transaction-level model-
ing [144]. The key language features of SystemC are: modules, ports, signals and processes.
64 8 Modeling and Dynamic Simulation of Metabolic Networks through Electronic Design Automation
8.1.1 Time
The modeling of time is a very important feature of SystemC. There is a minimum and max-
imum amount of time representable that is given by a 64-bit integer value. The class used to
represent time in SystemC is sc_time. It takes in input two parametrs: a double represent-
ing the amount of time and a time unit sc_time_unit. Table 8.1 shows the time units that
can be represented in SystemC. Listing 8.1 shows an example of code to create a variable time








Table 8.1. Time units in Systemc
Listing 8.1: SystemC code in which the variable time represents 10 seconds.
1 sc_time time = sc_time(10, SC_SEC);
8.1.2 Modules
Modules are the basic building blocks of a SystemC design hierarchy. A SystemC model usually
consists of several modules that communicate via ports. Modules are C++ classes that extend
the base class sc_module. The constructor of each module, that is created through the macro
SC_HAS_PROCESS, requires the name of the module and can have several additional param-
eters. Listing 8.2 shows a simple example of a module Place that has the following integer
parameters: nIn, nOut, nInTr and nOutTr.
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Listing 8.2: SystemC code defining a module.



















20 Variables declaration ...
21 */
22





8.1.3 Signals and ports
Signals are the medium (i.e., channel) to allow the communication of the SystemC modules.
A signal can be defined using the keyword sc_signal. The value of a signal is available
after a delta cycle. Delta cycle is used to simulate new updates and to wake up the processes
in the phase of current time, therefore there is no time progress after a delta cycle. Signals link
different SystemC modules through ports. Ports can be used as input (sc_in<T>), or output
(sc_out<T>). Listing 8.2 shows the definition of the input port inPort and the output port
inAckPort while Listing 8.3 shows an example of reading and writing on them.
Listing 8.3: SystemC code representing read and write on ports.
1 // Read of a port
2 this->inPort.read();
3
4 // Write of a port
5 this->inAckPort.write(1);
8.1.4 Processes
Processes are those components that perform functions and they are used to simulate the con-
currency. In SytemC, processes are defined inside the module constructor and can be of two
types: SC_METHOD and SC_THREAD. The main difference is that a process declared with the
macro SC_METHOD can not be suspended through the wait statement while a process defined
as SC_THREAD can be interrupted. Listing 8.4 shows an example of a SC_THREAD that is
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suspended for 100 seconds. SC_METHOD is useful to define, for example, activities that are
periodically performed and that are atomic. SC_THREAD are used to simulate more complex
behaviors because they are more versatile since they can be halted at any moment of the execu-
tion. By default a SC_THREAD is executed once, but usually they are maintained active in the
whole duration of the simulation through the use of infinite loops.
Both SC_METHOD and SC_THREAD can be triggered by specific events that make these
processes available to execution. Events allow for synchronization between processes and they
are the key objects in SystemC models to provide event-driven simulation. A process can have
a list of events, called sensitivity list that can trigger it. Listing 8.5 shows how the method
createProcesses is defined as a SC_THREAD that can be triggered by an event in the port
start. The SystemC component that deals with the execution of the processes is the scheduler,
it decides which processes must be executed at each time step in order to simulate concurrency.
Listing 8.4: Example of SystemC wait statement that suspends a SC_THREAD for 100 sec-
onds.
1 wait(100, SC_SEC);
Listing 8.5: Example of creation of a SystemC process as a SC_THREAD sensible to an event
in a port start.







8 Variables inizialitation ...
9 */
10
11 // Processes creation
12 SC_THREAD(createProcesses);
13 sensitive << this->start;
14 }
8.1.5 SystemC scheduler
SystemC language provides a simulation in which events rule the evolution of the system. In
fact, events involve the execution of the processes and the updating of their output. SystemC
is based on a simulation kernel that allows the modeling of concurrency choosing, at any time,
what processes can be executed. The SystemC scheduler prepares the ready queue of the pro-
cesses that can be run, based on the occurrence of events, and chooses the process that must run
first. There are several types of events that can occurr in a SystemC environment:
• Clock signal, wakes up clocked processes and models the passing time.
• Event notification, wakes up the processes sensitive to that event.
• Signal/port updating, wakes up processes sensitive to that port or signal.
8.1 SystemC 67
• Delta and timed notification, activates processes in the same simulation time or after the
specified amount of time.
The SystemC scheduler works in 5 main steps (Figure 8.1): initialization, evaluation, update,
delta notification and timed notification phase. In the initialization phase, the scheduler builds
the first runnable queue and executes all processes until their end or their first wait state-
ment. In the evaluation phase, the scheduler executes all processes in the runnable set using a
co-operative multitasking. In fact, only one process can be executed at one time and can not
preempt or interrupt other processes. This phase ends when there are no processes to execute.
In the update and delta notification phase the scheduler updates ports and signals and puts in the
runnable queue all processes that are sensitive to that events and delta notifications or timeout.
In the timed notification phase, the simulation time is advanced until the earliest timed event































End of simulation 
Fig. 8.1. SystemC scheduler phases: Initialization, evaluation, update, delta and timed notifications.
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8.2 Overview of the methodology
This thesis proposes a methodology that uses the SystemC statements to implement the formal-
ism of Petri nets (PNs) to model and simulate metabolic networks. In particular, the methodol-
ogy is based on stochastic Petri Nets (SPNs) because they are well suited to perform a dynamic
simulation of biochemical reaction networks. SPNs have been largely used in the modeling of
this kind of networks because allow to make quantitative simulations trough the Gillespie’s
algorithm, taking into account possible fluctuations and noise that are intrinsically present in
the biological processes. Unlike the classical PNs, SPNs involve that the instantaneous firing
of transitions are replaced by timed transitions, whereby each current firing rate depends on a
function of the current concentration of the metabolites involved in the reaction and also on
kinetic parameters. In addition to allowing the stochastic simulation of a metabolic network,
the aim of this methodology is to find parameterizations of the system able to explain a defined
biological property.
Figure 8.2 shows the main steps of the proposed methodology to model and simulate
metabolic networks into Systemc language:
1. The SPN model is mapped into an extended finite state machine (EFSM) in order to be
implemented into SystemC language.
2. The EFSM is sythetisized into SystemC with the support for stochastic simulation.
3. A phase of parameterization is performed to retrieve parameters able to explain a defined
biological property. A genetic-based input generator is used to generate parameters of the
metabolic reactions that is guided by dynamic assertion-based verification (ABV). In ABV,
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Network properties (PSL)
Fig. 8.2. Overview of the SystemC methodology. (1) The SPN model is mapped into an extended finite state machine
(EFSM) and (2) sythetisized into SystemC with the support for stochastic simulation. (3) A phase of parameterization
is performed to retrieve parameters able to explain a biological property that can be defined through PSL language.
A genetic-based input generator is used to generate parameters of the metabolic reactions that is guided by dynamic
assertion-based verification (ABV).
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8.2.1 Stochastic Petri nets
Stochastic Petri nets (SPNs) were introduced in Chapter 4 as an extension of the classic Petri
nets to overcome some limitation such as the timing and randomness that are crucial for the
simulation of biochemical reaction networks. In stochastic Petri nets, at each simulation step,
it can be associated at every transition k a possible delay of firing τk that is determined by
a random variable. Stochastic Petri nets are, usually, simulated using a well known technique
called Gillespie’s algorithm. This method, at each step chooses the time τ when executing a
chemical reaction and it calculates a possible trajectory of the system. The classic method of the
Gillespie algorithm is called Direct Method (DM) [78]. However, Gillespie proposed a variant
of the direct method called First Reaction Method (FRM) [79] that is well suited for a concurrent
and parallel implementation [146]. Our methodology takes inspiration from the FRM method
to simulate the evolution of a metabolic networks through the SystemC language. Figure 8.3
shows a flowchart representing how stochastic simulation is performed in our methodology.
Given a metabolic network in which each reaction R is from a reactant Mi to a product Mj ,
the stochastic simulation starts with the generation of a possible time τR for every reaction R











+ 1 (k = 1, . . . ,m) (8.1)
where rand1, . . . , randm are m random numbers from the uniform distribution U(0, 1),
aR(mi) = cimi is the mass-action propensity function where ci is the reaction rate constant
and mi is the number of tokens of the reactant Mi. We consider a lower bound of each reaction
delay (i.e., 1), which is associated to the minimum delay in the discrete simulation. At each step,
the system executes the reaction with the minimum delay τR and updates the simulation time t.
Further, the status of the reaction involved in a previous execution and the delays are updated.
The simulation ends after a given number of simulation steps (N ). The stochastic evolution of
the system is obtained trough the use of EFSMs, that model the behaviour of each metabolite
of the metabolic network.
8.2.2 Modeling SPN through EFSM
The EFSM model is widely used for modeling complex systems like reactive systems [147],
communication protocols [148], buses [149] and controllers driving data-path [150] in the Elec-
tronic Design Automation (EDA) community.
Formally, an EFSM is defined as a 5-tuple M = 〈S, I,O,D, T 〉 in which: S is a set of
states, I is a set of input data, O is a set of output data, D is a n-dimensional linear space
D1 × . . . ×Dn, T is a transition relation so that T : S ×D × I → S ×D × O. Any point in
D is represented by a n-tuple x = (x1, ..., xn) that models the state variables of the model. A
pair 〈s, x〉 ∈ S×D is called configuration of M , while a step in a EFSM M = 〈S, I,O,D, T 〉
is defined as follows: If M is in a configuration 〈s, x〉 and it receives an input i ∈ I , it moves
to the configuration 〈t, y〉 iff ((s, x, i), (t, y, o)) ∈ T for o ∈ O. In an EFSM, each transition
is associated with two functions, enabling function and update function, which act on input,
output, and state variables. The enabling function expresses a set of conditions on data, while
the update function represents operation statements on data. A transition is fired if all conditions
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Fig. 8.3. Overview of the stochastic discrete simulation.
in the enabling function are satisfied, bringing the machine from the current to the destination
state and performing the operations included in the update function.
EFSM has been adopted in this work to model the behaviour of each metabolite, which is
characterized by production and consumption processes, providing a simple way to modularly
synthesized the whole SPN model into SystemC. Figure 8.4 (A) shows a basic metabolic reac-
tion R involving the metabolites Mi and Mj . Figure 8.4 (B) shows how the consumption (ci)
and production (pj) processes are modeled through EFSMs to simulate the stochastic flow of
tokens within a metabolic network. Each reaction involves the consumption process ci of the
reactant Mi, and the production process pj of the reaction result Mj . We thus represent the
production and consumption processes through two concurrent EFSMs, each one based on a
two-state machine.
The consumption process of the metabolite Mi is initially in the Ready state which indi-
cates the possibility to start the reaction. Next, the process moves to the In consumption
state by updating the place Mj with the current reactant concentration. This operation enables
the production activity of the concurrent process pj . The consumption process waits in the In
consumption state until the the reaction delay time expires. The reaction delay is computed
by the production process that decides when notify that the reaction carried out. When the reac-
tion is executed, the reactant concentration mi is decreased by a given reaction constant m0R. If
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Fig. 8.4. Examples of a basic reaction from the metabolite Mi to the metabolite Mj and their mapping in EFSM
and SystemC models. (A) the Petri net model of a simple metabolic reaction, (B) the EFSM representation of the
reaction related to Mi and Mj , (C) the SystemC template implementing the consumption and production processes
of the metabolites Mi and Mj . Both sc_module have ports that manage the clock signal, the signal for exchange
the metabolite concentrationmi and signals for the communication of the status of the reaction (prodR and consR).
the reactant concentration is modified during the waiting time (event(mi_updated) triggers),
its new concentration is sent to pj and the reaction delay time must be recomputed. This allows
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us to handle the multiple and concurrent evolutions of the SPN nodes and the corresponding
effect on the rest of the network.
The production process of the metabolite Mj moves from the Ready state to the In
production state as soon as it receives an updated reactant concentration. It computes the
reaction delay time based on the reactant concentration and the mass-action parameter. Next, it
saves the current simulation time t (which is updated by the SystemC scheduler at each simu-
lation step) as the starting reaction time (TR_start). When the reaction delay time (τR) expires,
the reaction is completed and the Mj concentration is increased by the reaction constant m0R.
In the In production state, the delay could be updated because of a change of the reactant
concentration. A reaction is performed, automatically, when its delay is the minimum. The pro-
duction process may become infeasible if the reactant concentration decreases under a thresh-
old. This leads pj to stop the process, to not increase the reaction result (i.e., Mj concentration)
and to stop any Mi consumption process.
8.2.3 Implementation of metabolic networks through SystemC
In Section 8.1 the SystemC language constructs have been introduced. For modelling and simu-
lating metabolic networks, they have been used in the proposed methodology as follows (Figure
8.4 (C)):
• Modules. Basically, a metabolic network is represented by a Systemc module (sc_module)
for each metabolite. All metabolites are connected each other through signals (sc_signal).
• Signals and ports. Each metabolite is sensible to the clock signal in order to try to perform
metabolic reactions at each time step. Therefore, the most basic port used by a metabo-
lite module is the one used to read the clock value (sc_in_clk). All metabolites use
the same signal (sc_clock) to allow the connection with the clock. Further, signals and
ports have been used to allow communication and synchronization between the metabo-
lites modules. For example, the reaction R the concentration mi is sent from an output port
(sc_out<int>) of the metabolite Mi to an input port (sc_in<int>) of the metabolite
Mj through a signal (sc_signal<int>). The type of the ports and signals is integer
because the quantities of tokens that flow within the network are integer values.
• Processes. They are the main computation elements and they are concurrent. Each metabo-
lite behaviour has been modelled through two different processes (production and consump-
tion), which react at each simulated instant of time to update the metabolite concentration.
They are synchronized to update the metabolite concentration by considering both the con-
sumption of the precursor metabolites and the production of the reaction products. Produc-
tion and consumption processes are implemented as SC_THREAD. The use of SC_THREAD
is important to flexibly simulate the simultaneous interactions between metabolites that
could be activated or suspended at any time. Further, the processes update the state vari-
ables, which hold dynamic information of the metabolite such as its concentration.
The proposed template (Figure 8.4 (C)) distinguishes two sets of input data that can affect the
model behaviour and one set of generated output:
• Topological inputs (Input_Ti): They are inputs whose values are calculated at simulation
time and depend on the topological interaction of the modelled metabolite with the reactants
and the reaction product. Examples are concentration mi and consumption status consR.
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• Parameters (Pi): They are inputs whose values depends on the environment characteristics
and status, which are unknown at modelling time. Some examples are the parameters af-
fecting the reaction rate (e.g., mass-action rate constants) and the initial concentration of
metabolites. For each parameter, the platform generates different values with the aim of
observing, via simulation, how such values affect the system dynamics.
• Topological outputs (Output_Ti): They are outputs whose values are calculated at simulation
time and depend on the metabolite status. Examples are concentration mj and production
status prodR.
8.2.4 Assertion-based Verification for parameter estimation
In the field of Electronic Design Automation (EDA), one of the most applied techniques is
the functional verification of a model through the use of assertions. An assertion is a formal
description of the behavior of system over time. The aim of the assertions is to detect errors in
the model as well as driving the input pattern generation [151] during the model verification. In
general, the verification of a model can be static or dynamic. This methodology uses simulation-
based (i.e., dynamic) Assertion-based verification (ABV) through the use of assertions that
are defined in PSL language and automatically synthesized into checkers 1 and integrated into
the SystemC model. The checkers monitor observable variables of the model under validation
during simulation and raise a failure signal when a contradicting behaviour is detected. In the
context of metabolic networks, they aim at monitoring the concentration of the metabolites,
whose temporal activity is a key to extrapolate and understand crucial biological properties
such as stability of a biological entity (simple attractors) and oscillations (complex attractors).
The two examples in Figure 8.5 show how a biological behavior can be formalized through
the use of assertions. In particular, the assertion in Figure 8.5 (A) checks whether the concentra-
tion of a metabolite remains stable (under a defined tolerance ±σ) over time. The assertion in
Figure 8.5 (B), more complex, checks the periodic oscillations of the metabolite concentration
by considering defined tolerances (±σ, ±δ). For both the examples, if the value of the state
variable mi, during simulation, remains in the green zone, the assertion is satisfied. Otherwise,
the assertion fails and the system raises an error signal.
In the proposed methodology, ABV is applied for the automatic parameterization (Figure
8.2), which aims at identifying the parameter settings that lead the network to satisfy the prop-
erty described in the assertion. Furthermore, the ABV is responsible to give a score to the
unknown input generation (Figure 8.2) for each simulation of the model. In fact, the unknown
input generation is performed by a module taht implements a genetic algorithm that guide the
system to find the mass-action parameters of the metabolic reactions. Genetic algorithms take
advantage of the concept of the fitness of an individual to optimize an objective function. The
definition of a proper fitness function (or scoring function) is crucial for the convergence of the
algorithm. The aim of the fitness function, in our platform, is to assign a score to each simu-
lated configuration of parameters. This score is needed to do an evolutionary step of the genetic
algorithm used to generate new configurations.
The scoring methodology depends on the dynamic properties to check in the system and
can be used to speed-up the convergence of the genetic algorithm as well as discard specific be-
haviours of the network. The definition of the fitness function depends on the property to check
1 The platform relies on the IBM FoCs synthesizer [152] for the automatic synthesis of assertions.
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Fig. 8.5. Examples of assertion templates to verify a metabolite steady state. (A) Metabolite concentration stability,
and (B) the oscillation of a metabolite concentration. σ and δ are user-defined tolerance constants. mTGT ,mMAX ,
and mMIN are user-defined concentration values of the observed metabolite. ta and ti are temporal counters ini-
tialized at the first oscillation, and that hold the time elapsed from the first state transition (mMIN → mMAX and
mMAX → mMIN , respectively). They are used to measure the positive edge and negative edge values. t is the
counter, which is set, at each state transition from the second oscillation on, and it is used to measure the oscillation
period.
but, in general, it is formulated as the distance between state vectors representing the simula-
tion trend si(t) in comparison to a defined reference trend ri(t) (i.e., desired behaviour of the
system). The simulation trend is the actual behavior of the system under a certain configuration
of parameters and it can be seen as a function that links the start and the ending point of that
simulation. In si(t), the end time represents a failure of the assertion. The reference trend is the
target behavior of the system and it can be seen as a function that describe a behavior of the
system that correctly verify a property (i.e., defined assertion). The ABV checks the simulation
trend si(t) and, eventually, interrupts the simulation and provide a score compared to ri(t). The
score can be calculated at every step or only at the end of the simulation.
Given the state vectors S = [s1, s2, . . . , sn] and R = [r1, r2, . . . , rn] representing, respec-
tively, the simulation and the reference trend the score is defined as follow:
scorec(t) = d(S,R)
where the function d is a distance function (e.g., Euclidean distance, maximum distance). The
formulation of state vectors is very general and allows us to model biological behaviours such
as the stability in concentration and the change of concentrations between time points. In the
modeling of metabolism, an important assumption is that the components of the system are in
a condition of equilibrium. To achieve the equilibrium of the concentrations of n metabolites,
within a defined checking time, we defined the reference trend as follows:
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ri(t) = mi, ∀t > 0, i = 1, 2, ..., n
wheremi is the starting concentration of a metabolite and t is the simulation time. The state vec-
tor of the simulation trend is defined as S = [c1, c2, . . . , cn], where the terms ci are the set of an-
gular coefficients of the linear functions si(t), linking the starting and the ending concentrations
of the metabolites. The state vector of the reference trend is defined as R = [0, 0, . . . , 0] (i.e.,
the origin vector) because the aim is to mantain the starting concentrations of the metabolites
as stable as possible to the end of the simulation. The ABV module uses the defined thresholds
±σ (Figure 8.5 (A)) to skip simulations that fail the properties during the checking time.
8.3 Experimental results
8.3.1 Network construction from metabolomics data
We analyzed the intracellular metabolic profile of resting naive CD4+ T cells isolated from
lymph nodes and spleens of healthy SJL mice by magnetic cell sorting (all reagents from Mil-
tenyi Biotech). Production of actively proliferating PLP139-151-specific encephalitogenic T
cell lines was as previously described [153]. In brief, SJL mice were immunized subcutaneously
with 300 mg of proteolypid protein (PLP)139-151 peptide. 10-12 days later, draining lymph
nodes were removed and total cells were in vitro stimulated with PLP139-151 peptide for 4
days. T cell lines were obtained by re-stimulation of these cultures every 14 days for at least
3 times in the presence of irradiated splenocytes as antigen presenting cells at a ratio of 1:8
(T cell vs irradiated spleen cells). For the metabolomics analysis, actively proliferating PLP-
specific encephalitogenic T cells were collected after two days of in vitro re-stimulation. The
levels of purine metabolites were determined by performing metabolomics analysis in lysates
from naive lymphocytes and PLP-specific T cells (http://www.metabolon.com/ ). Pathway and
metabolism ontology analysis were performed using Cytoscape and MetScape plugin [154].
We built the Petri net model containing the most important features of ex novo purine synthe-
sis and catabolism (Figure 8.6). The construction of the network reveled that several enzymes in-
volved in nucleotide biosynthesis are regulated at enzymatic level by allosteric interactions and
primarily by feedback inhibition. The purine synthesis pathway starts from the phosphoribosyl-
pyrophosphate (PRPP) transformation to IMP by phosphoribosylpyrophosphate amidotrans-
ferase (PPAT), a regulatory allosteric enzyme that catalyzes the first step of the de novo purine
nucleotide synthesis pathway. Purine biosynthesis is strongly inhibited by relevant pathway
products such as AMP and GMP, which act directly on PPAT activity and thus on PRPP transfor-
mation [155]. The branch point at IMP node leading to AMP and GMP production is regulated
by allosteric interactions, which are finely modulated in order to maintain equivalent levels of
these two metabolites [156]. Moreover, AMP and GMP directly inhibit the production of their
precursors, adenylosuccinate and xanthosine monophosphate (XMP) respectively [157, 158].
The enzyme activities, therefore, depend not only on the concentrations of the immediate sub-
strates, but also on the end products. In our network, deoxy-AMP (dAMP) and deoxy-GMP
(dGMP) represent the network final end products. These monomers are directly incorporated
into DNA moiety and their basal concentration levels increase during proliferation [159]. The
main players involved in the regulation of the purine metabolism include low variability in the
intermediate and final products levels and integrated catabolic pathway ending in the production
of urate as a waste compound. Previous studies have shown that urate is rapidly metabolized
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and has a central role in T cell proliferation, suggesting this metabolite may represent a key
node in our network simulations [160].
Actively proliferating proteolipid protein (PLP)-specific T cells display a metabolic pro-
file distinct from naive T lymphocytes. Proliferating cells show a shift to aerobic glycolysis,
which is essential for the synthesis of protein and nucleic acid building blocks necessary for
cell growth and division [161]. Our metabolomics analysis confirmed a general increase of
purine pathway in proliferating PLP-specific T cells compared to naive T cells. In particular,
we observed that deoxyadenosine monophosphate and deoxyguanosine were increased in pro-
liferating PLP-specific cells. These metabolites are the end products of the purine pathway and
correlated to an increase in DNA synthesis. Furthermore, we observed a 7-fold increment in de-
oxyinosine level, suggesting a hyper-activation of adenosine deaminase (ADA), which has an
essential role in lymphocyte proliferation [162]. Substrates of ADA are both deoxyadenosine
and adenosine, which are transformed into deoxyinosine and inosine respectively in the purine
metabolic pathway. The adenosine value was 7-fold decreased in proliferating PLP-specific T
cells compared to naive T cells, whereas the values of deoxyadenosine were not available in the
metabolomics study. Our observations are in agreement with previous data showing that adeno-
sine level must be low during proliferation due to its inhibitory effect on lymphocyte functions
and provide evidence of increased ADA activity in proliferating cells [163]. Additionally, we
observed an increase in xanthine and urate levels in PLP-specific cells, which are two impor-
tant end compounds of the purine pathway. Interestingly, metabolomics analysis also showed
changes in the level of other intermediate metabolites of the purine pathway, whose role and
regulation is less characterized. These intermediates were considered for the construction of
our metabolic network using KEGG database directly queried by Metscape plug-in. Due to
the intrinsic complexity of metabolic networks and to guarantee a simplified but plausible and
connected purine pathway, we added three intermediate metabolites in our network: xanthosine
monophosphate (XMP), deoxyadenosine, and deoxyguanosine monophosphate (dGMP). Since
their values were not provided in our metabolomics study, we assigned the same value of their
immediate precursors for deoxyadenosine and dGMP, whereas for XMP we assigned the value
of adenylosuccinate considering that both XMP and adenylosuccinate are products of IMP and
their production rate is finely regulated in order to maintain equal intracellular amounts of AMP
and GMP [156]. This assumption was clearly supported by our metabolomics analysis showing
similar levels of AMP and GMP in the metabolic profiles of both naive T lymphocytes and
actively-proliferating PLP-specific T cells.
8.3.2 Integrating metabolomics observations with simulation analysis.
We applied the proposed framework to understand how the dynamics of the purine pathway
(Figure 8.6) changes between normal and autoreactive conditions.
Starting from metabolomics data obtained in vitro, we converted the relative concentrations
into number of tokens for each metabolite multiplying by a factor of 103. With the term con-
centration, here, we refer to the number of tokens of a metabolite. Our model was simulated by
generating reaction delays in the range [1− 1000] of all network reactions, which keep in equi-
librium (i.e., steady state) the concentrations of each metabolite except dAMP, dGMP and urate
that are the terminal nodes of the pathway. Several model assumptions were made to obtain
the stability of all network metabolites over the simulation time. We assumed that the path-
way is considered at steady state if the concentration of each element does not differ by more


















Fig. 8.6. Petri net model of the purine pathway.
than ±50% from the initial concentration and it is maintained stable throughout a simulation
time of 105 simulation cycles. We formally specified this property through PSL assertions. In
our model, the inhibition mechanisms are represented through the inhibition arcs, which is an
extension of the classical Petri nets to represent the inhibition of a molecule when its concen-
tration exceeds a certain threshold (Section 4.3.7). We assumed that a metabolite can inhibit a
reaction when it grows up by 30% from its initial concentration. The genetic algorithm used for
the unknown input generation has been configured with a population size of 250 individuals, a
mutation probability of 0.05 and a crossover probability of 0.1. We defined the state vectors of
the simulation and reference trends as described in Section 8.2.4. The fitness function was de-
fined as the inverse of the Euclidean distance between the simulation and the reference trends.
The selection method used to pick an individual from the population is rank-based, meaning
that the reproduction is always done by taking individuals with better fitness.
We selected ten parameter configurations of the purine pathway for each condition. Fig. 8.7
shows the plot of the metabolite concentration obtained with one of such configurations. The
complete parametrization phase required from 1 to 12 minutes for each network version. All
the simulations were run on a machine equipped with an Intel(R) Xeon(R) CPU E5-2650 v4
clocked at 2200 Mhz and 16 GBs RAM, and the Ubuntu 16.04 operating system.
Our simulations led to interesting differences in the regulation of the purine pathway, sug-
gesting that most of chemical reactions are highly favored in PLP-specific cells versus naive
lymphocytes as shown in Fig. 8.8 (A). In fact, all metabolic reactions, with the exception of the
reactions from Guanine to Xanthine (Guani:Xa) and from Adenosine to Inosine (Adeno:Ino),
are speeded up in PLP-specific condition, having a lower average delay time generated by our
framework (see Fig. 8.8 (A)). Further, the reaction from Deoxyadenosine to Deoxyinosine (De-
oxA:DeoxI) had comparable delay times between naive and PLP-specific condition. Overall,
the observed speed-up in the PLP-specific condition resulted in a greater production of the fun-
damental elements of the pathway dAMP, dGMP and urate (Fig. 8.8 (B)). Notably, the increased
urate, dGMP and dAMP production in PLP-specific network reflects our metabolomics data and
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Fig. 8.7. Example of parameterization of the purine pathway in PLP-specific condition that leads the metabolites to
stability within a simulation time of 105 clock cycles.
a well-known metabolic feature of proliferating lymphocytes [160], validating the potentiality













































































































































Fig. 8.8. Results of the analysis of 10 selected parameterizations of the purine pathway in condition of stability for
naive and PLP-specific cells. (A) Average difference of the delays obtained parameterizing the pathway in naive and
PLP-specific condition. (B) Difference in the final concentration of the metabolites dAMP, dGMP and urate.
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8.4 Potential improvements of the methodology
In the context of hardware and software systems, functional verification is an important task
for the verification of a model. It is a very complex task and it usually takes a lot of time and
effort. In general, two main approaches to perform functional verification are model checking
and simulation-based verification.
Model checking is a technique to formally verifying properties of a reactive system. In par-
ticular, techniques based on model checking verify the finite state machine of the system to
check if a set of properties can be satisfied. The success of model checking is due to the fact
that it helps the modeler to formally analyze all possible behaviours of a complex systems in
a completely automatic way after a phase of modelling. However, the requirement to check all
possible state to identify property violations makes this technique prone to the state explosion
problem. On the other side, simulation-based verification is more efficient in terms of computa-
tional resources, but it is less sensitive in terms of error detection. Simulation-based verification
can deal with very complex systems where model checking cannot be applied. However, in this
type of verification the error detection is strictly dependent on the test sequence which may not
detect some property. Both model checking and simulation-based verification are applied for
the analysis of stochastic systems in which temporal properties must to be respected. In this
context, a valuable approach is the simulation of the system for a certain number of iterations
and the use of hypothesis testing to infer if there is a statistical evidence for the satisfaction of
a defined property. This technique is called statistical model checking (SMC). SMC has sev-
eral strength compared to formal model checking methods. It requires only the execution of the
system and it can be applied to very large systems because it can be easily parallelized. [164].
However, the main drawback related to SMC is that the guarantee that a defined property can
be satisfied is probabilistic.
This thesis proposes a simulation-based ABV that aims to verify a defined property through
simulations and genetic algorithms and to extract its parameters. The crucial point for the con-
vergence of the genetic algorithm is the definition of the fitness function, as described pre-
viously. A potential improvement of the methodology could be the integration of a statistical
model checking module that provides fitness value (i.e., score) for each simulated configuration
of parameters [165]. This approach could speed-up the process of searching parameters guiding
the genetic algorithm but it could be used in the perspective of the creation of a module for the
global sensitivity analysis and calibration of parameters [166].
8.5 Closing remarks
This chapter described a methodology based on languages, techniques, and tools well estab-
lished in the field of EDA to simulate and automatically parameterize the SPN model of
metabolic networks. In particular, we applied the framework to study the purine metabolism
pathway starting from metabolomics data obtained from naive lymphocytes and autoreactive
T cells implicated in the induction of experimental autoimmune disorders. Thanks to the au-
tomatic parameterization of the model, we were able to reproduce the experimental results
obtained in-vitro and to simulate the system under different conditions. From a biological point
of view, the obtained simulation results suggest that the entire purine pathway is speeded-up in
PLP-specific cells versus naive lymphocytes, according to our experimental data and literature.
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Further studies are required to better exploit the prediction potential of our methodology by




This thesis has proposed computational techniques that are useful for the structural and dy-
namic analysis of biological networks. The need of such computational techniques is due to the
increasing biological data availability that raised a lot of biological questions that need to be
resolved at different molecular levels and with the help of different approaches.
The structural analysis of biological networks requires, for example, the design of efficient
computational strategies that deal with the solving of well-known graphs problems or the cre-
ation of new network analysis workflows able to integrate interaction and expression datasets
in order to extract new knowledge. These techniques have been used to better understand the
organization of several biological networks and how they change in physiological and patho-
logical condition. On the other side, dynamic simulation requires smart and efficient methods
because it has to deal also with the lack of knowledge that is still present, especially, in the study
of biochemical reaction networks. A significant example is the study of metabolic processes in
which the information about the kinetic parameters of the reactions is crucial to simulate the
network dynamics and to discover important emerging behaviors.
The main contributions of this thesis can be summarized as follows:
• The design and exploration of new ordering strategies for solving the problem of subgraph
isomorphism problem (SubGI) and, in particular, to make search strategy of the state-of-the-
art RI less local through the use of centrality measures and more dependent on information
about the target graph taking into account the distribution of the labels of the pattern nodes.
It was shown that based on the type of the biological graph, an ordering strategy is better
than another. This fact can be useful in the perspective of a multi-approach environment to
chose the strategy depending on the properties of the target graphs involved.
• The formulation of a new measure to calculate the ratio between cis- and trans-chromosomal
miRNA-mRNA interactions together with an analysis workflow to study miRNA-mRNA
regulatory networks in different conditions. The study of the cross-talk between chromo-
somes is becoming an emerging research field of interest through the novel experimental
techniques such as chromosome conformation capture. The proposed work can be useful
for the integration of cis and trans regulatory interactions with PPI and chromosome inter-
action data.
• The design of a methodology implemented in SystemC language that applies techniques of
the Electronic Design Automation (EDA) to provide modeling, simulation and parameteri-
zation of metabolic networks. Thanks to this methodology, the purine pathway was analyzed
82 9 Conclusions
in two different conditions obtaining interesting results that emphasize the potential of this
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