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Abstract​: The magnetic fields of solar-type stars are observed to cycle over decadal periods – 11                
years in the case of the Sun. The fields originate in the turbulent convective layers of stars and                  
have a complex dependency upon stellar rotation rate. We have performed a set of turbulent               
global simulations that exhibit magnetic cycles varying systematically with stellar rotation and            
luminosity. We find that the magnetic cycle period is inversely proportional to the Rossby              
number, which quantifies the influence of rotation on turbulent convection. The trend relies on a               
fundamentally non-linear dynamo process and is compatible with the Sun’s cycle and those of              
other solar-type stars.  
 
 
The characterization of stellar activity and its dynamo origin has broad applications from             
exoplanet searches to space weather forecasting. Observational data now allow the determination            
of absolute luminosities via accurate parallax measurements, rotation through Doppler line           
broadening and precision photometry, stellar differential rotation through photometry and          
asteroseismic sounding, and the large-scale spatial structure of stellar photospheric magnetic           
fields through Zeeman-Doppler imaging. These data complement stellar activity measurements          
available from long term monitoring programs(​1​, ​2​), that showed complex variations of stellar             
cycle amplitudes and periods as a function of fundamental stellar parameters such as mass,              
luminosity, rotation and age. The physical understanding of stellar activity is henceforth more             
complex than suggested by prior interpretation of stellar cycle data through mean-field dynamo             
theory(​3​-​5​). 
 
Modern global magnetohydrodynamic (MHD) simulations of solar convection and large-scale          
flows have succeeded in producing in a self-consistent manner large-scale magnetic fields(​6​, ​7​),             
in some cases generating regular, solar-like cyclic magnetic polarity reversals(​8​-​11​). Thus, they            
are today used to help our physical interpretation of stellar magnetic cycle observations. 
 
We have performed a set of global MHD simulations with the EULAG-MHD code(​12​), using a               
fixed background stellar structure but covering rotation periods (​P​rot​) between 14 and 29 days,              
and a convective luminosity between 0.2 and 0.6 solar luminosity (see Table S1). The simulated               
domain consists of a global (i.e. spherical) stellar convection zone with a solar-like aspect ratio               
(the radius at the bottom of the spherical shell is 70% of the radius at the top R​top​), covering 3.22                    
density scale-heights with no underlying stable radiation zone. All simulations in the set generate              
some solar-like features, including: (i) an accumulation of a kilo-Gauss, large-scale           
axisymmetric magnetic field at the bottom of the convection zone, (ii) regular polarity reversals              
on a decadal time-scale, reasonably synchronized across hemispheres, (iii) an equatorial           
propagation of the large-scale magnetic field (see Figure 1), and (iv) solar-like differential             
rotation (fast equator, slow poles). Some non-solar features were also produced, including the             
concentration of toroidal magnetic field at mid- rather than low-latitudes, and an irregularly             
alternating pattern of symmetric and anti-symmetric equatorial parity. This is apparent in Figure             
1D, where periods of symmetrical and anti-symmetrical states follow one another. Such parity             
drifts are understood to reflect the interactions between the two families of dynamo             
symmetry(​13​-​16​), which couple in non-linear regime such as the one achieved here.  
The magnetic cycle trends in our set of simulations are displayed in Figure 2 (blue circles with                 
error-bars), where two main trends are identified. First, the magnetic cycle period (P​cyc​) is found               
to decrease in proportion to the rotation rate when the convective luminosity is held constant (Fig                
2A). Second, the cycle period also decreases with increasing convective luminosity (L​bc​) at             
constant rotation rate (P​cyc ​∝ L​bc​-0.8​, ​see Fig 2B, and the supplementary material for their detailed                
definition). When the results are converted to a non-dimensional form (Fig 2C), or when this               
luminosity dependency is compensated (Fig 2D), our simulation results follow a single trend that              
matches the solar cycle.  
We compare our results to the growing sample of observed magnetic cycles of distant stars in Fig                 
2. A first sample was observed with Mt Wilson spectrophotometers(​4​, ​5​, ​17​). We add to this                
sample one star that was observed at the Lowell Observatory (​18​), and two stars observed using                
the High Accuracy Radial Velocity Planet Searcher (HARPS) spectrograph (​19​, ​20​). As the             
luminosities of these stars were not reported in the literature, we calculated it using parallaxes               
from the Gaia catalogue(​21​, ​22​), V magnitudes, and a standard bolometric correction(​23​). The             
uncertainties on the Gaia parallaxes translate into luminosity uncertainties of less than 10% for              
most of the stars in the two samples. The samples are composed of stars with very different                 
spectral types (from F to K), and consequently very different convection zone aspect ratios and               
luminosities. Some stars also exhibit two different cycle periods, in which cases both periods are               
plotted in Figure 2 and linked by a dashed line.  
 
Historically, two distinct branches in the rotation-cycle period diagram(​3​, ​5​) have been favored             
in the literature. The Sun lies in between these branches (see Fig 2A), requiring conjecture that it                 
is in a transition state between the branches(​24​). A third branch showing an anti-correlation              
between cycle period and rotation period was also identified for slower rotators(​4​). However,             
recent observations of solar-type stars seem to indicate a less clear picture that may not reduce to                 
well-defined branches (e.g. see orange diamonds in Fig 2 and also(​25​)). Our simulation results              
point to only one generic trend, in which the cycle period is inversely proportional to the rotation                 
period. The dependence of the cycle period on the convective luminosity was not considered in               
earlier analyses of these stellar data, and is shown to be responsible for part of the spread in the                   
rotation-cycle period diagram in Fig 2C and 2D, where the corrected cycle periods of the               
observed stars then form a broad band inversely proportional to the stellar rotation period, as               
suggested by our numerical simulations. We highlight three stars (HD 146233, HD 190406 and              
HD 7615, see Table S2) that are likely to possess a convection zone of depth similar to the sun’s.                   
The observational sample still shows a spread around this trend, which is likely due to (i) the                 
varying aspect ratio of the convection zone of the stars in the samples and (ii) the existence of                  
multiple cycle periods for several stars. 
 
The observed cycle period variations with stellar parameters have usually been interpreted            
through kinematic dynamo models formulated with mean-field theory(​3​, ​4​). The two key            
ingredients in such models are differential rotation and cyclonic turbulence, both resulting            
ultimately from the action of the Coriolis force on thermally driven convection. In this context,               
the governing parameter is the Rossby number (R​o​), which measures the influence of rotation on               
the system (small Rossby number corresponds to a fast rotating state). The cycle period in our                
set of simulations is shown to scale as R​o​-1 ​(Figure 3), in contrast to dimensional inferences from                 
kinematic, linear mean-field dynamo(​26​), which instead predicts cycle periods proportional to           
R​o​.  
 
Our numerical simulations operate in a non-linear regime in which the magnetic force alters the               
force balance sustaining the large-scale flows(​10​). In Fig 3B we show the systematic acceleration              
of the differential rotation that modifies the electromotive force to trigger the polarity inversion              
of the mean azimuthal magnetic field. The amplitude of these fluctuations in the differential              
rotation is small (~1%), similar to the ones observed on the Sun. A detailed analysis of our                 
simulations (see Figure S8 in the supplementary material) reveals that the torque applied by the               
large-scale magnetic field controls these modulations. The magnetic cycle period decreases when            
the amplitude of the differential rotation modulation increases, indicating that non-linear           
feedback of the Lorentz force on the large-scale differential rotation is driving polarity reversals              
and setting the cycle period.  
 
Although restricted in the stellar parameter range they span, our simulation results suggest a              
single trend of cycle period with rotational influence – quantified by the Rossby number – which                
can accommodate both the Sun and existing stellar data within a single dynamo branch, rather               
than multiple branches. The scatter about the mean relationship observed between cycle period             
and rotation rate (Fig 2A) can be partly attributed to the sensitive dependence of the cycle period                 
on luminosity. The remaining scatter remains to be explained and could originate from structural              
factor such as the exact depth of the convection zone or the exact shape of the differential                 
rotation, which have not been explored yet. These considerations reinstate the Sun to the status               
of an ordinary solar-type star, and a robust calibration point for stellar astrophysics. 
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Fig. 1 A non-linear, global magnetic cycle. (​A-C) Snapshots of a representative            
three-dimensional non-linear simulation of a regular magnetic cycle. White (positive) and purple            
(negative) volumes represent the radial velocity (in m/s) of the convective flow. A half sector of                
the spherical shell has been cut out to display the large scale magnetic field lines (averaged over                 
50 rotation periods) buried in the convection zone (the red/blue coloring of the magnetic tubes               
labels positive/negative azimuthal magnetic field). The magnetic field lines extending beyond the            
simulation domain are derived using a standard potential field extrapolation(​29​). (D)           
Longitudinal average of the azimuthal component of the magnetic field (B​φ​) as a function of               
latitude and time at depth r=0.72 R​top​.  
 
 
Fig. 2 Trends of the magnetic cycle period​. ​The cycle half-period (11 and 2 years for the                 
Sun(​30​-​32​), magenta ​⊙ ​symbol) are plotted against rotation period (A) and stellar luminosity (B)               
for our set of simulations (blue circles) and two observed samples of stars (cyan stars and orange                 
diamonds)(​4​, ​5​). Panel (C) represents the same quantities in a normalized way, with the cycle               
period normalized to the rotation period and the luminosity normalized to M​★​R​★​2​P​rot​-3 (M​★ and              
R​★ are the mass and the radius of the stars). The dependence of the cycle period upon the stellar                   
convective luminosity observed in our set of simulations (panel B) is factored out in panel D. In                 
all panels, the best fit (using orthogonal distance regression) of our simulation data is shown by                
the grey dashed lines.  
 
 
 
Fig. 3 Interpretation of the non-linear convective dynamo​. ​(A) Magnetic cycle period            
(normalized to the rotation period) as a function of the local Rossby number. The scaling law                
indicated by the dashed grey line is fitted with orthogonal distance regression. (B) Relative              
variation in time (δω) of the differential rotation as a function of latitude and time at depth                 
r=0.72 R​top (Ω is the differential rotation defined as the azimuthal velocity divided by the               
cylindrical radius, and <>​t stands for the temporal average). The iso-contours of the mean              
azimuthal magnetic field at ​±​0.1 Tesla are shown in grey. The contribution of shearing by               
differential rotation to the mean electro-motive force is shown as white contours. All fields in               
panel B have been smoothed with a running average of 4 years using a hann window. 
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The EULAG code  
 
The Eulerian-Lagrangian (EULAG-MHD) code solves the anelastic form of the MHD           
equations(​33​) without explicit dissipative terms. Numerical stability is enforced through the           
dissipation provided by the underlying advection algorithm(​12​), which effectively acts as an            
implicit subgrid model(​34​, ​35​). In our simulations, the domain consists of a convective layer              
with no underlying stable zone. The models are set up exactly as in (​35​, ​36​) for the                 
hydrodynamic part. We reach a density scale height at the top of the domain which corresponds                
to 96% of the solar radius. The parameters that changed compared to (​35​) are listed in table S1.                  
The bottom magnetic boundary condition has a drastic impact on the dynamo state the system               
reaches(​37​). As a result, we choose for the bottom spherical boundary a perfectly conducting              
stress-free wall, which acts as a deep strongly stratified conducting layer.  
The top of the simulation domain is also a stress-free wall, and the magnetic field is constrained                 
to be radial in order to mimic the connection to a stellar chromospheric layer. Convective               
motions are driven through a volumetric heating/cooling driving the thermal structure towards a             
mildly superadiabatic ambient stratification(​12​). Under such a thermal forcing setup, the           
transport of heat (the convective luminosity) mediated by convective motions is an output of the               
simulation and is computed a posteriori. We choose here models carrying only a fraction of the                
solar luminosity to ensure that the Rossby number of our models remain lower than one (see                
Table S1). This allows our models to have qualitatively similar differential rotation profiles (see              
Table S1 and (​38​)). 
 
The numerical method behing EULAG-MHD uses implicit dissipation that render the estimation            
of classical adimensional MHD numbers (Prandtl, Reynolds, Rayleigh numbers) difficult. Using           
a similar grid, the implicit viscosity (ν) and thermal diffusion (κ) were estimated to be of 10​12                 
cm​2​/s the order in hydrodynamical simulations(​35​), with a Prandtl number (ν/κ) of order 1 away               
from boundaries.  
 
 
Model Ω​★ [​Ω​⊙​] 
ΔS 
[erg/g/K] 
L​★ 
[​L​⊙​] 
P​cyc 
[years] R​o R​os 
1 1.1 1.0 x 10​4 0.29 ± 0.01 26.7 ± 2.9  0.34 ± 0.05 0.28 ± 0.09 
2 1.1 0.8 x 10​4 0.20 ± 0.01 39.0 ± 7.5 0.31 ± 0.05 0.20 ± 0.06 
3 1.1 1.5 x 10​4 0.61 ± 0.02 16.9 ± 3.1 0.44 ± 0.04 0.37 ± 0.13 
4 0.83 1.0 x 10​4 0.32 ± 0.01 17.3 ± 3.3 0.50 ± 0.05 0.44 ± 0.15 
5 0.55 1.0 x 10​4 0.32 ± 0.01 12.6 ± 2.9 0.81 ± 0.09 0.68 ± 0.21 
6 0.69 1.0 x 10​4 0.33 ± 0.01 15.2 ± 2.9 0.62 ± 0.06 0.55 ± 0.17 
7 1 1.0 x 10​4 0.30 ± 0.01 21.3 ± 5.3 0.39 ± 0.05 0.31 ± 0.10 
 
Table S1 Simulation parameters and results. ​The input parameters of the models (rotation rate              
Ω​★​, entropy contrast through the convection zone ​ΔS​) ​are reported for each model. The other               
quantities computed a posteriori for each model are the convective luminosity ​L​bc (Eq S1), the               
cycle period P​cyc ​(see text), the ​fluid Rossby number R​o (Eq S2) and the stellar Rossby number                 
R​os​ (Eq S3). 
 
Set of numerical simulations 
 
We display summary figures of all the numerical simulations in our study in Figures S1-S7.               
Figure S5 shows the reference simulation shown in Figure 1 (case 5). The differential rotation               
(Ω, panels A) is solar-like (slow poles, fast equator) in all cases. It strengthens when the rotation                 
rate increases. It weakens at the equator when the luminosity increases, but increases overall due               
to a strong decrease of Ω at the poles. The strength of the meridional flow (panels B, represented                  
by the streamfunction Ψ​MC​) is correlated with the amplitude of the differential rotation(​39​). It is               
composed by one cell at high latitudes, and multiple stacked cells at the equator. The convective                
flows (panels C, middle of the convection zone) are structured in elongated shapes near the               
equator, testifying of the influence of rotation on the turbulent flows. The faster the model               
rotates, the more elongated are the structure. The magnetic cycle appears in panels D and E                
showing cuts of the azimuthally averaged azimuthal component of the magnetic field. The             
magnetic field is symmetric (quadrupolar) with respect to the equator in some cases, while in               
other cases a beating between symmetric (quadrupolar) and anti-symmetric (dipolar) structures           
occurs. The convective luminosity profile throughout the convection zone is shown in panel F. It               
varies with radius due to the convection-forcing scheme. We choose to define the convective              
luminosity of our models by averaging it over the gray band in panel F, which is where the                  
oscillatory dynamo primarily resides. The trends identified in this paper are robust with respect              
to his particular definition as the luminosity varies by approximately the same amount at all radii                
from model to model. Finally, the Fourier spectrum of the azimuthal field (panel G) gives a first                 
estimate of the cycle period of each model. We display in Table S1 the main parameters and                 
results of all the models considered in this work. 
 
Estimation of the cycle period 
 
We estimate the magnetic cycle period in our numerical simulations by running a Fourier              
transform on the longitudinally averaged azimuthal component of the magnetic field at all points              
in radius and latitude. The main peak of the Fourier transform is stored at each point, along with                  
a period bandwidth defined as a band around the main peak for which the Fourier transform is                 
larger than 10% of its peak value. A probability density function is formed with all the stored                 
peaks, and the maximum of the distribution defines the main cycle period of the simulation. The                
uncertainty on the cycle period is calculated as the maximal bandwidth associated with the              
cycle-period. Note that the cycle period shown in Figure 2 and Tables S1 and S2 are actually the                  
half-cycle period (i.e. 11 years for the Sun). 
 
Estimation of the convective luminosity  
 
The convective luminosity is estimated by computing the azimuthal and latitudinal average            
of the convective heat flux averaged over several cycle periods such as 
 
L​(​r​) = 4π ​r​2 ​ ​ρ​ ​c​p​ < ​v​r ​T​’ >,                                                                                       (S1) 
 
where ​T​’ are the temperature fluctuations, ​v​r the radial velocity, ​ρ the density, ​c​p the specific                
heat of the plasma at constant pressure, and <> ​denotes the average over the sphere of radius ​r                  
and over time (here over several magnetic cycles). The convective luminosity at the base of the                
convection zone ​L​bc ​is defined here as the average of the convective luminosity ​L​(​r​) over the                
radial interval [0.75 R​top​, 0.8 R​top​], in the region where dynamo action is taking place and                
sufficiently removed from the lower boundary. 
 
Estimation of the Rossby number 
 
The Rossby number quantifies the relative importance of non-linear advection to the            
Coriolis acceleration in the Navier-Stokes equations of fluid dynamics expressed in a rotating             
frame of reference. This fluid Rossby number is defined by  
 
R​o​ = | ​∇​ × ​v​ | / ( 2 ​Ω​★​),                                                                                          (S2) 
 
where ​v is the plasma velocity and Ω​★ ​the rotation rate of the model. We average the                  
Rossby number over time and longitude, over the same radial range [0.75 R​top​, 0.8 R​top​] as the                 
convective luminosity, and over a latitudinal wedge of 140° centered on the equator. The              
uncertainty in the Rossby number is taken to be its standard deviation over the averaging surface                
in the radius-latitude plane (see table S1).  
 
In the context of cool stars, another Rossby number (the stellar Rossby number) is often               
also defined as a ratio of two timescales (see e.g. Appendix B in(​38​)), the rotation period of the                  
star (​P​rot = 2π/ ​Ω​★​), and the convective turnover time at the base of the convection zone of the                   
star (​τ​c​). We also computed this stellar Rossby number in the middle of the convection zone as 
 
R​os​ = ​P​rot​ / ​τ​c ​,                                                                                                           (S3) 
 
The the convective turnover-time is calculated as the ratio of the depth of the convection               
zone to the root-mean-square radial velocity at the middle of the convection zone, over the same                
latitudinal range as R​o​. Both Rossby numbers (R​o and R​os​, see table S1) are a measure of the                  
rotational influence on the convective dynamics and result in the same generic trends regarding              
the magnetic cycle period. 
 
Non-linear feedbacks in the cyclic dynamo 
 
We display in Figure S8 the origin of the non-linear feedback loop in the simulated cyclic                
dynamo for case 5. The non-linear feedback occurs as follows. The large-scale magnetic field              
(black line in the upper panel, label A) applies a Lorentz force that is positive when the field is                   
maximum (blue line in the lower panel, label B). This Lorentz force locally increases the               
differential rotation, which in turns inverts its local latitudinal gradient (black line in the lower               
panel, label C). As a result, the sign of the mean electro-motive force switches (blue line in the                  
upper panel, label D). Note that the latitudinal field (green line in the upper panel) changes sign                 
later on in the cycle (label E), showing unambiguously that the change of sign of the mean                 
electromotive force indeed originates from a change of sign of the latitudinal gradient of              
differential rotation. The large-scale magnetic field then collapses due to this opposite            
electromotive force, and grows again with an opposite sign (label F). This non-linear feedback              
then continues on and on and determines the length of the magnetic cycle.  
 
Mean-field dynamo models and magnetic cycle period trends 
 
Mean-field models of solar and stellar dynamos come in many flavors that are known to lead to                 
very different scaling laws(​40​). Standard α-Ω dynamos predict a cycle period proportional to the              
rotation rate of the star, while Babcock-Leighton models generally find the opposite trend when              
the meridional circulation amplitude is parametrized using three-dimensional numerical         
simulations(​41​). In all mean-field cases, the basic parameters of the models (differential rotation             
Ω, meridional circulation, ohmic dissipation, turbulent electromotive force) need to be scaled a             
priori with the basic stellar parameters (rotation rate, luminosity). As a result, different scaling              
laws can be realized depending on both the detailed dynamo model considered, and the scaling               
chosen for their basic ingredients. Note that even though the Babcock-Leighton dynamo            
mechanism is very different from the one presented in this work, it generally predicts a               
cycle-period trend that is compatible with the one found in our three-dimensional non-linear             
simulations given the known dependency of the meridional circulation with the stellar rotation             
rate.  
 
Estimation of the luminosity of the observed stars 
 
We follow a standard procedure(​23​) for estimating the luminosity of a star in the two               
samples used in this study. The effective temperatures of the stars were originally published              
along the reported cycle periods(​5​). The luminosity L​★​ of a star is approximated through 
 
log​10​ ( ​L​★​ /​ L​⊙​ ) = -0.4 ( ​m​V​ - 5 Log​10​(​d​/10) + ​BC​V​ - ​M​bol​⊙​) ,                                  (S4) 
 
where ​m​V is the apparent magnitude in the ​V band, ​d the distance between the Sun and the                  
star (in parsecs), ​M​bol​⊙ ​the bolometric magnitude of the Sun and ​BC​V the bolometric correction,               
which is an empirical function of the effective temperature(​23​). The most distant star in the               
sample is located 30.41 pc away (HD 81809, see Table S2), which allow us to neglect luminosity                 
corrections due to interstellar extinction. The distance ​d and ​m​V ​were taken from the latest Gaia                
catalogue(​21​, ​22​). We also compared with values from the Hipparcos catalogue(​42​) but did not              
find any substantial change in the results. We report the calculated luminosities in Table S2. 
 
Name P​rot [days] 
P​cyc 
[years
] 
P​cyc​(2) 
[years
] 
T​eff 
[K] 
L​★ 
[​L​⊙] 
Mas
s 
[​M​⊙​] 
Radiu
s 
[​R​⊙​] 
d 
[pc] Source 
HD 100180 14 12.9 3.6 595
1 
1.37 0.94 1.11 
23.33 
Ref(5,21) 
HD 114710 12.4 16.6 9.6 592
0 
1.38 0.75 1.13 
9.13 
Ref(5,21) 
HD 78366 9.7 12.2 5.9 585
6 
1.26  1.1 
19.19 
Ref(5,21) 
HD 190406 13.9 16.9 2.6 582
5 
1.25 0.79 1.11 
17.77 
Ref(5,21) 
HD 1835 7.8 9.1  567
0 
1.03 0.62 1.06 
20.86 
Ref(5,21) 
HD 20630 9.2 5.6  560
9 
0.83 0.93 0.97 
9.14 
Ref(5,21) 
HD 76151 15  2.52 563
9 
1.02 1.04 1.07 
17.39 
Ref(5,21) 
HD 152391 11.4 10.9  537
3 
0.59  0.9 
17.25 
Ref(5,21) 
HD 81809 40.2 8.2  525
8 
6.1 0.93 3.0 
30.41 
Ref(5,21) 
HD 103095 31 7.3  540
1 
0.2 1.01 0.52 
9.09 
Ref(5,21) 
HD 115404 18.5 12.4  487
5 
0.33 1.52 0.82 
11.07 
Ref(5,21) 
HD 149661 21.1 16.2 4 514
5 
0.45 1.05 0.86 
9.75 
Ref(5,21) 
HD 156026 21 21  433
5 
0.16  0.71 
5.97 
Ref(5,21) 
HD 165341 19.9 15.5 5.1 509
1 
0.62 1.04 1.03 
5.08 
Ref(5,21) 
HD 4628 38.5 8.6  503
6 
0.28 0.72 0.71 
7.45 
Ref(5,21) 
HD 10476 38.2 9.6  514
5 
0.44 0.78 0.84 
7.53 
Ref(5,21) 
HD 160346 36.4 7  482
4 
0.33 0.86 0.83 
11.00 
Ref(5,21) 
HD 201091 35.4 7.3  430
7 
0.16  0.72 
3.49 
Ref(5,21) 
HD 201092 37.8 10.5  386
7 
0.12 0.62 0.79 
3.49 
Ref(5,21) 
HD 3651 44 14.6  511
8 
0.53 0.74 0.94 
11.06 
Ref(5,21) 
HD 16160 48 13.2  477
2 
0.28 0.81 0.79 
7.18 
Ref(5,21) 
HD 26965 43 10.1  520
1 
0.4 0.67 0.79 
4.98 
Ref(5,21) 
HD 32147 48 11.1  452
9 
0.33 0.62 0.94 
8.71 
Ref(5,21) 
HD 166620 42.4 15.8  5063 0.34  0.77 11.02 Ref(5,21) 
HD 10180 24.1 7.4  591
1 
1.49 1.02 1.10 39.02 Ref(21) 
HD 146233 
23.8 7.1  
581
8 1.04 
0.90 1.01 13.90 Ref(18,21
) 
HD 1461 
29.9 9.6  
576
5 1.19 
1.01 1.01 23.25 Ref(20,21
) 
 
Table S2 Parameters of the stellar samples​. The rotation period, cycle periods and effective              
temperature were taken from (​5​, ​43​), except for the three last stars. The cycle period of HD                 
146233 is taken from (​18​), and the cycle period of HD 1461 from (​20​). The cycle period of HD                   
10180 is analyzed in this paper. The luminosity is calculated with Eq S4. The mass is taken from                  
(​43​) (when available), and the radius is deduced from Eq S5. The distance is taken from the                 
latest Gaia catalogue (​21​, ​22​). 
 
Estimation of the mass and radius of stars 
 
When available, we used the stellar mass M​★ deduced from observations with the High              
Accuracy Radial Velocity Planet Searcher (HARPS) spectrograph(​43​), which we reported in           
Table S2. We computed the stellar radius ​R​★ ​using the deduced luminosity and published               
effective temperature ​T​eff​( ​5​, ​43​) using the standard formula 
 
log​10​ ( ​R​★​ /​ R​⊙​ ) = 0.5 log​10​ ( ​L​★​ /​ L​⊙​ ) – 2 log​10​ (​T​eff​ /​ T​⊙​ )    .                             (S5) 
 
Magnetic activity cycle of HD 10180 
 
We used the HARPS southern archive data to study the variations in the Ca II H&K emission                 
cores measurements of HD 10180, that span 4084 days. The Ca II H & K line cores bands are                   
centered at 3933.664 Å (K) and 3968.470 Å (H). We calculate the HK index Log R'​HK defined in                  
(​18​) and compute a Lomb-Scargle periodogram to estimate the magnetic activity cycle period of              
HD 10180 (see Figure S9). We find a cycle period of 7.3 ± 1.2 years, which is reported in Table                    
S2.  
 
Magnetic cycles and chromospheric activity cycles 
 
An important distinction must be made regarding the reported activity cycles of distant stars.              
Most of the published cycles are deduced from fluctuation in the activity tracers of the star (e.g.                 
Ca II R’​HK​). As of today, a regular cycle directly observed on the magnetic field of a star have                   
only been reported for two stars: the Sun and 61 Cyg A (HD 201901) (​44​). Both stars are taken                   
into account in this work. For both of them the activity cycle and the magnetic cycle are very                  
well correlated. We note here nonetheless that the vast majority of the cycles reported in the                
literature are activity cycles, and still lack a true validation through spectropolarimetry(​25​). 
 
  
 
Fig. S1 Summary of a cyclic numerical simulation (Model 1). ​(A) Differential rotation profile              
(Ω= Ω​★ + v​φ​/(r sinθ), with θ the co-latitude) averaged over time and longitude. (B) Meridional                
circulation streamlines averaged over time and longitude. Clockwise circulations are shown in            
red, anti-clockwise in blue. (C) Radial velocity on a Mollweide projection on the sphere at depth                
r=0.75 R​top​. Red denotes upflows and blue downflows. (D) Azimuthal component of the             
magnetic field averaged over longitude as a function of time and latitude at depth r=0.75 R​top                
(near the base of the convection zone). (E) Azimuthal component of the magnetic field averaged               
over longitude as a function of time and normalized radius at latitude 44​°​. (F) Convective               
luminosity as a function of depth. The grey band corresponds to the depth of large magnetic                
fields where we choose to estimate the convective luminosity used in Figure 2. (G) Fourier               
spectrum of the azimuthal component of the magnetic field at depth r=0.75 R​top and latitude 44​°                
(dashed black lines in panels D and E). The peak of the spectrum shows the magnetic cycle                 
period. The magnetic cycle periods shown in Figure 2 and 3 are calculated with Fourier spectra                
on the whole (radius, latitude) domain (see text). The vertical grey bar shows the uncertainty on                
the cycle period based on the Fourier spectrum. 
 
 
Fig. S2 Summary of a cyclic numerical simulation. ​As in Fig S1, but for case 2. 
  
 
Fig. S3 Summary of a cyclic numerical simulation. ​As in Fig S1, but for case 3. 
 
Fig. S4 Summary of a cyclic numerical simulation. ​As in Fig S1, but for case 4. 
 
 
Fig. S5 Summary of a cyclic numerical simulation. ​As in Fig S1, but for case 5. 
 
Fig. S6 Summary of a cyclic numerical simulation. ​As in Fig S1, but for case 6. 
 
 
Fig. S7 Summary of a cyclic numerical simulation. ​As in Fig S1, but for case 7. 
 
  
 
Fig. S8 Non-linear feedbacks in the magnetic cycles (case 5). ​All quantities are averaged over               
longitude and traced at r=0.72 R​top and latitude 43​∘ against time. The upper panel shows the                
azimuthal (black) and latitudinal (green) components of the magnetic field along with the             
azimuthal mean electro-motive force (blue). Maxima of the azimuthal magnetic field are labeled             
by the vertical dashed lines. The lower panel shows the latitudinal gradient of the differential               
rotation Ω (black) along with the mean Lorentz force (blue) that participates in the evolution of                
Ω. All fields have been smoothed with a running average of 4 years using a hann window. The                  
un-smoothed fields are shown in the background by the faint thick lines. Letter labels (A to F)                 
describe the non-linear feedback of the large-scale field on the differential rotation (see text).  
 
 
Fig. S9 Magnetic activity cycle of HD 10180. ​Upper panel: activity index Log R'​HK defined in                
(​18​) and computed from the European Southern Observatory (ESO) HARPS southern archive            
data of the Ca II H & K line cores bands. The abscissa is shown in Julian days. Bottom panel:                    
Lomb-Scargle periodogram(​45​, ​46​) of Log R'​HK ​(black line). The peak of the periodogram is              
identified by the vertical red dashed line and corresponds to a cycle period of 7.3 years. The                 
horizontal red (dotted), blue and green (dashed) lines correspond to the false alarm probability              
(FAP) of 10%, 1% and 0.1% p-values levels, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
