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Introduction 	  As	  human	  knowledge	  grows	  faster	  and	  faster,	  it	  continues	  to	  be	  stored	  and	  digitized	  in	  different	   forms—news,	  articles	  and	  papers,	  digital	  databases,	  videos,	  books	  and	  social	  media.	   Nobody	   can	   know	   everything,	   and	   it	   is	   even	   hard	   for	   us	   to	   find	   the	  knowledge	   we	   want	   to	   know.	   So	   we	   need	   to	   figure	   out	   new	   way	   to	   help	   us	   to	  organize,	  retrieve	  and	  understand	  the	  huge	  amount	  of	  information.	  	  Sometimes,	  the	  reader’s	   information	  needs	  can	  be	  well	  satisfied	  by	  just	  part	  of	  the	  document,	   and	   it	   is	   inefficient	   to	   deeply	   read	   the	  whole	   document.	   Thanks	   to	   the	  development	  of	  machine	  learning	  techniques,	  now	  we	  have	  better	  ways	  to	  help	  the	  reader	  understand	  what	   is	   the	  main	   content	  of	   the	  document	   rather	   than	   reading	  whole	   pages.	   One	   technique	   is	   statistical	   topic	   modeling.	   Topic	   modeling	   is	   a	  wonderful	  tool	  for	  analyzing	  unstructured	  documentation.	  It	  is	  a	  suite	  of	  algorithms,	  which	   aims	   to	   find	  out	   the	  potential	   thematic	   information	   from	  a	   large	   archive	   of	  documents.	   The	   core	   part	   of	   topic	  modeling	   algorithm	   is	   a	   statistical	  method	   that	  can	   analyze	   the	   text	   file	   to	   find	   out	   the	   topics	   that	   hide	   in	   them,	   how	   the	   topics	  change	   over	   time	   and	   how	   they	   connect	   with	   each	   other.	   The	   topic	   modeling	  algorithm	   is	   unsupervised;	   in	   other	   words,	   we	   don’t	   need	   to	   provide	   any	   prior	  annotation	  and	  information	  for	  the	  documents.	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 How	   to	   quickly	   get	   the	  useful	   information	   from	  a	   large	   corpus?	  This	   problem	  has	  attracted	  researchers’	  attention	  for	  a	  long	  time.	  In	  the	  information	  retrieval	  area	  (IR)	  (Baeza-­‐Yates	   and	   Ribeiro-­‐Neto,	   1999)	  made	   significant	   progress.	   The	   researchers	  proposed	  a	  methodology	  which	  convert	  each	  document	  in	  a	  large	  corpus	  to	  a	  vector	  of	  real	  numbers,	  which	  means	  the	  ratios	  of	  counts.	  Another	  important	  concept,	  tf-­‐idf	  (Salton	  and	  McGill,	  1983),	  influenced	  topic	  modeling	  a	  lot.	  Tf-­‐idf	  is	  the	  abbreviation	  for	  term	  frequency	  and	  inverse	  document	  frequency.	  In	  each	  document	  of	  a	  corpus,	  the	  tf	  can	  be	  compute	  by	  a	  count	  which	  is	  the	  number	  of	  occurrences	  of	  each	  word	  in	  each	  document.	  Idf	  measures	  the	  number	  of	  occurrence	   in	  the	  whole	  corpus.	  After	  some	  normalization,	  by	  comparing	  tf	  and	  idf,	  this	  value	  can	  reflect	  how	  important	  a	  word	   is	   in	   a	   document	   in	   the	   corpus.	   This	   concept	   always	   will	   be	   used	   in	   the	  information	  retrial	  and	  text	  mining	  field.	  	  Even	  thought	  the	  tf-­‐idf	  definitely	  has	  some	  notable	  features,	  this	  approach	  still	  has	  its	   own	  weakness:	   it	   pays	   little	   attention	   to	   the	   reduction	   in	   length	  of	  description	  and	   provides	   little	   information	   about	   the	   inter–document	   statistical	   structure.	   So	  the	   researchers	   figured	   out	   several	   different	   reduction	   methods,	   one	   of	   famous	  approach	   is	   latent	   semantic	   indexing	   (LSI)	   (Deerwester	   et	   al.,	   1990).	   LSI	   is	   a	  retrieval	  and	  index	  approach,	  which	  use	  the	  singular	  value	  decomposition	  (SVD)	  to	  recognize	  the	  patterns	  and	  relationship	  between	  the	  terms	  in	  a	   large	  unstructured	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corpus.	  LSI	  assumed	  that	  the	  words	  in	  the	  same	  document	  must	  have	  some	  potential	  relationship.	  	  	  Huge	  progress	  was	  made	  by	  Hofmann(1999),	  who	  discovered	  the	  probabilistic	  LSI	  (pLSI)	  model	  as	  a	  substitute	  to	  LSI.	  The	  pLSI	  method	  models	  each	  word	   in	  a	  same	  text	   as	   a	   sample	   from	   one	   mixed	   model	   and	   the	   mixed	   model	   are	   multinomial	  random	  variables	  which	  can	  be	  treat	  as	  a	  representation	  of	  “topics”.	  So	  each	  word	  is	  generated	  from	  a	  single	  topic	  and	  the	  different	  words	  may	  come	  from	  different	  topic.	  So	   each	   document	   is	   composed	   by	   a	   list	   of	  mixing	   proportions	   for	   these	  mixture	  elements,	  in	  other	  words,	  it	  is	  a	  probability	  distribution	  on	  a	  set	  of	  topics.	  Actually,	  this	  is	  the	  basic	  assumption	  for	  most	  later	  text	  mining	  algorithms.	  	  	  	  As	  we	   can	   see,	   both	   the	   LSI	   and	   pLSI	   are	   generated	   from	   a	   same	   assumption—a	  document	  actually	  is	  a	  “bag	  of	  words”,	  and	  the	  order	  of	  each	  word	  in	  the	  document	  are	  meaningless	  and	  each	  document	  is	  a	  mixture	  of	  topics,	  which	  can	  be	  represented	  by	  a	  probability	  distribution	  of	  words.	  	  	  With	   the	   development	   of	   computer	   technology,	   machine	   learning	   scientists	   have	  developed	   lots	   of	   different	   probabilistic	   topic	   modeling	   algorithms,	   a	   way	   to	  discover	   and	   annotate	   large	   text	   datasets	   with	   thematic	   information.	   These	  algorithms	   are	   statistical	   approaches	   that	   can	   analyze	   the	   words	   in	   original	  document	  and	   label	   each	  document	  with	   the	   latent	   topics	   that	   run	   through	   it.	   For	  example:	   multinomial	   mixture	   (MM)	   model	   (Nigam	   et	   al.,	   2000;	   Rigouste	   et	   al.,	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2007),	  probabilistic	   latent	  semantic	  analysis	  (Hofmann,	  2001)	  and	  Latent	  Dirichlet	  allocation	   (LDA)	   (Blei	   et	   al.,	   2003;	   Griffiths	   &	   Steyvers,	   2004).	   Almost	   all	   the	  algorithms	  have	   the	  same	   fundamental	   idea—the	  document	   is	  a	  bag	  of	  words	  and	  the	   order	   is	  meaningless—but	   the	   statistical	   assumption	   is	   slightly	   different.	   The	  most	   famous	  and	  popular	  one	   is	   latent	  Dirichlet	  allocation	   (LDA)	  and	   is	  discussed	  further	  below	  (Blei	  et	  al.,	  2003).	  	  	  Based	   on	   the	   previous	   researchers,	   topic	   models	   (e.g.,	   Blei,	   Ng,	   &	   Jordan,	   2003;	  Griffiths	   &	   Steyvers,	   2002;	   2003;	   2004;	   Hofmann,	   1999;	   2001)	   were	   developed.	  Among	   them,	   LDA	   (Blei,	   Ng,	   &	   Jordan,	   2003)	   is	   one	   of	   the	   most	   important	   topic	  modeling	  algorithms.	   It	   is	  based	  on	  the	  assumption	  that	  documents	  are	  mixture	  of	  different	   topics	   and	   topics	   are	   a	   probability	   distribution	   between	   words.	   Topic	  model	  is	  a	  generative	  model	  about	  document.	  In	  order	  to	  generate	  a	  new	  document,	  it	  should	  specify	  a	  distribution	  across	  the	  topics.	  For	  each	  word	  in	  the	  document,	  it	  randomly	   select	   a	   topic	   according	   that	   distribution	   and	   then	   choose	   a	  word	   from	  that	   topic.	  Absolutely,	   there	  are	  statistical	   techniques	   involved	  during	   this	  process	  to	  infer	  the	  possible	  topic	  which	  can	  be	  used	  to	  generate	  the	  collection	  of	  documents.	  	  LDA	  is	  a	  great	  algorithm	  since	  the	  first	  day	  it	  came	  out.	  Many	  other	  researchers	  keep	  working	  on	  this	  fundamental	  method	  and	  brought	  new	  thought	  into	  this	  field.	  As	  we	  can	  see,	  the	  LDA	  is	  an	  unsupervised	  and	  non-­‐hierarchical	  algorithm.	  It	  doesn’t	  need	  to	   train	   the	   model	   to	   predict	   the	   future	   word	   and	   treat	   the	   entire	   topic	   models	  equally.	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As	  we	  can	  see	  above,	  the	  core	  algorithm	  is	  LDA,	  and	  the	  basic	  assumption	  is	  to	  treat	  the	  unstructured	  document	  as	  a	  “bag	  of	  words”.	  The	  later	  topic	  model	  algorithm	  that	  originated	   from	   LDA	   can	   be	   classified	   into	   four	   different	   classification:	   1)	  unsupervised	   and	   non-­‐hierarchical	   LDA	   algorithm.	   2)	   Unsupervised	   and	  hierarchical	  LDA	  algorithm.	  3)	  Supervised	  and	  non-­‐	  hierarchical	  LDA	  algorithm.	  4)	  Supervised	  and	  hierarchical	  LDA	  algorithm.	  	  Hierarchical	  Topic	  Models	  (Blei,	  D.,	  Griffiths,	  T.,	  Jordan,	  M.,	  &	  Tenenbaum,	  J.	  2004)	  is	  a	  development	  of	  LDA	  algorithm.	  The	   topic	  models	  generated	   from	  the	   traditional	  LDA	   are	   independent	   and	   have	   no	   connection	   between	   them.	   Actually,	   the	   truth	  always	  is	  not	  this.	  In	  order	  to	  simplify	  the	  algorithm,	  LDA	  made	  the	  assumption	  like	  that.	   The	   HLDA	   (Hierarchical	   Latent	   Dirichlet	   Allocation)	   try	   to	   figure	   out	   the	  hierarchical	   relationship	   between	   topics.	   Give	   a	   set	   of	   documents,	   HLDA	   hope	   to	  discover	  the	  similar	  pattern	  or	  topics	  in	  them,	  which	  just	  like	  the	  LDA	  does.	  Further	  more,	  it	  tries	  to	  establish	  the	  hierarchy.	  The	  statistical	  way	  HLDA	  used	  to	  solve	  this	  problem	  is	  by	  taking	  the	  Bayesian	  perspective	  about	  this	  problem	  to	  learn	  the	  data’s	  structure	   and	   constructing	   generative	   probabilistic	   models	   for	   the	   hierarchical	  relationship.	  	  There	  are	  many	  different	  ways	   to	   simulate	   the	   topic	  model	  hierarchies,	   the	  HLDA	  used	  is	  to	  present	  each	  node	  as	  a	  topic	  in	  the	  hierarchical	  structure,	  which	  the	  topic	  is	  a	  probabilistic	  distribution	  of	  words.	  Then	  the	  document	  can	  be	  generated	  from	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choosing	   a	   path	   from	   the	   root	   to	   the	   leaf.	   Topics	   repeatedly	   generated	   from	   this	  process	  and	  the	  words	  in	  a	  topic	  sampled	  from	  the	  selected	  topics.	  	  	  	  Another	   branch	   of	   LDA	   is	   supervised	   LDA	   algorithm.	   The	   original	   LDA	   is	   an	  absolutely	   unsupervised	   algorithm.	   The	   topic	   models	   generated	   automatic	   topics	  from	   a	   mixture	   of	   discrete	   probability	   distribution	   across	   words	   in	   each	   topic.	  Several	   other	  modification	   of	   LDA	   incorporated	   the	   supervised	  way.	   For	   example,	  DiscLDA	   (Lacoste-­‐Julienet	   al.,	   2008)	   is	   about	   multiply	   labeled	   corpus	   because	   it	  seems	   too	   limit	   to	   associate	   a	   single	   label	   with	   a	   document.	   Another	   typical	  supervised	  LDA	   is	  Labeled	  LDA	  (Daniel	  Ramage,	  David	  Hall,	  Ramesh	  Nallapati	  and	  Christopher	  D.	  Manning,	  2009).	  It	  is	  a	  probabilistic	  model	  which	  used	  to	  describe	  a	  process	   about	   forming	   a	   labeled	   document	   set.	   As	   the	   traditional	   LDA	   algorithm,	  Labeled	  LDA	  regards	  each	  document	  as	  a	  mixture	  of	   topics	  and	  selects	  each	  word	  from	  one	   topic.	  But	  unlike	   the	   traditional	  LDA,	  L-­‐LDA	  used	   the	  supervised	  way	  by	  constraining	   the	   topic	   model	   can	   be	   only	   selected	   from	   these	   topics,	   which	  according	   a	   document’s	   label	   set	   (observed).	   L-­‐LDA	   model	   improved	   on	   the	  traditional	  LDA	  for	  labeled	  document	  by	  adopting	  user	  supervision	  in	  the	  mapping	  among	  the	  labels	  and	  topics.	  	  	  Some	  researchers	  combined	  both	  the	  supervision	  and	  multiply	  labels	  into	  the	  LDA,	  which	   is	   called	   Hierarchically	   Supervised	   Latent	   Dirichlet	   Allocation	   (HSLDA)	   (A.	  Perotte,	  N.	  Bartlett,	  N.	  Elhadad,	  and	  F.	  Wood.	  2011).	  This	  approach	  labeled	  the	  topic	  models,	   which	   generated	   from	   unstructured	   document,	   while	   leveraging	   the	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hierarchical	  labels.	  It	  is	  a	  extending	  of	  supervised	  LDA	  algorithm	  and	  makes	  the	  use	  of	  hierarchical	  supervision.	  The	  basic	  assumption	  underling	  the	  algorithm	  is	  that	  the	  context	  of	  hierarchical	   labels	  contains	  valuable	  information	  to	  labeling.	  As	  a	  family	  member	  of	  SLDA,	  HSLDA	  can	  be	  understood	  in	  two	  different	  ways.	  First,	  it	  improved	  the	  topic	  models	  performance	  of	  LDA	  by	  advantage	  of	  observed	  supervision.	  Second,	  it	   can	  be	   treated	   as	   a	   set	   of	   topic	  models,	  which	   can	   generate	   labels	   for	   a	   “bag	   of	  words”.	  	  	  	  Topic	   models	   could	   be	   very	   powerful	   tool	   to	   help	   us	   deal	   with	   a	   large	   set	   of	  unstructured	  text	   file.	  And	  many	  researchers	  apply	  topic	  models	   in	  many	  different	  ways.	  For	  example:	  a	  new	  probabilistic	  topic	  models	  (J.	  Chang,	  J.	  Boyd-­‐Graber,	  and	  D.	  M.	   Blei,	   2009)	   has	   been	   generated	   to	   analyze	   web	   document	   and	   infer	   the	  relationship	  between	  entities	  and	  the	  description	  of	  theses	  entities	  on	  the	  Wikipedia.	  Topic	  models	  also	   can	  be	  used	   to	   simultaneously	  analyze	  groups	  between	  entities	  and	  topics	  in	  the	  corresponding	  document	  (A.	  McCallum,	  X.	  Wang,	  and	  N.	  Mohanty,	  2007).	  	  	  	  So	  some	  researchers	  try	  to	  mine	  useful	  information	  from	  the	  social	  media,	  just	  like	  the	  Facebook,	  LinkedIn	  and	  Twitter.	  The	  traditional	  text	  mining	  way	  may	  have	  some	  limitations	  to	  analyze	  the	  information	  from	  these	  social	  media,	  because	  the	  message	  on	   these	  website	   is	   different	   from	   the	  words	   on	   a	   book.	   Firstly,	   the	   posts	   on	   the	  Twitter	  are	  restricted	  into	  140	  words,	  which	  is	  totally	  different	  from	  the	  traditional	  web	  news	  post.	  Secondly,	  the	  people	  who	  post	  the	  tweets	  will	  invent	  many	  ways	  to	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expand	   the	  meaning	   that	  contained	   in	   the	  posts.	  Even	   though	   these	  posts	  do	  have	  large	  length,	  it	  may	  still	  convey	  rich	  meanings.	  Topic	  model	  could	  be	  a	  useful	  way	  to	  deal	   with	   this	   kind	   of	   information.	   In	   order	   to	   analyze	   the	   social	   network	  information,	   the	   LDA	   algorithm	   needs	   to	   obtain	   the	   mixture	   information	   of	   both	  posts	   and	   authors.	   The	   Author	   Topic	   Model	   (AT	   model)	   is	   an	   extension	   of	   LDA.	  Under	   this	   algorithm,	   each	   word	   in	   a	   document	   is	   connected	   with	   two	   different	  variables,	  one	  is	  author	  and	  another	  is	  topic.	  Just	  as	  LDA,	  each	  author	  in	  the	  corpus	  can	   be	   represented	   as	   a	   statistical	   distribution	   over	   total	   topics	   and	   each	   topic	   is	  associated	  with	  a	  distribution	  over	  all	  the	  words.	  The	  difference	  between	  the	  LDA	  is	  the	  observed	  variable	  associated	  with	  each	  document	  is	  the	  words	  and	  author	  in	  the	  corpus.	   By	   this	   method,	   the	   topic	   model	   features	   can	   be	   significantly	   improved	  especially	  when	  the	  targets	  are	  social	  media	  posts.	  	  Evaluation	  for	  the	  generated	  topic	  models	  is	  also	  a	  very	  important.	  The	  traditional	  approach	  to	  evaluate	  the	  topic	  models	  is	  the	  empirical	  likelihood	  way	  and	  harmonic	  mean	   approach.	   (Wallach,	   H.	   M.,	   I.	   Murray,	   R.	   Salakhutdinov,	   2009)	   introduced	   a	  more	  universal	  way	  that	  can	  measure	  the	  topic	  models	  more	  accurate,	  efficient	  and	  can	  apply	  to	  any	  specific	  application.	  These	  metrics	  used	  the	  approach	  coming	  from	  the	  topic	  modeling	  to	  measure	  how	  well	  the	  models	  learned	  from	  a	  set	  of	  document	  applies	   to	   the	   unseen	   corpus.	   These	  metrics	   are	   easy	   to	   generalize	   and	   allow	   for	  customizing	   model	   parameter	   for	   example	   the	   number	   of	   topics.	   But	   these	  approaches	  can	  only	  evaluate	  the	  probability	  of	  observed	  information	  and	  it	  is	  hard	  to	  measure	  the	  internal	  representation	  of	  these	  topic	  models.	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 The	  dataset	  I	  used	  to	  construct	  the	  topic	  models	  consisted	  of	  interview	  transcripts	  from	  the	  Southern	  Oral	  History	  Program.	  Oral	  history	  is	  a	  kind	  of	  valuable	  material,	  which	  can	  help	  us	  to	  study	  the	  past.	  It	  uses	  the	  audiotapes	  and	  transcripts	  to	  record	  an	   interview.	   The	   interviews	   are	   conducted	   with	   the	   witness	   or	   the	   people	   who	  participated	   in	   the	   past	   events	   or	   whose	   memories	   are	   to	   be	   preserved	   by	   their	  future	   generations.	   Oral	   history	   can	   obtain	   the	   information	   from	   different	  perspectives	  and	  most	  of	  them	  cannot	  be	  found	  in	  the	  published	  book.	  Oral	  history	  is	  a	  kind	  of	  valuable	  source	  of	   the	  new	  knowledge	  and	  new	  interpretive	  about	  the	  past.	   Because	   the	   documents	   are	   directly	   recorded	   from	   a	   unstructured	  conversation,	  the	  interviewee	  always	  mixed	  different	  events	  and	  time-­‐lines	  together,	  so	   it	   is	  not	  very	  easy	  for	  human	  beings	  to	  annotate	  and	  separate	   individual	  events	  and	   their	   participants	  manually.	   I	   think	   the	   oral	   history	   dataset	   can	   be	   efficiently	  analyzed	   by	   topic	   modeling	   algorithm	   and	   this	   is	   exactly	   what	   I	   will	   do	   in	   my	  paper—construct	   and	   analyze	   the	   topic	   models	   generated	   from	   oral	   history	  transcripts.	  




 In	  this	  paper,	   I	  will	  use	  the	  open	  source	  MALLET	  toolkit	   to	  construct	  topic	  models	  for	  oral	  history	  dataset.	  And	  I	  also	  will	  use	  Termite	  to	  help	  me	  present	  and	  analyze	  the	   result	   from	   MALLET.	   In	   the	   following	   context,	   I	   will	   carefully	   introduce	   the	  algorithm	  and	  toolkit	  I	  use.	  
LDA (Latent Dirichlet allocation): 
 In	   NLP	   (natural	   language	   procesing)	   field,	   latent	   Ditichlet	   allocation	   (LDA)	   is	   a	  famous	   generative	   model	   that	   can	   explain	   sets	   of	   observed	   data	   according	  unobserved	   datasets	   and	   explain	   why	   they	   share	   these	   similarities.	   In	   the	   text	  mining	  area,	  the	  observations	  becomes	  the	  words	  in	  a	  set	  of	  corpus,	  it	  assumes	  that	  each	   document	   can	   be	   represented	   as	   a	   probability	   distribution	   of	   topics	   and	   the	  each	  word’s	  appearance	  is	  a	  selection	  from	  one	  of	  the	  document’s	  topics.	  LDA	  first	  fully	  explained	  and	  presented	  as	  a	  graphical	  model	  for	  topic	  model	  construction	  in	  2003	  (David	  Blei,	  Andrew	  Ng,	  and	  Michael	  Jordan,	  2003).	  LDA	  is	  an	  unsupervised	  text-­‐mining	  algorithm,	  which	  can	  identify	  the	  potential	  topic	  models	  from	  a	  large	  set	  of	  documents.	  It	  treat	  a	  document	  as	  a	  “bag	  of	  words”,	  which	  means	   that	   every	   document	   is	   a	   vector	   of	   words	   counts.	   Each	   document	   can	   be	  looked	  as	  probability	  distribution	  over	  the	  topics	  and	  each	  topic	  can	  be	  regards	  as	  a	  probability	   distribution	   over	   a	   number	   of	   words.	   The	   generative	   process	   of	   each	  document	  in	  a	  corpus	  can	  be	  described	  as	  follows	  in	  LDA	  algorithm:	  	  1.	  Select	  a	  topic	  from	  the	  distribution	  over	  the	  entire	  topics	  for	  each	  document.	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2.	  Sample	  a	  word	  for	  the	  document	  from	  the	  distribution	  of	  all	  the	  words	  associated	  with	  the	  chosen	  topic.	  3.	  Repeat	  the	  step	  above	  until	  all	  the	  words	  in	  this	  document	  has	  been	  generated.	  	  In	  a	  formal	  way,	  LDA	  can	  be	  explained	  using	  the	  following	  generative	  steps	  for	  each	  document	  file	  w	  in	  a	  collection	  D:	  (David	  Blei,	  Andrew	  Ng,	  and	  Michael	  Jordan,	  2003)	  	  1. Select	  N	  ~	  Poisson	  (ξ).	  2. Select	  θ	  ~	  Dir	  (α).	  3.	  	  For	  each	  of	  the	  N	  words	  in	  document wn:  
! Select	  a	  topic	  𝑧!	  from	  multinomial	  probability	  distribution	  (θ).	  
! Select	   a	   word	  𝑤!	  from	   a	   p(wn |zn, β ), which	   is	   a	   probability	   distribution	  conditioned	  over	  the	  topic	  zn	  There	  are	  some	  basic	  assumptions	  in	  this	  algorithm:	  
1. The	  Dirichlet	  distribution’s	  dimensionality	  K	  is	  supposed	  given	  and	  fixed.	  
2. The	  words’	   probabilities	   can	   be	   presented	   by	   a	   k	   *	   V	  matrix	   β,	  which	  we	   can	  regard	  as	  a	  fixed	  quantity.	  
3. N	   is	   an	   independent	   parameter	   of	   other	   generating	   variables	   (θ	   &	   z).	   It	   is	   an	  auxiliary	   variables	   and	   the	   algorithm	   will	   ignore	   the	   randomness	   in	   the	   next	  process.	  
The	   k-­‐dimensional	   Dirichlet	   random	   variable	   θ	   has	   the	   following	   probability	  expression:	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p(θ|α) =    Γ(Σ!!!! 𝑎!)Π!!!! Γ(𝑎!) θ!!!!!   … θ!!!!!	  
The  α	  parameter	  is	  a	  K-­‐vector	  with	  𝑎!   >   0,	  and  Γ(a)  means	  Gamma	  function.	  
	  	  	  With	  the	  parameter  α  and	  β,	  the	  probability	  distribution	  of	  topic	  mixture	  θ,	  the	  set	  of	  topics	  z	  and	  the	  set	  of	  words	  w	  can	  be	  computed	  by:	  
p(θ,z,w|α,β)	  =	  𝑝(θ|α)∏!!!! 𝑝(𝑧!|θ)𝑝(𝑤!|𝑧!, β)	  
Where	  the	  𝑝(𝑧!|θ)	  integrated	  on  θ	  and	  on	  z,	  so	  the	  document’s	  marginal	  probability	  distribution	  can	  be	  computed	  by:	  
p(w|α,β)	  	  =	  ∫ 𝑝(θ|α)(∏!!!! ∑!!p(𝑧!|θ)𝑝(𝑤!|𝑧!, β))𝒹θ	  
Lastly,	   the	   probability	   of	   a	   corpus	   can	   be	   obtained	   by	   taking	   the	   product	   of	  documents’	  marginal	  probability	  distribution:	  
p(D|α,β)	  =∏!!!! ∫ 𝑝(θ!|α)  (∏!!!!! ∑!!"p(𝑧!"|θ!)𝑝(𝑤!"|𝑧!", β))  𝒹θ! 	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Figure 1: the step to generate LDA model The	  LDA	  generating	  model	  can	  be	  represented	  as	  a	  probabilistic	  graphic	  model	  as	  figure	   1.	   As	   the	   figure	   1	   shows,	   there	   are	   three	   different	   levels	   in	   the	   LDA	  representation.	  The	  variables	  α	  &	  β	  are	  sampled	  once	  in	  the	  beginning	  of	  generating	  a	  corpus,	  they	  are	  the	  corpus	  level	  parameters.	  The	  parameters	  θ! 	  is	  sampled	  once	  for	  each	  document	  so	   it	   is	  document	   level	  parameters.	  For	  the	  parameters	  𝑧!"	  and	  𝑤!",	  they	  are	  word	  level	  parameters	  because	  they	  are	  sampled	  once	  for	  each	  word	  in	  every	  document.	  	  
MALLET 
 The	  core	  software	  I	  used	  to	  generate	  the	  topic	  model	  is	  an	  open	  source	  software	  -­‐-­‐	  MALLET,	  which	  was	  developed	  by	  Andrew	  McCallum	  and	  his	  team	  of	  collaborators;	  it	   is	   a	  product	  of	   the	  University	  of	  Massachusetts	  Amherst.	   It	   is	  one	  of	   the	  hottest	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tools	  in	  natural	  language	  processing	  area.	  It	  fruitfully	  employed	  the	  Latent	  Dirichlet	  Allocation	  algorithm.	  
In	   digital	   humanities	   field,	  MALLET	  has	   a	  wide	   appeal.	   The	   researcher	   can	   take	   a	  large	  archival	  document	  and	  run	  it	  through	  the	  system	  to	  see	  the	  overall	  result	  and	  contour	   of	   the	  whole	   dataset.	   Elijah	  Meeks	   (2011)	   used	  MALLET	   to	   construct	   the	  topic	  model	  for	  blog	  post,	  messages	  and	  articles	  to	  indicate	  the	  topics	  of	  interest	  in	  digital	  humanities.	  Newman	  and	  Block	  (2006)	  used	  a	  similar	  way	  on	  the	  corpus	  of	  newspapers	  from	  the	  18th	  century.	  And	  in	  2009,	  topic	  models	  had	  been	  applied	  in	  a	  very	  different	   field.	  David	  Mimno	  used	  this	  method	  to	  understand	  the	  archaeology	  of	  Pompeian	  Households.	  He	   treated	  each	  room	  in	   the	  house	  as	  a	   “document”	  and	  each	  object	   in	   the	  room	  as	  the	  “terms”.	  The	  result	   from	  this	  analysis	  could	  help	  to	  determine	  the	  function	  of	  each	  rooms.	  	  
Even	   though	  MALLET	   is	   a	   very	   powerful	   toolkit,	   it	   also	   has	   some	  weakness.	   The	  most	   significant	   criticism	   is	   its	   steep	   learning	   curve.	   For	   the	   researcher	   who	   has	  little	  computer	  knowledge,	  this	  toolkit	  may	  be	  hard	  to	  install	  and	  use.	  For	  example,	  MALLET	  has	  to	  be	  installed	  in	  the	  computer’s	  C:\	  drive	  and	  can’t	  be	  in	  the	  subfolder.	  It	  has	  no	  user	  interface,	  so	  the	  researcher	  has	  to	  run	  in	  through	  the	  command	  line,	  which	  may	  be	  uncomfortable	  for	  the	  user	  who	  is	  not	  familiar	  with	  technical.	  	  
Here	  I	  will	  introduce	  how	  to	  install	  and	  run	  the	  MALLET:	  
Install:	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I	  only	  install	  and	  run	  MALLET	  on	  the	  Mac,	  so	  the	  instruction	  may	  only	  be	  able	  to	  be	  applying	  on	  Mac.	  
1.	   Go	   to	   the	   MALLET	   project	   homepage	   (http://mallet.cs.umass.edu/),	   and	  download	  MALLET.	  The	  latest	  version	  is	  MALLET	  2.0.7.	  
2.	  MALLET	  is	  implemented	  in	  Java	  so	  you	  also	  need	  to	  install	  the	  Java	  Development	  Kit	  on	  your	  Mac.	  
Unzip	  MALLET	  into	  a	  directory	  in	  your	  computer	  and	  Open	  the	  Terminal	  window	  in	  Mac.	  Navigate	  to	  the	  directory	  where	  you	  just	  unzipped	  MALLET	  via	  Terminal.	  	  
Once	  you	  are	  in	  the	  MALLET	  directory,	  try	  the	  command:	  	  
./bin/mallet	  	  If	  there	  is	  a	  list	  command	  shows	  up,	  it	  means	  that	  the	  MALLET	  has	  been	  successfully	  installed.	  
MALLET	  commands:	  
Actually	  MALLET	  is	  a	  powerful	  toolkit	  and	  it	  has	  many	  different	  functions,	  such	  as	  text	  classification,	  sequence	  tagging,	  and	  topic	  model	  construction.	  Here	  I	  will	  only	  introduce	  the	  part	  I	  used	  in	  my	  paper:	  topic	  model	  construction.	  	  
Importing	  Documents:	  	  
The	   first	   step	   to	   build	   the	   topic	   models	   for	   a	   set	   of	   documents	   is	   to	   import	   the	  documents	  into	  MALLET.	  The	  documents	  can	  be	  put	  in	  separated	  txt	  files	  or	  put	  in	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one	   txt	   file	  and	  each	   line	   is	  a	  document.	  Change	   to	   the	  MALLET	  directory	  and	  run	  this	  command:	  
bin/mallet	   import-­‐dir	   -­‐-­‐input	   /data/topic-­‐input	   -­‐-­‐output	   topic-­‐
input.mallet	  \	  -­‐-­‐keep-­‐sequence	  -­‐-­‐remove-­‐stopwords	  This	  command	  will	  help	  to	  change	  the	  document	  into	  a	  MALLET	  format,	  it	  is	  kind	  of	  preprocessing	   for	   topic	   model	   construction.	   It	   is	   easy	   to	   understand	   what	   the	  command	   do	   according	   the	   parameters.	   –keep-­‐sequence	   means	   keep	   the	   original	  order	   of	   the	   terms	   in	   the	   document	   when	   construct	   the	   topic	   models.	   –remove-­‐
stopwords	  means	  remove	  all	  the	  stopwords	  when	  build	  the	  topic	  models.	  
Building	  Topic	  Models:	  
After	   you	   have	   changed	   the	   document	   into	   a	   MALLET	   format,	   you	   can	   use	   the	  following	  command	  to	  build	  a	  topic	  model:	  
bin/mallet	  train-­‐topics	  -­‐-­‐input	  topic-­‐input.mallet	  \	  -­‐-­‐num-­‐topics	  
100	  -­‐-­‐output-­‐state	  topic-­‐state.gz	  
-­‐-­‐input	  [files]	  Use	  this	  command	  to	  specify	  the	  MALLET	  format	  file	  you	  build	  in	  the	  previous	  step.	  
-­‐-­‐	  num-­‐	  iterations	  [numbers]	  Use	  this	  variable	  to	  determine	  how	  many	  iterations	  you	  want	  to	  run	  you	  model.	  It	  is	  a	  trade	  off	  between	  the	  quality	  of	  topic	  models	  and	  the	  time	  it	  taken	  to	  finish	  the	  models.	  
-­‐-­‐	   num-­‐	   topics	   [numbers]	   Use	   this	   command	   to	   specify	   how	   many	   different	   topic	  model	  you	  want	  to	  build	  on	  your	  documents	  sets.	  If	  you	  don’t	  give	  this	  parameter,	  MALLET	  will	  run	  with	  the	  default	  number：10.	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Model	  Output:	  
-­‐-­‐	   output-­‐model	   [file]	   This	   command	   specifies	   a	   filename	   to	   generate	   a	   MALLET	  topic	  model	  trainer	  object.	  	  
-­‐-­‐	   output-­‐state	   [file]	   Just	   as	   the	   command	   above,	   it	   generate	   a	   file	   containing	   the	  terms	   in	   the	   documents.	   This	   file	   format	   can	   be	   easily	   parsed	   by	   a	   non	   –java	  software.	  The	  file’s	  name	  end	  with	  .gz.	  
Termite: 
 After	  the	  topic	  modeling	  being	  generated,	  the	  verification	  and	  model	  refinement	  is	  very	   time-­‐consuming.	  Termite	   (Jason	  Chuang,	  2013)	   is	   a	  powerful	   tool,	  which	   can	  help	   researchers	   make	   more	   rapid	   assessment	   about	   topic	   model	   quality.	   It	   can	  compare	  the	  words	  both	  in	  and	  across	  potential	  topics	  by	  a	  tabular	  layout.	  
The	  goal	  of	  Termite	  is	  to	  help	  effective	  evaluate	  the	  term’s	  probability	  distribution	  over	  the	  LDA	  topic	  models.	  The	  main	  approach	  used	  in	  Termite	  to	  achieve	  this	  goal	  is	   a	  matrix	   view,	  which	   row	  means	   the	  words	   and	   the	   column	   correspond	   to	   the	  topics.	   Compared	   with	   the	   list	   of	   per-­‐topic	   terms,	   the	   biggest	   advantage	   of	   the	  matrix	  view	  is	  that	  it	  can	  easily	  support	  the	  comparison	  between	  words	  and	  topics.	  
Termite	   has	   a	   very	   friendly	   user	   interface,	   the	   colorful	   circular	   area	   (figures	   1-­‐2)	  stands	  for	  the	  term	  probabilities	  and	  the	  bigger	  area	  means	  a	  larger	  probabilities.	  At	  the	  same	  time,	  researchers	  can	  also	  drill	  down	  to	  choose	  a	  specific	  topic	  via	  click	  any	  circle	   area	   sit	   along	   this	   topic	   column.	   The	   rectangle	   on	   the	   right	   is	   the	   word	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frequency	   view,	   which	   shows	   the	   topic’s	   terms	   probabilities	   relative	   the	   whole	  documents	  set.	  	  
Presenting	  all	  the	  words	  in	  every	  topic	  model	  is	  not	  feasible	  and	  appropriate.	  So	  the	  Termite	  provided	  a	  user-­‐friendly	  slide	  bar	  let	  the	  researchers	  select	  the	  number	  of	  salient	  terms	  to	  be	  showed	  in	  every	  models.	  The	  users	  can	  select	  the	  number	  from	  10	  to	  100.	  
Termite	  can	  rank	  the	  topic	  in	  two	  different	  ways;	  one	  is	  by	  the	  topic	  index,	  which	  is	  automatic	  generated	  by	  LDA.	  Another	  is	  by	  topic	  size,	  which	  is	  the	  number	  of	  words	  of	   a	   topic.	   According	   previous	   research,	   the	   small	   topic	   will	   contain	   more	  meaningless	  and	  incoherent	  words	  and	  ranking	  the	  topic	  by	  size	  can	  deal	  with	  this	  situation.	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Fork	   the	   Termite	   repository	  (https://github.com/maoxuxiang/termite_mallet_project)	   into	  your	   local	   computer	  and	  this	  copy	  is	  customized	  for	  Apple’s	  OSX.	  
After	   created	   your	   own	   Termite	   directory,	   using	   the	   terminate	   navigate	   to	   the	  Termite	  directory	  to	  run	  the	  following	  command:	  
bin/setup_corenlp.sh	  	  
bin/setup_mallet.sh	  	  
make	  -­‐C	  utils/corenlp	  The	  about	  three	  tools	  need	  to	  be	  installed	  when	  the	  directory	  is	  first	  created.	  
Start	  the	  web	  server:	  
Execute	   the	   following	   command	   to	   launch	   the	   data	   server,	   After	   the	   dialogue	   box	  appear,	  specify	  a	  password	  and	  click	  the	  “start	  server”	  to	  continue.	  	  
./start_server.sh	  
	  
Build	  a	  topic	  model	  (demo):	  
Executing	   the	   following	   command	   will	   automatic	   download	   the	   20newsgroups	  dataset	  (18828	  documents)	  from	  the	  author’s	  server	  and	  build	  an	  LDA	  topic	  model	  with	  20	  latent	  topic	  using	  MALLET.	  
./demo_origin.py	  20newsgroups	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More	  generally,	  building	  topic	  models	  on	  dataset	  by	  tool	  
./demo_origin.py	  [dataset]	  [tool]	  	  
Show	  the	  help	  manual	  	  
./demo_origin.py	  -­‐-­‐help	  	  
The	  resulting	  topic	  models	  will	  be	  available	  on:	  
http://127.0.0.1:8075/	  
	  
Build	  your	  own	  topic	  model:	  
Put	   your	   own	   dataset	   folder	   in	   the	   “data”	   folder.	   For	   example,	   your	   document	  datasets	   are	   in	   the	   “try”	   folder,	   then	   you	   copy	   the	   “try”	   folder	   into	   “data”	   folder.	  Then	  excute:	  
./demo.py	  try	  	  
It	  will	  automatically	  run	  the	  LDA	  algorithm	  and	  generate	  the	  visualization	  matrix	  on	  the	  server.	  
 
 
Topic Models result:  
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In	  the	  Mallet	  topic	  model,	  the	  default	  hyper	  parameters	  alpha	  is	  50.0	  and	  the	  default	  beta	   is	   0.01.	   I	   am	   not	   going	   to	   change	   these	   two	   parameters	   during	   my	   topic	  modeling	   construction	   process.	   The	   reason	  why	   the	  Mallet	   author	   use	   the	   default	  values	   is	   because	   they	   works	   well	   in	   most	   cases.	   Without	   sound	   understanding	  about	   LDA	   algorithm	   and	   statistics	   knowledge,	   it	   is	   not	   good	   idea	   to	   change	   the	  default	  value	  only	  by	  my	  guesses.	  
In	   order	   to	   find	   out	   the	   relationships	   and	   rules	   between	   topic	  models,	   I	   specified	  other	  conditions	  and	  variables,	  which	   include	   the	  number	  of	   topic	  models	  and	  the	  number	  of	  affinity	  and	  saliency	  terms,	  to	  construct	  different	  topic	  models.	  
Affinity	  means	  the	  most	  frequent	  terms	  in	  the	  corpus.	  
Saliency	  means	  the	  frequent	  and	  distinctive	  terms	  in	  the	  corpus.	  
First	  model:	  
Conditions	  and	  variables：	  
1.	  Remove	  all	  the	  stopwords.	  	  
2.	  The	  number	  of	  topic	  model:	  50	  





















Conditions	  and	  variables：	  
1.	  Remove	  all	  the	  stopwords.	  	  
2.	  The	  number	  of	  topic	  model:	  25	  
3.	   Show	   the	   top	   50	   affinity	   terms	   and	   top	   50	   saliency	   terms,	   due	   to	   there	   are	  common	   terms	   in	   both	   affinity	   and	   saliency	   terms,	   so	   there	   are	   67	   total	   different	  terms	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Figure 4: Second topic models set 
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Third	  model:	  
Conditions	  and	  variables：	  
1.	  Do	  not	  remove	  all	  the	  stopwords.	  	  
2.	  The	  number	  of	  topic	  model:	  50	  


















           
 
 
   





Conditions	  and	  variables：	  
1.	  Do	  not	  remove	  all	  the	  stopwords.	  	  
2.	  The	  number	  of	  topic	  model:	  25	  
3.	   Show	   the	   top	   50	   affinity	   terms	   and	   top	   50	   saliency	   terms,	   due	   to	   there	   are	  common	   terms	   in	   both	   affinity	   and	   saliency	   terms,	   so	   there	   are	   57	   total	   different	  terms	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Figure 6: Forth topic models set 
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Discussion and Conclusion: 
 The	  only	  difference	  between	  the	  first	  and	  second	  topic	  models	  set	  is	  the	  number	  of	  topic	  models	  I	  generate	  from	  the	  whole	  documents	  set.	  When	  I	  generate	  50	  different	  topic	  models	  in	  the	  datasets,	  there	  are	  totally	  62	  distinct	  terms.	  When	  I	  generate	  25	  different	  topic	  models	   in	  these	  datasets,	   there	  are	  totally	  67	  distinct	   terms.	  This	   is	  because	  that	   if	  you	  generate	  less	  topic	  models	  from	  documents,	  which	  means	  each	  topic	  model	  will	  provide	  a	  broad	  overview	  of	   the	  contents	  of	   the	  corpus,	   the	   total	  number	   of	   distinct	   words	   in	   each	   topic	   model	   will	   be	   more.	   In	   contrast,	   if	   you	  generate	  more	  topic	  models	  form	  the	  corpus,	  the	  number	  of	  distinct	  words	  will	  be	  less.	  	  	  The	  only	  difference	  between	  model	  1&2	  and	  model	  3&4	  is	  that	  I	  didn’t	  remove	  the	  stop	  words	  for	  model	  3&4.	  As	  we	  can	  see,	  most	  of	  the	  terms	  in	  the	  topic	  model	  3&4	  are	  stop	  words	  and	  almost	  no	  common	  words	  between	  model	  1&2	  and	  model	  3&4.	  The	  word	  “people”	  is	  ranked	  first	  in	  model	  1&2	  but	  it	  only	  ranked	  17	  in	  model	  3&4.	  The	  stop	  words,	   for	  example,	  “the”,	  “and”,	  “that”	  and	  “was”,	  which	  barely	  gave	  any	  useful	   information	   to	  help	   to	  understand	   these	  document,	  were	   ranked	   top	  of	   the	  topic	   models.	   According	   the	   Zipf's	   law,	   the	   most	   frequent	   term	   might	   be	   occur	  approximately	  twice	  as	  often	  as	  the	  second	  most	  frequent	  term	  and	  three	  times	  as	  often	  as	  the	  third	  most	  frequent	  term.	  And	  the	  top	  significant	  terms	  are	  stop	  words,	  then	   it	   shows	   that	   in	  a	  corpus,	  only	  a	  small	  part	  of	   terms	  can	  describe	   the	  central	  theme	  of	  the	  documents.	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Here	  are	  some	  example	  topic	  models	  coming	  from	  mode	  1,	  and	  I	  ranked	  the	  terms	  according	  the	  appearance	  probability.	  	  	  
Topic	  model	  18:	  [church,	  churches,	  god,	  folk,	  Sunday,	  years,	  community,	  young,	  black,	  college,	   situation,	   members,	   life,	   world,	   great,	   blacks,	   involved,	   south,	   man,	   king,	  white,	  part,	  time,	  day,	  lot,	  school]	  	  
Topic	   model	   42:	   [school,	   black,	   schools,	   high,	   white,	   kids,	   students,	   year,	   don,	  remember,	  didn,	  time,	  college,	  home,	  children,	  community,	  knew,	  talk,	  things,	  blacks,	  part,	  worked]	  	  It	   is	  very	  obviously	  that	  the	  topic	  model	  18	  is	  describing	   the	  religion	  and	  the	  topic	  model	  42	  is	  about	  the	  racism	  in	  schools.	  	  	  So	  without	   reading	   the	  document,	  we	   can	  have	   a	   general	   understanding	  what	   the	  document	   talking	   about.	   Actually,	   the	   result	   is	   very	   similar	   with	   the	   real	  concentration	  of	  the	  documents.	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