Over the last decades, many high-precision and/or high-order numerical methods have been proposed in the field of nonlinear hyperbolic systems of conservation laws [1, 2, 3, 4] . Since such schemes require huge computing resources, these methods may now benefit from recent evolutions of High Performance Computing (HPC) platforms and most notably General Purpose Graphics Processing Unit (GPGPU) acceleration.
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We propose here a new class of multidimensional Finite Volume (FV) schemes on regular Cartesian grids that are high-order accurate in both space and time in the full nonlinear regime. The approach is based on an efficient 1D numerical scheme associated to a high-order dimensional splitting method. First developed in the context of hydrodynamics [5] , we apply it here to the ideal magnetohydrodynamics system given by:
Resolution is performed in a Lagrange -remap formalism.
• System (1) is first solved in its conservative Lagrangian form between t n and t n+1 , leading to high-order approximations in space and time of the conservative variables. This is achieved by using i) a Taylor expansion in time of the fluxes and ii) the Cauchy-Kowaleskaya procedure as in [6] with appropriate centered evaluations of space derivatives at cell boundaries.
• Cell averages computed at the end of the Lagrangian step (non-uniform grid) are then remapped on the initial (regular) grid using a standard high-order centered reconstruction method.
Using only centered stencils and avoiding Runge-Kutta time-stepping makes this 1D procedure particularily efficient. High-order accuracy is indeed achieved in a single time step contrarily to Runge-Kutta methods, requiring only one equation of state call per cell but a higher-order description of the states' surface (higher order derivatives). This strategy increases the number of computations per cell but needs only one communication phase per 1D dimensional sweep. It is therefore perfectly suited for domain decomposition methods and GPGPU acceleration. Another original point of this scheme is that it can be applied to any general equation of state, not only in a perfect gas context. The multidimensional extension is based on high-order dimensional splitting sequences. Such sequences have been proposed in the case of symplectic integrators for Hamiltonian systems [7, 8] . Regarding the ∇ · B = 0 constraint, no special treatment is required: for an N th-order scheme, experiments have shown that, integrated on the cell volume, the ∇ · B error converges to zero at (N − 1)th-order. To measure the experimental order of convergence (EOC), the L 1 norm in space and time on U = (ρ, ρu, B, ρe) is computed on smooth solutions. Figure 1 respectively shows the EOC of U and ∇ · B on the 2D vortex test problem presented by Balsara in [9] . Corresponding slopes have been reported in the following To treat shock waves and control numerical oscillations which naturally occur in such cases, artificial viscosity is added in the Lagrangian step, derived from Cook's subgrid scale model [10] and Haugen's hyperviscosity model [11] . Figure 2 presents preliminary results obtained on Ryu-Jones' 1D Riemann problem presented in [12] (see Fig. 2a ). We also report the EOC obtained on Picard's 1D smooth solution (see [13] , p. 5), confirming that hyperviscosity does not affect high-order accuracy: EOC of respectively 1.976, 3.009 and 4.027 is observed for these second-, third-and fourth-order MHD schemes. (left to right) fast shock, rotational discontinuity, slow shock, contact discontinuity, slow shock, rotational discontinuity and fast shock. Right: EOC on Picard's smooth solution with hyperviscosity.
