Abstract. We discuss the computation of balanced truncation model reduction for a class of descriptor systems which include the semidiscrete Oseen equations with time-independent advection and the linearized Navier-Stokes equations, linearized around a steady state. The purpose of this paper is twofold. First, we show how to apply standard balanced truncation model reduction techniques, which apply to dynamical systems given by ordinary differential equations, to this class of descriptor systems. This is accomplished by eliminating the algebraic equation using a projection. The second objective of this paper is to demonstrate how the important class of ADI/Smith-type methods for the approximate computation of reduced order models using balanced truncation can be applied without explicitly computing the aforementioned projection. Instead, we utilize the solution of saddle point problems. We demonstrate the effectiveness of the technique in the computation of reduced order models for semidiscrete Oseen equations.
Introduction.
We discuss the application of balanced truncation model reduction to descriptor systems of the form together with an observer equation which is given by y(t) = C 1 v(t) + C 2 p(t) + Dg(t), (1.1d) where v, p are the states, g are the inputs, and y are the outputs and where E 11 ∈ R nv×nv is a symmetric positive definite matrix, A 11 ∈ R nv×nv , A T 12 ∈ R np×nv , n p < n v , is a matrix with rank n p , B 1 ∈ R nv×ng , B 2 ∈ R np×ng , C 1 ∈ R ny×nv , C 2 ∈ R ny×np , and D ∈ R ny×ng . The dynamical system (1.1) is a Hessenberg index-2 differential algebraic system [4, 16] . The system (1.1) arises, for example, from a semidiscretization of the linearized Navier-Stokes equations around a steady state. We will discuss more details of this application in section 7. The damped mass-spring system with a holonomic constraint discussed in [23, pp. 106-107] is another example that leads to (1.1).
Model reduction seeks to replace a large-scale system of differential equations (1.1a-c) by a system of substantially lower dimension that has nearly the same response characteristics. Balanced reduction is a particular method that preserves asymptotic stability and also provides an error bound on the discrepancy between the outputs of the full and the reduced order systems.
Beginning with [24] the vast majority of papers on balanced truncation model reduction apply this technique to dynamical systems of ordinary differential equations and therefore are not directly applicable to (1.1) . Recently, the theory of balanced truncation model reduction was extended to descriptor systems including the system (1.1). See [23] for an overview. In particular, the paper [33] applies the general theory of balanced truncation model reduction for descriptor systems to the semidiscrete Stokes equations. In this paper we propose a different approach for the class of descriptor systems (1.1). A rather simple transformation can be applied to (1.1) that enables the use of standard balanced truncation model reduction. Our approach takes advantage of the structure of (1.1a-c) to overcome important technical complications associated with general descriptor systems. In particular, we avoid explicit computation of projectors related to deflating subspaces corresponding to separation of finite and infinite eigenvalues of a certain matrix pencil. Also, we avoid the need for the explicit incorporation of so-called improper Gramians into the balanced model reduction scheme. As a consequence, our approach is arguably simpler and more direct than those discussed in [23, 33] . The major advantage is a considerable reduction in storage requirements as well as the ability to utilize more straightforward linear algebra techniques based upon saddle point solvers that are most likely already available to a user. Moreover, our approach produces reduced order models with guaranteed error bounds just as in [23, 33] . Our approach is, however, limited to systems (1.1), whereas the techniques in [23, 33] apply to more general systems. The techniques in [23, 33] lead to a reduction of the entire system (1.1a-c), while our approach leads to a reduced order representation of v and a reduced order projected version of (1.1a) and (1.1c) . A reduced order representation of p is available only indirectly from a formula involving v.
Our approach is based on explicitly enforcing the algebraic equation (1.1b). We use (1.1b) to express p as a function of a projection Πv of v and of g. This elimination of p results in an ordinary differential equation (ODE) for Πv. This ODE is a projection of (1.1a), and it is augmented by an observer equation that is obtained from (1.1d). We then apply standard balanced truncation model reduction techniques to this projected dynamical system. The straightforward application of numerical methods for the computation of reduced order models from this projected dynamical system would not be efficient for large-scale problems such as those resulting from semidiscretizations of the linearized Navier-Stokes or of the Oseen equations. A careful examination of the structure of this projected system and of the equations involved in the computation of the reduced model, however, reveals that the explicit computation of the projection is not needed. Instead, our approach requires the solution of block 2 × 2 saddle point systems with the (1, 1)-block given by E 11 + μA 11 for some scalar μ and the (1, 2)-and (2, 1)-blocks given by A 12 and A T 12 , respectively. All computations for generating the reduced order model can be carried out by using the structure of the original system (1.1) and do not require explicit computation of the projected system. If (1.1) is obtained from a semidiscretization of the Oseen equation, the block 2 × 2 saddle point problems mentioned earlier are related to those that arise in the solution of the discrete steady-state Oseen equation.
In the following section we briefly review balanced truncation model reduction for systems governed by ordinary differential equations. In section 3 we present the transformation of the descriptor system (1.1), which uses (1.1b) to eliminate p. Section 4 applies the standard balanced truncation model reduction to the transformed system derived in section 3 and relates this reduced order model to a reduced order model for the original system (1.1). Implementation details for our approach are presented in section 5. Sections 3-5 consider the special case B 2 = 0. In section 6 we show how the general case (1.1) can be reduced to the case B 2 = 0. In section 7 the performance of the balanced truncation model reduction is demonstrated on a few optimal control problems governed by the two-dimensional Oseen equations.
Balanced truncation model reduction.
Model reduction seeks to replace a large-scale system of differential or difference equations by a system of substantially lower dimension that has nearly the same response characteristics. Balanced reduction is a particular method that preserves asymptotic stability and also provides an error bound on the discrepancy between the outputs of the full and the reduced order systems [2, 5, 9, 12, 13, 24] .
We briefly review balanced truncation model reduction for the linear time invariant systems in state space form
where E ∈ R n×n is symmetric positive definite. Projection methods for model reduction generally produce n × k matrices V, W, with k n and with W T EV = I k . One obtains a reduced form of (2.1) by setting x = V x and projecting (imposing a Galerkin condition). This leads to a reduced order system of order k given by
, and x 0 = W T Ex 0 . To compute the balanced reduction, we first have to compute the controllability and observability Gramians P and Q, respectively. Under the assumptions of stability, controllability, and observability, the matrices P and Q are both symmetric and positive definite, and they solve the Lyapunov equations
There are direct methods for the small dense case and iterative methods for the large sparse setting to compute P = UU T and Q = LL T in factored form. In the large-scale setting, the factorization is typically a low rank approximation.
The balancing transformation is constructed by
Here S k = diag(σ 1 , σ 2 , . . . , σ k ), with S = S n . The σ j are in decreasing order, and k is selected to be the smallest positive integer such that σ k+1 < τσ 1 , where τ > 0 is a prespecified constant. The matrices Z k and Y k consist of the corresponding leading k columns of Z and Y, respectively.
It is easily verified that PEW = VS k and that QEV = WS k . Hence,
The terminology "balanced" refers to the fact that the controllability and observability Gramians S k of the reduced systems are both diagonal and equal. This is true for every possible order k of the truncation.
It is well known that A must be stable and that for any given input u we have
where y is the output (response) of the reduced model [12] .
3. Transformation of the dynamical system. We first consider the system (1.1) with B 2 = 0; i.e., we consider the dynamical system
In section 6 we will show that the case (1.1) can be reduced to (3.1).
The structure of the differential algebraic equations (3.1a) and (3.1b) allows us to decouple the system into a system of ODEs for v which is independent of p and another algebraic equation which expresses p(t) as a function of v(t). In fact, (3.1b) implies that A T 12 Equations (3.1b) and (3.5) imply that Π T v(t) = v(t). If we insert this identity into (3.3) and multiply the resulting equation by Π, we obtain the equation
Furthermore, if we insert (3.2) into the output equation (3.1d), we find that (3.1) is equivalent to
If required, p can be computed from (3.2). The dynamical system (3.7) is a dynamical system in the n v − n p dimensional subspace null(Π) and (3.7a) and (3.7b) have to be solved for Π T v = v. This can be made more explicit by expressing
Substituting this decomposition into (3.7) shows that v = Θ T l v ∈ R nv−np must satisfy
The system (3.10) is of the form (2.1).
4. Balanced truncation model reduction for the projected system. In this section we discuss the application of balanced truncation model reduction to the computation of a reduced order model for v. We leave implementation issues to the next section.
Applying balanced truncation model reduction to (3.10) requires us to compute the controllability and observability Gramians P, Q ∈ R (nv−np)×(nv−np) associated with (3.10). These solve
To compute projecting matrices we then factor P = U U T and Q = L L T and compute
The projecting matrices for (3.10) are given by
, where Y k , Z k ∈ R (nv−np)×k consist of the corresponding leading k columns of Y, Z ∈ R (nv−np)×(nv−np) . Rather than reducing (3.10), we want to reduce (3.7) or even (3.1). This is accomplished by setting
and they solve the projected Lyapunov equations
respectively. These Lyapunov equations are identical to those derived in [33, eq. (3.10) ] for the case E 11 = I using the more involved theory of descriptor systems. The Gramians P, Q correspond to the proper controllability and observability Gramians in [33, sect. 3.2] .
We note that P = UU T and Q = LL T , with
Finally,
In summary, to compute a reduced order model for the discretized velocities by using balanced truncation, we have to perform the following steps. 
In the large-scale setting we compute a low rank approximation of the factorizations P = UU T and Q = LL T . We will discuss some implementation details in the next section.
We note that the reduced order model computed above results in a reduced order model V v for v. We do not get a reduced order model for p but also do not need one in our setting. In (3.1a) we replace v(t) by V v(t) and multiply the resulting equation by W T . This leads to (4.6)
From (4.4) and ΠA 12 = 0 we deduce that
Together with (4.5), the reduced order model (4.6) for v is given by
together with the initial condition
The output of the reduced order model is
(cf. (3.7c) and (3.8)).
4.1.
Balanced truncation error bounds for the projected system. The balanced truncation model reduction obtained by Algorithm 4.1 is based upon solving (4.3) for P and Q in factored form to produce the balancing transformations V, W. However, the relations expressed in (4.4) and (4.5) relate V, W to their projected counterparts V, W that are the balancing transformations required to obtain balanced truncation of the projected system (3.10) through the factored form solutions of (4.1). Since the projected system is in standard form, the balanced truncation error bounds (2.5) will be satisfied. Now the relations expressed in (4.4) and (4.5) relate V, W show that the same error bounds apply to the reduction of the projected system (3.7) since this system has exactly the same full and reduced order outputs as the explicitly projected system (3.10). Therefore the error bounds automatically apply to the reduction obtained for this system as well.
Derivation of a projected ADI iteration.
In this section we discuss the implementation of the balanced truncation model reduction for the descriptor system (3.1).
A naive computational approach would apply balanced truncation model reduction to the small system (3.10) of size n v − n p . This would require the computation of the controllability and observability Gramians P, Q ∈ R (nv−np)×(nv−np) associated with (3.10) or approximations thereof. These Gramians solve (4.1). They are then used to compute V and W as discussed in section 4. The projecting matrices for the original system are then computed as V = Θ r V and W = Θ r W. Unfortunately, the computational cost of this approach would be prohibitive, since the actual computation of Θ l , Θ r with (3.9) is very expensive and the matrices in (4.1) are typically dense.
We shall show how the specific problem structure of (3.1) can be incorporated to develop an efficient computation of the reduced order model by using ADI/Smith-type methods.
Conversion to the projected Stein equation.
As a first step in the derivation of an ADI iteration, we convert the Lyapunov equation for P into an equivalent Stein equation with the same solution P. Let us define
With this notation, the equations in (4.1) become
We shall consider the projected controllability equation (5.2a) in detail. The observability equation (5.2b) is handled in a similar manner.
Our first task is to convert the controllability equation (5.2a) to an equivalent projected Stein (discrete time) equation. For a given shift μ ∈ C, the following equations can be obtained from the controllability equation (5.2a):
At this point one would normally multiply this equation on the left and right by the appropriate inverses to obtain an equation for P. Unfortunately, the matrices surrounding P on the left are not invertible. However, they may be inverted when we restrict to a subspace.
Lemma 5.1. Let Θ r be the matrix defined in (3.9), and let μ ∈ C be such that
Proof. The definition (5.4) as well as (3.9) imply that (5.5)
The second equality can be shown by using a similar argument.
Let μ ∈ C be given such that Θ
3), Lemma 5.1, and (4.2) it follows that P satisfies the projected Stein equation
The Stein equation is the basis for several numerical approaches for the computation of low rank approximations to controllability and observability Gramians in large-scale problems. See, e.g., [2, 3, 5, 14, 25, 26] , and the references therein. These approaches can now be applied to the projected Stein equation (5.6) in a straightforward way.
Direct application of E −μ A and of ( E + μ A) I requires the application of Π and the computation of Θ r . This is highly undesirable. The following results will establish the mechanism for applying the iterative methods in, e.g., [2, 3, 5, 14, 25, 26] to the projected Stein equation (5.6) without explicit computation and application of Π and of Θ r . Instead, we require the solution of saddle point problems.
Throughout the remainder of this discussion, we make the following assumption.
Assumption. Every eigenvalue of the pair (Θ
In section 7 we show that this assumption is satisfied for control problems governed by the Oseen equation under standard assumptions on the advection field. We shall now define
Then under our assumption it follows that Θ T r E 11 Θ r + μΘ (3.5) that the second block of equations in (5.8). Furthermore, Π(E 11 + μ A 11 )Z − ΠF = 0 implies that the columns of (E 11 + μ A 11 )Z − F are in null(Π) = range(A 12 ). Hence, there exists Λ such that (E 11 + μ A 11 )Z − F = −A 12 Λ, which is the first block of equations in (5.8).
On the other hand, if Z, Λ satisfy (5.8), then A T 12 Z = 0 and thus Z = Π T Z by (3.5). Moreover, since ΠA 12 = 0, we have
may be accomplished with the following steps.
Proof. Lemma 5.2 implies that the matrix Z obtained by solving (5.10) must satisfy Z = Π T Z and
Proof. Lemma 5.2 implies that the matrix Z obtained by solving (5.12) must satisfy Z = Π T Z and
Now we use Lemma 5.1 and Z = Π T Z to deduce (5.11).
The ADI iteration.

The single-shift ADI iteration.
It is now possible to specify an ADI iteration for the projected Stein equation (5.6). Let μ ∈ C − , and define (5.13)
so that the projected Stein equation (5.6) becomes (5.14)
Formally, the solution P of (5.14) can be expressed as the infinite series
The following lemma will establish convergence of the series to the solution P. 
Every eigenvalue of (Θ
where θ is an eigenvalue of the pair (Θ 
denote the kth partial sum of the series (5.15). Then we have the update formula (5.17)
It follows from (5.14)
Repeated application of this formula leads to
Therefore lim k→∞ P k = P, the solution to the projected Stein equation (5.14) .
Observe that the kth partial sum of the series (5.16) may be expressed as (5.19)
By following Penzl [25] we approximate
The following iteration will serve to implement a convergent ADI iteration for the projected Stein equation. For k = 0, 1, . . . , the matrices U k can now be computed recursively by using the following procedure. We use Lemmas 5.3 and 5.4 to avoid the explicit application of the projection Π.
Algorithm 5.6 (single-shift ADI 0´`Z Λ´=`B 0´;
0´`Z Λ´=`Z 0´;
Remark 5.7. For completeness, we have formulated the ADI Algorithm 5.6 with a complex shift. However, if a complex shift is used, then the computed P k = U k U * k is complex. Only in the limit do we have lim k→∞ P k = P ∈ R nv×nv . To keep the approximation P k real, complex conjugate pairs of shifts have to be applied, one followed immediately by the other. See, e.g., [14, sect. 3.1] . In this case, in each execution of step 3 in the ADI Algorithm 5.6 two complex linear systems of the type shown in step 3(b) of ADI Algorithm 5.6 have to be solved; i.e., each step of the ADI Algorithm 5.6 with complex shifts is approximately four times as expensive as each step of the ADI Algorithm 5.6 with a real shift. To avoid the solution of complex linear systems, one can "square" the matrices (see, e.g., [14, sect. 3 .1]), but this would result in fill-in.
In our application of balanced truncation model reduction to the Oseen equation, we apply the ADI Algorithm 5.6 with real shifts.
The multishift ADI iteration.
The convergence of the single-shift ADI method is typically slow. Instead we use an ADI method with application of multiple shifts in aggregated fashion as originally described in [3] . The ADI method in [3] allows the repeated use of a shift before applying the next shift, which can drastically reduce the number of matrix factorizations in the method. The derivation given in [3] , however, must be adapted to overcome difficulties presented by both the descriptor system and the projected Lyapunov and Stein equations.
We begin our derivation with the following technical lemma. Lemma 5.8. Define
The following equalities hold:
Proof. We first note that, if M, N are square matrices and ξ, η ∈ C with N + ξM nonsingular,
This is easily verified through the following calculations:
We use (5.20) and the definitions (5.1), (5.4), (5.13), and (3.9) to prove the first identity:
where the third equality follows from (5.20). The second identity can be proven in a similar fashion.
From our previous discussion it follows that, for any μ ∈ C with Re(θ) < 0, we have that P k given by (5.19) is convergent to P, and by using the formula (5.18) we see that the error P − P k solves a projected Lyapunov equation of the type (5.2a). In fact, by using Lemma 5.8 we obtain
Since P solves the projected Lyapunov equation (5.2a), the previous identity implies the following projected Lyapunov equation for the error P − P k :
Note that the right-hand side appears naturally as part of the ADI iteration. In fact, after k − 1 steps of step 3 of the ADI Algorithm 5.6, the contents of Z are
Hence
We have shown that after k − 1 steps of step 3 of the ADI Algorithm 5.6 we have generated P k = U k U * k such that the error P − P k satisfies (5.22) 0´`Z Λ´=`B 0´;
0´`Z Λ´=`Z 0´;
iii.
Update and truncate SVD(U);
(e) B ← (E 11 −μ i A 11 ) Z. end end Strategies for the computation of shifts, for the optimal number m of shifts, as well as for the number k of times each shift is applied are discussed in [32] .
In an actual implementation it is far more efficient storagewise to maintain an approximate SVD of the factor U as the number of columns of U may experience unacceptable growth. As the comment indicates, at step 2(d) we update and truncate the SVD approximation to U. By assuming that we have U ≈ UΓ, with U * U = I and Γ diagonal with decreasing diagonal elements, we update the SVD
and then truncate
where Γ k is the leading k × k principal submatrix of Γ + and U k consists of the corresponding leading k columns of U + . The orthogonal matrix V may be discarded since we are actually interested in UU * . The truncation index k is determined as the first k such that γ k+1 < τγ 1 , where γ j is the jth diagonal element of U + and where τ is a specified tolerance based upon accuracy requirements of the Lyapunov solution and of the desired accuracy of the reduced order model. For further detail see [3, sect. 4.1] . Equation (5.22) shows that the norm of B k B * k can be used as a measure for the error P − P k . Note that B k is contained in the matrix Z after step 2(b)(i) and in B after step 2(e) of the multishift ADI Algorithm 5.9. Hence, this measure for the error can be easily monitored.
Solution of the projected observability equation.
The projected observability equation (4.1a) or (5.2a) can be solved by using the approach introduced above with B replaced by C T . To compute the matrix C defined in (3.8) (and the output matrix multiplying g in (3.7c) ), we use the following result, which can be easily verified.
Lemma 5.10. The solution of
6. The general case B 2 = 0. So far we have studied the computation of balanced truncation model reduction for the descriptor system (1.1) with B 2 = 0. Now we consider the general case and demonstrate how it can be reduced to a problem of the type B 2 = 0. Equation (1.1b) implies that
is a particular solution of (1.1b) and v 0 (t) satisfies 0 = A T 12 v 0 (t). If we insert (6.1) and (6.2) into (1.1) we obtain
For the purpose of model reduction (6.3) may be viewed as a system of the type (3.1) with two inputs g and d dt g. We will see in a moment that the input d dt g in the dynamical system (6.3a) and (6.3b) will be eliminated by the projection. Now we can proceed as in section 3. Equations (6.3a) and 6.3b) imply that (6.4) and Π T v 0 (t) = v 0 (t), where Π is defined in (3.4).
Next, we insert (6.4) into (6.3a) and (6.3d), use the identity Π T v 0 (t) = v 0 (t), and multiply the resulting equation (6.3a) by Π. Since the projection Π defined in (3.4) satisfies (6.5)
this leads to
where C is defined in (3.8) and
Note that the dynamical system (6.6a) and (6.6b) involves only the original input g. The derivative 
Application to model reduction of the Oseen equation.
We apply our approach to the model reduction of the Oseen equations. The Oseen equations are related to the linearized Navier-Stokes equations, and, hence, our model problem is relevant in many flow systems where one is interested in the behavior of the linearized flow around a steady state.
Model reduction for flow control and optimal design is an active research area. The papers [1, 7, 11, 17, 18, 20, 21, 22, 27, 28, 30, 31, 33, 36] present just a small sample of the work available. However, for many approaches, such as those based on proper orthogonal decomposition (see, e.g., [1, 11, 17, 20, 21, 28, 36] ), no guaranteed error bounds for the reduced order system are available, and other approaches, such as [34] , are practical only for small number of parameters. Balanced reduction is a model reduction technique for linear time invariant systems that preserves asymptotic stability and also provides an error bound on the discrepancy between the outputs of the full and the reduced order systems [2, 5, 9, 12, 13, 24] .
The model problem. Let Ω ⊂ R
2 be a domain with a boundary decomposed into segments Γ n , Γ d , Γ g . The Oseen equations are given by
where ν > 0 is the dynamic viscosity, where χ denotes the indicator function for the subdomain Ω g ⊂ Ω on which control is applied, and where n(x) is the unit outward normal to Ω at x. Here v and p are the velocity and pressure of the fluid, respectively, g Ω and g Γ denote distributed and boundary control, respectively, and a is a given function. The Oseen equations (7.1) are complemented by an output equation. We consider outputs that are linear in velocities, pressures, and controls; see sections 7.3 and 7.4.
The linearized Navier-Stokes equations include an additional term (v(x, t)·∇)a(x) on the left-hand side of (7.1a). Thus, our approach can also be applied to these equations under additional assumptions on a that ensure that all eigenvalues of the pencil (Θ T A 11 Θ, Θ T E 11 Θ) have a negative real part; cf. Theorem 7.1 below. After a discretization in space of the Oseen equations and of the observer equations, we obtain (1.1), where v, p, and g denote the semidiscrete velocities, pressures, and controls, respectively. Semidiscretization of the distributed control g Ω generates contribution to the matrix B 1 only, whereas semidiscretization of the boundary controls g Γ generates contribution to both matrices B 1 and B 2 (see the following section for details).
In our numerical examples there is no distributed control, i.e., Ω g = ∅, and the boundary control is given by
The semidiscrete problem.
To discretize the problem in space we use the P 2 − P 1 (Taylor-Hood) finite element discretization [6, 10, 15, 29] . We just sketch the derivation of the semidiscrete equations (3.1) and refer to the references above for details.
We define A : B ≡ tr(A T B). We multiply (7.1a) by test functions ϕ : Ω → R 2 , which vanish on Γ d ∪ Γ g , and integrate over Ω to obtain
Similarly, we multiply (7.1b) by ψ and integrate over Ω to obtain
In the P 2 − P 1 finite element discretization the velocities are discretized by using piecewise quadratic functions ϕ i , and the pressure is discretized by using piecewise linear functions ψ i . We denote the quadratic basis functions φ : Ω → R associated with nodes in Ω ∪ Γ n by φ i , i = 1, . . . , n n , and those associated with nodes x i , i = n n + 1, . . . , 2n n + m, on the control boundary Γ g by φ i , i = n n + 1, . . . , 2n n + m. We have n v = 2n n , and we set
The velocities in the x 1 -and x 2 -direction, pressures, and controls are approximated by
We now insert these approximations into (7.2) and require that (7.2a) holds for all ϕ i , i = 1, . . . , n v , and that (7.2b) holds for all ψ i , i = 1, . . . , n p . This leads to the semidiscrete equations (1.1). The matrix E 11 is a 2 × 2 block diagonal with identical diagonal blocks of size n n × n n and entries
The matrix A 11 is a 2 × 2 block diagonal matrix with diagonal blocks of size n n × n n and entries
. . , n p . Finally, the input matrices B 1 ∈ R nv×ng and B 2 ∈ R np×ng are given by i = 1, . . . , n n , j = 1, . . . , n g , and 
Since E 11 is symmetric positive definite, all eigenvalues of the pencil (A 11 , E 11 ) have a negative real part, and for any Θ with full column rank, all eigenvalues of the pencil (Θ T A 11 Θ, Θ T E 11 Θ) have a negative real part. In our examples Ω is the channel with a backward facing step depicted in Figure 7.1 together with the coarsest grid used. The other triangulations used in our computations have a structure similar to the one shown in Figure 7 .1. In both examples, our control is suction and blowing in the normal direction at the two wall segments Γ g = ({0} × (1/2, 1)) ∪ ({1} × (0, 1/2)). The outflow boundary is Γ n = {8} × (0, 1). No-slip conditions are applied at the remaining boundary segments, i.e.,
In both examples discussed below, we set the viscosity to ν = 1/50.
The advection field a in (7. In both examples we specify n g = 6 boundary control functions. Three of these functions are defined on the inflow boundary segment {0} × ( 
over the interval [a, b] containing the real parts of the eigenvalues of the pencil λE 11 − A 11 . If E 11 and A 11 were symmetric, the exact solution μ 1 , μ 2 , . . . , μ m would give optimal shifts [35] in the sense that the spectral radius of the matrix m j=1 (E 11 + μ j A 11 ) −1 (E 11 − μ j A 11 ) would be minimized. More details on shift selection in multishift ADI methods for Lyapunov equations and related issues can be found, e.g., in [32] . The nonsymmetric case would require complex shifts to minimize the spectral radius, but it is not clear that the additional storage and computational expense involved with complex arithmetic would be overcome by the decreased spectral radius. This choice of real shifts seems to work well in these numerical examples.
We used k = 10 at step 2(c) of multishift ADI iteration in Algorithm 5.9. Thus, each shift μ j was applied ten times per sparse direct LU-factorization of the matrix
0´.
This factorization is performed just prior to step 2(a) and is reused to solve the systems at steps 2(a) and 2(c)(ii). The number k may be adjusted to increase the performance of the ADI iteration. We chose to stop the iteration when B k 2 ≤ 10 −6 B 2 . The tolerance in the balanced truncation model reduction Algorithm 4.1 was chosen to be τ = 10 −4 . All computations were performed in Matlab version 7.1.0.183 (R14) Service Pack 3 on an Apple Powerbook with 1.25 GHz PowerPC G4 processor running Mac OS X 10.3.9.
Example 1.
Our output is the mean of the integral of the curl of the velocity, often used in the context of control of vorticity (but see [19] ),
over the subdomain Ω obs = (1, 3) × (0, 1/2). Hence, C 1 ∈ R 1×nv and C 2 = 0. Figures 7.2-7.3 were generated on the finest grid with n v = 1352, whereas the results in Figure 7 .4 were computed by using the grid with n v = 5520 shown in Figure 7 .1.
We note that the corresponding Figures 7.2-7 .3 for the other grid sizes were very similar to those shown here. Table 7 .1 shows the number n v of semidiscrete velocities v(t), the number n p of semidiscrete pressures p(t), and the size k of the reduced order velocities v(t). We observe that the size of the reduced order model is nearly independent of the grid size.
The left plot in Figure 7 .2 shows the largest Hankel singular values which were generated from the approximate solutions of the controllability and observability Lyapunov equations (5.2), respectively. For model reduction, we select those Hankel singular values σ j , with σ j ≥ τ σ 1 . The threshold τ σ 1 is indicated by the solid line in the left plot in Figure 7 .2, and in this case only fifteen Hankel singular values and corresponding singular vectors determine the reduced order model for the velocities.
Balanced truncation model reduction computes a reduced order model with a bound for the error between the outputs of the original model and the reduced order model that is valid for all control inputs. This is illustrated in Figure 7 and g 3+j (t) = − sin(jt), j = 1, 2, 3. In the formulation (7.1), this corresponds to a boundary actuation g Γ (x, t) = ). With these controls we compute the output y(t) generated by using the full order model as well as the output y(t) generated by using the reduced order model. Both are in excellent agreement, which is expected given the theoretical error bound.
The right plot in Figure 7 .3 shows the frequency domain response for the full order model and the reduced order model. That is, for the full order model we plot
and for the reduced order model we plot
where B is defined in (6.7), C = CV, where C is defined in (3.8) , and in our examples D = 0. Again, as expected, the frequency responses for the full order model and for the reduced order model agree nicely. Figure 7 .4 shows the velocities generated with the full order model and with the reduced order model for various times t ∈ [0, 2π]. In these simulations the initial velocity was set to be zero, and the controls were chosen to be g 1 (t) = sin(t) and g i (t) = 0, i = 2, . . . , 6. In the formulation (7.1) this corresponds to a boundary actuation g Γ (x, t) = sin(t)(sin(2π(x 2 − 1 2 )), 0)
T on the inflow boundary segment {0} × ( 1 2 , 1). The results shown in Figure 7 .4 were generated on the grid with n v = 5520, which is obtained by refining each of the triangles plotted in Figure 7 .1 into four. Only the velocities at the vertices are shown.
Example 2.
Our output is computed as follows. Let Γ obs = (1, 8) × {0}, and let h : Ω → R be a piecewise quadratic function that is equal to one at every node on the observation boundary Γ obs and zero at every other node in Ω. We define C 1 ∈ R 2×nv and C 2 = R 2×np with nonzero entries given by
Our output is
Since, for a sufficiently smooth solution v, p of (7.1) and sufficiently smooth ϕ, integration by parts yields
where n(x) is the unit outward normal, we have Figure  7 .5 shows two curves now. The decay of the Hankel singular values as well as the performance of the multishift ADI algorithm for this example are very similar to the respective results for Example 1 and are therefore not shown.
The observations for this example are similar to those in the previous example. Again, we observe that the size of the reduced order model is nearly independent of the grid size. Moreover, as expected, the time domain and frequency response curves for the full order model and the reduced order model agree nicely. 
Conclusions.
We have introduced a new approach to compute reduced order models based on balanced truncation for descriptor systems of the form (1.1). Our approach is based upon explicitly enforcing the algebraic equation (1.1b). We use (1.1b) to express p as a function of a projection Πv of v and of g. This elimination of p results in an ODE for Πv to which we apply standard balanced truncation model reduction. However, the explicit elimination of p is used only to mathematically arrive at a tractable formulation of the model reduction. The computational scheme we derive works with the original equations and not with the explicitly projected ones. This aspect is quite important as it requires only standard saddle point linear system solvers and avoids explicit computation of projectors, avoiding unnecessary creation of large dense matrices. As a result of implicitly constructing balanced truncation for a standard ODE system, one can show that our approach produces reduced order models with the standard guaranteed error bounds.
The most expensive part of balanced truncation model reduction is the computation of approximate controllability and observability Gramians. Approximations to these Gramians can be obtained by approximately solving the corresponding projected Lyaponov equations (4.3) or by using empirical Gramians, such as in, e.g., [30, 36] . In this paper, we have shown how ADI/Smith-type methods can be applied to the computation of approximate solutions in the factored form of the projected Lyaponov equations (4.3). The main difficulty in extending existing ADI/Smith-type methods to the projected Lyaponov equations is to deal with the projections efficiently. We show that the projections never have to be computed explicitly. Instead, the ADI/Smith-type methods can be formulated in the original variables requiring the solution of block 2 × 2 saddle point systems with the (1, 1)-block given by E 11 + μA 11 for some scalar μ and the (1, 2)-and (2, 1)-blocks given by A 12 and A T 12 , respectively. We have discussed the application of our approach to the model reduction of two control problems governed by the semidiscrete Oseen equations. Computational results were presented which indicate that this new approach is promising. It provides accurate reductions and is very efficient computationally.
There are several potential avenues for future research. The multishift ADI Algorithm 5.9 requires the solution of saddle point systems in steps 2(a) and 2(c)(ii). For the relatively small systems arising in the model reduction of the two-dimensional Oseen equation, this can be done by using sparse direct methods. However, for larger problems, especially those arising from systems of differential equations in three di-mensions, the direct solution is no longer practicable, and iterative methods have to be used. How this can be done in a rigorous and efficient manner is an open question.
We have used real shifts in our application of the multishift ADI Algorithm 5.9 to the semidiscrete Oseen equation. Since the matrix A 11 is not symmetric, this choice is not ideal in the sense that it does not provide the optimal rate of convergence for the multishift ADI iteration. However, complex shifts lead to more expensive linear system solutions (cf. Remark 5.7), and this expense may overcome the benefit of a faster rate of convergence. An extensive computational study concerning whether the use of complex shift can reduce the number of ADI enough to compensate for the extra cost per iteration would be very useful.
Finally, we have developed balanced truncation model reduction for a broad class of finite-dimensional descriptor systems. When applied to the semidiscrete Oseen equation, our numerical results indicate that the performance of balanced truncation model reduction is rather insensitive to the mesh size. It will be interesting to extend our approach to descriptor systems with partial differential equations, such as dynamical systems governed by the Oseen partial differential equations building on the work reviewed in, e.g., [8] . In addition, it would be interesting to develop a theoretical foundation for the observed mesh independence results, which in turn could be used to develop more efficient numerical approaches for the computation of reduced order models.
