Abstract Let G be a group, U a subgroup of G of finite index, X a finite alphabet and q an indeterminate. In this paper, we study symmetric polynomials M G (X, U ) and 
Introduction
In the theory of algebraic combinatorics, it is well known that the number of nonperiodic circular strings of n-beads out of x-beads (i.e., primitive necklaces) is given by the polynomial
where μ denotes the classical Möbius inversion function. In the literature, it is usually called a necklace polynomial (for instance, see [11] ).
Necklace polynomials are concerned with many algebraic objects such as free Lie algebras, Witt vectors, and so on. Let L (V ) be the free Lie algebra generated by an m-dimensional vector space V over an arbitrary field k and L n (V ) (n ≥ 1) its nth homogeneous component. In 1937, Witt [19] proved that when x is specialized into m, the above polynomial gives the dimension of L n (V ). In addition, L n (V ) can be viewed as a finite dimensional GL m (k)-submodule of V ⊗n . In 1944, Brandt [2] showed that when V = C m , the character of L n (V ) (i.e., the trace of diag(x 1 , x 2 , . . . , x m ) on L n (V )) is given by
where p d (X) = x d 1 + · · · + x d m is the dth power-sum symmetric polynomial. As for Witt vectors, Metropolis and Rota noticed some remarkable identities satisfied by necklace polynomials (more precisely, Theorems 1 through 6 in [11, Sect. 3] ) and utilized them to demonstrate the beautiful connection between the ring of Witt vectors over Z and the ring of necklaces over Z.
In the present paper, we study a group-theoretical generalization of M(x, n) and chL n (V ). A group-theoretical generalization of necklace polynomials was first introduced by Dress and Siebeneicher [3, 4] to construct an almost finite "exponential G-space", where G denotes an arbitrary profinite group. The polynomials thus obtained count the number of certain orbits in an exponential G-space and play a crucial role in showing that the Witt-Burnside ring of G over Z is isomorphic to the Burnside ring of G.
On the other hand, a group-theoretical generalization of chL n (V ) first appeared implicitly in [14] to reveal the structure of Witt-Burnside ring of a profinite group G over an arbitrary special λ-ring. To be more precise, to each open subgroup U of G and a finite alphabet X = {x 1 , . . . , x m } we assign a new symmetric polynomial M G (X, U ) in x 1 , . . . , x m which specializes to chL n (V ) when G =Ĉ and U =Ĉ n . HereĈ denotes the profinite completion of the infinite cyclic group C andĈ n a unique open subgroup ofĈ of index n. Further, in [16] Throughout this paper, we assume that G is a group such that the poset of all conjugacy classes of subgroups of finite index is locally finite, that is, every interval is finite. With this assumption, the first main result is to generalize the identities among necklace polynomials which are due to Metropolis and Rota (see Theorems 1 through 6 in [11, Sect. 3] ). In fact, these identities can be deduced by comparing the cardinality and weight between two isomorphic G-sets, respectively (see Theorem 3.2, Theorem 3.6, and Theorem 3.11).
The second main result relates to connection between M G (x, U ) (resp. M G (X, U )) and 
where [V ] ranges over a set of conjugacy classes of subgroups containing U (see Theorem 4.1). Moreover, we give a combinatorial interpretation of c U (V ). Indeed, when q is a positive integer, it turns out to be the number off ∈ H such that the isotropy subgroup of π 2 • f is G-conjugate to V , where
(see Theorem 4.5). As a byproduct, we show that when
This paper is organized as follows. Section 2 involves basic definitions and notation on our group-theoretical generalization of M(x, n) and chL n (V ). In Sect. 3, we generalize Theorems 1 through 6 in [11, Sect. 3] and provide their combinatorial interpretation. In Sect. 4, we express M q G (x, U ) as a linear combination of M G (x, V )'s, and using this we find relations between M q G (X, U )'s and M G (X, U )'s. In the final section, some interesting relations among necklace polynomials will be dealt with.
Group-theoretical generalization of necklace polynomials

Group-theoretical generalization of M(x, n)
Let G be a group. Denote by C (G) the set of subgroups U of G such that G/U is finite. And we denote by C (G) the set of conjugacy classes of subgroups in C (G). For instance, if G is a finitely generated profinite group, then C (G) coincides with the set of open subgroups of G (see [13] ). Given subgroups U and V of G, we say that U is subconjugate to V if U is a subgroup of some conjugates of V . This induces a partial-ordering on C (G), and will be denoted by [V ] [U ].
Recall that for any two subgroups U and V of G, G/U is isomorphic to G/V as a G-set if and only if U and V are G-conjugate. It follows that the set of isomorphism classes of finite transitive G-sets is in one to one correspondence with C (G).
Convention Throughout the present paper, we will assume that C (G) is locally finite, that is, every interval of C (G) is finite.
A G-set X is said to be essentially finite if X U , the set of U -invariant elements in X, is finite for all U ∈ C (G), and said to be almost finite if it is essentially finite and every element lies in a finite orbit. Note that if X is almost finite, then every orbit in X is finite and there are only finitely many orbits isomorphic to G/U for all U ∈ C (G). Let us form the Burnside-Grothendieck ringΩ(G) of the (virtual) isomorphism classes of almost-finite G-sets whose addition is defined via disjointunion and whose multiplication via Cartesian product. The notation [X] will be used to denote an element ofΩ(G).
For any two G-sets S and T , the set T S of maps from S into T is made into a G-set by supplying the standard G-action defined by
, and s ∈ S. Letting X = {x 1 , x 2 , . . . , x m } be a finite alphabet, it is a G-set with the trivial G-action. Given a subgroup U ∈ C (G), let us consider Hom U (G, X), the set of U -invariant maps in X G . Note that Hom U (G, X) can be naturally identified with X U \G and the cardinality of X U \G is given by m (G:U) . 1 On the other hand, each U -invariant element in X G appears in an orbit isomorphic to G/V such that U is subconjugate to V . Let M G (m, V ) denote the number of orbits in X G isomorphic to G/V . This notation makes sense since it depends only on the cardinality of X, not on X. As a consequence, one has the following formula:
Example 2.1 Let G = Z and U = nZ. Then (2.1) implies that
Using Möbius inversion formula one can see that M Z (x, nZ) is identical to the necklace polynomial M(x, n) in (1.1). Also, by considering the identity
one can deduce the well known cyclotomic identity [5, 11] :
For variations of necklace polynomials and cyclotomic identity, refer to [8, 9, 12] .
Group-theoretical generalization of chL n (V )
To begin with, we will introduce the notion of weight of an arbitrary element in Hom U (G, X) for all U ∈ C (G). To do this let us choose a set of representatives of left-cosets of U in G, say {u 1 = e, u 2 , . . . , u (G:U) }. Here e means the identity of G.
where G f denotes the isotropy subgroup of f in G.
Here the symbol is meant to indicate that for each orbit isomorphic to G/U in X G exactly one summand has to be taken.
Remark 2.3
(a) Note that 
It is all but obvious that M G (X, U ) is a symmetric polynomial in x 1 , . . . , x m over Z, and thus we can consider p n (X) • M G (X, U ), where • denotes the plethysm and p n (X) the nth power-sum symmetric polynomial in x 1 , . . . , x m (see [10] ). Since
A closed formula M G (X, U ) can be found in [16, Sect. 3] . For instance, if G is abelian, then we have
where μ G denotes the Möbius function of C (G).
Example 2.4
Let G = Z and U = nZ. In view of (2.3), one can see that M G (X, U ) coincides with chL n (V ). In addition, by (2.2) we have
This gives the identity
and which induces a generalized version of the cyclotomic identity:
q-analog
As before, G is an arbitrary group such that C (G) is locally finite and U, V ∈ C (G).
In this section, we will consider q-analogs of M G (X, V ) and M G (x, V ). To begin with, q is assumed to be a positive integer. Consider Z/qZ × X which will be regarded as a Z/qZ × G-set with respect to the action defined by
In a similar way, (Z/qZ × X) G becomes a Z/qZ × G-set with respect to the action given by
all g ∈ G and thus (Z/qZ × X) G / ∼ can be viewed as a G-set. Usef to indicate the equivalence class of f with respect to the equivalence relation "∼".
Note that it depends only on the cardinality of X, not on X. Then it follows that
By multiplying either side of the above identity by q one can easily derive that
Now, regard q as a variable and substitute x for m. Then one can obtain a poly-
Note that these polynomials take integer values if q, x are integers.
Example 2.5 Let G = Z, U = nZ, and q = −1. For every positive integer n, it follows from [18, Sect. 3 
In the rest of this section, we will introduce another q-analog of M G (x, V ) which is of main interest in this paper. For this purpose, we need to count Hom U (G, Z/qZ × X)/ ∼ using so called aperiodic functions. For the time being, q is assumed to be a positive integer. Definition 2.6 (cf. [16] 
Here,
If h has no period other than G h , then it is called aperiodic.
Lemma 2.7 Assume that
Then we have the following:
Assume that g · h is not aperiodic. Then it has a period W with gG h g −1 W . Now, we will show that h has a period g −1 Wg which contains G h strictly. Let
This justifies our assertion since the isotropy subgroup of g −1 · h W is given by g −1 Wg. But this is absurd since h is aperiodic. As a consequence, g · h should be aperiodic.
Let us say thatf is aperiodic if f is aperiodic. This definition makes sense due to Lemma 2.7(a). Define M q G (m, U ) to be the cardinality of aperiodic functions in
Lemma 2.8 [16] For every [U ] ∈ C (G) and every positive integer m, we have
As before, let us obtain a polynomial 
Here the symbol is meant to indicate that for each orbit isomorphic to G/U in (Z/qZ × X) G / ∼ exactly one summand has to be taken. 
Proposition 2.11 For every [U ] ∈ C (G) and an indeterminate q, we have
Proof The desired result can be obtained by applying inductive argument on the index to the following identity:
It is worthwhile to mention that the fact that
It implies that the period of f is G and thus there is no U -invariant function whose period equals U unless U = G.
Generalizing identities among necklace polynomials
The purpose of this section is to generalize identities among necklace polynomials observed by Metropolis and Rota in [11] and provide their bijective proofs. 
Theorem 3.2 For every subgroup
Recall that the cardinality of A is S G (ml, U ) by definition. Now, let us compute the cardinality of B.
On the other hand, by Mackey's formula
where g ranges over a set of double coset representatives of W and W in G. As a consequence, the total number of h
Substituting x, y for m, l, respectively, and then dividing both sides of
by (G : U) we obtain the desired result.
Let G be an abelian group. In this case, the total number of h ∈ X G × Y G such that G · h ∼ = G/U in the proof of Theorem 3.2 has a very simple form. To be more precise, it is exactly equal to the cardinality of the set
This implies the identity
Substituting x, y for m, l, respectively, we have Theorem 3.3 Let G be an abelian group. Then, for every subgroup U ∈ C (G), we have
(a) Equation (3.2) can be derived directly by multiplying either side of (3.1) by
However, we will focus on the combinatorial proof throughout this paper. (b) If G is abelian, (3.1) has a very simple form such as
In particular, when G = Z, U = nZ, (3.2) and (3.3) reduces to [11, Theorem 1 and Theorem 2], respectively.
Corollary 3.5 For every subgroup U ∈ C (G), we have
Now our assertion follows from the following identity:
Next, we will generalize [11, Theorem 3 and Theorem 4]. 
Theorem 3.6 For any subgroups
is a V -set isomorphism, where
Id :
The cardinality of D can be computed in the following way: Given W ∈ C (G), the number of orbits in X G isomorphic to G/W is given by M G (m, W ) . Note that
where g ranges over a set of double coset representatives of V and W in G. As a result, the total number of f ∈ X G such that V · f ∼ = V /U as a V -set is given by
whereas the cardinality of E is S V (m (G:V ) , U), we obtain the identity
Finally, by replacing m by x one can derive the desired result.
If we assume that G is an abelian group, then the cardinality of D (in the proof of Theorem 3.6) is exactly given by that of the set {f ∈ X G : G f = W with V ∩ W = U }. Immediately this induces the equality:
S G (m, W ).
Substituting x, y for m, l, respectively, we have Theorem 3.7 Let G be an abelian group. Then, for any subgroups U, V ∈ C (G) with U ⊆ V , we have
As a corollary of Theorem 3.6, we have
Corollary 3.8 For subgroups U, V ∈ C (G) with U ⊆ V , we have
M V x (G:V ) , U = [W ]∈C (G) b V ,W (U ) M G (x, W ),(3.
7)
and
let us compute the weight of Id • Φ(f ). Note that the isotropy subgroup of Id
This implies the desired result.
Example 3.9 If G is an abelian group, then b V ,W (U ) = (G : V + W ). Hence (3.7) is simplified as
Note that (3.6) and (3.9) reduce to [11, Theorem 3 and Theorem 4], respectively, when G = Z, V = rZ, U = rnZ. And this specialization, when applied to (3.8), gives rise to the formula: For any positive integers a and n, we have
In the rest of this section, we focus on a generalization of [11, Theorem 5 and Theorem 6]. It is easy to show that Lemma 3.10 is also applicable to an arbitrary group if U, V ∈ C (G). Using this lemma, we can obtain the following identity:
Lemma 3.10 [3] Let G be a profinite group. For any two open subgroups U, V of G and all x ∈Ω(U ), y ∈Ω(V ), one has
Ind G U (x) Ind G V (y) = UgV ⊆G Ind G U ∩gV g −1 Res U U ∩gV g −1 (x) Res V U ∩gV g −1 (g)(y) .
Theorem 3.11 For any subgroups U, V , W ∈ C (G) with [U ], [V ] [W ], one has
Here g (resp. h) ranges over a set of double coset representatives of U and V (resp. S and T ) in G satisfying that V ∩ gWg −1 (resp. S ∩ hT h −1 ) is G-conjugate to W.
Then we have the following relation (inΩ(G)):
given by the right hand side of (3.11). On the other hand, in view of (3.5), one has
As a result, we have
Thus the coefficient of [G/W ] on the right hand side of (3.10) is given by the left hand side of (3.11). Finally by substituting x, y for m, l, respectively, we obtain the desired result.
Example 3.12 If G is abelian, then (3.11) can be simplified in the following form: For any subgroups U, V , W ∈ C (G) with W ⊆ U ∩ V we have
In particular, letting If G is an abelian group, then one can see immediately that the cardinality of the set
is given by the following formula:
whereas the cardinality of the set
. As a consequence, we have the following identity: 
Theorem 3.13 Let G be an abelian group. Given any U, V , W ∈ C (G) with
W ⊆ U ∩ W , we have S U ∩V x (U :U ∩V ) y (V :U ∩V ) , W = Z∈C (U ),Z ∈C (V ) Z∩Z =W
S U (x, Z)S V (y, Z ).
Example 3.14 If
G = Z, U = rZ, V = sZ, W = n[r,
S(x, p)S(y, q).
In particular, if r, s are relatively prime, then the above identity reduces to 
s(x, p)s(y, q).
Note that this identity was first provided in [11, Theorem 6] .
Corollary 3.15 For any subgroups U, V , W ∈ C (G) with [U ], [V ] [W ], one has
where g (resp. h) ranges over a set of double coset representatives of U and V (resp. S and
Proof Let Ψ : F → G be a G-set isomorphism, where
. Now our assertion follows from the identity
which can be shown in the same manner as Corollary 3.8 was proven.
Remark 3.16 Letting
It should be remarked that [15 
Expressing M q G (x, U ) as a linear combination of M G (x, V )'s
The aim of this section is to express G) . So, we will assume that U = G throughout this section.
The first main theorem of this section can be stated as follows:
where c U (V ) is given by
Proof Let us proceed the proof in the following two steps.
Step 1: In the first step, we will show that c U (V ) is given by
Let q, r be indeterminates and
where
Thus (4.3), when r specializes into 1, reduces to the following identity:
On the other hand, from Theorem 3.2 it follows that
where a V ,V (W ) is the number of double coset representatives, g, of V and V in G satisfying that V ∩ gV g −1 is G-conjugate to W. Hence, by applying (4.5) to the right hand side of (4.4), we can express M q G (x, U ) as
Writing the above summation as a linear combination of
This proves the first step.
Step 2: In the second step, we will show that (4.2) is equal to
To begin with, assume that q is a positive integer. Then one can show that
means the number of orbits isomorphic to G/W in the G-set G/V × q G , where q G is the set of maps from G to q := {1, 2, . . . , q}. To be more precise, it can be done by combining the fact that 
The second equality follows from Frobenius reciprocity (for example, see [3, (2.10. 3)]) and the third one from Theorem 3.6. Note that the number of orbits iso-
Combining the result thus obtained with the identity
one can immediately rewrite (4.2) in the following form:
and which can be expressed much simpler in the following way:
Finally, by (4.4), the above summation can be written as
This completes the proof.
If G is an abelian group, then (4.1) turns out to be very simple.
Corollary 4.2 Let G be an abelian group. Then, for any subgroup
where d U (V ) is the number of elements, sayf ∈ H , such that the isotropy subgroup of π 2 • f is G-conjugate to V . But it should be noted that it is never obvious that 
and (C3) h is aperiodic. And we let B be the set of functions
which is G-conjugate to U , and (C 2) τ is aperiodic. Then A, B have the same cardinality.
Proof Let us construct a bijection Ξ : B → A. Given a function τ ∈ B, we will define Ξ(τ ) in the following steps:
Step 1: For simplicity of notation, let V = G f . First, we choose a set of right-coset representatives a 1 (= e), a 2 , . . . , a (G:V ) of V in G, and also a set of right-coset representatives
becomes a set of coset representatives of V τ in G. Equivalently
Step 2: Define Ξ(τ ) as follows: Here τ (b j ) = (c 1j , (c 2j , . . . , c (G:V )j ) ). We claim that Ξ is indeed a bijection. To prove this the followings should be checked.
(i) Firstly, we will show that Ξ is well defined, that is, Ξ(τ ) ∈ A.
By definition of Ξ(τ ), the condition (C1) is straightforward. To show that the condition (C2) is satisfied, we note that 
This means that W is a period of τ , but it is a contradiction to the condition (C 2). Consequently we can conclude that Ξ(τ ) is aperiodic.
(ii) Secondly, let us prove the injectiveness of Ξ . (d 2 , d 3 , . . . , d (G:V ) ) for all u ∈ U , where
Choose any function h ∈ A. It is obvious that
Here π 1 is the projection map to the first component. By our construction it is obvious that Ξ(τ ) = h. Thus, we have only to show that τ ∈ A. By its definition it is clear that τ is G h -invariant. We claim that the isotropy subgroup V τ of τ is exactly the same as G h . This is because if V τ G h , then V τ is a period of h. But it is absurd since h is aperiodic. Thus we have shown that τ satisfies the condition (C 1). To show that τ satisfies the condition (C 2), assume that τ is of period W with . . .
h(t k w (G:W ) ) = s k · h W (w (G:W ) )
for 1 ≤ k ≤ (W : U) with s 1 = 0. From this it follows that W is a period of h. However, it is absurd since h is aperiodic. Therefore we can conclude that τ is aperiodic, and so we are done. The subsequent corollary can be deduced by considering the degree of either side of (4.12) below. To be more precise, This matrix is upper triangular with diagonal entries q. Hence the determinant ζ is
