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ALGEBRAIC PRESENTATIONS OF DEPENDENT TYPE
THEORIES
VALERY ISAEV
Abstract. In this paper, we propose an abstract definition of dependent type
theories as essentially algebraic theories. One of the main advantages of this
definition is its composability: simple theories can be combined into more
complex ones, and different properties of the resulting theory may be deduced
from properties of the basic ones. We define a category of algebraic dependent
type theories which allows us not only to combine theories but also to consider
equivalences between them. We also study models of such theories and show
that one can think of them as contextual categories with additional structure.
1. Introduction
Type theories with dependent types originally were defined by Per Martin-Lo¨f,
who introduced several versions of the system [10, 8, 9]. There were also several
theories and extensions of Martin-Lo¨f’s theory proposed by different authors ([3, 6]
to name a few). These theories may have different inference rules, different compu-
tation rules, and different constructions. Many of these theories have common parts
and similar properties, but the problem is that there is no general definition of a
type theory such that all of these theories would be a special case of this definition,
so that their properties could be studied in general and applied to specific theory
when necessary. In this paper we propose such a definition based on the notion of
essentially algebraic theories.
Another problem of the usual way of defining type theories is that they are not
composable. Some constructions in type theories are independent of each other
(such as Π, Σ, and Id types), and others may dependent on other constructions
(such as universes), so we could hope that we can study these constructions inde-
pendently (at least if they are of the first kind) and deduce properties of combined
theory from the properties of these basic constructions. But this is not the way
it is usually done. For example, constructing models of dependent type theories
is a difficult task because of the so called coherence problem. There are several
proposed solutions to this problems, but the question we are interested in is how
to combine them. Often only the categorical side of the question is considered, but
some authors do consider specific theories [13, 12], and the problem in this case is
that their work cannot be applied to other similar theories (at least formally).
When defining a type theory there are certain questions to be addressed regarding
syntactic traits of the theory. One such question is how many arguments to different
construction can be omitted and how to restore them when constructing a model
of the theory. For example, we want to define application as a function of two
arguments app(f, a), but sometimes it is convenient to have additional arguments
which allows to infer a type of f . It is possible to prove that additional information
in the application term may be omitted (for example, see [13]), but it is a nontrivial
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task. Another question of this sort is whether we should use a typed or an untyped
equality. Typed equality is easier to handle when defining a model of the theory,
but untyped is closer to actual implementation of the language. Algebraic approach
allows us to separate these syntactic details from essential aspects of the theory.
Yet another problem is that some constructions may be defined in several differ-
ent ways. For example, Σ types can be defined using projections (Example 5.3) and
using an eliminator (Example 5.4). The question then is whether these definitions
are equivalent in some sense. The difficulty of this question stems from the fact
that some equivalences may hold in one definition judgmentally, but in the other
only propositionally; so it may be difficult (or impossible) to construct a map from
the first version of the definition to the second one.
In this paper, using the formalism of essentially algebraic theories, we introduce
the notion of algebraic dependent type theories which provide a possible solution
the problems described above. We define a category of algebraic dependent type
theories. Coproducts and more generally colimits in this category allow us to com-
bine simple theories into more complex ones. For example, the theory with Σ, Π
and Id types may be described as coproduct TΣ ∐ TΠ ∐ TId where TΣ, TΠ and TId
are theories of Σ, Π and Id types respectively.
There is a natural notion of a model of an essentially algebraic theory. Thus the
algebraic approach to defining type theories automatically equips every type theory
with a (locally presentable) category of its models. We will show that models of the
initial theory are precisely contextual categories, and that models of an arbitrary
theory are contextual categories with an additional structure (which depends on
the theory). An example of a general construction that works for all theories with
enough structure is the construction of a model structure on the category of models
described in [4].
Since we have a category of type theories, there is a natural notion of equivalence
between them, namely the isomorphism. In most cases this equivalence is too
strong, so it is necessary to consider weaker notions of equivalence, but in some
cases it might be useful. For example, if two theories differ only by the amount
of arguments to some of the constructions, then they are isomorphic (assuming
omitted arguments can be inferred from the rest). A weaker notion of equivalence
of theories is Morita equivalence. Two theories are Morita equivalent if there is a
Quillen equivalence between the categories of models of these theories. We will not
consider this notion in this paper.
Usually, we can use all constructions of a type theory in every context. We
consider an additional structure on theories which allows us to do this. We call
theories with this additional structure prestable. Then, an algebraic dependent
type theory is a prestable theory with substitutions which commute with every
operation in the theory. We also consider stable theories in which all axioms are
stable under context extensions. If we think of models of a prestable theory as some
sort of category with some additional structure, then the prestable structure allows
us to pass to slices of this category. Then a prestable theory is stable if not only
the category itself but also every slice category has this additional structure.
The paper is organized as follows. In section 2, we define the category of partial
Horn theories and discuss its properties. In section 3, we define an example of
partial Horn theory and prove that the category of its models is equivalent to the
category of contextual categories. In section 4, we define algebraic type theories
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and describe a simplified version of the syntax that can be used with these theories.
In section 5, we give a few standard examples of such theories. In particular, we
show that the construction that adds a universe to the system is functorial.
2. Partial Horn theories
There are several equivalent ways of defining essentially algebraic theories ([1],
[2], [11], [5, D 1.3.4]). We use approach introduced in [11] under the name of
partial Horn theories since it is the most convenient one. There is a structure of
a category on partial Horn theories. A generalized morphism between theories T
and T′ is a model of T in CT′ , where CT′ is the classifying category for T
′. We
will work with theories that have some fixed set of sorts. Thus we need a notion
of morphisms which preserve sorts. Of course, we could restrict the notion of a
generalized morphism, but there is another definition of morphisms, which is more
explicit.
Let us recall the basic definitions from [11]. A many sorted first-order signature
(S,F ,P) consists of a set S of sorts, a set F of function symbols and a set P of
predicate symbols. Each function symbol σ is equipped with a signature of the
form σ : s1 × . . .× sk → s, where s1, . . . sk, s are sorts. Each predicate symbol R
is equipped with a signature of the form R : s1 × . . .× sk.
An atomic formula is an expression either of the form t1 = t2 or of the form
R(t1, . . . tn), where R is a predicate symbol and t1, . . . tn are terms. We abbriviate
t = t to t↓. A Horn formula is an expression of the form ϕ1 ∧ . . . ∧ ϕn, where ϕ1,
. . .ϕn are atomic formulas. A sequent is an expression of the form ϕ
x1,...xn
ψ,
where x1, . . .xn are variables and ϕ and ψ are Horn formulas such that FV (ϕ) ∪
FV (ψ) ⊆ {x1, . . . xn}. A partial Horn theory consists of a signature and a set of
Horn sequents in this signature.
Let V be an S-set. Then the S-set of terms of T with free variables in V will
be denoted by TermT(V ). The set of fomulas of T with free variables in V will be
denoted by FormT(V ).
An S-set M is a collection of sets {Ms}s∈S . An interpretation M of a signature
(S,F ,P) is an S-set M together with a collection of partial functions M(σ) :
Ms1 × . . . ×Msk → Ms for every function symbol σ : s1 × . . . × sk → s of T and
relations M(R) ⊆Ms1 × . . .×Msk for every predicate symbol R : s1 × . . .× sk. A
model of a partial Horn theory T is an interpretation of the underlying signature
such that the axioms of T hold in this interpretation. The category of models of T
will be denoted by T-Mod.
The rules of partial Horn logic are listed below. A theorem of a partial Horn
theory T is a sequent derivable from T in this logic.
ϕ
V
ϕ (b1)
ϕ
V
ψ ψ
V
χ
(b2)
ϕ
V
χ
ϕ
V
⊤ (b3)
ϕ ∧ ψ
V
ϕ (b4) ϕ ∧ ψ
V
ψ (b5)
ϕ
V
ψ ϕ
V
χ
(b6)
ϕ
V
ψ ∧ χ
x
x↓ (a1) x = y ∧ ϕ
V,x,y
ϕ[y/x] (a2)
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ϕ
V
ψ
, x ∈ FV (ϕ) (a3)
ϕ[t/x]
V,V ′
ψ[t/x]
Note that this set of rules is equivalent to the one described in [11]. In particular,
the following sequents are derivable if x ∈ FV (t):
R(t1, . . . tk)
V
ti = ti (a4)
t1 = t2
V
ti = ti (a4’)
t[t′/x]↓
V
t′ = t′ (a5)
We will use the following abbreviations:
ϕ
V
t ∼= s⇐⇒ ϕ ∧ t↓
V
t = s and ϕ ∧ s↓
V
t = s
ϕ
V
ψ ⇐⇒ ϕ
V
ψ and ψ
V
ϕ
Let T be a partial Horn theory. A restricted term of T is a term t together with
a formula ϕ. We denote such a restricted term by t|ϕ. The S-set of restricted terms
with free variables in V will be denoted by RTermT(V ). If we think of terms as
representations for partial functions, then we can think of a restricted term t|ϕ as
a restriction of the partial function represented by t to a subset of its domain. We
will use the following abbreviations:
R(t1|ϕ1 , . . . tk|ϕk)⇐⇒ R(t1, . . . tk) ∧ ϕ1 ∧ . . . ∧ ϕk
t|ϕ = s|ψ ⇐⇒ t = s ∧ ϕ ∧ ψ
t|ϕ ↓ ⇐⇒ t↓∧ϕ
χ
V
t|ϕ ∼= s|ψ ⇐⇒ χ ∧ t|ϕ ↓
V
t = s ∧ ψ and χ ∧ s|ψ ↓
V
t = s ∧ ϕ
We will say that formulas ϕ and ψ are equivalent if the following sequents are
derivable:
ϕ
FV (ϕ)∪FV (ψ)
ψ
We will say that restricted terms t and t′ are equivalent if the following sequents
are derivable:
FV (t)∪FV (t′)
t ∼= t′
Let T and T′ be partial Horn theories with the same set of sorts S. An interpre-
tation of T in T′ is a function f such that the following conditions hold:
(1) For every function symbol σ : s1× . . .× sk → s of T, the function f defines
a restricted term f(σ) of T′ of sort s such that FV (f(σ)) = {x1 : s1, . . . xk :
sk}.
(2) For every predicate symbol P : s1×. . .×sk, the function f defines a formula
f(P ) of T′ such that FV (f(P )) = {x1 : s1, . . . xk : sk}.
(3) For every axiom ϕ
V
ψ of T, the sequent f(ϕ)
V
f(ψ) is derivable in
T′.
We will say that interpretations f and f ′ are equivalent if, for every predicate
symbol P : s1 × . . . × sk of T, the formulas f(P ) and f
′(P ) are equivalent and,
for every function symbol σ : s1 × . . . × sk → s of T, the terms f(σ) and f
′(σ)
are also equivalent. A morphism of theories T and T′ is an equivalence class of
interpretations.
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The identity morphisms are defined in the obvious way. To define the com-
position of morphisms, we need to extend the definition of a function f : T →
T′ to terms and formulas. Let t be a term of T of sort s. Then we define a
restricted term f(t) of T′ by induction on t. If t = x is a variable, then let
f(t) = x. If t = σ(t1, . . . tk), f(σ) = t
′|ϕ and f(ti) = t
′
i|ϕi , then let f(t) =
t′[t′1/x1, . . . t
′
k/xk]|ϕ[t′1/x1,...t′k/xk]∧ϕ1∧...∧ϕk .
Let ϕ be a formula of T. Then we define a formula f(ϕ) of T′. If ϕ equals
to t1 = t2 and f(ti) equals to t
′
i|ϕi , then we define f(ϕ) as t
′
1 = t
′
2 ∧ ϕ1 ∧
ϕ2. If ϕ = R(t1, . . . tk), f(R) = ϕ
′ and f(ti) = t
′
i|ϕi , then we define f(ϕ) as
ϕ′[t′1/x1, . . . t
′
k/xk] ∧ ϕ1 ∧ . . . ∧ ϕk. For every restricted term t|ϕ of T, we define
f(t|ϕ) as f(t)|f(ϕ).
Now, we can define the composition of f : T → T′ and g : T′ → T′′ as follows:
(g ◦ f)(S) = g(f(S)) for every symbol S of T. It is easy to see that this definition
respect the equivalence of morphisms.
It is obvious that, for every morphism f : T→ T′ of theories, we have f ◦ idT =
idT′ ◦ f = f . Note that for every morphisms f : T → T
′ and g : T′ → T′′ and
every term t, the restricted terms g(f(t)) and (g ◦ f)(t) are equivalent. This is easy
to do by induction on t. Similarly, for every formula ϕ of T, the formulas g(f(ϕ))
and (g ◦ f)(ϕ) are equivalent. It follows that the composition is associative. The
category of partial Horn theory with S as the set of sorts will be denoted by ThS .
Its objects are tuples (F ,P ,A), where F is a set of function symbols, P is a set of
predicate symbols, and A is a set of axioms.
Proposition 2.1. The category ThS is cocomplete.
Proof. First, let {Ti}i∈S = {(Fi,Pi,Ai)}i∈S be a set of theories. Then we can
define its coproduct
∐
i∈S
Ti as the theory (
∐
i∈S
Fi,
∐
i∈S
Pi,
∐
i∈S
Ai). Morphisms fi :
Ti →
∐
i∈S
Ti are defined in the obvious way. It is easy to see that the universal
property of coproducts holds.
Now, let f, g : T1 → T2 be a pair of morphisms of theories. Then we can
define their coequalizer T as the theory with the same set of function and predicate
symbols as T2 and the set of axioms which consists of the axioms of T2 together
with
x1,...xn
f(σ(x1, . . . xn)) ∼= g(σ(x1, . . . xn)) for each function symbols σ of T1
and f(R(x1, . . . xn))
x1,...xn
g(R(x1, . . . xn)) for each predicate symbols R of T1.
Then we can define e : T2 → T as the identity function on terms and formulas.
By construction, we have e ◦ f = e ◦ g. If h : T2 → X is such that h ◦ f = h ◦ g,
then it extends to a morphism T→ X since additional axioms are preserved by the
assumption on h. This extension is unique since e is an epimorphism. 
Proposition 2.2. For every morphism of theories f : T → T′, there is a faithful
functor f∗ : T ′-Mod→ T -Mod such that id∗
T
is the identity functor and (g ◦f)∗ =
f∗ ◦ g∗.
Proof. IfM is a model of T′, then f∗(M) equals toM as an S-set. For every symbol
S of T′, we define f∗(M)(S) as M(f(S)). Then every morphism of models M and
N of T′ is also a morphism of f∗(M) and f∗(N). These definitions determine a
faithful functor f∗ : T ′-Mod→ T -Mod. It is easy to see that these functors satisfy
the required conditions. 
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3. Theory of substitutions
In this section we define an example of partial Horn theories S, which we call the
theory of substitutions. We also prove that the category of models of this theory
is equivalent to the category of contextual categories We will use this theory later
to define algebraic dependent type theories.
3.1. Definition of S. Let C = {ctx, tm} × N be the set of sorts. We will write
(ty, n) for (ctx, n + 1). Sort (tm, n) represents terms in contexts of length n, sort
(ctx, n) represents contexts of length n, and sort (ty, n) represents types in contexts
of length n.
There are two ways to define substitution: either to substitute the whole context
(full substitution) or only a part of it (partial substitution). Using ordinary type
theoretic syntax the full substitution can be described by the following inference
rule:
A1, . . . An ⊢ A type Γ ⊢ a1 : A1[] . . . Γ ⊢ an : An[a1, . . . an−1]
Γ ⊢ A[a1, . . . an] type
The partial substitution is described by the following inference rule:
Γ, A1, . . . An ⊢ A type Γ ⊢ a1 : A1 . . . Γ ⊢ an : An[a1, . . . an−1]
Γ ⊢ A[a1, . . . an] type
The partial substitution was used in [14], but we will use the full version since it is
stronger. To make these operations equivalent, we need to add another operation
to the partial substitution, and even more axioms. Thus our approach seems to be
somewhat more convenient.
The set of function symbols of S consists of the following symbols:
∗ : (ctx, 0)
ftn : (ty, n)→ (ctx, n)
tyn : (tm, n)→ (ty, n)
vn,i : (ctx, n)→ (tm, n), 0 ≤ i < n
substp,n,k : (ctx, n)× (p, k)× (tm, n)
k → (p, n), p ∈ {tm, ty}
Let ftin : (ctx, n + i) → (ctx, n) and ctxp,n : (p, n) → (ctx, n) be the following
derived operations:
ft0n(A) = A
fti+1n (A) = ft
i
n(ftn+i(A))
ctxty,n(t) = ftn(t)
ctxtm,n(t) = ftn(tyn(t))
Auxiliary predicates Homn,k : (ctx, n)×(ctx, k)×(tm, n)
k are defined as follows:
Homn,k(B,A, a1, . . . ak) holds if and only if
tyn(ai) = substty,n,i−1(B, ft
k−i
i (A), a1, . . . ai−1) for each 1 ≤ i ≤ k
The idea is that a tuple of terms should represent a morphism in a contextual
category. So Homn,k(B,A, a1, . . . ak) holds if and only if (a1, . . . ak) is a mor-
phism with domain A and codomain B. Note that if Homn,k(B,A, a1, . . . ak), then
ftn(tyn(ai)) = B.
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The set of axioms of S consists of the axioms asserting that (ctx, 0) is trivial
and the axioms we list below. The following axioms describe when functions are
defined:
A
vn,i(A) ↓ (1)
Homn,k(B, ctxp,k(a), a1, . . . ak)
B,a,ai
substp,n,k(B, a, a1, . . . ak) ↓ (2)
The following axioms describe the “typing” of the constructions we have:
A
tyn(vn,i(A)) = substty,n,n−i−1(A, ft
i
n−i(A), vn,n−1(A), . . . vn,i+1(A)) (3)
Homn,k(B, ftk(A), a1, . . . ak)
B,A,ai
ftn(substty,n,k(B,A, a1, . . . ak)) = B (4)
B,a,ai
tyn(substtm,n,k(B, a, a1, . . . ak)) ∼= substty,n,k(B, tyk(a), a1, . . . ak) (5)
The following axioms prescribe how substp,n,k must be defined on indices (vn,i):
a
substp,n,n(ctxp,n(a), a, vn,n−1(ctxp,n(a)), . . . vn,0(ctxp,n(a))) = a (6)
Homn,k(B,A, a1, . . . ak)
B,ai,A
substtm,n,k(B, vk,i(A), a1, . . . ak) = ak−i (7)
The last axiom say that substitution must be “associative”:
Homn,k(C,B, b1, . . . bk) ∧Homk,m(B, ctxp,m(a), a1, . . . am)
C,bi,B,ai,a
(8)
substp,n,k(C, substp,k,m(B, a, a1, . . . am), b1, . . . bk) =
substp,n,m(C, a, substtm,n,k(C, a1, b1, . . . bk), . . . substtm,n,k(C, am, b1, . . . bk))
3.2. Models of S. Here we show that the category of models of S is equivalent to
the category of contextual categories. First, we construct a functor F : S-Mod→
CCat. Let M be a model of S. Then the set of objects of level n of F (M) is
M(ctx,n). For each A ∈ M(ctx,n), B ∈ M(ctx,k) morphisms from A to B are tuples
(a1, . . . ak) such that ai ∈M(tm,n) and Homn,k(A,B, a1, . . . ak).
For each 0 ≤ i ≤ n axiom (3) implies
A
Homn,n−i(A, ft
i
n−i(A), vn,n−1(A), . . . vn,i(A)).
For each A ∈M(ctx,n) we define idA : A→ A as tuple
(vn,n−1(A), . . . vn,0(A))
and pA : A→ ft(A) as tuple
(vn,n−1(A), . . . vn,1(A)).
Now, we introduce some notation. If B ∈ M(ctx,n), a ∈ M(p,k), and f =
(a1, . . . ak) : B → ctxp,k(a) is a morphism, then we define a[f ] ∈ M(p,n) as
substp,n,k(B, a, a1, . . . ak). By axiom (2) this construction is total.
If A ∈ M(ctx,n), B ∈ M(ctx,k), C ∈ M(ctx,m), f : A → B, and (c1, . . . cm) : B →
C, then we define composition (c1, . . . cm) ◦ f as (c1[f ], . . . cm[f ]). The following
sequence of equations shows that (c1, . . . cm) ◦ f : A→ C.
tyn(ci[f ]) = (by axiom (5))
tyk(ci)[f ] = (since Homk,m(c1, . . . cm))
ftm−ii (C)[c1, . . . ci−1][f ] = (by axiom (8))
ftm−ii (C)[c1[f ], . . . ci−1[f ]]
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With these notations we can rewrite axioms (5), (6) and (8) as follows:
tyn(a[f ]) = A[f ]
for each f : B → ftk(A), where A = tyk(a)
a[idctxp,n(a)] = a
a[g][f ] = a[g ◦ f ]
for each f : C → B and g : B → ctxp,m(a)
Associativity of the composition follows from axiom (8), and the fact that id is
identity for it follows from axioms (6) and (7).
For every A ∈M(ty,k) there is a bijection ϕ between the set of a ∈M(tm,k) such
that tyk(a) = A and the set of morphisms f : ftk(A) → A such that pA ◦ f =
idftk(A). For every such a ∈M(tm,k) we define ϕ(a) as
(vk,k−1(ftk(A)), . . . vk,0(ftk(A)), a).
Note that if (a1, . . . ak+1) : B → A is a morphism, then axiom (7) implies that
pA ◦ (a1, . . . ak+1) equals to (a1, . . . ak). Thus ϕ(a) is a section of pA. Clearly, ϕ
is injective. Let f : ftk(A) → A be a section of pA; then first k components of f
must be identity on ftk(A). So if a is the last component of f , then ϕ(a) equals to
f . Hence ϕ is bijective.
If A ∈ M(ty,k), B ∈ M(ctx,n), and f = (a1, . . . ak) : B → ftk(A), then we define
f∗(A) as A[f ] = substty,n,k(B,A, a1, . . . ak). Map q(f,B) defined as the tuple with
i-th component equals to{
ai[vn+1,n(A[f ]), . . . vn+1,1(A[f ])] if 1 ≤ i ≤ k
vn+1,0(A[f ]) if i = k + 1
Now we have the following commutative square:
A[f ]
q(f,A)
//
pA[f]

A
pA

B
f
// ftk(A)
We need to prove that this square is Cartesian. By proposition 2.3 of [15] it is
enough to construct a section sf ′ : B → A[f ] of pA[f ] for each f
′ = (a1, . . . ak, ak+1) :
B → A and prove a few properties of sf ′ . We define sf ′ to be equal to ϕ(ak+1).
Axioms (7) and (8) implies that q(f,B) ◦ sf ′ = f . To complete the proof that
the square above is Cartesian we need, for every g : ftk(A) → ftm(C) and A =
C[g], prove that sf ′ = sq(g,C)◦f ′ . The last component of q(g, C) ◦ f
′ equals to
vn+1,0(C[g])[f
′] = ak+1. Thus the last components of q(g, C) ◦ f
′ and f ′ coincide,
hence sf ′ = sq(g,C)◦f ′ .
We are left to prove that operations A[f ] and q(f,A) are functorial. Equations
A[idftk(A)] = A andA[f◦g] = A[f ][g] are precisely axioms (6) and (8). The fact that
q(idftk(A), A) = idA follows from axiom 7. Now let g : C → B and f : B → ftk(A)
be morphisms; we need to show that q(f ◦g,A) = q(f,A)◦q(g,A[f ]). The last com-
ponent of q(f,A) ◦ q(g,A[f ]) equals to vn+1,0(A[f ])[q(g,A[f ])] = vm+1,0(A[f ][g]),
which equals to the last component of q(f ◦ g,A), namely vm+1,0(A[f ◦ g]). If
1 ≤ i ≤ k, then i-th component of q(f,A) ◦ q(g,A[f ]) equals to
ai[vn+1,n(A[f ]), . . . vn+1,1(A[f ])][q(g,A[f ])] = ai[b
′
1, . . . b
′
n]
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where ai is i-th component of f , bi is i-th component of g, and b
′
i equals to
bi[vm+1,m(A[f ][g]), . . . vm+1,1(A[f ][g])]. i-th component of q(f ◦ g,A) equals to
ai[g][vm+1,m(A[f ◦ g]), . . . vm+1,1(A[f ◦ g])] = ai[b
′′
1 , . . . b
′′
n],
where b′′i = bi[vm+1,m(A[f ◦ g]), . . . vm+1,1(A[f ◦ g])]. Thus q(f ◦ g,A) = q(f,A) ◦
q(g,A[f ]). This completes the construction of contextual category F (M).
Proposition 3.1. F is functorial, and functor F : S-Mod→ CCat is an equiva-
lence of categories.
Proof. Given a map of S models α : M → N , we define a map of contextual
categories F (α) : F (M) → F (N). F (α) is already defined on objects. Let
f = (a1, . . . ak) ∈ Homn,k(B,A). We define F (α)(f) as (α(a1), . . . α(ak)) ∈
Homn,k(α(B), α(A)). F (α) preserves identity morphisms, compositions, f
∗(A),
and q(f,A) since all of these operations are defined in terms of S operations. Clearly,
F preserves identity maps and compositions of maps of S models. Thus F is a func-
tor.
First, note that if a ∈ M(tm,k) and α : M → N , then F (α)(ϕ(a)) = ϕ(α(a)).
Indeed, consider the following sequence of equations:
F (α)(ϕ(a)) =
F (α)(vk,k−1(ctxtm,k(a)), . . . vk,0(ctxtm,k(a)), a) =
(vk,k−1(ctxtm,k(α(a))), . . . vk,0(ctxtm,k(α(a))), α(a)) =
ϕ(α(a)).
Now, we prove that F is faithful. Let α, β :M → N be a pair of maps of S models
such that F (α) = F (β). Then α and β coincide on contexts. Given a ∈M(tm,n) we
have the following equation: α(a) = ϕ−1(F (α)(ϕ(a))) = ϕ−1(F (β)(ϕ(a))) = β(a).
Now, we prove that F is full. Let α : F (M) → F (N) be a map of contextual
categories. Then we need to define β :M → N such that F (β) = α. If A ∈M(ctx,n),
then we let β(A) = α(A). Note that if f : ftn(A)→ A is a section of pA, then α(f)
is a section of α(A). If a ∈M(tm,n), then we let β(a) = ϕ
−1(α(ϕ(a))).
Maps F (β) and α agree on contexts. We prove by induction on k that they
coincide on morphisms f = (a1, . . . ak) ∈ M(Homn,k)(B,A). If k = 0, then
F (A) is terminal objects, hence F (β) = α. Suppose k > 0 and consider the
following equation: f = q((a1, . . . ak−1), A) ◦ ϕ(ak). By induction hypothesis
we know that F (β)(q((a1, . . . ak−1), A)) = α(q((a1, . . . ak−1), A)). Thus we only
need to prove that F (β)(ϕ(ak)) = α(ϕ(ak)). But F (β)(ϕ(ak)) = ϕ(β(ak)) =
ϕ(ϕ−1(α(ϕ(ak)))) = α(ϕ(ak)).
Finally, we prove that F is essentially surjective on objects. Given contextual
category C we define S model M . Let M(ctx,n) be equal to Obn(C) and M(tm,n) be
the set of pairs of objects A ∈ Obn+1(C) and sections of pA : A→ ftn(A). Let tyn
be the obvious projection. We will usually identify a ∈ M(tm,n) with the section
ctxtm,n(a)→ tyn(a).
For each n, k ∈ N we define partial function
substty,n,k :M(ctx,n) ×M(ty,k) ×M
k
(tm,n) →M(ty,n)
such that ftn(substty,n,k(B,A, a1, . . . ak)) = B. We also define morphism
qn,k ∈ Homn+1,k(substty,n,k(B,A, a1, . . . ak), A)
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whenever substty,n,k(B,A, a1, . . . ak) is defined. We define substty,n,k and qn,k by
induction on k. Let substty,n,0(B,A) =!
∗
B(A) and qn,0 = q(!B , A) where !B : B →
Ob0(C) is the unique morphism.
substty,n,0(B,A)
qn,0 //

❴
✤ A
pA

B
!B
// 1
Let substty,n,k+1(B,A, a1, . . . ak+1) be defined whenever substty,n,k(B, ftk(A),
a1, . . . ak) is defined and tyn(ak+1) = substty,n,k(B, ftk(A), a1, . . . ak). In this case
we let substty,n,k+1(B,A, a1, . . . ak+1) = f
∗(A) and qn,k+1 = q(f,A) where f is the
composition of ak+1 and qn,k.
substty,n,k+1(B,A, a1, . . . ak+1)
qn,k+1 //

❴
✤ A
pA

B ak+1
// tyn(ak+1) qn,k
// ftk(A)
It is easy to see by induction on k that axiom (2) holds. Axiom (4) holds by
definition of substty,n,k.
The definition of predicates Homn,k makes sense in M now. Thus we can define
as before the set HomMn,k(B,A) of morphisms in M as the set of tuples (a1, . . . ak)
such that Homn,k(B,A, a1, . . . ak). There is a bijection α : Hom
M
n,k(B,A) →
Homn,k(B,A) such that substty,n,k(B,A, a1, . . . ak) = α(a1, . . . ak)
∗(A) and qn,k =
q(α(a1, . . . ak), A). We define α by induction on k. Both Hom
M
n,0(B,A) and
Homn,0(B,A) are singletons, so there is a unique bijection between them. If
(a1, . . . ak) ∈ Hom
M
n,k(B, ftk(A)), then there is a bijection between morphisms
f ∈ Homn,k+1(B,A) satisfying pA ◦f = α(a1, . . . ak) and sections of pα(a1,...ak)∗(A).
By induction hypothesis these sections are just sections of psubstty,n,k(B,A,a1,...ak).
This gives us a bijection between HomMn,k+1(B,A) and Homn,k+1(B,A), namely
α(a1, . . . ak+1) = q(α(a1, . . . ak), A) ◦ ak+1. Then the required equations hold by
definition.
Now, we define total functions vn,i : M(ctx,n) → M(tm,n). Let vn,i(A) be equal
to (pi+1(A)∗(ftin−i(A)), spiA ).
pi+1(A)∗(ftin−i(A))
//

❴
✤ ft
i
n−i(A)
p
fti
n−i
(A)

A
pi+1(A)
//
s
pi
A
DD
piA
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
fti+1n−i−1(A)
Axiom (1) holds by definition. By induction on n − i it is easy to see that
α(vn,n−1(A), . . . vn,i(A)) equals to p
i
A : A → ft
i
n−i(A). Axiom (3) follows from
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the following sequence of equations:
substty,n,n−i−1(A, ft
i
n−i(A), vn,n−1(A), . . . vn,i+1(A)) =
α(vn,n−1(A), . . . vn,i+1(A))
∗(ftin−i(A)) =
pi+1(A)∗(ftin−i(A)) =
tyn(vn,i(A)).
Axiom (6) follows from the facts that α(vn,n−1(ftn(A)), . . . vn,0(ftn(A))) = idftn(A)
and id∗ftn(A)(A) = A.
Now, we define partial functions substtm,n,k : M(ctx,n) ×M(tm,k) ×M
k
(tm,n) →
M(tm,n). Function substtm,n,k(B, a, a1, . . . ak) is defined whenever
Homn,k(B, ctxtm,k(a), a1, . . . ak)
holds. In this case we let substtm,n,k(B, a, a1, . . . ak) = a[α(a1, . . . ak)] where a[f ] =
sa◦f . Axioms (2) and (5) hold by definition. Axiom (6) follows from the fact that
id∗ctxtm,n(a)(a) = a.
To prove axiom (7) note that pA ◦ α(a1, . . . ak+1) = α(a1, . . . ak) by definition of
α. Hence pi(A) ◦ α(a1, . . . ak) = α(a1, . . . ak−i). Also note that sα(a1,...ak) = ak.
Now the axiom follows from the following equations:
substtm,n,k(B, vk,i(A), a1, . . . ak) =
svk,i(A)◦α(a1,...ak) =
sq(pi+1(A),ftin−i(A))◦vk,i(A)◦α(a1,...ak) =
spi(A)◦α(a1,...ak) =
sα(a1,...ak−i) =
ak−i.
Now, we prove that α preserves compositions. To do this we need to show that
α(a1, . . . ak) ◦ f = α(a1[f ], . . . ak[f ]). We do this by induction on k. For k = 0 it is
trivial and for k > 0 we have the following sequence of equations:
α(a1, . . . ak) ◦ f =
q(α(a1, . . . ak−1), A) ◦ ak ◦ f =
q(α(a1, . . . ak−1), A) ◦ q(f,B[α(a1, . . . ak)]) ◦ ak[f ] =
q(α(a1, . . . ak−1) ◦ f,A) ◦ ak[f ] =
q(α(a1[f ], . . . ak−1[f ]), A) ◦ ak[f ] =
α(a1[f ], . . . ak[f ]).
Now, axiom (8) follows from the facts that α preserves compositions and (f ◦
g)∗(A) = f∗(g∗(A)). This completes the construction of S model M from a contex-
tual category C. To finish the proof we need to show that F (M) is isomorphic to
C. The isomorphism is given by bijection α. We already saw that α preserves the
structure of contextual categories. Thus α is a morphism of contextual categories,
and it is easy to see that α−1 also preserves the structure. Hence α is isomorphism
and F is an equivalence. 
Let u : S→ T be an algebraic dependent type theory with substitution. Then it
follows from Proposition 2.2 and Proposition 3.1 that models of T are contextual
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categories with additional structure, where u∗ : T-Mod→ S-Mod is the forgetful
functor.
4. Algebraic dependent type theories
In this section we consider partial Horn theories with additional structure which
we call stable. We also define the category TT of algebraic dependent type theories
and give a few examples of such theories.
4.1. Stable theories. First, let us define prestable theories. For every set S0, we
define the corresponding set S of sorts as S0×N. We call elements of S0 basic sorts.
Suppose that S0 contains a distinguished sort ctx. Let TS0 be a theory with the
following function symbols:
∗ : (ctx, 0)
ftn : (ctx, n+ 1)→ (ctx, n)
ctxp,n : (p, n)→ (ctx, n) for every p ∈ S0
and the following axioms:
∗↓
x
x = ∗
x
ctxctx,n(x) = x
To define prestable theories, we need to introduce a few auxiliary constructions.
First, we define a function L : C → C as follows:
L(ctx, n) = L(ctx, n+ 1)
L(tm, n) = L(tm, n+ 1)
For every set F of function symbols, we define another set L(F) which consists
of symbols L(σ) for every σ ∈ F . If σ : s1 × . . . × sk → s, then L(σ) : (ctx, 1) ×
L(s1)× . . .×L(sk)→ L(s). For every set of variables V we define a set L(V ) which
contains a variable x of sort L(s) for every variable x of sort s in V . For every
terms Γ ∈ TermL(F)(L(V ))(ctx,1) and t ∈ TermF(V )(p,n), we define a restricted
term L(Γ, t) ∈ RTermL(F)(L(V ))(p,n+1) as follows:
L(Γ, x) = x|L(ctxp,n)(Γ,x)↓
L(Γ, σ(t1, . . . tk)) = L(σ)(Γ, L(Γ, t1), . . . L(Γ, tk))
For every set P of relation symbols, we define set L(P) which consists of symbols
L(R) : (ctx, 1) × L(s1) × . . .× L(sk) for every R ∈ P , R : s1 × . . .× sk. For every
formula ϕ ∈ FormP (V ) and term Γ ∈ TermL(F)(L(V ))(ctx,1), we define a formula
L(Γ, ϕ) ∈ FormL(P)(L(V )) as follows:
L(Γ, t1 = t2) = (L(Γ, t1) = L(Γ, t2))
L(Γ, R(t1, . . . tk)) = L(R)(Γ, L(Γ, t1), . . . L(Γ, tk))
Now, let us define a functor L : TS0/ThS → TS0/ThS . Let L((S,F ,P),A) =
((S, L(F) ∪ FS0 , L(P)),A
′ ∪ AS0), where FS0 and AS0 are the sets of function
symbols and axioms of TS0 , and A
′ consists of the following axioms:
ftn(ctxp,n+1(x)) = Γ
Γ,x
ctxp,n+1(x) = L(ctxp,n)(Γ, x)
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for every p ∈ S0,
L(σ)(Γ, x1, . . . xk)↓
Γ,x1,...xk
ftn(ctxp,n(L(σ)(Γ, x1, . . . xk))) = Γ
L(σ)(Γ, x1, . . . xk)↓
Γ,x1,...xk
ftni(ctxpi,ni(xi)) = Γ
for every σ ∈ F , σ : (p1, n1)× . . .× (pk, nk)→ (p, n) and every 1 ≤ i ≤ k,
L(R)(Γ, x1, . . . xk)
Γ,x1,...xk
ftni(ctxpi,ni(x1)) = Γ
for every R ∈ P , R : (p1, n1)× . . .× (pk, nk) and every 1 ≤ i ≤ k.
If f : T→ T′, then let L(f) : L(T)→ L(T′) be defined as follows:
L(f)(L(σ)(Γ, x1, . . . xk)) = L(Γ, f(σ(x1, . . . xk)))
L(f)(L(R)(Γ, x1, . . . xk)) = L(Γ, f(R(x1, . . . xk)))
It is easy to see that this defines a morphism of theories and that L preserves
identity morphisms and compositions.
Definition 4.1. A prestable (essentially) algebraic theory is an algebra for functor
L, that is a pair (T, α), where T is a theory under TS0 and α : L(T) → T. The
category PStS0 of prestable theories is the category of algebras for L.
Definition 4.2. A prestable theory is called stable if the following theorem holds
for every axiom ϕ
x1:(p1,n1),...xk:(pk,nk)
ψ in A:
αL(Γ, ϕ) ∧
∧
1≤i≤k
ftni(ctxpi,ni(xi)) = Γ
Γ,x1,...xk
αL(Γ, ψ).
The category of stable theories is denoted by StS0 .
Let c be the prestable theory generated by a single constant c : (ctx, 1). Then a
prestable theory under c is called c-stable if the following sequents are derivable:
αL(σ)(Γ, x1, . . . xk)↓
Γ,x1,...xk
Γ = c
αL(R)(Γ, x1, . . . xk)
Γ,x1,...xk
Γ = c
αL(c, ϕ) ∧
∧
1≤i≤k
ftni(ctxpi,ni(xi)) = c
x1,...xk
αL(c, ψ)
for every function symbol σ, every predicate symbol R, and every axiom ϕ
x1,...xk
ψ. The category of c-stable theories is denoted by c-StS0 .
The theory of substitutions is stable. Indeed, we can define maps α : L(S)→ S
as follows:
α(L(tyn)(Γ, a)) = tyn+1(a)|ftn(ctxtm,n+1(a))=Γ
α(L(vn,i)(Γ,∆)) = vn+1,i(∆)|ftn(∆)=Γ
and α(L(substp,n,k)(Γ,∆, B, a1, . . . ak)) is defined as
substp,n+1,k+1(∆, B, vn+1,n(∆), a1, . . . ak)|ftn(∆)=Γ
The construction of colimits in Proposition 2.1 implies that L preserves colimits.
It follows that PStS0 is cocomplete. The categories of stable and c-stable theories
are closed in PStS0 under colimits.
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4.2. Contextual theories. The definition of prestable theories has a disadvantage
that terms contain a lot of redundant information. For example, when we describe
a term we need to repeat the context in which it is defined several times. The
following notion allows us to omit this redundant information as we discuss below.
Definition 4.3. Let Tb be a prestable theory. A contextual theory under Tb is a
prestable theory T such that the following conditions hold:
(1) There exists a set of function symbols F0 (which we call basic function
symbols) such that the set of function symbols of T consists of function
symbols of Tb together with symbols
σm : (ctx,m)× (p1, n1 +m)× . . .× (pk, nk +m)→ (p, n+m)
for every σ : (p1, n1) × . . . × (pk, nk)→ (p, n) ∈ F0 and m ∈ N. Moreover,
if σ : s1 × . . .× sk → s ∈ F0, then s 6= (ctx, 0).
(2) There exists a set of predicate symbols P0 (which we call basic predicate
symbols) such that the set of predicate symbols of T consists of predicate
symbols of Tb together with symbols
Rm : (ctx,m)× (p1, n1 +m)× . . .× (pk, nk +m)
for every R : (p1, n1)× . . .× (pk, nk) ∈ P0 and m ∈ N.
(3) Every axiom of Tb is an axiom of T.
(4) αT : L(T)→ T is defined as follows:
αT(L(σm)(Γ,∆, x1, . . . xk)) = σm+1(∆, x1, . . . xk)|ctxn+m(∆)=Γ
αT(L(Rm)(Γ,∆, x1, . . . xk)) = Rm+1(∆, x1, . . . xk) ∧ ctx
n+m(∆) = Γ
and for every symbol of Tb, it is defined in the same way as in Tb.
Since we can always infer the index m for every function symbol σm if we know
its sort, we usually omit this index. To specify the omitted argument, we use the
following syntax: Γ ⊢ t, which stands for σ(Γ, t1, . . . tk) if t = σ(t1, . . . tk) and for
x|ctx(x)=Γ if t = x. Of course, if some arguments are omitted in Γ, then we need
to know its context too in order to infer them. Thus, we may write A1, . . . An ⊢ t
which stands for (. . . ((∗ ⊢ A1) ⊢ A2) . . . ⊢ An) ⊢ t. We also use this notation in
formulas: Γ ⊢ t ≡ t′ stands for (Γ ⊢ t) = (Γ ⊢ t′) and Γ ⊢ R(t1, . . . tk) stands for
R(Γ, (Γ ⊢ t1), . . . (Γ ⊢ tk)).
Also, we use the standard notation: Γ ⊢ A type stands for Γ ⊢ A↓ if A : (ty, n)
and Γ ⊢ a : A stands for ty(Γ ⊢ a) = (Γ ⊢ A). Sequents ϕ1 ∧ . . . ∧ ϕn
V
ψ and
ϕ1 ∧ . . . ∧ ϕn
V
ψ are written as
ϕ1 . . . ϕn
ψ
and
ϕ1 . . . ϕn ,
ψ
respectively.
Finally, we use the following syntax:
σ(A11, . . . A
1
n1 . b1, . . . A
k
1 , . . . A
k
nk . bk)
for a term of sort (p,m + n) in a contextual theory, where σ : (p1, n1) × . . . ×
(pk, nk)→ (p, n), bi is a term of sort (pi,m+ ni), and A
i
j is a term of sort (ty,m+
j − 1). The expression Γ ⊢ σ(A11, . . . A
1
n1 . b1, . . . A
k, . . . Aknk . bk) stands for
σm(Γ, (Γ, A
1
1, . . . A
1
n1 ⊢ b1), . . . (Γ, A
k
1 , . . . A
k
nk ⊢ bk)).
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Of course, if some bi is a variable, then we can omit A
i
1, . . . A
i
ni . We also can omit
this context if there is a theorem of the following form:
E ⊢ σm(x1, . . . xk)↓
E,x1,...xk
E ⊢ ctx(xi) ≡ ∆
for some ∆ such that xi /∈ FV (∆). Then A
i
1, . . . A
i
ni must be equal to ((Γ ⊢
ftni−1(∆)), . . . (Γ ⊢ ∆))[ρ], where ρ(E) = Γ and ρ(xj) = (Γ, A
j
1, . . . A
j
nj ⊢ bj).
The following lemma shows that we can always replace a prestable theory with
a contextual one.
Lemma 4.4. Let Tb be a prestable theory. Every prestable theory under Tb is
isomorphic to a contextual theory under Tb.
Proof. Let T be a prestable theory together with a map f : Tb → T with F0 and P0
as the sets of function and predicate symbols. First, note that we may assume that
for every σ : s1 × . . . × sk → s in F0, s 6= (ctx, 0). Indeed, we can always replace
such a function symbol with a predicate symbol Rσ : s1 × . . .× sk.
Second, note that for every term t ∈ TermF0(V )(p,n) and every m ∈ N, we can
construct the following restricted term:
αL(ftm−1(Γ), αL(ftm−2(Γ), . . . αL(Γ, t)))
in RTermT(L
m(V )∐{Γ : (ctx,m)})(p,n+m), which we denote by Γ×t. Analogously,
we can define for every formula ϕ ∈ FormT(V ) and every m ∈ N, a formula
Γ× ϕ ∈ FormT(L
m(V ) ∐ {Γ : (ctx,m)}).
Let T′ be a contextual theory under Tb defined from the sets F0 and P0. Note
that every term (formula, sequent) of T is naturally a term (formula, sequent) of
T′. Axioms of T′ is the axioms of T together with the following axioms:
x1,...xk
τ0(∗, x1, . . . xk) ∼= f(τ(x1, . . . xk))
P0(∗, x1, . . . xk)
x1,...xk
f(P (x1, . . . xk))
Γ,x1,...xk
Γ× σ0(∗, x1, . . . xk) ∼= σm(Γ, x1, . . . xk)
Γ×R0(∗, x1, . . . xk)
Γ,x1,...xk
Rm(Γ, x1, . . . xk)
for every function symbol τ and predicate symbol P of Tb and every σ ∈ F0 and
R ∈ P0.
There is an obvious map T → T′ and we can define a map T′ → T which maps
σm(Γ, x1, . . . xk) to Γ × σ0(∗, x1, . . . xk), Rm(Γ, x1, . . . xk) to Γ × R0(∗, x1, . . . xk),
τ0(Γ, x1, . . . xk) to f(τ(x1, . . . xk))|Γ↓, and P0(Γ, x1, . . . xk) to f(P (x1, . . . xk))|Γ↓.
Axioms guarantee that these maps are inverses of each other. 
Contextual theories constructed in the previous lemma are not convenient in
practice, but usually theories are defined in a contextual form. It is easy to define
such theory: we just need to specify sets F0 and P0 and the set of axioms. It is
also easy to define a morphism of contextual theories since we only need to define it
on symbols from F0 and P0. Then it uniquely extends to a morphism of prestable
theories.
4.3. Algebraic dependent type theories. Algebraic dependent type theories
are prestable theories under S in which substitution commutes with all function
symbols. To define such theories, we need to define weakening first. For every p ∈
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{ty, tm}, the operations of weakening wkm,lp,n : (ctx, n+m)×(p, n+l)→ (p, n+m+l)
are defined as follows:
wkm,0p,n (Γ, a) = substp,n+m,n(Γ, a, vn+m−1, . . . vm)
wkm,l+1p,n (Γ, a) = substp,n+m+l+1,n+l+1(Γ
′, a, vn+m+l, . . . vm+l+1, vl, . . . v0),
where Γ′ = wkm,lty,n(Γ, ctx(a)). We also define wk
m,l
ctx,n : (ctx, n+m)× (ctx, n+ l)→
(ctx, n+m+ l) as follows:
wkm,0ctx,n(Γ, a) = Γ
wkm,l+1ctx,n (Γ, a) = wk
m,l
ty,n(Γ, a).
Now, we need to introduce a new derived operation. For every m,n, k ∈ N and
p ∈ {ctx, ty, tm}, we define the following function:
substmp,n,k : (ctx, n)× (p, k +m)× (tm, n)
k → (p, n+m).
First, let subst0ctx,n,k(B,A, a1, . . . ak) = B and subst
m+1
ctx,n,k = subst
m
ty,n,k. If p ∈
{ty, tm}, then let substmp,n,k(B, a, a1, . . . ak) be equal to
substp,n+m,k+m(B
′, a, wkm,0tm,n(a1), . . . wk
m,0
tm,n(ak), vm−1, . . . v0),
where B′ = substmctx,n,k(B, ctxk+m(a), a1, . . . ak).
Definition 4.5. A prestable theory under S is an algebraic dependent type theory
if, for every σ ∈ F , σ : (p1, n1) × . . . × (pk, nk) → (p, n) and every R ∈ P , R :
(p1, n1)× . . .× (pk, nk), the following sequents are derivable in it:
∆× σ(b1, . . . bk) ↓
∧
1≤i≤m ty(ai) = substty,l,i−1(Γ, f t
m−i(∆), a1, . . . ai−1)
substnp,l,m(Γ,∆× σ(b1, . . . bk), a1, . . . am) = Γ× σ(b
′
1, . . . b
′
k)
∆×R(b1, . . . bk)
∧
1≤i≤m ty(ai) = substty,l,i−1(Γ, f t
m−i(∆), a1, . . . ai−1)
Γ×R(b′1, . . . b
′
k)
where b′i = subst
ni
pi,l,m
(Γ, bi, a1, . . . am).
The category of algebraic dependent type theories will be denoted by TT.
The construction of colimits in Proposition 2.1 implies that TT is closed un-
der colimits in S/PStC . The inclusion functor TT → S/PStC has a left adjoint
S/PStC → TT, which simply adds the required axioms.
We can prove a stronger version of Lemma 4.4 for algebraic dependent type
theories:
Lemma 4.6. Every algebraic dependent type theory is isomorphic to a contextual
theory in which every function symbol in F0 has a signature of the form
σ : s1 × . . .× sk → (p, 0),
where p ∈ {ty, tm}.
Proof. Let T be an algebraic dependent type theory. By Lemma 4.4, we may
assume that T is contextual. Then we define theory T′ which has the same predicate
symbols as T. For every σ : (p1, n1) × . . . × (pk, nk) → (p, n) in F0, we add the
following function symbol to T′:
σ′ : (p1, n1)× . . .× (pk, nk)× (tm, 0)
n → (p, 0).
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Then we define f(σ0(Γ, x1, . . . xk)) as
σ′n(Γ, wk
n,n1
p1,0
(Γ, x1), . . . wk
n,nk
pk,0
(Γ, xk), vn−1, . . . v0).
For every predicate symbol R, we define f(R(x1, . . . xk)) as R(x1, . . . xk). For every
axiom ϕ
V
ψ of T, we add axiom f(ϕ)
V
f(ψ) to T′. Then f is a morphism
of theories f : T→ T′.
Moreover, there is a morphism g : T′ → T, which is defined as follows:
g(σ′0(Γ, x1, . . . xk, y1, . . . yn)) = subst
n
p,0,0(Γ, σ0(Γ, x1, . . . xk), y1, . . . yn)
g(R(x1, . . . xk)) = R(x1, . . . xk)
The axioms of algebraic dependent type theories imply that f and g are inverses of
each other. 
When we say that an algebraic dependent type theory is contextual (or presented
in a contextual form), then we assume that it has a form as described in the previous
lemma.
If an algebraic dependent type theory is presented in a contextual form, then
every term is equivalent to a term in which substitution operations are applied
only to variables. We can as usual omit the first argument to substp,n,k. Also, if
X : (p, n+ k) and a1, . . . ak : (tm, n), then we write X [a1, . . . ak] for
substp,n,k(X, vn−1, . . . v0, a1, . . . ak).
One last problem is that we often need to apply weakening operations to vari-
ables. It is not convenient to do this explicitly, so we introduce named variables
in our terms. Let V ar be some fixed countable set of variables. To distinguish
these variable from the ones that we used before we will call the latter metavari-
ables. First, we assume that every metavariable X of sort (p, n) is equipped with
a sequence of variables of length n, which we call the context of this metavariable.
Usually, we do not specify the context of a metavariable explicitly since it can be
inferred from formulas and terms in which this metavariable appears.
Second, every binding should be annotated with a variable. In particular, in-
stead of A1, . . . An ⊢ b we should write x1 : A1, . . . xn : An ⊢ b and instead of
σ(A11, . . . A
1
n1 . b1, . . . A
k, . . . Aknk . bk) we should write
σ((x1 : A
1
1), . . . (xn1 : A
1
n1). b1, . . . ((x1 : A
k
1), . . . (xnk : A
k
nk
). bk)
Now, we may use variables instead of de Bruijn indices. If a variable xi appears
in a context x1, . . . xn, then it is decoded into expression vn−i. Every metavari-
able should appear in a context where all variables from its context are available.
Then a metavariable X with context x1, . . . xn should be replaced with expression
subst(X, x1, . . . xn). We may also write X [xi1 7→ ai1 , . . . xik 7→ aik ], which is re-
placed with expression subst(X, a1, . . . an), where aj = xj if j /∈ {i1, . . . ik}. Finally,
we may write fti(X), which works like a metavariable with context x1, . . . xn−i.
5. Examples
Now, let us describe a few examples of algebraic dependent type theories with
substitution. If we take their stabilization, then we get theories corresponding to
usual constructions of the type theory. Every theory is presented in the contextual
form. Also, to simplify the notation, we use the following agreement. For every
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sequent of the form ϕ Γ ⊢ A type, there is also sequent Γ ⊢ A type ϕ and,
for every sequent of the form ϕ Γ ⊢ a : A, there is also sequent Γ ⊢ a↓ ϕ.
Example 5.1. The theory of unit types with eta rules has function symbols ⊤ :
(ty, 0) and unit : (tm, 0) and the following axioms:
⊢ ⊤ type ⊢ unit : ⊤
⊢ t : ⊤
⊢ t ≡ unit
Example 5.2. The theory of unit types without eta rules has function symbols
⊤ : (ty, 0), unit : (tm, 0) and ⊤-elim : (ty, 1) × (tm, 0) × (tm, 0) → (tm, 0). The
axioms for ⊤ and unit are the same, and the axioms for ⊤-elim are
x : ⊤ ⊢ D type ⊢ d : D[x 7→ unit] ⊢ t : ⊤
⊢ ⊤-elim(x.D, d, t) : D[x 7→ t]
x : ⊤ ⊢ D type ⊢ d : D[x 7→ unit]
⊢ ⊤-elim(x.D, d, unit) ≡ d
Example 5.3. The theory of Σ types with eta rules has function symbols
Σ : (ty, 1)→ (ty, 0)
pair : (ty, 1)× (tm, 0)× (tm, 0)→ (tm, 0)
proj1 : (ty, 1)× (tm, 0)→ (tm, 0)
proj2 : (ty, 1)× (tm, 0)→ (tm, 0)
and the following axioms:
⊢ Σ(x.B) type
⊢ b : B[x 7→ a]
⊢ pair(x.B, a, b) : Σ(x.B)
⊢ p : Σ(x.B)
⊢ proj1(x.B, p) : ft(B)
⊢ p : Σ(x.B)
⊢ proj2(x.B, p) : B[x 7→ proj1(x.B, p)]
⊢ b : B[x 7→ a]
⊢ proj1(x.B, pair(x.B, a, b)) ≡ a
⊢ b : B[x 7→ a]
⊢ proj2(x.B, pair(x.B, a, b)) ≡ b
⊢ p : Σ(x.B)
⊢ pair(x.B, proj1(x.B, p), proj2(x.B, p)) ≡ p
Example 5.4. The theory of Σ types without eta rules has the following function
symbols:
Σ : (ty, 1)→ (ty, 0)
pair : (ty, 1)× (tm, 0)× (tm, 0)→ (tm, 0)
Σ-elim : (ty, 1)× (tm, 2)× (tm, 0)→ (tm, 0)
The axioms for Σ and pair are the same, and the axioms for Σ-elim are
z : Σ(x.B) ⊢ D type x : ft(B), y : B ⊢ d : D′ ⊢ p : Σ(x.B)
⊢ Σ-elim(z.D, xy. d, p) : D[z 7→ p]
z : Σ(x.B) ⊢ D type x : ft(B), y : B ⊢ d : D′ ⊢ b : B[x 7→ a]
⊢ Σ-elim(z.D, xy. d, pair(x.B, a, b)) ≡ d[x 7→ a, y 7→ b]
where D′ = D[z 7→ pair(x.B, x, y)].
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Example 5.5. The theory of Π types with eta rules has function symbols
Π : (ty, 1)→ (ty, 0)
λ : (tm, 1)→ (tm, 0)
app : (ty, 1)× (tm, 0)× (tm, 0)→ (tm, 0)
and the following axioms:
⊢ Π(x.B) type ⊢ λ(x. b) : Π(x. ty(b))
⊢ f : Π(x.B) ⊢ a : ft(B)
⊢ app(x.B, f, a) : B[x 7→ a]
⊢ a : ft(B)
⊢ app(x.B, λ(x. b), a) ≡ b[x 7→ a]
⊢ f : Π(x.B)
⊢ λ(y. app(x.B, f, y)) ≡ b
Example 5.6. The theory of identity types has function symbols
Id : (tm, 0)× (tm, 0)→ (ty, 0)
refl : (tm, 0)→ (tm, 0)
J : (ty, 3)× (tm, 1)× (tm, 0)× (tm, 0)× (tm, 0)→ (tm, 0)
and the following inference rules:
⊢ ty(a) ≡ ty(a′)
⊢ Id(a, a′) type
⊢ refl(a) : Id(a, a)
x : A, y : A, z : Id(x, y) ⊢ D type x : A ⊢ d : D′ ⊢ p : Id(a, a′)
⊢ J(xyz.D, x. d, a, a′, p) : D[x 7→ a, y 7→ a′, z 7→ p]
x : A, y : A, z : Id(x, y) ⊢ D type x : A ⊢ d : D′
⊢ J(xyz.D, x. d, a, a, refl(a)) ≡ d[x 7→ a]
where A = ty(a) and D′ = D[y 7→ x, z 7→ refl(x)].
Example 5.7. We define an endofunctor U on the category of algebraic dependent
type theories. For every such theory T, theory U(T) has the same symbols as T,
but it also has a universe which is closed under all function symbols of T.
Let T be an algebraic dependent type theory in a contextual form. Then U(T)
has the same predicate symbols as T and the following function symbols:
U : (ty, 0)
El : (tm, 0)→ (ty, 0)
σ : s1 × . . .× sk → (p, 0)
σU : U(s1)× s1 × . . .× U(sk)× sk → (tm, 0)
for every function symbol σ : s1× . . .× sk → (p, 0) of T, where U(p, ni) = (tm, 0)×
. . .× (tm, ni).
Theory U(T) has the following axioms:
⊢ U type
⊢ a : U
⊢ El(a) type
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For every function symbol σ : (p1, n1) × . . . × (pk, nk) → p of T and every
1 ≤ i ≤ k, we add the following axioms to U(T):
⊢ σU (t1, . . . , tm)↓
t1,...tm
⊢ σU (t1, . . . tm) : U
V
⊢ El(σU (. . . , a1, . . . ani+1, b, . . .))
∼= ep(σ(. . . , b|ϕi, . . .)),
where a1, . . . ani+1, b are variables that correspond to i-th variable in σ, ety(x) = x,
and etm(x) = ty(x), and ϕi equals to
∧
1≤j≤ni+1
El(aj) = ft
ni+1−j(epi(b)).
To define the rest of the axioms of U(T), we need to introduce a few auxiliary
functions. For every set of variables V , we define a set U(V ) as follows:
V ∐ {xj : (tm, n− j) | x : (p, n) ∈ V, 0 ≤ j ≤ n}.
Now, we define a function U : TermT(V )(ty,n) → TermU(T)(U(V ))(tm,n) as follows:
U(ftj(ep(x))) = x
j
U(ftj+1(ep(σn(Γ, t1, . . . tk)))) = U(ft
j(Γ))
U(ep(σn(Γ, t1, . . . tk))) = σ
U
n (Γ, t
′
1, . . . t
′
k),
where t′i = U(ft
ni(epi(ti))), . . . U(epi(ti)), ti.
We add all axioms of T to U(T) and, for every axiom ϕ
V
ψ of T, we add the
following axiom:
U(ϕ) ∧
∧
x∈V
ξx
U(V )
U(ψ),
where U(R(t1, . . . tk)) equals to R(t1, . . . tk), U(t1 = t2) equals to U(ep(t1)) =
U(ep(t2)) ∧ t1 = t2, and ξx equals to (ep(x) = El(x
0)) ∧
∧
1≤j≤n ft(El(x
j−1)) =
El(xj).
Finally, let us show that U is a functor. Let f : T → T′ be a morphism of
algebraic dependent type theories. Then U(f) is defined in the obvious way on U ,
El and symbols from T. Define U(f)(σU (. . . , xnii , . . . x
0
i , xi . . .)) as
U(ep(f(σ(x1, . . . xk))))|∧
1≤i≤k ξxk
.
It is easy to see that U(f) is a morphism of contextual theories and that U preserves
identity morphisms and compositions. Thus, U is a functor.
Example 5.8. There is a natural map T→ U(T). We define Uω(T) as the colimit
of the following sequence:
T→ U(T)→ U2(T)→ . . .
Then Uω(T) is the theory with a hierarchy of universes closed under constructions
of T.
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