We derive algebraic tests for the suboptimality of some parameter in the H 1 -optimization problem by state-feedback where the nite zero structure of the plant is not restricted. As an application of these characterizations, we present a quadratically convergent algorithm for the computation of the optimal value. The suboptimality tests are based on new solvability criteria for general algebraic Riccati inequalities which are of independent interest.
Introduction
In the seminal papers 15, 10, 11, 28] , suboptimality tests for the state-feedback H 1 -problem were derived by making essential use of the Bounded Real Lemma 2] . These characterizations are formulated in terms of the solvability of an algebraic Riccati equation (ARE) which contains some perturbation parameter > 0. For the so-called regular problem (in the terminology of 23]), this -parametrized Riccati equation could be viewed as an unperturbed strict algebraic Riccati inequality (ARI) . If the plant has, in addition, no zeros on the imaginary axis one can come back to an unperturbed Riccati equation 3, 24] whose solvability can be checked algebraically. The ARE-based suboptimality tests allow to nd qudratically convergent algorithms for computing the optimal value 18]. If considering the singular problem for a plant without zeros on the imaginary axis, the perturbation technique can be avoided as well. One has to replace the Riccati equation by a quadratic matrix inequality as it is known in the theory of singular LQ problems 23]. In fact, the suboptimality criteria boil down to the solvability of a certain reduced order Riccati equation which implies that the computational algorithms of 18] are again applicable. We provide in this paper an algebraic solvability test for general strict Riccati inequalities. This leads directly to a characterization of suboptimality for the regular H 1 -problem without the need to apply any perturbation technique. In a subsequent paper we show how these results may be generalized to a solution of the H 1 -problem by output measurement 19] .
supported by Deutscher Akademischer Austauschdienst The paper is structured as follows. In Section 2, we give a precise formulation of the regular H 1 -optimization problem by state-feedback and point out the relation of suboptimality with algebraic Riccati inequalities (Theorem 1). We brie y explain the above described perturbation methods and the di culties caused by plant zeros on the imaginary axis. The self-contained Section 3 is the core of our whole approach. It contains the derivation of new algebraic conditions which are equivalent to the solvability of a strict algebraic Riccati inequality with a symmetric or a positive de nite matrix (Theorems 3 and 6). The parameter matrices which de ne the ARI are in no way restricted. Section 4 consists of the translation of these criteria to the H 1 -problem.
Though this is just a task of matching matrices, we discuss explicitly the in uence of the plant zeros on the H 1 -optimal value and on the design of suboptimal feedbacks. The last Section 5 is devoted to propose an algorithm for the computation of the optimal value. Moreover, we investigate the possibility to compute the optimal value by solving certain Hermitian eigenvalue problems.
Notation
We denote by N the nonnegative integers, by R and C the real and complex numbers where C is partitioned in the usual way as C ? C 0 C + , the open left half-plane, the imaginary axis and the open right half-plane respectively. The spaces R n , C n are equipped with the usual Euclidean norm and R n m , C n m with the induced operator norm where all these norms are denoted by k:k. Any matrix and any subspace appearing in this paper is considered to be real if not stated otherwise. In general, the dimensions of (sub)matrices are suppressed and a block in a partitioned matrix which is of no interest is denoted as` '. Moreover, we use the notation AjI for the restriction of A 2 R n n to any A-invariant subspace I. For the subset of symmetric matrices in R n n we use the symbol S n . X > Y (X Y ) means that X and Y are symmetric and X ? Y is positive (semi)de nite. If S is any subset of S n , S ? is called a (strict) lower bound if S ? S (S ? < S) holds for all S 2 S. If there exists one (strict) lower bound, there are obviously in nitely many. An important concept is to pick out close' (strict) lower bounds: S ? is called a (strict) lower limit point of S if S ? is a (strict) lower bound of S and if there exists a sequence S j 2 S n with S j ! S ? for j ! 1. Obviously, there is at at most one lower limit point and at most one strict lower limit point of S. A matrix S 2 S n is called positive (negative) on the complex set of vectors M C n if x Sx > 0 (x Sx < 0) holds for all x 2 M n f0g. 
H 1 -Optimization and Riccati Inequalities
The system is described by _ x = Ax + Bu + Gd; x(0) = 0; z = Hx + Eu (1) where x 2 R n is the state, u 2 R m the control, d 2 R the external disturbance and z 2 R k the controlled output, and the real matrices A, B, G, H, E are of compatible size.
The H 1 -problem by static state-feedback consists of minimizing k(H+EF)(sI?A?BF) ?1 Gk 1 over all feedback matrices F such that A + BF is stable. Obviously, (A ? sI B) must be stabilizable. In this paper, we only treat the regular problem and hence we assume in addition that E has maximal column. We can then perform the preliminary feedback u = Fx + v with F := ?(E T E) ?1 E T H in order to achieve E T (H + EF) = 0. The subsequent input coordinate change v = (E T E) ?1=2 u shows that we can start (just in order to simplify the formulae) without restriction with the following requirements:
A ? sI B is stabilizable and E T H E = 0 I : (2) Apart from Section 3, these are the standing assumptions throughout the whole paper.
For any F of correct size, we introduce the notation
under the usual conventions 1=0 = 1, 1=1 = 0. The feedback matrix F is called stabilizing if A + BF is stable. We study in this paper the H 1 -optimization problem = supf (F) j F is stabilizingg: By stabilizability of (A ? sI B), is positive but could be in nite. The rst step consists of giving algebraic characterizations for some real parameter to be suboptimal in the sense of < . If is actually suboptimal, we discuss the construction of stabilizing feedbacks F with < (F). Based on the suboptimality critera, we nally give a fast procedure to compute .
The following suboptimality characterization is easily extracted from 10, 11, 28, 18] and is contained in 19] as a special case of a fundamental result for the possibly singular problem.
Theorem 1
Fix any > 0. Then is suboptimal i there exists some P > 0 with A T P + PA + P( GG T ? BB T )P + H T H < 0:
If P > 0 satis es (3), then F := ?B T P is -suboptimal in the sense of < (F). Though this perturbation approach has obvious disadvantages, it provides the starting point for our derivation of direct solvability tests for general strict algebraic Riccati inequalities.
Solvability Criteria for a Strict Algebraic Riccati Inequality
We derive in this section checkable conditions for the solvability of the Riccati inequality A T X + XA ? XBB T X + Q > 0 (8) with some real symmetric or even positive de nite X. Here, the data matrices A 2 R n n , B 2 R n m and Q 2 S n are completely arbitrary; in particular, we do not assume that (A ? sI B) is controllable or stabilizable. In order to avoid confusion, we stress that all the objects introduced in this section are only used here and are independent of those in the rest of the paper.
We decided to investigate this type of ARI instead of the one appearing in H 1 -theory since our results are somewhat more natural and easier to formulate with respect to the data A, B, Q and since it is more convenient to compare them with those in the literature. In particular, we refer the reader to 5] where the most general solvability test for the strict Riccati inequalities appears: If (A ? sI B) has no uncontrollable modes on the imaginary axis, the ARI (8) has a solution X 2 S n i the Hamiltonian (9) has no eigenvalues in C 0 . In this generality, the existence of positive de nite solutions has not been characterized up to now.
For notational simplicity, let us introduce the Riccati map R : S n ! S n by X ! R(X) := A T X + XA ? XBB T X + Q: (9) has no eigenvalues on the imaginary axis.
Suppose that one of these conditions holds true. Then the solution X + in (b) is unique. This so-called stabilizing solution X + has the maximality properties X 2 S n : R(X) 0 ) X X + and R(X) > 0 ) X < X + : Furthermore, there exists a sequence X j 2 S n with R(X j ) > 0 that converges to X + for j ! 1.
Proof
For a proof of the equivalences we refer to 5, 6, 7, 16] and stress that there is no need to use (advanced) techniques from symplectic algebra. The statements about the uniqueness and the maximality of X + are combinations of results from 7, 16] and 26]. One has to note that R(X) > 0 implies X + X. Therefore, x T (X + ? X)x = 0 yields X + x = Xx, i.e., x T R(X + )x = x T R(X)x which leads to x = 0. We should, however, prove in more detail that X + can be approximated by solutions of the strict Riccati inequality. In case that the Hamiltonian (9) : Though these formulas look complicated, they exhibit the dependence of the blocks of R S (X) on those of X. It will turn out to be of great importance that R 1 (X) only depends on X 1 and R 12 (X) only on X 1 and X 12 . Furthermore, varying X 3 only changes the block R 3 (X) in R S (X). Now we are ready to formulate the main result of this paper. If Y 1 exists, it is unique and easily determined by computing a basis of the stable eigenspace of this Hamiltonian. Then the Sylvester equation (12) has a unique solution Y 12 . Since A 2 is real, we propose to test (13) in the following way: For any i! 2 (A 2 ) with Re(!) 0, we compute a complex matrix E whose columns form a basis of the complex subspace fx 2 C n 2 j (A 2 ?i!I)x = 0g (A 2 2 R n 2 n 2 ) and look whether E Q 2 + F A T X + XA + Q > 0 in the case that A has only eigenvalues in C 0 . This is in itself an interesting and (to our knowledge) new result. We do not only characterize the existence of solutions but show that they can even be chosen to be arbitrarily large. The key idea for the proof is to perturb the Lyapunov inequality and to investigate the resulting parametrized ARE for a controllable system, for which a well-established theory exists.
Theorem 4
Suppose the matrix A 2 R n n has only eigenvalues on the imaginary axis. 
We show that this ARE has a solution X 2 S n for some > 0. This implies A T X + XA + Q = I + 2 X 2 > 0, i.e., X solves the Lyapunov inequality as desired. Since (A ? sI I) is controllable for > 0, there is a real symmetric solution of (15) Suppose that this statement is not true. Then we can construct sequences ! j 2 F and x j 2 C n with kx j k = 1 such that x j (i! j I ? A) (i! j I ? A)x j < ? 1 n x j Q x j (16) holds for all j 2 N. By boundedness, it is possible to extract a subsequence such that x j l converges to some x 1 6 = 0 and ! j l to a ! 1 2 ?! 0 ; ! 0 ] for l ! 1. From (16) we deduce (i! j l I ? A)x j l ! 0 for l ! 1 since x j l Q x j l is bounded. This shows (i! 1 I ? A)x 1 = 0 and, therefore, x 1 is an eigenvector of A. The inequality (16), however, yields x j l Q x j l 0 and thus x 1 Q x 1 0, a contradiction to (14) .
Proof of (b) Proof of necessity in Theorem 3 Suppose that X 2 S n satis es R S (X) > 0. For j = 0, we deduce P( )x 0 ! 0. Suppose now that P( )x j?1 ! 0. Then we conclude from x j P( )x j?1 ! 0 and x j?1 P( )x j ! 0 with the help of this inequality P( )x j ! 0. By induction, this property thus holds for all j = 0; : : : ; l. Since A 2 has only eigenvalues in C 0 and the Jordan chain was arbitrary, we conclude P( ) ! 0 for ! 0.
The equation (22) X blockwise where we exploit the above described particular structure of the Riccati map. We select some X 1 with R 1 (X) > 0 for any real symmetric X that has X 1 as its (1,1)-block. X 1 is chosen near Y 1 such that it is possible to nd X 12 and X 2 with R 12 (X) = 0 and R 2 (X) > 0. For the special blocks X 13 = 0 and X 23 = 0, we can nd a large X 3 in order to make R 3 (X) arbitrarily large. Since only R 3 (X) is in uenced by X 3 , we can force R S (X) to be positive de nite. If Y 1 is positive de nite, X 1 can be chosen to be positive de nite and if X 2 and X 3 are large enough, X itself becomes positive de nite. For later use, we construct a whole sequence X(j) of solutions.
Proof of su ciency in Theorem 3
According to Theorem 2, there exists a sequence X 1 (j) which converges to Y 1 for j ! 1 and which satis es A T 1 X 1 (j) + X 1 (j)A 1 ? X 1 (j)B 1 B 
for all j j 0 . Now de ne
with some still unspeci ed sequence X 3 (j). We obtain
By construction, R 1 (X(j)) and R 2 (X(j)) are positive de nite. Since X 3 (j) only in uences the (3,3) block and since ?A T 3 is stable, R 3 (X(j)) reaches any symmetric matrix if varying X 3 (j) in the symmetric matrices, without changing the other blocks of R S (X(j)). In particular, we can nd for any j j 0 a symmetric X 3 (j) such that R S (X(j)) is positive de nite. This already proves the su ciency part of (a).
It is even possible to de ne a sequence X 3 (j) with R S (X(j)) > 0 and R 3 (X(j)) > Q 3 (25) which shows in particular that X 3 (j) is positive de nite. If we recall (24) and the fact that X 1 (j), X 12 (j) converge, X(j) is positive de nite for all large j (Lemma 14) . Until now, the results were given with respect to the transformed data A S , B S and Q S . We want to propose a possibility to reformulate them in a way which is invariant under the transformation (A; B; Q) ! (A S ; B S ; Q S ). First we characterize the existence of Y 2 S n such that (11) and (12) If these conditions hold for one Z 2 T then they are valid for all the other elements of Z 2 T .
Let us nally take a closer look on the solution set X := fX 2 S n j X > 0; R(X) > 0g (26) if it is nonempty. If (A ? sI B) is stabilizable, X has a strict upper bound X + > 0 which is, in addition, a limit point of X (Theorem 2). We can extract from the proof of Theorem 3 that X has in general no upper bound. Instead, we could try to nd lower bounds of X ?1 . If (A?sI B) is stabilizable, P := X ?1 + is in fact a strict lower limit point of X ?1 (Theorem 2) and satis es AP +PA T ?BB T +PQP = 0 with (A+PQ) C + . This important result can be generalized without any assumption on (A ? sI B).
Theorem 7
If X is not empty, it has the strict lower limit point 
Proof
It is obviously enough to prove these results for S = I. We already saw during the proof of the necessity part of Theorem 3 that R S (X) > 0 implies X 1 < Y 1 and Lemma 14 shows P < X ?1 .
In the su ciency part, we constructed X(j) which is positive de nite and satis es R(X(j)) > 0 for all large j. Moreover, we infer from (24) X 2 (j) ?1 ! 0 and from (25) X 3 (j) ?1 ! 0 for j ! 1. Since X 1 (j) ?1 converges to Y ?1 1 and X 12 (j) is bounded for j ! 1, we conclude X(j) ?1 ! P for j ! 1 by Lemma 14. The other properties of P are obvious.
Remark
Suppose that T is positive on V ? (A ? sI B) which is weaker that X 6 = ;. Since only the blocks Y 1 > 0 and Y 12 are xed in the above given explicit description of T , this set contains positive de nite elements and P as de ned by (27) is a lower limit point of fZ 2 T j Z > 0g: Moreover, P still has all the properties as listed in Theorem 7. It can be shown that P is in fact the minimal under all matrices X 2 S n which satisfy AX Moreover, we denote the set of eigenvalues of A 2 with nonnegative real part as fi! 1 ; : : : ; i! l g and choose, for any j 2 f1; : : : ; lg, complex matrices E j whose columns form a basis of the eigenspace fx 2 C n 2 j (A T 2 ? i! j I)x = 0g (where n 2 is the dimension of A 2 ).
We immediately arrive at the following central result of our paper which is, in fact, just a corollary to Theorem 3.
Theorem 8
Suppose > 0. Then is suboptimal i there exist matrices X( ) and Y ( ) with
for all j 2 f1; : : : ; lg.
From the discussion in Section 3 it is clear how to check all these conditions in an algebraic way. We stress again that X( ) and Y ( ) are, if existent, uniquely determined which justi es to consider them as functions of . In order to determine the optimal value , one has to nd out when one of these conditions fails to hold. It is a central observation that the solution X( ) of the parameter dependent ARE (28) 
plus two linear equations for X o+ ( ) and X + ( ). The existence of (the unique) X o ( ) with (34) and (35) is equivalent to the existence of X( ), i.e., to < max . If > 0 is suboptimal, X o ( ) exists and is positive de nite. This part of the conditions is not related to the zeros of S(s) but is in fact due to H 6 = 0 and the resulting observable part' of S(s).
If the plant has C + -zeros, the linear equations which determine X o+ ( ) and X + ( ) always have unique solutions for < max . The additional condition caused by these zeros, however, is not just X + ( ) > 0 but the correct restriction is coupled to X o ( ) via X o+ ( ): X( ) > 0. This is di erent for the C 0 -zeros of S(s). Let 
Therefore, only X o ( ) directly in uences the right-hand side of (32), which is in particular not a ected by the C + -zero structure! Moreover, (32) is not again coupled to X o ( ).
The C ? -zeros do not in uence the optimal value at all.
We stress that G o 1 
We extract the existence of a sequence P j in (36) with P j ! P( ) for j ! 1. If S(s) has no C 0 -zeros, the suboptimality of > 0 is characterized by the existence of X( ) with (28) , (29) and (30). This is equivalent to the existence of P 0 with A T P + PA + P( GG T ? BB T )P + H T H = 0 and (A + GG T P ? BB T P) C ? since P, if it exists, is unique and coincides with P( ). Then F 1 = ?B T P is stabilizing and still satis es < (F 
Computation of the Optimal Value
We use all the objects de ned in Section 4 and introduce for j 2 f1; : : : ; lg in addition the Hermitian valued analytic functions
on (?1; max ).
For the computation of , it remains to determine the critical parameter neg = supf < max j F( ) > 0g. In order to apply the general algorithm in 18, Section 7], we have to prove F 0 ( ) 0, F 00 ( ) 0 and F(0) > 0. The last inequality is trivial since = 0 is suboptimal. The other two properties are indeed veri able. Since the proof is nontrivial and allows to extract an explicit formula for the derivative F 0 (:), we present it in detail.
Theorem 11
The 
(40) leads to the formula for L( )E j . Now one computes by explicit di erentiation of F j (:) and exploiting (41)
After an obvious completion of the squares, we infer
The equation (38) leads to the considerable simpli cation
which is the formula for F 0 j ( ) we have to prove and which shows F 0 j ( ) 0.
The second derivative of F j (:) is given by F 00
We infer from (42)
Again a completion of the squares and the equation (39) Literally the same result holds for the function ! blockdiag(X( ); F 1 ( ); : : : ; F l ( )) on (0; max ) which allows to directly compute instead of determining neg and pos separately. Finally we show how to characterize that the critical parameters are in nite, interestingly enough just by simple algebraic inclusions. Moreover, we stress the important consequences of max = 1 for the computation of . We recall from 18] that max is in nite i X(:) is a ne and then the parameter pos can be determined by solving a symmetric eigenvalue problem. In the same sense, the computation of neg reduces to the solution of a Hermitian eigenvalue problem. In case of max = 1 and neg < 1, neg is the unique value for which F(0) ? blockdiag(E 1 (G 2 G T i! j = f0g leads to G T 2 E j = 0 for all j 2 f1; : : : ; lg. In case of max = 1, this result displays in a very nice way both qualitatively and quantitatively which parts of and how G in uences neg and thus restricts the optimal value . For the still simpler situation H = 0, we obtain F(0) = blockdiag(E 1 B 2 B T 2 E 1 E l B 2 B T 2 E l ) and there is no need to solve any ARE. A referee draw our attention to the unpublished paper 8] which contains suboptimality tests for the one-block H 1 -problem by output measurement without restrictions on C 0 f1g-zeros. The results of 8] are applicable to our problem i H vanishes and then they boil down to X( ) > 0 and F( ) > 0, though both the formulation as well as the derivation (in the frequency domain) are completely di erent from ours. Even for H 6 = 0 and max = 1, Theorem 13 extends the results of 8] but the real di culties, of course, arise for max < 1.
