Abstract. Kyoji Saito defined a residue map from the logarithmic 1-forms along a complex analytic hypersurface to the meromorphic functions on the hypersurface. He studied the condition that the image of this map coincides with the weakly holomorphic functions, that is, with the functions on the normalization. It turned out that this condition is equivalent to the hypersurface being normal crossing in codimension one.
Introduction
Saito [Sai80] introduced the complex of logarithmic differential forms along a reduced hypersurface D is a smooth complex manifold S by and that, if D is a plane curve, equality holds exactly if D is normal crossing. Generalizing this result, Granger and the author [GS11] showed that equality in (0.5) characterizes hypersurfaces that are normal crossing in codimension one. We shall therefore refer to the equality in (0.5) as Saito's normal crossing condition.
In §1, we review Kersken's description of regular differential forms. We relate it to Aleksandrov's multilogarithmic residue map and reprove results from [Ale12] . In §2, we suggest a generalized normal crossing condition based on regular differential forms that does not require a generalization of logarithmic differential forms. In §3 and §4, we study this normal crossing condition for curve and Gorenstein singularities and give a similar geometric interpretation as in the hypersurface case.
Regular and logarithmic differential forms
Fix an algebraically closed valued field k of characteristic 0. Let A be an rdimensional analytic k-algebra. As such it is a finite product of local analytic k-algebras (see [SS72, §2] ). Pick a finite k-algebra homomorphism (1.1) R → A of codimension m := n − r where R = k x 1 , . . . , x n the regular ring of convergent power series. We denote by Ω A = Ω A/k the universally finite differential algebra of A over k (see [Kun86, §11] ). Let C(A) be the Cousin complex of A with respect to A-active sequences (see [Ker83b, §2] ), and set C Ω (A) := C(A) ⊗ A Ω A . Then the residue complex, defined as
is independent of the choice of (1.1) (see [Ker83a, (3.8)] ). By definition (see [Ker83a, p.442] ), its 0th cohomology is the complex of regular differential forms (1.2) ω A := H 0 (D Ω (A)).
As C(R) is an injective resolution of R, it follows that (see [Ker83a, §6] ) Assume now that R ։ A in (1.1) is a presentation with kernel a. Then Ω R ։ Ω A is a presentation with kernel aΩ R + da ∧ Ω R and hence
Elements of the latter can be represented by residue symbols (see [Ker83b, §2] ), which are by definition elements of the image of a map
where f 1 , . . . , f q , g is an R-sequence. Injectivity of this map follows from [Ker83b, (2.6)] and Wiebe's Theorem [Kun86, E.21] as the Ω p R are free R-modules. Applying the differential δ of C Ω (R) (see [Ker83b, (2.5 )]) to z we obtain
Thus, z ∈ ker δ means that ξ/g can be replaced by ξ in (1.6). As the kernel of Ω R ։ Ω A is generated by a and da, we deduce (see [Ker84, (1. 2)]) from (1.2) that
which is an isomorphism at regular points of Spec A (see [Ker83a, (5.7. 3)]). Let A be reduced and equidimensional with total ring of fractions L := Q(A). Then, in particular,
is an isomorphism and ω A can be identified with its preimage (1.10)
We shall (ab)use the same symbol c A = γ A (1) to denote the induced trace map
Assume now that a is radical and generated by an R-sequence h 1 , . . . , h m . Then
The following objects where introduced by Saito (see [Sai80, §1] ) and AleksandrovTsikh (see [AT01, Def. 1.1]), respectively. Definition 1.1. Set h := h 1 · · · h m and h := h 1 , . . . , h m . Then the logarithmic differential forms along h and the multilogarithmic differential forms along h are defined respectively by
(1) The equality in Definition 1.1 can be seen as follows: For ω ∈ Ω R (log h ), we have
As a consequence we obtain Ω R (log h ) ⊆ Ω R (log h) with equality for m = 1 and
h Ω R for all j = 1, . . . , m and hence ω i ∈ Ω(log h/h i ) for i = 1, . . . , m. We conclude that
This is stated in [Ale12, Thm. 2] where the proof for m = 2 is given.
The following result generalizes (0.4) and explains Aleksandrov [Ale12, Thm. 1] in a simplified way (see Corollary 1.4). Proposition 1.3. There is a cartesian diagram with exact rows
where ρ h is the canonical map
Proof. 
Thus, the map ρ h is surjective. The kernel of ρ h is obtained using the injectivity of the map (1.5). The left cartesian diagram in (1.14) is due to (1.13).
By the isomorphism (1.9), for any z ∈ ω A as in Proposition 1.3 there is a non-zero divisor g ∈ A and an η ∈ Ω R such that
Corollary 1.4. For any ω ∈ Ω R (log h) there is a g ∈ R inducing a non-zero divisor in A, an η ∈ Ω R , and η i ∈ hi h Ω R for i = 1, . . . , m, such that
h Ω R admitting a representation (1.16) lies in Ω R (log h) or Ω R (log h ), respectively. Remark 1.5.
(1) For m = 1 the upper and lower sequences in (1.14) coincide by Definition 1. 
Saito's normal crossing condition
From now on, we assume that k is complete or trivially 2 valued and that A is reduced and equidimensional. Then A is an excellent Henselian ring (see [Kie69] and [GR71, I. §5.6]). In particular, its normalization We assume that (1.1) is a Noether normalization. By finiteness of (2.1), it can be used in the construction of both ω A and ωÃ.
Proposition 2.1. There is a natural inclusion
Proof. The inclusion (2.1) has torsion cokernel, so applying
due to (1.4) with p = r and m = 0. Consider now the short exact sequence (see [Kun86, Prop. 11 .17]) are torsion for p = 1. As p is right exact and commutes with base change, the same holds for any p. Then (2.3) yields the upper inclusion and the torsion freeness of ω rÃ the lower inclusion in the following diagram
By [SS72, (4.1).(3)], Ω
which proves the claim.
Kersken [Ker84, p.6] states that ω A is reflexive for normal A; we give a proof.
Proof. Let q ∈ Spec A. If dim A q ≤ 1 then A q is regular by hypothesis, and hence (1.11) localized at q is an isomorphism by [Ker83a, (5.7)]. Thus, ω A,q is free, and hence reflexive, in this case. Otherwise, we may assume that A is local and that (1.1) is surjective. Let p ∈ Spec R the preimage of q. Since R is Cohen-Macaulay and A is equidimensional of codimension m, there is an
Using (1.4), Ω Proof. Consider the short exact sequence
arising from (1.11). Normality ofÃ means that A satisfies Serre's conditions (R 1 ) and (S 2 ). By (R 1 ) and [Ker83a, (5.7)], C has support in codimension at least 2. Let q ∈ SpecÃ with dim A q ≥ 2. By (S 2 ), Proposition 2. In the hypersurface case, the inclusion in Proposition 2.1 corresponds to (0.5) using Corollary (2.3). Saito's normal crossing condition can therefore be generalized as follows. Proof. Following the strategy of proof of Corollary 2.3, consider the short exact sequence
arising from Proposition 2.1. As C is torsion, it suffices to show that there are no q ∈ Ass C with dim A q ≥ 2. This follows from (2.6) and the Depth Lemma (see [BH93, Prop. 1.2.9]).
The following proposition plays the role of the inclusion
Let p 1 , . . . , p s be the associated primes of A and set A i := A/p i . By reducedness of A, these are minimal and
i =Ã whereÃ i := A i . With A i alsoÃ i is a local domain with residue field k since k =k. For any subset I ⊆ {1, . . . , s}, set
In particular, SNC passes from A to any A I .
The proof of Proposition 2.6 makes use of the following two lemmas. Lemma 2.8. The natural surjection (2.10)
has a torsion kernel.
Proof. The claim is trivial for p = 0. It suffices to show that tensoring the maps in (2.10) with L gives an isomorphism. As p is right-exact and commutes with base change, it suffices to consider the case p = 1. By [Kun86, Cor. 11.10], we have an exact sequence (2.11)
Therefore, tensoring (2.11) with A pi shows that (2.10) for p = 1 is an isomorphism when localized at p i . Then the claim follows from (2.7).
Proof of Proposition 2.6. By (1.4), Hom-tensor-adjunction, Lemmas 2.8 and 2.7,
using that the natural map In the following sections, we shall study the geometric meaning of SNC in the case of analytic singularities covering curves and the Gorenstein case.
Curve singularities
In this section, A is a reduced analytic (or algebroid) curve singularity. Keeping all hypotheses of Section 2, we assume in addition that r = dim A = 1. By Serre's normality criterion,Ã i is regular and hencẽ
in (2.8) (see [dJP00, Cor. 4.4.10]). We denote by e i the idempotents inÃ. The conductor of (2.1) and the δ-invariant of A are defined by
Saito's normal crossing condition for curves can be characterized numerically. Our goal is to show that the only curve singularities satisfying SNC are plane normal crossing. For convenience we extend this notion as follows.
Definition 3.2. We call a singularity normal crossing if it is a reduced equidimensional union of coordinate subspaces.
Remark 3.3. The classical case of a reduced normal crossing divisor is the case of embedding codimension one. We will be concerned only with the special case of a union of coordinate axes times a smooth space.
We will first investigate the Gorenstein property of normal crossing curves. By [KW84, Lem. 3.2], the canonical modules ofÃ and A are related by Proof. Let A be a singular normal crossing curve. Then one can choose coordinates x i = t i e i , i = 1, . . . , s = n. In particular, A is graded. Obviously,
In particular,Ã ⊆ m
A /A) can be computed in degree 0 and equals n − 1. The claim then follows from Lemma 3.4.
We now give an explicit characterization of SNC. 
By the diagram (3.5), SNC is now equivalent to condition (2) and Ω
this is a torsion module andÃ is regular of (global) dimension 1. This latter condition means thatÃ/A is unramified. By definition, this implies that m AÃi = mÃ i = t i and hence m Ai = t i which is condition (1). The remaining claims follow from from ω 1 A ∼ = A if A is Gorenstein and the existence of a χ ∈ Der(A) such that χ(A) = m A if A is quasihomogeneous (see [KR77] for the converse).
Example 3.7.
(1) By Propositions 3.5 and 3.6, plane normal crossing curves satisfy SNC. is the zero map.
(2) If A is Gorenstein, Proposition 2.6 can be proved based on Proposition 3.6: It suffices to consider condition (2) in Proposition 3.6. Via the projection π I : A ։ A I , any δ I ∈ Der(A I ) lifts to a δ ∈ Der(A) preserving a I . Then (2.8) gives a commutative diagramÃπ
O O For x I ∈ A I , pick x ∈ A with π I (x) = x I . Assuming δ(x) ∈ CÃ /A , we compute
and hence also δ I (x I ) ∈ CÃ I /AI . This shows that condition (2) in Proposition 3.6 descends from A to A I for any I ⊆ {1, . . . , s}.
We now examine the case of non-Gorenstein normal crossing curves.
Lemma 3.9. A normal crossing curve must be plane in order to satisfy condition (2) of Proposition 3.6.
Proof. We consider a non-plane normal crossing curve and choose coordinates as in the proof of Proposition 3.5. The canonical module ω We illustrate our point of view by revisiting the two examples that are part of the proof of the main theorem in [GS11] .
Example 3.10.
(1) In [GS11, Ex. 3.2. (2)], A is a plane curve defined by a = x 2 (x 2 − x p 1 ) , p ≥ 1. Then the normalization is given by x 1 = (t 1 , t 2 ), x 2 = (t p 1 , 0) and
Thus, SNC holds exactly if p = 1 as shown in loc. cit. by a different argument due to Saito.
(2) In [GS11, Ex. 3.2.(3)], A is the simple 2-arrangement defined by a = x 1 x 2 (x 1 − x 2 ) . Then the normalization is given by x 1 = (t 1 , 0, t 3 ), x 2 = (0, t 2 , t 3 ) and
Thus, SNC does not hold as shown in loc. cit. by a different argument due to Saito.
A generalization of Example 3.10 appears in the proof of the following Lemma 3.11. Let A be a non-normal crossing curve with exactly s smooth branches, each s − 1 of which are normal crossing. Then A is Gorenstein, quasihomogeneous, and embeddable in s-space.
Proof. By hypothesis n ≥ s − 1 and by an elimination argument, we may assume that
where the u i , v i , and w i are units. If n ≥ s, we may assume that p = p s is minimal and change t s to absorb w s . We change the x i , i = 1, . . . , s − 1, to eliminate the v i , and the t i , i = 1, . . . , s − 1, to eliminate the u i . Then we can eliminate all x i with i = s + 1, . . . , n using products x k i x s , with i < s and k ≥ 1, and assume that n ≤ s. Now we are reduced to the following two cases generalizing Example 3.10:
Both are quasihomogeneous and embedded in s-space. In (3.7), p ≥ 2 as otherwise redefining x i = t i e i shows that A is a normal crossing curve. For n ≥ 3 and p ≥ 2, (3.7) reduces to (3.8) since
. The case n = 2 of (3.8) is covered by Example 3.10.(1). Finally, it suffices to consider (3.8) which is Gorenstein by Lemma 3.13 below.
Remark 3.12. Geometrically, the curve in (3.8) is the union of coordinate axes and the corresponding diagonal. From Proposition 2.6, Example 3.7, Lemmas 3.9 and 3.11 we deduce Proposition 3.14. A curve singularity satisfies Saito's normal crossing condition (see Definition 2.4) if and only if it is plane normal crossing.
In order to consider analytic spaces, k needs to be non-discretely valued; for simplicity we assume that k = C. Let X be a complex analytic space. Then the objects from §1 sheafify (see [Bar78] and also [Ker83b, §4] ). This yields a complex of O X -coherent sheaves and Ω X -module ω X and a trace map c X : Ω X → ω X as in (1.11). Taking stalks at x ∈ X leads to the the objects of §1 for A = O X,x .
Definition 3.15. Let X be a complex analytic space with normalization π :X → X. We say that Saito's normal crossing condition (SNC) holds
(1) at x ∈ X if SNC (see Definition 2.4) holds for A = O X,x , (2) for X if the inclusion π * ω 0 X ֒→ ω 0 X is an equality (see [Bar78, p.195 
, Ex. i)]).
Remark 3.16. SNC holds for a complex analytic space X if it holds for all x ∈ X. By coherence, SNC is an open condition. Thus, it holds for a complex analytic singularity (X, x) (that is, for a suitable representative of the germ) if and only if it holds for O X,x . Now the preceding results apply to X in codimension one, first under the hypothesis that the local irreducible components are smooth. In §4, this hypothesis will be deduced from a generalized freeness condition.
Proposition 3.17. Let X be a reduced equidimensional complex analytic singularity with smooth local irreducible components in codimension one that satisfies SNC. Then X is a normal crossing divisor in codimension one.
Proof. We may assume that the reduced singular locus Z := (Sing X) red of X is smooth of codimension one. Denote by X i the irreducible components of X and assume that X 1 ∪ · · · ∪ X s−1 , 1 ≤ s ≤ m + 1, is already normal crossing. We can choose coordinates such that
Assume that X s contains the generic point of Z. Then, by the implicit function theorem, there is a j ∈ {1, . . . , m + 1} such that
with u i (0, x m+2 , . . . , x n ) = 0. At a generic point of Z, the latter and hence also the u i are then units. Multiplying each x i by u −1 i for i = 1, . . . , m + 1 results in u i = 1 leaving the defining equations of X 1 , . . . , X s−1 unchanged. Then the defining equations of X 1 , . . . , X s are independent of x m+2 , . . . , x n . This means that
is analytically trivial along Z at generic points of Z. Moreover, X ′ satisfies SNC by Proposition 2.6. Thus, SNC holds for the curve X ′ ∩ {x m+2 = · · · = x n = 0} in the transversal slice {x m+2 = · · · = x n = 0}. By Proposition 3.14, X ′ must then be normal crossing and s ≤ 2.
Remark 3.18. The main problem in the proof of Saito's conjecture in [GS11] was that there are free divisors like D = {xy(x+y)(x+xz) = 0} that are not analytically trivial along the codimension-one part of their singular locus. One does not meet this problem in the proof of Proposition 3.17 as already 3 of the 4 irreducible components of D do not satisfy SNC.
Gorenstein singularities
In this section, we apply our results from the curve case in codimension one, generalizing [GS11] . Keeping all hypotheses of Section 2, we assume in addition that A is Gorenstein. In particular, the following will apply to complete intersections.
We denote the dualizing functor on maximal Cohen-Macaulay modules by − ∨ := Hom A (−, ω A if A is a complete intersection. Proof. Using (1.10) and (4.1), Combining Propositions 2.5, 3.17, and 4.6, we finally achieve the following generalization of [GS11, Thm. 1.2].
Theorem 4.7. Let X be a reduced complex analytic singularity which is free and Gorenstein in codimension one. Then X satisfies Saito's normal crossing condition (see Definition 3.15) if and only if X is a normal crossing divisor in codimension one. 
Splayed divisors

