In this paper, the Taylor expansion approach is developed for initial value problems for nonlinear integro-differential equations. This method transformed nonlinear integro-differential equation to a matrix equation which corresponds to a system of nonlinear equations with unknown coefficients. Results of approximate solution to test problems are demonstrated.
Introduction
Modeling and analysis of physical phenomena in applied sciences often generates nonlinear mathematical problems. Nonlinearity may be an inner feature of the model, i.e., evolution equations with nonlinear terms, or of the problem, i.e., nonlinear boundary conditions. The interplay between applied sciences and mathematics then leads to the development of initial and/or boundary value problems for nonlinear partial differential or integral or integrodifferential equations modeling real physical systems. The theory and application of integral and integro-differential equations is an important subject within applied mathematics. Integral and integro-differential equations are used as mathematical models for many and varied physical situations, and also occur as reformulations of other mathematical problems. Since many physical problems are modeled by integral and integro-differential equations, the numerical solutions of such equations have been highly studied by many authors. In recent years, numerous works have been focusing on the development of more advanced and efficient methods for integro-differential equations such as Wavelet-Galerkin method [1] , Lagrange interpolation method [2] and Tau method [3] and semi analytical-numerical techniques such as Adomian's decomposition method [4] . However, none of them propose a methodical way to solve these equations. Moreover, previous studies require more effort to achieve the results, they are not accurate and usually they are developed for special types of integro-differential equations.
The problems under consideration are nonlinear integro-differential equations of Fredholm and Volterra types in the forms
and
where a, b are constants, f (x), K(x, t, y) are known functions and y(x) is a solution to be determined. Actually few theoretical methods in some several cases for this equations are known. Detailed descriptions and analyzes of these methods may be found in [5] and references therein. Here, we will consider the special case of this equations, when the form of nonlinearity is: K(x, t, y) = K(x, t)g(t, y(t)). In this equations without loss of generality, we assume that a = 0. It will be come clear that following analysis can be readily extended to every a ∈ R. So, by this assumption we will consider the following nonlinear integro-differential equations
with initial condition y(0) = y 0 . The object of the present article is to present developments of the operational approach of the Taylor polynomials for nonlinear integro-differential equations. We proceed to investigate the numerical solvability of equations (1) and (2) , by a Taylor expansion approach. Finally, some numerical results are presented in the final section which support the theoretical results obtained in this paper. Throughout this paper, we assume that this equations has a unique solution y(x) to be determined. Existence and uniqueness results for equations (1) and (2) , may be found in [5] , [6] and references therein.
Analysis of the Method
In this section, we give some applications of the proposed scheme for obtaining the approximate solution of the nonlinear integro-differential equations.
Ferdholm integro-differential equations
Consider the nonlinear integro-differential equation (1) 
which is a Taylor polynomial of degree N + 1 at x = 0, where y(0) = y 0 and y (n) (0), n = 1, · · · , N + 1 are coefficients to be determined. We set g(t, y(t)) = G(y(t)), where G are known smooth functions with G(y(t)) nonlinear in y(t). Then by substituting the Taylor expansion of G(y(t)) at y(t) = 0, it follows
where
. So the equation (1) can be written as follows
To obtain the solution of equation (1), we first differentiate it n times with respect to x:
By substituting x = 0 in the equation (5), we obtain
For l = 0, we have Y 0 (t) = 1 and for l > 0, we obtain the Taylor expansion of Y l (t) at t = 0 in the following form
Now, by substitution of equation (7) in the equation (6), we have
or briefly
The quantities Y (8) can be found from the Y 0 (t) = 1 and permutation relation
where 2 , · · · , t l are positive integers or zero). Note that the above relation can be obtained from the generalized Leibnitz's rule (dealing with differentiation of product of p-function ). For details see e.g. [7,pp.198] .
So, the equation (8) is a nonlinear system of N + 1 equations for N + 1 unknowns y (n+1) (0) (n = 0, 1, · · · , N), which can be solved numerically by any iterative method. The system (8) can be put in a matrix form as
From this nonlinear system, the unknown Taylor coefficients y (n+1) (0)(n = 0, 1, · · · , N) are determined and substituted in (3), thus we obtain the approximate solution of the equation (1) in the following form
Volterra integro-differential equations
In this subsection we will consider the nonlinear Volterra integro-differential equation (2) with initial condition y(0) = y 0 , where f (x), K(x, t), g(t, y) are known functions having (n + 1)th derivatives, and the solution is expressed in the form
which is a Taylor polynomial of degree N + 1 at x = 0, where y(0) = y 0 and
According to what we have done in section 2.1, by substituting of the Taylor expansion of g in the equation (2) we have
Now, by differentiate it n times with respect to x, we have
Obviously, for n = 0:
and for n > 0, by applying successively n times the Leibnitz's rule to the integral V (x) we have
and by substituting the above relation in equation (14), we obtain Now, we set x = c in relations (14) and (16), then we obtain
By substituting the Taylor expansion of Y l (t) at t = c for l > 0 in above equation we obtain
in other words
where for n = 0
for n < m we have
Also for n, m, l = 0, 1, 2, · · · , N we have
The quantities Y If we take n, m = 0, 1, · · · , N then equation (17) becomes
which is a nonlinear system of N +1 equations for N +1 unknowns y (n+1) (c)(n = 0, 1, · · · , N), which can be solved numerically by any standard methods.
This system can be written as a matrix form
where Y, F, Y * l , T l are matrices defined by
To make easy the calculations, we set c = 0, then T nm,l = 0 and the system (17) becomes
By this assumption, in the system (18) we have
Error analysis
In this section, we perform the estimating error for the integro-differential integral equations. Since the truncated Taylor series or the corresponding polynomial expansion is an approximate solution of equations (1) and (2), then by substituting the solutions y (n) (x) (n = 0, 1, · · · , N + 1), in equation (3), we have
where e(x) is defined as an error function.
If we set x = x r , In other words, by increasing N the error function e(x r ) approaches to zero.
Numerical example
In this section, we report on numerical results of some test problems solved by the proposed method of this article. We consider the following test problems:
Example 1. Let us consider the nonlinear integro-differential equation with algebraic nonlinearity
the exact solution of this problem is y(x) = x. First, let us find the coefficients W (l), (l = 0, 1, 2, 3) , the derivation values of the function f (x) at x = 0, and the matrices K nm,l (n, m, l = 0, 1, 2, 3) for N = 3 Then for N = 3, from the nonlinear system of equation (9) and initial condition, the coefficients y (n) (0) (n = 0, 1, 2, 3, 4) are find as follows:
Substituting these coefficients in the Taylor expansion of y(x) at x = 0, we obtain the solution
which is an exact solution.
Example 2. Let us now study the following nonlinear integro-differential equation
we apply the method in the case N = 2. Then we evaluate the quantities f (n) (0) (n = 0, 1, 2) and matrices W (l) and T l (l = 0, 1, 2) as follows
We substitute these values in (18), we have Y = F . From this system and initial condition, the coefficients y (n) (0) (n = 0, 1, 2, 3) are computed as: y(0) = 0, y (0) = 1, y (0) = 0, y (0) = 0 and thus the solution of the nonlinear Volterra integro-differential equation becomes : y(x) = x, which is an exact solution.
Example 3. In this example we will consider the following nonlinear integro-differential equation of initial value type
we apply the method in the case N = 15. First, we find the following sparse matrices 
Then we evaluate the quantities W (l), l = 0, 1, 2, · · · , 15 as follows
Then, we have :
Thus, the coefficients are obtained as By substituting these coefficients and initial condition in (11), we get the approximate solution of the equation (19) In the study of El-Sayed al. [4] , a series solution was obtained for the integro-differential (19) by using the Adomian's decomposition method (ADM), which is the same with the one we presented in equation (20) up to O (13) . However, higher ordered terms are slightly different form the ones we obtained. The same equation was also solved by Avudainayagam et al. [1] using Wavelet-Galerkin method (WGM). Numerical results with comparison to both [1, 4] are given in Table 1 .
Conclusion
In this paper, a variation of Taylor polynomial approach has been used for the approximate solution of nonlinear integro-differential equations of Fredholm and Volterra types. This method transformed nonlinear integro-differential equation to a matrix equation which corresponds to a system of nonlinear equations with unknown coefficients. Finally, by using this system, we find the approximate solution of the integro-differential equations. 
