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Abstract
In this paper, by algebraic method and Lyapunov function, we discuss the stability of non-hyperbolic
equilibrium point in R3, that the coefficient matrix of linearized system have a pair purely imaginary
eigenvalues and a zero eigenvalue, with the perturbations of 3th-degree homogeneous and 3th-degree and
5th-degree homogeneous. We shall give the sufficiently conditions which can immediately distinguish that
the equilibrium point is asymptotically stable or unstable and a ball-center by the coefficients of perturbed
terms, meantime, we discuss the condition which produce invariant closed surface by changing the stability
of equilibrium point with perturbation.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and basic concept
Qualitative analysis of polynomial differential system is a hard work for being three-
dimensional space. The topological structure of trajectory for polynomial differential systems
in R3 is very complicated [1]. Even for the study of behavior of trajectory based at neighbor-
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the linearized matrix have zero or purely imaginary eigenvalues (it means the stability of non-
hyperbolic equilibrium point), there is no common method [2,3]. Next, we firstly introduce some
basic concepts.
Consider non-linear autonomous system
du
dt
= F(u), u ∈R3, (1.1)
where F :R3 →R3 is a smooth function defined on some subset U ⊂R3 and origin O ∈ U . We
might as well suppose origin O be equilibrium point of (1.1), i.e., F(0) = 0, and DF(0) have a
pair of purely imaginary eigenvalues and one zero eigenvalue, i.e., O is non-hyperbolic.
As a result of non-singular linear transformation, (1.1) can become
du
dt
= Au + G(u), (1.2)
where
A =
⎛
⎝
0 −1 0
1 0 0
0 0 0
⎞
⎠ , G(u) =
⎛
⎝
P(u)
Q(u)
R(u)
⎞
⎠ , u =
⎛
⎝
x
y
z
⎞
⎠ ,
and degrees of P , Q, R are greater than one. Obviously, linearized system dudt = Au of (1.2) has
solution family of the invariant surface:
x2 + y2 = c. (1.3)
Definition 1.1. Equilibrium point O of (1.2) is called a cylinder-center, if system (1.2) has in-
variant solution surface (1.3).
Definition 1.2. Equilibrium point O of (1.2) is called a ball-center, if system (1.2) has one invari-
ant closed surface family of surrounding O: F(x, y, z) = c in some neighborhood of equilibrium
point O , and for fixed c, closed surface F = c is a homeomorph of unit sphere in R3.
In this paper, we discuss the stability of non-hyperbolic equilibrium point of a class 3th-
degree and 5th-degree polynomial differential systems inR3. By algebraic method and Lyapunov
function, we have obtained the sufficiently conditions which can immediately distinguish that
equilibrium point O is asymptotic stable or unstable and a ball-center by the coefficients of 3th
and 5th-degree terms, we have given the condition which produce invariant closed surface by
changing the stability of equilibrium point with perturbation.
2. Stability of non-hyperbolic equilibrium point
Consider system
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dx
dt
= −y + a11x3 + a12x2y + a13x2z + b11xy2 + b12y3 + b13zy2
+ c11xz2 + c12yz2 + c13z3,
dy
dt
= x + a21x3 + a22x2y + a23x2z + b21xy2 + b22y3 + b23zy2
+ c21xz2 + c22yz2 + c23z3,
dz
dt
= a31x3 + a32x2y + a33x2z + b31xy2 + b32y3 + b33zy2
+ c31xz2 + c32yz2 + c33z3.
(2.1)
(2.1) can be rewritten as
d
dt
⎛
⎝
x
y
z
⎞
⎠= A
⎛
⎝
x
y
z
⎞
⎠+ (x2B1 + y2B2 + z2B3
)
⎛
⎝
x
y
z
⎞
⎠ , (2.2)
where
A =
⎛
⎝
0 −1 0
1 0 0
0 0 0
⎞
⎠ , B1 = (aij )3×3, B2 = (bij )3×3, B3 = (cij )3×3.
Transpose of (2.2) yields
d
dt
(x, y, z) = (x, y, z)(AT + x2BT1 + y2BT2 + z2BT3
)
, (2.3)
where AT, BTi are transposed matrices of A, Bi , i = 1,2,3, respectively.
As A+AT = 0, Bi +BTi (i = 1,2,3) are all real symmetric matrices. Then their eigenvalues
are all real and there are orthogonal matrices Pi , such that
P Ti
(
Bi + BTi
)
Pi =
⎛
⎜⎝
λ
(i)
1 0
λ
(i)
2
0 λ(i)3
⎞
⎟⎠ ,
where λ(i)j are eigenvalues of Bi + BTi , j = 1,2,3, i = 1,2,3. Therefore
(x, y, z)
(
Bi + BTi
)
⎛
⎝
x
y
z
⎞
⎠=
⎛
⎝P Ti
⎛
⎝
x
y
z
⎞
⎠
⎞
⎠
T
⎛
⎜⎝
λ
(i)
1 0
λ
(i)
2
0 λ(i)3
⎞
⎟⎠
⎛
⎝P Ti
⎛
⎝
x
y
z
⎞
⎠
⎞
⎠ .
Let
P Ti
⎛
⎝
x
y
z
⎞
⎠=
⎛
⎝
ui
vi
wi
⎞
⎠ ,
then
(x, y, z)
(
Bi + BTi
)
⎛
⎝
x
y
z
⎞
⎠= λ(i)1 u2i + λ(i)2 v2i + λ(i)3 w2i ,
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1j3
{
λ
(i)
j
}(
u2i + v2i + w2i
)
 (x, y, z)
(
Bi + BTi
)
⎛
⎝
x
y
z
⎞
⎠ max
1j3
{
λ
(i)
j
}(
u2i + v2i + w2i
)
and
(ui, vi,wi)
⎛
⎝
ui
vi
wi
⎞
⎠= (x, y, z)
⎛
⎝
x
y
z
⎞
⎠ , i = 1,2,3.
As we have known, an orthogonal transformation does not change the stability of the solution.
We will simply denote Bi +BTi  σi ( σi) if all eigenvalues of Bi +BTi are not greater than (or
greater than) σi , i = 1,2,3.
Theorem 2.1. If all Bi +BTi (i = 1,2,3) are negative definite (positive definite), then equilibrium
point O(0,0) of (2.1) is asymptotically stable (unstable).
Proof. Take
V (x, y, z) = (x, y, z)
⎛
⎝
x
y
z
⎞
⎠= x2 + y2 + z2,
then from (2.2) and (2.3), we obtain
dV
dt
= d
dt
(x, y, z)
⎛
⎝
x
y
z
⎞
⎠+ (x, y, z) d
dt
⎛
⎝
x
y
z
⎞
⎠
= (x, y, z)(x2(B1 + BT1
)+ y2(B2 + BT2
)+ z2(B3 + BT3
))
⎛
⎝
x
y
z
⎞
⎠ .
When Bi +BTi are all negative definite (positive definite), there exist constants σi < 0 (> 0) such
that Bi + BTi < σi (> σi), i = 1,2,3. Thus
dV
dt
< max(σ1, σ2, σ3)
(
x2 + y2 + z2)< 0, (x, y, z) = (0,0,0)
(
> min(σ1, σ2, σ3)
(
x2 + y2 + z2)> 0).
Therefore Theorem 2.1 have been proved. 
Theorem 2.2. If one of Bi +BTi is negative definite (positive definite), the other two are negative
semidefinite (positive semidefinite), then equilibrium point O of (2.1) is stable (unstable).
Proof. We might as well suppose B1 +BT1 be negative definite, B2 +BT2  0, B3 +BT3  0, then
from the proof of Theorem 2.1, we obtain
dV
dt
 σ1x2
(
x2 + y2 + z2).
Therefore the conclusion is tenable. 
1350 C. Wu / J. Math. Anal. Appl. 326 (2007) 1346–1355Theorem 2.3. If Bi +BTi = 0, i.e., Bi are skew-symmetric matrices, i = 1,2,3, then system (2.1)
has invariant closed surface family: x2 + y2 + z2 = c (c > 0), i.e., equilibrium point O is a
ball-center.
Proof. From the proof of Theorem 2.1, we obtain dVdt ≡ 0, then V = c is integral surface of (2.1),
the conclusion is tenable. 
Next we discuss the case when there exists not definite matrix on Bi + BTi , i = 1,2,3.
Let α be a vector, |α| be the Euclidean norm of α. When A is a square matrix, |A| denote the
operator norm of matrix A.
Theorem 2.4. If B1 + BT1 has a positive eigenvalue λ(1)1 and two negative eigenvalues −λ(1)2 ,
−λ(1)3 , and |Bj − B1| < 14 min(λ(1)1 , λ(1)2 , λ(1)3 ), j = 2,3, then equilibrium point O of (2.1) is
unstable.
Proof. We know that there exists an orthogonal matrix P = (pij )3×3, such that
P T
(
B1 + BT1
)
P =
⎛
⎜⎝
λ
(1)
1 0
−λ(1)2
0 −λ(1)3
⎞
⎟⎠ .
Let ⎛
⎝
x
y
z
⎞
⎠= P
⎛
⎝
u
v
w
⎞
⎠ ,
then from (2.2),
P
d
dt
⎛
⎝
u
v
w
⎞
⎠= (A + B1(p11u + p12v + p13w)2 + B2(p21u + p22v + p23w)2
+ B3(p31u + p32v + p33w)2
)
P
⎛
⎝
u
v
w
⎞
⎠ .
Since
(p11u + p12v + p13w)2 + (p21u + p22v + p23w)2 + (p31u + p32v + p33w)2
= u2 + v2 + w2,
(2.1) becomes
d
dt
⎛
⎝
u
v
w
⎞
⎠= (P TAP + P TB1P
(
u2 + v2 + w2)+ P T(B2 − B1)P (p21u + p22v + p23w)2
+ P T(B3 − B1)P (p31u + p32v + p33w)2
)
⎛
⎝
u
v
w
⎞
⎠ . (2.4)
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d
dt
(u,−v,−w) = (u,−v,−w)(P TATP + P TBT1 P
(
u2 + v2 + w2)
+ P T(BT2 − BT1
)
P(p21u − p22v − p23w)2
+ P T(BT3 − BT1
)
P(p31u − p32v − p33w)2
)
. (2.5)
Take
V (u, v,w) = u2 − v2 − w2 = (u,−v,−w)
⎛
⎝
u
v
w
⎞
⎠ .
Let D = {(u, v,w) | u2 − v2 −w2 > 0, u > 0}, then D is a cone region without its vertex. V = 0
on the boundary of D, and V (u, v,w) is positive definite in the interior of D. From (2.4), (2.5),
we obtain
dV
dt
= d
dt
(u,−v,−w)
⎛
⎝
u
v
w
⎞
⎠+ (u,−v,−w) d
dt
⎛
⎝
u
v
w
⎞
⎠
= (λ(1)1 u2 + λ(1)2 v2 + λ(1)3 w2
)(
u2 + v2 + w2)
+ (u,−v,−w)[P T(BT2 − BT1
)
P(p21u − p22v − p23w)2
+ P T(BT3 − BT1
)
P(p31u − p32v − p33w)2
+ P T(B2 − B1)P (p21u + p22v + p23w)2
+ P T(B3 − B1)P (p31u + p32v + p33w)2
]
⎛
⎝
u
v
w
⎞
⎠ .
As
∣∣(u,−v,−w)∣∣=
∣∣∣∣∣∣
⎛
⎝
u
v
w
⎞
⎠
∣∣∣∣∣∣
=
√
u2 + v2 + w2, |P | = 1,
(p21u + p22v + p23w)2 
(
p221 + p222 + p223
)(
u2 + v2 + w2)= u2 + v2 + w2,
(p31u + p32v + p33w)2 
(
p231 + p232 + p233
)(
u2 + v2 + w2)= u2 + v2 + w2.
So
dV
dt

(
λ
(1)
1 u
2 + λ(1)2 v2 + λ(1)3 w2
)(
u2 + v2 + w2)
− 2(|B2 − B1| + |B3 − B1|
)(
u2 + v2 + w2)2.
When |Bj − B1| < 14 min(λ(1)1 , λ(1)2 , λ(1)3 ), j = 2,3, there exists a constant σ > 0 such that
dV
dt
 σ
(
u2 + v2 + w2)2.
Therefore equilibrium point O is unstable. 
Similar to the proof of Theorem 2.4, we can obtain:
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and |Bj − B1| < 14 min(λ(1)1 , λ(1)2 , λ(1)3 ), j = 2,3, then equilibrium point O of (2.1) is unstable.
Proof. It is enough that we replace w by −w for (2.4), and transpose of (2.4), take
V = (u, v,−w)
⎛
⎝
u
v
w
⎞
⎠ , D = {(u, v,w) ∣∣ u2 + v2 − w2 > 0, u2 + v2 > 0}. 
Theorem 2.6.
(1) If B1 +BT1 has a positive eigenvalue λ(1)1 , a negative eigenvalue −λ(1)2 and a zero eigenvalue,
|Bj − B1| < 18 min(λ(1)1 , λ(1)2 ), j = 2,3; or
(2) B1 + BT1 has a positive eigenvalue λ(1)1 and two zero eigenvalues, and |Bj − B1| <
1
8 min(λ
(1)
1 ), j = 2,3, then equilibrium point O of (2.1) is unstable.
Proof. The preceding part of the proof is the same as that of Theorem 2.4. We note that for
case (1)
P T
(
B1 + BT1
)
P =
⎛
⎝
λ
(1)
1 0
−λ(1)2
0 0
⎞
⎠ ,
(u,−v,−w)P T(B1 + BT1
)
P
⎛
⎝
u
v
w
⎞
⎠= λ(1)1 u2 + λ(1)2 v2,
for case (2)
P T
(
B1 + BT1
)
P =
⎛
⎝ λ
(1)
1 0
0
0 0
⎞
⎠ , (u,−v,−w)P T(B1 + BT1
)
P
⎛
⎝
u
v
w
⎞
⎠= λ(1)1 u2.
Since |Bj − B1| < 18 min(λ(1)1 , λ(1)2 ) or 18λ(1)1 , and u2 > v2 + w2 in region D, 2(|B2 − B1| +
|B3 − B1|)(u2 + v2 + w2) < 12 min(λ(1)1 , λ(1)2 )(u2 + v2 + w2) < min(λ(1)1 , λ(1)2 )u2 
min(λ(1)1 , λ
(1)
2 )(u
2 + v2) or λ(1)1 u2, and there exists a constant σ > 0 such that
dV
dt
 σ
(
u2 + v2)(u2 + v2 + w2) or σu2(u2 + v2 + w2).
Therefore equilibrium point O of (2.1) is unstable. 
Remark 1. If we change B2 or B3 for B1 in Theorems 2.4–2.6, then the conclusion is still
tenable. It means that if Bi +BTi has at least one positive eigenvalue, 1 i  3, then equilibrium
point of O of (2.1) is unstable under certain conditions.
Remark 2. The above discussion with regard to stability of equilibrium point O of (2.1) is
equally tenable for the case with A = 0 in (2.2).
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the right
d
dt
⎛
⎝
x
y
z
⎞
⎠= (A + x2B1 + y2B2 + z2B3 + x4C1 + 2x2y2C2 + 2x2z2C3
+ 2y2z2C4 + y4C5 + z4C6
)
⎛
⎝
x
y
z
⎞
⎠ , (2.6)
where A, Bi , i = 1,2,3, are the same as system (2.2), Ck = (d(k)ij )3×3 are three by three matrices,
k = 1,2,3,4,5,6. Transpose of (2.6) yields
d
dt
(x, y, z) = (x, y, z)(AT + x2BT1 + y2BT2 + z2BT3 + x4CT1 + 2x2y2CT2
+ 2x2z2CT3 + 2y2z2CT4 + y4CT5 + z4CT6
)
, (2.7)
where CTk are transposed matrices of Ck , k = 1,2, . . . ,6. Take still
V (x, y, z) = (x, y, z)
⎛
⎝
x
y
z
⎞
⎠ ,
then it is obvious that Theorems 2.1, 2.2 and 2.4–2.6 are also valid for system (2.6). Similar to
Theorem 2.3, we can obtain:
Theorem 2.7. If Bi + BTi = 0, i = 1,2,3, Ck + CTk = 0, k = 1,2, . . . ,6, then equilibrium point
O of (2.6) is a ball-center, and system (2.6) has invariant solution surface x2 + y2 + z2 = C.
Moreover, we have again the following:
Theorem 2.8. If Bi +BTi = 0, i = 1,2,3, C1 +CT1 , C5 +CT5 , C6 +CT6 are all negative (positive)
definite, and Cj +CTj  0 ( 0), j = 2,3,4, then equilibrium point O of (2.6) is asymptotically
stable (unstable).
Proof. We shall only prove the case out of parentheses.
Since C1 +CT1 , C5 +CT5 , C6 +CT6 are all negative definite, there exist constants −σk < 0 such
that Ck + CTk −σk , k = 1,5,6. Take
V (x, y, z) = (x, y, z)
⎛
⎝
x
y
z
⎞
⎠ ,
the derivative of V along system (2.6) is
dV
dt
= (x, y, z)(x4(C1 + CT1
)+ 2x2y2(C2 + CT2
)+ 2x2z2(C3 + CT3
)
+ 2y2z2(C4 + CT4
)+ y4(C5 + CT5
)+ z4(C6 + CT6
))
⎛
⎝
x
y
z
⎞
⎠
−σ (x2 + y2 + z2)(x4 + y4 + z4)< 0, (x, y, z) = (0,0,0),
where σ = min(σ1, σ5, σ6) > 0, the conclusion is tenable. 
1354 C. Wu / J. Math. Anal. Appl. 326 (2007) 1346–1355Theorem 2.9. If Bi + BTi = 0, i = 1,2,3, one of C1 + CT1 , C5 + CT5 , C6 + CT6 is negative
(positive) definite, and the other five are all negative (positive) semidefinite, then equilibrium
point O of (2.6) is stable (unstable).
Proof. The proof is easily obtained by the proof of Theorem 2.8. 
Similar to Theorems 2.4–2.6, under Bi +BTi = 0, i = 1,2,3, there are not definite in Ck +CTk ,
k = 1,2, . . . ,6, we can also discuss sufficient conditions which equilibrium point O is unstable,
so, we are not going to make the discussion in detail.
3. Invariant closed surface of the perturbed system of system (2.1)
Now we shall discuss that the problem producing invariant closed surface around equilibrium
point O , which stability of O is changed by proper perturbation of (2.1) (this similar to that of
producing limit cycle, which stability of fine focus is changed by perturbation on plane system).
Consider the perturbed system of (2.1)
d
dt
⎛
⎝
x
y
z
⎞
⎠= (A + λI + x2B1 + y2B2 + z2B3
)
⎛
⎝
x
y
z
⎞
⎠ , (3.1)
where I is three order unit matrix, λ ∈ R.
Theorem 3.1. When 0 < λ  1 (0 < −λ  1), there is at least an invariant closed surface
around equilibrium point O for system (3.1) under conditions of Theorem 2.1, i.e., Bi + BTi are
all negative (positive) definite, i = 1,2,3.
Proof. We shall only prove the case out of parentheses. From Theorem 2.1, equilibrium point O
of (3.1)λ=0 is asymptotically stable. When λ > 0, equilibrium point O of (3.1) is unstable. Let
the eigenvalues of Bi +BTi are λ(i)1 , λ(i)2 , λ(i)3 , i = 1,2,3; σ = max1i3{λ(i)1 , λ(i)2 , λ(i)3 }. Denote
δ = min1i3{λ(i)1 , λ(i)2 , λ(i)3 }, then δ  σ < 0.
If δ < σ , we take
H(x,y, z) = (x, y, z)
⎛
⎝
x
y
z
⎞
⎠− ρ (ρ > 0).
Then H = 0 is a sphere, the derivative of H along system (3.1) is
dH
dt
= (x, y, z)(2λI + x2(B1 + BT1
)+ y2(B2 + BT2
)+ z2(B3 + BT3
))
⎛
⎝
x
y
z
⎞
⎠

(
2λ + δ(x2 + y2 + z2))(x2 + y2 + z2),
dH
dt > 0 when ρ <
2λ
−δ = ρ1; on the other hand,
dH
dt

(
2λ + σ (x2 + y2 + z2))(x2 + y2 + z2),
then dHdt < 0 when ρ >
2λ
−σ = ρ2. And when 0 < λ  1, system (3.1) has not equilibrium point
between spheres x2 +y2 +z2 = 2λ and x2 +y2 +z2 = 2λ . The trajectory of system (3.1) coming−δ −σ
C. Wu / J. Math. Anal. Appl. 326 (2007) 1346–1355 1355in contact with spheres x2 + y2 + z2 = ρ2 and x2 + y2 + z2 = ρ1 are not tangential, and all cross
over the sphere x2 + y2 + z2 = ρ2 from outside to inside, over the sphere x2 + y2 + z2 = ρ1
from inside to outside. It imply once the trajectory of system (3.1) go into the region between
two spheres, they will be not able to go out the region. The Ω-limit set of trajectory of any point
in the region is a closed invariant set, and connected. Also the two spheres very approach when
0 < λ  1, therefore there exists at least one invariant closed surface between two spheres for
system (3.1).
If δ = σ , then λ(i)j = σ , i, j = 1,2,3, i.e., Bi + BTi similar to σI , i = 1,2,3. Thus there exist
orthogonal matrices Pi such that P Ti (Bi + BTi )Pi = σI , i.e., Bi + BTi = σI , i = 1,2,3, here
sphere H(x,y, x) ≡ x2 + y2 + z2 − 2λ−σ = 0 is just an invariant closed surface of system (3.1),
and the sphere is Ω-limit set of the trajectory of inner and outer neighborhood of it. 
Remark 3. From the proof of Theorem 3.1, we can know that for any λ = 0, λσ < 0, system (3.1)
has invariant closed surface x2 + y2 + z2 = − 2λ
σ
, when δ = σ , i.e., Bi + BTi = σI , i = 1,2,3.
Remark 4. For system (2.6), if A is changed into A + λI by perturbation, then the conclusion
of Theorem 3.1 also is tenable for perturbed system of (2.6). In addition, under the conditions
of Theorem 2.8, when A is changed into A + λI , we should also obtain similar conclusion of
Theorem 3.1.
Remark 5. Due to the reason that the structure of limit set of dynamic system on R3 is much
more complicated than the limit set of dynamic system on R2, therefore, there is no the crite-
rion which ensures the existence of isolated invariant closed surface, like Poincaré–Bendixson
theorem. Whether Theorem 3.1 is tenable or not for |λ|  1, we are still uncertain about this.
(Although in Remark 3, we have illustrated that system (3.1) has invariant closed surface when
|λ|  1.)
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