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"A natureza, ao nos fornecer combustíveis por todos os lados, nos deu o poder de produzir,
a qualquer momento e em todos os lugares, o calor e o poder impelente o qual
é o resultado disso. Desenvolver esse poder, apropriar-se disso
para o nosso uso, é o objeto de motores de calor".
Nicolas Léonard Sadi Carnot
"A termodinâmica, interpretada corretamente,
não apenas permite a evolução Darwiniana;
a favorece."
Ludwig Boltzmann
RESUMO
Máquinas térmicas, realização de trabalho e irreversibilidade, todos em regime quântico,
são apenas alguns dos assuntos que tem atraído o interesse de áreas cientíﬁcas multi-
disciplinares para a recente linha de pesquisa conhecida como termodinâmica quântica.
Esta terminologia designa uma área da física que tem interesse em estudar aspectos e
conceitos termodinâmicos usando o formalismo quântico. Assim como fez a termodinâmica
em sua época de primeiras formulações, a termodinâmica quântica se desenvolve para
entendermos como melhor manipular as energias dos sistemas de interesse, a uma escala
quântica, e, assim, expandir as fronteiras do conhecimento e da tecnologia. Nesta disserta-
ção, faremos um breve resumo dos principais conceitos desenvolvidos neste contexto, e
apresentaremos algumas de suas simples aplicações. Além disso, como parte de nossa
contribuição ao tema, revisitaremos o processo de Conversão Paramétrica Descendente,
abordando-o através desta nova perspectiva.
Palavras-chave: Termodinâmica Quântica, Óptica Não-Linear, Conversão Paramétrica
Descendente, Trabalho Quântico.
ABSTRACT
Thermal machines, work performance and irreversibility, all in quantum regime, are just
some of the subjects that have attracted the interest of multidisciplinary scientiﬁc areas to
the recent line of research known as quantum thermodynamics. This terminology designates
an area of physics that is interested in studying thermodynamic aspects and concepts using
the quantum formalism. Just as thermodynamics did in its earliest formulation, quantum
thermodynamics develops to better understand how to manipulate the energies of systems
of interest in a quantum scale, and thus to expand the frontiers of knowledge and technology.
In this dissertation, we will brieﬂy summarize the main concepts developed in this context,
and present some of its simple applications. In addition, as part of our contribution to the
theme, we will revisit the parametric down conversion process, approaching it through this
new perspective.
Keywords: Quantum Thermodynamics, Nonlinear Optics, Parametric Down Conver-
sion, Quantum Work.
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8CAPÍTULO 1
Introdução
A termodinâmica foi desenvolvida inicialmente para lidar com sistemas macroscópicos [1],
durante a revolução industrial, como uma teoria fenomenológica e prática para avaliar o
desempenho de um motor a vapor. Essa teoria mostra, por exemplo, que nunca se pode
converter calor em trabalho, em um processo cíclico, com uma eﬁciência que ultrapasse o
parâmetro dado pela eﬁciência de Carnot [2]. Dado o enorme sucesso alcançado, a teoria
vem sendo utilizada em inúmeros sistemas e aplicações, desde então, superando inclusive
seu apelo tecnológico original. Com o passar do tempo, a termodinâmica se tornou um
dos pilares da física teórica, desenvolvendo leis fundamentais que relacionam observáveis
macroscópicas como temperatura, pressão, volume, etc. Relações estas que podem ser
formalmente expressas através das funções de estado, como, por exemplo, a sua energia
interna U ou entropia S.
Primeiramente, antes de detalhar os conceitos principais da termodinâmica, é importante
entender genericamente o que caracteriza um sistema termodinâmico. Este deve apresentar
características macroscópicas, de homogeneidade, isotropia, é livre de cargas elétricas,
quimicamente inerte e suﬁcientemente “grande” [3]. Ainda, o (macro) estado desse sistema
pode ser descrito por um conjunto completo e independente de macro variáveis, mais
conhecidas como variáveis de estado Fi, em que i = 1, 2, . . . , n. A dimensão n é, geralmente,
considerada muito menor que o número de variáveis microscópicas do mesmo sistema, ou
seja, as variáveis macroscópicas não deﬁnem exatamente o seu comportamento completo,
mas, sim, um comportamento “médio” do mundo microscópico.
As variáveis de estado macroscópicas Fi são divididas em duas categorias: extensivas
ou intensivas. As variáveis extensivas Ai (como volume V e energia U) são variáveis de
funções de estado homogêneas de primeiro grau. Tomando a energia interna U como
exemplo, isto signiﬁca que
U(λS,λV,λN) = λU(S,V, N), ∀λ ∈ R+, (1.1)
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onde N o número de partículas do sistema. Para o caso particular em que λ = 2, veja
que, dobrando a entropia, o volume e o número de partículas, a energia interna também
deve dobrar. Já as variáveis intensivas ai (como pressão p e temperatura T) são constantes
sob as mesmas operações [4]. Para cada variável extensiva Ai, há uma variável intensiva
conjugada ai, em que i = 1, 2, . . . , n. Suponha que tenhamos em mãos um macro estado
particular descrito exclusivamente por variáveis extensivas. Neste caso, geralmente, escolhe-
se a energia interna U ou entropia S como a função de estado apropriada para descrição
do sistema. Para a obtenção de novas funções de estado, caso seja mais apropriado, é
possível realizar uma transformação de Legendre de modo a substituir a dependência com
relação à variável extensiva Ai pela sua conjugada intensiva ai.
Para a descrição de um sistema termodinâmico como um todo, é preciso se ter infor-
mações tanto sobre os seus subsistemas quanto sobre a interação entre eles. Não há
um sistema macroscópico verdadeiramente isolado na abordagem clássica, pois, sistema
de interesse e ambiente constituem a partição mais fundamental do mundo físico, o que
está implícito a qualquer descrição física. Quando se trata de um sistema que é chamado
de ambiente, na descrição termodinâmica, isto quer dizer ele possui um número muito
maior de graus de liberdade microscópicos, quando comparado ao sistema de interesse.
Na interação mencionada, o ambiente é dito capaz de alterar certas variáveis de estado
do próprio sistema de interesse, como volume V, temperatura T, pressão p, etc. Assim, é
possível classiﬁcar o sistema composto (mais de um subsistema, e/ou sistema de interesse
mais ambiente) de acordo com os tipos de interação que apresenta. A partir do sistema
de interesse, as classiﬁcações são: “Completamente fechado”, ou mais conhecido como
“isolado”, signiﬁca que não há qualquer troca de matéria ou energia; “fechado” signiﬁca
possibilidade de troca de energia sem troca de matéria; e “aberto” indica que ambas as
trocas (de energia e matéria) são possíveis. Essas formas de se inibir as interações entre
os sistemas podem ser feitas envolvendo o subsistema em um recipiente fechado, devida-
mente separando-o por paredes adiabáticas, ﬁxas e impermeáveis, dependendo do tipo de
interação que se deseja manter.
A possibilidade de acessar e aferir quantidades físicas de um sistema vem com o
postulado da existência de estados de equilíbrio, assumido como um fato experimental fun-
damental. Considere um macro sistema isolado em um dado estado inicial. Após um tempo
suﬁcientemente longo, nomeado tempo de relaxação, tal macro sistema isolado aproxima-se
de um estado que é deﬁnido como estado de equilíbrio, também conhecido como estado
estacionário, em que o sistema não deixará mais esse estado espontaneamente, de acordo
com a hipótese ergódica [5]. Fora do equilíbrio, a complexidade da descrição aumenta
consideravelmente, pois é possível ter as múltiplas variáveis de estado se alterando no
tempo simultaneamente. Em equilíbrio, o número de variáveis de estado independentes
torna-se mínimo, e é dado por n. Ainda, em equilíbrio, existem n equações de estado, ou
seja, relações entre macro variáveis extensivas e intensivas, que ajudam a especiﬁcar as
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Figura 1.1 – Diagrama que ilustra a quantidade trabalho total, realizada sobre o sistema, como uma diferencial
não-exata, através de gráﬁcos de pressão p em função do volume V. Os dois processos diferentes
(1 e 2) são realizados partindo de um estado inicial A até um estado ﬁnal B. As variações da
pressão e volume ao longo dos processos (gráﬁco à esquerda) geram caminhos diferentes
na ﬁgura e, consequentemente, tem-se valores diferentes para a função trabalho W =
∫
pdV
(gráﬁcos à direita).
propriedades experimentalmente veriﬁcáveis do sistema.
Considera-se uma sequência de mudanças de estado, através de um protocolo, deﬁni-
das no espaço de estados das macro variáveis do sistema e seu ambiente, um processo
termodinâmico. Ao se tratar de processos, está sempre associado a característica de rever-
sibilidade ou ireversibilidade. Um processo reversível é aquele em que há a possibilidade
de se inverter o seu sentido, ou seja, se for possível conduzir o sistema de um estado A
para um estado B, é também possível inverter o procedimento, levando o sistema de B para
A. Deve-se enfatizar que estes processos ocorrem apenas entre estados de equilíbrio. Por
deﬁnição, um processo de relaxação de um estado fora do equilíbrio para um estado de
equilíbrio é dito como irreversível. Essas noções ﬁcarão mais claras após a apresentação
da segunda lei da termodinâmica, adiante.
A descrição dos fenômenos termodinâmicos em detalhe frequentemente requer, além
das macro variáveis e da função de estado, algumas quantidades adicionais que são funções
das macro variáveis independentes Fi. Por exemplo, nos procedimentos termodinâmicos, a
realização de trabalho total W, em um processo cíclico fechado, não é independente do
caminho, ou seja, ∮
δW = 0. (1.2)
Tal quantidade não é integrável e, portanto, é dita que não possui uma diferencial exata,
o que caracteriza o aspecto de dependência no caminho, isto é, depende da forma de
como o processo é realizado, como ilustra a Fig. 1.1. Assim, pode-se deﬁnir uma variação
inﬁnitesimal como
δW =
n
∑
i=1
∂W
∂Fi
dFi, (1.3)
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no entanto, tem-se que
∂
∂Fj
∂W
∂Fi
= ∂
∂Fi
∂W
∂Fj
. (1.4)
É possível, em alguns casos (por exemplo, na primeira lei da termodinâmica), a intro-
dução de um fator integrante para a quantidade W, tal que a última relação seja satisfeita
para esta nova quantidade, passando a ser integrável. Funções de estado são sempre
integráveis. As notações usuais para variações de uma quantidade f (não necessariamente
uma macro variável) são colocadas da seguinte forma: d f denota uma diferencial exata,
δ f uma mudança inﬁnitesimal (não necessariamente uma diferencial exata) e Δ f uma
mudança ﬁnita de f .
Com esse conhecimento sobre alguns dos conceitos da teoria termodinâmica até o
momento, para avançar e ser capaz de descrever com melhor precisão um sistema físico,
tomando como base a referência [4], discute-se as famigeradas leis da termodinâmica:
• Lei Zero
Dado um sistema termodinâmico isolado composto, existe um parâmetro empírico,
a temperatura T, tal que os n subsistemas interagentes estão em um dito equilíbrio
térmico se, e somente se, Ts1 = Ts2 = . . . = Tsn , onde Tsi é a temperatura do
subsistema si. Qualquer função monotônica g(T) também pode ser usada como uma
temperatura empírica [6].
• Primeira Lei
Para todo sistema termodinâmico existe uma função de estado extensiva a qual é a
energia interna total U. Em um sistema isolado, U é invariante temporal,
δU = 0. (1.5)
É possível alterar U apenas devido a transferência de energia externa: δU ≡ δUext.
Por exemplo, podemos exercer externamente uma variação de volume V, implicando
em δUext = −pdV, onde p é a pressão do sistema. A variação de energia, neste
caso, pode ser identiﬁcada, portanto, como a realização de trabalho sobre o sistema
δW = −pdV.
Agora, para sistemas termodinâmicos fechados, a alteração da energia interna pode
acontecer através de uma contribuição adicional denominada calor Q. Sendo assim,
a primeira lei da termodinâmica apresenta-se como
dU = δQ+ δW. (1.6)
Tal expressão aﬁrma que a mudança na energia interna δU de um sistema fechado
é igual à quantidade de calor δQ fornecida para o sistema, mais a quantidade de
trabalho total δW realizado sobre o sistema, pelo seu entorno [7]. Note que δQ, assim
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como δW, não constitui uma diferencial exata por si só, mas sim a soma dessas
quantidades. Conclui-se que, para qualquer caminho fechado no espaço de macro
estados, ∮
dU = 0, (1.7)
a qual constitui uma forma de conservação de energia. Portanto, pode-se aﬁrmar que
não existe um moto-perpétuo de primeiro tipo, ou seja, não há processo periódico em
que seja possível extrair trabalho de um sistema sem a transferência de energia U ou
calor Q. Neste caso, periódico signiﬁca que a máquina está exatamente no mesmo
estado após cada ciclo, o que não é necessariamente verdade para o ambiente [4].
• Segunda Lei
A segunda lei da termodinâmica fala sobre a irreversibilidade dos processos naturais
e, em muitos casos, a tendência para uma homogeneidade espacial da matéria e
energia, e especialmente da temperatura. Uma das maneiras de se formular esta lei,
é feita por Clausius:
“Calor nunca pode ser transferido de um corpo mais frio para um corpo
mais quente sem alguma outra mudança, conectada com o corpo, simulta-
neamente” [8, 9].
Como se é frequente a utilização de máquinas térmicas para ﬁns práticos ou teóricos,
uma alternativa importante da formulação da segunda lei faz uso do conceito de
moto-perpétuo de segunda espécie. De acordo com a formulação de Thomson,
“É impossível construir uma máquina operando periodicamente, que nada
faz além de transformar o calor de um único banho em trabalho” [10],
onde, por “banho”, entende-se um sistema ambiente (por exemplo, um reservatório tér-
mico) acoplado ao sistema de interesse. Nota-se que, neste processo, a conservação
de energia do sistema composto é satisfeita, de acordo com a primeira lei.
A segunda lei é aplicável a uma ampla variedade de processos, reversíveis e irre-
versíveis. Todos os processos naturais são considerados irreversíveis – dado que
ocorrem em um tempo muito menor que o tempo de recorrência de Poincaré [11]–,
para um sistema composto. Classicamente, processos reversíveis são exercícios
teóricos úteis e convenientes para a demonstração da validade da teoria e melhor
entendimento da física, mas não são observados na natureza, de maneira geral. Por
exemplo, processos sem atrito de expansão e compressão adiabática de um ﬂuído.
Dado este cenário, uma outra função de estado, além de U, se faz necessária para
formalizar a segunda lei. Para qualquer sistema termodinâmico simples fechado sob
um processo reversível, encontramos que
dS =
δQ
T
, (1.8)
Capítulo 1. Introdução 13
onde, S é a entropia do sistema, Q é a quantidade de calor trocada no processo
e T a temperatura. A entropia, como função dos parâmetros extensivos, constitui
uma equação fundamental de um dado sistema, contendo todo o conhecimento
termodinâmico sobre ele [3]. Adicionalmente, como havíamos comentado sobre a
quantidade de calor Q não ter diferencial exata, para este caso da Eq. (1.8), o termo
1/T é um fator de integração para δQ. Já para o caso de processos irreversíveis, a
quantidade não é mais integrável.
De forma geral, para processos arbitrários, tanto reversíveis como irreversíveis, tem-se
dS ≥ δQ
T
, (1.9)
onde a igualdade é satisfeita somente para um processo reversível. Durante o pro-
cesso irreversível, a entropia é aumentada até que o sistema atinja o equilíbrio. É
postulado que, em equilíbrio, os parâmetros extensivos assumem valores que maximi-
zam a entropia S, restrita por leis de conservação. Assim, de maneira geral, enuncia-se
a segunda lei, para um processo ﬁnito, como
ΔS ≥
∫
δQ
T
. (1.10)
Note que, caso o sistema esteja isolado, então δQ = 0, implicando em ΔS ≥ 0. Além
disso, enfatizamos que a aplicação da segunda lei, neste contexto, pressupõe que
estados inicial e ﬁnal sejam de equilíbrio.
No caso de um processo reversível, é postulado que a entropia de um sistema com-
posto é aditiva sobre cada um dos seus componentes, sendo esta uma função contí-
nua, diferenciável e monotonicamente crescente da energia [3]. Assim, considerando
um sistema composto constituído, por exemplo, por dois sistemas termodinâmicos
simples, A e B, devemos ter que
SAB(UA +UB,VA +VB, NA + NB) = SA(UA,VA, NA) + SB(UB,VB, NB), (1.11)
onde SAB e SA (SB) são as entropias do sistema composto AB e do sistema A (B),
respectivamente. Suponha agora que A é o nosso sistema de interesse e B o sistema
ambiente. Dada uma variação inﬁnitesimal em SAB ⇒ dSAB = dSA + dSB = 0, para
um processo reversível. Se, e somente se, essa condição for satisfeita, um processo
pode levar o estado de entropia ﬁnal do sistema para o estado inicial novamente,
sem violar a segunda lei. Ou seja, após o processo reversão total, o sistema, bem
como o ambiente, estão exatamente no mesmo estado inicial. Além disso, dado
S = S(U,V, N), o postulado de aditividade garante-nos que (∂S/∂U) > 0.
É importante notar que as mudanças na entropia são mensuráveis. Para isso, acopla-
se o sistema de interesse a um sistema ambiente controlado (que pode ser um
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banho/reservatório) e realiza-se um processo reversível com ΔSAB = ΔSA+ΔSB = 0.
Para um processo isotérmico a temperatura T, pode-se identiﬁcar
ΔSA =
∫
δQ
T
. (1.12)
ΔSA pode então ser aferido por meio de troca de calor.
Em geral, através de experiências, garante-se que as formulações da segunda lei da
termodinâmica são satisfeitas. No entanto, não é possível provar essa lei dentro da
teoria fenomenológica da termodinâmica. Paralelamente, a área da física estatística
tem feito numerosas tentativas de mostrar exatamente isso.
• Terceira Lei
De acordo com o teorema de calor de Nernst, para todo sistema termodinâmico sob
um processo isotérmico reversível, temos que
lim
T→0
ΔS → 0, (1.13)
independentemente dos parâmetros extensivos ou intensivos [12]. Os calores espe-
cíﬁcos vão a zero, para T → 0, consequentemente. Posteriormente, a partir deste
teorema, foi dada a origem da terceira lei por Max Planck, que aﬁrma que a entro-
pia é nula para um sistema de material puro, perfeitamente cristalino e homogêneo,
para o qual seu estado fundamental assume somente uma única conﬁguração na
temperatura zero absoluto [6].
A termodinâmica usual ocasionalmente também é chamada de termodinâmica de
equilíbrio (ou termostática), pois, de maneira geral, as variações de estado estudadas não
tem uma dependência explícita do tempo, o que aumentaria a complexidade na descrição de
um sistema. Como uma teoria fenomenológica, a termodinâmica não pode deﬁnir seu próprio
intervalo de validade [4]. Assim, a teoria não apresenta nenhum conjunto de regras formais
que se possa usar para determinar a emergência de um comportamento termodinâmico de
um sistema qualquer.
O panorama macroscópico da termodinâmica de equilíbrio está, até então, bem for-
mulado. Contudo, quando usamos uma lupa para investigar um sistema do ponto de vista
microscópico, a termodinâmica padrão perde o seu signiﬁcado. Porém, há de se esperar que
uma descrição microscópica, fundamentada em física estatística, concorde com os resulta-
dos da termodinâmica. Formalmente, este regime de concordância ocorre no conhecido
limite termodinâmico, em que N → ∞ e V → ∞, mas N/V = cte.
Para abordar essa situação, Boltzmann postulou a conexão entre a entropia termodinâ-
mica e a descrição de micro estados de um sistema isolado em equilíbrio termodinâmico,
com as variáveis U, V e N ﬁxas, através da equação
S = kB lnΩ(U,V, N), (1.14)
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onde kB é a chamada constante de Boltzmann e Ω é o número de micro estados acessíveis
do sistema sob as restrições atreladas ao macro estado em questão [5]. Tal expressão mate-
mática é conhecida como princípio de Boltzmann. O número de micro estados acessíveis
Ω é frequentemente chamado de peso estatístico ou, ocasionalmente, peso termodinâmico.
De forma consistente ao postulado de aditividade na Eq.(1.11), a entropia na Eq.(1.14)
é uma quantidade extensiva, no sentido de que, por exemplo, dois sistemas com pesos
estatísticos Ω(1) e Ω(2) têm o peso conjunto Ω(1) ·Ω(2) e a entropia total de ambos os
sistemas S = kB(lnΩ(1) + lnΩ(2)).
O quantidade Ω é representada pelo conjunto de pontos no espaço de fase para cada
micro estado acessível (ou, por exemplo, o conjunto de autoestados de um modelo quântico),
constituindo o chamado conjunto estatístico [3]. Nesta ideia já se insere o postulado de
iguais probabilidades a priori, que diz: “Para um sistema estatístico fechado, com energia
ﬁxa, todos os micro estados acessíveis são equiprováveis” [3]. Este conceito é, por sua vez,
sustentado pela aﬁrmação de que o sistema termodinâmico deve ser quase-ergódico, isto
é, a trajetória descrita pelo sistema no espaço de fase passaria inﬁnitesimalmente próxima
a cada possível micro estado durante a sua evolução temporal, permanecendo o mesmo
tempo em torno de cada ponto. Deste modo, também seria permitido substituir a média
temporal pela média no ensemble.
Essa suposição de probabilidades iguais, a priori, representa, de certa forma, um
reconhecimento sobre a nossa ignorância sobre o estado microscópico do sistema. No
espaço de fase clássico, a densidade ρ(q, p, t) contém a probabilidade de encontrar um
ponto no espaço de fase na posição (q, p) no instante de tempo t, que deve ser constante na
região acessível ao sistema (dentro da respectiva superfície energética) e nulo fora dele, em
concordância com o teorema de Liouville. Nesse caso, pode-se construir adequadamente
uma densidade normalizada usando a deﬁnição
ρ(q, p, t) =
⎧⎨
⎩
1
Ω
= cte, se E ≤ H((q, p) ≤ E+ δE,
0, caso contra´rio,
(1.15)
onde o conjunto estatístico deﬁnido por essa densidade especial ρ é chamado de ensemble
microcanônico [4]. No caso de sistemas quânticos ou modelos discretos, a probabilidade
é dada simplesmente pelo inverso do número Ω de micro estados acessíveis do sistema.
Deﬁnida a distribuição de probabilidade associada ao conjunto estatístico, pode-se aplicar
os métodos usuais de teoria da probabilidade.
Além do ensemble microcanônico, lembramos que também é possível deﬁnir novas
formas de se categorizar os tipos de interação em um sistema composto (sistema-sistema ou
sistema-ambiente), em equilíbrio estatístico. Nota-se que diferentes vínculos macroscópicos
levam a diferentes tipos de conjuntos, com características estatísticas particulares. Esses
tipos de conjuntos são: ensemble microcanônico, no qual, conforme já apresentamos, a
energia e a quantidade de matéria do subsistema de interesse são mantidas ﬁxas (análogo
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de um sistema isolado); ensemble canônico, no qual a temperatura e a quantidade de
matéria do subsistema de interesse são mantidas ﬁxas (análogo de um sistema fechado); e
ensemble grande canônico, no qual ambos os parâmetros de energia e temperatura são
livres (análogo de um sistema aberto).
Com Boltzmann, cujo trabalho estabeleceu a conexão entre as leis determinísticas de
movimento de Newton e as idéias termodinâmicas, uma teoria estatística foi desenvolvida de
forma a conectar comportamento microscópico com as variáveis macroscópicas emergentes.
Dentro do alcance da mecânica estatística de equilíbrio, esta é considerada uma teoria
bem estabelecida e bem sucedida. Entretanto, pouco se sabe sobre os processos fora do
equilíbrio.
O advento da teoria quântica mudou a abordagem usada na descrição em um nível mi-
croscópico e introduziu novas questões sobre como as propriedades de algumas partículas
se manifestam em uma teoria estatística, a partir da qual, novas interpretações das leis
termodinâmicas emergem. Na verdade, em sistemas quânticos, geralmente, a dinâmica é
mais fácil de lidar devido ao costumaz reduzido número de partículas. No entanto, neste
contexto as ﬂutuações tornam-se primordiais e devem, portanto, ser incluídas na descrição.
Essas ﬂutuações aleatórias, presentes tanto por causa das reduzidas dimensões dos siste-
mas, quanto pela própria natureza quântica da descrição, também afetam as quantidades
termodinâmicas, como trabalho e calor. Um belo exemplo, que envolve conhecimentos
interdisciplinares, é o uso de pinças ópticas para dobrar e desdobrar moléculas individuais
do RNA [13].
A terminologia Termodinâmica Quântica pode ser vista como uma área da física com
interesse em descrever aspectos e conceitos termodinâmicos, usando uma abordagem
microscópica baseada em mecânica quântica. Por exemplo, estudar as quantidades termodi-
nâmicas (como temperatura, calor, trabalho e entropia), as leis da termodinâmica, máquinas
de calor, entre outros assuntos. Este novo campo abre espaço para o envolvimento de
muitas áreas de pesquisa, incluindo a física estatística [14], teoria de muitos corpos [15],
física mesoscópica [16], fundamentos da física teórica [17, 18] e outras.
Nesta dissertação, pretendemos inicialmente revisitar conceitos básicos da termodinâ-
mica – como calor, trabalho, entropia, etc –, assim como suas leis fundamentais, através
de uma descrição microscópica quântica. Como estas duas abordagens, em princípio,
parecem não conversar entre si, consideramos pertinente mostrar, mesmo que brevemente,
algumas direções tomadas para se conectar algumas propriedades da descrição quântica
com comportamentos termodinâmicos que dela podem emergir. Estes dois tópicos são
tratados no próximo capítulo (Cap. 2), que se encerra com outras duas seções. A primeira
traz uma ilustração da discussão sobre termodinâmica quântica para um sistema simples;
uma partícula conﬁnada em uma caixa unidimensional intransponível. A segunda seção
introduz o tema no contexto de máquinas térmicas simples.
Em seguida, no Cap. 3, dedicamos nosso estudo a tópicos pertencentes à área de
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óptica quântica, de onde reunimos as ideias para desenvolver nossa contribuição original
ao tema dessa dissertação. Em uma primeira seção, apresentamos a teoria básica para se
descrever a interação entre luz e matéria. Depois, apresentaremos os resultados publicados
na Ref. [19], mostrando que a termodinâmica quântica oferece uma deﬁnição consistente
para o trabalho realizado por um pulso de um único fóton sobre um átomo de dois níveis. O
calor envolvido no processo também é estudado sob o mesmo formalismo.
Uma de nossas principais motivações para os resultados originais derivados no Cap. 4
encontra-se no artigo [19]. Com efeito, revisitamos outro fenômeno óptico bem conhecido,
a conversão paramétrica descendente, descrevendo-a de acordo com algumas diretrizes
da termodinâmica quântica. Entende-de que tal fenômeno se manifesta quando um fóton
(de bombeamento) incide em um cristal não-linear, sendo absorvido e gerando outros dois
fótons (sinal e secundário) de energias menores. Em particular, calcularemos o calor e o
trabalho realizado pelo fóton incidente sobre o cristal durante este processo, utilizando uma
estratégia bastante semelhante àquela da Ref. [19]. Finalmente, no Cap. 4.4, apresentamos
nossos comentários ﬁnais.
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CAPÍTULO 2
Termodinâmica no Ambiente Quântico
Considerada uma área de pesquisa recente e em desenvolvimento, a termodinâmica
quântica, no presente momento, sofre de alguns equívocos e confusão, como por exemplo,
com relação à conhecida ausência de deﬁnições formais de calor e trabalho que possam se
aplicar inequivocamente a qualquer descrição de um dado sistema, assunto a ser estudado
a seguir, na seção 2.1. Sendo assim, há a necessidade de explicações e esclarecimentos
na relação entre a teoria emergente e uma possível, se redutível, teoria subjacente. Caso
propriedades emergentes fossem o resultado inexorável da teoria subjacente, poderia-se
abandonar esta, uma vez que torna-se redundante. Nessa dissertação, considera-se que
a teoria subjacente trata-se da mecânica quântica, enquanto que a termodinâmica tem
o papel de teoria emergente. Contudo, é claro que nem todos os sistemas regidos pela
mecânica quântica podem ser descritos completamente somente pelas suas características
termodinâmicas. Assim, na seção 2.2, discutem-se critérios presentes nos sistemas em que
se espera um comportamento termodinâmico. Para encerrar o capítulo, exemplos simples
de estudos no presente contexto são apresentados nas seções 2.3 e 2.4.
2.1 Calor, Trabalho e Entropia
Nossa primeira tarefa é abordar, através de uma descrição de mecânica quântica, um
dos conceitos mais bem estruturados e frequentemente abordados dentro da termodinâmica;
a conservação de energia, expressa através da primeira lei (1.6).
Considere um sistema quântico no estado ρ, sujeito a um Hamiltoniano H. Usando o
formalismo matemático de física estatística quântica [20, 21], temos que o valor médio do
observável A para o estado deﬁnido por sua matriz densidade ρ vale
〈A〉 = Tr[ρA]. (2.1)
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Sendo assim, para a energia interna U do sistema, ou energia média, identiﬁcamos
U = Tr[ρH]. (2.2)
Claramente, uma deﬁnição realista para este Hamiltoniano é, em geral, uma tarefa possivel-
mente complicada, dada a elevada complexidade dos sistemas tratados. Ainda, se estiverem
acoplados a um ambiente, o fato de se tratar de um sistema aberto torna a deﬁnição do
Hamiltoniano do sistema ambígua [22], tanto matemática quanto experimentalmente. Em
última análise, a escolha do Hamiltoniano atribuído ao sistema deve contar com o conjunto
de operações e observáveis que se pode acessar experimentalmente. Em muitas situações
de interesse físico, H pode ser identiﬁcado como o Hamiltoniano do próprio sistema ou um
Hamiltoniano efetivo, que incorpora o efeito do ambiente [23].
Para os nossos propósitos, avaliaremos quando há variação de energia interna do
sistema, usando a Eq. (2.2), ou seja, quando o par (ρ(t); H(t)) varia no tempo, desde t0
até t f . A variação de energia interna média é dada por
ΔU = Tr[ρ(t f )H(t f )]− Tr[ρ(t0)H(t0)]. (2.3)
Consideramos, agora, uma mudança inﬁnitesimal da energia interna,
dU = dTr[ρ(t)H(t)] = Tr[dρ(t)H(t)] + Tr[ρ(t)dH(t)], (2.4)
associada a uma evolução temporal genérica do sistema, que leva sua matriz densidade
de ρ → ρ+ dρ, enquanto que o Hamiltoniano varia de H → H + dH. Uma interpretação
possível para a expressão na Eq. (2.4) é que a origem para a mudança de energia do
estado ρ pode, neste caso, ser devida tanto à variação dH do Hamiltoniano, induzida pelo
experimentador (como, por exemplo, controlando a frequência dos fótons incidentes [19]),
quanto pela alteração dinâmica dρ do estado, devido, inclusive, a um possível acoplamento
do sistema com o ambiente [23]. Em busca de tentar conectar noções clássicas com esta
descrição quântica, podemos associar a possibilidade de controlar externamente H com a
variação dH, identiﬁcando o segundo termo do lado direito da equação (LDE) como sendo
a quantidade de trabalho realizada pelo experimentador durante a evolução do sistema. O
primeiro termo do LDE descreve a mudança interna de energia devido a uma reconﬁguração
do sistema, ou seja, uma variação da sua matriz densidade. Esta é identiﬁcada como uma
contribuição de energia sobre a qual o experimentador não tem controle direto, e, por isso,
associa-se com a ideia de calor. Nesse sentido, preserva-se a ideia clássica de trabalho e
calor ao tratá-los como dois tipos distintos de recursos de energia: o primeiro é totalmente
controlável e útil, e o outro não-controlável e desperdiçado. Sendo assim, em um processo
inﬁnitesimal, o calor absorvido pelo sistema e o trabalho realizado no sistema [24, 25, 26]
são, portanto, deﬁnidos como
δQ ≡ Tr[ρ˙(t)H(t)]dt e δW ≡ Tr[ρ(t)H˙(t)]dt, (2.5)
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respectivamente. O símbolo δ indica que o calor e o trabalho não são, em geral, diferenciais
exatas, assim como mostra a Eq. (1.6), garantindo a noção de que essas quantidades
não correspondem a observáveis [27]. Ainda, podemos obter o valor esperado dessas
expressões durante um processo contínuo e ﬁnito, integrando no intervalo t ∈ [t0, t f ] (onde
t0 é o tempo inicial e t f é o tempo ﬁnal), obtendo
〈ΔQ〉 ≡
∫ t f
t0
Tr[ρ˙(t)H(t)]dt e 〈ΔW〉 ≡
∫ t f
t0
Tr[ρ(t)H˙(t)]dt. (2.6)
A partir da Eq. (1.6), lembramos que a primeira lei da termodinâmica aﬁrma que a soma
do calor médio e do trabalho feito no sistema compõe sua mudança na média de energia.
Assim, com as novas deﬁnições que ﬁzemos acima utilizando uma abordagem quântica,
recuperamos a primeira lei:
〈δQ〉+ 〈δW〉 =
∫ t f
t0
d
dt
Tr[ρ(t)H(t)]dt = Tr[ρ(t f )H(t f )]− Tr[ρ(t0)H(t0)] = ΔU. (2.7)
É importante notar que, embora a mudança de energia interna dependa apenas dos es-
tados inicial e ﬁnal e do Hamiltoniano da evolução, calor e trabalho dependem do processo,
como comentado anteriormente. Isto é, importa como o sistema evoluiu a partir do estado
inicial (ρ(t0), H(t0)) para o estado ﬁnal (ρ(t f ), H(t f )), reaﬁrmando e reforçando, portanto,
que calor e trabalho, para um processo inﬁnitesimal, em geral, não são diferenciais exatas e
não correspondem a observáveis, em contraste com a energia média dU [28]. Enfatizamos
que existe um grande interesse no assunto, impulsionando pesquisas a fornecer uma carac-
terização matemática consistente dessas noções, dentro de uma descrição de mecânica
quântica [19, 18, 22].
Optar por “separar” a mudança de energia desta maneira é concludente também para
permitir uma nova formulação da segunda lei da termodinâmica fundamentada em uma
teoria quântica. Tal lei fundamental da física estabelece limites na extração de trabalho de
motores térmicos assim como a noção de irreversibilidade na física. Clausius observou, em
1865, que uma nova função de estado, a entropia termodinâmica Sth (na qual o sub-índice
th é usado para diferenciar das outras formulações de entropia que veremos a seguir), é útil
para estudar o ﬂuxo de calor para o sistema quando ele interage com banhos a temperatura
T [29]. A partir da Eq. (1.8), podemos deﬁnir esta entropia através de sua mudança em um
processo reversível termodinamicamente,
ΔSth ≡
∫
rev
〈δQ〉
T
, (2.8)
onde 〈δQ〉 é o calor absorvido pelo sistema ao longo do processo reversível (indicado por
rev ). Observando ainda que qualquer processo cíclico obedece
∮ 〈δQ〉
T
≥ 0, (2.9)
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sendo que a igualdade resulta de processos reversíveis, Clausius formulou uma versão da
segunda lei da termodinâmica, conhecida como a desigualdade de Clausius:
∫ 〈δQ〉
T
≤ ΔSth ⇐⇒ 〈Q〉 ≤ TΔSth. (2.10)
Esta expressão aﬁrma que, em processos irreversíveis, a mudança na entropia de um
sistema deve ser maior que a média do calor absorvido pelo sistema durante um processo,
dividido pela temperatura [28]. Nesta forma, a desigualdade de Clausius estabelece a
existência de um limite superior ao calor absorvido pelo sistema, e a sua validade é
estendida, em geral, também para um regime quântico [4, 23, 30, 31].
De maneira equivalente, a última desigualdade também pode se tornar uma declaração
do limite superior do trabalho que pode ser extraído em um processo termodinâmico. Para
isso, é conveniente retornar à primeira lei, que, para um processo isotérmico, implica em
W = ΔU − 〈Q〉 = ΔU − TΔSth ≡ ΔF, (2.11)
em que se deﬁne uma nova função de estado F ≡ U− TSth, a energia livre, e a quantidade
de trabalho W é o trabalho realizado sobre o sistema. Interpreta-se, dada a sua forma, como
sendo a energia disponível para a realização de trabalho. Aplicando a desigualdade (2.10),
obtemos
〈Wextraido〉 ≤ ΔF, (2.12)
onde, agora, é a quantidade de trabalho Wextraido é o trabalho extraído, ou seja, o trabalho
realizado pelo o sistema. Dado que o calor absorvido e o trabalho dependerão das espe-
ciﬁcidades do processo, existem processos ótimos, termodinamicamente reversíveis, que
satisfazem a igualdade [32], como mostrado na Eq. (2.8). Entretanto, surgem alterações da
segunda lei e, consequentemente, no trabalho ótimo que pode ser extraído de um sistema,
quando restrições adicionais são impostas ao controle do sistema que realiza trabalho [33].
Enquanto a primeira lei da termodinâmica é fundamental para qualquer processo, a
segunda lei foi originalmente declarada para processos que começam e terminam em
equilíbrio. Esta lacuna é preenchida a partir da equação de Jarzynski, uma relação de
trabalho para processos fora do equilíbrio que pode ser expressa na forma
〈e−βW〉 = e−βΔF, (2.13)
onde β = 1/kBT, ΔF = F(T,λi)− F(T,λ f ) é a variação da energia livre, F(T,λi)(F(T,λ f ))
é a energia livre do estado inicial (ﬁnal) de equilíbrio e λ(t) trata-se de uma função perten-
cente ao Hamiltoniano do sistema responsável por descrever o processo em questão. Note
que, F(T,λ f ) não é a energia livre do estado ﬁnal, a menos que este também seja de equi-
líbrio, como ilustra a Fig.2.1. Trata-se da energia livre do estado de equilíbrio para o qual
o estado ﬁnal (não necessariamente em equilíbrio) tenderia, caso o deixássemos relaxar
até este. Essa expressão tem sido usada para argumentar que a segunda lei também deve
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Figura 2.1 – Ilustração de um processo que leva um estado inicial de equilíbrio da energia livre F(T,λi) a
um estado fora do equilíbrio sob o protocolo λ(t). A linha tracejada indica que o estado fora
do equilíbrio irá alcançar, dado um tempo de relaxação suﬁcientemente longo, um novo estado
de equilíbrio F(T,λ f ). A linha pontilhada se refere a um possível processo reversível entre os
estados de equilíbrio inicial e ﬁnal.
ser válida para qualquer processo a partir do equilíbrio, à temperatura T, mas terminando
em um estado arbitrário fora do equilíbrio [14, 34]. Tendo em vista a operação média, que
aparece no lado esquerdo da última equação, enfatiza-se que, neste novo contexto, trabalho
passa a ser considerado uma variável aleatória.
Assume-se que, geralmente, os conceitos de calor e trabalho são deﬁnidos para pro-
cessos contínuos, conectando estados diferentes [14, 35], implicando que suas ﬂutuações
estatísticas não podem ser descritas em termos de único sistema observável, isto é,
necessita-se de um ensemble de sistemas para uma descrição apropriada. Em princípio,
uma medida inicial e outra ﬁnal caracterizaria o processo, fazendo-se necessário o uso de
funções de correlação entre dois pontos. Este é um território problemático para a mecânica
quântica, uma vez que rastrear diretamente um estado é uma tarefa experimentalmente
impossível. Resolver estas questões tem sido o tema de várias publicações, que formularam
uma abordagem baseada em trajetórias quânticas [36, 37]. Em contraste, adiantamos que,
na nossa contribuição original para o tema, presente nesta dissertação (Cap. 4), nós nos
concentramos nos valores médios de calor e trabalho onde a análise é simpliﬁcada, mas
ainda requer um pensamento cauteloso.
Para encerrar esta seção, apresentamos uma possível formulação para estados de
equilíbrio baseada em mecânica estatística quântica. Trata-se do estado de Gibbs, que
segue a relação
ρth =
e−βH
Tr[e−βH]
. (2.14)
Além disso, assume-se que a entropia termodinâmica Sth é igual a entropia de informação
S, devida à Shanon [38], multiplicada pela constante de Boltzmann kB. Isto é, Sth(ρth) =
kBS(ρth), que satisfaz o princípio de Boltzmann, mostrado na Eq. (1.14). O estado de Gibbs
é frequentemente usado como ponto de partida para estudos de estados de equilíbrio, pois,
é o estado que tem a característica de maximizar a entropia sob a condição de uma energia
média ﬁxa (energia interna) ou minimizar a energia para uma entropia ﬁxa. Também, neste
Capítulo 2. Termodinâmica no Ambiente Quântico 23
caso, a entropia de von Neumann Svn [21] se iguala a entropia de Shanon, Svn = S. Muitos
pesquisadores na área de termodinâmica quântica assumem que a entropia termodinâmica
é naturalmente estendida para estados fora do equilíbrio através da entropia da informação
teórica. Por exemplo, esta suposição é feita quando se utiliza a entropia de von Neumann
em conexão com a segunda lei da termodinâmica à análise de processos térmicos para
realizar o cálculo de eﬁciências de máquinas térmicas quânticas [32]. A evidência de que
esta extensão é apropriada, para certos casos, foi conﬁrmada de várias maneiras, incluindo
o trabalho original de Landauer [39]. A validade geral desta extensão, e suas limitações,
todavia, permanecem como questões em discussão [40, 41].
2.2 Características de Comportamento Termodinâmico
Apesar de conseguirmos construir expressões quânticas que se associam à primeira
e à segunda lei da termodinâmica, o que já é satisfatório, dado que ambas as teorias
têm formulações fundamentalmente diferentes, essas não são condições suﬁcientes por
si só para determinar se um sistema abordado pode ser considerado ter comportamento
termodinâmico ou não.
A termodinâmica é frequentemente introduzida, em primeira instância, a partir de uma
estrutura axiomática, com a explicação de como se espera que quantidades termodinâmicas
se comportem. Assim, faz-se necessária a formulação de um conjunto de características,
as quais devem ser satisfeitas, pelo qual o comportamento termodinâmico pode ser com-
pletamente deﬁnido. Espera-se que, para tais características termodinâmicas, possam ser
encontradas quantidades quânticas análogas dentro de uma descrição microscópica, o
que poderia reproduzir resultados conhecidos no limite termodinâmico, como mostram
as Eqs. (2.7) e (2.8), por exemplo. Tal conjunto de propriedades, mostrado a seguir, não
deve ser considerado único nem irredutível. A escolha dessas caracterísicas tem por base
quantidades termodinâmicas usualmente observadas em sistemas macroscópicos, as quais
espera-se que sejam completas e adequadas para se iniciar uma descrição usando a teoria
quântica.
Um conjunto possível de características termodinâmicas que um sistema pode aprensen-
tar, do ponto de vista clássico, e que já foram introduzidos no capítulo 1 desta dissertação,
são [4]:
• Quantidades Termodinâmicas (entropia, temperatura, energia, pressão, etc.);
• Classes de Variáveis Termodinâmicas (variáveis extensivas e intensivas);
• Equações Fundamentais (relação fundamental, funções de estado);
• Condições micro canônicas (energia ﬁxa) ou condições canônicas (temperatura ﬁxa);
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• Potenciais/Campos Termodinâmicos (parâmetros como variáveis conjugadas das
funções de estado);
Dado tal conjunto, iremos então para o ambiente microscópico, onde usaremos ferramentas
das teorias estatística e quântica, para encontrar condições análogas que possam recons-
truir características termodinâmicas. A motivação para se fazer isso é que, se os sistemas
quânticos estudados apresentarem aspectos de uma teoria termodinâmica, isso, a priori,
pode ser um indicativo para a aplicação das deﬁnições através do formalismo construído,
podendo-se obter resultados interessantes na abordagem do sistema de interesse.
O comportamento termodinâmico é considerado, na estrutura a seguir, emergir gradual-
mente, conforme o sistema satisfaça as condições propostas. Os sistemas não precisam ser
totalmente termodinâmicos ou não-termodinâmicos. Como deﬁnimos a termodinâmica como
um conjunto de várias propriedades, pode ser que sistemas mostrem apenas alguns dos
aspectos da termodinâmica, enquanto faltam com outros. Adicionalmente, não é a intenção
desta dissertação entrar em grande detalhes de cálculos de derivações dos itens que
serão apontados, mas, sim, mostrar quais são essas características, dando uma explicação
essencial de cada uma. Ergo, acompanhando a referência [4], apresentamos as condições
suﬁcientes para um comportamento termodinâmico em regime quântico:
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1. Limite de Acoplamento Fraco
Dado um sistema conjunto isolado, o acoplamento entre os subsistemas que o compõe
deve ser tal que o valor esperado da energia de interação entre esses deve ser muito
menor que o valor esperado da energia de um subsistema local. Ou seja, para o caso
de um sistema conjunto composto de sistema de interesse mais ambiente, temos que√
〈H2I 〉  〈Hs〉, 〈Ha〉, (2.15)
onde Hˆs e Hˆa são os Hamiltonianos locais do sistema de interesse e do ambiente,
respectivamente, e HˆI é a energia de interação entre os sistemas. Essa relação é uma
das principais características para que um sistema exiba qualquer comportamento
termodinâmico, dentro dessa descrição. Acoplamento “fraco”, neste contexto, se refere
justamente ao valor esperado da energia de interação ser exigido como muito menor
que o valor esperado da energia de um subsistema local. A Eq. (2.15) deve ser válida
para qualquer estado no qual o sistema conjunto possa evoluir. Sendo assim, nesse
caso, o espectro do sistema conjunto tem que estar próximo da convolução dos espec-
tros individuais dos dois subsistemas, isto é, a interação pode ser considerada como
apenas uma perturbação que tem um efeito diminuto no espectro de energia [42];
2. Equilíbrio Microcanônico
Dado um sistema isolado, um estado de equilíbrio de máxima entropia (um estado
que é diagonal nas autobases de energia local) será alcançado se
∑
B
(Ω (EaB))
2
Na(EaB)
∑
A
(Ω (EsA))
2
Ns(EsA)
, (2.16)
onde EsA (E
a
B) é a energia do nível A (B) do sistema de interesse s (ambiente a),Ω(E
s
A)
e Ω(EaB) são as probabilidades de ocupação do sistema de interesse e ambiente,
respectivamente, e Ns(EsA) e N
a(EaB) os correspondentes graus de degenerescência.
Isto signiﬁca que um equilíbrio será alcançado, eventualmente, se o sistema ambiente
ou ocupar os níveis de energia com graus de degenerescência muito mais elevados
do que o sistema de interesse Na(EaB)  Ns(EsA), ou se a sua distribuição de
probabilidade de energia for muito mais ampla, ou seja, contiver mais níveis de
energia Ω(EsA)  Ω(EaB). O estado de equilíbrio não é totalmente independente do
estado inicial, pois depende da distribuição de probabilidade de energia inicial do
sistema considerado, o que é esperado, sob condições microcanônicas [43];
3. Equilíbrio de Troca de Energia
Se um sistema está em contato, ou seja, tem interação, com um ambiente onde a troca
de energia é permitida, uma distribuição de probabilidade de energia de equilíbrio,
Ωd(EsA) (onde Ω
d é a distribuição dominante de probabilidade de energia), será
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alcançada, se
Ns(EsA)N
a(E− EsA) 
(
∑
A
Ns(EsA)N
a(E− EsA)
)
. (2.17)
Isto signiﬁca que há duas possibilidades para a condição da expressão acima ser
satisfeta: ou a densidade de estado do sistema de interesse, ou a densidade do
estado do ambiente, deve ser alta. Um estado de entropia máxima, consistente com a
distribuição de probabilidade de energia de equilíbrio (um estado que é diagonal nas
autobases da energia local), só é atingido, no entanto, se ainda
∑
B
(Ωd(EaB))
2
Na(EaB)
∑
A
(Ωd(EsA))
2
Ns(EsA)
. (2.18)
Note que essa expressão é, essencialmente, a mesma condição que temos para um
equilíbrio microcanônico na Eq. (2.16), exceto que considera-se as probabilidades
de equilíbrio ao invés das probabilidades iniciais do sistema. Um equilíbrio completo
que dependa apenas da distribuição de probabilidade de energia inicial do sistema
adjunto (sistema e ambiente juntos), Ω(E), só é então alcançado se, e somente se, o
ambiente tiver muito mais graus de liberdade do que o sistema de interesse;
4. Equilíbrio Canônico
Um estado inteiramente em equilíbrio canônico com total independência do estado ini-
cial do sistema de interesse e entropia máxima consistente com a energia média (isto
é, distribuição padrão de Boltzmann como na Eq. (2.14)) é alcançado, se, além dos
requisitos do Equilíbrio de Troca de Energia, o sistema ambiente tem uma densidade
de estado do tipo
Na(EaB) ∝ e
αEaB (2.19)
na região onde a função Ω(E)/N(E) assume valores não desprezíveis. É muito
provável que isso aconteça se o sistema ambiente consistir de muitos subsistemas
que são idênticos e que interagem fracamente. Quanto mais subsistemas houver
neste ambiente modular, ou seja, quanto maior os seus graus de liberdade, maior
será o intervalo no qual a densidade de estado pode ser bem descrita por uma
função exponencial. Sendo assim, neste caso, um comportamento como descrito
pelas condições canônicas (sistemas com troca de energia sem troca de matéria) se
resulta [43];
5. Temperatura Espectral
Temperatura em um nível microscópico é um tópico delicado para se tratar, já que
a noção clássica de temperatura se dá como um parâmetro intensivo do sistema
(por exemplo, associar a temperatura com a energia cinética média, pelo teorema de
Capítulo 2. Termodinâmica no Ambiente Quântico 27
equipartição de energia). Com isso, vamos tratar a temperatura usual como sendo
uma temperatura espectral. O inverso da temperatura espectral é deﬁnida como
1
kBT
≡ −
(
1− Ω0 +ΩM
2
)−1
M
∑
i=1
(
Ωi +Ωi−1
2
)
lnΩi − lnΩi−1 − (ln Ni − ln Ni−1)
Ei − Ei−1 ,
(2.20)
onde Ωi é a probabilidade de encontrar o sistema quântico na energia Ei, M é o
número do maior nível de energia EM, enquanto o número do menor nível de energia é
escrito como E0. Vemos que a temperatura espectral é deﬁnida em termos do espectro
e da distribuição de probabilidade de energia do sistema naquele instante, tendo as
seguintes propriedades: dois sistemas que interagem fracamente tendo atingido uma
distribuição de equilíbrio Ωd(EsA) e Ω
d(EaB) têm a mesma temperatura espectral
se qualquer um dos sistemas tiver uma densidade de estado típica para sistemas
modulares grandes (agindo como uma espécie de ambiente) e um outro sistema
(em geral, muito menor do que o sistema modular) tiver um espectro discreto, ou se
ambos os sistemas forem grandes (muitos graus de liberdade) e tiverem espectros que
podem ser descritos por densidades de estado contínuas [4]. Em busca de sempre
fazer conexões entre as descrições usadas, podemos dizer que esta deﬁnição é um
análogo quântico para a lei zero da termodinâmica, descrita anteriormente.
Essa igualdade de temperaturas espectrais é totalmente independente do fato das
entropias dos sistemas descritos serem quantidades extensivas (aditivas). Este princí-
pio se aplica para o caso no qual o sistema adjunto está em um estado puro, logo,
apresenta entropia nula. Quando as entropias locais dos sistemas em equilíbrio forem
maiores que zero, as entropias deﬁnitivamente não serão mais aditivas.
Além disso, a temperatura espectral tem ainda outra característica. Primeiro, considere
um pequeno sistema acoplado a um grande ambiente modular com um parâmetro es-
pecíﬁco α em equilíbrio, nas mesmas condições estabelecidas de Equilíbrio Canônico.
Então, acopla-se algum outro ambiente modular grande com um parâmetro especíﬁco
α′ inﬁnitesimalmente menor (i.e., “inﬁnitesimalmente mais quente”). O sistema começa
a decair para um novo estado de equilíbrio. A variação de energia dividida pela varia-
ção de entropia neste processo dE/dS é, então, dada exatamente pela temperatura
espectral. Ainda, considere um sistema modular grande, cuja distribuição de energia
assume valores não desprezíveis apenas em uma região onde sua densidade de
estado é descrita por uma função exponencial. Então, permite-se que energia seja
transferida para dentro do sistema (“aquecimento”) de tal forma que o máximo global
da distribuição de probabilidade de energia mude para outra região, descrita por uma
outra função exponencial. Novamente, a quantidade dE/dS será aproximadamente a
temperatura espectral. A aproximação será tão melhor quanto maior for a densidade
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de estado em todas as regiões. Estas propriedades são o que constitui a temperatura
como uma variável conjugada;
6. Pressão Paramétrica
Se o Hamiltoniano Hs(V) para o sistema de interesse s depender de um parâmetro
contínuo V, uma pressão paramétrica pode ser deﬁnida nas bases deste Hamiltoniano
e da sua distribuição de energia instantânea:
∂U
∂V
=
∂
∂V
Tr[ρsHˆs] =∑
i
Ωi
∂Ei
∂V
≡ −p, (2.21)
onde U é a energia interna do sistema, ρs é a densidade de estados do sistema
de interesse, Ei é a energia de cada estado do sistema, Ωi é a distribuição de
probabilidade de energia naquele instante, e p é a pressão paramétrica.
Dentro da formulação proposta, a pressão paramétrica tem certas características.
Para entender melhor como são estas, exempliﬁcamos: considere que um parâme-
tro externo V sofra uma variação inﬁnitesimal de tal maneira que essa mudança
possa ser executada lentamente em comparação com a taxa na qual coerências
da matriz densidade desaparecem (processo de decoerêrencia quântica), devido ao
acoplamento fraco do sistema de interesse a um ambiente. Com isso, a razão entre
a mudança de energia interna U e a mudança do parâmetro V é deﬁnida como a
pressão paramétrica instantânea do sistema. Esta é a propriedade da pressão como
uma variável conjugada do sistema.
Além do mais, considere dois sistemas A e B em contato de tal forma que o parâmetro
VA do Hamiltoniano do sistema A só possa aumentar se o respectivo parâmetro
VB no sistema B diminuir. Considere tais sistemas serem acoplados fracamente e
microcanonicamente a algum ambiente C. Então, o sistema composto (sistemas A, B
e ambiente C) só pode ser considerado estar em repouso (estado total de equilíbro)
somente se ambas as pressões paramétricas p dos dois sistemas iniciais forem iguais
pA = pB. Esta é a propriedade da pressão como variável intensiva;
7. Extensividade da Entropia
Se um sistema interage, em condições canônicas, com um ambiente maior, o qual
pode ser dividido em dois subsistemas de interação fraca, suas respectivas entropias
serão aditivas quando estiverem em equilíbrio. Se, contudo, um sistema estiver em
contato microcanônico com algum ambiente maior, de modo que os requisitos da
Eq. (2.16) sejam satisfeitos, as entropias dos subsistemas não serão necessariamente
aditivas. Em geral, esse só será o caso, se ambos os sistemas apresentarem uma
densidade de estado típica de grandes sistemas modulares. Assim, neste caso, a
entropia pode ser considerada uma quantidade extensiva.
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Figura 2.2 – Gráﬁco do potencial V(x) em função da posição x, que representa uma partícula de massa m
conﬁnada a um poço de potencial quadrado inﬁnito, unidimensional, de largura L.
Portanto, se todos os sistemas com os quais se lida forem grandes, no sentido de
serem constituídas de muitas subunidades idênticas, e se todos esses sistemas
estiverem, pelo menos, acoplados microcanonicamente a algum ambiente ainda
maior, a situação resultante mostrará todas as propriedades e características de uma
teoria termodinâmica de equilíbrio padrão.
2.3 Processos de uma Máquina de Carnot sob Descrição Quân-
tica
Para ilustrar os princípios que foram introduzidos até o momento, apresentaremos um
exemplo baseado em um sistema simples [44], o qual é um exercício padrão na introdu-
ção de mecânica quântica. Neste modelo, se pretende analisar dois tipos de processos
quânticos – os quais, classicamente, são fundamentais para a construção de uma máquina
térmica – aplicados a um sistema de uma partícula conﬁnada em um poço de potencial
inﬁnito, e explicar como realizar expansões e compressões quânticas reversíveis. Desta
forma, esperamos recuperar noções típicas da termodinâmica, mesmo para este modelo
extremamente simples.
• Processos adiabático e isotérmico quânticos
Considere uma partícula de massa m conﬁnada a um poço de potencial quadrado inﬁ-
nito, unidimensional, de largura L, como mostra a Fig. 2.2. A equação de Schrödinger
independente do tempo para este sistema é
− h¯
2
2m
ψ′′(x)− Eψ(x) = 0, (2.22)
onde ψ(x) é a função de onda da partícula projetada no espaço das posições, h¯ é a
constante de plank reduzida, e E a energia da partícula. É imposto que ψ(x) satisfaça
as condições de contorno ψ(0) = 0 e ψ(L) = 0. A solução geral para a Eq. (2.22) é
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expressa como uma combinação linear de autofunções φn(x):
ψ(x) =
∞
∑
n=1
anφn(x), (2.23)
onde os coeﬁcientes an satisfazem a condição de normalização
∞
∑
n=1
|an|2 = 1. (2.24)
Os autoestados normalizados φn(x) do sistema são
φn(x) =
√
2
L
sin
(nπ
L
x
)
, (2.25)
e seus autovalores En correspondentes são
En =
π2h¯2n2
2mL2
(n = 1, 2, 3, · · · ). (2.26)
Suponha, agora, que nesse sistema uma das paredes intransponíveis do poço de
potencial, digamos a parede em x = L, possa se mover, como acontece com um
pistão em um cilindro unidimensional para um sistema termodinâmico clássico. Se
esta parede tiver a possibilidade de se mover por uma quantidade inﬁnitesimal dL, de
maneira inﬁtesimalmente lenta, então a função de onda ψ(x), o autoestado φn(x),
e os níveis de energia En variam inﬁnitesimalmente como funções de L. Como
conseqüência, o valor esperado do Hamiltoniano, que é E(L) = 〈ψ|H|ψ〉, também
pode mudar inﬁnitesimalmente. É possível, assim, deﬁnir a força exercida na parede
do poço de potencial como a derivada negativa da energia,
F = −dE(L)
dL
. (2.27)
Dada a conﬁguração desse sistema, podemos interpretá-lo como um sistema isolado
de uma partícula, e assim descrever a partícula como tendo as propriedades de
acoplamento fraco do sistema (nulo, neste caso), de equilíbrio microcanonico e
de pressão paramétrica. Sendo assim, é possível dizer que esse sistema exibe
característica de um sistema quântico termodinâmico, podendo ser sujeito a aplicações
do formalismo de termodinâmica quântica. Com base nisso, deﬁne-se dois tipos de
processos que são análogos quânticos de processos termodinâmicos clássicos [44]:
– Processo Adiabático
Voltando ao terreno clássico, um processo adiabático é um processo em que
não há ﬂuxo de calor ou de matéria entre o sistema de interesse e o ambiente
interagente. Por exemplo, considere um sistema de um gás em um cilindro com
uma das paredes sendo deslocada. Na realização do processo adiabático a
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parede se move de tal maneira que o sistema permanece em um estado de
equilíbrio em todos os instantes de tempo. Ainda, neste movimento da parede,
o gás no cilindro realiza trabalho. Assim, parte da energia interna do gás é
convertida em energia mecânica (ou o inverso). Por simplicidade, suponha que
o gás no cilindro seja um gás monatômico ideal e unidimensional. A equação
de estado para esse sistema é dada pela lei dos gases ideais PV = NkBT
e a energia interna U do gás é U = 1/2NkBT. O trabalho mecânico dW
realizado pelo gás por uma expansão inﬁnitesimal dV é dado por dW = PdV.
Por deﬁnição, em uma expansão adiabática dU + dW = 0. A solução desta
equação diferencial fornece o resultado padrão que caracteriza um processo
adiabático:
PV3 = C, (2.28)
onde C é uma constante.
Retornando ao problema quântico, assume-se que o estado quântico inicial ψ(x)
de uma partícula em um poço de potencial quadrado inﬁnito de largura de L é
uma combinação linear de auto-estados, como na Eq. (2.23). Interessados em
estabelecer uma conexão entre o gás no cilindro e a partícula no poço, conforme
a descrição apresentada para um processo adiabático, nesse caso, a forma
do potencial muda conforme a parede se move. Como o sistema permanece
em equilíbrio o tempo todo, os valores absolutos dos coeﬁcientes de expansão
|an| devem permanecer constantes [45]. Ou seja, não espera-se que quaisquer
transições entre estados ocorram durante um processo adiabático. No entanto,
ﬁca claro a partir das Eqs. (2.26) e (2.25) que, como L muda, os autoestados
φn(x) e os autovalores de energia correspondentes En variam suavemente como
funções de L.
Cada um dos autovalores de energia diminui o seu valor à medida que a parede
se move para a direita, ou seja, à medida que L aumenta, o valor esperado do
Hamiltoniano será
E(L) =
∞
∑
n=1
|an|2En(L). (2.29)
Com isso, a energia gasta pelo sistema para mover a parede do poço de potencial
é dada pelo trabalho mecânico realizado pela força F, que é expressa por [44]
F(L) =
∞
∑
n=1
|an|2π
2h¯2n2
mL3
. (2.30)
Mesmo que se possa estar interessado em somente observar os resultados dos
valores esperados associados a esse sistema, vale lembrar que, durante um
processo adiabático, a fase da função de onda da partícula ψ(x) muda, ainda
que a partícula permaneça ﬁxa em um determinado autoestado φn=j(x), pois,
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os autoestados φn(x), assim como os autovalores En, também são dependentes
de L.
– Processo isotérmico
Um processo isotérmico consiste em realizar um processo em que haja varia-
ção dos parâmetros do sistema, contudo, o sistema permanece em equilíbrio
termodinâmico, com temperatura constante a cada instante de tempo, durante
todo o processo. Nessas condições, considerando o exemplo anterior de um
gás no cilindro, o sistema está em contato com uma fonte de calor, de modo
que a temperatura T do gás no cilindro permaneça ﬁxa durante todo o processo.
Conforme a parede se move, que é considerado um dos parâmetros de variação,
o sistema realiza trabalho. Note que, como a temperatura do gás permanece
constante, a energia interna do gás também permanece constante. Assim, se
a equação de estado do gás é dada por PV = NkBT, então a equação que
caracteriza um processo isotérmico é
PV = C′, (2.31)
onde C′ é uma constante.
Usando uma descrição apropriada de mecânica quântica, caracteriza-se uma
expansão isotérmica de tal maneira que, supondo o estado inicial ψ(x), para o
mesmo sistema da Eq. (2.23), na mudança do tamanho do poço de potencial,
o valor esperado do Hamiltoniano permanece constante em cada instante de
tempo conforme o parâmetro, nesse caso a parede, sofra variação. Isto é análogo
ao caso da energia interna U(En) do sistema permanecer ﬁxa enquanto as
quantidades de calor e trabalho variam aﬁm de satisfazer a primeira lei. O valor
esperado do Hamiltoniano é obtido a partir de uma média do ensemble, a qual
é tomada nas várias cópias do sistema. Um exemplo prático para se alcançar
constância do valor esperado do Hamiltoniano é o bombeamento de energia para
o sistema, que pode ser realizado usando lasers (o qual também é um sistema
de interesse dessa dissertação). Enﬁm, novamente olhando somente para o
valor esperado do sistema e desprezando as fases entre os estados, tem-se que
os coeﬁcientes da expansão an devem ser alterados de modo a manter
E(L) =
∞
∑
n=1
|an|2En, (2.32)
ﬁxos, enquanto o valor de L aumenta. A força instantânea na parede em função
de L é dada pela Eq. (2.30). No entanto, ao contrário do caso adiabático, os
coeﬁcientes |an|2 na Eq. (2.30) agora não são mais constantes, mas variam
como funções de L sujeitos à restrição
∞
∑
n=1
|an|2 = 1. (2.33)
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Os processos adiabáticos e isotérmicos teóricos que acabamos de mostrar são uma
versão quântica simples (no sentido de que há apenas uma única partícula e uma dimensão)
dos processos clássicos, que, macroscopicamente, são os ingredientes básicos necessários
para se realizar um ciclo de Carnot e, assim, construir uma máquina de Carnot [2]. Tais
processos servirão como auxílio para o desenvolvimento da ideia que veremos na próxima
seção deste capítulo: uma máquina térmica quântica.
2.4 Máquina Térmica Quântica
O estudo da conversão eﬁciente de várias formas de energia em energia mecânica
tem sido um tópico de interesse há mais de um século. Uma máquina pode ser deﬁnida
como um sistema físico capaz de suportar processos sem sofrer alterações permanentes
(estruturais) [4]. Considera-se uma máquina térmica, também chamada de máquina termo-
dinâmica ou motor térmico, uma máquina que suporte processos envolvendo quantidades
termodinâmicas, como mudanças de entropia ou temperatura, realização de trabalho e
calor, entre outras grandezas. Para que se possa realizar certos tipos de processos termodi-
nâmicos, usualmente se necessita que a velocidade do processo seja baixa o suﬁciente
para manter o sistema de interesse próximo do equilíbrio em todos os momentos, como
já abordado nessa dissertação. Embora utópica – devido a parâmetros não-acessíveis do
sistema – classicamente esta condição de proximidade do equilíbrio é fundamental para a
noção de estabilidade e universalidade das máquinas térmicas. O estado de equilíbrio real
depende dos parâmetros de controle incorporados no Hamiltoniano do sistema. O conceito
de reversibilidade, para tal estado de equilíbrio, implica que este permaneça inalterado, se
os parâmetros de controle permanecerem constantes, e, a qualquer instante de tempo, o
processo pode ser executado para frente (tempos positivos t > 0) ou para trás (tempos
negativos t < 0), pois o estado ainda permanecerá em equilíbrio.
Os motores térmicos quânticos são deﬁnidos como máquinas, operando em regime
quântico, que convertem calor em formas úteis de trabalho e têm sido uma linha de estudo
atraente, recentemente. Motores térmicos quânticos podem ser classiﬁcados de várias
maneiras. Dinamicamente, os motores térmicos podem ser classiﬁcados como aqueles que
operam em processos discretos (os motores de dois e quatro tempos) e aqueles que operam
como dispositivos contínuos (por exemplo, uma turbina). Esses tipos de motores aparecem
tanto no mundo macroscópico, quanto no reino microscópico (quântico). Além disso, motores
quânticos contínuos podem ser classiﬁcados como aqueles que empregam técnicas de
resposta linear [46] e aqueles que empregam técnicas de equação dinâmica [47].
2.4.1 Calor e Trabalho em um Sistema Tripartido
Um motor térmico é um dispositivo que utiliza pelo menos dois banhos em diferentes
temperaturas para realizar trabalho [48]. Com essa motivação, construímos o seguinte
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Figura 2.3 – Diagrama de um sistema tripartido, o qual consiste de um sistema de interesse s, a substância
de trabalho, acoplado a dois subsistemas ambiente mutuamente desacoplados a1 e a2. Os
parâmetros de acoplamento com o sistema s são dados por z1 para o sistema ambiente a1, e z2
para o sistema ambiente a2. Ambos os sistemas ambiente interagem simultaneamente com o
sistema de interesse s [4].
formalismo.
Considere um sistema de interesse s, a substância de trabalho, acoplado a dois sub-
sistemas ambiente mutuamente desacoplados entre si a1 e a2, constituindo um sistema
tripartido. Os parâmetros de acoplamento com o sistema s são dados por z1 para o sistema
ambiente a1, e z2 para o sistema ambiente a2. Esta conﬁguração, ilustrada na Fig. 2.3, pode
dar origem a vários cenários físicos, como, por exemplo, o transporte de calor. Impõe-se
que o acoplamento entre esses sistemas é dependente apenas de uma variável temporal,
de tal maneira que apenas um dos dois sistemas ambiente ai seja acoplado a s em um dado
instante de tempo, através do parâmetro zi. O sistema total é isolado e sujeito à dinâmica
de Schrödinger, uma evolução unitária. A mudança de acoplamento entre os sistemas
pode ser controlada de forma que se realize o processo em intervalos de tempo periódicos,
conforme ilustração da Fig. 2.4. Se o tempo de interação entre o sistema s e o parâmetro de
acoplamento zi for grande comparado a um tempo de relaxação (intervalo de tempo que o
sistema leva para atingir um estado estacionário), e se após os processos o estado ﬁnal for
independente do estado inicial, o sistema s poderia alternar entre dois estados de equilíbrio
canônicos. Estes estados (estacionários) se manteriam mesmo após os sistemas serem
desacoplados [4], com a condição de permanecerem isolados. Em contrapartida, mudanças
súbitas de acoplamento entre z1 e z2, i.e., intervalos curtos de tempo de interação entre os
sistemas, comparado com o tempo de relaxação natural, induzirão processos de relaxação
durante os quais a entropia local do sistema s não é mais constante.
Dada essa conﬁguração, supondo agora que os sistemas ambientes sejam banhos
térmicos, poderíamos interpretar essas mudanças na entropia local do sistema s, durante os
processos de acoplamento, como sendo a deﬁnição quântica para calor através da Eq. (2.5).
Para tal, considera-se que este processo de acoplamento seja tão rápido que altera-se
somente a matriz densidade, sem que haja variação no Hamiltoniano do sistema s. No limite
de acoplamento fraco (como mostrado na seção 2.2) entre o sistema e o banho, calor está
relacionado à entropia através da Eq. (2.10), que pode ser reescrita como dQ = TdS, onde
dS é a mudança de entropia, podendo essa ser mensurada através da mudança de entropia
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Figura 2.4 – Gráﬁco do parâmetro de acoplamento zi em função do tempo t, dado o arranjo da Fig. 2.3, onde
cada Δti representa um possível intervalo de tempo em que o sistema de interesse s interage
com o ambiente ai, através de um parâmetro de acoplamento zi [4].
do banho. Enquanto isso, trabalho está relacionado com processos de acoplamento onde a
interação permite troca de energia com o banho, sem alterar a entropia do mesmo, como
mostra a Eq. (2.5). Nesse caso especíﬁco, temos a conﬁguração de um motor térmico,
que pode ser exempliﬁcado como: o aumento do número de excitação de um oscilador
harmônico quântico; ou aumento do número de fótons para um modo óptico especíﬁco.
Pela complexidade matemática de se descrever as múltiplas interações em um sistema
de muitas partículas usando uma abordagem de mecânica quântica, em motores de calor
quânticos elementares a substância de trabalho é composta de apenas uma única partí-
cula, ou algumas, no máximo. Logo, o sistema de interesse, a substância de trabalho, não
pode alcançar um equilíbrio térmico por si só, ou seja, sem um ambiente [49]. Além disso,
desconsiderando casos especíﬁcos, não é possível atribuir uma equação de estado que
estabeleça uma relação entre as quantidades termodinâmicas clássicas, na descrição quân-
tica. No entanto, os motores de calor quânticos satisfazem a segunda lei da termodinâmica
e, portanto, também são limitados pelo limite de eﬁciência de Carnot, que é aquela de um
motor reversível, dada pela expressão usual:
ηCarnot = 1− TcTh , (2.34)
onde ηCarnot é o coeﬁciente de eﬁciência, Tc (Th) é a temperatura fria (quente) do banho
térmico [24].
Neste caso, os tempos de trabalho do motor térmico (classicamente, é o tempo de um
ciclo característico que um motor de calor leva para que o pistão complete um deslocamento
total longo do cilindro, em qualquer direção) são caracterizados pelo contato zero com os
banhos térmicos e um Hamiltoniano intrinsecamente dependente do tempo. A evolução
unitária gerada por este Hamiltoniano pode mudar a energia do sistema. Por outro lado,
a entropia de von Neumann e a pureza permanecem ﬁxas (na evolução unitária), como
mostrado na Eq. (2.5). Sendo assim, a variação de energia do sistema, neste caso, constitui
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somente de trabalho.
Quando o sistema de interesse, ﬁnito, é acoplado a um banho térmico e o Hamiltoniano
H é ﬁxado no tempo, o banho pode alterar as populações dos níveis de energia. Ao evoluir
o estado ρ, por meio de um operador de evolução unitária U, para um estado estacionário,
o sistema atinge um estado passivo (ou seja, Tr[ρH] ≤ Tr[UρU†H]) o qual se considera,
por convenção, o estado de Gibbs, pela caracaterística única de passividade completa [20].
No estado de Gibbs, a matriz densidade não possui coerência na base das autoenergias
e a população dos níveis é dada pela Eq. (2.14). Em modelos físicos clássicos, em que o
sistema é termalizado por colisões com partículas de banho, uma termalização completa
pode ser alcançada em tempo ﬁnito [50]. No entanto, é uma condição suﬁciente, porém
não-necessária, que os banhos aproximem o sistema de interesse a um estado de Gibbs
para o bom funcionamento do motor. Em particular, a eﬁciência máxima (por exemplo, em
motores Otto) pode ser alcançada sem termalização completa [32]. A potência máxima
(trabalho por tempo de ciclo) também está associada à termalização parcial [51]. Lembrando
da Eq. (2.5), note que a evolução nesta etapa de termalização não conserva os autovalores
da matriz de densidade do sistema e, portanto, não apenas a energia, mas também a
entropia, são trocadas com o banho. Por esse motivo que se relaciona a troca de energia,
nesse estágio, com calor.
2.4.2 O Motor de Quatro Tempos
De maneira geral, motores que operam num sistema acoplado com dois banhos térmicos
categorizam-se em três tipos principais: o motor de dois tempos; o motor de quatro tempos;
e o motor contínuo. Nesta dissertação, vamos nos concentrar no estudo apenas do motor
de quatro tempos, pois o nosso modelo principal usa uma estrutura semelhante a esta (ver
seção 4.3). Além disso, na Ref. [48], mostra-se como estabelecer equivalência entre estes
três tipos de motores.
Na denominação de "motor de x tempos" (onde x pode ser dois ou quatro), a palavra
"tempo" (na língua inglesa, stroke) designa um segmento de tempo em que uma determi-
nada operação ocorre, por exemplo, termalização ou extração de trabalho [48]. Por deﬁnição,
tempos adjacentes em motores térmicos não agem de maneira independente entre si, ou
seja, não comutam entre si. Caso eles comutem, estes podem ser combinados em um único
tempo, uma vez que o efeito total gerado por dois tempos pode ser originado aplicando as
duas operações simultaneamente.
Cada tempo é um mapa completamente positivo [52] e, portanto, o operador de evolução
unitária para um ciclo do motor também é um mapa completamente positivo. A condição de
um mapa completamente positivo se faz necessária pois assim garante-se a obtenção de
autovalores reais positivos para o operador densidade. Ainda, para que haja extração de
trabalho, é crucial que pelo menos dois propagadores temporais do motor não comutem [53].
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Como exemplos de motores de quatro tempos, os principais exemplos são os motores
de Carnot e de Otto.
• Máquina de Carnot
Na descrição de mecânica clássica, a máquina de Carnot é estruturada basicamente
em dois conjuntos de tempos que se alternam entre processos adiabáticos e isotérmi-
cos, constituindo o chamado ciclo de Carnot [54]. Temos alguns exemplos do análogo
quântico do motor de Carnot, em que uma substância de trabalho pode ser: uma
partícula em uma caixa [44]; qubits [55]; átomos de múltiplos níveis [56]; e osciladores
harmônicos [57]. É importante notar que, independentemente da descrição usada,
para todos os motores desse tipo, a eﬁciência é estritamente limitada pela eﬁciência
de Carnot [24]. O ciclo de Carnot ideal consiste em alternar processos isotérmicos e
adiabáticos, como mostrado na seção 2.3, controlados por uma Hamiltoniana depen-
dente de tempo H(t), e mudanças súbitas nos acoplamentos do ambiente z1 e z2,
para o caso de um sistema de dois níveis.
Durante o processo isotérmico, é possível alterar os níveis de ocupação da densidade
de estados do sistema de interesse, variando lentamente o espectro do sistema
[Eq. (2.5)], enquanto este encontra-se acoplado com uma das partes do ambiente [4].
A baixa velocidade, que é obtida através de sucessivas interações inﬁnitesimais
no acoplamento, garante que o sistema esteja sempre em um estado canônico
a temperatura constante. A aplicação do processo adiabático pode ser realizada
alterando-se lentamente H(t), sem acoplá-lo ao ambiente quântico [Eq. (2.5)], ou seja,
em condições microcanônicas. Isso permite manter todos os números de ocupação
do sistema constantes, garantindo que não haja variação de entropia.
É importante notar que a ordem que os processos são realizados, ou seja, a sequência
de controle, não possui simetria de inversão temporal. De maneira análoga, serão
obtidos resultados diferentes na alteração de ordem de operações da máquina.
• Máquina de Otto
• Ciclo de Otto
O motor quântico de quatro tempos mais simples possível é o motor de Otto para um
sistema de dois níveis, o qual tem seus processos ilustrados na Fig. 2.5. Seguindo
uma estrutura de um modelo de motor de quatro tempos [48], temos os ambientes
quânticos atuando como banhos térmicos. No primeiro tempo, apenas o banho frio
é acoplado ao sistema de interesse. Efetivamente, nesta etapa, a ocupação do
nível mais alto de energia diminui, enquanto que o nível mais baixo aumenta a sua
ocupação. Dessa maneira, por construção, temos que as variações na energia interna
estão associadas exclusivamente à troca de calor com o banho frio. No segundo
tempo, sistema e banho são desacoplados e expande-se o intervalo entre os níveis
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Figura 2.5 – Esquema de um sistema de dois níveis como um motor de quatro tempos. Os tempos I e III
representam os processos isocóricos onde o sistema se acopla a banhos térmicos frio (I) e quente
(III), e os tempos II e IV representam os processos adiabáticos, onde o sistema se desacopla aos
banhos, gerando quantidades de trabalho [48].
Figura 2.6 – Esquema do sistema de dois níveis como um motor de quatro tempos, como mostrado acima na
Fig. 2.5, representado em um gráﬁco de pressão p por volume V, como um ciclo de Otto.
através de um Hamiltoniano dependente do tempo. Aqui, trabalho é consumindo por
causa da expansão do espectro de energia. Em seguida, no terceiro tempo, o banho
quente é acoplado ao sistema, para inverter o efeito do primeiro passo: ocupação é
transferida do nível mais baixo para o mais alto. No quarto tempo, trabalho é produzido,
comprimindo os níveis de energia para seus valores iniciais. Existe uma extração
líquida de trabalho, uma vez que as populações da matriz densidade nos estágios II e
IV são diferentes.
Em motores de diferentes tipos, outras formas mais gerais de evolução unitária podem
ser usadas para extrair trabalho. No entanto, esta sequência de protocolos especíﬁcos
se assemelha à clássica expansão e compressão de motores clássicos. Pela deﬁnição
de trabalho como sendo a variação de energia durante os estágios de evolução
unitária, Eq. (2.6), onde sistema e banho são desacoplados, pode se obter a seguinte
relação: W = WII +WIV, onde W é o trabalho total extraído, e WII e WIV são as
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quantidades de trabalho geradas nos tempos II e IV, respectivamente. Aqui, dado que
os passos II e IV são adiabáticos, a quantidade de trabalho de cada tempo é dada
pela diferença entre os valores esperados de energia inicial e ﬁnal: WII = 〈E3〉 − 〈E2〉
e WIV = 〈E5〉 − 〈E4〉.
Nesta abordagem, considera-se apenas os valores esperados de energia para ca-
racterizar trabalho realizado. A quantidade medida é o trabalho acumulado ao longo
das operações, aferida somente ao ﬁnal dos processos. Isso pode ser vantajoso
quando comparado ao protocolo de duas medições usado em teoremas de ﬂutuação
quântica [58], pois, neste caso, a medida inicial eliminaria possíveis coerências da
matriz densidade. E essas coerências podem ter um papel decisivo nos fenômenos
estudados [48]. As quantidades médias, por sua vez, são obtidas através da média do
ensemble, ou seja, repetindo a experiência completa diversas vezes. Ainda, o estado
interno do motor não é medido.
Em um ciclo, analogomente ao trabalho realizado, o calor transferido do sistema
para o banho frio Qc é dado pela diferença da energia interna do sistema, entre o
início e o ﬁnal do processo: Qc = 〈E2〉 − 〈E1〉. O mesmo raciocínio vale para o calor
transferido do banho quente para o sistema Qh = 〈E4〉 − 〈E3〉. O sistema evolui para
um estado de equilíbrio ao ﬁnal de um ciclo e a energia média do sistema retorna
ao seu valor inicial, satisfazendo 〈E5〉 = 〈E1〉. Com isso, temos que a primeira lei
é satisfeita, uma vez que a energia total desses processos é conservada, dada por
Qc +Qh +W = 0. Ou seja, não há conservação instantânea de energia interna do
sistema, pois a energia pode ser armazenada temporariamente no campo de interação
ou no reservatório de trabalho (um sistema ambiente que consome ou produz trabalho
sobre o sistema) [48].
2.4.3 A Equação de Lindblad
Na abordagem tratada aqui, considera-se que o subsistema s, selecionado para investi-
gação, está sujeito à interação com algum ambiente com alto número de graus de liberdade,
comparado ao subsistema, e experimentalmente incontrolável. Na verdade, esta trata-se
de uma modelagem mais realista, já que modelos isolados devem ser tomados como uma
idealização de validade limitada para sistemas clássicos e quânticos.
Os ingredientes necessários para prosseguir a presente formulação, que descreve a
dinâmica exclusiva de nosso subsistema s, se baseia na suposição de Markovianidade [59]
do sistema. Esta é justiﬁcada ao se considerar que a interação entre o sistema quântico
aberto s e o ambiente seja fraca o suﬁciente, condição já discutida na seção 2.2 (uma
breve introdução sobre evolução temporal de sistemas quânticos abertos é feita no apên-
dice A). Dessa maneira, pode-se aproximar a dinâmica do subsistema à dinâmica exata
de semigrupo dinâmico completamente positivo [60]. Essa dinâmica preserva o traço e
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a positividade da matriz densidade do sistema ρs, enquanto permite que a matriz den-
sidade varie de outras formas. Com essas condições, pode-se deduzir a equação de
Gorini-Kossakowski-Lindblad-Sudarshan, ou também chamada, abreviadamente, de equa-
ção de Lindblad [52, 61]. Tais equações podem ser derivadas de várias maneiras [20] e têm
a forma geral
d
dt
ρs(t) = −i[H, ρs] +∑
k
[
AkρsA†k −
1
2
A†kAkρs −
1
2
ρsAkA†k
]
, (2.35)
onde [·, ·] denota a operação de comutação, H é o Hamiltoniano do sistema, e Ak são
operadores de Lindblad que descrevem o efeito da interação entre o sistema e o banho
(ambiente) no estado do sistema ρs. Os operadores Ak dependem da temperatura, tempo
de relaxação do banho, acoplamento entre banho e sistema, e também da forma do
Hamiltoniano do sistema. Observe que, se um estado inicial ρs(t = 0) do sistema de
interesse sofrer uma evolução unitária para um estado ﬁnal ρs(t = τ), a transformação
resultante poderá ser capturada por um traço completamente positivo preservando o mapa,
que é a condição mostrada na subseção 2.4.2 para o motor de quatro tempos, onde, em
um estado estacionário, a energia média do sistema 〈E〉 retorna ao seu valor inicial após
um ciclo.
A partir desse ponto da dissertação, depois deste rápido passeio sobre as bases que
estruturam a descrição quântica pra um sistema termodinâmico, passaremos a perseguir
nossa contribuição original. Como se trata de uma releitura de um fenômeno de óptica
quântica, através deste viés de termodinâmica quântica, no próximo capítulo, estudaremos
elementos voltado à descrição da interações entre fótons e átomos.
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CAPÍTULO 3
Óptica Quântica
A óptica quântica é um campo de pesquisa que surgiu da necessidade de uma descrição
física precisa da natureza da luz. Fazendo uso da teoria quântica, juntamente com a eletro-
magnética, ela se dedica a investigar os fenômenos envolvendo luz, tratada como um campo
quantizado, e sua interação com a matéria. O assunto evoluiu desde os primeiros estudos
sobre as propriedades de coerência da radiação como, por exemplo, as teorias estatísticas
quânticas do laser [62], nos anos 60, para áreas modernas de estudo envolvendo, por
exemplo, a demonstração de emaranhamento quântico, teletransporte quântico, pulsos de
laser ultracurtos, conversão paramétrica descendente e assim por diante.
Neste capítulo introduziremos brevemente alguns conceitos bem conhecidos em óptica
quântica sobre a interação átomo-campo, para uma melhor compreensão do nosso estudo
original, que envolve o fenômeno de conversão paramétrica descendente, apresentado no
capítulo 4.
3.1 Abordagem quântica na interação átomo-campo
Um dos interesses mais primordiais da física é entender e descrever como se dá
exatamente a interação da luz com a matéria. Uma das maneiras mais simples de se
abordar essa situação é usando conhecimentos bem estruturados do eletromagnetismo e
de física atômica para descrever as interações átomo-campo. Como ponto de partida, por
simplicidade, abordaremos o acoplamento de um átomo de dois níveis com um único modo
do campo eletromagnético. A validade de uma descrição de átomos de dois níveis é razoável
se os dois níveis atômicos envolvidos são ressonantes ou quase ressonantes com o campo
atuante, enquanto todos os outros níveis são altamente dessintonizados [63]. Desta maneira,
e utilizando certas aproximações realista, é possível reduzir o problema a uma forma que
pode ser resolvida exatamente, resultando na identiﬁcação de características essenciais da
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interação átomo-campo. Usando uma descrição quantizada do campo de radiação, a partir
da teoria quântica, é possível explicar fenômenos observados experimentalmente, como a
emissão espontânea (decaimento padrão entre níveis reais de energia), considerando a
interação do átomo com os modos de vácuo do universo.
Portanto, dada essa aproximação, a interação de um campo de radiação E com um
átomo de um único elétron pode ser descrita pelo Hamiltoniano seguinte, na aproximação
de dipolo:
H = HA + HF − e r · E, (3.1)
onde HA é o Hamiltoniano do átomo de um único elétron, HF é o Hamiltoniano do campo
de radiação e r é o vetor de posição do elétron em relação à sua posição quando não há
campo externo. Na aproximação de dipolo, o campo é considerado uniforme sobre todo o
átomo.
O Hamiltoniano HF é dado em termos dos operadores de criação a†k e aniquilação ak
de cada modo k, como
HF =∑
k
h¯ωk
(
a†kak +
1
2
)
, (3.2)
enquanto o Hamiltoniano HA é expresso em termos dos operadores de transição
σij = |i〉〈j|. (3.3)
O conjunto completo de autoestados de energia atômica constitui uma base {|i〉}, ou seja,
∑i |i〉〈i| = 1. Logo, da equação de autovalor HA|i〉 = i|i〉, temos que
HA =∑
i
i|i〉〈i| =∑
i
iσii. (3.4)
Ainda, o termo e r é reescrito como
er =∑
i,j
e|i〉〈i|r|j〉〈j| =∑
i,j
ζijσij, (3.5)
onde ζij ≡ e〈i|r|j〉 é um elemento da matriz de transição de dipolo elétrico [63]. O campo
elétrico E é avaliado, na aproximação de dipolo, na posição atômica r0. Sua forma quantizada
em termos dos operadores de criação e destruição é escrita como
E(r0, t) =∑
k
ˆkEkake−iωkt+ik·r0 + H.c., (3.6)
onde ˆk é o versor que indica a polarização no modo k, ωk é a sua frequência angular de
oscilação e Ek é a amplitude do campo,
Ek = (h¯ωk/20V)1/2, (3.7)
que tem dimensão do campo elétrico e está relacionada com a expansão dos modos do
campo em uma cavidade ressonante de volume V [63]. As bases de polarização linear e os
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vetores unitários de polarização são adotados como reais, por simplicidade. Dessa forma,
segue que, adotando a posição do átomo na origem do sistema de coordenadas e voltando
para a representação de Schrödinger,
E =∑
k
ˆkEk(ak + a†k). (3.8)
Assim, combinando as Eqs. (3.2), (3.4), (3.5) e (3.8) no Hamiltoniano total (3.1), e
desprezando o termo de energia de ponto zero de HF, temos
H =∑
k
h¯ωka†kak +∑
i
iσii + h¯∑
i,j
∑
k
gijkσij(ak + a
†
k), (3.9)
onde, assumindo que ζij seja real, por simplicidade,
gijk = −
ζij · ˆkEk
h¯
. (3.10)
Para o caso de um átomo de dois níveis a e b, é possível reescrever a Eq.(3.9) usando a
notação de matrizes de Pauli [63], obtendo
H =∑
k
h¯ωka†kak +
1
2
h¯ωabσz + h¯∑
k
gk(σ+ak + a†kσ−), (3.11)
onde assume-se que gk = gabk = g
va
k , e ωab = ωa −ωb é a frequência associada a energia
de transição h¯ωab de um estado a para um estado b, e
σ− =
⎛
⎝ 0 0
1 0
⎞
⎠ , σ+ =
⎛
⎝ 0 1
0 0
⎞
⎠ , σz =
⎛
⎝ 1 0
0 −1
⎞
⎠ . (3.12)
Na Eq. (3.11), o termo a†kσ− descreve o processo no qual o átomo é levado de um estado
superior para um estado inferior de energia dando origem a criação de fóton no modo k.
Já o termo σ+ak se trata do processo oposto, aniquilando um fóton para a excitação do
elétron. Note que ambos os processos obedecem o princípio de conservação de energia; os
termos que não conservam energia foram desprezados, o que corresponde à aproximação
de onda girante [64]. O Hamiltoniano total do sistema nessa forma, descrevendo a interação
de um único átomo de dois níveis com um campo multimodo, é o ponto de partida de
muitos cálculos no campo da óptica quântica e também para o nosso modelo principal neste
trabalho.
3.2 Trabalho quântico de um único fóton
Para relacionar os conceitos da óptica quântica com os fundamentos da termodinâmica,
analisaremos um exemplo, baseado no artigo [19], que conecta bem as duas áreas da física.
Um de seus objetivos é calcular o calor envolvido no processo, e o trabalho realizado por
um único fóton em um átomo de dois níveis.
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Primeiro, assume-se um estado global do sistema átomo-campo de uma única excitação
como
|ξ(t)〉 = ψ(t)|e, 0〉+∑
ω
φω(t)a†ω|g, 0〉, (3.13)
onde |e, 0〉 = |e〉 ⊗ |0〉 (|g, 0〉 = |g〉 ⊗ |0〉) é o produto tensorial entre o estado excitado
(fundamental) do átomo e o estado de vácuo do campo. No lado direito da equação, temos o
primeiro termo associado ao estado excitado do sistema de dois níveis e a ausência de um
fóton, enquanto, no segundo termo, temos o estado fundamental do sistema de dois níveis
e a presença de um único fóton. No primeiro termo, ψ(t) é a amplitude de probabilidade
de encontrar o sistema de dois níveis em um estado excitado |e〉, com o campo do fóton
nulo. No segundo termo, φω(t) é a amplitude de probabilidade para a ocupação de cada
modo, a qual está inicialmente normalizada tal que ∑ω |φω(0)|2 = 1. Ainda, |0〉 representa
o produto tensorial dos estados de vácuo do campo em cada um dos modos de frequência
ω, isto é, |0〉 = ∏ω 0ω, e a†ω é o operador de criação de um fóton no modo de frequência
ω. Admite-se que
∑
ω
a†ωaω|1〉 ≡∑
ω
a†ωaω∑
ω′
φω′(t)a†ω′ |0〉 = 1|1〉,
implicando que a superposição ∑ω φω(t)a†ω|0〉 ≡ |1〉 representa um pulso eletromagnético
contendo exatamente uma única excitação.
A motivação para usar uma abordagem termodinâmica em um modelo como esse é que,
usando apenas conceitos do eletromagnetismo e mecânica quântica, o valor esperado do
momento de dipolo quântico, para um átomo interagente com um pulso de um único fóton,
é igual a zero, ou seja,
〈dˆ(t)〉 = 〈ξ(t)|dˆ|ξ(t)〉 = 0, (3.14)
onde dˆ = deg(|e〉〈g|+ |g〉〈e|), implicando que o campo não realiza trabalho algum sobre o
dipolo, o que entra em conﬂito com o que se espera do sistema. Para entender este resultado,
note que a teoria eletromagnética prevê que o campo elétrico clássico dependente do tempo
E(t) realiza trabalho W em um momento de dipolo clássico d a uma taxa
W˙c = E(t)d˙(t). (3.15)
Quando esse campo elétrico clássico é assumido como aquele de um laser realizando
trabalho em um átomo, utilizando uma descrição quântica do sistema, temos que
W˙q = E(t)〈∂tdˆ(t)〉. (3.16)
Desta forma, como 〈dˆ(t)〉 = 0, conforme mostrado na Eq.(3.14), W˙ = 0.
Aﬁm de contornar este problema e resgatar a dinâmica dessa descrição, é sugerida,
então, uma outra deﬁnição mais adequada para a quantidade de trabalho realizada pelo
fóton sobre o sistema. Para isso, utiliza-se a relação de trabalho quântico mostrado na
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Eq.(2.6), que, combinada com uma abordagem de sistemas quânticos abertos fora de
equilíbrio, se mostra capaz de uma descrição completa da situação, usando um modelo
totalmente quântico.
Lembramos que o estado quântico presente na Eq. (2.6) é o estado reduzido do sistema
de dois níveis
ρs(t) = Trcampo[ ρ ] = Trcampo [|ξ(t)〉〈ξ(t)|] , (3.17)
cuja dinâmica é bem deﬁnida. Ou seja, ψ(t) e φω(t) podem ser calculados a partir do
conhecimento das condições iniciais ψ(0) e φω(0), uma vez que |ξ(t)〉 evolui segundo a
equação de Schrödinger, para o Hamiltoniano total
H = h¯ω0σ+σ− +∑
ω
h¯ωa†ωaω − ih¯g∑
ω
(aωσ+ − a†ωσ−) (3.18)
discutido na seção anterior [veja a Eq. (3.11)]. Isto signiﬁca que o estado global perma-
nece puro ao longo de toda a evolução unitária temporal, conservando o número total de
excitações no sistema. Por outro lado, note que a forma do Hamiltoniano a ser inserido na
Eq. (2.6) não é conhecida de maneira direta. Ou seja, é importante notar que o Hamiltoniano
a ser inserido nessa equação para o trabalho quântico não é o mesmo Hamiltoniano dado
pela Eq. (3.18), mas, sim, é um Hamiltoniano efetivo sentido pelo sistema de dois níveis.
Sendo assim, no artigo [19], é sugerido o uso da equação mestra, também conhecida
como equação de Lindblad [65],
∂tρs(t) = − ih¯ [Hs(t), ρs(t)] + Lt [ρs(t)] , (3.19)
para encontrar o Hamiltoniano apropriado que descreva a dinâmica do sistema, uma vez que
o lado esquerdo da equação acima está totalmente resolvido, dada a solução da equação
de Schrödinger para |ξ(t)〉. Com isso, identiﬁca-se que o Hamiltoniano do sistema de dois
níveis Hs(t) tem a forma
Hs(t) = h¯ωs(t)σ+σ−, (3.20)
onde ωs(t) é a frequência dependente do tempo induzida pelo campo incidente e σ+ =
σ†− = |e〉〈g|. Ainda, a parte não-unitária de (3.19) é dada pela atuação do operador Lindblad
na matriz densidade reduzida,
Lt [ρs(t)] = Γ(t)
(
σ−ρs(t)σ+ − 12{σ+σ−, ρs(t)}
)
, (3.21)
onde {·, ·} é o anti-comutador, e Γ(t) é a taxa de decaimento dependente do tempo induzida
pelo pulso quantizado. Uma taxa de decaimento negativa Γ(t) < 0 é uma expressão
da não-Markovianidade da dinâmica do sistema de dois níveis, induzida pelo pacote de
um único fóton [66]. Enﬁm, ao se inserir as duas últimas equações em (3.19), conclui-
se que Hs(t) é resolvido quando ωs(t) = −Im[ψ˙(t)/ψ(t)]. Além disso, encontra-se
Γ(t) = −Re[ψ˙(t)/ψ(t)].
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Segundo a Eq. (2.6), agora podemos identiﬁcar o trabalho quântico realizado pelo pulso
de fóton único, sobre o dipolo, como
W ≡
∫ t f
t0
Tr[ρs(t)∂tHs(t)]dt
= h¯
∫ t f
t0
|ψ(t)|2 (∂tωs(t))dt,
(3.22)
enquanto que o calor envolvido no processo é dado por
Q ≡
∫ t f
t0
Tr[∂tρs(t)Hs(t)]dt
= h¯
∫ t f
t0
(
∂t|ψ(t)|2
)
ωs(t)dt.
(3.23)
Este resultado deixa claro que a origem física do trabalho está na dependência temporal de
ωs(t), ou seja, no deslocamento da separação das linhas espectrais devido à presença de
um campo elétrico externo (efeito Stark) [67]. O calor generalizado, nessa forma, depende
essencialmente da variação da probabilidade de excitação do sistema de dois níveis |ψ(t)|2,
por meio da absorção e emissão de fótons. Estas formas gerais de trabalho quântico e calor
quântico, nas Eqs. (3.22) e (3.23), mostram que é possível estabelecer uma relação entre
ωs(t) e o valor esperado da energia de interação do átomo-campo através da amplitude do
estado excitado ψ(t), sendo esta a principal grandeza a ser avaliada.
Para uma melhor compreensão do estudo realizado no capítulo seguinte, gostaríamos
de enfatizar a estratégia apresentada aqui para avaliar trabalho e calor envolvidos neste
exemplo simples de óptica quântica. A partir do ansatz (3.13) e da deﬁnição de um Hamilto-
niano total, a dinâmica do (vetor de) estado total |ξ(t)〉 é formalmente resolvida, conhecidas
as condições iniciais. Porém, para fazer uso da Eq. (2.6), embora o estado reduzido ρs possa
ser obtido de maneira simples, o Hamiltoniano do sistema Hs não tem uma forma bem
estabelecida. Para resolvê-lo, apela-se para equação mestra que descreve a dinâmica do
estado reduzido, que, através de hipóteses simples, nos informa sobre qual Hs é consistente
com o problema. Finalmente, conhecidas as formas para ρs e Hs, a Eq. (2.6) pode ser
usada para calcular trabalho e calor.
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CAPÍTULO 4
Conversão Paramétrica Descendente
Neste capítulo ﬁnalmente apresentamos nossa contribuição original para o tema desta
dissertação: descreveremos aqui aspectos da conversão paramétrica descendente sob
o ponto de vista da termodinâmica quântica. A seguir, primeiro explicamos o fenômeno
tanto na sua versão espontânea quanto na estimulada. Então, deﬁnimos quais aspectos
serão tratados através da nova abordagem, e, enﬁm, desenvolvemos o modelo usado para
o cálculo.
4.1 Conversão Paramétrica Descendente Espontânea
Óptica não-linear é a área de física que se dedica em estudar e descrever fenômenos
que acontecem devido à modiﬁcação das propriedades ópticas de um sistema material
interagindo com a luz em altas intensidades. Em geral, considera-se que o início do campo
da óptica não-linear foi através da descoberta do processo de geração de segundos harmô-
nicos realizado por Franken [68], processo no qual dois fótons com a mesma frequência
ω interagem com um sistema material não-linear, e são combinados de modo a gerar um
novo fóton com o dobro da energia 2h¯ω dos fótons iniciais. A terminologia usada para
designar “não-linearidade” se dá pela “resposta” (efeito decorrente após a interação) de
um sistema material a um campo óptico aplicado, a qual depende dos termos de ordem
superior associados a intensidade do campo óptico. Um exemplo deste fenômeno é a pró-
pria geração de segundo harmônico, que pode ser entendida como a resposta da interação
de um campo intenso com a matéria, que escala quadraticamente com a intensidade do
campo óptico aplicado. Sendo assim, a intensidade da luz gerada, a partir segundo harmô-
nico, tem magnitudes que tendem a aumentar com o quadrado do campo eletromagnético
aplicado [69].
O fenômeno óptico de fótons incidentes sobre um cristal não-linear decaindo espontanea-
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mente em um par de fótons é chamado de Conversão Paramétrica Descendente Espontânea
(abreviado aqui por SPDC, do inglês Spontaneous Parametric Down-Conversion). Este é um
efeito óptico não-linear que usualmente é compreendido teoricamente quando modela-se a
polarização do cristal por meio de uma susceptibilidade de segunda ordem χ(2), ou seja,
quando assume-se que ela depende do quadrado do campo elétrico presente. O fenômeno
tem sido altamente utilizado para investigar experimentalmente os aspectos fundamentais da
mecânica quântica, especialmente para a produção de pares de fótons emaranhados [70],
assim como analisar a validação dos resultados teóricos da termodinâmica quântica [71]. Na
SPDC, o fóton incidente é frequentemente chamado de “fóton de bombeamento” (em inglês,
pump), enquanto os fótons de saída são chamados de “sinal” e “intermediário” (em inglês,
signal e idler, respectivamente). O fenômeno é chamado espontâneo pois não há um canal
auxiliar ou campo intermediário para estimular o processo – o que veremos mais adiante –,
os fótons são gerados espontaneamente dentro do sistema material. A palavra “paramétrica”
quer dizer que há dependência dos campos elétricos (e não apenas de suas intensidades),
implicando que existe uma relação de fase entre os campos de entrada e saída. E a palavra
“descendente” refere-se ao fato de que os campos do sinal e intermediário sempre possuem
uma frequência menor que a do bombeamento [72]. A divisão dos fótons de bombeamento
em pares de fótons ocorre de acordo com as leis de conservação, ou seja, com energias e
momentos combinados iguais à energia e ao momento do fóton original (veja a Fig. 4.2).
Estas leis de conservação são dadas por
ωp = ωs +ωi,
kp = ks + ki,
(4.1)
onde ωp, kp, ωs, ks, ωi e ki são as frequências e vetores de onda dos fótons de bombea-
mento, sinal e intermediário, respectivamente. A segunda expressão também é conhecida
como ajuste de fase.
Para que o fenômeno seja observado, como o índice de refração depende da frequência,
apenas certos tripletos de frequências serão combinados de maneira que as conservações
de energia e momento sejam alcançadas simultaneamente. A intensidade dos campos
convertidos é determinada pelas condições de correspondência de fase, que é usualmente
obtida usando materiais não-lineares birrefringentes, os quais tem índice de refração
que variam com a polarização, e dependem da espessura do cristal e da direção de
propagação. Como resultado disto, diferentes tipos de SPDC são categorizados pelas
polarizações do fóton de entrada e dos dois fótons de saída dentro de um cristal uniaxial. Se
os fótons sinal e intermediário compartilharem a mesma polarização entre si, assim como
o fóton de bombeamento, ele será considerado Tipo-0; Se os fótons sinal e intermediário
compartilharem a mesma polarização entre si, mas forem ortogonais à polarização do
bombeamento, ele será SPDC do Tipo-I; E, se os fótons sinal e intermediário tiverem
polarizações perpendiculares entre si, ele é considerado uma SPDC do Tipo-II [69]. Os
Capítulo 4. Conversão Paramétrica Descendente 49
Figura 4.1 – Montagem típica para observação da conversão paramétrica descendente espontânea: Um
fóton de um feixe de laser excita um meio não-linear (geralmente um cristal) a um nível virtual,
que decai espontaneamente através de inúmeras maneiras: retornando diretamente ao nível
original, um fóton idêntico ao do laser é criado; retornando indiretamente, passando por um nível
intermediário, um par de fótons é gerado. No segundo caso, a energia resultante destes fótons
se iguala à energia do fóton de bombeamento, h¯ωp = h¯ωs + h¯ωi. Fótons das mais variadas
cores (comprimentos de onda) podem ser obtidos, a depender do nível intermediário utilizado.
Os pares de fótons gerados têm direções de propagação dadas pela conservação do momento
linear, h¯kp = h¯ks + h¯ki. F designa um ﬁltro de interferência óptica, que tem o papel de selecionar
determinadas polarizações [73]. A posição dos detetores seleciona quais pares produzidos são
observados.
Figura 4.2 – Conversão paramétrica descendente espontânea: Um fóton de um feixe de laser excita um
meio não-linear (geralmente um cristal) a um nível virtual que decai espontaneamente. Dois
processos possíveis são ilustrados: um fóton idêntico ao do laser é criado e um par de fótons
é criado (SPDC). A energia do par de fótons somada é a mesma energia do fóton de laser
(h¯ωp = h¯ωs + h¯ωi → conservação de energia). Fótons de várias cores (comprimentos de onda)
podem ser obtidos dependendo da localização do nível virtual.
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possíveis caminhos dos fótons de saída, ilustrados na Fig. 4.1, são determinados pelas leis
de conservação e restritos pela polarização.
A correlação entre estados de polarização de fótons convertidos descendentemente
torna possível a produção de fótons emaranhados por polarização. O emaranhamento é
o fenômeno quântico em que o estado de um sistema de duas, ou mais, partículas não
é determinado apenas pelos estados das partículas individuais. Isto só ocorre quando as
partículas do sistema estão em uma superposição quântica de estados e compartilham
uma correlação. Se dois fótons estão correlacionados em suas polarizações, medir o estado
de polarização de um determina o estado do outro, sem ter que medi-lo. O efeito de SPDC
se mostra adequado para produzir fótons correlacionados e em superposição [74].
De certa forma, estaremos interessados em investigar os efeitos resultantes de uma
suscetibilidade óptica não-linear em segunda ordem χ(2). Entretanto, não avançaremos
com este formalismo aqui porque uma outra abordagem será verdadeiramente útil, ao
contrário desta. Explicamos. Conforme apresentamos logo acima, note que toda a inﬂuência
da matéria sobre a conversão paramétrica descendente está exclusivamente contida no
conceito fenomenológico de susceptibilidade. Como pretendemos descrever o estado do
material na observação deste fenômeno, não é possível nos contentar com a presente
descrição. Como veremos a seguir, variáveis associadas à matéria serão levadas em
consideração e aparecerão explicitamente na teoria.
4.2 Conversão Paramétrica Descendente Estimulada
No processo de conversão paramétrica descendente estimulada, um laser auxiliar com
mesmas propriedades ópticas dos fótons intermediários também incide no cristal, alinhado
com a direção de detecção destes fótons (veja a Fig. 4.3). Como resultado desta modiﬁcação
na montagem experimental, produz-se um aumento substancial no número de pares de
fótons criados. Tipicamente, um laser auxiliar de alguns miliwatts aumentaria a taxa de
emissão destes fótons em 100 vezes, comparado com a emissão espontânea [75]. Mais
adiante, mostraremos nos nossos cálculos como entender o aparecimento de tal efeito.
A partir de agora, pretendemos reinterpretar a conversão paramétrica descendente
estimulada via termodinâmica quântica. Assim como o trabalho discutido na seção 3.2,
interpretaremos o grau de liberdade interno do cristal como uma substância termodinâmica
que pode realizar trabalho a partir da interação com o campo externo aplicado. Em particular,
a seguinte interpretação de máquina térmica poderia funcionar neste caso. O efeito de um
fóton de bombeamento na sua função de excitar o cristal poderia ser interpretado como
sendo causado pelo acoplamento do cristal com um reservatório quente. Em seguida, o
decaimento do cristal para o nível de energia intermediário e a concomitante emissão do
fóton sinal poderiam se associar com a realização de trabalho pelo sistema. Finalmente, o
papel do laser auxiliar seria equivalente ao de um reservatório frio, ajudando a direcionar a
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Figura 4.3 – Uma conﬁguração típica usada para um experimento de conversão paramétrica descendente
estimulada. Além do laser de bombeamento (azul) incidindo sobre o cristal não-linear (NLC), um
laser auxiliar (vermelho) também incide no material, os quais passam por um modulador espacial
de luz (SLM). Este possui propriedades ópticas idênticas às dos fótons intermediários, sendo
inclusive alinhado na mesma direção de seus detectores. A presença deste laser auxiliar aumenta
a taxa de criação de pares de fótons sinal e intermediário, em comparação com a conversão
espontânea [75]. Ainda, M é o aparato reﬂetor, L é o ﬁltro de polarização e CCD são as câmeras
de dispositivo de carga acoplada como detectores.
emissão do fóton sinal, mas representando um descarte de energia através da emissão do
fóton intermediário.
Aqui, não demonstraremos que esta nova abordagem pode ser de fato aplicada, porque
não alcançamos resultados suﬁcientes para isso. Entretanto, daremos um primeiro passo
nesta direção. Avaliaremos, no processo de conversão paramétrica descendente estimu-
lada, o trabalho realizado pela luz sobre o cristal e o calor envolvido. A estratégia, como já
comentamos, é parecida com aquela discutida na seção 3.2. Primeiro mostraremos como
obter a dinâmica do estado total (campo e cristal), para um modelo simples de interação e
condições iniciais consistentes com a realização experimental do fenômeno. Em seguida,
o estado reduzido que descreve o grau de liberdade do cristal pode ser diretamente al-
cançado e, amparados por uma equação mestra para este estado reduzido, deﬁniremos
o Hamiltoniano efetivo sentido pelo cristal. A partir disto, as relações de trabalho e calor
podem ser formalmente apresentadas.
4.3 Dinâmica quântica
Com todos os conceitos e deﬁnições quânticos, termodinâmicos e ópticos necessários
para modelar o sistema proposto, nosso ponto de partida é o próprio experimento de
conversão paramétrica descendente, o qual voltamos a ilustrar com uma conﬁguração
simpliﬁcada na Fig. 4.4. Primeiramente, usaremos o processo de conversão paramétrica
descendente estimulada, e não sua versão espontânea, para a descrição do modelo, pois
será claro, mais adiante neste capítulo, que esta desempenha um papel importante para
destacar o efeito não-linear em si. Além disso, sabe-se que, como tem sido feito há anos,
os estudos deste fenômeno têm, geralmente, a descrição do fóton como elemento principal
deste efeito, aﬁnal é a parte diretamente acessível em um experimento. Nosso objetivo
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Figura 4.4 – Um arranjo experimental básico que gera o efeito de conversão paramétrica descendente estimu-
lada, o qual é nosso fenômeno investigado. O campo do laser auxiliar (vermelho), devidamente
preparado usando um modulador espacial de luz (SLM), aumenta consideravelmente a geração
de pares de fótons quando o laser de bombeamento (azul) também incide no cristal não-linear
(NLC). Os fótons sinal e intermediário criados neste processo são medidos pelos detectores [75].
neste trabalho não é descrever apenas o campo, mas investigar o cristal não-linear como o
sistema de interesse.
• Hamiltoniana clássica
A partir deste ponto, o formalismo apresentado está em consonância com a teoria
apresentada na seção 3.1. Partindo do ponto de vista clássico, considere inicialmente um
único elétron conﬁnado pelo potencial atômico interagindo com um campo elétrico externo,
e uniforme sobre a região do elétron. Esta conﬁguração pode ser descrita pela Hamiltoniana
de acoplamento mínimo na aproximação de dipolo
H1 = HA + HF + Hint1 , (4.2)
com
HA =
p 2
2m
+V0(r) e Hint1 = −er · E(r0, t), (4.3)
onde: HA é a Hamiltoniana do átomo, p e m o momento e a massa do elétron, respectiva-
mente, e V0(r) representa o potencial atômico; HF é a Hamiltoniana do campo, dado pela
Eq. (3.2); Hint1 é o Hamiltoniana de interação, em que e é a carga do elétron,r é a sua
posição em relação ao seu ponto de equilíbrio, E é o campo elétrico externo,r0 é a posição
do átomo e t o tempo.
Por simplicidade, em um cristal, consideramos que cada um dos N elétrons estão
conﬁnados pelo mesmo potencial atômico. Além disso, cada posição atômica é tomada
como um parâmetro ﬁxo. Estende-se, portanto, a Hamiltoniana H1, de modo que, para esta
nova situação, temos
H = Hc + HF + Hint, (4.4)
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com
Hc =
N
∑
j=1
[
p 2j
2m
+V0(rj)
]
e Hint = −e
N
∑
j=1
rj · E(r0j , t). (4.5)
Aqui,rj é a posição do j-ésimo elétron com relação ao seu ponto de equilíbrio er0j é a
posição do átomo onde o j-ésimo elétron está conﬁnado.
Expandindo E(r0j , t) em ondas planas, descritas pelos vetores de ondak e polarização
σ, produz-se
Hint = −e
N
∑
j=1
rj ·∑
k,σ
[
ηk,σak,σe
i(k· r0j−ωt) +η ∗k,σa
∗
k,σ
e−i(
k· r0j−ωt)
]
, (4.6)
em que ak,σ refere-se à amplitude do campo elétrico do modo
k, com polarização determi-
nada por σ, e ηk,σ carrega a direção de polarização e outras normalizações necessárias,
para um dado par (k, σ) [veja a Eq. (3.6)]. Também destacamos que ω = ω(k, σ).
• Hamiltoniano quântico
Agora, simplesmente usamos o procedimento usual de quantização para as variáveis
canônicasrj → rˆj e pj → pˆj, assim como para amplitude do campo ak,σ → aˆk,σ. Lembrando
ainda que o campo elétrico quantizado, obtido a partir desse procedimento,
∑
k,σ
[
ηk,σ aˆk,σe
i(k·r0j−ωt) +η ∗k,σ aˆ
†
k,σ
e−i(
k·r0j−ωt)
]
,
refere-se à representação de Heisenberg, então, o Hamiltoniano quântico na representação
de Schrödinger se torna
Hˆ = Hˆc + HˆF + Hˆint, (4.7)
com
Hˆint =
N
∑
j=1
∑
m,n
Aˆmnd
(j)
mn ·∑
k,σ
[
ηk,σ aˆk,σe
+ik·r0j +η ∗k,σ aˆ
†
k,σ
e−i
k·r0j
]
, (4.8)
em que deﬁnimos o elemento transição dipolar como d (j)mn ≡ 〈m|(−erˆj)|n〉 e o operador de
transição como Aˆmn ≡ |m〉〈n|, onde HˆA|m〉 = (A)m |m〉. Observe que, como na presente
abordagem cada elétron é conﬁnado por um potencial atômico idêntico, os termos da soma
em j da Eq. (4.8) diferem apenas por causa da dependência do campo elétrico na posição
do átomor0j . Então, é possível substituir d
(j)
mn simplesmente por dmn.
• Dinâmica na representação de interação
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Para avançar na abordagem, precisamos descrever a dinâmica do sistema. Pois bem,
levando o nosso estado global |ψ(t)〉 para representação de interação, o vetor de estado é
dado por |ψI(t)〉 = e+ ih¯ (Hˆc+HˆF)t|ψ(t)〉, onde usamos com o subíndice “I” para designar a
representação de interação. Sua evolução unitária temporal segue
|ψI(t)〉 = UˆI(t)|ψI(0)〉, onde ih¯∂tUˆI(t) = HˆI(t)UˆI(t), (4.9)
com
HˆI(t) = e+
i
h¯ (Hˆc+HˆF)t Hˆinte−
i
h¯ (Hˆc+HˆF)t.
Para a evolução do tempo na representação de Scrödinger temos então (detalhes deste
cálculo estão no apêndice B)
|ψ(t)〉 = |ψ(t)〉 = |ψ(0)(t)〉+ |ψ(1)(t)〉+ |ψ(2)(t)〉+ . . . , (4.10)
onde
|ψ(n+1)(t)〉 =
(
i
h¯
)
e−
i
h¯ (Hˆc+HˆF)t
∫ t
0
dt′e+
i
h¯ (Hˆc+HˆF)t
′
Hˆint |ψ(n)(t′)〉. (4.11)
• Estado inicial
Deﬁnida a maneira como calcularemos a evolução temporal, agora precisamos discutir
o estado inicial do sistema. A ideia é descrever a montagem experimental da conversão
paramétrica descendente estimulada, em que, anteriormente à interação, temos apenas
fótons do feixe de bombeamento e do feixe auxiliar, e o cristal no estado fundamental. A
escolha mais simples que pudemos fazer é
|ψ(0)〉 = |0〉c ⊗ |np〉p ⊗ |na〉a ⊗ |vac′〉, (4.12)
com
|vac′〉 = ⊗
(k,σ)′
|0〉k,σ, (4.13)
onde |0〉c é o estado fundamental do cristal, |na〉a (|np〉p) indica que existem inicialmente na
(np) fótons no modo a (p) auxiliar (de bombeamento). Ainda, o produtório sobre o conjunto
(k, σ)′ signiﬁca varrer todos os modos (k, σ), exceto pelos modos de bombeamento (kp, σp)
e auxiliar (ka, σa). Então,
Hˆc|ψ(0)〉 = (c)0 |ψ(0)〉 e HˆF|ψ(0)〉 = (nah¯ωa + nph¯ωp + vac)|ψ(0)〉. (4.14)
Deﬁnindo 0 = 
(c)
0 + nah¯ωa + nph¯ωp + vac, a evolução do estado não-perturbado é
|ψ(0)(t)〉 = e− ih¯ 0t|ψ(0)〉.
• Primeira ordem
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Finalmente, para obter |ψ(t)〉, calculamos os termos de |ψ(t)〉 até terceira ordem,
usando a Eq. (4.10). Este cálculo é longo, porém não apresenta grandes diﬁculdades. A
motivação para usarmos uma teoria de perturbação até a terceira ordem é que este é o
menor termo para o qual o fenômeno de conversão paramétrica descendente acontece,
conforme ﬁcará mais claro no decorrer do cálculo de |ψ(t)〉. Sendo assim, começando
com |ψ(1)(t)〉, e utilizando a Eq. (4.8), podemos escrever a expressão para |ψ(1)(t)〉 como
sendo (veja os detalhes no Apêndice C)
|ψ(1)(t)〉 =
(
i
h¯
)
e−
i
h¯ 0t
N
∑
j=1
∑
m
|m〉 ⊗ [t1 + t2 + t3 + t4 + t5] , (4.15)
com
t1 ≡ (dm0 ·ηkp,σp)e
+ikp·r0j
(
1− e−i(ωm0−ωp)t
i(ωm0 −ωp)
)
√
np|np − 1〉p ⊗ |na〉a ⊗ |vac′〉,
t2 ≡ (dm0 ·ηka,σa)e
+ika·r0j
(
1− e−i(ωm0−ωa)t
i(ωm0 −ωa)
)
|np〉p ⊗√na|na − 1〉a ⊗ |vac′〉,
t3 ≡ (dm0 ·η ∗kp,σp)e
−ikp·r0j
(
1− e−i(ωm0+ωp)t
i(ωm0 +ωp)
)√
np + 1|np + 1〉p ⊗ |na〉a ⊗ |vac′〉,
t4 ≡ (dm0 ·η ∗ka,σa)e
−ika·r0j
(
1− e−i(ωm0+ωa)t
i(ωm0 +ωa)
)
|np〉p ⊗
√
na + 1|na + 1〉a,⊗|vac′〉
t5 ≡ ∑
(k,σ)′
(dm0 ·η ∗k,σ)e
−ik·r0j
(
1− e−i(ωm0+ω)t
i(ωm0 +ω)
)
|np〉p ⊗ |na〉a ⊗ aˆ†k,σ |vac
′〉,
em que h¯ωm0 ≡ (c)m − (c)0 . Ainda que todos estes estados em superposição sejam pos-
síveis, a priori, os termos t2 e t3 serão descartados, pois, considerando que manteremos
apenas termos de terceira ordem, é possível veriﬁcar (através das sucessivas interações
do Hˆint) que esses não podem dar origem aos estados observados no experimento de
conversão paramétrica descendente. Este serão nomeados aqui de estados PDC, e se
associam à aniquilação de um fóton de bombeamento e à criação de um fóton interme-
diário (no mesmo modo do feixe auxiliar) e outro fóton sinal: |np − 1〉p ⊗ |na + 1〉a ⊗ |1〉s.
Esta simpliﬁcação pode ser justiﬁcada pela chamada “pós-seleção”, que é um protocolo
frequentemente usado em física experimental, no qual se faz uma seleção dos processos
especíﬁcos que se desejam investigar, conﬁgurando um arranjo experimental para o sistema.
Além disso, segundo este mesmo argumento, parat5, podemos eliminar a soma sobre
(k, σ)′ e substituir
k −→ks, ω −→ ωs, e σ −→ σs,
de modo que t5 torna-se
t5 ≡ (dm0 ·η ∗ks,σs)e
−iks·r0j
(
1− e−i(ωm0+ωs)t
i(ωm0 +ωs)
)
|np〉p ⊗ |na〉a ⊗ |1〉s,
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onde deﬁnimos |1〉s ≡ aˆ†ks,σs |vac
′〉.
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• Segunda ordem
Procedendo com a iteração, agora calculamos |ψ(2)(t)〉. Nós primeiro lidamos com a
integral
∫ t
0
dt′e+
i
h¯ (HˆA+HˆF)t
′
Hˆint|ψ(1)(t′)〉,
e lembramos que manteremos apenas os termos capazes de gerar estados PDC, consi-
derando a expansão (4.10) até terceira ordem. Assim, temos a expressão para o estado
perturbado de segunda ordem |ψ(2)(t)〉 (detalhes do cálculo no apêndice D)
|ψ(2)(t)〉 =
(
i
h¯
)2
e−
i
h¯ 0t∑
j, j˜
∑
m,m˜
|m˜〉 ⊗ [t6 + t7 + t8 + t9 + t10 + t11] ,
onde
t6 ≡ e+i(
kp·r0j−ka·r0 j˜ )(dm0 ·ηkp,σp)(dm˜m ·η
∗
ka,σa
) v1(t) e−i(ωm˜0+ωa−ωp)t
×√np|np − 1〉p ⊗
√
na + 1|na + 1〉a ⊗ |vac′〉,
t7 ≡ e+i(
kp·r0j−ks·r0 j˜ )(dm0 ·ηkp,σp)(dm˜m ·η
∗
ks,σ˜s
) v2(t) e−i(ωm˜0+ωs−ωp)t
×√np|np − 1〉p ⊗ |na〉a ⊗ |1〉s,
t8 ≡ e−i(
ka·r0j+kp·r0 j˜ )(dm0 ·η∗ka,σa)(dm˜m ·ηkp,σp) v3(t) e
−i(ωm˜0+ωa−ωp)t
×√np|np − 1〉p ⊗
√
na + 1|na + 1〉a ⊗ |vac′〉,
t9 ≡ e−i(
ka·r0j+ks·r0 j˜ )(dm0 ·η∗ka,σa)(dm˜m ·η
∗
ks,σs
) v4(t) e−i(ωm˜0+ωa+ωs)t
×|np〉p ⊗
√
na + 1|na + 1〉a ⊗ |1〉s,
t10 ≡ e−i(
ks·r0j−kp·r0 j˜ )(dm0 ·η∗ks,σs)(dm˜m ·ηkp,σp) v5(t) e
−i(ωm˜0+ωs−ωp)t
×√np|np − 1〉p ⊗ |na〉a ⊗ |1〉s,
t11 ≡ e−i(
ks·r0j+ka·r0 j˜ )(dm0 ·η∗ks,σs)(dm˜m ·η
∗
ka,σa
) v6(t) e−i(ωm˜0+ωa+ωs)t
×|np〉p ⊗
√
na + 1|na + 1〉a ⊗ |1〉s,
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sendo que deﬁnimos
v1(t) =
1
i(ωm0 −ωp)
[(
e+i(ωm˜0−ωp+ωa)t − 1
i(ωm˜0 −ωp +ωa)
)
−
(
e+i(ωm˜m+ωa)t − 1
i(ωm˜m +ωa)
)]
,
v2(t) =
1
i(ωm0 −ωp)
[(
e+i(ωm˜0−ωp+ωs)t − 1
i(ωm˜0 −ωp +ωs)
)
−
(
e+i(ωm˜m+ωs)t − 1
i(ωm˜m +ωs)
)]
,
v3(t) =
1
i(ωm0 +ωa)
[(
e+i(ωm˜0−ωp+ωa)t − 1
i(ωm˜0 −ωp +ωa)
)
−
(
e+i(ωm˜m−ωp)t − 1
i(ωm˜m −ωp)
)]
,
v4(t) =
1
i(ωm0 +ωa)
[(
e+i(ωm˜0+ωs+ωa)t − 1
i(ωm˜0 +ωs +ωa)
)
−
(
e+i(ωm˜m+ωs)t − 1
i(ωm˜m +ωs)
)]
,
v5(t) =
1
i(ωm0 +ωs)
[(
e+i(ωm˜0+ωs−ωp)t − 1
i(ωm˜0 +ωs −ωp)
)
−
(
e+i(ωm˜m−ωp)t − 1
i(ωm˜m −ωp)
)]
,
v6(t) =
1
i(ωm0 +ωs)
[(
e+i(ωm˜0+ωs+ωa)t − 1
i(ωm˜0 +ωs +ωa)
)
−
(
e+i(ωm˜m+ωa)t − 1
i(ωm˜m +ωa)
)]
.
• Terceira ordem
Finalmente, usando o mesmo procedimento e lembrando que estamos interessados em
estados PDC, obtemos (detalhes do cálculo no apêndice E).
|ψ(3)(t)〉 =
(
i
h¯
)3
e−
i
h¯ 0t∑
j, j˜, j¯
∑
m,m˜,m¯
e−i(ωm¯0−ωp+ωa+ωs)t (t12 + . . . + t17)
×|m¯〉 ⊗√np|np − 1〉p ⊗
√
na + 1|na + 1〉a ⊗ |1〉s
]
,
onde
t12 ≡ e+i(
kp·r0j−ka·r0 j˜−ks·r0 j¯ )(dm0 ·ηkp,σp)(dm˜m ·η
∗
ka,σa
)(dm¯m˜ ·η ∗ks,σs) g1(t),
t13 ≡ e+i(
kp·r0j−ks·r0 j˜−ka·r0 j¯ )(dm0 ·ηkp,σp)(dm˜m ·η
∗
ks,σ˜s
)(dm¯m˜ ·η ∗ka,σ˜a) g2(t),
t14 ≡ e−i(
ka·r0j+kp·r0 j˜+ks·r0 j¯ )(dm0 ·η∗ka,σa)(dm˜m ·ηkp,σp)(dm¯m˜ ·η
∗
ks,σs
) g3(t),
t15 ≡ e−i(
ka·r0j+ks·r0 j˜−kp·r0 j¯ )(dm0 ·η∗ka,σa)(dm˜m ·η
∗
ks,σs
)(dm¯m˜ ·ηkp,σp) g4(t),
t16 ≡ e−i(
ks·r0j−kp·r0 j˜+ka·r0 j¯ )(dm0 ·η∗ks,σs)(dm˜m ·ηkp,σp)(dm¯m˜ ·η
∗
ka,σ˜a
) g5(t),
t17 ≡ e−i(
ks·r0j+ka·r0 j˜−kp·r0 j¯ )(dm0 ·η∗ks,σs)(dm˜m ·η
∗
ka,σa
)(dm¯m˜ ·ηkp,σp) g6(t),
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com
g1(t) =
∫ t
0
e+i(ωm¯m˜+ωs)t
′
[∫ t′
0
e+i(ωm˜0−ωp+ωa)t
′′
x1(t′′) dt′′
]
dt′,
g2(t) =
∫ t
0
e+i(ωm¯m˜+ωa)t
′
[∫ t′
0
e+i(ωm˜0−ωp+ωs)t
′′
x1(t′′) dt′′
]
dt′,
g3(t) =
∫ t
0
e+i(ωm¯m˜+ωs)t
′
[∫ t′
0
e+i(ωm˜0−ωp+ωa)t
′′
x2(t′′) dt′′
]
dt′,
g4(t) =
∫ t
0
e+i(ωm¯m˜−ωp)t
′
[∫ t′
0
e+i(ωm˜0+ωa+ωs)t
′′
x2(t′′) dt′′
]
dt′,
g5(t) =
∫ t
0
e+i(ωm¯m˜+ωa)t
′
[∫ t′
0
e+i(ωm˜0−ωp+ωs)t
′′
x3(t′′) dt′′
]
dt′,
g6(t) =
∫ t
0
e+i(ωm¯m˜−ωp)t
′
[∫ t′
0
e+i(ωm˜0+ωa+ωs)t
′′
x3(t′′) dt′′
]
dt′,
e
x1(t) = e−i(ωm0−ωp)t
∫ t
0
e+i(ωm0−ωp)t
′
dt′ =
(
1− e−i(ωm0−ωp)t
i(ωm0 −ωp)
)
,
x2(t) = e−i(ωm0+ωa)t
∫ t
0
e+i(ωm0+ωa)t
′
dt′ =
(
1− e−i(ωm0+ωa)t
i(ωm0 +ωa)
)
,
x3(t) = e−i(ωm0+ωs)t
∫ t
0
e+i(ωm0+ωs)t
′
dt′ =
(
1− e−i(ωm0+ωs)t
i(ωm0 +ωs)
)
.
• Forma ﬁnal de |ψ(t)〉
Algumas últimas operações são necessárias antes de exibir o estado ﬁnal |ψ(t)〉. Em
primeiro lugar, note que os termos |ψ(0)(t)〉, |ψ(1)(t)〉 e |ψ(2)(t)〉 não envolvem estados
PDC, por isso, quando estado ﬁnal for projetado nestes, serão descartados. Isto implica
que |ψ(t)〉 → |ψ(3)(t)〉. No entanto, ainda podemos eliminar o somatório sobre j, j˜ e j¯.
Considerando que são índices mudos, é possível veriﬁcar que, em cada termo de |ψ(3)(t)〉,
temos a mesma forma:
∑
j, j˜, j¯
e+i(
kp·r0j−ka·r0 j˜−ks·r0 j¯ ) = ∑
j
e+i(
kp−ka−ks)·r0j
+ ∑
j = j˜,j = j¯
∑
j˜ = j¯
∑¯
j
e+i(
kp·r0j−ka·r0 j˜−ks·r0 j¯ ).
Note que o primeiro termo é igual a N, o número de átomos do cristal, já que, por conserva-
ção de momento,kp =ka +ks. Por outro lado, o segundo termo se anula porque trata-se
de uma soma de um número enorme de termos que oscilam incoerentemente.
Implementando as ideias acima, e eliminando a fase global, encontramos
|ψ(t)〉 =
√
np(na + 1) ∑¯
m
Cm¯e−iωm¯0t |m¯〉 ⊗ |np − 1〉p ⊗ |na + 1〉a ⊗ |1〉s, (4.16)
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onde
Cm¯ = ∑
m,m˜
{
g1(t) (dm0 ·ηkp,σp)(dm˜m ·η
∗
ka,σa
)(dm¯m˜ ·η ∗ks,σs)
+ g2(t) (dm0 ·ηkp,σp)(dm˜m ·η
∗
ks,σ˜s
)(dm¯m˜ ·η ∗ka,σ˜a)
+ g3(t) (dm0 ·η∗ka,σa)(dm˜m ·ηkp,σp)(dm¯m˜ ·η
∗
ks,σs
)
+ g4(t) (dm0 ·η∗ka,σa)(dm˜m ·η
∗
ks,σs
)(dm¯m˜ ·ηkp,σp)
+ g5(t) (dm0 ·η∗ks,σs)(dm˜m ·ηkp,σp)(dm¯m˜ ·η
∗
ka,σ˜a
)
+ g6(t) (dm0 ·η∗ks,σs)(dm˜m ·η
∗
ka,σa
)(dm¯m˜ ·ηkp,σp)
}
.
Vemos agora, a partir da Eq. (4.16), o nascimento do fenômeno de conversão para-
métrica descendente, nesta abordagem teórica, por meio dos estados gerados em uma
expressão analítica. Olhando apenas para esses estados gerados, uma maneira possível
de ser ler a expressão é que um fóton do laser de bombeamento é absorvido pelo átomo
(|np − 1〉p), criando dois fótons, um fóton na direção do campo auxiliar (|na + 1〉a, fóton
intermediário) e o outro fóton sinal (|1〉s). A dinâmica do grau de liberdade atômico esta
incluída nos coeﬁcientes Cm¯e−iωm¯0t. O resultado obtido é exatamente o mesmo do efeito
que é medido experimentalmente. Por último, note que a presença do laser auxiliar ampliﬁca
o fenômeno por um fator
√
na + 1, justiﬁcando plenamente a sua implementação.
4.4 Trabalho e Calor Quânticos
Com o estado evoluído no tempo |ψ(t)〉 em mãos, agora podemos construir
ρˆ(t) = |ψ(t)〉〈ψ(t)| e, portanto, o estado do sistema de interesse ρˆc(t), para o qual
compararemos a dinâmica obtida na seção anterior com aquela governada pela equação
mestra (2.35). Ou seja, da mesma maneira como foi apresentada na seção 3.2, uma vez
que temos o estado do sistema em mãos, é possível conhecer como se dá a sua dinâmica,
e, assim, conseguimos identiﬁcar o Hamiltoniano efetivo que governa o sistema de interesse,
podendo então usar a deﬁnição de trabalho quântico Eq. (2.5).
Portanto, o próximo passo é montar a matriz densidade ρˆ(t) = |ψ(t)〉〈ψ(t)|. Por
simplicidade, consideramos que o subsistema do cristal apresenta três níveis de energia,
ou seja,
|ψ(t)〉 = α1(t)|1〉c ⊗ |np − 1〉p ⊗ |na + 1〉a ⊗ |1〉s
+ α2(t)|2〉c ⊗ |np − 1〉p ⊗ |na + 1〉a ⊗ |1〉s
+ α3(t)|3〉c ⊗ |np − 1〉p ⊗ |na + 1〉a ⊗ |1〉s ,
(4.17)
onde
αj(t) = Cj(t)
√
np(na + 1) e−iωj0t. (4.18)
Capítulo 4. Conversão Paramétrica Descendente 61
Com a Eq. (4.17), então construímos o estado ρˆ(t) e tomamos o traço sobre as variáveis
do campo para se obter ρˆc(t). Encontramos
ρˆc(t) = Tr f [ρˆ] =
⎛
⎜⎜⎝
|α1(t)|2 α1(t)α∗2(t) α1(t)α∗3(t)
α2(t)α∗1(t) |α2(t)|2 α2(t)α∗3(t)
α3(t)α∗1(t) α3(t)α
∗
2(t) |α3(t)|2
⎞
⎟⎟⎠ . (4.19)
Nosso próximo passo é encontrar a equação mestra, semelhante a Eq. (2.35), que
concorde com a dinâmica tal estado. Sua forma é dada por
∂
∂t
ρˆc = − ih¯ [Hˆ
e f f
c , ρˆc] +∑
k
[
Aˆkρˆc Aˆ†k −
1
2
Aˆ†k Aˆkρˆc −
1
2
ρˆc Aˆ†k Aˆk
]
, (4.20)
onde, conhecendo totalmente o resultado do lado esquerdo da equação acima, como
primeira tentativa de identiﬁcar os operadores que descrevem esta dinâmica, deﬁnimos os
operadores de dinâmica não-unitária como
Aˆa = za|1〉〈2|, Aˆb = zb|2〉〈1|, Aˆc = zc|1〉〈3|,
Aˆd = zd|3〉〈1|, Aˆe = ze|2〉〈3|, Aˆ f = z f |3〉〈2|.
Complementarmente, o Hamiltoniano efetivo do sistema que irá gerar a dinâmica unitária é
assumido como
Hˆe f fc = h¯ω1|1〉〈1|+ h¯ω2|2〉〈2|+ h¯ω3|3〉〈3| = h¯
⎛
⎜⎜⎝
ω1 0 0
0 ω2 0
0 0 ω3
⎞
⎟⎟⎠ . (4.21)
Então, seu comutador com o estado ρˆc do sistema vale
[Hˆe f fc , ρˆc] = h¯
⎛
⎜⎜⎝
0 α1α∗2(ω1 −ω2) α1α∗3(ω1 −ω3)
α2α
∗
1(ω2 −ω1) 0 α2α∗3(ω2 −ω3)
α3α
∗
1(ω3 −ω1) α3α∗2(ω3 −ω2) 0
⎞
⎟⎟⎠ . (4.22)
Adicionalmente,
Aˆaρˆc Aˆ†a −
Aˆ†a Aˆaρˆc + ρˆc Aˆ†a Aˆa
2
= |za|2
[
|1〉〈2|ρˆc|2〉〈1| − |2〉〈2|ρˆc + ρˆc|2〉〈2|2
]
,
Aˆbρˆc Aˆ†b −
Aˆ†b Aˆbρˆc + ρˆc Aˆ
†
b Aˆb
2
= |zb|2
[
|2〉〈1|ρˆc|1〉〈2| − |1〉〈1|ρˆc + ρˆc|1〉〈1|2
]
,
Aˆcρˆc Aˆ†c −
Aˆ†c Aˆcρˆc + ρˆc Aˆ†c Aˆc
2
= |zc|2
[
|1〉〈3|ρˆc|3〉〈1| − |3〉〈3|ρˆc + ρˆc|3〉〈3|2
]
,
Aˆdρˆc Aˆ†d −
Aˆ†d Aˆdρˆc + ρˆd Aˆ
†
c Aˆd
2
= |zd|2
[
|3〉〈1|ρˆc|1〉〈3| − |1〉〈1|ρˆc + ρˆc|1〉〈1|2
]
,
Aˆeρˆc Aˆ†e −
Aˆ†e Aˆeρˆc + ρˆd Aˆ†e Aˆe
2
= |ze|2
[
|2〉〈3|ρˆc|3〉〈2| − 12 |3〉〈3|ρˆc −
1
2
ρˆc|3〉〈3|
]
,
Aˆ f ρˆc Aˆ†f −
Aˆ†f Aˆ f ρˆc + ρˆd Aˆ
†
f Aˆ f
2
= |z f |2
[
|3〉〈2|ρˆc|2〉〈3| − |2〉〈2|ρˆc + ρˆc|2〉〈2|2
]
,
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de modo que a parte não-unitária da equação mestra é dada por⎛
⎜⎜⎝
η11 − 12 |zabd f |2α1α∗2 − 12 |zbcde|2α1α∗3
− 12 |zabd f |2α2α∗1 η22 − 12 |zace f |2α2α∗3
− 12 |zbcde|2α3α∗1 − 12 |zace f |2α3α∗2 η33
⎞
⎟⎟⎠ ,
onde
η11 = |zaα2|2 + |zcα3|2 − |zbdα1|2,
η22 = |zbα1|2 + |zeα3|2 − |za f α2|2,
η33 = |zdα1|2 + |z f α2|2 − |zceα3|2,
com |ziαn|2 = |zi|2|αn|2, para i = a, b, . . . e n = 1, 2, 3. Ainda,
|zij|2 = |zi|2 + |zj|2 e |zijkl|2 = |zi|2 + |zj|2 + |zk|2 + |zl|2. (4.23)
Agora precisamos encontrar condições para os parâmetros livres ω1,2,3 and za,b,c,d,e, f para
os quais a equação mestra (4.20) seja satisfeita. Desta equação matricial, temos nove
igualdades. Começamos a apresentar os termos da diagonal,
∂t|α1|2 = |za|2|α2|2 + |zc|2|α3|2 − |zbd|2|α1|2,
∂t|α2|2 = |zb|2|α1|2 + |ze|2|α3|2 − |za f |2|α2|2,
∂t|α3|2 = |zd|2|α1|2 + |z f |2|α2|2 − |zce|2|α3|2,
(4.24)
enquanto que, para aqueles fora da diagonal, temos
∂t(α1α
∗
2) = α1α
∗
2
[
−i(ω1 −ω2)− 12 |zabd f |
2
]
,
∂t(α2α
∗
1) = α2α
∗
1
[
−i(ω2 −ω1)− 12 |zabd f |
2
]
,
(4.25)
∂t(α1α
∗
3) = α1α
∗
3
[
−i(ω1 −ω3)− 12 |zbcde|
2
]
,
∂t(α3α
∗
1) = α3α
∗
1
[
−i(ω3 −ω1)− 12 |zbcde|
2
]
,
(4.26)
∂t(α2α
∗
3) = α2α
∗
3
[
−i(ω2 −ω3)− 12 |zace f |
2
]
,
∂t(α3α
∗
2) = α3α
∗
2
[
−i(ω3 −ω2)− 12 |zace f |
2
]
.
(4.27)
As últimas seis equações, Eqs. (4.25)-(4.27), implicam que
|zabd f |2 = −2Re
[
∂tα1
α1
+
∂tα
∗
2
α∗2
]
, ω1 −ω2 = −Im
[
∂tα1
α1
+
∂tα
∗
2
α∗2
]
,
|zbcde|2 = −2Re
[
∂tα1
α1
+
∂tα
∗
3
α∗3
]
, ω1 −ω3 = −Im
[
∂tα1
α1
+
∂tα
∗
3
α∗3
]
,
|zace f |2 = −2Re
[
∂tα2
α2
+
∂tα
∗
3
α∗3
]
, ω2 −ω3 = −Im
[
∂tα2
α2
+
∂tα
∗
3
α∗3
]
.
(4.28)
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Finalmente, usando as deﬁnições de calor e trabalho quânticos das Eqs. (2.6), temos
que
〈δQ〉 =
∫ t f
t0
Tr[∂tρˆc(t)Hˆ
e f f
c (t)]dt e 〈δW〉 =
∫ t f
t0
Tr[ρˆc(t)∂t Hˆ
e f f
c (t)]dt. (4.29)
Logo, usando as Eqs. (4.19) e (4.21),
〈δQ〉 = h¯
∫ t f
t0
3
∑
i=1
(ωi∂t|αi|2)dt, e 〈δW〉 = h¯
∫ t f
t0
3
∑
i=1
(|αi|2∂tωi)dt. (4.30)
Escolhendo ω3 = 0 como referência, podemos escrever, de acordo com a Eq. (4.28),
expressões para o calor e trabalho que dependem apenas dos coeﬁcientes αi(t), obtidos
formalmente na seção anterior:
〈δQ〉 = h¯
∫ t f
t0
(
ω1∂t|α1|2 +ω2∂t|α2|2
)
dt
= −h¯
∫ t f
t0
(
Im
[
∂tα1
α1
+
∂tα
∗
3
α∗3
]
∂t|α1|2 + Im
[
∂tα2
α2
+
∂tα
∗
3
α∗3
]
∂t|α2|2
)
dt
(4.31)
e
〈δW〉 = h¯
∫ t f
t0
(
|α1|2∂tω1 + |α2|2∂tω2
)
dt.
= −h¯
∫ t f
t0
(
|α1|2∂tIm
[
∂tα1
α1
+
∂tα
∗
3
α∗3
]
+ |α2|2∂tIm
[
∂tα2
α2
+
∂tα
∗
3
α∗3
])
dt.
(4.32)
Estes resultados podem ser considerados como uma extensão da teoria apresentada na
Seção 3.2, e uma série de ações decorrentes destes merecem serem efetuadas. Infeliz-
mente, não conseguimos implementá-las durante esta dissertação, mas certamente haverá
interesse em suas realizações. Inicialmente, é imperativo entender a dependência temporal
dos coeﬁcientes α1,2,3(t) para buscarmos uma interpretação satisfatória das duas últimas
expressões. Um outro passo importante, que iria na direção de aproximar o formalismo à
realização experimental, seria representar os campos de bombeamento e auxiliar no estado
inicial do sistema como estados coerentes. Ainda neste sentido, seria interessante avaliar
quais quantidades poderiam ser medidas em um experimento, para uma possível validação
do modelo proposto, eventualmente, inclusive, em uma estrutura teórica que interprete a
conversão paramétrica descendente como uma máquina térmica.
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CAPÍTULO 5
Conclusão
Introduzimos os principais conceitos e deﬁnições da termodinâmica, como suas leis e
expressões para trabalho e calor, partindo do pressuposto que a dinâmica microscópica
do sistema de interesse é governada pela mecânica quântica. Através de exemplos relati-
vamente simples, apresentados e discutidos, observamos que essa abordagem se prova
útil na medida em que estabelece correspondência consistente entre conceitos das duas
teorias. Ainda, apresentamos brevemente uma sugestão de um possível conjunto de carac-
terísticas que implicaria na emergência de comportamento termodinâmico na descrição de
um sistema qualquer, o que pode ser usado para determinar a validade de aplicabilidade e
utilidade das deﬁnições de termodinâmica quântica.
Dentre os sistemas estudados nesta dissertação, a descrição da interação luz-matéria
sob o ponto de vista da termodinâmica [19] teve particular inﬂuência no nosso trabalho.
Motivados pela abordagem desenvolvida pelos autores, buscamos descrever o efeito de
conversão paramétrica descendente sob o mesmo ponto de vista. Especiﬁcamente, na
realização experimental do fenômeno, forçamos a interpretação do campo de bombeamento
como um agente que realiza trabalho sobre (e fornece calor para) a estrutura interna
do cristal não-linear. Nesse sentido, a formalização dos conceitos de calor e trabalho é
prontamente obtida na teoria termodinâmica quântica.
Lembramos, porém, que neste estudo uma outra diﬁculdade aparece. O grau de liber-
dade do cristal, em descrições teóricas da conversão paramétrica descendente, não é
explícito. Seu papel no fenômeno está inteiramente encapsulado na susceptibilidade óptica
não-linear χ(2). Para contornar o problema, propomos um modelo em que a dinâmica do
cristal também é incluída na descrição, procedimento que nos possibilitou fazer uso direto
de expressões de calor e trabalho bem conhecidas em termodinâmica quântica. A deﬁnição
do Hamiltoniado que governa a dinâmica unitária do sistema de interesse, quantidade
importante no nosso cálculo, foi possível através de imposições obtidas da teoria quântica
de sistemas abertos.
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Assim, partindo de um estado inicial, através do operador de evolução e de aproximações
necessárias, foi possível se obter um estado evoluído no tempo que caracteriza-se por
expressar o efeito de conversão paramétrica descendente, sendo esse um dos resultados
dessa dissertação. Com isso, conseguimos encontrar a matriz densidade reduzida para
o sistema do cristal e usá-la em uma equação mestra para se descrever a dinâmica do
sistema (aberto). Pôde-se identiﬁcar, nesta expressão, o Hamiltoniano efetivo do sistema
para, enﬁm, encontrarmos as expressões das quantidades de trabalho e calor quânticos em
termos dos estados previamente evoluídos, que mostra ser o principal resultado original
desse trabalho.
Embora os resultados encontrados sejam considerados satisfatórios, enfatizamos que
ainda não exploramos suﬁcientemente as expressões derivadas nas Seções 4.3 e 4.4. A
dependência temporal do estado |ψ(t)〉 ainda precisa ser melhor entendida para interpretar-
se a modelagem realizada; a extensão dos resultados para uma descrição mais realistas
do laser (como estados coerentes, por exemplo) é desejada; uma possível estrutura de
máquina térmica quântica poderia ser desenvolvida em termos do presente formalismo;
uma adequação da teoria para uma realização experimental deve ser pensada; etc. Todos
esses pontos são possíveis desdobramentos do estudo apresentado nesta dissertação, que
ainda pretendemos perseguir.
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APÊNDICE A
Evolução temporal em sistemas quânticos abertos
Considere o caso em que o espaço total de Hilbert é decomposto em duas partes,
na forma H = HA ⊗HB cada subespaço correspondente a um certo sistema quântico.
Quando cada subsistema sofre uma evolução temporal, propriedades características emer-
gem [76].
Primeiramente, estabelecendo a relação entre a matriz densidade total ρ ∈ H e a matriz
densidade de um subsistema A, esta é dada pelo traço parcial sobre o outro subsistema B,
ou seja:
ρA = TrB[ρ]. (A.1)
Agora, vamos olhar somente para a descrição de uma medição do sistema visto a partir do
sistema completo. Para o sistema A, uma medição é dada por um conjunto de operadores
positivos auto-adjuntos Mk, onde cada um deles associado a um resultado possível k.
Suponha que somos insensíveis ao sistema B, e percebemos o estado do sistema A
somente como algum ρA. Sendo assim, a probabilidade de obter o resultado k quando nós
fazemos a medição Mk será dada por
pA(k) = Tr[Mkρ]. (A.2)
Com isso, argumenta-se que, se estamos vendo apenas a parte A através da medição Mk,
somos de fato observadores de um sistema estendido H através de alguma medição M˜k
tal que, para consistência física, para qualquer estado do sistema composto ρ compatível
com ρA visto de A, sustenta-se que
pA(k) = Tr[M˜kρ]. (A.3)
Se assumirmos que isso seja verdade para todo estado ρA, assumimos que M˜k é um
genuíno operador de medição em H, o qual, implicitamente, implica que é independente
do estado ρ do sistema completo no qual estamos realizando a medição. Agora, considere
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Figura A.1 – Esquema que ilustra a realização de uma medida M˜k sobre o sistema combinado A e B, no
lado esquerdo, mas a informação fornecida por B é "desconectada". Supondo que esta situação
é equivalente a uma medida Mk apenas sobre o sistema A, ilustrada no lado direito, então
M˜k = Mk ⊗ 1 [76].
o caso especial em que o estado de todo o sistema tem o forma ρ = ρA ⊗ ρB, logo, a
equação acima é claramente satisfeita com a escolha de M˜k = Mk ⊗ 1,
pA(k) = Tr[MkρA] = Tr[(Mk ⊗ 1)ρA ⊗ ρB] = Tr[MkρA]Tr[ρB] = Tr[MkρA]. (A.4)
Note que, esta é a única escolha possível, tal que M˜k é independente do estados particulares
ρA e ρB e, logo, de ρ. Pois, suponha que exista outra solução, M˜k, independente de ρ, tal
que também é uma medida original sobre H, então, da propriedade de linearidade do traço,
nós obteríamos
pA(k) = Tr[MkρA] = Tr[(Mk ⊗ 1)ρ] = Tr[M˜kρ] =⇒ Tr[(M˜k − Mk ⊗ 1)ρ] = 0, (A.5)
∀ρA =⇒ ∀ρ. Sendo assim, para qualquer operador auto-adjunto σ
Tr[(M˜k − Mk ⊗ 1)σ] = 0. (A.6)
Destarte, como o conjunto de operadores auto-adjuntos forma um espaço de
Banach (espaço completo com norma ‖ · ‖) isso implica que M˜k − Mk ⊗ 1 = 0 e, logo,
M˜k = Mk ⊗ 1.
Tendo esta relação estabelecida então, pode-se indagar sobre a conexão entre ρA e ρ.
Se {|ψAj 〉|ψBl 〉} é uma base de H, portanto,
pA(k) = Tr[(Mk ⊗ 1)ρ] = ∑
j,l
〈ψAj |〈ψBl |(Mk ⊗ 1)ρ|ψAj 〉|ψBl 〉
= ∑
j,l
〈ψAj |Mk〈ψBl |ρ|ψBl 〉|ψAj 〉
= Tr[MkρA].
(A.7)
Logo, ρA é dado univocamente pelo traço parcial
ρA = 〈ψBl |ρ|ψBl 〉 = TrB[ρ]. (A.8)
Uma propriedade importante da operação do traço parcial é que, mesmo se a matriz
densidade total ρ = |ψ〉〈ψ| fosse pura, a matriz densidade reduzida rhoA pode ser uma
mistura, o que acontece caso |ψ〉 for um estado emaranhado.
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Dada que uma evolução temporal sobre a matriz densidade total ρ(t0), para estados
puros, é expressa por
ρ(t) = U(t, t0)ρ(t0)U†(t, t0), (A.9)
então, tomando o traço parcial sobre esta expressão, o estado de A no tempo t1, ρA(t1), é
dado por
ρA(t) = TrB[U(t, t0)ρ(t0)U†(t, t0)]. (A.10)
Desde que a evolução total não seja fatorável na forma U(t1, t0) = UA(t1, t0)⊗UB(t1, t0),
ambos os subsistemas quânticos A e B tem informações permutáveis entre si (ou seja,
esses são interagentes), e, assim, eles são deﬁnidos como sistemas quânticos abertos.
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APÊNDICE B
A representação de interação
Na representação de interação, seguindo a notação da Seção 4.3, o vetor de estado é
dado por |ψI(t)〉 = e+ ih¯ (HˆA+HˆF)t|ψ(t)〉 (onde o subíndice “I” refere-se à representação de
interação), e sua evolução temporal segue
|ψI(t)〉 = UˆI(t)|ψI(0)〉, onde ih¯∂tUˆI(t) = HˆI(t)UˆI(t), (B.1)
com
HˆI(t) = e+
i
h¯ (Hˆc+HˆF)t Hˆinte−
i
h¯ (Hˆc+HˆF)t.
O operador de evolução temporal UˆI(t) pode ser calculado de acordo com a série de Dyson
UˆI(t) = 1 +
(
i
h¯
) ∫ t
0
dt1HˆI(t1) +
(
i
h¯
)2 ∫ t
0
dt1
∫ t1
0
dt2 HˆI(t1)HˆI(t2)
+
(
i
h¯
)3 ∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3 HˆI(t1)HˆI(t2)HˆI(t3) + . . .
≡ Fˆ0(t) + Fˆ1(t) + Fˆ2(t) + Fˆ3(t) + . . . ,
onde
Fˆn+1(t) =
(
i
h¯
) ∫ t
0
dt′HˆI(t′)Fˆn(t′), (B.2)
para n = 0, 1, . . . e Fˆ0(t) = 1. A evolução temporal a representação de Schrödinger é,
então, dada por
|ψ(t)〉 = e− ih¯ (Hˆc+HˆF)t|ψI(t)〉
= e−
i
h¯ (Hˆc+HˆF)t
[
Fˆ0 + Fˆ1 + Fˆ2 + Fˆ3 + . . .
] |ψ(0)〉
≡ |ψ(0)(t)〉+ |ψ(1)(t)〉+ |ψ(2)(t)〉+ . . . ,
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onde
|ψ(n+1)(t)〉 = e− ih¯ (Hˆc+HˆF)t Fˆn+1(t)|ψ(0)〉
=
(
i
h¯
)
e−
i
h¯ (Hˆc+HˆF)t
∫ t
0
dt′HˆI(t′)Fˆn(t′)|ψ(0)〉
=
(
i
h¯
)
e−
i
h¯ (Hˆc+HˆF)t
∫ t
0
dt′e+
i
h¯ (Hˆc+HˆF)t
′
Hˆint e−
i
h¯ (Hˆc+HˆF)t
′
Fˆn(t′)|ψ(0)〉
=
(
i
h¯
)
e−
i
h¯ (Hˆc+HˆF)t
∫ t
0
dt′e+
i
h¯ (Hˆc+HˆF)t
′
Hˆint |ψ(n)(t′)〉.
Claramente, |ψ(0)(t)〉 = e− ih¯ (Hˆc+HˆF)t|ψ(0)〉 é o estado não-perturbado (sem interação) da
evolução temporal do estado inicial.
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APÊNDICE C
Cálculo de |ψ(1)(t)〉
Para calcular |ψ(1)(t)〉 da Eq. (4.10), lembramos que
∫ t
0
dt′e+
i
h¯ (Hˆc+HˆF)t
′
Hˆint|ψ(0)(t)〉 =
∫ t
0
dt′ e−
i
h¯ 0t
′
e+
i
h¯ (Hˆc+HˆF)t
′
Hˆint|ψ(0)〉.
Usando as Eqs. (4.8) e (4.12) obtemos
Hˆint|ψ(0)〉 =
N
∑
j=1
∑
m,n
∑
k,σ
[
Aˆmndmn ·ηk,σ aˆk,σe
+ik·r0j + Aˆmndmn ·η ∗k,σ aˆ†k,σe
−ik·r0j
]
|ψ(0)〉
=
N
∑
j=1
∑
m
∑
k,σ
dm0|m〉 ·
[
ηk,σ aˆk,σe
+ik·r0j +η ∗k,σ aˆ
†
k,σ
e−i
k·r0j
]
|np〉p ⊗ |na〉a ⊗ |vac′〉
=
N
∑
j=1
∑
m
dm0|m〉 ·
{[
ηkp,σp e
+ikp·r0j√np|np − 1〉p ⊗ |na〉a
+ ηka,σa e
+ika·r0j |np〉p ⊗√na|na − 1〉a +η ∗kp,σp e
−ikp·r0j
√
np + 1|np + 1〉p ⊗ |na〉a
+ η ∗ka,σa e
−ika·r0j |np〉p ⊗
√
na + 1|na〉a
]
⊗ |vac′〉
+ ∑
(k,σ)′
η ∗k,σe
−ik·r0j |np〉p ⊗ |na〉a ⊗ aˆ†k,σ |vac
′〉
}
.
Então o termo
e−
i
h¯ 0t
′
e+
i
h¯ (Hˆc+HˆF)t
′
Hˆint|ψ(0)〉
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se torna
N
∑
j=1
∑
m
dm0|m〉 ·
{[
ηkp,σp e
+i[kp·r0j+(ωm0−ωp)t′]√np|np − 1〉p ⊗ |na〉a
+ ηka,σa e
+i[ka·r0j+(ωm0−ωa)t′]|np〉p ⊗√na|na − 1〉a
+ η ∗kp,σp e
−i[kp·r0j−(ωm0+ωp)t′]
√
np + 1|np + 1〉p ⊗ |na〉a
+ η ∗ka,σa e
−i[ka·r0j−(ωm0+ωa)t′]|np〉p ⊗
√
na + 1|na〉a
]
⊗ |vac′〉
+ ∑
(k,σ)′
η ∗k,σe
−i[k·r0j−(ωm0+ω)t′]|np〉p ⊗ |na〉a ⊗ aˆ†k,σ |vac
′〉
}
,
onde h¯ωm0 = 
(c)
m − (c)0 . Finalmente,
|ψ(1)(t)〉 =
∫ t
0
dt′ e−
i
h¯ 0t
′
e+
i
h¯ (Hˆc+HˆF)t
′
Hˆint|ψ(0)〉
=
N
∑
j=1
∑
m
dm0|m〉 ·
{[
ηkp,σp e
+ikp·r0j
(
e+i(ωm0−ωp)t − 1
i(ωm0 −ωp)
)
√
np|np − 1〉p ⊗ |na〉a
+ ηka,σa e
+ika·r0j
(
e+i(ωm0−ωa)t − 1
i(ωm0 −ωa)
)
|np〉p ⊗√na|na − 1〉a
+ η ∗kp,σp e
−ikp·r0j
(
e+i(ωm0+ωp)t − 1
i(ωm0 +ωp)
)√
np + 1|np + 1〉p ⊗ |na〉a
+ η ∗ka,σa e
−ika·r0j
(
e+i(ωm0+ωa)t − 1
i(ωm0 +ωa)
)
|np〉p ⊗
√
na + 1|na〉a
]
⊗ |vac′〉
+ ∑
(k,σ)′
η ∗k,σe
−ik·r0j
(
e+i(ωm0+ω)t − 1
i(ωm0 +ω)
)
|np〉p ⊗ |na〉a ⊗ aˆ†k,σ |vac
′〉
}
.
A segunda e a terceira linhas da última igualdade serão descartadas porque estes termos
não são capazes de produzir estados observados no experimento de conversão paramétrica
descendente, conforme discutimos no texto principal.
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Ao calcular
e+
i
h¯ (Hˆc+HˆF)t
′
Hˆint |m〉 ⊗√np|np − 1〉p ⊗ |na〉a ⊗ |vac′〉
= e+
i
h¯ (Hˆc+HˆF)t
′
∑˜
m,n˜, j˜
Aˆm˜n˜dm˜n˜ ·∑
˜k,σ˜
[
η˜k,σ˜
aˆ˜k,σ˜e
+i˜k·r0 j˜ +η ∗˜k,σ˜ aˆ
†
˜k,σ˜
e−i
˜k·r0 j˜
]
|m〉
⊗√np|np − 1〉p ⊗ |na〉a ⊗ |vac′〉
= ∑˜
m, j˜
e+
i
h¯ 0t
′+i(ωm˜0−2ωp)t′dm˜m ·ηkp,σp e
+ikp·r0 j˜ |m˜〉
⊗
√
np(np − 1)|np − 2〉p ⊗ |na〉a ⊗ |vac′〉
+ ∑˜
m, j˜
e+
i
h¯ 0t
′+i(ωm˜0−ωp−ωa)t′dm˜m ·ηka,σa e
+ika·r0 j˜ |m˜〉
⊗√np|np − 1〉p ⊗√na|na − 1〉a ⊗ |vac′〉
+ ∑˜
m, j˜
e+
i
h¯ 0t
′+iωm˜0t′dm˜m ·η ∗kp,σp e
−ikp·r0 j˜ |m˜〉 ⊗ np|np〉p ⊗ |na〉a ⊗ |vac′〉
+ ∑˜
m, j˜
e+
i
h¯ E0t
′+i(ωm˜0−ωp+ωa)t′dm˜m ·η ∗ka,σa e
−ika·r0 j˜ |m˜〉
⊗√np|np − 1〉p ⊗
√
na + 1|na + 1〉a ⊗ |vac′〉
+ ∑˜
m, j˜
∑
(˜k,σ˜)′
e+
i
h¯ 0t
′+i(ωm˜0−ωp+ω˜)t′dm˜m ·η ∗˜k,σ˜e
−i˜k·r0 j˜ |m˜〉
⊗√np|np − 1〉p ⊗ |na〉a ⊗ aˆ†˜k,σ˜|vac
′〉,
percebemos que os três primeiros termos da última igualdade devem ser desconsiderados,
seguindo o mesmo argumento, mencionado no apêndice anterior. Além disso, segundo esta
argumentação, para a última linha, a soma sobre (˜k, σ˜)′ é eliminada, assim como ˜k →ks,
ω˜ → ωs e σ˜ → σs.
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De modo similar, podemos simplesmente escrever
e+
i
h¯ (Hˆc+HˆF)t
′
Hˆint |m〉 ⊗ |np〉p ⊗
√
na + 1|na + 1〉a ⊗ |vac′〉
= e+
i
h¯ (Hˆc+HˆF)t
′
∑˜
m,n˜, j˜
Aˆm˜n˜dm˜n˜ ·∑
˜k,σ˜
[
η˜k,σ˜
aˆ˜k,σ˜e
+i˜k·r0 j˜ +η ∗˜k,σ˜ aˆ
†
˜k,σ˜
e−i
˜k·r0 j˜
]
|m〉
⊗|np〉p ⊗
√
na + 1|na + 1〉a ⊗ |vac′〉
= ∑˜
m, j˜
e+
i
h¯ 0t
′+i(ωm˜0+ωa−ωp)t′dm˜m ·ηkp,σp e
+ikp·r0 j˜ |m˜〉
⊗√np|np − 1〉p ⊗
√
na + 1|na + 1〉a ⊗ |vac′〉
+ ∑˜
m, j˜
e+
i
h¯ 0t
′+i(ωm˜0+ωa+ωs)t′dm˜m ·η ∗ks,σs e
−iks·r0 j˜ |m˜〉
⊗|np〉p ⊗
√
na + 1|na + 1〉a ⊗ |1〉s
e
e+
i
h¯ (Hˆc+HˆF)t
′
Hˆint |m〉 ⊗ |np〉p ⊗ |na〉a ⊗ |1〉s
= e+
i
h¯ (Hˆc+HˆF)t
′
∑˜
m,n˜, j˜
Aˆm˜n˜dm˜n˜ ·∑
˜k,σ˜
[
η˜k,σ˜
aˆ˜k,σ˜e
+i˜k·r0 j˜ +η ∗˜k,σ˜ aˆ
†
˜k,σ˜
e−i
˜k·r0 j˜
]
|m〉
⊗|np〉p ⊗ |na〉a ⊗ |1〉s
= ∑˜
m, j˜
e+
i
h¯ 0t
′+i(ωm˜0+ω−ωp)t′dm˜m ·ηkp,σp e
+ikp·r0 j˜ |m˜〉
⊗√np|np − 1〉p ⊗ |na〉a ⊗ |1〉s
+ ∑˜
m, j˜
e+
i
h¯ E0t
′+i(ωm˜0+ωa+ω)t′dm˜m ·η ∗ka,σa e
−ika·r0 j˜ |m˜〉
⊗|np〉p ⊗
√
na + 1|na + 1〉a ⊗ |1〉s.
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Então,
−ih¯e+ ih¯ (Hˆc+HˆF)t′ Hˆint|ψ(1)(t′)〉
=∑
j, j˜
e+i(
kp·r0j−ka·r0 j˜ ) ∑
m,m˜
(dm0 ·ηkp,σp)(dm˜m ·η
∗
ka,σa
)u1(t′)|m˜〉
⊗√np|np − 1〉p ⊗
√
na + 1|na + 1〉a ⊗ |vac′〉
+∑
j, j˜
e+i(
kp·r0j−ks·r0 j˜ ) ∑
m,m˜
(dm0 ·ηkp,σp)(dm˜m ·η
∗
ks,σ˜s
)u2(t′)|m˜〉
⊗√np|np − 1〉p ⊗ |na〉a ⊗ |1〉s
+∑
j, j˜
e−i(
ka·r0j+kp·r0 j˜ ) ∑
m,m˜
(dm0 ·η∗ka,σa)(dm˜m ·ηkp,σp)u3(t
′)|m˜〉
⊗√np|np − 1〉p ⊗
√
na + 1|na + 1〉a ⊗ |vac′〉
+∑
j, j˜
e−i(
ka·r0j+ks·r0 j˜ ) ∑
m,m˜
(dm0 ·η∗ka,σa)(dm˜m ·η
∗
ks,σs
)u4(t′)|m˜〉
⊗|np〉p ⊗
√
na + 1|na + 1〉a ⊗ |1〉s
+∑
j, j˜
e−i(
ks·r0j−kp·r0 j˜ ) ∑
m,m˜
(dm0 ·η∗ks,σs)(dm˜m ·ηkp,σp)u5(t
′)|m˜〉
⊗√np|np − 1〉p ⊗ |na〉a ⊗ |1〉s
+∑
j, j˜
e−i(
ks·r0j+ka·r0 j˜ ) ∑
m,m˜
(dm0 ·η∗ks,σs)(dm˜m ·η
∗
ka,σa
)u6(t′)|m˜〉
⊗|np〉p ⊗
√
na + 1|na + 1〉a ⊗ |1〉s,
onde
u1(t′) ≡
(
1− e−i(ωm0−ωp)t′
i(ωm0 −ωp)
)
e+i(ωm˜0−ωp+ωa)t
′
,
u2(t′) ≡
(
1− e−i(ωm0−ωp)t′
i(ωm0 −ωp)
)
e+i(ωm˜0−ωp+ωs)t
′
,
u3(t′) ≡
(
1− e−i(ωm0+ωa)t′
i(ωm0 +ωa)
)
e+i(ωm˜0−ωp+ωa)t
′
,
u4(t′) ≡
(
1− e−i(ωm0+ωa)t′
i(ωm0 +ωa)
)
e+i(ωm˜0+ωs+ωa)t
′
,
u5(t′) ≡
(
1− e−i(ωm0+ωs)t′
i(ωm0 +ωs)
)
e+i(ωm˜0+ωs−ωp)t
′
,
u6(t′) ≡
(
1− e−i(ωm0+ωs)t′
i(ωm0 +ωs)
)
e+i(ωm˜0+ωs+ωa)t
′
.
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Realizando a integral temporal,
v1(t) =
∫ t
0
u1(t′)dt′, v2(t) =
∫ t
0
u2(t′)dt′, v3(t) =
∫ t
0
u3(t′)dt′,
v4(t) =
∫ t
0
u4(t′)dt′, v5(t) =
∫ t
0
u5(t′)dt′, v6(t) =
∫ t
0
u6(t′)dt′,
ﬁnalmente aplicamos e−
i
h¯ (Hˆc+HˆF)t, encontrando a expressão mostrada na Eq. (4.16).
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Seguindo a abordagem dos dois apêndices anteriores, e usando os seguintes resultados
preliminares
• e+ ih¯ (Hˆc+HˆF)t′ Hˆint|m˜〉 ⊗√np|np − 1〉p ⊗
√
na + 1|na + 1〉a ⊗ |vac′〉
= ∑¯
m, j¯
e+
i
h¯ 0t
′+i(ωm¯0+ωa−ωp+ωs)t′dm¯m˜ ·η ∗ks,σs e
−iks·r0 j¯ |m¯〉
⊗ √np|np − 1〉p ⊗
√
na + 1|na + 1〉a ⊗ |1〉s,
• e+ ih¯ (Hˆc+HˆF)t′ Hˆint|m˜〉 ⊗√np|np − 1〉p ⊗ |na〉a ⊗ |1〉s
= ∑¯
m, j¯
e+
i
h¯ 0t
′+i(ωm¯0−ωp+ωa+ωs)t′dm¯m˜ ·η ∗ka,σa e
−ika·r0 j¯ |m¯〉
⊗ √np|np − 1〉p ⊗
√
na + 1|na + 1〉a ⊗ |1〉s,
• e+ ih¯ (Hˆc+HˆF)t′ Hˆint |m˜〉 ⊗ |np〉p ⊗
√
na + 1|na + 1〉a ⊗ |1〉s
= ∑¯
m, j¯
e+
i
h¯ 0t
′+i(ωm¯0+ωa−ωp+ωs)t′dm¯m˜ ·ηkp,σp e
+ikp·r0 j¯ |m¯〉
⊗ √np|np − 1〉p ⊗
√
na + 1|na + 1〉a ⊗ |1〉s,
Apêndice E. Cálculo de |ψ(3)(t)〉 78
então,
e+
i
h¯ (Hˆc+HˆF)t
′
Hˆint|ψ(2)(t′)〉 =
(
i
h¯
)2
∑
j, j˜, j¯
∑
m,m˜,m¯
|m¯〉
⊗√np|np − 1〉p ⊗
√
na + 1|na + 1〉a ⊗ |1〉s
{
+e+i(
kp·r0j−ka·r0 j˜−ks·r0 j¯ )(dm0 ·ηkp,σp)(dm˜m ·η ∗ka,σa)(dm¯m˜ ·η
∗
ks,σs
)v1(t′)e+i(ωm¯m˜+ωs)t
′
+e+i(
kp·r0j−ks·r0 j˜−ka·r0 j¯ )(dm0 ·ηkp,σp)(dm˜m ·η ∗ks,σ˜s)(dm¯m˜ ·η
∗
ka,σ˜a
)v2(t′)e+i(ωm¯m˜+ωa)t
′
+e−i(
ka·r0j+kp·r0 j˜+ks·r0 j¯ )(dm0 ·η∗ka,σa)(dm˜m ·ηkp,σp)(dm¯m˜ ·η
∗
ks,σs
)v3(t′)e+i(ωm¯m˜+ωs)t
′
+e−i(
ka·r0j+ks·r0 j˜−kp·r0 j¯ )(dm0 ·η∗ka,σa)(dm˜m ·η
∗
ks,σs
)(dm¯m˜ ·ηkp,σp)v4(t′)e+i(ωm¯m˜−ωp)t
′
+e−i(
ks·r0j−kp·r0 j˜+ka·r0 j¯ )(dm0 ·η∗ks,σs)(dm˜m ·ηkp,σp)(dm¯m˜ ·η
∗
ka,σ˜a
)v5(t′)e+i(ωm¯m˜+ωa)t
′
+e−i(
ks·r0j+ka·r0 j˜−kp·r0 j¯ )(dm0 ·η∗ks,σs)(dm˜m ·η
∗
ka,σa
)(dm¯m˜ ·ηkp,σp)v6(t′)e+i(ωm¯m˜−ωp)t
′
}
,
de modo que
|ψ(3)(t)〉 =
(
i
h¯
)
e−
i
h¯ (Hˆc+HˆF)t
∫ t
0
e+
i
h¯ (Hˆc+HˆF)t
′
Hˆint|ψ(2)(t′)〉dt′
=
(
i
h¯
)3
e−
i
h¯ 0te−i(ωm¯0−ωp+ωa+ωs)t∑
j, j˜, j¯
∑
m,m˜,m¯
|m¯〉
⊗√np|np − 1〉p ⊗
√
na + 1|na + 1〉a ⊗ |1〉s
{
+e+i(
kp·r0j−ka·r0 j˜−ks·r0 j¯ )(dm0 ·ηkp,σp)(dm˜m ·η
∗
ka,σa
)(dm¯m˜ ·η ∗ks,σs)g1(t)
+e+i(
kp·r0j−ks·r0 j˜−ka·r0 j¯ )(dm0 ·ηkp,σp)(dm˜m ·η
∗
ks,σ˜s
)(dm¯m˜ ·η ∗ka,σ˜a)g2(t)
+e−i(
ka·r0j+kp·r0 j˜+ks·r0 j¯ )(dm0 ·η∗ka,σa)(dm˜m ·ηkp,σp)(dm¯m˜ ·η
∗
ks,σs
)g3(t)
+e−i(
ka·r0j+ks·r0 j˜−kp·r0 j¯ )(dm0 ·η∗ka,σa)(dm˜m ·η
∗
ks,σs
)(dm¯m˜ ·ηkp,σp)g4(t)
+e−i(
ks·r0j−kp·r0 j˜+ka·r0 j¯ )(dm0 ·η∗ks,σs)(dm˜m ·ηkp,σp)(dm¯m˜ ·η
∗
ka,σ˜a
)g5(t)
+e−i(
ks·r0j+ka·r0 j˜−kp·r0 j¯ )(dm0 ·η∗ks,σs)(dm˜m ·η
∗
ka,σa
)(dm¯m˜ ·ηkp,σp)g6(t)
}
,
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onde podemos escrever
g1(t) =
∫ t
0
e+i(ωm¯m˜+ωs)t
′
[ ∫ t′
0
e+i(ωm˜0−ωp+ωa)t
′′
×
(
e−i(ωm0−ωp)t
′′
∫ t′′
0
e+i(ωm0−ωp)t
′′′
dt′′′
)
dt′′
]
dt′,
g2(t) =
∫ t
0
e+i(ωm¯m˜+ωa)t
′
[ ∫ t′
0
e+i(ωm˜0−ωp+ωs)t
′′
×
(
e−i(ωm0−ωp)t
′′
∫ t′′
0
e+i(ωm0−ωp)t
′′′
dt′′′
)
dt′′
]
dt′,
g3(t) =
∫ t
0
e+i(ωm¯m˜+ωs)t
′
[ ∫ t′
0
e+i(ωm˜0−ωp+ωa)t
′′
×
(
e−i(ωm0+ωa)t
′′
∫ t′′
0
e+i(ωm0+ωa)t
′′′
dt′′′
)
dt′′
]
dt′,
g4(t) =
∫ t
0
e+i(ωm¯m˜−ωp)t
′
[ ∫ t′
0
e+i(ωm˜0+ωa+ωs)t
′′
×
(
e−i(ωm0+ωa)t
′′
∫ t′′
0
e+i(ωm0+ωa)t
′′′
dt′′′
)
dt′′
]
dt′,
g5(t) =
∫ t
0
e+i(ωm¯m˜+ωa)t
′
[ ∫ t′
0
e+i(ωm˜0−ωp+ωs)t
′′
×
(
e−i(ωm0+ωs)t
′′
∫ t′′
0
e+i(ωm0+ωs)t
′′′
dt′′′
)
dt′′
]
dt′,
g6(t) =
∫ t
0
e+i(ωm¯m˜−ωp)t
′
[ ∫ t′
0
e+i(ωm˜0+ωa+ωs)t
′′
×
(
e−i(ωm0+ωs)t
′′
∫ t′′
0
e+i(ωm0+ωs)t
′′′
dt′′′
)
dt′′
]
dt′.
Um breve comentário sobre gj(t), para j = 1, . . . , 6: todos eles podem se escritos como
g(t) =
∫ t
0
e+ict
′
[∫ t′
0
e+ibt
′′
(
e−iat
′′
∫ t′′
0
e+iat
′′′
dt′′′
)
dt′′
]
dt′
=
∫ t
0
e+ict
′
[∫ t′
0
e+ibt
′′
(
1− e−iat′′
ia
)
dt′′
]
dt′
=
∫ t
0
e+ict
′
[
e+ibt
′ − 1
ib ia
− e
+i(b−a)t′ − 1
i(b− a) ia
]
dt′
=
e+i(c+b)t − 1
i(c+ b) ib ia
− e
+i(c+b−a)t − 1
i(c+ b− a) i(b− a) ia +
e+ict − 1
ic ib i(b− a) .
Apêndice E. Cálculo de |ψ(3)(t)〉 80
Caso pudermos supor que
ct ∼ (c+ b)t ∼ (c+ b− a)t → 0,
e expandir todos os termos exponenciais, concluimos que o termo principal é dado por
g(t) → 16 t3.
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