Abstract| The usual way of installing a new version of a software system is to shut down the running program and then install the new version. This necessitates a sometimes unacceptable delay during which service is denied to the users of the software. An on-line software replacement system replaces parts of the software while it is in execution, thus eliminating the shutdown. While a number of implementations of on-line version change systems have been described in the literature, little investigation has been done on its theoretical aspects. In this paper, we describe a formal framework for studying on-line software version change. We give a general de nition of validity of an on-line change, show that it is in general undecidable and then develop su cient conditions for ensuring validity for a procedural language.
I. Introduction
It is now well known that a software system undergoes many changes during its life time. These changes take place to remove latent errors that are detected during operation, or to enhance the system. In either case, a software in operation has to be replaced by a new version. The most common approach to performing this version change is to shut down the system and then install the new version. This necessitates a sometimes unacceptable delay during which service is denied to the users of the software. On-line software version change is a method to reduce this delay to a considerable extent. Note that the on-line change problem is quite di erent from the software con guration management problem which deals with changes made while the software is being developed. For a software in operation, software con guration management intends to control the changes to preserve the integrity of the software, but any approved changes are installed in the traditional manner.
Several systems which support modi cations to running programs have been described in the literature, such as Fabry's dynamic type replacement system 1], the DAS operating system 2], DYMOS 3], PODUS 4], 5] and the authors' system 6]. A survey of many di erent implementations can be found in 7] .
There are also systems that allow exible interconnection of software components to form the complete system 8], 9], 10]. However such systems frequently require interconnections to be speci ed before execution of the software and do not permit changes to modules during execution.
Currently with Indian Institute of Technology, Guwahati Some other systems allow the con guration of a distributed program to be changed dynamically by reassigning processes/modules to di erent nodes and by adding and deleting links, processes etc. dynamically Very little work has however been reported on the theoretical issues involved in the problem of on-line software version change. Issues include de ning precisely what an on-line change is, what is the behavior of a software system that is changed on-line, what types of changes are`valid', nature of the changes that can be performed, how to check for validity etc. Lee 3] gave a procedure for partitioning the set of changed procedures such that a sequence in which they can be changed in a running program is obtained. The sequence is such that each of the intermediate programs obtained by modifying some of the procedures is \semantic-ally correct". Segal and Frieder 4] , 5] gave a similar set of conditions based on the notion of syntactic and semantic dependencies. None of them, however had a precise working de nition of the validity of change. In 14], Kramer and Magee gave a formal basis for dynamic recon guration of distributed programs. They considered the interactions between processes (called nodes) to consist of transactions. It was claimed that a dynamic recon guration will leave the system in a \consistent" state if all the involved processes are \quiescent" at the time of recon guration, though no justi cation was given, and the issue was not considered in detail. The work concentrated mainly on showing how the quiescent state can be reached with the cooperation of some nodes. Moreover, their work does not address the more general problem of code replacement. Gupta and Jalote 6] gave a de nition of validity and proposed a set of conditions for ensuring validity. The proposed conditions, however, are quite restrictive in practice.
In this paper, we propose a formal framework for modelling on-line changes to programs. The organization of the rest of the paper is as follows. In section II, we describe our formal framework. In section III, we consider on-line changes to programs written in a simple procedureless imperative language. We show that the problem of determining validity is undecidable. We then give a set of su cient conditions for validity in this model assuming a simple class of state mappings. Section IV extends the program model by allowing functions and procedures in the programs. Some implementation issues are considered in section V. In section VI, we brie y outline the problems faced in extending the work to object oriented and distributed systems. Lastly, in section VII, we conclude and give directions for further research.
II. The Framework
Any formal framework for on-line change has to deal with programs, processes and process states. What exactly constitutes a program is de ned by the particular program model considered. For example, for procedural languages, a program may be modelled as a sequence of statements.
A process is a program in execution. It has two components | the code of the program being executed and a state. Typically, the code of a process remains the same through out the lifetime of the process and the state changes according to some state transition function which speci es the next state depending on the current state and the program being executed. This function forms the execution model. For each program , a unique initial state s 0 is de ned which is typically the state of a process executing at the very beginning of its lifetime. Thus, given the program being executed by a process, a state is the complete characterization of a point in the lifetime of the process. What exactly constitutes a state and what is the initial state for a given program is speci ed by the program model being considered. Program models typically allow input/output instructions in the programs. The execution of the input instruction causes some data to be read (from some input device), which, in turn, changes the state. The execution of an output instruction causes some data to be written to some output device. These instructions are thus the means of interaction between the program and its environment. De nition 1: A state s is said to be a reachable state of a program if and only if a process executing from its initial state s 0 can reach s at some time for some inputs.
Thus when started from its initial state, a process executing a given program stays in one of the reachable states of the program. However, we do not make the restriction that a process must be started from the initial state of the program it is executing or that is should always be in a reachable state of this program.
As the state is the complete characterization of a process, a process need not be started with the initial state of the program that it is to execute but can be started from any state. If a process executing the program is started from a reachable state of , then the behavior of the process is identical to the behavior if the state was reached by the process starting from s 0 . That is, the behavior of the process starting from a reachable state is independent of how that reachable state was obtained. Speci cally, the reachable state could have been created by another process.
The on-line change problem relates to both the process and the program. The basic idea is that we want to change the program being executed by a process, while it is executing, by another program 0 . We assume that both and 0 are \correct" programs in the sense that by themselves they can execute properly and produce expected results for the inputs provided to them. That is, the behavior of both and 0 is well understood for their respective input domains. The problem we focus on is the behavior of a process for which during the execution is changed to 0 .
While performing an on-line program version change, it is often desirable and may indeed be necessary to map the state of the process for various reasons: for example, to initialize a variable added in the new version, to change the type of a variable, and so on. In our model, we allow this mapping, in its full generality, by requiring a state mapping function which is used to map the state at the time of change. The case when no mapping needs to be done can be handled by using the identity state mapping. We now de ne an on-line program version change. De nition 2: An on-line change from program to 0 at time t using the state mapping S, in a process P (executing ) is equivalent to the following sequence of steps: 1. P is stopped at time t in state s (say). 2. The code of P (which, till now, was the program ) is replaced by the program 0 , its state is mapped by S and P is then continued (from state S(s) and with code of 0 ). The above de nition shows that we have modelled an online change as an instantaneous rather than an incremental process. This leads to a cleaner and more general formalization. Incremental changes can be modelled as a sequence of instantaneous changes. Note that it is implied that after the change the inputs given are suitable for the new version of the program. If the inputs come from a le then the le may also need to be changed at the time of change. Even if the inputs are such that 0 behaves correctly, it may still be necessary to map the current o set(s) within the le(s) for to within les for 0 . Typically this mapping will be performed, if needed, by the state mapping function S.
It is clear that any arbitrary on-line change will not produce meaningful and acceptable results. First, the process may not be able to execute after its program has been changed. Even if the process continues to execute, its behavior may not be \acceptable". After all, the basic goal of an on-line change is to change the existing behavior of the system to some other (acceptable) behavior. Before we can make any claims about the on-line change, we must clearly specify the expected behavior after the change. Clearly, the overall behavior of a process which undergoes an on-line change of its program from to 0 , will not, in general, be the same as the behavior of a process executing or a process executing 0 . The best that can be expected is that after the change, the process behaves like a process executing 0 (and like a process executing before the change). However, since after the change, the new program starts getting executed from a state which is typically not its starting state, to expect this \switching" of behavior to take place immediately after the change may be unrealistic in some situations. With this in mind, we propose the following de nition of validity of an on-line change. De nition 3: An on-line change in the process P from to 0 at time t (in state s) and using the state mapping S is valid if after the change, P is guaranteed to reach a reachable state of 0 in a nite amount of time.
Thus an on-line change is valid, if after a certain \trans-ition period" after the change, the process starts behaving as if it had been executing the newer version of the program since the beginning from its initial state. The process may behave in an arbitrary fashion during the transition time when it is yet to reach a reachable state of the newer version. This de nition of validity formally states that the desired goal of on-line change is to have the process behave, after some transition period after the change is e ected, like a process executing 0 .
It can be seen that validity of an on-line change depends on the two versions and 0 of the program, the time t of change (or equivalently, the state s in which the change is made) and the state mapping S used. Clearly a meaningful state mapping can only be speci ed by the user based on his semantic knowledge of the two versions of the program. For example, if a variable x of has been renamed y in 0 , this information is available only to the user. Hence we assume that the state mapping S is given to us. Thus, in general, , 0 and S are given, and to ensure validity, our task becomes limited to giving conditions on the time of change. So far we have not put any restrictions on the nature of or the relationship between and 0 . However if and 0 are two completely di erent and unrelated programs, it is clear that there may not be any state in which an on-line change from to 0 is guaranteed to be valid. Thus while giving conditions for validity, we will usually assume certain properties of the two programs and 0 . We have chosen not to make these assumptions in the de nition of an online change itself because these assumptions will, in general, depend on the particular program model being considered and including them in the basic framework will reduce its generality.
Note that the de nition of validity allows the reachable state of 0 nally reached to be any reachable state of 0 . In particular, this state may not be obtainable through the same (or a \corresponding") sequence of inputs which led to the state s of in which the change was made. This will however happen only if the state mapping used is such that this correspondence is not preserved. Typically, the mapping will map a state to a \similar" state which is likely to have been obtained through \similar" inputs. We will also usually want the new version to start \where the old one left o ". These requirements must be captured by the state mapping being used. Again, in the interest of generality, we make such assumptions about the state mapping when we discuss conditions for validity rather than in the general de nition of an on-line change.
III. A Simple Program Model
We rst consider a simple program model. The language we consider is like any imperative language (like C, Pascal etc.) except that procedures and functions are not allowed. Thus a program in this hypothetical language consists of a set of typed variables and a sequence of statements which can be assignment, conditional (if-then or ifthen-else), looping (while-do) or read/write statements. We denote the set of variables of a program by V ( ). For simplicity, we assume that input from les is not allowed. 1 For proving the result, we rst prove the undecidability of a modi ed halting problem which we will subsequently reduce to the problem of determining validity. For a program , let C l denote the control point just after the last statement of . Lemma Undecidability of the problem has important consequences. It means that we can not develop a general purpose algorithm which, given , 0 , S and s, will tell us whether or not an on-line change with these parameters is valid. In terms of nding conditions for validity, it means that we can not hope to obtain computable necessary and su cient conditions for validity. We will therefore concentrate on nding computable su cient conditions for validity.
Note that undecidability of the validity in our restricted program model implies undecidability in more general program models such as for languages with procedures and functions, object-oriented models, and distributed program models.
B. State Mappings
In order to simplify the problem, we now de ne a class of simple state mapping functions to which we shall restrict ourselves. The functions in this class map the PC value of a state s independent of the values of variables in s. Further, the value of a variable in the mapped state is either ? or always equal to the value of a variable in the input state. Formally, for a variable y of 0 , either for all s, (S(s))(y) =? or there exists a variable x of such that for all s, (S(s))(y) = s(x).
It should be seen that the above condition is su cient to handle most mappings of state that one would desire in otherwise Using an argument similar to the one in the proof of Theorem 1, it can be easily shown that even under these restrictions on the state mapping, the problem of determining validity is not decidable. We could, of course, have made the problem decidable by using a still smaller set of permissible state mappings (e.g., by allowing only the mapping which maps every state to s 0 0 , the initial state of 0 ) but then many state mappings which would be desired in practice would not be allowed and therefore the results would not be useful in practical situations.
Note that the state mapping need not be de ned for all reachable states of the program . Clearly the on-line change can not be made in any state for which the state mapping is not de ned. Thus the state mapping also puts a restriction on the time of change.
C. Su cient Conditions for Validity
Given programs and 0 and a state mapping S, our task now is to nd su cient conditions on the state which guarantee the validity of an on-line change in any state s which satis es these conditions. For pragmatic reasons, we want these conditions to only specify restrictions on the program counter value in s (i.e. s(PC)). This is because if restrictions are imposed on the values of variables as well then in an implementation it would be very di cult to check these conditions. The on-line change system has to wait till these conditions are satis ed by the state of the process before proceeding with the installation of the change. This can not be done by checking the conditions at random points in time or at regular intervals since in that case, the system may never be able to stop the process in a state which satis es the required conditions. The only possible solution would be to check these conditions after the execution of each program statement which would make the overhead of on-line change unacceptably large. On the other hand, if the only restriction on the state s is that its PC value must be one of some speci ed control points of , the on-line change system can simply wait till execution reaches one of these control points by using a mechanism similar to breakpoints in debuggers. It can be shown however, that even nding all such control points is undecidable. The best that we can do, therefore, is to give conditions which enable us to compute some such control points.
Intuitively, it can be seen that a change is valid if from the control point from which execution resumes after the change, all the variables which \have been a ected by the change" are guaranteed to be rede ned before any use. The following theorem proves this. Theorem 2: An on-line change from to 0 in a state s for which C(s(PC)) is de ned, using the state mapping S = (C; V) is valid if, there exists a reachable state s 00 of 0 such that s 00 (PC) = C 0 , and, for all y in V ( 0 ), y will either always be de ned before use when 0 starts executing from s 0 or s 0 (y) = s 00 (y) where s 0 = (C; V)(s) and C 0 = s 0 (PC).
Proof: If the stated conditions are satis ed, then for any given input sequence, there exists a state s 000 of 0 which is reached from both s 0 and s 00 . 2 This state is reached from s 0 or s 00 when all the variables which had di erent values in s 0 and s 00 have been rede ned. Since s 00 is reachable and s 000 is reachable from s 00 , s 000 is also reachable and hence the change is valid.
The theorem states that for validity, the mapped state s 0 should be the same as some reachable state s 00 of 0 (with s 00 (PC) = s 0 (PC)) except possibly in the values of variables which get rede ned before use when 0 executes from s 0 . Thus we can partition V ( 0 ) into two sets | the set V 1 containing those variables which get rede ned before use when 0 executes from s 0 and the set V 2 containing the variables which have the same value in s 0 and s 00 . Validity requires that the union of these two sets is V ( 0 ). Note that the two sets need not be disjoint, i.e., there could be variables which have the same value in s 0 and s 00 and are also de ned before use when 0 executes from s 0 .
Thus to use Theorem 2 to determine the control points of at which the on-line change can be safely installed without violating validity (i.e. to specify the possible times of change), we need to nd the sets V 1 and V 2 for each control point C of and then select those control points for which V 1 V 2 = V ( 0 ). However, nding the sets V 1 and V 2 is not decidable either. This is because it is undecidable as to whether a particular statement of a program is reachable or not for some input. Thus it is not even decidable to say whether there exists a reachable state s 00 of 0 with s 00 (PC) = C 0 . \Safe" estimates for the sets V 1 and V 2 can however be obtained by data ow analysis. These estimates can be used to nd some control points at which the conditions of Theorem 2 are satis ed.
A safe estimate for the set V 1 can be obtained by using the standard live variable analysis done in compilers for the purpose of code optimization 16]. This analysis gives the set of variables which may be used before de nition when execution starts from a particular point in a program. Subtracting this set from the set of all the variables of the program gives the set of variables which will decidedly be de ned before any use. In general, by this method, the set V 1 of variables that we get is a subset of the actual set of variables that are rede ned before use.
Note that till now we have made no assumptions about the nature of the control point mapping. However, in practice, it will usually be required that the new version of the program should start executing \where the old one left o ". We capture this notion by formally de ning the notion of a control point and a correspondence between control points of the programs and 0 . Roughly, a control point is denoted by an ordered pair of consecutive statements of the program. One of these statements can be if the other is the 2 Strictly speaking, this is true only if there are no variables of 0 which are never used when 0 is executed from s 0 . But clearly we need not worry about such variables since they can not a ect the behavior of the program in any way. that the mapping C is such that it maps control points of to \equivalent" control points of 0 , is also described in 17].
Having found safe estimates for the sets V 1 and V 2 , validity can be ensured simply by installing the change at any control point for which the union of these two sets is the complete set of variables of the new program version.
D. An Example
We now give a simple example to illustrate the approach discussed above. We consider a simple program which reads a number and prints its factorial. This is repeated in an endless cycle. Two versions of the program are shown in Figure 1 . The statements have been labelled for ease of future reference. It can be seen that V ( ) = V ( 0 ) = fi; n; pg. We take V as the identity mapping.
The values of the sets V 1 and V 2 for various control points C of which have equivalents C 0 in 0 are shown in Table I .
It can be seen that for all the control points in which have equivalents in 0 , (V 1 V 2 ) = V ( 0 ). Thus validity is ensured if the on-line change is installed at any of these control points.
IV. A More General Program Model
We now extend our model to allow functions and procedures in the language. In this model, the programs can have functions and procedures with input and input/output type of parameters. For the sake of simplicity, we assume that the latter are implemented by means of a copy-in and copy-out mechanism. Global variables are also allowed. Each program has a function called main where the execution normally starts. The semantics of the language are the same as for any conventional procedural language.
Any reasonable size program consists of a number of functions and procedures. In most systems, for performing an on-line change, frequently a function 3 
If we try to apply the conditions discussed in the previous section to this case, we will have to do interprocedural data ow analysis which, as is well known, is not only computationally very expensive but also gives highly conservative estimates. We will therefore try to obtain simpler conditions for validity by treating functions as the units of change.
With a function as the unit of change, the whole function is considered to be changed even if only a small part of it is modi ed. In other words, we do not view the internals of a function, regardless of the number of statements changed in it. This implies that we can not control the timing of an on-line change by specifying a set of control points at which the change is acceptable, as we did earlier. We can only specify that the change be done when the control point is within some function. That is, we can not specify exactly the control point at which the change should be done but only specify the function it should be in. However, the approach we take is to specify the time of change by specifying the functions the control should not be in at the time of change. We intend to develop conditions which specify that the control is not within some functions by stating that the functions are not on the stack. This is a general method which can handle the call hierarchy (where the control can be inside many functions at a given time).
For simplicity, we assume that functions are only changed and not added or deleted. The case of addition and deletion can very simply be handled by considering the added (deleted) functions to be present in the old (new) version also but without being called from any other function.
It is clear that at the very least, the changed functions should not be on the stack at the time of change, for otherwise we would have to look inside the functions to map the control points to some corresponding value for the new versions of the functions. For unchanged functions however, the control point of the new version corresponding to the given control point in the old version can be determined without \looking inside" the function just by mapping the control point to the same o set in the new function. It can be easily seen that only having the changed functions o the stack at the time of change does not always lead to validity. Therefore in this model, the problem of ensuring validity becomes
To nd the set of functions F (which always includes the set of changed functions) such that validity is ensured if none of the functions in F are on the stack at the time of change.
A. Model of State
For this model, we must use a somewhat more elaborate model of state than the previous one since we must now capture the stack as well. We therefore de ne the state of a process executing some program as follows. The state is a mapping which gives values to di erent variables (or PC) in a context (the rst two components of a triplet). Triplets are chosen so that a variable can be uniquely speci ed. Triplets of the form ({; {; x) describe global variables and those of the form (f; p; x) describe local variables and function arguments of the function f (the pth stack frame on the stack). Triplets of the form (f; p; PC) give the current program counter and the various return values from the stack.
As an example, if functions main, f and g, with local variables x, y and z respectively, of a program are on the run-time stack at a point in time, and u and v are the global variables of the program, then the corresponding state maps only the triplets (main; 1; x), (main; 1; PC), (f; 2; y), (f; 2; PC), (g; 3; z), (g; 3; PC), ({; {; u) and ({; {; v) to legal values and all other possible triplets have unde ned values. The value of the triplet (g; 3; PC) is the value of the program counter in the state and the value of (f; 2; PC) is the return address from g to f.
In the initial state s 0 of a program , the value of the triplet (main; 1; PC) is the rst control point in the function main, for a global variable x the value of ({; {; Based on the mapping S, we de ne the following sets of variables.
The set of mapped variables is the set of all global variables x of 0 such that either x is not a global variable of or for some state s, (S(s))(({; {; x)) 6 = s(({; {; x)), i.e., the value of a mapped variable can be di erent in the states s and S(s) for some states s. The set of the remaining global variables of 0 is called the set of unmapped variables. The unmapped variables are those which always have the same value in the mapped state and the original state.
The set of control variables is the set of global variables x of such that the value of some mapped variable y of 0 in S(s) is a function of the value of x in s.
Thus, if in two states s 1 and s 2 , for all control variables x, s 1 (({; {; x)) = s 2 (({; {; x)) then for all mapped variables y of 0 , (S(s 1 ))(({; {; y)) = (S(s 2 ))(({; {; y)).
In practical situations, since there is likely to be very little di erence in the two versions of the programs, the sets of mapped and control variables are likely to be very small.
B. Validity of Change
There are two possible ways of ensuring validity in this model. The rst one is to ensure that the change is done in a state such that the mapped state is a reachable state for the new version, by putting restrictions on the type of change. 4 This solution, however, restricts the types of changes permitted. The other solution, which is more general, ensures that the process reaches a reachable state of the new version some time after the change. We discuss the rst solution rst.
B.1 Mapped State a Reachable State of 0
Validity can be ensured easily if restrictions are imposed on the type of change such that the change is always e ected in a state s such that S(s) is a reachable state for 0 . Since we only consider those changes in which the set of functions remains the same across versions, this will mostly be true for changes in which the changed function is closely related in its behavior to its new version. One possibility is that the new version of the changed function is a \functional enhancement" of the old version. We formally de ne the notion of functional enhancement below. De nition 5: The function f 0 is said to be a functional enhancement of f with respect to the mapping S if the following holds. Let s 1 be a reachable state of for which S is de ned and the statement to be executed next in s 1 is a call to f. If in a process executing , f is called in in state s 1 and the resultant state just after it returns is s 2 , then if f 0 is called in a process executing 0 in state S(s 1 ), the state just after its return can be S(s 2 ) for some inputs.
Intuitively, the change to a function is an enhancement if the transformation of state e ected by the function f (or f 0 ) is commutative with the operation of the mapping S as shown in Figure 2 . Thus the new version of a functionally enhanced function computes the same or a \larger" function i.e., it is de ned for more input states or that for the same input states it has a larger set of resultant output states. In practice, this will happen if, for example, the speci cations of the changed function do not change and the change is made for reasons of e ciency improvement or for changing the output format etc. Another possible situation in which the change is a functional enhancement is the following. Suppose, the statement S 1 of a function f is replaced by the statement sequence \read x; if cond(x) then S 1 else S 2 ;" in the new version, where x is a new variable. Clearly, the new version of the program is o ering more functionality to the user and the change to the function f is a functional enhancement. The change could also, for example, be adding a new case to a case statement. Such a situation might arise if, for example, the changed function presents a menu to the user and the new version o ers a larger menu. An exhaustive list of the possibilities can obviously not be made.
Note that in the context of on-line change, we are concerned with the functionality of the actual function code and not its stated functionality (or speci cation) which may not be satis ed by the actual code if it contains bugs. Thus if the newer version of a function xes a bug of the older function, it need not be a functional enhancement even though the intended functionality of the two versions is the same. We can now state the following result. . It now follows that s 0 i+1 = S(s i+1 ).
The above theorem states that in the case of functional enhancement, if a change is e ected in any state in which the state mapping is de ned (in other words, the changed functions are not on the stack), then the on-line change is valid. The restriction is that no mapped variables should be used or de ned by any unchanged functions as the computation of these variables is di erent in the two versions. The control variables should also not be de ned by any unchanged functions.
Note that the functionality of a function may be a ected even if the function is not changed itself but changes are made to one or more functions which it calls. Thus the de nition of functional enhancement can be meaningfully applied even to an unchanged function. In fact it can be easily veri ed that all the unchanged functions are also functionally enhanced if all the changed ones are. We now give a generalization of Theorem 3 which relaxes the requirement that all the changed functions should be functionally enhanced. Intuitively, a functionally enhanced function acts as a rewall by protecting the state from the e ect of execution of a changed function i.e., it does not allow the e ect on state due to the execution of the older version instead of the newer one to propogate to its (the functionally enhanced function's) caller. For validity, the e ects of execution of changed functions should not reach main, therefore the theorem requires a functionally enhanced function to be on each path in the call graph from main to any changed function.
As an example of the use of this theorem, consider a function sort print, which given a list of records, sorts it (into a local list) and prints it. For sorting it uses the function sort which calls function compare for performing comparisons. Assume that sort is only called by sort print and compare is only called by sort. Now suppose, the function compare is to be replaced by a version which perhaps compares some other eld of the records. In this case, the new version of compare is not a functional enhancement of its old one but the function sort print in the new version of the program is a functional enhancement of the same function in the old version and every path from main to compare passes through sort print. Thus by Theorem 4, the on-line change is guaranteed to be valid if done at any time when sort print is o the stack. This can be easily veri ed intuitively also.
To use Theorem 4, one would normally nd the smallest set F which satis es the requirements of the theorem, so that the restrictions on the time of change are as lax as possible. Note that the conditions of Theorem 4 are only su cient and not necessary. It follows that in certain cases, even though the requirements of this theorem are not met, the user may be able to determine that the mapped state will be a reachable state of 0 if certain functions are kept o the stack.
An algorithm for checking whether the new version of a function is a functional enhancement of the old one would involve inter-procedural data-ow analysis, would only be able to detect only the simpler cases of enhancement, and only for a much simpler class of state mappings. For example, if the new version of a function has the same functionality as the old one but is implemented using a totally di erent algorithm, it is not, in general, possible to automatically detect that this change is a functional enhancement. The programmer, on the other hand, is likely to have this information since he has semantic knowledge of the functionality of the two versions of the function. It is therefore best to leave it to the programmer to determine this relationship based on his semantic knowledge of the programs. B.2 Mapped State an Unreachable State of 0 The above approach obviously restricts the types of changes that can be allowed. To take care of the more general case, we try to relate it with the conditions given for the simpler model. Since having or not having functions on the stack at the time of change is the only control we now have on the timing of change, for a function not required to be o the stack at the time of change, it is obvious that the change must be valid for all the control points within the function. In terms of conditions of Theorem 2, it means that for all the control points, it must be the case that the variables a ected by the change are de ned before use. This implies that the values computed by the changed function and a ected by the change are not used at all! Since this is not reasonable to expect, the earlier su cient conditions become overly restrictive in this case.
The proposed solution is to require that all the variables a ected by the change and the variables that they subsequently a ect are \ultimately" rede ned. To formalize this, we de ne a set V c of variables for each state of the process after the change. Informally, V c is the set of variables which have so far been a ected by the change. Our condition for validity then requires that V c ultimately becomes empty. This condition is most likely to be true in continuously running programs which process more or less independent operations and the processing of these operations is mostly independent of the persistent state (i.e. variables whose values are used across operations).
We formalize this condition rst for the simple program model (without functions). Subsequently, after the execution of each statement, the new value of V c is computed from the old value as follows. If a statement S de ning x is executed then x is added to V c if S uses a variable in V c and removed from V c if it does not. If a compound statement S is executed such that some x appearing in its conditional expression is in V c , then after the execution of any of its sub-statements, all the variables de ned by the sub-statement are added to V c and after the completion of the execution of the compound statement, all variables de ned by any of its sub-statements are added to V c . It is easy to see that if Condition 1 is satis ed then if the execution of 0 starts from s 0 , it will eventually reach a reachable state of 0 . We can now state the following result for the simple program model (without functions.) Theorem 5: In the simple program model, if Condition 1 is true for all reachable states s of and for the state mapping function S = (C; V), then an on-line change from to 0 in any state s such that C(s(PC)) is de ned using the state mapping S is valid.
Proof: Straight forward. We now extend this condition to the more general program model with functions. In Condition 1, we required the state s 00 to be such that s 00 (PC) = s 0 (PC). Correspondingly, we now require that the run-time stack be the same sequence of functions in the states s 0 and s 00 and that for any function F at position n on the stack, s 0 ? (F; n; PC) = s 00 ? (F; n; PC) . The set V c is also now a set of triplets (none of them with the third component as PC). The computation of V c is correspondingly modi ed as follows. If a triplet becomes unde ned as a result of executing a statement (a return statement, for example), it is removed from the set. It is easy to see that with these modi cations, Theorem 5 holds in the extended program model as well.
It should be noted that the above condition being undecidable, it is not possible to give an exact algorithm to check it and a safe but approximate algorithm will again involve data-ow analysis. Therefore, we leave it to the programmer to ascertain using his knowledge of the program that this condition is satis ed.
There is a problem with the condition developed above. A static inspection of the program may show all the affected variables getting ultimately rede ned. But at runtime, for a period after the change, the process is not in any reachable state of the new version of the program. In this \transition" time, some functions may be called with their pre-conditions false. In such a situation, one can live with the function returning incorrect results (because the e ect of these will be undone sooner or later) but it is also possible for the function to behave in a totally unexpected manner, for example, it may get stuck in an in nite loop or may cause an error which may cause the program to abnormally terminate (division by zero, for example).
One way to avoid this is to place some restrictions on the pre and post conditions of the changed functions. For example, consider a situation in which a function f is supposed to satisfy postcondition Q, given precondition P and the two versions f 1 and f 2 of the function satisfy postconditions Q 1 and Q 2 respectively, which are both stronger than Q, given preconditions P 1 and P 2 respectively, which are both weaker than P . It is clear that in this case after the change, no function will be called with its pre-condition false. The condition ensures that a function always returns during the transition phase if it does so under normal execution circumstances. Again this can be true of the calling function instead of the changed function itself in which case having the calling function o the stack at the time of change ensures validity. We note that these conditions again allow only a restricted type of changes in which the functionality of the program does not change and so do not solve the general problem.
In the more general case, the new version of the function to be changed, in this case, may be performing a distinctly di erent computation than the rst version. There is no easy solution for this and we leave it to the programmer to determine, using his knowledge of the two versions of the program if these abnormal conditions will not occur or if it is possible to avoid them by having some more functions o the stack (other than the ones being changed) at the time of change. As an example consider a function f, which (besides other things) initializes a pseudo-random number generator by rst calling a seed generating routine which generates a seed (from the current time of the day etc.) and then calls a random number initialization routine. Now suppose, the random number generator package is changed to a new version (perhaps to get a better probability distribution) and the new initialization routine requires a nonzero seed (because it divides something by the seed, perhaps). Clearly the seed generating routine must be changed to guarantee a non-zero seed. But if the on-line change is made with f on the stack, the seed initialization routine may be given a zero seed resulting in a crash. The user with his knowledge of the program can determine, in this case that the function f must also be o the stack at the time of change.
V. Implementation
In this section, we consider some issues in a practical implementation of an on-line software version change system. We rst consider a possible implementation approach for our simpler program model. In this case, there are main two issues to be considered. One is, given a state mapping, to determine the control points at which the change can be e ected without violating validity, and the other is to actually install the change at a suitable time. The control points at which the change can be done can be determined by a static o -line analysis of the text of the two programs using data-ow techniques as described earlier. The time taken to do this analysis is not so crucial as the rst version of the program is still running while it is being carried out. However the time taken to actually install the change is very important since during this time, neither of the two versions of the program is running. To install the change, the version change system must monitor the progress of the process running the rst version and stop it when control reaches a point at which the change can be done safely. One simple technique to do this could be by causing the running program to generate a signal when it reaches a satisfactory control point much in the same way as breakpoints are implemented in debuggers. At this point, the version change system just replaces the code of the process by the code of the new version, performs the state mapping, if necessary, and then lets the process continue. The time taken to do all this is very important and must be minimized as far as possible by the implementation.
As mentioned earlier, in a large system, a function is likely to be the unit of change for on-line replacement. For this, as the results of section IV have shown, the main issue for ensuring validity is determining the set of functions F , that should be o the stack at the time of change. The set F will be chosen di erently depending on the nature of change. The results in section IV provide some help in selecting F . For example, Theorem 3 says that if all changes are functional enhancements, then the set F need only consist of the changed functions. Theorem 4 generalises this theorem to de ne the set F for changes in which the individual changes may not be functional enhancements but the overall change is a functional enhancement. Theorem 5 provides guidelines for choosing the set F when the above is not the case.
All these results consist of conditions that are either hard to check automatically, or can be checked only in a very conservative manner (e.g., determining if the change to a function is a functional enhancement). Hence, in any practical system, the most reasonable approach is to let the user specify the set F (along with the mapping S). The user can, based on his knowledge of the semantics of the change, determine which of the theorems applies and then use the result to determine F .
With this, the implementation problem reduces to supporting on-line change, given F and S. The system has to monitor the stack and when the time is right (i.e., when no functions in F are on the stack), stop the process, perform the mapping S, change the code from to 0 and then let the process continue. When dealing with real programming languages and operating systems, this brings in other problems like dealing with pointers, change in data size, open les etc. We have developed a system for on-line change for programs written in C. The implementation approach is much the same as described above but instead of replacing the code of the process running the rst version, it creates a new process with the code of the second version and copies state from the rst process to the second. The state mapping S is speci ed in the form of an initialization function in the new program version. This initialization routine is executed after the state has been copied to the new process. This approach is clearly equivalent to replacing the code of the old process itself. Implementation details and performance statistics of the system can be found in 6].
VI. Other Program Models
We have used the framework proposed in this model for considering on-line changes in two other program models | an object oriented program model and a message passing based distributed system model. In this section, we brie y describe the work done in this direction. The reader is referred to 17] for further details.
A. Object Oriented Program Model
Studying on-line changes in the object-oriented model is important not just because it is a popular programming paradigm but also because it is a very good vehicle for studying changes in types. Such changes were not considered in the model for procedural languages. Changes in types of variables have a bearing both on the timing of change and on the state mapping used. In the simplest case, a type change could be a change of an integer variable to a variable of the oating point type. In the more general case, it could be changing the implementation of a queue from an array to a linked list. It is clear that in such cases, the state mapping must map the variable's value to a \corresponding" value in the new domain. Furthermore, in the case of an object oriented program model, one must also deal with dynamically created objects since they are an integral part of the object oriented paradigm.
Because of these reasons, the model of state used for procedural languages will not work for object oriented languages. A graph based model seems the most natural choice in this case. The class of state mappings considered must allow data restructuring as described above. A class is the most obvious choice for being treated as a unit of change in the object oriented model.
Analogous to functional enhancement, the enhancement of a class can be de ned and it can be shown that a result very similar to Theorem 4 holds in this case also. Similarly, analogous to the condition that \all variables a ected by the change are ultimately rede ned", a condition for validity can be given, based on \all objects a ected by the change ultimately getting rede ned or becoming garbage".
However, there are some problems in implementing an on-line change system for an object oriented language. The main problem is the speci cation and implementation of the state mapping. These have also been explored and suitable solutions for them have been proposed in 17].
B. Distributed System Model
The basic framework proposed in this paper can be easily extended in order to deal with a distributed system consisting of processes communicating through message passing. The validity of change now has to be de ned as the system reaching a global reachable state of the changed system within a nite amount of time after the change. This makes the task of ensuring validity much more di cult than for a sequential program. However, if the code of only a single process changes across versions, then the conditions of Theorem 4 can be extended to ensure validity in this case. This is done by ensuring that not only the state after the change of the changed process is a reachable state of the new version of the process but is also consistent with the behavior shown by the changed process till the time of the change.
If the distributed system has a client server architecture in which the servers are stateless (i.e., the servers do not keep any state across the service of client requests), then the problem is considerably simpli ed and the results presented in this paper can be more or less directly applied. Further details are available in 17].
VII. Conclusions
On-line software version change is an approach for changing the software version without shutting down the execution of the old version. This approach avoids system shutdown for updating the software and is therefore very useful for critical applications. In this paper, we have presented a general framework for formally modelling on-line software version changes. We have de ned a valid on-line change as one where the process whose program is being changed starts behaving as if it has been executing the new version of the software, after a nite amount of time after the change. We have shown that the problem of determining validity of an on-line change is, in general, undecidable and have developed su cient conditions for achieving validity for procedural languages. We then considered a more realistic model of the problem where a procedure is considered as the unit of change and developed simple conditions for validity in this model. We have developed a prototype implementation of an on-line version change system based on these conditions which has been described elsewhere 6].
Finally, we have shown how the presented modelling of online changes can be extended to deal with object oriented and distributed system models.
One can give alternate characterizations of the notion of validity. Any such de nition must capture the user's expectations about the program behavior after the change, and should also be realistic, i.e., it should be achievable in most practical situations. We feel however that ours is the weakest possible de nition of validity that would be acceptable to the user of the system since, at the very least, the user will want the system to start behaving like the new program version some time after the change. Thus any other de nition of validity would be at least as di cult as ours to achieve.
Our framework for modelling on-line changes and their validity is based on the concept of process states. We have chosen this approach because the notion of validity can be meaningfully used in a wide variety of di erent program models, including distributed program models. One could have chosen other ways of modelling on-line changes and their validity. For example, a de nition of validity based on the concept of pre and post conditions has been presented in 6]. However the applicability of such models is limited. Moreover, the explicit use of the concept of states allows us to naturally model the mapping of state at the time of the change which would be very often required in practice and without which validity would not be achievable in many real situations.
Because of the inherent di culty of the problem, it is expected that no realistic system can hope to automatically guarantee validity of change in all practical situations without enlisting some aid from the user. Some of the conditions presented in this paper are therefore meant as guidelines to the user rather than for automatic checking. Tools can however be developed to aid the user in his task of ensuring validity.
An important aspect of the on-line change problem is the validation of an on-line change. The goal of validation is similar to that of program testing | we wish to actually verify (by observing the program behavior after the change) that the change is valid. This veri cation should not be done by e ecting a change to the real system since an invalid change may lead to a \system crash" defeating the whole purpose of on-line change. Validation of an on-line change is thus an important open issue.
Some systems for which on-line change might be desired in practice are of a real-time nature. For such systems, any notion of validity must also ensure that no real-time constraints are violated. The presented framework is incapable of handling such constraints. Future research should therefore address this question. 
