Abstract-In this paper, we investigate the stabilization of a Lipschitz non linear plant under the assumption of dynamic event triggered sampling. Sufficient conditions, making use of a hybrid Lyapunov function and convex embedding, are given to guarantee the existence of a triggering mechanism, leading to asymptotic stability. Both gain analysis and gain synthesis are considered.
I. INTRODUCTION
In modern control systems, the use of the digital technology is pervasive. The control task consists of the sampling of the plant outputs, the computation, and the implementation of the actuator signals (e.g. zero order hold, P.W.M., Gaz jet). The classic way is to sample in a periodic fashion, thus allowing the closed-loop system to be analysed on the basis of sampled-data systems, see [2] .
In the past decade a new methodology has been developed where the controller is not sampled periodically (i.e. with a time-triggered policy), but rather sampled when some information have sufficiently changed (i.e. externally an event trigger policy and internally self-trigger policy). A great number of works deal with this subject, see for instence [1] , [7] , [8] , [11] , [16] , [18] , [20] , [21] , [22] , see also [12] for an introduction to this topic.
In recent year the concept of dynamic event trigger [9] has been proposed in order to further reduce communication (see also [19] and [5] ). The main idea of dynamic event trigger is to create a new dynamic including the static event triggering policy acting as a 'filter' to the static event triggering criterion.
The main objective of this paper is to address the problem of dynamic event trigger stabilization of a Lipschitz nonlinear system. Namely we aim at providing numerically tractable sufficient conditions to synthesize a dynamic event triggering policy. The usual methodology to address stability is to consider a gain obtained from the continuous time model and to show that the resulting event triggered system is stable, this emulation (of the continuous model) methodology will be first considered and sufficient conditions for known gain analysis will be considered. Then, sufficient conditions for gain synthesis directly based on the hybrid model will be given, thus avoiding an emulation based approach.
The paper is organized as follows: In Section II we set the problem and introduce the hybrid framework ( [10] ) that will be used to prove our results. In Section III we give sufficient conditions in terms of an LMI feasibility problem in order to ensure stability of the system under consideration. Then sufficient conditions for simultaneous dynamic event trigger policy synthesis and gain synthesis are given. In Section IV two examples are considered. Finally, in Section VI we give some concluding remarks.
Notations
• For a vector or a matrix v, v denotes its transpose.
• We define for a matrix A, He(A) := A + A .
• R ≥0 corresponds to the non-negative real numbers.
• Given p ∈ N, the set ∆ p denotes the unit simplex,
• For a set of vector v i ∈ R n , i = 1, . . . p, Cov{v i } i∈{1...p} denotes its closed convex hull
• R + denotes the set of non-negative real numbers (including 0).
• S denotes the set of symmetric matrices while S + denotes the set of positive definite symmetric matrices • For a M ∈ S, λ min (M ) and λ max (M ) denote its smallest and largest eigenvalues, respectively. • For two positive definite matrices (resp positive semidefinite) P and Q we write P > Q if P − Q is positive definite (resp P ≥ Q if P − Q is positive semidefinite).
• | · | denotes the euclidean norm and ||.|| P is the norm induced by P ∈ S + .
• a function ρ : R → R is called positive definite (later abbreviated ρ ∈ PD) if ∀x > 0, ρ > 0
II. PROBLEM STATEMENT
Considering the following continuous time system with piecewise constant control
with ∀x ∈ R n , u(t) ∈ R m . Hereinafter, we will use the following assumption.
Assumption 1: The previous system can be writteṅ (x) , . . . , µ q (x)) ∈ ∆ q . Assumption 1 imply that the system is globally Lipschitz. In what follows the sampling sequence (t k ) k∈N is generated by an underlying dynamic event triggering mechanism given by
(3) Q, P ∈ S + are matrices to be chosen and σ > 0 is a tuning parameter.
Remark 1: Note that a classic static event triggering policy considers the first time instant where σ||x(t)||
By definition ofτ , we have:
Introducing this integral enables us to sample only when the static triggering condition is violated for a sufficiently large amount of time. Here τ can be seen as a "stability margin". Therefore, the sampling condition (τ < 0) is introduce to ensure that the so called stability margin is non-negative. The condition (τ = x Qx) ensures that τ is not too big with respect to x and is used both for internal stability and to avoid absence of sampling for a (non-asymptotically) stable system.
Remark 2: At time t k it holds that x − x(t k ) = 0, hencė τ > 0.
A. Generalities on hybrid systems
Next, we will embed 1 (1) system into the hybrid framework described for example in [10] . Consider a hybrid system
Roughly speaking, while ξ belongs to C H , the state flows according to a differential inclusion characterized by a setvalued mapping F H . When ξ belongs to D H , the state jumps according to a discrete dynamic defined by G H . In what follows we will use the concepts and notations from [10] . Definition 1 (Candidate Lyapunov function): A function V : dom V → R is said to be a candidate Lyapunov function for the hybrid system H if the following conditions hold:
2. V is continuously differentiable on an open set containing C H , where C H denotes the closure of C H . We recall now the Theorem 3.18 of [10] :
Theorem 1 (Sufficient conditions for UGpAS): Let H be a hybrid system and let A ⊂ R n be closed. If V is a Lyapunov function candidate for H and there exist α 1 , α 2 ∈ K ∞ , and a continuous ρ ∈ PD such that:
This theorem can be interpreted as follows: While (5a) ensure positive definiteness of the hybrid Lyapunov function, (5b) ensure strict decrease during flows and (5c) ensures absence of increase during jump. The last conditions, (5d), ensures that the system "flows enough" in the sense that for (t, j) in dom φ, t cannot be to small with respect to j.
B. Hybrid system representation
Next we will use the proposed formalism in order to conduct the stability analysis of a system subject to dynamical event trigger. In the proposed formalism the system can be written in the following way: 6) and
Here (6) corresponds to the system dynamic in between sampling times, i.e. to (1), while (7) describes the impulsive dynamics i.e. when u(t) changes value. The system state is augmented to include a sampled value of x written z and a "dynamic event generator" τ . Defining the extended state ξ := (x, z , τ ) , the hybrid system (6), (7) can be rewritten in the form (4) with
for ξ in C H and F H (ξ) = ∅ elsewhere; the jump set
and the jump map
when ξ in D H and G H (ξ) = ∅ elsewhere. Remark 4: Consider a solution w of system (1) and
and
Using the description (6), (7), one can see that ξ is a complete solution to the hybrid system (4) with data C H , F H , D H , G H as in (8)- (11). Remark 5: System (4), (8)- (11) has more solution than system (1), (3) however from the previous remark all solution of (1), (3) are solutions of (4), (8)- (11) For system (4), (8)- (11) we consider UGpAS with respect to the set
The problem addressed here is formalized as follows: Problem: Consider system (4), (8)- (11) . Show that the set A is UGpAS.
Remark 6: Since all solutions of (8)-(11) corresponding to a solution of (1), (3) are complete, then the UGpAS of the set A for the hybrid system (4), (8)- (11) implies that the equilibrium x = 0 of (1) is globally asymptotically stable. Note that for any ξ ∈ C H ∪ D H , |ξ| A = |x|. From Remark 1 and Definition (??), UGpAS for the set A defined in (14) for (4), (8)- (11) implies for (1) that there exists a K ∞ function α such that
Furthermore, for each ε > 0 and r > 0 there existsT > 0 such that, if |x(0)| ≤ r, then |x(t)| ≤ ε for all t ≥T , which implies that lim t→∞ x(t) = 0.This corresponds to the classical definition of asymptotic stability of system (1), (3) III. MAIN RESULTS First we provide UGpAS analysis conditions for system (4), (8)- (11) . The proposed conditions are based on the existence of a hybrid Lyapunov function 2 of the form V (ξ) = x M x + τ satisfying the assumptions given by Definition 1 and Theorem 1.
Theorem 2: Consider the hybrid system (4), (8)- (11), M, P ∈ S + , and the following set of LMIs : (15) is verified, then the set A defined in (14) is UGpAS and solution of (4), (8)- (11) does not posses Zeno behaviour.
Proof: Here, we show that the set A is UGpAS using the Theorem 1.
Define V (ξ) = x M x + τ. First V is a candidate hybrid Lyapunov function in the sense of Definition 1 since
2 , Therefore (5a) is satisfied.
(i) Minimal time between events
Note that after the first reset of τ we have that τ (t 1 , 1) = 0, z(t 1 , 1) = x(t 1 , 1) We will now show that after the first reset there exist a time t * where the system flows (i.e. ξ ∈ C H ). Denoting e = x − z, we consider the evolution of eP e/xP x and shows that there is a minimal time before eP e/xP x reaches σ 2 . Note thatẋ =ė, and |x| ≤ L(|x|+|e|) with L = max i,j (|B j K|,
using the comparison lemma with a function y(0) = 0,ẏ = L(1 + y) 2 , we conclude that
Hence for all time t ≤ t
It holds thatτ ≥ 0. We will also show that (after the first reset) τ < x Qx for at least a fixed amount of time. Note first that there exist L > 0 such thatτ < σ We have also established that |e(t)| ≤
Using the comparison lemma with y(0) = 0,ẏ =L(σ 2 + (1 + G(t))y), one can prove that there exist t 2 min such that Hence considering a solution φ, to H with (t, j) ∈ dom φ, one has that j ≤ 2 + t/t * (indeed after initialization the time between consecutive jumps is lower bounded by t * ) Thus
Therefore the properties (5d) is verified for (4), (8)- (11).
(ii) Conditions during flow (ξ ∈ C H ):
Since the LMIs (15) are strict, there exists a sufficiently small ε > 0 such that
that is (5b) is verified.
(iii) Conditions during jump (ξ ∈ D H ): From the fact that ∀ξ ∈ D H , τ ≥ 0 And τ + = 0. Since ∀g ∈ G H (ξ), V (g) − V (ξ) = −τ, the hybrid Lyapunov function is (non strictly) decreasing at jumping time. All the condition of Theorem 2 are verified thus the set A is UGpAS. Remark 7: Note that the proposed framework allows to compute the norm P for a fixed σ (if the LMI (15) is feasible) however to state the problem as an LMI feasibility problem either P or σ has to be a priori fixed.
Remark 8: The matrix Q plays almost no role in the proof except to state
As such Q ∈ S + can be chosen arbitrarily without impacting the proof of stability, however the choice of Q may impact the rate of convergence and the sampling occurrence.
Remark 9:
In the description of (1) no controllability hypothesis were made. However stabilizability of every A i is a necessary condition for (15) to be feasible. Indeed, multiplying (15) on the left by (I, I) and on the right by (I, I) one finds out that ∀i ∈ {1, · · · , p}, ∀j ∈ {1, · · · , q} σ 2 P + He(P (Ai + BjK) < 0.
This inequality implies the stabilitzability of each linear system of the formẋ = A i x + B j u.
A. LMI conditions for controller synthesis
Until know it has been assumed that the control gain K implemented along with the dynamic triggering condition (3) was a priori known. The resulting aproach is called emulation based as it assumes knowledge of a controller computed using the continuous time model. Next, using the proposed framework it is possible to find a control gain K alongside the matrix P .
Theorem 3: Consider the hybrid system (4), (8)- (11), S,P ∈ S + ,L ∈ R m×n and the following set of LMIs is verified ∀i ∈ {1, · · · , M }
(16) If the LMIs (15) is verified, then the set A defined in (14) is UGpAS with K = LS −1 and P = S −1P S −1 and solution of (4), (8)- (11) does not posses Zeno behavior.
Proof: Assume that the set of LMIs (16) is feasible.
One obtains
with P, M ∈ S + . Hence Theorem 2 can be applied.
Note that it is possible to find different LMI conditions using the descriptor approach: 
If the LMIs (15) is verified, then the set A defined in (14) is UGpAS with K = LS and P = S −1P S −1 and solution of (4), (8)- (11) does not posses Zeno behavior.
Proof: Considering the same Lyapunov function as in Theorem 2 Point (i) and (iii) are identical to Theorem 2 as well as the existence of a minimal dwell time.
(ii*) Conditions during flow (ξ ∈ C H ): Note that
Considering the set of matricesG = (G, G, G),
Adding the previous term to (18) leads to
Notice that
Since the LMIs (15) are strict, there exists a sufficiently small ε > 0 such that ∀i ∈ {1, · · · , p}, Ω i,j < −εI.
Thus by convexity ∀ξ ∈ C H , ∀f ∈ F H (ξ),
IV. EXAMPLES

A. Linear System
Consider a linear system of the form (1) , plain x(t) state of the system, dashed sampled value z(t).
Gain synthesis: Considering the same example applying conditions (16) .
One obtains an average communication time of t avg 0.4. Comparison between analysis and synthesis for linear systems: Comparing Fig. 1 and Fig. 2 we observe that circumventing the emulation approach leads to fewer sampling. Furthermore in terms of performance while in Fig.  2 the overshoot is slightly reduced, the convergence rate is lower than to the one observed in 1 begging the question of performance analysis.
B. Non linear system
Consider the example of a single-link direct-drive manipulator actuated by a permanent magnet DC brush motor [4] , [17] , with the parameters taken from [17] :
Gain analysis: Using the continuous time model and by using standard LMI 3 techniques one finds out K = [−44, −25, −7.5], with σ = 0.03 The trajectory of the system with those parameters is shown in Fig. 3 with an average communication t avg 0.033.
With σ = 0.3 one obtains K = (−12.42182, −3.0724397, −2.270608)
The trajectory of the system with those parameters is shown in Fig. 4 with an average communication t avg 0.25.
With respect to the analysis case (Fig. 3) it is possible to find bigger values of σ while ensuring stability. In this case, the average communication time is also much higher. Furthermore in Fig. 4 the overshoot is significantly reduced when compared to Fig. 3 while the convergence rate remains identical. This observations clearly show the interest of avoiding an emulation based approach in designing control gain for systems with dynamic event triggered sampling.
V. CONCLUSION
In this work new conditions for dynamic event triggered feedback of Lipschitz nonlinear systems have been proposed.
The proposed methodology allows to analyze the stability of the system under dynamic event trigger control where an a priori known controller gain is given. Then it is demonstrated how the classic emulation based on the continuous model can be circumvented in order to find a control gain that directly integrate the communication constraints . In both cases the conditions are sufficient and amount to an LMI feasibility problem.
