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Abstract
This thesis reports experimental observations of electric fields using Rydberg atoms, in-
cluding dc field measurements near the surface of an atom chip, and demonstration of
measurement techniques for ac fields far from the surface. Associated theoretical results
are also presented, including Monte Carlo simulations of the decoherence of Rydberg states
in electric field noise as well as an analytical calculation of the statistics of dc electric field
inhomogeneity near polycrystalline metal surfaces.
DC electric fields were measured near the heterogeneous metal and dielectric surface of
an atom chip using optical spectroscopy on cold atoms released from the trapping potential.
The fields were attributed to charges accumulating in the dielectric gaps between the wires
on the chip surface. The field magnitude and direction depend on the details of the dc
biasing of the chip wires, suggesting that fields may be minimized with appropriate biasing.
Techniques to measure ac electric fields were demonstrated far from the chip surface,
using the decay of a coherent superposition of two Rydberg states of cold atoms. We have
used the decay of coherent Rabi oscillations to place some bounds on the magnitude and
frequency dependence of ac field noise.
The rate of decoherence of a superposition of two Rydberg states was calculated with
Monte Carlo simulations. The states were assumed to have quadratic Stark shifts and the
power spectrum of the electric field noise was assumed to have a power-law dependence
of the form 1/fκ. The decay is exponential at long times for both free evolution of the
superposition and and Hahn spin-echo sequences with a pi refocusing pulse applied to
eliminate the effects of low-frequency field noise. This decay time may be used to calculate
the magnitude of the field noise if κ is known.
The dc field inhomogeneity near polycrystalline metal surfaces due to patch potentials
on the surface has been calculated, and the rms field scales with distance to the surface as
1/z2. For typical evaporated metal surfaces the magnitude of the rms field is comparable
to the image field of an elementary charge near the surface.
iii
Acknowledgements
I would first like to thank my supervisor, Dr. James Martin, for his hard work, dedi-
cation, and assistance through this project. I’d also like to thank Dr. Martin for reading
the drafts of this thesis and making many helpful comments and suggestions.
Thanks to Owen Cherry, my colleague during the initial phase of this project. Owen
fabricated the atom chips described in this work and was involved in the assembly of the
vacuum chamber and the MOT optics.
I would like to thank Dr. Edward Eyler for travelling here from Connecticut to serve
on the thesis examining committee. Thanks also to the Waterloo faculty who served on
my examining committee, Dr. Adrian Lupascu, Dr. Frank Wilhelm-Mauch, Dr. Zoran
Miˇskovic´, for their careful reading and suggestions. I would like to thank Dr. Lupascu,
Dr. Wilhelm-Mauch, Dr. Miˇskovic´, and Dr. Donna Strickland for serving on my advisory
committee.
Thanks to to all Martin group technicians and graduate students along the way who
contributed to this project. These include: Maria Fedorov, Joe Petrus, Joel Keller, Rodger
Mantifel, Ashton Mugford, Kourosh Afrousheh, Parisa Bohlouli-Zanjani, Lucas Jones, as
well as many others. I would also like to thank the staff at Science Technical Services for
their help and expertise, in particular the late Andy Colclough. Thanks also to the staff
in the department office, especially Judy McDonnell, the graduate secretary, for all their
help over the years.
Many thanks to all the friends and family who have encouraged and supported me,
especially my wife Giselle, son Joel, and daughter Caroline.
iv
Dedication
To Giselle, Joel, and Caroline.
v
Table of Contents
List of Figures ix
1 Introduction 1
1.1 Electric fields near metal surfaces . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Rydberg atoms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Sensing of dc electric fields near the surface 5
2.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.1 Summary of techniques . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.2 Trap loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.3 Atom chip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.4 Optical excitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.5 Measurement of electric fields . . . . . . . . . . . . . . . . . . . . . 11
2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Electric field measurement uncertainty . . . . . . . . . . . . . . . . . . . . 18
2.6 Summary and outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
vi
3 Theoretical background and ac electric field measurement techniques 24
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Ion traps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.1 Surface noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.2 Noise models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Noise spectroscopy with free evolution Rydberg state superpositions . . . . 30
3.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3.2 Free evolution with linear coupling to noise . . . . . . . . . . . . . . 30
3.3.3 Free evolution with quadratic coupling to noise . . . . . . . . . . . 35
3.4 Coherent manipulation with microwaves . . . . . . . . . . . . . . . . . . . 39
3.5 Noise spectroscopy with driven evolution of Rydberg states . . . . . . . . . 43
3.6 Numerical simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.6.1 Monte Carlo calculations of decoherence fz(t) . . . . . . . . . . . . 46
3.6.2 Time-evolution of the density matrix . . . . . . . . . . . . . . . . . 54
3.7 Sensitivity limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4 AC electric field measurements 62
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3 Coherent manipulation, Ramsey and spin-echo results . . . . . . . . . . . . 64
4.4 Microwave field homogeneity . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5 Intermediate state population in two-photon resonances . . . . . . . . . . . 77
4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
vii
5 Energy shifts of Rydberg atoms due to patch fields near metal surfaces 81
5.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.3 Rydberg-atom energy shifts in external fields . . . . . . . . . . . . . . . . . 83
5.4 Statistics of the patch fields . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.5 Models for the surface patch potentials . . . . . . . . . . . . . . . . . . . . 90
5.6 Fluctuations in the electric field . . . . . . . . . . . . . . . . . . . . . . . . 94
5.7 Patch fields and Rydberg atoms – estimates of energy level shifts . . . . . 96
5.8 Potential and field covariance functions . . . . . . . . . . . . . . . . . . . . 98
5.9 Summary and outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6 Summary and future work 100
6.1 Summary of results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
References 103
viii
List of Figures
2.1 Experimental apparatus and timings . . . . . . . . . . . . . . . . . . . . . 7
2.2 Rydberg excitation spectra and determination of compensating field . . . . 13
2.3 Distance dependence and repeatability of compensating field measurements 15
2.4 Compensating field as a function of microtrap hold time . . . . . . . . . . 17
2.5 Effect of Stark shift on measured signal . . . . . . . . . . . . . . . . . . . . 19
3.1 Distance scaling of electric field noise in ion traps . . . . . . . . . . . . . . 26
3.2 Bloch-sphere representation of dephasing during a Ramsey sequence . . . . 32
3.3 Filter function gN(ω, τ) for CP and CPMG sequences with various N . . . 34
3.4 Energy vs. electric field with quadratic and linear Stark shifts . . . . . . . 35
3.5 Energy level schematic for a two-photon transition between Rydberg states 41
3.6 Excitation of the intermediate state |a〉 during two-photon Rabi flopping . 42
3.7 Simulated coherence decay for pure 1/f electric field noise . . . . . . . . . 48
3.8 Coherence decay with scaled time units in pure 1/f noise . . . . . . . . . . 49
3.9 Coherence decay time constant vs S0: 1/
√
f, 1/f, 1/f 3/2 noise . . . . . . . 50
3.10 Coherence decay with scaled time units in 1/f 3/2 noise . . . . . . . . . . . 51
3.11 Coherence decay with scaled time units in 1/f 1/2 noise . . . . . . . . . . . 52
3.12 Dependence of decoherence rate on ωc/Γf for 1/f
1/2 noise . . . . . . . . . 53
ix
4.1 Geometry of Rydberg excitation . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2 Rabi flopping of the two-photon 49s1/2 − 48s1/2 transition . . . . . . . . . 65
4.3 Two-photon microwave spectrum of the 49s1/2 − 48s1/2 transition . . . . . 66
4.4 Ramsey sequence for the two-photon 49s1/2 − 48s1/2 transition . . . . . . . 67
4.5 Hahn spin-echo sequence for the two-photon 49s1/2 − 48s1/2 transition . . . 68
4.6 Microwave standing waves . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.7 Measurement of microwave homogeneity with ac Stark shifts . . . . . . . . 73
4.8 Reducing sample size to improve microwave homogeneity . . . . . . . . . . 74
4.9 Effect of microwave homogeneity on decay of Rabi oscillations . . . . . . . 75
4.10 Decay of rabi oscillations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.11 Simulation of state populations in a two-photon Ramsey experiment . . . . 78
4.12 Intermediate state populations for various microwave amplitudes . . . . . . 80
5.1 Monte Carlo simulation of surface potential covariance . . . . . . . . . . . 92
5.2 SEM image of a gold surface with computed covariance of surface potential 93
5.3 Numerical calculation and asymptotic series expansion of G(2, z/w) . . . . 95
x
Chapter 1
Introduction
1.1 Electric fields near metal surfaces
Devices such as microfabricated ion traps [1] and magnetic microtraps or “atom chips” [2, 3]
are used to confine ultracold gas-phase atoms, molecules and ions near µm-scale surface
structures which create the electric or magnetic fields necessary for trapping. Advantages
of this miniaturization include scalability, allowing many independent trapping zones on a
single device, and large field gradients which give high mechanical resonance frequencies
of the trapped particles that allow for fast changes in the trapping geometry.
While the solid-state devices above are classical in nature, proposals also exist to com-
bine the benefits of gas-phase ultracold atoms or molecules (long coherence times for in-
formation storage) with those of solid-state quantum devices (strong interactions for fast
gates and scalability) in hybrid quantum devices [4, 5, 6].
To take advantage of large field gradients or couple strongly to solid-state quantum
systems, the atoms or ions must be confined close to the surface of the device, with
atom-surface distances comparable to the scale of the structures used for confinement,
≈ 10 − 100µm. These surfaces may be heterogeneous with exposed metal electrodes and
dielectric insulators, which can be sources of uncontrollable and unwanted electric fields.
Near dielectric surfaces, charge accumulation and time-dependent electric fields due to ad-
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sorbates [7] may be problematic. Even flat polycrystalline metal surfaces may generate
significant inhomogeneous electric “patch” fields due to the differing work-function be-
tween grains [8, 9]. Electric field noise tends to increase close to surfaces, which limits the
degree to which ion traps may be miniaturized (see, for example Refs. [10, 11] and refer-
ences therein). Electric field noise near surfaces is also a problem identified in proposals to
manipulate Rydberg atoms near surfaces [12].
Identifying and removing the sources of undesirable electric fields near solid-state de-
vices requires that the fields be measured. Ideally such a measurement should be performed
in situ, under regular operating conditions without disrupting the function of the device.
In this work, measurements of electric fields near the surface of an atom chip are made
using Rydberg atoms — atoms with a valence electron excited to high principal quantum
number n. Cold ground state atoms trapped using the chip are released and then excited
to Rydberg states. Measurements of dc electric fields are made using optical spectroscopy
of a single Rydberg state, and ac electric field noise is measured using the dephasing of a
coherent superposition of two Rydberg states.
1.2 Rydberg atoms
Many properties of Rydberg atoms scale as powers of n and may be scaled by orders of
magnitude from their values for ground state atoms (the states used in this work range
from n = 36 to n = 49, compared to n = 5 for the ground state of 87Rb). For example,
the electric polarizability scales as n7, and spontaneous emission lifetimes of low angular-
momentum Rydberg states scale as n3 [13]. The long radiative lifetimes allow energy shifts
of Rydberg states to be accurately measured. When accurate measurement of energy
shifts is combined with the large polarizabilities of Rydberg atoms, electric fields can be
detected spectroscopically with high sensitivity [14, 15]. Selective field ionization [16] is a
powerful tool, enabling state-sensitive charged-particle detection of Rydberg atoms. This
state sensitivity allows for spectroscopy of microwave transitions between Rydberg states,
and observation of coherent population transfer between states [17]. In this work, the state
selectivity is used to study the dephasing of coherent superpositions.
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The presence of electric fields near microfabricated devices has been previously observed
using Rydberg atoms [5, 18]. Adsorbed contaminants have also been detected using Ryd-
berg atoms in another class of experiments, studies of intrinsic “image-field” ionization of
Rydberg atoms in an atomic beam incident on a metal surface [19, 20]. These experiments
were hampered by stray electric fields and required efforts to avoid adsorption of contam-
inants and the use of flat, single-crystal orientation surfaces to minimize the magnitude of
patch fields. However, the atomic motion and large electric fields required to pull the ion-
ized atoms away from the surface for detection made any systematic study of the distance
dependence of the patch fields impossible.
1.3 Structure of the thesis
The primary area of study in this thesis is the observation of electric fields using Rydberg
atoms. In the major experimental work, dc electric fields were measured near the surface
of an atom chip using optical spectroscopy, and the decay of a coherent superposition
of two Rydberg states was used to place some bounds on the magnitude and frequency
dependence of ac field noise far from the chip surface. This thesis also includes some
theoretical work: calculations of dc field inhomogeneity near polycrystalline metal surfaces
and also calculations of the rate of decoherence of a superposition of two quadratically
Stark-shifting Rydberg states in the presence of electric field noise with a power spectrum
of the form 1/fκ. The chapters are organized as follows:
Chapter 2 contains measurements of dc electric fields near the surface of an atom chip
with a heterogeneous surface of gold wires and SiO2 insulating gaps on a silicon substrate.
Fields were measured using optical spectroscopy on cold atoms released from a magnetic
microtrap. The observed fields are attributed to charging of the insulating gaps between
the wires. The measured field magnitude and direction were strongly affected by voltage
biasing of the chip wires related to how currents were applied, a surprising result given that
all the currents were shut off and the chip wires returned to ground prior to the Rydberg
excitation. This result suggests that charging of insulating gaps may be minimized in
future work with appropriate voltage biasing of structures on the surface.
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Chapter 3 contains the theoretical background necessary to measure slowly varying ac
electric fields with noise power spectra of the form 1/fκ using Rydberg atoms. The problem
of motional heating in ion traps is discussed as a motivation for the work and several
theoretical microscopic models to explain the origin of the field noise are discussed. The
techniques of spin-echo and spin-locking are explained and adapted to the measurement
of field noise using the dephasing of Rydberg atoms. These techniques were originally
developed to preserve coherence in nuclear magnetic resonance (NMR) experiments and
have more recently been been extended to measure noise, both in NMR and and solid-state
qubits. The decoherence rate of a superposition of states with quadratic Stark shifts in the
presence of electric field noise is calculated using Monte Carlo simulations. The noise power
spectral density in the calculations is of the form 1/fκ, for three values of κ corresponding
to predictions of the microscopic models for field noise. Finally, the ultimate sensitivity of
noise measurements with Rydberg atoms is estimated.
Chapter 4 contains experimental results using the two-photon 49s1/2−48s1/2 transition
of 87Rb. Observation of Rabi oscillations between the two states demonstrates the coherent
control required for implementing spin-echo and spin-locking measurements of noise. The
results of spectroscopy and Hahn spin-echo coherence decay have been used to set some
upper and lower bounds on the electric field noise amplitude measured several mm away
from the surface of the chip. A significant microwave field inhomogeneity due to standing
waves in the microwave fields was observed. The decay rate of coherent Rabi oscillations
was used to estimate the microwave field homogeneity over small samples of Rydberg
atoms. Finally, the amount of undesired excitation of the intermediate 48p3/2 state during
microwave pulses is estimated and strategies for minimizing this effect are discussed.
Chapter 5 contains calculations of the statistical properties of dc electric field inho-
mogeneities near metal surfaces due to random potentials on the surface, such as may be
caused by polycrystalline grain structures. It is shown that the rms variation in the field
strength scales with distance as 1/z2, and that spatial variations in the field over the size
of the atom are not important.
Chapter 6 contains a summary and suggestions for future work.
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Chapter 2
Electric field sensing near the surface
microstructure of an atom chip using
cold Rydberg atoms
This article is directly based on an article published by the author, together with O. Cherry
and J. D. D. Martin [21].
2.1 Summary
The electric fields near the heterogeneous metal/dielectric surface of an atom chip were
measured using cold atoms. The atomic sensitivity to electric fields was enhanced by
exciting the atoms to Rydberg states that are 108 times more polarizable than the ground
state. We attribute the measured fields to charging of the insulators between the atom
chip wires. Surprisingly, it is found that although the chip wire currents were turned off
before Rydberg excitation, the measured fields were strongly influenced by how the wire
currents had been applied. These fields may be dramatically lowered with appropriate
voltage biasing, suggesting configurations for the future development of hybrid quantum
systems.
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2.2 Introduction
It is desirable to be able to combine the benefits of gas-phase ultracold atoms/molecules
(long coherence times for information storage) with those of solid-state quantum devices
(strong interactions for fast gates) in hybrid quantum devices [4, 5, 6]. Rydberg, or
“swollen”, atoms – atoms with a highly excited valence electron – may enable hybrid
devices by amplifying the interactions between atoms and devices in a similar manner
to the enhancement of interactions between atoms [22, 23]. However, these hybrid sys-
tems will require atoms to be located near a heterogeneous surface with exposed metal
electrodes and dielectric insulators, which can be sources of uncontrollable and unwanted
electric fields.
Rydberg atoms have a high sensitivity to small electric fields [13, 14, 15] and this can
be problematic near surfaces. For example, to study the intrinsic “image-field” ioniza-
tion of Rydberg atoms near a metal surface one must avoid adsorption of contaminants
and use flat, single-crystal orientation surfaces [19, 20]. Even flat polycrystalline metal
surfaces may generate significant inhomogeneous electric fields due to the differing work-
function between grains [8, 9]. In addition to static fields, surfaces may also be a source
of enhanced fluctuating fields, a problem which plagues ion-trapping (see Ref. [24] and
references therein) and is also a consideration for Rydberg atoms near surfaces [12]. For
dielectrics, which are a necessary part of any non-trivial device — as insulating gaps for
instance — charging and time-dependent electric fields due to adsorbates [7] must also be
considered.
Atom chips [2, 3] offer the ability to trap cold neutral atoms close to surfaces, and
observe the influence of surfaces [25]. This technology has recently been exploited by
Tauschinsky et al. [18] to study the shifts of Rydberg states due to adsorbates on metal
surfaces as a function of distance away from a metal surface (a shield between the chip
wires and atoms).
In this chapter, I describe experiments incorporating laser cooled 87Rb, an atom chip,
Rydberg excitation, and charged particle detection (see Fig. 2.1). This allows the sensing
of electric fields near atom chip wire structures, with insulating gaps between wires that are
typical of surface devices. The Stark effect is well-known and has been extensively exploited
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Figure 2.1: (a) Experimental apparatus. (b) Scanning electron microscope image of the
atom chip at one end of trapping region, showing wires and insulating gaps. (c) 87Rb
Rydberg excitation scheme (see for example Ref. [26]). (d) Experimental sequence timing.
A single cycle takes ≈ 15 s.
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in the gas phase (in plasma diagnostics for example); here we demonstrate that it offers
great potential for the measurement of unknown fields near microstructured surfaces.
2.3 Experiment
2.3.1 Summary of techniques
The experimental sequence is shown in Fig. 2.1: atoms are first loaded from background
87Rb vapor into a mirror magneto-optical trap (MOT) [27], compressed, and optically
pumped into the 5s1/2, F = 2, mF = 2 sublevel. The atoms are trapped by quickly turning
on a mm-scale magnetic trap and then adiabatically transferred to the trapping potential
formed by the atom chip wires. In this work, the potential minimum is located between
35− 70µm from the surface of the chip.
We do not trap Rydberg atoms [28, 29] – the atoms are released from the microtrap
prior to Rydberg excitation, because inhomogeneous magnetic fields (due to wire currents)
and electric fields (due to voltage drops along the wires) broaden the transition and reduce
the available signal level.
Atoms are held in the microtrap for periods ranging from 30−350ms and then released
by quickly shutting off the chip wire current. Rydberg excitation is done 30µs after release,
when fields due to eddy currents associated with the wire shutoff have dissipated. A
homogeneous magnetic field of 34.5G remains in the x-direction (the microtrap “bias
field”). A 30µs long optical pulse excites Rydberg atoms via a two-step process: 1) a
≈ 780 nm laser tuned to the 5s1/2, F = 2, mF = 2 → 5p3/2, F = 3, mF = 3 transition, and
2) ≈ 480 nm laser light to drive the 5p3/2, F = 3, mF = 3 → 36s1/2 transition. We study
excitation to Rydberg states after release from the microtrap, varying distance by moving
the 480 nm beam relative to the surface using servo-actuated mirrors (staying parallel to
the surface). The cloud of trapped ground state atoms extends some distance from the
surface and expands after release from the microtrap, so that the density of ground state
atoms allows detectable Rydberg excitation up to approximately 800µm from the surface.
8
The Rydberg atoms are detected by selective field ionization (SFI)[13]: a slowly rising
(≈ µs) negative voltage pulse is applied to the two metal plates away from the chip surface
(see Fig. 2.1), creating a field normal to the chip surface. Ionized Rb atoms are drawn
towards a microchannel plate (MCP) detector.
In the following subsections we give more specific technical details concerning the tech-
niques employed.
2.3.2 Trap loading
Atoms are first loaded from background 87Rb vapor supplied with dispensers [30] into a mir-
ror magneto-optical trap (MOT) centered 2-3 mm below the chip surface. The quadrupole
field is generated by a current-carrying U-shaped structure underneath the chip and exter-
nal field coils. Typically 10− 20× 106 atoms are loaded in about 10 s.
The cloud is then compressed by increasing the cooling laser detuning to reduce the
radiation pressure. After compression, the quadrupole field is ramped down, with the
MOT beams left on to slow the expansion of the cloud and damp any acceleration due
to transient magnetic field gradients caused by eddy currents. The MOT beams are then
turned off and the atoms are optically pumped into the weak field-seeking F = 2, mF = 2
sublevel. The atoms are then confined by quickly turning on a mm-scale magnetic trap
formed by a current-carrying z-shaped structure below the chip and external field coils.
More than 2/3 of the MOT population can be successfully captured in the magnetic trap.
The 1/e lifetime of the cloud in this trap is typically 2 − 4 s, consistent with the loss rate
due to collisions with room-temperature background gas at a pressure of 10−9Torr. The
cloud is adiabatically transferred to the microtrap by ramping up the current in the chip
wires and then slowly ramping down the current in the larger wire below the chip. There
is some atom loss due to evaporation in this process. The initial population of the chip
trap is about 1.5× 106 and decays exponentially with a time constant of around 500 ms.
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2.3.3 Atom chip
The atom chip consists of 1µm high gold wires deposited on a thin 20 nm layer of insulating
silicon dioxide on a silicon substrate. There are five wires on the chip surface: a central
H-shaped structure (connected so that the current runs in a z-shape), and two pairs of
nested U-shaped wires. In the 4mm long trapping region, the wires are arranged close to
each other and run parallel. The three innermost wires are 7µm wide and the outer wires
are 14µm wide. All wires are separated by gaps of 7µm. The remainder of the 2 × 2 cm
square chip is covered with a grounded 1µm layer of gold. The potential created by wire
currents and external magnetic field coils has approximate cylindrical symmetry, though
field gradients are largest near the chip surface. Details of the fabrication of the atom chip
are contained in Cherry et al. [31] (see Fig. 3 in this reference for the exact wire geometry).
2.3.4 Optical excitation
The 780 nm light for cooling and trapping is produced by two external-cavity diode lasers.
The 480 nm light for Rydberg excitation is obtained by frequency doubling a Ti:sapphire
laser that is stabilized using a transfer cavity [32].
During Rydberg excitation, the 780 nm light is introduced in the same way as for
absorption imaging (along the x-axis; see Fig. 2.1), whereas the 480 nm light travels along
the long y-dimension of the released cloud, with vertical polarization (z-direction). The
480 nm light has a beam waist of w = 30µm (1/e amplitude radius), and a Rayleigh range
of zR = 5mm (measured using a scanning knife edge). Servo-actuated mirrors, calibrated
using a scanning knife edge, are used to steer the 480 nm beam in order to perform Rydberg
excitation at various distances from the chip. Proper alignment of the beam relative to
the chip surface is verified by measuring the excited Rydberg population as a function of
servo position. This alignment is stable to within 10−20µm day-to-day, and therefore the
dominant contribution to uncertainty in the Rydberg atom-surface distance is the finite
size of the Rydberg sample, which has a radius of ≈ 30µm as dictated by the 480 nm beam
waist.
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In this work, the two-photon Rydberg excitation is resonant with the intermediate
5p3/2 state. The observed linewidth of the Rydberg excitation is slightly narrower the
natural linewidth of the 5p3/2 state (6.0MHz). Sub-natural linewidth has been observed
previously in a similar two-photon excitation process where the intermediate state was
coherently pumped with a weak coupling field [33].
By releasing atoms from the MOT and then performing Rydberg excitation at distances
far from the chip (4.2mm), we observe a linewidth of 3.6± 0.2MHz (see Fig. 2(a)). This
result was found in both zero magnetic field and in a homogeneous magnetic field of the
same magnitude as the microtrap bias field.
2.3.5 Measurement of electric fields
The 36s1/2 state is red-shifted by electric fields. Therefore, we measure the “average”
normal electric field component by blue-detuning the Rydberg excitation laser about half
a linewidth from resonance (as illustrated in Fig. 2.2(c)) and varying an applied electric
field created by biasing the field plates. Figure 2.2(d) shows signal vs. applied field at three
distances from the surface. The signal is maximized when the applied electric field cancels
the average electric field near the chip (the fields near the chip are inhomogenous so this
cancellation will not be complete for all locations). We call this value of the applied field
the “compensating field”; for a given distance we determine it from the center of a fitted
Gaussian.
The Stark shift of the 36s1/2 → 36p1/2 microwave transition was used to calibrate the
applied compensating electric field in terms of field plate bias voltage (far from the chip
surface). This technique was also used to measure fringing fields from the front of the
MCP detector (normally held at −1800V relative to ground, but varied to determine its
contribution to the field near the chip). This microwave transition has the advantages of
narrower linewidth and a higher electric field sensitivity compared to the optical 5p3/2 →
36s1/2 transition.
The 36s1/2 → 36p1/2 microwave transition linewidth varies with field plate bias voltage.
The observed broadening places an upper bound of 10% on the inhomogeneity of the
electric field applied by the plates.
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In addition to correcting for the fringing field (1.88 ± 0.09V/cm), we also corrected
variations in the measured electric field due to slowly time-varying fields associated with
the ac line — the measured field varies sinusoidally at the ac electrical power line frequency,
with an amplitude of 0.24V/cm. Neglecting the effects of Rb adsorption, we would expect
to see a small dc field on the order of 0.1V/cm due to the work function difference between
the gold chip surface and the stainless steel field plates, which are electrically connected
by sharing a common ground. However, measurements taken far from the chip surface are
consistent with zero field once the above corrections have been applied.
The plot in Fig. 2.3(b) illustrates the day-to-day measurement repeatability. Measure-
ments far from the chip, where the effects of inhomogeneous fields near the surface are
small, are quite consistent. At a distance of 3mm from the surface, the measured fields
are reproducible to within 0.04V/cm. Our estimate of the measurement uncertainty due
to detection signal/noise is consistent with this reproducibility (see Section 2.5).
Closer to the chip (100 − 500µm), the measured fields are less reproducible. Mea-
surements taken on the same day under nominally identical conditions are reproducible to
within 0.15V/cm, but the day-to-day variability is larger. The data shown in Fig. 3(b)
are consistent with an overall measurement uncertainty of 0.6V/cm. Therefore, most of
the variability in field measurements made close to the surface is in fact due to day to
day changes in the surface fields. Further work is required to identify the sources and
conditions influencing this variability.
12
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Figure 2.2: Rydberg excitation spectra after release from the (a) MOT (both with and
without a magnetic field present), and (b-c) microtrap, with compensating electric fields
applied (see text for details of compensation and wire biasing). (d) Measurement of the
Rydberg signal as a function of applied electric field (by varying plate voltages, corrected
for MCP fringing field and ac line interference; see Section 2.3.5), with Gaussian fits.
Positive wire bias (see text) was used for the spectra at 150µm and 600µm, whereas the
result for the larger distance 4200µm was obtained by release from the MOT. We refer to
the center of the fitted Gaussian (the applied field needed to null out the average electric
field present at the atoms) as the “compensating field”.
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2.4 Results
Optical spectra for excitation of the 36s1/2 state (with compensating field applied) are
shown in Fig. 2.2(a)-(c). Far from the surface the linewidths are narrow, roughly dictated
by the 5p3/2 radiative lifetime. When the atoms are within about 300µm from the surface,
the optical spectra broaden and become asymmetric. Both effects are caused by Stark
shifting due to inhomogeneous electric fields — the 36s1/2 level shifts quadratically towards
lower energy as the field F increases [13]: ∆E = −(α/2)F 2 with α/2 ≈ 2.6MHz/(V/cm)2.
For comparison, α/2 ≈ 0.04Hz/(V/cm)2 for the ground state of Rb.
We observe that the voltages of the chip wires during the microtrapping phase signifi-
cantly affect the electric fields measured after the atoms are released. For typical operating
currents, the electrical resistance of a chip wire causes a potential drop of about 6V along
its length. Since the current supply holds one end of the wire near ground, the wire will
have an overall biasing of several volts relative to ground. This biasing varies along the
wire’s length and can be positive or negative, depending on whether the supply sources or
sinks current. We refer to these conditions as “positive” or “negative wire bias”. Spectra
obtained when the chip wires were positively biased consistently show more broadening and
lower signal levels compared to negative biasing, even though the magnetic field geometry
is identical.
The distance dependence of the measured average compensating field is plotted in
Fig. 2.3. There is a dramatic difference between the field magnitudes for the positive and
negative wire bias cases. When atoms are released from the microtrap, the scaling of the
measured field with distance is consistent with a 1/z power law, with fitted power-law
scalings of z−0.99±0.3 and z−0.93±0.1 for negative and positive wire bias, respectively. The
electric field direction depends on the wire biasing, consistent with a positive surface charge
when the wire potential is negative and vice versa.
This result is surprising. The wire currents are turned off and the wires grounded prior
to Rydberg excitation, and so we would expect the surface potential to be the same for
both biasing configurations. While the wire potential would decay to ground after shut-
off with some characteristic time RC, we expect this time scale to be short compared
to the 30µs delay between wire shut-off and Rydberg excitation. We measured the field
14
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Figure 2.3: (a) Distance dependence of compensating field (corrected for MCP fringing
fields and ac line interference; see Section 2.3.5) measured after microtrap release and
MOT release, with power-law fits. The horizontal error bars indicate the excitation beam
waist ±w (see Section 2.3.4). (b) Compensating field for positive wire bias, measured at
various distances from the chip, taken over 8 different days (represented by different point
styles) in a two-month period. In all microtrap measurements in (a)-(b), the atoms were
held in the trap for 225 ms prior to release. Inset: histogram of 14 compensating field
measurements 3mm from the surface, taken after release from the MOT, on 13 days in a
two-month period. (c) Charge accumulation in the dielectric gaps near a negatively biased
wire (left) and positively biased wire (right).
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at several different times ranging from 30 − 100µs after release and found no significant
time dependence over this interval. A time constant much longer than 100µs demands an
unreasonably large parasitic capacitance, given the wire resistance of 10− 20Ω.
We can use the methods employed to estimate the magnitude of patch fields [8, 9] to
model the field created if the chip wires or dielectric gaps between them are not grounded
but rather at some well-defined potential Vo with respect to ground. This non-grounded
region has some characteristic width w and length ` (in our case the dimensions of the
wires and gaps between them correspond to w ≈ 90µm and ` = 4mm). If we consider the
field at some distance z above the chip, such that ` z  w, the leading order of the field
is normal to the surface and has magnitude Ez ≈ V0w/piz2, which is inconsistent with the
1/z scaling we observe.
One possibility is that the non-grounded region is wider than the wire pattern (pos-
sible in the case of inhomogeneously distributed adsorbates, for example) such that our
measurements are taken in the range of z ≈ w. Thus, higher-order terms would need to
be taken into account and the distance scaling of the field would become closer to 1/z.
However, in this regime the scaling of the field varies as a function of z, and our observed
1/z scaling appears quite robust over a rather large distance range (from 150− 900µm).
If we assume instead that the field is caused by a charge accumulation on the dielectric,
with no well-defined potential on the dielectric surface, then in the ` z  w regime we
can use a long line charge model, with a charge per unit length given by λ. The field due
to this line charge is Ez = λ/(2pi0z). When the wires are positively biased, the fields we
observe are consistent with a total accumulated charge of about 1×105 elementary charges,
or a charge density of roughly 0.6 e/µm2 on the exposed dielectric in the wire gaps.
Thus, a possible explanation for the observed distance scaling and direction of the field
is that ambient charged particles are drawn toward oppositely-biased wires, as illustrated
in Fig. 2.3(c), and then trapped in the insulating gaps between the wires. They remain
there for some time (> 1ms) even after the chip wires are shut off and the wires are at
ground (consistent with the observed lack of time-dependence of the fields after release
on the 100µs timescale). Such a charging mechanism should saturate. This is seen for
positively biased wires in Fig. 2.4(a), where the field magnitude depends exponentially on
16
the amount of time the microtrap wires are turned on before the atoms are released, and
at long times approaches a value proportional to the wire current (and thus the biasing
potential).
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Figure 2.4: Compensating field as a function of hold time in microtrap together with ex-
ponential fits, (a) positive wire bias, Rydberg excitation 210µm from surface. (b) negative
wire bias, Rydberg excitation 105µm from surface.
In this explanation there is a natural asymmetry between the positive and negative
biasing cases due to the differing mobilities and trapping of oppositely signed charges.
Our observations suggest that it is easier to attract an excess of negative charge into the
insulating gaps between the wires, than it is to repel electrons from, or draw positive
ions towards this region. When the wires are negatively biased, we do not observe charge
accumulating over time. Instead, the gaps appear to have a significant net positive charge
shortly after the wires are turned on, and the charge neutralizes as the wires operate.
The rate of neutralization depends strongly on wire current (see Fig. 2.4), suggesting a
thermally activated neutralization mechanism, as wire temperature increases with current.
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Charge transfer between the dielectric surface and the semiconducting substrate — which
is in contact with current-carrying metal structures below the chip — is one possible
explanation for the initial charging in this case. Excess charge in silicon dioxide films and
interfaces has previously been observed, and is important for semiconductor devices [34].
When atoms are released from the MOT, rather than the microtrap, the measured field
direction is consistent with a small positive charge on the surface. However, the magnitude
is smaller than when atoms are released from the microtrap, and has a weaker distance
dependence,with 1/z0.67±0.2 scaling. Turning on the chip wires while the atoms are trapped
in the MOT (rather than the microtrap) has no effect on the measured electric field after
release, a result which is inconsistent with a slowly-relaxing dielectric polarization as an
explanation for the fields [7].
The field direction in the negative wire bias case is consistent with Rb deposited pref-
erentially near the center of the chip [35], and the distance scaling we observe is similar
to Ref. [18]. However, the fields we observe are an order of magnitude smaller and do not
change when we deposit Rb on the surface by deliberately moving the cloud close to the
chip (we deposited about half the cloud’s population of 1× 106 atoms in an area roughly
4mm×100µm, approximately every 15 s for about an hour). Adsorbate fields are consid-
ered to be a significant problem for Rydberg atom surface studies [36]. Our diminished
adsorbate field is encouraging for the study of intrinsic Rydberg atom surface phenomena,
such as the Lennard-Jones shift [37] (using chips with an electrostatic shield between the
wires and atoms [18]).
2.5 Electric field measurement uncertainty
Fluctuations in the detected signal limit the precision of electric field measurements as
follows. Consider an atomic transition, with maximum signal So at the resonant frequency
fo, and a linewidth Γ, with the atoms in an electric field F . If the electric field is changed
by a small amount, as illustrated in Fig. 2.5, the Stark shift changes the transition energy.
Therefore, the observed signal will change (with the excitation frequency kept constant)
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according to
dS
dF
=
(
dS
dfo
)
·
(
dfo
dF
)
, (2.1)
where the first factor is determined by the line shape and detuning of the excitation fre-
quency from resonance, and the second factor by the Stark shift.
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Figure 2.5: A small change dF in the electric field shifts the transition by some amount
dfo, via the Stark shift. This changes the measured signal level by dS.
If a single measurement of the excited state signal has some uncertainty δS (perhaps due
to detector noise), then the measurement of the local field (by varying the compensating
field) has an uncertainty on the order of
δF ≈ δS
(dS/dF )
√
N
, (2.2)
where N is the number of measurements. Therefore, maximum measurement precision
occurs under conditions where (dS/ dF ) is maximum.
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If the line shape is Lorentzian, the maximum possible magnitude for the first factor in
Eq. 2.1 is
dS
dfo
=
1.30So
Γ
, (2.3)
when the excitation frequency is detuned by Γ/(2
√
3) ≈ 0.29Γ from resonance. The nu-
merical factor depends only slightly on the line shape=–for example, if the line shape is
Gaussian (perhaps because of broadening in an inhomogeneous field) then the numerical
factor is 1.43.
If the Stark shift is quadratic, ∆E = −(α/2)F 2 and the maximum possible precision of
the field measurement (with optimal excitation frequency) for a given set of experimental
conditions is
δF ≈ Γ
1.30SoαF
δS√
N
. (2.4)
This result is useful for estimating the measurement uncertainty in situations where the
applied field and linewidth are both known.
In addition, Eq. 2.4 qualitatively shows how the measurement precision can be improved
by increasing the field and using highly polarizable states with long lifetimes. However,
if the field is not completely homogeneous, the transition will start to broaden as the
polarizability and applied field increase. Therefore, the linewidth Γ and maximum signal
So depend on the polarizability, applied field, and field inhomogeneity.
To estimate the ultimately achievable precision, the effects of field inhomogeneities must
be considered. Due to the Stark effect, a field inhomogeneity ∆F will cause an additional
contribution to the linewidth, given by
(∆Γ) = αF (∆F ) +
α
2
(∆F )2. (2.5)
The second term is important only for large field inhomogeneity, such that the transition is
significantly broadened when the average field F is zero. If we assume that this broadening
adds in quadrature with γ, the linewidth in the limit of highly homogeneous field, then
Γ2 = γ2 + (∆Γ)2. (2.6)
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This additional broadening also shifts some of the population out of resonance with the
excitation, reducing So:
So =
SHγ
Γ
, (2.7)
where SH is the maximum signal when the field is highly homogeneous.
Explicitly including the effects of the field inhomogeneity, we modify Eq. 2.4:
δF =
γ2 + (∆Γ)2
1.30γαF
· δS
SH
√
N
. (2.8)
The minimum uncertainty for a given polarizability α and field inhomogeneity ∆F is found
by optimizing the applied field F .
In the limit of small inhomogeneity, α(∆F )2  γ, the first term in Eq. 2.5 dominates,
and the minimum uncertainty is
δF =
2(∆F )
1.30
· δS
SH
√
N
. (2.9)
In this limit, the optimal field is F = γ/α∆F , at which point the broadening due to
field inhomogeneity is equal to the natural linewidth, i.e., ∆Γ = γ. This ultimate limit
is independent of γ and α. However, narrow linewidth and large polarizability allow the
condition for maximum sensitivity to be achieved with a reasonably small applied field.
If the field inhomogeneity is large, such that α(∆F )2  γ, the second term in Eq. 2.5
dominates. The minimum uncertainty achievable in these conditions is
δF =
2(∆F )
1.30
· α(∆F )
2
γ
· δS
SH
√
N
, (2.10)
a factor of α(∆F )2/γ larger than the small-inhomogeneity limit of Eq. 2.9. In this case,
the measurement sensitivity could actually be improved by using states with smaller po-
larizabilities.
Equation 2.4, in combination with the data shown in Fig. 2.3, can be used to estimate
the effects of field inhomogeneity and detection noise in our experiment. For example, when
measuring the field several mm away from the chip surface, the maximum of dS/dF occurs
at F ≈ 0.5V/cm. The polarizability of the 36s1/2 Rydberg state is α = 5.2MHz/(V/cm)2.
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Under these conditions, the linewidth is typically Γ = 4MHz, the signal/noise ratio δs/So ≈
0.1 and we make N ≈ 60 measurements in the region of reasonably large dS/dF . The
estimated measurement uncertainty under these conditions is therefore δF ≈ 0.015V/cm, a
figure reasonably consistent with the measured repeatability of 0.04V/cm. The resonance
is not significantly broadened by field inhomogeneities, so measurement precision could
potentially be improved by the use of larger fields or states with higher polarizabilities.
Close to the chip, inhomogeneous fields broaden the linewidth to Γ ≈ 20MHz, and
the longer duty cycle associated with loading atoms into the chip trap reduces the typical
number of measurements to N ≈ 15. The signal/noise ratio is similar to the MOT release
case, and the maximum of dS/dF occurs at F ≈ 2V/cm. The estimated measurement
uncertainty under these conditions is δF ≈ 0.04V/cm. This estimate is smaller than
both the observed day-to-day repeatability of 0.6V/cm and the intra-day repeatability of
0.15V/cm. However, this model does not take into account any time-variation of the fields
so the discrepancy is hardly surprising. The transition is broadened significantly even at
zero field, so in this case measurement precision could be improved by using an excited
state with lower polarizability.
2.6 Summary and outlook
In summary, we have performed Rydberg atom sensing of electric fields near a microstruc-
ture consisting of gold wires and insulating gaps. We have observed an electric field due
to charge accumulation in the gaps between the wires. The magnitude and direction of
this field depend on the voltage biasing of the chip wires with respect to the surround-
ing grounded surfaces during operation of the microtrap. Therefore, appropriate choice of
voltage biasing (negative with respect to ground) can dramatically reduce this charging.
The quantitative behavior we have observed is for a specific geometry, but our mea-
surement approach and the influence of biasing are quite general. For example, recent ex-
periments by Hogan et al. [5] involving Rydberg atoms close to a co-planar waveguide may
also benefit from the type of dc biasing (inner conductor negative with respect to ground)
found to minimize charging in our experiment. Although we have exploited the high sen-
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sitivity of Rydberg atoms to measure electric fields, cold ground-state atoms [38, 35] and
molecules [6] also exhibit sensitivity to electric fields, and similar biasing considerations
apply.
In the future, our demonstration of selective-field-ionization near the chip can be ex-
tended to state-sensitive detection of Rydberg atoms, enabling the use of microwave transi-
tions between Rydberg states for noise spectroscopy [39] near the chip surface. This would
establish limits on the coherent manipulation of Rydberg atoms near atom chips due to
electric field noise [12] and help test surface noise models [40].
We thank R. Mansour for use of the CIRFE facilities, J. B. Kycia for the loan of
equipment, and C. E. Liekhus-Schmaltz for comments on this manuscript. This work was
supported by NSERC.
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Chapter 3
Theoretical background and ac
electric field measurement techniques
3.1 Introduction
This chapter contains the theoretical background necessary to measure slowly varying ac
electric fields with noise power spectra of the form 1/fκ using Rydberg atoms. Electric field
noise near surfaces is a subject of interest for microfabricated ion-trap research, because
such field noise causes motional heating of the ions and leads to decoherence. A summary
of noise measurements and theoretical microscopic models for the origin of the field noise
from ion-trap literature is presented.
I discuss the detection of field noise using the dephasing of Rydberg atoms, adapt-
ing to Rydberg atom experiments the techniques of spin-echo and spin-locking. These
techniques were originally developed to preserve coherence in nuclear magnetic resonance
(NMR) experiments and have more recently been been extended to measure noise in NMR
and solid-state qubits. I review the analytical theory in the literature for calculating de-
coherence rates given a known noise spectral density for linear coupling and, for pure 1/f
noise (κ = 1), quadratic coupling to the field noise. The theory of coherent manipulation
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of Rydberg atoms using microwaves resonant with one- and two-photon transitions is also
reviewed.
I extend the calculations for dephasing in the regime of quadratic stark shifts beyond
the κ = 1 case using Monte Carlo simulation to determine dephasing rates for κ = 1/2, 1,
and 3/2. A method for Monte Carlo simulation of the time-evolution of the atomic density
matrix is also discussed (results of the calculations are presented in chapter 4). Finally, an
estimate of the ultimate sensitivity of noise measurements with Rydberg atoms is presented.
3.2 Ion traps
Electric field noise near metal surfaces is a subject of interest due to its role in “anomalous”
heating of the microscopic of the motion of ions confined by microfabricated ion traps, with
typical ion-electrode separations on the order of 30−300µm [10, 41]. The heating is called
“anomalous” because the microscopic mechanism responsible is not known [11].
Trapped ions have the potential to be used as qubits in quantum computers [42]. How-
ever, uncontrolled motion of the trapped ions due to the heating causes errors in the im-
plementation of two-qubit logic gates, which has impeded improvements to the scalability
and miniaturization of devices using trapped ions for quantum computing [11].
The heating is caused by electric field noise in the following way. Electric field noise
near the trap’s mechanical oscillation angular frequency, ω, drives motion of the ion. The
relationship between electric field noise spectral density SF (ω) and the heating rate, n¯ ≡
d ˙¯n/dt is given by [41]
SF (ω) =
4m~ω
q2
˙¯n, (3.1)
where n¯ is the average number of motional quanta of the ion, m is the mass of the ion,
and q is the charge of the ion. Therefore, measurements of the heating rate of an ion in
the trap can be used as a sensitive probe of the electric field noise near the electrode.
The field noise spectral density depends on both the frequency and the distance between
the ion and the surface of the trap electrodes. In most measurements of ion-trap heating
rates, the frequency scaling of SF is approximately SF (ω) ∝ 1/ω, such that ωSF (ω) can
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models is shown as a line.
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be used as a figure of merit when comparing traps with different mechanical resonance fre-
quencies. The scaling of SF with distance, d, to the surface is observed to be approximately
SF (ω) ∝ 1/d4. Data compiled in Refs. [10, 41] are shown in Fig. 3.1.
3.2.1 Surface noise
Several recent experiments provide evidence that the electric field noise causing ion heating
is likely associated with surface contamination. Wang et al. [43] fabricated ion traps with
superconducting niobium electrodes and saw no change in the ion motional heating rate as
the wire temperature was taken through the superconducting transition. They interpret
this result as suggesting that the phenomenon responsible for anomalous heating is a
surface, rather than bulk, effect. Hite et al. [11] reported that cleaning the electrodes with
argon-ion bombardment reduced the amount of surface contamination and also reduced
electric field spectral noise density by about two orders of magnitude following the cleaning.
Daniilidis et al. [10] measured ion motional heating rates at various positions along their
microtrap and found that the heating rate varied with position and was largest at the
location where ions were loaded. They attribute this result to local changes in the chemical
composition of the electrodes due to bombardment by electrons, ions, or the laser photons
used to ionize the calcium atoms used in their experiment.
3.2.2 Noise models
The underlying mechanism causing electric field noise near metal surfaces is not entirely
clear. However, the distance scaling of SF (ω) can be used to eliminate some proposed
mechanisms from consideration. Turchette et al. [41] calculated that heating caused by
Johnson noise due to the finite resistivity of the electrodes would have a distance scaling of
SF (ω) ∝ 1/d2, which is inconsistent with experimental results. Instead, the observed 1/d4
distance dependence for heating is consistent with a model consisting of fluctuating patch
potentials on a spherical surface surrounding the ion. Dubessy et al. [44] considered an
infinite planar surface, with fluctuating patches having a correlation length scale ζ . The
distance scaling of the heating rate depends on the relative magnitudes of d and ζ , with a
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1/d4 scaling of the heating rate far from the surface (d  ζ) smoothly transitioning to a
1/d scaling close to the surface (d ζ). Low et al. [24] calculated the distance dependence
for a number of relevant electrode geometries. In general, the distance scaling of SF (ω)
depends on the geometry and field direction, as well as the relative magnitudes of d and
ζ . However, for several typical ion trap geometries the heating rate was calculated to scale
as 1/d4 far from the surface. In principle, if the length scale of the potential variations is
large enough, the change in distance scaling of SF (ω) near the surface could be used to
characterize the length scale of the potential variations.
Likewise, the measured frequency scaling of SF (ω) can be used to discriminate between
different microscopic models. In one model, known as the “surface-diffusion model” [45, 46],
contaminants adsorbed on the surface are polarized, creating electric dipoles. Over time,
the adsorbates diffuse across the surface, causing the potential near the surface to change
and creating ac electric fields near the surface. This diffusion has a natural time scale
given by τd = d
2/4D, where D is the diffusion coefficient for adsorbates on the surface and
d is the atom-surface distance (which sets the length scale on the surface over which the
presence of adsorbates is relevant). In the high-frequency limit of ω  2pi/τd, the electric
field spectral density scales as SF (ω) ∝ 1/ω3/2. Typical values for D appear to be on
the order of 10−3 cm2/s for atoms physiosorbed on room-temperature metal surfaces [47],
corresponding to τd ≈ 1 s for d on the scale of tens of µm. Thus the high-frequency limit
applies at typical ion-trap frequencies in the 0.1MHz−10MHz range.
In another model proposed by Safavi-Naini et al. [40], adsorbed contaminants also create
electric dipoles on the surface. However, these contaminants are assumed to not diffuse
across the surface—they are bound to one location by a potential that is attractive (van
der Waals) at long distances but repulsive at short distances. This potential has a number
of possible bound vibrational states. Due to the asymmetric shape of the potential, the
adsorbate-surface distance, and thus the induced dipole moment, depend on the vibrational
state. While vibrational frequencies are on the order of THz for typical adsorbates, phonons
in bulk material cause transitions between different vibrational states at MHz rates. At low
frequencies, this model predicts that SF (ω) is independent of ω, while at high frequencies
SF (ω) ∝ 1/ω2. In an intermediate frequency regime, predicted to be around 10−100MHz
for typical adsorbates on gold, SF (ω) scales approximately as 1/ω. More recently, the
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theory has been extended to show that a monolayer of adsorbates on the surface can
change the magnitude of the field noise due to these dipoles, though the essential features
of the frequency scaling are unchanged [48].
Henkel and Horovitz [49] have proposed a third model, where ac electric fields near
the surface are due to the motion of charges, either on the surface or in the bulk of the
metal. The skin depth, δ, of the metal sets a length scale for the problem. Far from the
surface (d  δ), the leading term of SF (ω) has a 1/d2 scaling, as expected from Johnson
noise. However, diffusion of charge across the surface leads to a correction term with a
1/d4 scaling. The magnitude of charge diffusion is not well characterized, but assuming this
diffusion term dominates (as it must to explain the experimentally observed 1/d4 distance
scaling of SF (ω)) this model predicts that SF (ω) ∝ 1/ω1/2.
As ion traps are only sensitive to noise near the mechanical oscillation frequency of
the ion, their use as ac field detectors is limited to a fairly narrow frequency range (typ-
ical frequencies are in the range of 100 kHz → 10MHz). The limited frequency range of
measurements can make it difficult to determine which (if any) of the models described
in this section accurately capture the details of the underlying microscopic phenomenon
responsible for the noise.
In particular, the limited frequency range of measurements makes it difficult to evaluate
the accuracy of the model of Safavi-Naini et al. [40] in which frequency scaling of SF (ω)
changes significantly with increasing frequency. Therefore, it is desirable to develop a
complementary method of electric field noise measurement which is sensitive to a larger
frequency range than may conveniently be observed with ion traps.
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3.3 Noise spectroscopy with free evolution Rydberg
state superpositions
3.3.1 Introduction
Coherence between states of a quantum system is quite easily destroyed in the presence of
environmental noise; this is to say that under the right circumstances a quantum system
can serve as a sensitive probe of noise in the surrounding environment.
Control techniques originally developed in NMR [50] and more recently extended to
other two-level quantum systems or qubits (see Ref. [39] and references therein) have been
used to extend the coherence times of these qubits. It has been recognized that these
decoupling sequences act as a frequency filter on the noise [39], so that by systematically
changing the decoupling sequence and observing the effect on decoherence it is possible to
measure the power spectral density of the noise. Noise measurements of this type have
already been done, for example, to measure diffusion through porous media in NMR [51],
noise in solid state qubits [52, 39], and ac magnetic fields interacting with electron spins
in diamond nitrogen-vacancy defects [53].
Because Rydberg atoms are highly sensitive to electric fields, extending the coherent
control techniques discussed above to a coherent superposition of two Rydberg states has
the potential to allow sensitive measurement of electric field noise. Pulsed refocusing
sequences using reversal of dc electric fields have been used to extend coherence times
of Rydberg atoms [54, 55] but so far these sequences have not been used to measure
environmental noise with Rydberg atoms. In the rest of this section previous calculations
of decoherence in the presence of 1/f noise, mostly published in the context of solid-state
qubits, will be extended to Rydberg atoms.
3.3.2 Free evolution with linear coupling to noise
Electric field noise may be measured via its effect on a coherent superposition of two
Rydberg states (here labelled |i〉 and |f〉) during free evolution, as may be measured in a
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Ramsey or spin-echo experiment (see, for example, Ref. [50]. Fluctuations in the electric
field change the transition energy ~ωif via the Stark shift. These fluctuations are reflected
in the accumulated phase of the superposition φ(t) = 〈ωif〉t + δφ(t) (here I assume that
the fluctuations are slow enough that the process is adiabatic). In each realization of
the experiment, the field fluctuations will be different, so that δφ(t) is different in each
realization and the superposition will dephase. (Realizations may be separated in space,
as each experimental shot is performed on an ensemble of Rydberg atoms, or in time, as
multiple shots are averaged to produce a signal).
If all the population is initially in state |i〉, a coherent pi/2 rotation about the x-axis of
the Bloch sphere creates a superposition of |i〉 and |f〉. The system is allowed to evolve for
some time t, and a second coherent pi/2 rotation around the x-axis is applied, followed by
a measurement of the populations of state |i〉 and |f〉. The procedure is shown in Fig. 3.2.
The final populations depend on the dephasing 〈exp[iδφ(t)]〉. In the absence of de-
phasing, 〈exp[iδφ(t)]〉 = 1 and the entire population is transferred to state |f〉. If the
dephasing is complete the Bloch vector has no preferred direction (〈exp[iδφ(t)]〉 = 0) and
the populations of the two states will be equal following the second pi/2 pulse. Therefore,
the dephasing can be inferred from the relative populations of the two states:
〈eiδφ(t)〉 = p(f)− p(i)
p(f) + p(i)
. (3.2)
In the Bloch-Redfield theory of two-level systems [56, 57], two processes contribute
to the loss of coherence. Relaxation of the populations of |i〉 and |f〉 toward thermal
equilibrium cause longitudinal relaxation, which is exponential with a rate Γ1 = 1/T1. For
Rydberg atoms, the mechanisms associated with relaxation include spontaneous emission
and coupling to microwave-frequency blackbody radiation of the 300K environment. The
second process is the pure dephasing described above, caused by fluctuations in the energy
separation of |i〉 and |f〉. The dephasing is also exponential, with a rate Γφ, so that the total
rate of coherence decay (known as the transverse relaxation rate) is Γ2 = Γ1/2 + Γφ [50].
When the noise source λ responsible for dephasing is 1/f , with the power spectrum
diverging at ω = 0, the Bloch-Redfield theory does not apply [52]. The decoherence due
to pure dephasing is a non-exponential function, 〈exp[iδφ(t)]〉 = fz(t), and the total rate
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z
Figure 3.2: Bloch-sphere representation of a Ramsey sequence. a) The population is
initially in state |i〉, and a pi/2 rotation about the x-axis creates a superposition of |i〉 and
|f〉, initially along the y-axis. b) the superposition is allowed to evolve freely; any noise
will cause dephasing as the phase accumulates at different rates in different realizations.
c) A second pi/2 rotation projects the y-axis back onto the z-axis, so the dephasing may
be inferred from the relative populations of |i〉 and |f〉. d)-f): The same sequence as in
a)-c), with large amounts of dephasing.
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of coherence decay takes the form exp[−Γ1t]fz(t) [52]. The contribution of dc and low-
frequency parts of the dephasing can be reduced via Hahn spin-echo, in which a pi rotations
is applied between the two pi/2 pulses [58], or multiple pi rotations such as the CP and
CPMG sequences (after Carr, Purcell, Meiboom and Gill [59, 60]), with additional evenly
spaced pi-rotations around the x and y-axes, respectively (the principal advantage of the
CPMG sequence is lower sensitivity to errors in the rotations [39]). The dephasing fz(t)
will depend on the nature of the pulse sequence [52]:
fz(t) =
〈
exp
[
i
∂ωif
∂λ
∫ t
0
dτG(τ)λ(τ)
]〉
, (3.3)
where G(τ) is a gating function determined by the timing of the refocusing pulses. During
free evolution, G(τ) = ±1, with the sign changing at each pi pulse (pulses are assumed to
be infinitesimally short). For example, a Ramsey experiment (with no refocusing pulses)
will simply have G(τ) = 1 at all times, and a Hahn spin-echo experiment with total
free evolution time t will have a single pi-pulse at t/2, and thus G(τ < t/2) = +1 and
G(τ > t/2) = −1.
If λ is assumed to have Gaussian statistics and power spectral density Sλ(ω), the
dephasing is given by Eq. (2) in Bylander et al. [39]:
fz(t) = exp
[
−τ 2
(
∂ωif
∂λ
)2 ∫ ∞
0
dωSλ(ω)gN(ω, τ)
]
. (3.4)
Here, τ is the total free evolution time of the superposition, and N is the number of pi-
pulses. The filter function gN depends on the number and timing of the pi-pulses, and is
given by (cf. Eq. (3) in Ref. [39])
gN(ω, τ) =
1
(ωτ)2
∣∣1 + (−1)1+Neiωτ (3.5)
+2
N∑
j=1
(−1)jeiωδjτ cos(ωτpi/2)
∣∣2 , (3.6)
where τpi is the length of each pi-pulse. Therefore, the total length of the pulse sequence is
τ + Nτpi. The normalized position of the center of the jth pi-pulse is δj = tj/(τ + Nτpi).
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Figure 3.3: Filter function gN(ω, τ) for CP and CPMG sequences with various N , with the
x-axis frequency units f = ω/2pi. Note that N = 0 corresponds to the Ramsey sequence
and N = 1 to the Hahn spin-echo. For the calculations in this plot, τ = 1µs and the pulses
are assumed to be infinitesimally short (τpi = 0).
Plots of gN(ω, τ) for the CP and CPMG sequences for various N are shown in Fig. 3.3
(gN is the same for both sequences). For N > 0 the effect of noise near dc is completely
removed by the refocusing pulses, and the center frequency of gN(ω, τ) increases as pulses
are added with τ kept fixed.
If ωif shifts linearly with field, then writing the dephasing in terms of SF (ω) is straight-
forward—F is simply the noise source λ, so that
〈exp[iδφ(t)]〉 = τ 2
(
∂ωif
∂F
)2 ∫ ∞
0
dωSF (ω)gN(ω, τ). (3.7)
Linear Stark shifts occur for high angular momentum Rydberg states (as well as all states of
hydrogen). Even Rydberg states that shift quadratically in F can be made approximately
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EF
Figure 3.4: Sketch of energy vs. dc electric field for a Rydberg state with a quadratic
Stark shift (blue) and the Stark manifold (red) of high angular-momentum states with
linear Stark shifts. When dc fields are applied, the sensitivity ∂E/∂F increases for states
with quadratic shift.
linear in their response to field noise with application of a sufficiently large dc electric field,
as illustrated in Fig. 3.4. Applying a dc field in this case has the additional advantage of
increasing the sensitivity of ωif to changes in F .
3.3.3 Free evolution with quadratic coupling to noise
In zero dc electric field, the leading order of the Stark shift is quadratic for low-angular
momentum Rydberg states. Elimination of first-order sensitivity to noise is desirable for
maintaining coherence (consider, for example, the optimal working point of quantronium,
where the biasing parameters are selected to eliminate first-order dependence [61]). When
the goal is to measure field noise, reducing the sensitivity to noise by eliminating the first-
order sensitivity may seem like a counter-intuitive strategy. However, when measuring large
amounts of field noise using Rydberg atoms it may be desirable to reduce the sensitivity
by working in zero dc field so that measurements may be conducted at higher n. This
may be done to allow for longer Rydberg state lifetimes or smaller microwave transition
frequencies between the states in the superposition, for example.
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When the leading order of the coupling of transition energy to the noise source λ is
quadratic, calculating the decoherence rate due to noise requires knowledge of the statistics
of λ2, including not only the power spectral density Sλ2(ω) but also higher orders in the
statistics of λ2 [62]. The need for higher orders is because of the non-linear coupling to the
noise—even if λ obeys Gaussian statistics, fluctuations in the phase of the superposition
do not because of the non-linear coupling.
Because the decoherence rate depends on the power spectral density of F 2, SF 2(ω), it
is necessary to determine the relationship between SF 2(ω) and SF (ω) in order to extract
information about SF (ω) from measurements of decoherence. I first seek to determine
SF 2(ω) in terms of SF (ω) by expanding F (t), measured over some time interval 0 ≤ t ≤ T ,
as the sum of random Fourier components (cf. Kubo et al., Eq. [1.3.11]) [63]:
F (t) =
j=∞∑
j=−∞
aje
iωjt. (3.8)
The angular frequencies are ωj = 2pij/T , with spacing δω = 2pi/T . Since F (t) is real, the
amplitude coefficients are constrained by a−j = a
∗
j . In the limit of T →∞ (or equivalently,
δω → 0), one may transform from discrete to continuous notation, expressing SF (ω) in
terms of aj:
SF (ωj) = lim
δω→0
1
δω
〈|aj|2〉, (3.9)
with |aj| determined by the power spectrum. Each Fourier component has a random phase
so the complex amplitudes are written as aj = |aj| exp[iφj ].
One may write the square of the field as
|F (t)|2 =
(
k=∞∑
k=−∞
a∗ke
−iωkt
)(
j=∞∑
j=−∞
aje
iωjt
)
, (3.10)
which I will attempt to rewrite in the form
|F (t)|2 =
`=∞∑
`=−∞
b`e
iω`t (3.11)
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in order to determine the power spectrum of F 2. The coefficients for a particular frequency
ω` are determined by summing the terms in Eq. 3.10 with ωj − ωk = ω` (and therefore
k = j − `), determining that
b` =
∑
j
a∗j−`aj . (3.12)
All of the terms in Eq. 3.11 will time-average to zero except for the ` = 0 term, so that
|F (t)|2 = b0 =
∑
j
|aj|2. (3.13)
Switching from discrete to continuous notation one may express Eq. 3.13 as
〈|F (t)|2〉 =
∫ ∞
−∞
dωSF (ω). (3.14)
Thus in the presence of electric field noise, the average quadratic Stark shift given by
〈∆ωif〉 = 1/2(∂2ωif/∂F 2)〈|F (t)|2〉 is non-zero, and it is possible in principle get some
information about SF (ω) by measuring the shift spectroscopically.
If ` 6= 0, the right side of Eq. 3.12 is the sum of many phasors pointing in random
directions and can be rewritten as
b` =
∑
j
a∗j−`aj =
∑
j
|aj−`||aj|ei(φj) (3.15)
since the difference between two random phases is itself a random phase. Thus the expec-
tation value 〈b`〉 = 0. To determine the power spectral density of F 2, however, one needs
to find
〈|b`|2〉 =
〈(∑
k
|a`−k||ak|e−i(φk)
)(∑
j
|a`−j||aj|ei(φj)
)〉
, (3.16)
which can be separated into two parts:
〈|b`|2〉 =
〈∑
j
|aj−`|2|aj |2
〉
+
〈∑
j 6=k
|aj−`||aj||ak−`||ak|ei(φj−φk)
〉
. (3.17)
The second term is again a sum of many random phasors and will average to zero. Ap-
proaching the continuous limit, one may write
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lim
δω→0
〈|b`|2〉
δω
= lim
δω→0
∑
j
( |aj−`|2
δω
|aj|2
δω
)
δω, (3.18)
which, in continuous notation, is
SF 2(ω) =
∫ ∞
−∞
dω′SF (ω
′ − ω)SF (ω′). (3.19)
If the field noise is 1/f , with SF (ω) = S0/|ω|κ (κ ≥ 0), the integrals in Eqs. 3.14
and 3.19 diverge due to the singularity at ω = 0. Convergence requires introduction
of a low-frequency cutoff such that SF (ω) → 0 (or is at least finite) below some fre-
quency ωir. The relevant frequency is dictated by the lower limit of the measurement
bandwidth, given approximately by the total time required for all trials averaged in a
given measurement, i.e., ωir ≈ 1/τmeas [52, 39]. For frequency scalings of interest in this
work, the calculated decoherence times are not particularly sensitive to the precise na-
ture of the cutoff or the frequency—for example, pure 1/f noise SF (ω) = S0/|ω| leads to
SF 2 = (4/pi)S
2
0/|ω| ln |ω/ωir| [62], which scales logarithmically in ωir.
For κ ≤ 1, an additional high-frequency cutoff, with SF (ω) → 0 above ωc is required
for convergence. Depending on the noise source in question, ωc may be determined by the
upper limit measurement bandwidth, i.e., ωc ≈ 1/τsingle, the time for a single trial [39], or ωc
may lie somewhere within the measurement bandwidth and be extracted from experimental
data via fitting [52]. For the values of κ considered in this work (κ = 1/2, 1, 3/2), the
decoherence rate depends explicitly on ωc only when κ = 1/2; when κ ≥ 1 the noise falls
off quickly enough with increasing frequency that the decoherence rate is independent of
ωc.
In this work, SF (ω) of 1/f noise is taken to be zero outside of the cutoffs, i.e.,
SF (ω) =


S0
|ω|κ
, ωir ≤ |ω| ≤ ωc
0, otherwise
. (3.20)
For pure 1/f noise, if the statistics of F 2 are assumed to be Gaussian, the coherence decay
during a Ramsey experiment is given by [62]
fz(t) = e
−[Γf ln(ωirt/pi)]
2
. (3.21)
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Taking into account the higher order statistics for non-Gaussian F 2 (while assuming
that F is Gaussian), the dephasing of Ramsey and Hahn spin echo experiments has been
solved analytically in certain time regimes for pure 1/f noise, where SF (ω) = S0/|ω| [62,
52]. It is useful to define
Γf =
(
1
2
∂ω2if
∂F 2
)
S0. (3.22)
In the limit of Γf t 1 [62, 52],
fz(t) =
[
1 +
(
2
pi
Γf t ln
1
ωirt
)2]−1/4
. (3.23)
This is consistent with the Gaussian approximation of Eq. 3.21 for t → 0. When
Γf t 1 [62, 52],
fz(t) = e
−Γf t/2. (3.24)
At long times, the exponential time dependence and lack of dependence on ωir are sur-
prising. Makhlin et al. [62] offer a qualitative explanation: the interaction between various
low-frequency components due to the non-linear coupling of field noise to the phase effec-
tively cuts off the 1/f behaviour of the noise spectrum at frequencies below Γf . Below
this frequency, the spectral density of the phase fluctuations are consistent with white
noise rather than 1/f noise, which leads to exponential decay of the coherence at times
t 1/Γf [62].
3.4 Coherent manipulation with microwaves
In the above sections, the details of how to apply rotations around various axes of the
Bloch sphere were not discussed. When the Bloch sphere is used to represent a coherent
superposition of two Rydberg states, near-resonant microwaves are used to drive popula-
tion between the states and generate rotations of the Bloch vector. Typical microwave
frequencies for the range of n used in this thesis are 30 − 100GHz. Experimental imper-
fections such as microwave inhomogeneities and detunings associated with dc Stark shift
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from inhomogeneous uncompensated dc electric fields cause loss of fidelity in the rotations;
understanding the details of the process is important for estimating the effects of such
imperfections.
The applied microwave fields are of the form ~F (t) = ~F0 sin(ωt + φ), and the electric
dipole term in the interaction Hamiltonian is [17]
W (t) = −~µ · ~F (t) = ~µ · ~F0 sin(ωt+ φ), (3.25)
where ~µ is the atomic electric dipole moment operator. Taking ~F to lie along the z-axis,
the single-photon Rabi frequency is defined as Ωif = ezifF0/~, where −ezif is the electric
dipole matrix element between |i〉 and |f〉.
When all the population is initially in state |i〉, the amplitudes of the state populations
oscillate sinusoidally at the Rabi frequency, with the population of |f〉 given by:
|cf |2 =
Ω2if
Ω2
sin2(Ωt/2), (3.26)
where Ω2 = Ω2if +∆
2, with the single-photon detuning ∆ = (Ef − Ei)/~.
Representing the superposition of |i〉 and |f〉 as a vector on the Bloch sphere, the
oscillating field causes the Bloch vector to precess at a rate Ωif around an axis determined
by ∆ and the phase of the oscillating field. The angle η between the axis of rotation
and the z-axis is defined by ∆ = Ωcos η. The azimuthal angle with respect to the z-axis
of the Bloch sphere is simply φ. This is analogous to control of the spin direction with
applied oscillating magnetic fields in NMR; good discussions of the techniques are found in
Refs. [50] and [52]. By controlling the frequency and phase of the microwaves, it is possible
to implement all of the rotations necessary for the noise spectroscopy described in Sec. 3.3.
When |i〉 and |f〉 are connected by a two-photon transition, it is possible for both states
to have the same angular momentum quantum number `, so that the difference in electric
field polarizability can be made small compared to the one-photon case. This reduces
sensitivity for a given n. However, compared to single-photon transitions of the same
sensitivity (which will occur at lower n than the two-photon), transition energies between
states will be smaller, which may be experimentally more convenient.
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Figure 3.5: Energy level schematic for a resonant two-photon transition between two Ry-
dberg states |i〉 and |f〉, driven by near-resonant with an intermediate state |a〉.
In the two-photon case, I assume that the system has three relevant levels, with an
intermediate state |a〉 as shown in Fig. 3.5. Taking ω exactly (two-photon) resonant with
the energy difference between |i〉 and |f〉 requires 2ω = ωif . I also define the single-photon
detuning ∆ = ω − ωia. One should note that in the two-photon case, for oscillating fields
of the form sin(ωt+ φ), the axis of rotation has an azimuthal angle of 2φ with respect to
the x-axis of the Bloch sphere.
There are now two single-photon Rabi frequencies, Ωia and Ωaf , for the |i〉 → |a〉 and
|a〉 → |f〉 transitions, respectively. In the limit of Ωia,Ωaf  ∆, an exactly resonant
oscillating field will cause the populations of |i〉 and |f〉 oscillate sinusoidally at the two-
photon Rabi frequency, given by [17]
ΩR2 =
ΩiaΩaf
2∆
, (3.27)
while the population of |a〉 is negligible so long as it is initially unpopulated.
This requirement that Ωia,Ωaf  ∆ limits the speed at which population can be driven
between the two states of interest. As the driving field is increased, Ωia and Ωaf are no
longer negligible compared to ∆, and a significant fraction of the population may be driven
to state a〉. Assuming only state |i〉 is initially populated, the population of |a〉 will oscillate
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Figure 3.6: Maximum population of the intermediate state |a〉 during two-photon Rabi
flopping (with all population initially in state |i〉), as a function of the single-photon Rabi
frequencies Ωia and Ωaf . The single-photon detuning ∆ is 2pi × 1GHz.
rapidly, evolving in time as
|ca|2 = Ω
2
ia
Ω2a
sin2(Ωa), (3.28)
where Ω2a = Ω
2
ia + Ω
2
af + ∆
2, a result not easily found in literature but which can be
verified by numerically integrating the time-dependent Schro¨dinger equations presented in
Ref. [17]. Confirmation that Eq. 3.28 correctly predicts the population of |a〉 is shown in
Fig. 3.6, where results of the numerical integration are consistent with the predictions of
Eq. 3.28 for various values of Ωia and Ωaf .
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If the microwave field is not homogeneous across the entire volume of the sample, then
each atom will have a different Rabi frequency, causing errors in the pulses that lead to
dephasing. Inhomogeneity of the oscillating field is also a problem in nuclear magnetic
resonance experiments, and a variety of composite pulse sequences which compensate for
inhomogeneities in the oscillating field amplitude have been developed (see, for example,
the discussion of composite pulses in Refs. [50] and [64], as well as references therein).
However, composite pulse sequences have some disadvantages. Rotations may be per-
formed around several different axes in quick succession, requiring fast modulation of the
phase of the oscillating field. As well, the composite sequence will take more time than
performing a rotation with a single pulse, which may limit the total amount of free evo-
lution time available and hamper sensitivity of the noise detection. As an example, the
commonly used BB1 sequence [65] is made up of four pulses, rotating around three different
axes. A net rotation by angle θ using the BB1 sequence involves a total rotation of 4pi+ θ;
therefore a pi pulse takes five times as long using this composite sequence than it would for
a single pulse of the same field amplitude.
3.5 Noise spectroscopy with driven evolution of Ry-
dberg states
For periodic refocusing pulses at some time interval T , the filter function gN(ω, τ) in Eq. 3.5
will peak at ω = pi/T , as seen in Fig. 3.3. Therefore, refocusing pulses in high-frequency
noise measurements must be closely spaced and short (the length of the refocusing pulses
must be τpi  T to allow for free evolution between pulses). Experimentally, such se-
quences may require undesirably high modulation bandwidths or microwave power. In
such situations, driven evolution of the system, in either a spin locking sequence [66] or
continuously driven Rabi oscillation, may be a more desirable approach for measuring field
noise.
The term “spin locking” comes from NMR experiments [66] in which a magnetic field
oscillating at the Larmor frequency is applied. If the nuclear spins are initially aligned
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along the direction of the oscillating field (as seen in a frame of reference rotating at the
Larmor frequency), the spins will tend to remain aligned with the field without dephasing.
The experimental procedure for a spin-locking experiment may be thought of as quite
similar to a Ramsey experiment, in that two pi/2 rotations to create (and then measure)
a coherent superposition are separated by an interval in which the coherent superposition
evolves. However, in the case of a spin-locking experiment, the evolution during this interval
is driven evolution, with a continuous rotation around the axis of the Bloch vector, rather
than the free evolution used in the Ramsey case. As a result, decoherence during a spin-
locking sequence is dominated by noise near the Rabi frequency of the driven evolution.
This is different from the case of Ramsey or spin-echo sequences, where the decoherence is
dominated by noise at frequencies near the maximum of the filter function gN(ω, τ).
In a two-level atomic system described by the Bloch sphere, the spin-locking procedure
is as follows: the experiment starts with all the population in state |i〉, and a pi/2 rotation
around the x-axis puts the Bloch vector in the equatorial plane. A continuous rotation
around the axis containing the Bloch vector is then applied (this requires the phase of
the driving electromagnetic field to be shifted relative to the initial pulse, by 90o if the
transition is single-photon or by 45o for a two-photon transition). Finally, a second pi/2
rotation around the same axis as the first is applied to rotate the Bloch vector back along
the direction of the z−axis
Describing the system in the rotating frame, the eigenstates |0˜〉 and |1˜〉 have an energy
splitting ~Ω. At the start of the continuous rotation, the population is completely in one
of these eigenstates, but relaxes exponentially towards equal populations of |0˜〉 and |1˜〉
(assuming ~Ω kBT ). This relaxation is partly due to T1 relaxation of the energy eigen-
state |i〉 and |f〉 populations in the non-rotating frame. There is an additional component
due to energy fluctuations at the Rabi frequency, so the total relaxation rate (Eq. 42 in
Ref. [52]) is:
Γ˜1 = Γν sin
2 η +
1 + cos2 η
2
Γ1, (3.29)
where Γν = piSδωif (Ω) is related to the power spectral density of the fluctuations of the
energy level separation ωif energy fluctuations at the Rabi frequency Ω (decoherence will
be expressed in terms of energy level fluctuations since the coupling of energy levels to
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fields may be either linear or quadratic in this analysis). Sensitivity to field noise is
maximized when the axis of rotation lies along the equator of the Bloch sphere, i.e., η =
pi/2, which requires the applied microwaves to be resonant. At the end of the experiment,
an additional pi/2 rotation around the x-axis is applied and the coherence is determined
from the populations of the energy eigenstates |i〉 and |f〉 in the same manner as for the
pulsed decoupling sequences discussed previously.
The above analysis is only valid for noise with correlation times shorter than the mea-
surement time [53]. If the noise spectrum is sufficiently broadband, however, the coherence
will exponentially decay at long times t > 2/Γ˜1, a result interpreted by Cummings [67] as
the system losing “memory” of the initial field on this time scale. Therefore, Γ1 and Γν
may be determined from simple exponential fits of the decay at long times.
Spin locking of a solid state qubit has been used to measure the noise in the phase δ
across the Josephson junctions of a quantronium circuit at its optimal working point, where
the lowest order of the coupling is quadratic in δ [52]. Spin locking of the electron spin
of a single nitrogen-vacancy center in diamond has also been recently used to sensitively
detect MHz-frequency oscillating magnetic fields, where the lowest order of the coupling
was linear [53].
During spin-locking, if the Bloch vector is not aligned with the axis of rotation (perhaps
due to errors in the pi/2 rotations or detuning of the spin-lock pulse) then the vector
will precess around the axis at the Rabi frequency. The coherence decays with some
characteristic time T˜2, with noise causing both population relaxation and pure dephasing
in the rotating frame [52]. The same analysis applies to Rabi oscillations (where an angle
of pi/2 between the Bloch vector and the rotation axis is usually desired), such that Rabi
oscillations also lose coherence with time scale T˜2 [52]. Therefore it is desirable to express
this dephasing rate in terms of the noise, in order to measure the noise spectrum through
experimental measurement of the decays of the Rabi oscillations.
For noise spectra that do not diverge at ω = 0, the dephasing in the rotating frame is
exponential, with a total rate [52]
Γ˜2 =
3− cos2 η
4
Γ1 + Γφ cos
2 η +
1
2
Γν sin
2 η, (3.30)
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where Γφ = piSδωif (Ω = 0). If the noise is 1/f , diverging at ω = 0, the decay of the
coherence is non-exponential. Ithier et al. [52] treat the case where only the Γφ-related part
of the decay is non-exponential, which requires Ω to be large enough that the decay related
to Γν can be treated exponentially. In this limit, the amplitude of the Rabi oscillations
decays as
fRabi(t) = fz,cosη(t) exp
(
−3− cos
2 η
4
Γ1t− sin
2 η
2
Γνt
)
(3.31)
where fz,cosη(t) is a modified form of one of the expressions for fz given previously (the
expression used depends on the coupling to the noise and whether the statistics are Gaus-
sian). The expression is modified by replacing (∂ωif/∂λ) by cos η(∂ωif/∂λ) in the case of
linear coupling to the noise and (∂2ωif/∂λ
2) with cos η(∂2ωif/∂λ
2) in the case of quadratic
coupling. When the microwaves are resonant, cos η → 0 implies fz,cosη(t)→ 1, simplifying
Eq. 3.31.
Decay of Rabi oscillations has been used to measure the 1/f flux noise in persistent-
current qubits [39] as well as noise in the phase of the Josephson junctions of a quantronium
circuit at its optimal working point [52], where measurements of the noise using Rabi
flopping were consistent with spin-locking results.
In the case of Rydberg atoms, inhomogeneity of the microwave power across the size of
the sample creates an additional source of dephasing, which may even dominate the other
sources of decoherence. In this situation, the effectiveness of Rabi-flopping noise measure-
ments will be limited, and spin-locking sequences, which are unaffected by dephasing if the
microwaves are on-resonance, will be a better method.
3.6 Numerical simulations
3.6.1 Monte Carlo calculations of decoherence fz(t)
Analytical solutions for the decoherence fz(t) of Ramsey and spin-echo sequences may not
be feasible for all couplings, time scales, and noise spectral density scalings of interest.
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In particular, analytical solutions in the case of quadratic coupling to noise with power
spectral density of the form 1/fκ appear to exist in the literature only for κ = 1.
Monte Carlo simulations averaging over many realizations of random field time se-
quences provide another method of calculating fz(t) in cases of interest. For Ramsey or
spin-echo sequences with quadratic Stark shifts, the coherence is [52]
fz(t) =
〈
exp
[
i
1
2
∂ω2if
∂F 2
∫ t
0
dτG(τ)F 2(τ)
]〉
, (3.32)
with the gating function G(τ) alternating between ±1 at each refocusing pi-pulse.
The random field noise may be modelled as the sum of Fourier components, with the
amplitudes determined by the spectral density of the noise source as in Eq. 3.9 and random
phases. With N independent Fourier components, spaced by ∆ω, the cutoff frequencies
are ωir = ∆ω and ωc = N∆ω. The summation is effectively an inverse discrete Fourier
transform and gives a discrete time series of 2N discrete time points over a record length
T = 2pi/∆ω. This may be done efficiently with any fast Fourier transform algorithm.
Summing over n realizations, the fractional uncertainty of 〈exp[iδφ]〉 is of the order 1/√n.
Results of the simulation for pure 1/f noise of the form SF (ω) = S0/ω are presented for
various S0 in Fig. 3.7. For noise of this form, analytical solutions exist in the literature [62,
52]. However, reproducing the analytical result with the Monte Carlo simulations is useful
for validating the model. At long times t > 1/Γf , these simulations show the Hahn spin-
echo and Ramsey sequences tending toward identical coherences. This is consistent with
the picture of high-frequency noise (which cannot be effectively mitigated by refocusing)
being the dominant source of decoherence in this regime, as expected from the exponential
form of the decay at long times calculated analytically (and quoted in this work as Eq. 3.24).
A natural time scale is provided by Γf = 1/2(∂ω
2
if/∂F
2)S0, and coherence is plotted as
a function of scaled time Γf t in Fig. 3.8. In this scaled-time representation, it is easy to
see that the coherence decays at long times Γf t > 1 as
fz(t) ∝ e−Γf t/2, (3.33)
consistent with Eq. 3.24. This behaviour is independent of Γf , ωir, and ωc up to a prefactor
(constant at long times) dictated by the decoherence at short times—this prefactor depends
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Figure 3.7: Monte Carlo simulation of coherence decay for Ramsey sequences (solid lines)
and Hahn spin-echo sequences (dashed lines) with pure 1/f electric field noise and a
quadratic Stark shift. Lower cutoff frequency ωir = 2pi × 1 kHz, statistical uncertainty
of the calculated coherences is 1/
√
n = 10000 = 0.01.
on the relative magnitudes of ωir and Γf . The 1/f noise falls off sufficiently fast with
increasing frequency that the results are independent of ωc (provided that ωc > 1/t for all
times of interest).
This exponential behaviour at long times is not confined to pure 1/f noise. Simulations
where the noise spectrum SF (ω) = S0/ω
κ, with κ = 1/2, 3/2, show similar exponential time
dependence of the coherence at sufficiently long times. For a given value of κ, the time
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Figure 3.8: Coherence decay for Ramsey sequences (solid lines) and Hahn spin-echo se-
quences (dashed lines) as a function of the scaled time Γf t in the presence of 1/f electric
field noise and quadratic Stark shift. Lower cutoff frequency ωir = 2pi × 1 kHz, statistical
uncertainty of the calculated coherences is 1/
√
n = 10000 = 0.01.
constant of the decay, τ , has a power-law dependence on S0, approximately (1/τ) ∝ S1/κ0
as shown in Fig. 3.9 (with ωir and ωc kept fixed).
This result suggests the possibility of a simple relationship between the noise amplitude
and the decay rate of the coherence at long times. I extend the definition of Γf beyond
the κ = 1 case:
Γf =
(
1
2
∂2ωif
∂F 2
S0
)1/κ
, (3.34)
which is consistent with the previous definition of Eq. 3.22 when κ = 1.
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Figure 3.9: Dependence of τ , the time constant of coherence decay at long times, on S0,
for noise spectral density of the form SF (ω) = S0/ω
κ. For all calculations in this plot,
ωir = 2pi × 1 kHz, ωc = 2pi × 4.19GHz, and (∂2ωif/∂F 2) = 2pi × 600Hz/(V/m)2.
For κ = 3/2, coherence vs. Γf t for various values of Γf is plotted in Fig. 3.10. At long
times, the decay is of the form
fz(t) = e
−(3/2)Γf t/2, (3.35)
again up to a prefactor which is constant at long times. The dynamic range in S0 is similar
to Fig. 3.8; presumably the larger variation in the prefactor for 1/f 3/2 noise is due to the
larger amount of low-frequency noise present when κ is larger.
The situation at long times is more complicated when κ = 1/2, because the noise falls
off more slowly with increasing frequency. Therefore, fz(t) depends on ωc. Coherence vs.
Γf t for various values of Γf is plotted in Fig. 3.11. The dependence of the decay on Γf
is rather weak, changing from exp[−1.41Γf t] to exp[−2.01Γf t] as Γf is changed over two
orders of magnitude.
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Figure 3.10: Coherence decay for Ramsey sequences (solid lines) and Hahn spin-echo se-
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3/2 electric field noise
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At long times, the decay is consistent with the form
fz(t) = e
−cΓf ln(ωu/Γf )t, (3.36)
where ωu is a high frequency cutoff that may be different from ωc. The scaled decay rate
1/Γfτ as a function of Γf/ωc is shown in Fig. 3.12, along with fits used to determine c and
ωu. Fixing ωu = ωc for the calculations shown gives a fitted value of c = 0.055 ± 0.001,
while allowing ωu to vary gives a better fit to the data shown, with c = 0.042± 0.002 and
ωu/ωc = 25 ± 15. The uncertainty in ωc and the large discrepancy between ωu and ωc
show that the decay rate of the coherence is not particularly sensitive to the details of the
high-frequency cutoff, particularly when Γf  ωc.
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The exponential behaviour of the coherence decay for Ramsey and spin-echo sequences
over a range of κ, with decay rates on the order Γf , suggests that the decoherence rate may
be described by a relatively straightforward scaling law. This is, in a way, an inconvenient
result because the form of the coherence decay gives no information about the value of κ.
However, if κ can be determined through measurements with higher spectral selectivity
(multi-pulse sequences, for example) then the decay rate at long times can easily be used
to measure the noise amplitude.
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3.6.2 Time-evolution of the density matrix
The simulations in the previous section calculate the dephasing fz(t) due to noise but
neglect the effects of experimental imperfections such as pulse errors due to microwave
inhomogeneity and population transfer during microwave pulses to nearby Rydberg states
which cannot be resolved by selective field ionization. It is useful to create Monte Carlo
simulations incorporating these effects, as well as the field noise, in order to determine
whether these experimental imperfections affect the measured coherence decay times for a
measurement sequence of interest.
I use the Pauli master-equation model described in Bide´garay et al. [68]. The Hamilto-
nian is given by H = H0+V (t), where H0 is the unperturbed Hamiltonian (diagonal in the
chosen basis) and V (t) is a perturbation, in our case due to atom-electric field interactions.
The state of the atomic system is described by the density matrix ρ, with populations
given by the diagonal elements ρjj and coherences by the off-diagonal elements ρjk. The
master equation is given by Eq. (3) in Ref. [68]:
ρ˙ =
i
~
[H, ρ] +Q(ρ), (3.37)
with the decoherence matrix Q to be defined below in Eqs. 3.39 and 3.40. I use the
interaction picture, transforming operators from their Schro¨dinger equivalents by Oint =
exp(iH0)Osch. Thus Eq. 3.37 becomes
ρ˙ =
i
~
[V, ρ] +Q(ρ). (3.38)
The decoherence matrix Q can be used to include the effects of relaxation due to sponta-
neous emission, blackbody radiation-induced population redistribution, and collisions. In
this model, the diagonal elements of Q,
Q(ρ)jj =
∑
` 6=j
Wj`ρ`` −
∑
` 6=j
W`jρjj =
∑
` 6=j
Wj`ρ`` − Γjρjj, (3.39)
are determined by population transfer between states (cf. Eq. (4) in Ref. [68]). Here,W`j is
the rate of population transfer from state |j〉 to state |`〉, and the total loss rate from state
|j〉 is given by Γj . Off-diagonal elements of Q are associated with loss of coherence and
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have contributions from population redistribution as well as any other possible decoherence
mechanisms such as elastic collisions. I use the common model
Q(ρ)jk = −γjkρjk = −
[
1
2
(Γj + Γk) + γ
coll
jk
]
, (3.40)
where γcolljk ≥ 0 represents the contribution of elastic collisions (and any other decoherence
mechanism not associated with population transfer).
In our simulations, the perturbation V (t) has two main components: oscillating electric
fields near resonance with atomic transitions (frequencies typically 30 − 100GHz) which
are applied to manipulate the atoms, and non-resonant slowly varying electric fields (up
to a few GHz) which slightly perturb the energy eigenstates via the Stark shift.
Resonant oscillating electric fields are taken as ~F (t) = ~F0(t) exp(iωt)+ ~F0
∗
(t) exp(−iωt),
with phase information contained in the slowly varying complex amplitude ~F0(t). In the
interaction picture, elements of the perturbation are
Vjk(t) = −~µ · ~F (t) = e~r · ~F0(t)ei(ωjk+ω)t + e ~F0(t)∗ei(ωjk−ω)t, (3.41)
where ~µ = −e~r is the atomic dipole moment operator and ~ωjk = Ej − Ek is the energy
level separation. The polarization of the resonant field is assumed to be constant, so that
it is possible to take ~F0(t) = eˆFF0(t). The radial integrals in the dipole matrix elements
µjk = 〈j|eˆF ·~r|k〉 are calculated numerically using the Numerov method [69]. Since ω ≈ ωjk,
only the slowly varying terms in Eq. 3.41 are kept and the perturbation is written in matrix
form as
Vr(t) =


0 µ12F
∗
0 (t) µ13F
∗
0 (t) · · ·
µ21F0(t) 0 µ23F
∗
0 (t) · · ·
µ31F0(t) µ32F0(t) 0 · · ·
...
...
...
. . .

 , (3.42)
(assuming E1 > E2 > E3).
The resonant fields determine the choice of basis for numerically integrating Eq. 3.38.
The basis must include the initially populated state and any states that can be significantly
populated via resonant one- or two-photon transitions. It is also necessary to include any
intermediate states involved in the two-photon transitions.
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Non-resonant electric fields shift the energy levels of the atom via the Stark effect. If a
field ~F varies sufficiently slowly, the shift is given by the dc Stark effect:
∆Ej =
∑
k 6=j
〈j| ~F (t) · ~µ|k〉〈k| ~F (t) · ~µ|j〉
Ej − Ek . (3.43)
As before, the direction of ~F is taken to be constant when the relevant matrix elements
µjk are calculated. I assume that F is small enough that any mixing of the zero-field
eigenstates due to F—which will be of order F (t)µjk/(Ej − Ek)—is negligible. For states
with quadratic Stark shifts, calculating the polarizabilities
αj = −2∆Ej
F 2
=
∑
k 6=j
〈j|eˆF · ~µ|k〉〈k|eˆF · ~µ|j〉
Ej −Ek (3.44)
gives the energy shifts, which can be written in matrix form as
Vnr(t) = −1
2
F (t)2


α1 0 · · ·
0 α2 · · ·
...
...
. . .

 . (3.45)
Accurate calculation of the polarizabilities αj must include the contributions of a range of
states extending over several values of the principal quantum number n in each direction.
Therefore, the basis necessary for calculating the elements of Vnr is a good deal larger
than the basis used for numerically integrating Eq. 3.38. However, the polarizabilities
need only be calculated once. The fluctuating field is modelled as a time sequence of field
magnitudes generated by summing a large number of Fourier components with random
phases as described in Sec. 3.6.1.
Eq. 3.38 is numerically integrated using the implicit Adams differentiation method of
the VODE integrator [70]. This is an adaptive routine which adjusts the step size as
necessary for accuracy, requiring calculation of F (t) at arbitrary times, which is done by
interpolating the discrete values of F (t) calculated using fast Fourier transforms. The code
is implemented in Python; calculation of ρ˙, and particularly the interpolation of F (t), is
responsible for most of the computational time.
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The simulations described in this section were used in to calculate the population
transfer to the intermediate 48p3/2 state in experiments coherently driving the two-photon
49s1/2 − 48s1/2 transition; results are shown in Sec. 4.5. This method was also used to
confirm the feasibility of adiabatic rotation of the spin-locking axis in order to decrease the
susceptibility of the method to inhomogeneous dc electric fields; this adiabatic rotation is
discussed in Sec. 3.7.
3.7 Sensitivity limits
The minimum detectable SF (ω) depends on the polarizability of the states involved, which
for a given state may be maximized with the application of a dc electric field. With a
sufficiently strong bias field, the dominant order of the Stark shift (for small deviations
from the bias field value) becomes linear.
As illustrated in Fig. 3.3, a pulsed decoupling sequence with total free evolution time τ
will have a filter function gN(ω, τ) with center frequency ωN = piN/τ , bandwidth ∆ωN ≈
2pi/τ and an average value over this bandwidth of approximately 1/2pi. Therefore, one
may approximate the coherence integral of Eq. 3.4 as
ln fz(t) ≈ −τ 2
(
∂ωif
∂F
)2
SF (ωN)
(
1
2pi
) (
2pi
τ
)
(3.46)
= τ
(
∂ωif
∂F
)2
SF (ωN). (3.47)
(3.48)
Reasonably detectable dephasing has | ln fz(t)| ' 1, so the minimum detectable field noise
is:
SFmin(ωN) =
1
τ(∂ωif/∂F )2
. (3.49)
Increasing τ while keeping ωN constant requires adding more refocusing pulses. Therefore,
if the number of pulses is limited due to time or microwave homogeneity constraints,
rewriting Eq. 3.49 in terms of ωN and the maximum number of pulses Nmax may be more
useful:
57
SFmin(ωN) =
ωN
piNmax(∂ωif/∂F )2
. (3.50)
Ultimately, τ is limited by T1, the time constant of population relaxation (both sponta-
neous emission and blackbody-induced population transfer contribute significantly to the
rate).
For a spin-locking sequence, a reasonable detection limit for the decoherence rate due
to dephasing is the population relaxation, such that detectable decoherence due to electric
field noise requires Γν ≥ 1/T1. Therefore,
pi
(
∂ωif
∂F
)2
SF (ΩR) ≥ Γ1, (3.51)
corresponding with a minimum detectable field noise
SFmin =
1
piT1(∂ωif/∂F )2
. (3.52)
This differs by a factor of pi from the pulsed-refocusing case of Eq. 3.49 when τ is limited
by T1. Thus spin-locking and pulsed-refocusing noise measurements have similar ultimate
sensitivity.
By increasing the principal quantum number n of the Rydberg states used, one may
increase both the sensitivity of the states to electric field and the lifetime. If arbitrary bias
fields may be applied, the maximum ∂ωif/∂F is given by the permanent dipole moment
of the extreme Stark manifold states:
∂ωif
∂F
≈ ea0n
∗2
~
≈ 2pi (12.8 kHz/(V/m))n∗2. (3.53)
Therefore the sensitivity to electric field scales as n∗4.
The spontaneous emission lifetime can be approximated by the semiempirical for-
mula [71]
τ0 = τsn
∗δ, (3.54)
with the values of δ and τs determined by detailed calculations. For low angular momentum
states of alkali atoms, δ ≈ 3.00. Values of τs for rubidium are 1.37 ns for s states, 2.5 ns for
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p states, and 1.07 ns for d states [72]. Blackbody radiation from the ≈ 300K environment
causes population to be transferred to nearby Rydberg states at a rate [73]
1/τBB = 4α
3kT/3n∗2 ≈ 6.79× 104(T/n∗2) ( s−1), (3.55)
where T is the temperature of the environment in Kelvin, and α is the fine structure
constant.
Several factors limit practically available sensitivity. Stark shifts due to uncompensated
inhomogeneous dc electric fields must be small compared to the Rabi frequency of any
microwave manipulation. The sensitivity to field inhomogeneity in the limit of large bias
fields may be calculated from Eq. 3.53. Energy level spacings scale as 1/n3, so at large n
maintaining large Rabi frequencies may not be possible without excitation of states nearby
in energy. Finally, the matrix elements for optical excitation of Rydberg states drop sharply
with increasing n, so at very large n the Rydberg population may be too small for good
signal/noise in the detection.
As an example of practically achievable sensitivity for a pulsed decoupling sequence,
consider a spin-echo experiment with dc field inhomogeneities of 1V/m and a Rabi fre-
quency of 100MHz (feasible for single-photon transitions). DC Stark shifts δω must be
small compared to the Rabi frequency Ω, and keeping the maximum shift δω < 0.1Ω limits
∂ωif/∂F ≤ 2pi × 107 s−1/(V/m). The maximum practical polarizability is thus achiev-
able with large dc biasing for n∗ ≈ 30, but states with higher n will still give improved
sensitivity due to longer lifetimes. Using the 50s1/2 and 50p3/2 states of rubidium, with
lifetimes in a 300K environment of 65µs and 89µs respectively [72] results in T1 = 37µs
and SFmin ≈ 6.8 × 10−12 (V/m)2s. For noise at 1MHz, this gives the figure of merit
ωSF (ω) = 4.2× 10−5 (V/m)2, which is typically seen about 200µm away from the surface
of non-cryogenic ion traps [10, 11].
For spin-locking sequences, the Rabi frequencies of interest will be lower, in the range
of Ω ≈ 2pi × 1 − 10MHz, while the same requirement that DC Stark shifts must be small
applies. The maximum tolerable dc Stark shift is thus in the 0.1 − 1MHz range, with
SFmin ≈ 6.8 × 10−8 − 6.8 × 10−10 (V/m)2s for the parameters listed above. Therefore,
pulsed decoupling sequences, when practical, offer greater sensitivity when the atomic po-
larizability is limited by inhomogeneous dc electric fields due to the higher Rabi frequencies.
59
It is possible to adiabatically change the microwave frequency during spin-locking to
gradually move the axis of rotation from the z-axis to the x-axis of the Bloch sphere,
replacing the pi/2 pulses of the spin-locking sequence described earlier with an adiabatic
frequency sweep. In such a sequence, the microwaves are applied in one long pulse, initially
far detuned from resonance so that the axis of rotation of the Bloch vector is near the z-
axis. The frequency is then gradually swept onto resonance, and the rotation axis moves
correspondingly from the z-axis to the x-axis. The Bloch vector, precessing around the
rotation axis, likewise rotates from its initial alignment along the z-axis to the x-axis.
After holding the microwaves on-resonance for the desired spin-locking time, the frequency
is then swept back to large detuning to implement rotation back to the z-axis.
This sequence keeps the Bloch vector aligned along the rotation axis regardless of
any Stark-shift induced detuning due to dc field inhomogeneity and therefore relaxes the
requirement of dc field homogeneity to δω ≈ Ω, improving SFmin ≈ 6.8 × 10−10 − 6.8 ×
10−12 (V/m)2s when Ω ≈ 2pi × 1− 10MHz for the parameters listed above.
3.8 Summary
A summary of noise measurements and theoretical microscopic models for the origin of
the field noise from the ion-trap literature has been presented. These models predict
frequency scaling of the noise power spectral density of the form 1/fκ, though κ is frequency
dependent for one model. Methods for detecting field noise using the dephasing of Rydberg
atoms have been discussed. These are adaptations of techniques from the NMR and solid-
state qubit literature.
Monte Carlo simulations have been used to calculate the decoherence of a coherent
superposition of two low angular-momentum Rydberg states with quadratic Stark shifts
in the presence of 1/f electric field noise. The noise was assumed to have a power spectral
density of the form SF (ω) = S0/ω
κ. Three frequency scalings relevant to models of noise
near the surface were investigated (κ = 1/2, 1, 3/2); analytical solutions in the literature
are found only for κ = 1. The coherence decays exponentially at long times in both
Ramsey-type and Hahn spin-echo sequences for all three values of κ, with the decay rate
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of the order Γf = [(1/2)× (∂2ωif/∂F 2)× S0]1/κ in all three cases. The calculated decay
time for κ = 1 is consistent with analytical calculations in the literature. The results of
these simulations suggest that a relatively straightforward scaling law for the decoherence
rate may apply over a range of κ for systems quadratically coupled to 1/f noise sources.
Finally, the ultimate sensitivity of Rydberg atoms for detecting field noise has been
estimated. Minimum detectable noise spectral density is on the order of 7×10−12 (V/m)2 s
for conveniently accessible Rydberg states and reasonable constraints on the dc electric field
homogeneity.
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Chapter 4
AC electric field measurements
4.1 Introduction
This chapter contains experimental demonstration of the ac field noise measurement tech-
niques described in chapter 3, using the 49s1/2−48s1/2 transition of 87Rb. Rabi oscillations
between the two states demonstrate the coherent control required for implementing spin-
echo and spin-locking measurements of noise. Microwave spectroscopy and coherence decay
of Ramsey and Hahn spin-echo sequences have been used to set upper and lower bounds
on the electric field noise amplitude measured several mm away from the surface of the
chip.
Two significant experimental imperfections have been characterized: a standing wave
pattern in the microwave fields, and undesired excitation of the intermediate 48p3/2 state
by the microwaves used to drive the two-photon 49s1/2 − 48s1/2 transition.
4.2 Apparatus
The apparatus has been previously described in Section 2.3 and most of the details of the
experimental sequence are similar. The two-photon optical excitation is to the 49s1/2 state
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780 nm beam
480 nm beam
microwave
beam
Rydberg atoms
cold atom cloud
Figure 4.1: Geometry of two-photon optical excitation to Rydberg states. The 780 nm
beam (near-resonant with the 5s1/2−5p3/2 transition) is focused and steered to control the
length and position of the Rydberg sample in the standing wave pattern (200µm−4mm
in this work). The 480 nm beam (near-resonant with the 5p3/2 − ns1/2 transition) is
focused and steered to control the distance of the Rydberg sample from the chip surface.
Microwaves are introduced through a horn along roughly the same axis as the 480 nm
beam.
for the results in this chapter, using the same two-laser 5s1/2 − 5p3/2 − ns1/2 excitation
scheme previously described. The microwaves to drive the 49s1/2 − 48s1/2 transition are
introduced using a microwave horn outside the experimental chamber. Fig. 4.1 shows the
geometry of the optical and microwave excitation.
For the experiments in this chapter, the cold ground-state atoms were prepared as
described in Section 2.3 and the timing diagram in Fig. 2.1. The atoms were excited
to the 49s1/2 state with a 30µs long optical pulse. The optical pulse was followed by
the application of microwave pulse sequences (taking up to 6µs) and detection of the
populations of the 48s1/2 and 49s1/2 with selective field ionization.
Except where noted, the measurements in this chapter were taken with Rydberg atoms
released from the magneto-optical trap several mm away from the surface of the chip,
skipping loading of the microtrap. This was done in order to operate the experiment at
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higher repetition rates while debugging the microwave sequences and measuring fields far
from the chip surface.
4.3 Coherent manipulation, Ramsey and spin-echo re-
sults
The coherent manipulation techniques required for noise measurements were demonstrated
using the 48s1/2 and 49s1/2 states of
87Rb. These states are separated in energy by
70.475717GHz, calculated using the quantum defects published in Ref. [74]. The Stark
shifts are quadratic, ∆E = −(α/2)F 2, with α/2 ≈ 19.2MHz/(V/cm)2 for 48s1/2 and
α/2 ≈ 22.2MHz/(V/cm)2 for 49s1/2. Thus the polarizability difference is (∂2ωif/∂F 2) =
(2pi)× 600Hz/(V/m)2. Spontaneous emission and population redistribution due to black-
body radiation limit the lifetime of the states to τBB ≈ 60µs at 300K [72].
Rabi oscillations of the two-photon 49s1/2−48s1/2 transition for a continuously applied
microwave pulse are shown in Fig. 4.2. The oscillations begin to dephase within a few
cycles due to microwave field inhomogeneities but a reasonable amount of coherence is
maintained for sequences with a few relatively short manipulations, such as a Ramsey
experiment or single-pulse spin-echo sequence.
A microwave spectrum of the 49s1/2− 48s1/2 transition, for a weak 5µs pulse, is shown
in Fig. 4.3. This measurement of the resonance frequency is an important step, since
any residual uncompensated dc electric field (as well as electric field noise) will shift the
transition. Ramsey-type experiments show oscillations in the measured populations at a
frequency equal to the detuning of the microwaves from the transition. For small detunings
(tens of kHz) this oscillation frequency is comparable to the decay time of the coherence
and complicates the analysis. One solution is to detune the microwaves by a relatively
large amount to create oscillations in the MHz frequency range and then determine the
decay of the envelope (as has been done in Fig. 4.4), but this approach tends to require
more data points for the same degree of accuracy.
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Figure 4.2: Rabi flopping of the two-photon 49s1/2 − 48s1/2 transition.
The Stark shift ∆ω01 = 2pi × 240± 20 kHz is consistent with 〈F 2〉 = 800V2/m2. This
can be used to establish an upper bound for any field noise, since 〈F 2〉 ≤ ∫∞
−∞
SF (ω)
(dc field inhomogeneities not associated with SF may also contribute to 〈F 2〉). In the
case of 1/f noise, with SF (ω) = S0/ω
κ, 〈F 2〉 ≤ 2 ∫ ωc
ωir
S0/ω
κ. The measurement sequence,
with 5µs microwave pulses and a 2Hz repetition rate, results in ωc ≈ 2 × 105 s−1 and
ωir ≈ 0.2s−1 when 10 measurements are averaged at each point in Fig. 4.3. This constrains
S0 ≤ 1.8 (V/m)2s−1/2 for κ = 1/2, S0 ≤ 120 (V/m)2 for κ = 1, and S0 ≤ 360 (V/m)2s1/2
for κ = 3/2.
Results of a Ramsey-sequence measurement are shown in Fig. 4.4. The pi/2 pulses
in this measurement were 50 ns long. The microwaves are detuned from the two-photon
resonance by 1MHz, creating oscillations in the population with time. This large detuning
removes any possible confusion caused by small dc Stark shifts moving energy levels slightly
out of resonance. An additional benefit is that any systematic offsets in the measured
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Figure 4.3: Two-photon microwave spectrum of the 49s1/2 − 48s1/2 transition. The tran-
sition is Stark shifted from the zero-field resonance by 240± 20 kHz.
48s1/2 fraction may be determined from the fit—the populations of the 48s1/2 and 49s1/2
states should be equal for long times when the coherence decays completely. Fitting an
exponential decay to the envelope for the entire range of free evolution times gives a time
constant τR = 3.1 ± 0.8µs. Therefore, the measurement is not in the t  τ regime
necessary to determine S0 from the decay constant. Fitting the decay of the form in
Eq. 3.23, expected for pure 1/f noise at short times, gives γf = 1.6± 1.4× 105 s−1 (taking
ωir = 0.2 s
−1). This result is consistent with S0 in the range of 11− 160 (V/m)2.
Results of a Hahn spin-echo sequence are shown in Fig. 4.5, along with the previous
Ramsey-sequence data for comparison. The pi/2 pulses in this measurement were 50 ns
long, and the pi-pulse was 100 ns long. Constraining the 48s1/2 fraction at long times to
the same value as the previous Ramsey experiment, the time constant of exponential decay
of the coherence is τSE = 7.2± 1.9µs.
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Figure 4.4: Ramsey sequence for the two-photon 49s1/2 − 48s1/2 transition, with the mi-
crowaves detuned from the two-photon resonance by 1MHz.
This measurement is not in the t  τ regime necessary for a precise determination
of S0 from τSE. However, τSE is significantly shorter than τBB, the decay time expected
in the absence of high-frequency field noise, with population relaxation as the dominant
mechanism of decoherence. At the same time, τSE < τR is consistent with the spin-echo
sequence effectively reducing decoherence due to dc and low-frequency ac inhomogeneous
fields.
Taking 1/τBB as a rough lower limit for the contribution of high-frequency ac field
noise to the decoherence rate, the results of Section 3.6.1 may be used to set a lower
bound for any 1/f noise: S0 > 0.05 (V/m)
2 for κ = 1/2, S0 > 20 (V/m)
2 for κ = 1,
and S0 > 2 × 103 (V/m)2 for κ = 3/2. The upper limit calculated here for κ = 3/2 is
inconsistent with the lower limit of S0 established spectroscopically. Therefore, the noise
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Figure 4.5: Hahn spin-echo sequence for the two-photon 49s1/2 − 48s1/2 transition, with
the microwaves detuned from the two-photon resonance by 1MHz.
power spectrum does not follow a 1/f 3/2 frequency scaling. However, the measurements
are consistent with both 1/f 1/2 and 1/f frequency scalings of the power spectrum.
Far from the surface the dominant source of electric field noise is unlikely to be patch
fields but rather voltage noise between the field plates. The origins of the noise may well be
technical. Measurements of τSE at longer times will help to more accurately constrain the
magnitude of S0 for a given κ value. Measurements of SF (ω) using spin-locking techniques
would serve to further constrain the frequency scaling of the noise as well as identifying
any sharp peaks in the noise power spectrum likely to be of technical origin.
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4.4 Microwave field homogeneity
The microwaves used to manipulate the atoms are not completely homogeneous over the
sample volume, due to standing waves caused by reflections from the chamber walls and
components. In particular, the experimental geometry, shown in detail in Fig. 4.1, has
microwaves propagating down the long axis of the microtrap and reflecting from the back
flange of the chamber (the complete apparatus diagram can be found in Fig. 2.1). This
reflection creates a standing wave pattern along the length of the microtrap, causing field
inhomogeneity that limits the fidelity of operations. The homogeneity of the microwave
field over the Rydberg atom sample can be improved by focusing the 780 nm excitation
beam to limit the sample volume and centering the sample at a maximum in the microwave
standing wave pattern. Unfortunately, this reduces the population of Rydberg atoms in
the sample, which worsens signal/noise.
The standing wave can be clearly seen by measuring the Rabi frequency of a microwave
Rydberg transition in small samples of Rydberg atoms created at various points along the
length of the microtrap, as in Fig. 4.6, while keeping the applied microwave power constant.
The size and position of the Rydberg sample are determined by the crossed 780 nm and
480 nm lasers used in the two-photon excitation; here the diameter of the 780 nm beam
limits the extent of the sample in the direction of microwave propagation and steering
of this beam moves the sample along this direction. For the data shown in Fig. 4.6, the
Rydberg atoms are optically excited to the 36s1/2 state after release from the microtrap,
with the Rydberg cloud centered 230µm from the surface. The excitation volume defined
by the lasers is 200µm long and 60µm in diameter.
The two-photon Rabi frequency varies by a factor of four, consistent with a factor of
two variation in the microwave field strength between standing wave minima and maxima.
The variation is sinusoidal with a period of 1.9mm, reasonably consistent with the 1.68mm
vacuum half-wavelength of the microwaves.
For a particular location and size of the Rydberg sample, the microwave inhomogeneity
can be measured in situ with a non-resonant microwave dressing field used to modify the
energy of a transition via the AC Stark shift. The Stark shift is proportional to the square
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of the dressing field amplitude, so the transition will shift and broaden in proportion to
the microwave power as the dressing field is increased, as seen in Fig. 4.7.
With the same 38.1 GHz dressing field and trap geometry employed previously, Fig. 4.8
shows the effect of reducing the extent of the Rydberg atom sample size. The 780 nm beam
was focused and steered to reduce the sample from 2mm long, with the dressing field
standing wave maximum near one end of the sample, to 0.5mm long, centered around the
maximum. The broadening, relative to the shift, gives the microwave field inhomogeneity
∆(F 2)/(F 2). For the measurements shown, the broadening is sufficiently large compared
to the natural linewidth that the line shape may be assumed to be Gaussian rather than
Lorentzian, with the width determined by a fit to a Gaussian. The measurements are
consistent with standard deviations in the microwave field amplitude of ∆F/F ≈ 30% for
the large sample and ∆F/F ≈ 20% for the small sample. This is likely an overestimate
of the microwave field inhomogeneity, as ellipticity in the dressing field polarization splits
the probe transition [75], and small values of the splitting will appear as broadening of the
line.
As an alternate method, an upper bound for the microwave field inhomogeneity can
be extracted from the decay rate of Rabi oscillations. The envelope of the oscillations is
assumed to decay exponentially with time constant τ , and therefore a useful figure of merit
is Ωτ , the product of this time constant and the Rabi frequency.
The amount of field inhomogeneity associated with the observed decay rate can be de-
termined through Monte Carlo simulation of the decay. For a given statistical distribution
of field amplitudes in the sample, the decay rate of coherence is calculated by summing
the Rabi oscillations of a large number of atoms, each exposed to a random microwave
field amplitude. Two models for the distribution of field amplitudes are considered. The
first model is Gaussian distribution of the amplitudes around the average, an appropriate
treatment if a large number of random parameters affect the field at the atom’s location. In
this model, an appropriate parametrization of the field inhomogeneity is σF , the standard
deviation of the field amplitude. The second model assumes the dominant contribution
to the amplitude is given by the atom’s displacement from the standing wave maximum.
Here the sample is assumed to be sufficiently small that the field amplitude varies as the
square of displacement, F (x) = Fmax−∆x2, and atoms are uniformly distributed along x.
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An appropriate parametrization for this model is ∆F , the maximum deviation of F from
Fmax, which occurs at the ends of the sample.
Calculated decoherence rate as a function of field homogeneity for the two models con-
sidered is shown in Fig. 4.9, for one-photon (ω ∝ F ) and two-photon (ω ∝ F 2) transitions.
With the length of the Rydberg atom sample restricted to ≈ 200 − 300µm, the typical
coherence decay rate measured for two-photon transitions is Ωτ ≈ 5 − 6, with a typi-
cal measurement shown in Fig. 4.10. This result is consistent with field inhomogeneity
σF/F ≈ 0.02 or ∆F/f ≈ 0.05− 0.1 for the models discussed.
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Figure 4.6: Two-photon Rabi frequency as a function of axial position. The variation is
due to microwave field inhomogeneities caused by reflections in the vacuum chamber. Two
sinusoidal fits are shown, one with the period of the standing wave allowed to vary freely
in the fit and the other where the period of the standing wave is fixed by the microwave
frequency.
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Figure 4.7: AC Stark shifting and broadening of the 49s1/2 → 48s1/2 transition of 87Rb
with a non-resonant dressing field at 38.1 GHz. The shift is linear with applied microwave
power. The sample consisted of cold atoms released from the MOT, with a diameter of
60µm and a length of 2mm.
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Figure 4.10: Rabi oscillations between the 49s1/2 and 48s1/2 states, fitted to an
exponentially-damped cosine. Here the Rabi frequency Ω = 2pi × (37.10 ± 0.14MHz),
with coherence time τ = 150± 20 ns, for Ωτ = 5.43.
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4.5 Intermediate state population in two-photon res-
onances
When driving the 491/2 − 48s1/2 transition, electric dipole selection rules allow population
to be driven via the intermediate 48p1/2 and 48p3/2 states. These intermediate states
are indistinguishable from the 49s1/2 state during selective field ionization, so excessive
population of the intermediate states complicates interpretation of the experimental results.
The 48p3/2 state is the dominant contributor to the coupling, as it has the largest
transition dipole matrix elements (couplings of 1086 atomic units to 48s1/2 and 1059 atomic
units to 49s1/2) and the smallest single-photon detuning ∆ = 161.1MHz. In comparison,
the 48p1/2 state has transition dipole matrix elements of 780 atomic units to 48s1/2 and
735 atomic units to 49s1/2, and ∆ = 1.093GHz. Neglecting the contribution of the 48p1/2
state would lead to an error in the determination of ΩR2 of about 7%.
A numerical simulation of the state populations for a Ramsey experiment creating a
coherent superposition of the 49s1/2 and 48s1/2 states is shown in Fig. 4.11. The pi/2 pulses
are resonant with this two-photon transition. The pulses are 50 ns long and separated by
150 ns, with the amplitude envelopes modeled as square pulses with ramps of 1 ns. The
corresponding electric field amplitude F0 = 2.862V/m. For the |a〉 = 48p3/2 intermediate
state, the single-photon Rabi frequencies are Ωia = 38.77MHz and Ωaf = 39.75MHz, a
significant fraction of ∆, and therefore Eq. 3.28 predicts significant 48p3/2 population. The
simulation assumes ideal conditions, with homogeneous microwave fields and no ambient
dc or slowly varying ac fields.
During the first pulse, the maximum 48p3/2 population is 4.9%. The behaviour during
subsequent pulses depends sensitively on the pulse timings, durations, and amplitudes, as
these affect the relative phases of the states involved. When realistic inhomogeneities in the
microwave amplitude and electric field environment are considered, coherence between the
48p3/2 states and the other states in the problem decays relatively quickly, and simulated
Ramsey or spin-echo sequences using pulses of this length typically conclude with 5− 10%
of the population in the 48p3/2 state. This is reasonably consistent with typically measured
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Figure 4.11: Calculated time-evolution of the state populations for a two-photon Ramsey
experiment using the transition between 49s1/2 → 48s1/2. The pi/2 pulses are 50 ns long.
48s1/2 fractions of ≈ 0.45 for long decay sequences where equal populations of 48s1/2 and
49s1/2 are expected.
There are several available methods to reduce the population of intermediate states.
The microwave power may simply be reduced, at the cost of increasing rotation times
to hundreds of ns. The amplitude of the microwave pulse may be shaped, analogous to
pulse-shaping techniques of NMR [50]. However, these pulse-shaping sequences are often
implemented with discrete time sequences of tens or even hundreds of amplitudes, requiring
GHz-range modulation bandwidths for sub-100 ns pulses, and offering little practical ad-
vantage compared to simple rectangular pulses for longer pulses. It is possible in principle,
even for strong fields, to select the field strength and pulse length in such a way that pi/2
and pi rotations of the 48s1/2−49s1/2 superposition coherently return the 48p3/2 population
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to zero, as illustrated in Fig. 4.12. Unfortunately, suppression of the 48p3/2 excitation in
this regime requires high microwave field homogeneity.
In cases where large differential Stark shifts between the two states of interest are not
a problem (or are even desirable for increased sensitivity), eliminating the intermediate
states entirely by switching to a single-photon transition is probably the best solution.
4.6 Summary
Far away from the chip surface, Rabi oscillations between the 49s1/2 and 48s1/2 states
of 87Rb have been observed. This observation demonstrates that the coherent control re-
quired for implementing spin-echo and spin-locking measurements of noise is possible using
this apparatus. The results of microwave spectroscopy and the decay of Hahn spin-echo
coherence have been used to bound the electric field noise amplitude measured several mm
away from the surface of the chip. The results of these measurements are inconsistent with
a noise power spectrum with frequency scaling 1/f 3/2, but are consistent with frequency
scalings of 1/f 1/2 or 1/f . The rate of decay of the Hahn spin-echo coherence is consistent
with a power spectral density SF (ω) ≈ (20V/m)/ω if the noise is assumed to be pure
1/f . This noise amplitude is about four orders of magnitude larger than the field noise
typically seen by ions trapped much closer to the surface [11], suggesting that the origin
of the dominant noise source may be technical.
A significant standing wave pattern in the microwave fields in the experimental chamber
has been observed. Improvement of the microwave field homogeneity by restricting the
sample volume has been demonstrated. The microwave field homogeneity over these small
samples of Rydberg atoms has been measured using the decay of coherent Rabi oscillations.
The amount of undesired excitation of the 48p3/2 state has been estimated using numerical
simulations to be (p ≈ 0.05). Various strategies for minimizing this effect have been
discussed.
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Figure 4.12: Numerical simulations of intermediate state populations for various microwave
amplitudes.
(a),(b): Time-evolution of the state populations with the two-photon 49s1/2 → 48s1/2 tran-
sition driven resonantly by microwaves with amplitudes chosen so that Ωa = 4nΩ2R and
therefore the 48p3/2 population is zero after every pi/2 rotation. Field amplitudes are: (a)
13.27V/m for n = 1 and (b) 5.278V/m for n = 3.
(c),(d): Robustness of square-wave (c)pi/2- and (d)pi-pulses to inhomogeneities in the mi-
crowave field, for field amplitudes of 13.27, 6.98, and 5.278V/m corresponding to n =
1, 2, and 3 respectively.
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Chapter 5
Energy shifts of Rydberg atoms due
to patch fields near metal surfaces
This chapter is based directly on a paper published by the author, together with J. D. D.
Martin [9].
5.1 Summary
The statistical properties of patch electric fields due to a polycrystalline metal surface are
calculated. The fluctuations in the electric field scale like 1/z2, when z  w, where z is
the distance to the surface, and w is the characteristic length scale of the surface patches.
For typical thermally evaporated gold surfaces these field fluctuations are comparable to
the image field of an elementary charge, and scale in the same way with distance to the
surface. Expressions for calculating the statistics of the inhomogeneous broadening of
Rydberg-atom energies due to patch electric fields are presented. Spatial variations in the
patch fields over the Rydberg orbit are found to be insignificant.
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5.2 Introduction
Excitation to a Rydberg state enhances an atom’s interaction with a metal surface. At
large atom-surface distances, this results in energy level shifts that can be calculated using
first-order perturbation theory [76]. At smaller distances, the influence of the surface is
more drastic—the Rydberg atom can be “field-ionized” by the surface [77, 19]. These
phenomena may be visualized as arising from the interaction of the Rydberg atom with
the electric fields due to its electrostatic “image.” Compared to an atom in the ground
state, a Rydberg atom has an enhanced susceptibility to these fields. This is because the
Rydberg electron experiences a greatly reduced electric field from the ion core due to their
larger average separation.
Polycrystalline metal surfaces generate inhomogeneous “patch” electric fields outside
of their surfaces [78]. These fields may also influence Rydberg atoms, potentially causing
both level shifts and ionization and competing with the more intrinsic image charge effects.
In general, patch fields arise from the individual grains of a polycrystalline surface exposing
different faces of the bulk crystal. Each face has a different work function due to differing
surface dipole layers [79]. For example, Singh-Miller and Marzari [80] have recently cal-
culated the work functions of the (111), (100), and (110) surfaces of gold and found 5.15,
5.10, and 5.04 eV, respectively. These differing work functions correspond to potential
differences just outside the surface beyond the dipole layer. Consequently, charge density
must be redistributed on the surface to satisfy the electrostatic boundary conditions, pro-
ducing macroscopic electric fields [79]. While patch fields were first discussed extensively
in the context of thermionic emission [78], they may be present near polycrystalline metal
structures of any type, including electrodes and electrostatic shields.
Recent advances in the trapping of cold atoms near surfaces have opened up the possibil-
ity of precision studies of Rydberg-atom–surface interactions as a function of atom-surface
distance. For example, Tauschinsky et al. [18] have recently observed electromagnetically
induced transparency due to Rydberg excitation of atoms at 10µm to 200µm away from a
gold surface. Lesanovsky et al. [81] have calculated some interesting properties of Rydberg
atoms exposed to inhomogeneous magnetic fields due to magnetic microtraps, and Crosse
et al. [82] have recently calculated level shifts and transition rates of rubidium atoms near
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a copper surface at room temperature. In addition, there are several quantum information
proposals that will involve Rydberg atoms in proximity to metal surfaces [4, 83, 29]. Con-
sequently, it is desirable to be able to estimate the influence of patch fields on Rydberg
atoms. In this paper, we examine relevant models of the surface, report on the statistics of
the patch fields, and determine the influence of these fields on Rydberg-atom energies. We
assume that the atom-surface distance is large compared to other relevant length scales
and that the atomic energy level shifts can be treated using perturbation theory.
The model we adopt for the patch fields is similar to one used by Rzchowski and
Henderson [8]. Their work was motivated by the Witteborn-Fairbank experiment [84],
which was intended to compare the force of gravity on electrons and positrons. Due to
the relatively weak gravitational force, electrostatic shielding was necessary—the charged
particles traveled down the axis of a hollow copper cylinder used for shielding. It was
important to understand the variations in electrostatic potential along the axis of this
tube due to patch fields, and Rzchowski and Henderson obtained results relevant to this
geometry. In the present work, we concentrate on a planar surface and the statistical
properties of the electric field and its spatial derivatives.
5.3 Rydberg-atom energy shifts in external fields
We first calculate the energy-level shifts of a single atom in response to the local elec-
trostatic potential V (x, y, z) created by the patches. This will allow us to calculate the
statistics of the energy shifts once the statistics of the patch fields are known.
We consider an addition to the atom’s Hamiltonian H0 of the form [85]
H1 =
∑
i
µiDiV (x, y, z)
+
1
6
∑
i,j
Qi,jDiDjV (x, y, z) + ... , (5.1)
where µi and Qi,j are the dipole and quadrupole moment operators, respectively, and Di is
the operator representing the derivative with respect to the ith argument. The quadrupole
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and higher-order moments will allow us to consider the influence of an electric field varying
over the extent of the atom—of particular interest because Rydberg atoms are much larger
than ground-state atoms.
We will consider the shift given in Eq. (5.1) using first-order perturbation theory. In the
absence of preexisting external fields, there would normally be no contribution from the
dipole term to the first-order shift. However, we will assume that a dc electric field aligned
with the surface normal zˆ has been applied. This may be done to enhance sensitivity to
patch fields, break degeneracies, or for technical reasons (see, for example, Ref. [29]). The
effect of this field is incorporated into H0. Our basis states (eigenstates of H0) will be
considered to have a cylindrically symmetric charge distribution about the surface normal.
This symmetry constricts the moments, so that µx = µy = 0, Qxx = Qyy = −12Qzz, etc.
Equation (5.1) involves the evaluation of arbitrary order mixed derivatives of the po-
tential in all three spatial dimensions. However, the introduction of cylindrical symmetry
allows a considerable relaxation in this requirement if spherical (instead of cartesian) mul-
tipole moments are used. Therefore, the external potential due to the patches is expanded
in the form
V =
∑
`,m
d`,mr
`C`,m(θ, φ) (5.2)
about the location of the atom, where d`,m are the expansion coefficients, r is the distance
away from the center of the expansion, θ and φ the normal spherical coordinates with
the polar axis aligned with the surface normal, and C`,m are rescaled spherical harmonics;
C`,m =
√
4pi/(2`+ 1)Y`,m.
To obtain an expression analogous to Eq. (5.1), this new expansion of the potential is
substituted into the volume integral for the electrostatic energy due to a charge distribution
ρ in an external potential, E =
∫
dτ ρV , with dτ as the differential volume element. We
obtain
E =
∑
`
d`,0
∫
dτ ρ r`P`(cos θ), (5.3)
where terms involving m 6= 0 do not appear, due to the cylindrical symmetry of the
charge distribution, and P` are the Legendre polynomials (= C`,0). The values of the d`,0
coefficients in the expansion can be readily determined from Eq. (5.2) by evaluating the
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derivatives of the potential with respect to the distance to the surface z evaluated at the
origin of the expansion, giving d`,0 = (1/`!)D
`
zV (x, y, z), where D
`
z means take the `th
derivative with respect to the z coordinate. The first-order energy shift can be written in
a form that only depends on the gradients of the field in the z direction evaluated at the
location of the atom:
E1 =
∑
`
M`[D
`
zV (x, y, z)], (5.4)
where M` has been introduced to simplify notation. To evaluate these matrix elements, we
assume that only the charge distribution due to the Rydberg electron needs to be accounted
for, so that M` = (1/`!)qe〈ψ0|r`C`,0|ψ0〉, where qe is the electron charge, and |ψ0〉 are the
energy eigenstates of the zeroth order Hamiltonian H0. The values of M` are proportional
to the normal spherical multipole moments (see, for example, Ref. [86]).
5.4 Statistics of the patch fields
As shown in the previous section, the energy of any particular atom depends on the field
at its location. Consider an ensemble of atoms placed a certain distance z away from the
surface. In general, the patch fields are statistical in nature, so that spatial inhomogeneities
in the field will cause an inhomogeneous broadening in the ensemble. We can characterize
this by the variance in the energy of a given state, calculated using Eq. (5.4), assuming
that the average shift is zero:
〈(∆E)2〉C =
∑
`,`′
M`M`′
〈[
D`zV (x, y, z)
] [
D`
′
z V (x, y, z)
]〉
C
, (5.5)
where 〈· · · 〉C is used to specify an ensemble (classical) expectation value.
Therefore, to calculate the variance of atomic energy levels 〈(∆E)2〉C due to the
statistical fluctuations in the field above the surface, we will develop expressions for
〈[D`zV (x, y, z)][D`′z V (x, y, z)]〉C. For example, the most important statistical fluctuation
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for Rydberg energy level shifts is of the electric field in the z direction, which can be
characterized by its root mean square (rms) value: [〈F 2z 〉 − 〈Fz〉2]1/2, which is given by
{〈[D1zV (x, y, z)][D1zV (x, y, z)]〉C}1/2.
To calculate these statistical averages, we start by considering the solution of Laplace’s
equation ∇2V (x, y, z) = 0 above a plane surface when the potential on the surface is
specified. One particular solution of Laplace’s equation is: V (x, y, z) = V0 e
ikxx+ikyy e−kz,
where k =
√
k2x + k
2
y and kx, ky and V0 are constants. Consider the following superposition
of similar solutions (all integrations are assumed to run from negative to positive infinity,
unless otherwise specified):
V (x, y, z) =
∫
dkxdky V˜ (kx, ky)e
ikxx+ikyye−kz. (5.6)
We may use this expression to determine the potential over any surface in the plane z =
0 with a defined potential Vs(x, y) by using the inverse Fourier transform to determine
V˜ (kx, ky):
V˜ (kx, ky) =
1
(2pi)2
∫
dxdy Vs(x, y)e
−ikxx−ikyy. (5.7)
Putting Eqs. (5.6) and (5.7) together gives
V (x, y, z) =
1
(2pi)2
∫
dkxdky e
ikxx+ikyye−kz
×
∫
dx′dy′ Vs(x
′, y′)e−ikxx
′−ikyy′ . (5.8)
Consider the covariance between derivatives of the field evaluated at two points a and
b in space, determined using the preceeding equation:〈[
D`pV (xa, ya, za)
][
D`
′
q V (xb, yb, zb)
]〉
C
=
1
(2pi)4
∫
dkx,adky,adkx,bdky,bdx
′
ady
′
adx
′
bdy
′
b
exp[ikx,axa + iky,aya − kaza − ikx,ax′a − iky,ay′a
−ikx,bxb − iky,byb − kbzb + ikx,bx′b + iky,by′b]
×(αp,a)`(α∗q,b)`
′ × 〈Vs(x′a, y′a)Vs(x′b, y′b)〉C , (5.9)
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where α1,a = ikx,a, α2,a = iky,a, α3,a = −kz,a, α1,b = ikx,b, α2,b = iky,b and α3,b = −kz,b.
As Eq. (5.5) shows, we only need p = q = 3 (derivatives in the z direction), but it is not
difficult to deal with this slightly more general form, which will also allow us to calculate
additional quantities, possibly of use to others, such as the total rms electric field.
We now make an assumption about the statistical nature of the field: the correlation
function C for the surface potential only depends on the separation between the two points
a′ and b′ (i.e., it is a “stationary” process):
〈Vs(x′a, y′a)Vs(x′b, y′b)〉C ≡ C(x′b − x′a, y′b − y′a), (5.10)
and rewrite Eq. (5.9) using ∆x′ = x′b − x′a, and ∆y′ = y′b − y′a:〈[
D`pV (xa, ya, za)
][
D`
′
q V (xb, yb, zb)
]〉
C
=
1
(2pi)4
∫
dkx,adky,adkx,bdky,bdx
′
ady
′
ad(∆x
′)d(∆y′)
exp[ikx,axa + iky,aya − kaza − ikx,ax′a − iky,ay′a
−ikx,bxb − iky,byb − kbzb
+ikx,b(∆x
′ + x′a) + iky,b(∆y
′ + y′a)]
×(αp,a)`(α∗q,b)`
′ × C(∆x′,∆y′). (5.11)
Use of the familiar relationship:∫
dx′ exp[ix′(ka − kb)] = 2piδ(ka − kb), where δ(· · · ) is the Dirac δ function, allows simpli-
fication to 〈[
D`pV (xa, ya, za)
][
D`
′
q V (xb, yb, zb)
]〉
C
=
1
(2pi)2
∫
dkxdky(αp)
`(α∗q)
`′
× exp[ikx(xa − xb) + iky(ya − yb)− k(za + zb)]
×
∫
d(∆x′)d(∆y′) exp[ikx(∆x
′) + iky(∆y
′)]
×C(∆x′,∆y′). (5.12)
Assuming the surface has no preferred direction, C(∆x′,∆y′) is only a function of ∆r′ =√
∆x′2 +∆y′2, and the evaluation of the last integral in Eq. 5.12 is equivalent to taking the
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two-dimensional (2D) Fourier transform of a radially symmetric function (see, for example,
Ref. [87]):
W (k) ≡ 1
2pi
∫
d(∆x′)d(∆y′) exp[ikx(∆x
′) + iky(∆y
′)]
×C(∆x′,∆y′)
=
∫ ∞
0
d(∆r′)∆r′J0(k∆r
′)C(∆r′), (5.13)
where J0(· · · ) is the zeroth-order Bessel function. Equation (5.12) may then be written as〈[
D`pV (x, y, z)
][
D`
′
q V (x+∆x, y +∆y, z +∆z)
]〉
C
=
1
2pi
∫
dkxdky(αp)
`(α∗q)
`′W (k)
× exp[ikx∆x+ iky∆y − 2kz − k∆z]. (5.14)
A generalisation of this result to mixed derivatives is straightforward, but the notation
cumbersome. To evaluate Eq. (5.5), we need a slightly less general expression:〈[
D`zV (x, y, z)
][
D`
′
z V (x, y, z)
]〉
C
= (−1)`+`′
∫ ∞
0
dk W (k)k1+`+`
′
exp[−2kz].
(5.15)
It is helpful to rewrite this in a dimensionless form. A natural length scale for the surface
is w = 1/
√
d, where d is the mean areal density of the surface patches. We assume
that the covariance of the surface potential depends on w in such a way that it can be
written in terms of a scaled covariance function C˜ as C(∆r′) = Φ2rmsC˜(∆r
′/w), where
Φrms ' [〈Vs(x, y)2〉 − 〈Vs(x, y)〉2]1/2 is the rms variation of the surface potential from the
mean. We now introduce
W˜ (u) ≡
∫ ∞
0
d(∆r′/w)(∆r′/w)J0(u∆r
′/w)C˜(∆r′/w),
(5.16)
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which allows us to rewrite Eq. (5.15) as〈[
D`zV (x, y, z)
][
D`
′
z V (x, y, z)
]〉
C
(Φ2rms/w
`+`′)
= (−1)`+`′
∫ ∞
0
du W˜ (u)× u1+`+`′ × exp[−2u (z/w)].
(5.17)
In general, for the W˜ (u) that we are interested in (see below), these integrals do not have
closed forms. However, they may be approximated for large z/w using an asymptotic
technique. Part of the integrand, W˜ (u) × u1+`+`′, may be written as a Taylor series in u
about u = 0. Once multiplied with the rest of the integrand (exp[−2u (z/w)]), the terms
in the resulting series can be individually integrated in closed form (see, for example,
Ref. [88]). Introducing G(` + `′, z/w) as a shorthand for the left-hand side of Eq. (5.17),
we obtain:
G(L, z/w) =
(−1)L
∑
i=0,2,4...
(L+ 1 + i)!
i!
× W˜ (i)(0)×
( w
2z
)L+2+i
,
(5.18)
where L = ` + `′ and W˜ (i)(0) is the ith derivative of W˜ (u) evaluated at u = 0. Note that
from its definition [Eq. (5.16)], the odd derivatives of W˜ (u) vanish at u = 0. For use later
in this paper, we write out the first few terms of this series for small L:
G(0, z/w) =
1
4
W˜ (0)
(w
z
)2
+
3
16
W˜ (2)(0)
(w
z
)4
+ ...
(5.19a)
G(1, z/w) = −1
4
W˜ (0)
(w
z
)3
− 3
8
W˜ (2)(0)
(w
z
)5
+ ...
(5.19b)
G(2, z/w) =
3
8
W˜ (0)
(w
z
)4
+
15
16
W˜ (2)(0)
(w
z
)6
+ ...
(5.19c)
G(3, z/w) = −3
4
W˜ (0)
(w
z
)5
− 45
16
W˜ (2)(0)
(w
z
)7
+ ... .
(5.19d)
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The first terms of these series are almost certain to dominate when z  w. From the
definition of W˜ (u) in Eq. 5.16, it can be seen that W˜ (0) = 0 requires that the covariance
function satisfies C(∆r′) < 0 over some range of ∆r′, so that the integral taken over
∆r′ is zero. This can be interpreted physically as antiferroelectric ordering of the surface
potential; a case which seems unlikely to apply to polycrystalline metal surfaces.
It is important to note that, subject to the assumptions above, the details of C(∆r′) do
not affect the (z/w) scaling of G(L, z/w) but only its magnitude. Therefore, the z scaling
of the patch fields is independent of the form of C(∆r′).
5.5 Models for the surface patch potentials
We will now calculate G(L, z/w) using several different models for the electrostatic poten-
tial distribution on the surface. We start by calculating C(∆r′) for the model and then
use this to find W˜ (0) and thus G(L, z/w).
A commonly used model for the surface potential covariance is of the form [8, 44, 89]
C(∆r′) = Φ2rmse
−γ
(
∆r′
w
)
, (5.20)
where γ is dimensionless and on the order of 1. This model follows from Poisson waiting
statistics for grain boundary crossings. This, however, is an assumption, and a formal
justification does not appear in the literature. An advantage of this model is that W˜ (u)
has a closed form [using Eq. (5.16)]:
W˜ (u) =
γ
[γ2 + u2]3/2
, (5.21)
and thus the coefficients in the expansion of Eq. (5.19) are readily determined [W˜ (0) =
1/γ2, W˜ (2)(0) = −3/γ4, etc.].
Motivated to provide a justification for Eq. (5.20) (and determine a specific value for γ),
we performed Monte Carlo simulations to calculate a surface potential covariance function
according to the following recipe: 1) A total of N patch “centers” were randomly put
within a square with sides of length w
√
N (for a mean areal patch density of 1/w2). 2)
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At the center of this square, the patch with the closest center was determined. 3) As we
move out from the center of the square in a specific direction, eventually another patch
center becomes closer in distance than the initial one. The point at which this happens
is considered to be at a grain boundary, and beyond this point there is zero correlation
between the local potential and the potential at the starting point in the center of the
square. 4) By repeating this process (generating N new patch centers within the square,
and traveling out from the center until a grain boundary is reached), we may accumulate
a surface potential correlation function. Provided N is sufficiently large, this model seems
physically reasonable—we are assuming that grains have grown isotropically outwards from
randomly placed centers on a surface. Figure 5.1 illustrates the results of one of these Monte
Carlo simulations. A least-squares fit to Eq. (5.20) gives γ ≈ 1.9, so that W˜ (0) ≈ 0.28.
We find that, instead of Eq. (5.20), the covariance is a better fit to the relationship:
C(∆r′) = Φ2rmse
−γ1
(
∆r′
w
)
−γ2
(
∆r′
w
)2
, (5.22)
with γ1 ≈ 1.144(4) and γ2 ≈ 0.993(6). The covariance falls off faster with increasing
separation in this model. Man et al. [89] compared experimentally measured covariance
functions with a model similar to Eq. (5.20) and also found that, although exponential
decay was exhibited for small separations, the covariance falls off faster for increasing
separations (see their Fig. 2). However, a detailed comparison with our model is not
possible as their surface was not isotropic.
We have tested this model by analyzing a scanning electron microscope (SEM) image
of an evaporated gold structure on a silicon substrate (see Fig. 5.2). The “watershed”
segmentation algorithm [90, 91] was used to determine the location of the grain bound-
aries. To calculate the covariance function we assume that the potential measured at two
points separated by ∆r′ is perfectly correlated if both points are on the same grain and
uncorrelated if the points are on different grains. As Fig. 5.2(c) shows, the computed co-
variance is in good agreement with the Monte Carlo simulation [and thus also with the fit
of Eq. (5.22)].
Unfortunately, a closed form for W˜ (k) does not appear to be possible for the model
of Eq. (5.22). Nonetheless, it is possible to numerically compute the W˜ (i)(0) required in
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Figure 5.1: Monte Carlo simulation of the surface potential covariance function and two
least-squares-fit models. In the lower plot a logarithmic vertical axis is used to illustrate
the differences at large ∆r′/w.
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Figure 5.2: (a) SEM image of a gold
surface obtained by thermal evapora-
tion (this is a portion of Fig. 4 of
Ref. [31]). (b) Grain boundaries (indi-
cated by white lines) over a small region
of the image as determined by water-
shed segmentation. The average area
of a patch is w2 = (44 nm)2. (c) Com-
puted covariance of the surface poten-
tial based on segmentation of the SEM
image. To calculate this from the seg-
mented image we assume constant sur-
face potentials within grains, and com-
pletely uncorrelated potentials between
grains. The Monte Carlo simulation of
Fig. 5.1 is also shown for comparison.
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Eq. (5.19) for any C˜ using [see Eq. (5.16)]:
W˜ (i)(0) = [D(i)J0(0)]
∫ ∞
0
dα C˜(α)α1+i. (5.23)
Performing these integrations for the model of Eq. (5.22), we find: W˜ (0) = W˜ (0)(0) ≈
0.207, and W˜ (2)(0) ≈ −0.064.
5.6 Fluctuations in the electric field
TheG(2, z/w) function determines the variance of the patch electric fields: 〈F 2z 〉C ≈ (3/8)×
(Φ2rms/w
2) × W˜ (0) × (w/z)4. Using Eq. (5.14), the variances of the x and y components
of the electric field can be calculated. We find that they are each 1/2 of the result for z.
Thus, we can summarize; with the model of Eq. (5.22), the rms electric field for z  w is
Erms ≈ 0.39Φrms
w
(w
z
)2
. (5.24)
This result is not especially sensitive to the particular patch model. For example, we have
performed numerical simulations of the patch field over a large array of square patches
(each w by w) with random potentials at distances z  w and found that the numerical
prefactor in Eq. (5.24) is 0.33 instead of 0.39. The model of Eq. (5.20) gives a numerical
prefactor of 0.46. An approximate estimate similar to Eq. (5.24) has been provided by
Sandoghdar et al. [37] and used by Mozley et al. [92].
It is worth asking when the higher-order terms of Eq. (5.19) can be neglected. In
Fig. 5.3, we calculate G(2, z/w) by direct integration of Eq. (5.15). The results due to
the first two terms of Eq. (5.19c) are also shown. The figure indicates that keeping only
the first term is an excellent approximation for z  w (a similar plot for the model of
Eq. (5.20) is given in Fig. 1 of Dubessy et al. [44]).
The rms patch field and the image field of an elementary-charge both scale in the same
way with distance to the surface, so it is interesting to compare their magnitudes. If we
assume a potential fluctuation of Φ2rms = (90mV)
2 and w = 50 nm, typical of thermally
evaporated gold surfaces [93, 94], we find that the rms electric field due to patches is
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Figure 5.3: Comparison between numerical calculation of G(2, z/w) for the model of
Eq. (5.22) (using Eq. (5.15)), and the asymptotic series expansion of Eq. (5.19c), with
the W˜ (i)(0) coefficients calculated using Eq. (5.23).
approximately 5 times that of the elementary charge image field: | ~Ei| = qe/[4pi0(2z)2].
Seeing the influence of the image field due to an elementary charge near such a surface
would be difficult.
Despite its simplicity and intrinsic importance, there does not appear to be any clear
experimental observations that would support the validity of Eq. (5.24). Initial experiments
with Rydberg atoms using microtrap technology have observed large dc fields due to the
deposition of Rb on the surface [18] (see also Ref. [35]), possibly masking the influence
of patch fields. Alkali adsorption has been recognized as a problem since the very early
days of Rydberg atom-surface interaction experiments [95]. Some theoretical work on the
influence of adsorbates has been done in the context of ion-surface collisions [96]. To avoid
the problem of adsorbates, Dunning’s group switched to using xenon Rydberg atoms in
their surface studies [19].
Dunning’s group has recently studied Rydberg atom image field ionization using Au(111)
samples [20]. The surfaces consisted of multiple grains, typically 300–500 nm in size. Pos-
sibly due to contamination, the surface potential was inhomogeneous, with variations of up
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to 70 mV from the average over length scales of 50–250 nm (shown in Fig. 1 of Ref. [20]). By
using a scanning Kelvin probe to measure surface potential, they computed the statistical
properties of the electric field above the surface and found that the field is consistent with
their observed image field ionization. For z & 60 nm, they found Erms ≈ (5×10−10V m)/z2.
Assuming our polycrystalline model is applicable, with Φrms ≈ 22mV (determined from
our analysis of Fig. 1 of Ref. [20]) and w = 100 nm, Eq. (5.24) predicts slightly larger fields,
with Erms ≈ (9× 10−10V m)/z2. Given the uncertainty in determining w from the figure,
this is reasonably consistent with the result in Ref. [20].
It is possible that polar or polarizable contaminants at grain boundaries could reduce
the magnitude of the patch fields. Darling [97] did extensive scanning Kelvin probe mea-
surements of the work function immediately above copper surfaces with large grain sizes,
found that fluctuations were significantly less than one might expect, and attributed the
reduction to oxidation of the surface and physisorbed molecules (e.g. water).
5.7 Patch fields and Rydberg atoms – estimates of
energy level shifts
The statistical properties of the patch fields may now be combined with the atomic prop-
erties to predict the variance in the energy levels using Eq. (5.5). Writing this as a series
in w/z:
〈(∆E)2〉C ≈ (M1)2〈F 2z 〉C + 2M1M2〈Fz∂zFz〉C + ...
≈ (M1)2 × (3/8)W˜ (0)(Φ2rms/w2)
(w
z
)4
+2M1M2 × (−3/4)W˜ (0)(Φ2rms/w3)
(w
z
)5
+O(
(w
z
)6
).
(5.25)
The first term in this expansion is due to the rms z field and the atom’s electric dipole,
and is expected to be dominant at large z. However, the higher order terms in Eq. (5.25)
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can be enhanced relative to the lower-order terms by increasing n (increasing the size of
the atom). As the classical outer turning point of the Rydberg electron is ≈ n2 (in atomic
units), the multipole moments of order ` scale with n like M` ≈ n2` (see, for example,
Ref. [13]). These higher-order multipoles sense the field variations over the Rydberg orbit.
Under what conditions will variations in the patch fields over the extent of individual
atoms contribute to the inhomogeneous broadening? We may estimate this by equating the
first two terms written explicitly in Eq. (5.25). This tells us that the size of the Rydberg
atom, n2, has to be approximately the distance of the atom to the surface before these
would be comparable. Due to the interaction of the Rydberg atom with its image, this is
a highly nonperturbative situation [77]. We conclude that it would be difficult to observe
any effect of the variation in patch fields over the orbits of individual Rydberg atoms (at
least when they have dipole moments of order n2). An additional qualitative justification
is given in Section 5.8.
We now give a simple numerical estimate for the inhomogeneous broadening of Rydberg
energy levels due to patch fields. When z is large compared to w and the atom size, the
first term in Eq. (5.25) dominates and the rms broadening will be δE = M1
√〈F 2z 〉C . For
the extreme Stark states of hydrogen we have M1 = µz = (3/2)n(n− 1), which for n = 30
is 1.7GHz/(V/cm) (this is also reasonable for non-hydrogenic atoms, assuming a large
enough dc field is applied). For a typical thermally evaporated gold surface [93, 94], we
assume Φ2rms = (90mV)
2 and w = 50 nm, giving
√
〈F 2z 〉C ≈ 0.13V/cm. We find that
δE ≈ 200MHz – which should be straightforward to observe in optical excitation. For Rb
atoms, a possible spectroscopic probe would be the last step in the 5s→ 5p→ 5d5/2 → nk
excitation sequence (where the last transition is enabled by a dc field sufficient to mix f
character into the reddest nk states).
The extreme Stark states provide the largest broadening. Broadening due to patch
fields will be much lower than this estimate if low angular momentum states are excited
at fields small enough so that the Stark effect is second order.
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5.8 Potential and field covariance functions
There is a qualitative way to understand why the inhomogeneities in the patch fields over
the extent of individual Rydberg atoms would be difficult to observe. Equation (5.14) can
be used to determine the covariance between the potential and derivatives of the potential
measured at different locations in space. Using the result for the 2D Fourier transform of
a radially symmetric function we obtain:〈[
D`zV (x, y, z)
][
D`
′
z V (x+∆x, y +∆y, z +∆z)
]〉
C
= (−1)`+`′ Φ
2
rms
w`+`′
×
∫ ∞
0
du W˜ (u)u1+`+`
′
×J0(u∆r/w) exp[−u(2z +∆z)/w],
(5.26)
where ∆r =
√
∆x2 +∆y2.
Again, like with Eq. (5.17), this integral can be approximated for large z/w by writing
the W˜ (u)u1+`+`
′
part of the integrand as a Taylor series and then integrating the individual
terms. For covariances in the potential, we obtain for the first nonzero term
〈V (x, y, z)V (x+∆x, y +∆y, z +∆z)〉C
≈ 1
4
W˜ (0)Φ2rms
(w
z
)2 1(
1 + ∆z
2z
)2 1[
1 +
(
∆r
2z+∆z
)2]3/2 .
(5.27)
For covariance in the z-component of the electric field, we obtain for the first nonzero term〈[
D1zV (x, y, z)
][
D1zV (x+∆x, y +∆y, z +∆z)
]〉
C
≈ 3
8
W˜ (0)Φ2rms
w2
(w
z
)4 1(
1 + ∆z
2z
)4
[
1− 3
2
(
∆r
2z+∆z
)2]
[
1 +
(
∆r
2z+∆z
)2]7/2 .
(5.28)
Higher order terms involve larger powers of w/z. These results have been written in such
a way as to emphasize the influence of nonzero ∆r and ∆z as a correction factor to the
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∆r = ∆z = 0 result. It is apparent that z, the distance to the surface, sets the length scale
for spatial variations in the potential and fields. Thus, we can understand in a qualitative
way the results of the main text: a Rydberg atom should have a size comparable to its
distance from the surface for spatial variations to be significant.
If an atom is moving near a surface, spatial variations in the fields manifest themselves
as time-dependent variations experienced in the atom’s frame. In this case, we note that
the calculations of this section could be adapted to determine the power spectral densities
of these fluctuations (using the Wiener-Khinchin theorem).
5.9 Summary and outlook
Rydberg atoms with permanent electric dipole moments have a high sensitivity to electric
fields. We have shown that the patch fields near a typical metal surface can be large
compared to the image field of an elementary charge and should be expected to cause
measurable inhomogeneous broadening of Rydberg energy levels. The rms spatial variation
in the field strength has a distance dependence of 1/z2. Spatial variations in the fields over
the Rydberg atom orbit do not appear to be important. An experiment to verify the
magnitude of the rms field and the expected scaling with surface distance [see Eq. (5.24)]
would be useful in assessing the feasibility of coherently manipulating Rydberg atoms near
polycrystalline surfaces and in planning future experiments.
We gratefully acknowledge discussions with Chris Gray (Guelph), and thank T. Darling
(University of Nevada, Reno) for providing a copy of his PhD thesis [97], which contains
useful background information on patch effects. We thank M. Mazurek and C. Liekhus-
Schmaltz for comments on this manuscript. This work was supported by NSERC.
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Chapter 6
Summary and future work
6.1 Summary of results
DC electric fields near the surface of an atom chip have been measured using optical
spectroscopy of the 36s1/2 state using cold atoms released from the microtrap. The surface
of the chip is heterogeneous, with evaporated gold wires and SiO2 insulating gaps on a
silicon substrate. The measured field magnitude and direction were strongly affected by
voltage biasing of the chip wires related to how currents were applied, a surprising result
given that all the currents were shut off and the chip wires returned to ground prior to the
Rydberg excitation. The scaling of the field with distance to the surface was consistent
with the 1/z power law given by a line charge on the surface, and the observed fields were
attributed to charging of the insulating gaps between the wires. This result suggests that
charging of insulating gaps may be minimized in future work with appropriate voltage
biasing of structures on the surface.
Monte Carlo simulations have been used to calculate the decoherence of a coherent
superposition of two low-angular Rydberg states with quadratic Stark shifts in the presence
of 1/f electric field noise. The noise was assumed to have a power spectral density of the
form SF (ω) = S0/ω
κ. Three frequency scalings relevant to models of noise near the surface
(κ = 1/2, 1, 3/2) were investigated. Two types of experimental sequences were modelled:
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1) Ramsey-type sequences, where the coherent superposition freely evolved for the entire
measurement time, and 2) Hahn spin-echo sequences with a single refocusing pulse in the
middle of the free evolution period to eliminate the effects of low-frequency field noise.
For Ramsey-type sequences and κ = 1, the decay has been calculated analytically in the
literature to be exponential at long times. The simulations in this work reproduce the
exponential decay (and time constant) from the literature. Similar exponential decay was
calculated for spin-echo sequences and all three values of κ. The decay rate is determined
by the polarizability of the energy levels and the magnitude of the noise and is of the
order Γf = [(1/2)× (∂2ωif/∂F 2)× S0]1/κ in all three cases. This suggests that a relatively
straightforward scaling law for the decoherence rate may apply over a range of κ for systems
quadratically coupled to 1/f noise sources.
The ultimate sensitivity of electric field noise measurements has been estimated. For
conveniently achievable n and dc field homogeneity requirements of 1V/m, the estimated
minimum detectable noise spectral density is SF (ω) ≈ 7 × 10−12V2m−2s for Ramsey or
pulsed-refocusing sequences and about two orders of magnitude worse for spin-locking at
a Rabi frequency of 1MHz.
Using the 49s1/2 and 48s1/2 states of
87Rb, the coherent control required for observation
of Rabi oscillations and implementation of spin-echo and spin-locking measurements of
noise has been demonstrated. The results of microwave spectroscopy and the decay of Hahn
spin-echo coherence have been used to bound the electric field noise amplitude measured
several mm away from the surface of the chip. These results appear to rule out 1/f 3/2 noise
far from the surface. The lower bound assuming pure 1/f noise, SF (ω) ≈ 20 (V/m)2 /ω, is
about four orders of magnitude larger than the field noise typically seen by ions trapped
much closer to the surface [11], suggesting that the origin of the noise may largely be
technical. A substantial microwave standing wave pattern over the sample volume was
observed. Focusing of the optical excitation beams to reduce the size of the Rydberg
sample improved microwave field homogeneity over the sample; the field inhomogeneity
was estimated to be a few per cent by using the decay of coherent Rabi oscillations. The
amount of undesired population in the intermediate 48p3/2 state was estimated to be ≈ 0.05
through Monte Carlo simulation of the time-evolution of the density matrix.
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Finally, the statistical properties of dc electric field inhomogeneities near metal surfaces
have been calculated — these inhomogeneities are due to random potentials on the surface,
such as may be caused by polycrystalline grain structures. The rms variation in the field
strength scales with distance as 1/z2, and for parameters typical of an evaporated gold
surface the rms field inhomogeneity is approximately 5 times larger than the image field of
an elementary point charge, which also scales as 1/z2. Spatial variations in the field over
the size of a Rydberg atom are not important.
6.2 Future work
One obvious direction in future work is to measure decoherence times of Rydberg state
superpositions near the surface of the chip. Spin-locking techniques will be useful to de-
termine the frequency scaling of any noise near the chip; another interesting method for
determining the frequency scaling of 1/fκ noise involves comparing the coherence decay
times of Ramsey and Hahn spin-echo sequences as the ratio of these times is quite sensitive
to κ provided κ > 1 [98].
More detailed study of the ac field spectrum far away from the chip surface, particu-
larly measurement of Hahn spin-echo decay out to times comparable to the Rydberg state
lifetimes, will better constrain the level of background noise far from the chip. This will
also provide a better basis for confirming increased levels of electric field noise near the
surface. Measurement of the background noise using spin-locking sequences will give better
determination of the frequency dependence of the noise and also help identify any peaks
in the noise spectrum which may be associated with technical noise in the apparatus.
Installation of a new atom chip [99], in which the current-carrying wires are covered
with a grounded electrostatic shield layer of evaporated gold, will remove the effects of
charging on the dielectric gaps between wires. This new chip will allow the study of
atom-surface interactions for a well-defined homogeneous flat surface, so that the origins
of any observed field noise or dc inhomogeneity are likely to be intrinsic to many types of
atom-surface devices and therefore of general interest.
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