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Abstract
Let 1 ≤ p < ∞. We show that ‘positive polynomial approximation property’ holds in the space
L p(R, dµ) (or C0w) if and only if the algebraic polynomials are dense in L2p(R, dµ) (or C0√w). If µ is
not a 2p-singular measure (or
√
w is not a singular weight), this also implies the more general ‘oscillation-
diminishing polynomial approximation property’.
c⃝ 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Beginning from the early 1970s various aspects of positive and copositive approximation
on finite intervals have been studied by Lorentz [15], Passow and Raymon [17], Shi [20],
Zhong [22,23], Dunham, Zhu [5], Xu [21], Li Chong [14], Roulier [19], Leviatan [9,13],
Zhou [24], Hu [7,10,9,8], Yu [10,9,8] and Kopotun [8,12], among others. The term ‘positive
polynomial approximation’ on an interval I := [a, b] ⊂ R stands for the approximation of a
non-negative function f : I → R by a sequence of real polynomials which are also non-negative
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on I . If f : I → R has at most a finite number of sign changes on I and is approximated on
I by a sequence of copositive polynomials Pn (i.e. satisfying Pn(x) f (x) ≥ 0, x ∈ I ), then
we talk about ‘copositive polynomial approximation’ of f on I . In the present paper, we study
similar concepts of polynomial approximation on the whole of R in the real spaces C 0w and
L p(R, dµ), 1 ≤ p <∞.
Notation
1. LetM+(R) be the set of all non-negative finite Borel measures on R. Writing L p(R, dµ) we
always assume that µ belongs to the set M∗(R) of measures in M+(R) having all moments
finite, i.e.

R |x |n dµ(x) < ∞, n ∈ N0 := {0, 1, . . .}. S(µ), the support of µ, is defined as{x ∈ R | ∀ε > 0 : µ((x − ε, x + ε)) > 0}. The abbreviation a.e. µ indicates that some
property holds almost everywhere with respect to the measure µ.
2. Let W ∗(R) be the set of all upper semicontinuous functions w : R → R+, satisfying
∥xn∥w <∞, n ∈ N0, where ∥ f ∥w := supx∈Rw(x)| f (x)|.
3. For w ∈ W ∗(R) the space C0w is defined as the set of all real continuous functions f
on R, satisfying lim|x |→∞w(x) f (x) = 0, equipped with the seminorm ∥ · ∥w. A function
w ∈W ∗(R) will also be called a weight.
4. Let A ⊂ R and f : A → R. The number SA( f ) of sign changes of f on A, is defined by
sup V ( f (t1), f (t2), . . . , f (tm)), where the supremum extends over all sets t1 < t2 < · · · <
tm, ti ∈ A,m ∈ N := {1, 2, . . .}. Here V (x1, x2, . . . , xm) is the number of sign changes in
the sequence {x1, x2, . . . , xm}, with zero terms being discarded (see [11, p. 20]). Note that for
f and A as before we have
SR(F · χA) = SA( f ),
if F : R→ R coincides with f on A. Here χA(x) denotes the characteristic function of A.
5. For some µ ∈M+(R) let f be a real-valued Borel function, defined a.e. µ on R. Then
Sµ( f ) := min { SR(F) | F : R→ R, F = f a.e. µ on R} (1.1)
is called the number of relevant sign changes of f (with respect to µ).
Karlin [11, Definition 3.2, p. 231] defined Sµ( f ) differently: Sµ( f ) = n if there exists a
family of sets C j ⊂ R, 1 ≤ j ≤ n + 1, such that
(i) µ(R \ ∪n+1j=1 C j ) = 0,
(ii) For each 1 ≤ j ≤ n + 1 and a, b ∈ C j one has f (a) f (b) ≥ 0 with 0 ∉ f (C∗j ) for some set
C∗j ⊂ C j satisfying µ(C∗j ) > 0,
(iii) For 1 ≤ j ≤ n and a ∈ C j , b ∈ C j+1 one has a < b and f (a) f (b) ≤ 0.
In Corollary 6 we establish the equivalence of these definitions and describe suitable sets C j
and C∗j explicitly.
Analogously, for some f ∈ C0w with respect to w ∈ W ∗(R), we define the number Sw( f )
of relevant sign changes by Sw( f ) := SS(w)( f ). Here S(w) := {x ∈ R | w(x) > 0} (called the
support of the weight w). This concept fits nicely with the one previously described.
In this paper we are interested in the following types of polynomial approximations.
Definition 1. Let 1 ≤ p <∞, µ ∈M∗(R), w ∈W ∗(R).
(a) A function f ∈ L p(R, dµ) with Sµ( f ) < ∞ (or g ∈ C0w with Sw(g) < ∞) is said
to have the oscillation-diminishing polynomial approximation property (OD-PAP for short)
within the space L p(R, dµ) (or C0w) if there exists a sequence of algebraic polynomials
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{Pn}n≥1, satisfying SR(Pn) ≤ Sµ( f ) (or SR(Pn) ≤ Sw(g)) for every n ≥ 1, such that
∥ f − Pn∥L p(R,dµ) → 0 (or ∥g − Pn∥w → 0) as n →∞.
(b) Let r be a non-negative integer. The space L p(R, dµ) (or C0w) is said to have OD-PAP of
order r if every f ∈ L p(R, dµ) with Sµ( f ) ≤ r (or g ∈ C0w with Sw(g) ≤ r ) has the
OD-PAP.
(c) We say that the space L p(R, dµ) (or C0w) has OD-PAP if it has OD-PAP of order r for
arbitrary non-negative integer r .
Remark 1. OD-PAP of order 0 means that we talk about positive polynomial approximation
property, or P-PAP for short.
OD-PAP can be useful in the study of variation-diminishing (VD) properties of integral
transforms of the form:
T f (x) =

R
K (x, y) f (y)dν(y), x ∈ X, (1.2)
where X is a Borel subset of R and ν ∈M+(R). Under the assumption K (x, ·) ∈ L1(R, dν) for
all x ∈ X , Karlin [11, Theorem 3.1, p. 233] established a necessary and sufficient condition for
K (x, y) to have a VD property of the following kind:
SX (T f ) ≤ Sν( f ) whenever Sν( f ) ≤ r(r ≥ 1), (1.3)
where f ≢ 0 a.e. ν is a bounded Borel function on S(ν). Usually, the VD property of an integral
transform (1.2) is first examined on the set of all Borel functions (bounded or continuous) on
S(ν). Afterwards, the study is extended, if possible, to a wider class of functions containing
the set P of all real algebraic polynomials (see, for example, [11, Lemma 4.2, p. 248]). Under
certain conditions OD-PAP admits the proof of inverse statements. Indeed, assume that for some
1 ≤ p < ∞ and ν ∈M∗(R) the space L p(R, dν) has OD-PAP of order r and K (x, ·) belongs
to Lq(R, dν) for all x ∈ X , where q ≤ ∞ satisfies 1/p + 1/q = 1. Furthermore assume that
(1.3) holds for every f ∈ P . Then, by Ho¨lder’s inequality and a known property about taking
limits under SX 1 it is easy to verify (1.3) for any f ∈ L p(R, dν) and, in particular, its validity
for any bounded Borel function f on S(ν).
Let B(R) denote the set of all Borel subsets of R and P0(R) the family of all non-negative,
continuous and bounded functions on R. It is easily verified that each function f ∈ L p(R, dµ),
non-negative a.e. µ, can be approximated in this space by the functions from P0(R). It can also
be shown that each function f ∈ C 0w, non-negative on S(w), can be approximated in C 0w by
the functions from P0(R). Therefore L p(R, dµ) (or C 0w) has P-PAP if and only if for every
g ∈ P0(R) there exists a sequence of algebraic polynomials {Pk}k≥1 such that Pk(x) ≥ 0 for all
x ∈ R, k ≥ 1, and
lim
k→∞ ∥g − Pk∥L p(R,dµ) = 0 (or limk→∞ ∥g − Pk∥w = 0). (1.4)
Assume that the support S(µ) of some measure µ ∈ M∗(R) or the support S(w) of some
weight w ∈W ∗(R) is bounded and its convex hull is [a, b]. In view of the Weierstrass theorem
for every g ∈ P0(R) the function √g can be uniformly approximated on [a, b] by algebraic
polynomials {Pn}n≥1. Therefore the sequence {P2n }n≥1 approximates g uniformly on [a, b] and
1 SX (limn→∞ fn) ≤ limn→∞SX ( fn) (see [6, Lemma 2.1b, p. 84]).
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so it converges to g in C 0w and in L p(R, dµ) for arbitrary 1 ≤ p <∞. Thus, C 0w and L p(R, dµ)
(1 ≤ p < ∞) have P-PAP. Moreover, every function in L p(R, dµ), non-negative a.e. µ, and
every function f ∈ C 0w, non-negative on S(w), can be approximated in their corresponding
space by polynomial sequences of the form {P2n }n≥1.
This situation changes completely if S(µ) or S(w) are unbounded and the solution to this
problem is presented in the following theorem. We write P for the set of all real algebraic
polynomials.
Theorem 1. Let 1 ≤ p < ∞, µ ∈ M∗(R), w ∈ W ∗(R), and assume that both, S(µ) and
S(w), are unbounded. Then the following two statements hold.
1. L p(R, dµ) has P-PAP if and only if P is dense in L2p(R, dµ).
2. C0w has P-PAP if and only if P is dense in C0√w.
However, as in the cases where S(µ) or S(w) are bounded, the following result holds.
Corollary 1. Let 1 ≤ p < ∞, µ ∈ M∗(R), w ∈ W ∗(R) and assume that both, S(µ) and
S(w), are unbounded.
If L p(R, dµ) (or C 0w) has P-PAP then for every function g ∈ L p(R, dµ), non-negative a.e. µ,
(or g ∈ C 0w, non-negative on S(w)), there exists a sequence of algebraic polynomials {Pn}n≥1
such that:
lim
n→∞
g − P2n L p(R,dµ) = 0 or limn→∞
g − P2n 
w
= 0. (1.5)
We mention in passing that a combination of Theorem 1 and [1, Theorem 1.1, p. 3580] leads
to the following statement.
Corollary 2. Let µ ∈M∗(R) and 1 ≤ p < ∞. L p(R, dµ) has P-PAP if and only if µ can be
represented in the following form:
µ(A) =

A
w(x)2p dν(x), A ∈ B(R),
where ν ∈M+(R) and w is some function in W ∗(R) for which P is dense in C0w.
For an arbitrary n ∈ N define
Pn(R) :=

g(x)
n
k=1
(x − xk)
 g ∈ P0(R), −∞ < x1 < x2 < · · · < xn < +∞

. (1.6)
The following result is crucial for the study of the OD-PAP of order r, r ≥ 1.
Theorem 2. Let µ ∈ M∗(R), w ∈ W ∗(R), 1 ≤ p < ∞ and n ∈ N0. For every function f ∈
L p(R, dµ) (or C 0w) with Sµ( f ) = n (or Sw( f ) = n) there exists a sequence {gk}k≥1 ⊂ Pn(R)
and a number σ ∈ {+1,−1} such that
lim
k→∞ ∥ f − σ · gk∥L p(R,dµ) = 0,

or lim
k→∞ ∥ f − σ · gk∥w = 0

.
Theorem 2 implies that L p(R, dµ) (or C 0w) has OD-PAP of order r (r ≥ 1) if and only if for
any non-negative integer n ≤ r and any function g ∈ Pn(R) there exists a sequence of algebraic
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polynomials {Pk}k≥1, satisfying SR(Pk) ≤ n for every k ≥ 1, such that
lim
k→∞ ∥g − Pk∥L p(R,dµ) = 0

or lim
k→∞ ∥g − Pk∥w = 0

. (1.7)
Remark 2. If a measure µ ∈ M∗(R) (or a weight w ∈ W ∗(R)) has bounded support and
if f belongs to Pn(R) for some n ≥ 1, i.e., f (x) = ∆(x)g(x), where g ∈ P0(R), and
∆(x) := nj=1(x − x j ), then, using the polynomials Pk, k ≥ 1, as in the case examined after
(1.4), we find algebraic polynomials Qk(x) := ∆(x)Pk(x)2, SR(Qk) = n for k ≥ 1, converging
to f in C 0w and all L p(R, dµ). In view of (1.7) this implies that C 0w and L p(R, dµ) have OD-PAP
of order r for arbitrary 1 ≤ p, r <∞.
Remark 3. It should be noted here that there exist measures ν with bounded support such that
copositive approximation does not hold in L p(R, dν) as the following example shows. Let
ν(x) := m(x)+ δ0(x), f (x) := −1 + 2χ[0,1](x), where δa denotes the unit mass point measure
at a ∈ R and m the Lebesgue measure. Then for each p, 1 ≤ p < ∞, it is impossible to
approximate f in L p([−1, 1], dν) even by functions g which are only continuous on [−1, 1]
and satisfy g(x) f (x) ≥ 0 for all x ∈ [−1, 1].
To formulate our results about OD-PAP of order r with r ≥ 1 it is necessary to recall some
previous results concerning polynomial denseness in L p(R, dµ) and C 0w.
Let µ ∈ M∗(R) be such that P is dense in L p(R, dµ). Then, if P is also dense in
L p(R, (1 + |x |)p ndµ) for every n ∈ N, µ is called p-regular, and p-singular otherwise. All
p-singular measures are discrete and their description has been obtained in [4, p. 252, Proposition
A1.4].
Similarly, let a weight w ∈W ∗(R) be such that P is dense in C 0w. Then, if P is dense also in
C0(1+| x |) n w for each n ∈ N, we call w regular (see [4, p. 249]), otherwise w is called singular. It
was shown in [16] that all singular weights are discrete and their complete description was given
in [4, p. 249].
Theorems 1 and 2 imply the following corollaries.
Corollary 3. Let w ∈W ∗(R),C0w have P-PAP and
√
w be not a singular weight.
Then C0w has OD-PAP and, moreover, for every function f ∈ C 0w with Sw( f ) = n ∈ N there
exist n real numbers −∞ < a1 < a2 < · · · < an < +∞, a number σ ∈ {+1,−1} and a
polynomial sequence of the form Pk(x) = σ · Qk(x)2nj=1(x − a j ) with Qk ∈ P for k ≥ 1,
such that
lim
k→∞ ∥ f − Pk∥w = 0,
and f (x) · Pk(x) ≥ 0 for each x ∈ S(w). For f ∈ Pn(R) with the representation (1.6) it is
possible to choose σ = 1 and ak = xk, 1 ≤ k ≤ n.
Corollary 4. Let µ ∈M∗(R), 1 ≤ p <∞ and L p(R, dµ) have P-PAP.
1. If µ is a 2p-regular measure then L p(R, dµ) has OD-PAP and, moreover, for every n ∈ N
and any function f ∈ Pn(R) with the representation (1.6) there exists a polynomial
sequence of the form Pk(x) = Qk(x)2nj=1(x − x j ) with Qk ∈ P for k ≥ 1, such that:
limk→∞ ∥ f − Pk∥L p(R,dµ) = 0.
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2. If µ({a}) = 0 for every a ∈ R then µ is 2p-regular measure and for every function
f ∈ L p(R, dµ) with Sµ( f ) = n ∈ N there exist n real numbers −∞ < a1 < a2 <
· · · < an < +∞, a number σ ∈ {+1,−1} and a polynomial sequence of the form
Pk(x) = σ · Qk(x)2nj=1(x − a j ) with Qk ∈ P for k ≥ 1, such that
lim
k→∞ ∥ f − Pk∥L p(R,dµ) = 0,
and f (x) · Pk(x) ≥ 0 a.e. µ on R.
Note that the number of sign changes of an approximating polynomial sequence in the defi-
nition of OD-PAP is calculated independently of the measure µ (or the weight w). This does not
matter as long S(µ) = R or S(w) = R. But in all other cases it is possible to use a weaker
definition of OD-PAP, replacing the condition SR(Pn(x)) ≤ Sµ( f ) (or SR(Pn(x)) ≤ Sw( f )) by
SA(Pn(x)) ≤ Sµ( f ) (or SA(Pn(x)) ≤ Sw( f )) where A is some set satisfying S(µ) ⊂ A ⊂ R
(or S(w) ⊂ A ⊂ R). If, for example, A = S(µ) or A = S(w) then we find the conditions
Sµ(Pn(x)) ≤ Sµ( f ) (or Sw(Pn(x)) ≤ Sw( f )) instead of the original ones. It seems to be more
difficult to do a corresponding study using this different setting, even for just positive approxi-
mation.
Finally we should point out that with our present definition of OD-PAP the question for which
2p-singular measures µ (or singular weights
√
w) the corresponding spaces have OD-PAP of
order r (r ≥ 1) remains also open.
2. Relevant sign changes Sµ( f )
We fix throughout this section an arbitrary µ ∈M+(R) and a Borel function f : R \ W →
R, f ≢ 0 a.e. µ, where W ∈ B(R), µ(W ) = 0 and Sµ( f ) <∞. Since the value of Sµ( f ) does
not change if we put f (x) = 0, x ∈ W, f is assumed to be defined and finite everywhere on R.
Let us introduce the sets
E+1 := E1 := f −1( (0,+∞) ),
E0 := f −1({0}), E−1 := f −1((−∞, 0)).
(2.1)
We say that f maintains constant sign σ ∈ {1, 0,−1} a.e. µ on A ∈ B(R) if
µ(E1 ∩ A) · µ(E−1 ∩ A) = 0 and σ = sign

µ(E1 ∩ A)− µ(E−1 ∩ A)

, (2.2)
where signx = 1 if x > 0, sign x = 0 if x = 0 and sign x = −1 if x < 0. This means that σ · f
is non-negative a.e. µ on A if σ ∈ {−1,+1} and f = 0 a.e. µ on A if σ = 0.
To determine the points where f changes its sign we define the function s : {−∞} ∪ R →
R ∪ {+∞} as follows:
s(−∞) := sup {b ∈ R | µ(E1 ∩ (−∞, b)) · µ(E−1 ∩ (−∞, b)) = 0} , (2.3)
s(a) := sup {b > a | µ(E1 ∩ (a, b)) · µ(E−1 ∩ (a, b)) = 0} , a ∈ R. (2.4)
It is obvious that s(−∞) = +∞ if Sµ( f ) = 0. The following lemma deals with the other cases.
Lemma 1. If 1 ≤ Sµ( f ) <∞ then there exist m ∈ N points
−∞ < a1 < a2 < · · · < am < +∞, (2.5)
such that
a1 = s(−∞), ak+1 = s(ak), 1 ≤ k ≤ m − 1, s(am) = +∞, (2.6)
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and f maintains constant sign σk ∈ {1, 0,−1} a.e. µ on each interval Ik := (ak−1, ak), 1 ≤ k ≤
m + 1, where a0 := −∞ and am+1 := +∞.
Let D := {a1, a2, . . . , am} where the a j are as in (2.5). Basic properties of the subsets
D+µ := { ak ∈ D | µ({ak}) > 0 } , D+ :=

ak ∈ D+µ | f (ak) ≠ 0

, (2.7)
are identified in the next lemma.
Lemma 2. Under the conditions of Lemma 1 we have for 1 ≤ k ≤ m
σk = 0 ⇒ ak ∈ D+, σk+1 · f (ak) < 0; (2.8)
σk · σk+1 = 1 or σk+1 = 0 ⇒ ak ∈ D+, σk · f (ak) < 0. (2.9)
Lemma 2 implies
D+1 := { ak ∈ D | σk · σk+1 = 1} ⊂ D+, (2.10)
and, if m ≥ 2 and σk+1 = 0 for some k, 1 ≤ k ≤ m − 1, then both ends, ak and ak+1, of the
interval Ik+1 belong to D+. We therefore define
D+0 :=
∅, if m = 1;
{ak ∈ {a1, . . . , am−1} | σk+1 = 0, f (ak) · f (ak+1) < 0}, if m ≥ 2. (2.11)
With the two subsets of D+ introduced above we form a third one
D+2 := D+0 ⊔ D+1 ⊂ D+, (2.12)
whose important features will be discussed in Lemma 3. Here A⊔B denotes the union of disjoint
sets A and B.
(2.3), (2.4) and Lemma 2 imply that the sets
A∗k :=
Ik ∩ Eσk , if σk ≠ 0, 1 ≤ k ≤ m + 1;{ak}, if σk = 0, 1 ≤ k ≤ m;{am}, if σm+1 = 0, k = m + 1; (2.13)
and the signs
δk :=
σk, if σk ≠ 0, 1 ≤ k ≤ m + 1;sign f (ak), if σk = 0, 1 ≤ k ≤ m;sign f (am), if σm+1 = 0, k = m + 1; (2.14)
for each 1 ≤ k ≤ m + 1 satisfy
A∗k ∩ D ⊂ D+ ⊂ D+µ ;
µ(A∗k) > 0;
δk = sign f (x) ∈ {1,−1} for x ∈ A∗k .
(2.15)
Lemma 3. Let Sµ( f ) = n ∈ N. Then for the number m of points (2.5) we have
max

1,
n
2

≤ m ≤ n. (2.16)
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The set D+2 defined by (2.10)–(2.12) consists of n − m distinct points {apk }n−mk=1 ⊂ D which
we arrange such that
a1 ≤ ap1 < ap2 < · · · < apn−m ≤ am, (2.17)
with
p0 := 0 < 1 ≤ p1 < p2 < · · · < pn−m ≤ m < m + 1 =: pn−m+1 (2.18)
(note that D+2 = ∅ if m = n).
Furthermore,
V ( f (ηk), f (ak) · χD+µ (ak), f (ηk+1)) =

1, if ak ∈ D \ D+2 ;
2, if ak ∈ D+2
, 1 ≤ k ≤ m, (2.19)
where ηk is an arbitrary point in A∗k for every 1 ≤ k ≤ m + 1.
We now extend the family of intervals {Ik}m+1k=1 defined in Lemma 1 to a system of disjoint
sets {Ak}n+1k=1 such that their union is R and f maintains constant sign a.e. µ on each Ak . We first
add to this family n − m new one-point sets
Am+1+k = {apk }, 1 ≤ k ≤ n − m, (2.20)
each of which is a subset of the set D+2 := {apk }n−mk=1 . Next we join each point ak of the remaining
set D \ D+2 with one of neighboring interval Ik, Ik+1. To this end we define two functions L and
R on the set D by L(ak) = {ak}, R(ak) = ∅ if ak ∈ D \ D+2 is joined with the left neighboring
interval Ik and L(ak) = ∅, R(ak) = {ak} if it is not. For ak ∈ D+2 we set L(ak) = ∅, R(ak) = ∅.
Taking into account the relation D \ D+2 = (D \ D+)⊔ (D+ \ D+2 ) we join every point ak of the
set D \ D+ with the left neighboring interval Ik . If ak ∈ D+ \ D+2 we do the same provided that
σk = 0 or, if σk · σk+1 = −1, one has σk · f (ak) > 0. In all other cases we join ak with the right
neighboring interval Ik+1. The functions L and R can be written as follows:
L(ak) :=
{ak}, ak ∈ (D \ D+) ⊔ D+L ;∅, otherwise. (2.21)
R(ak) :=
{ak} \ L(ak), ak ∈ D \ D+2 ;∅, otherwise, (2.22)
where D+L := {ak ∈ D+ \ D+2 | σk = 0 or (σk · σk+1 = −1 σk · f (ak) > 0)}. For convenience
we also set
L(am+1) := ∅ and R(a0) := ∅.
Then the definition
Ak := R(ak−1) ⊔ Ik ⊔ L(ak), 1 ≤ k ≤ m + 1, (2.23)
generates a system of the sets {Ak}m+1k=1 satisfying
Ik ⊂ Ak ⊂ Ik, 1 ≤ k ≤ m + 1, (2.24)
where I denotes the closure of I in R.
We also extend the systems A∗k and δk from (2.13) and (2.14) as follows:
A∗m+1+k := {apk }, δm+1+k := sign f (apk ), 1 ≤ k ≤ n − m. (2.25)
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Lemma 4. Let Sµ( f ) = n ∈ N. The sets {Ak}n+1k=1 defined in (2.23) and (2.20) are disjoint with
⊔n+1k=1 Ak = R, f maintains constant sign δk ∈ {1,−1} a.e. µ on Ak and A∗k ⊂ Ak holds for
every 1 ≤ k ≤ n + 1, where {A∗k}n+1k=1 and {δk}n+1k=1 are defined in (2.13), (2.14) and (2.25).
Explicit formulas for the sets C j and C∗j in Karlin’s definition of Sµ( f ) given after formula
(1.1) are obtained in the following theorem.
Theorem 3. Let µ ∈M+(R), f a real-valued Borel function defined a.e. µ on R and let
Sµ( f ) := min {SR(F) | F : R→ R, F = f a.e. µ on R} = n ∈ N.
Then we have:
(1) R can be represented as a union of strictly increasing disjoint sets Bk:
B1 < B2 < · · · < Bn+1, R = ⊔n+1k=1 Bk, (2.26)
such that:
(1.a) f maintains constant sign τk ∈ {1,−1} a.e. µ on each Bk , i.e. τk · f ≥ 0 a.e. µ on Bk
and there exists B∗k ⊂ Bk such that µ(B∗k ) > 0 and τk · f (x) > 0, x ∈ B∗k ;
(1.b) τk · τk+1 = −1 for every 1 ≤ k ≤ n;
(1.c) each Bk can be a one-point set, or a bounded or semi-bounded interval of the form:
[a, b], (a, b], [a, b), (a, b), where a < b.
(2) In general, the sets {Bk}n+1k=1 in (1) are not defined uniquely, but they can be chosen to coincide
with the sets {Ak}n+1k=1 of Lemma 4, when arranged in increasing order. In this case, for the
elements of {ak}mk=1, {δk}n+1k=1 and {pk}n−mk=1 defined in (2.6), (2.14), (2.25) and (2.18) the
following relations hold:
Bpk+k = {apk }, τpk+k = δm+1+k = sign f (apk ), 1 ≤ k ≤ n − m, (2.27)
Bpk+k+r = Apk+r , τpk+k+r = δpk+r ,
1 ≤ r ≤ pk+1 − pk, 0 ≤ k ≤ n − m, (2.28)
and B∗k = Bk ∩ Eτk for every 1 ≤ k ≤ n + 1.
(3) The sets Ck := Bk ∩ (E0 ∪ Eτk ),C∗k := B∗k , 1 ≤ k ≤ n + 1, with Bk, B∗k and τk defined
in (2) satisfy Karlin’s definition of Sµ( f ) given after formula (1.1).
Corollary 5. Let µ and f be as in Theorem 3 and assume, in addition, that µ({a}) = 0 for all
a ∈ R. Then the conclusion of Lemma 1 holds with m = n and σk · σk+1 = −1, 1 ≤ k ≤ n.
Items 1 and 3 of Theorem 3 hold for the choices Bk := (ak−1, ak], 1 ≤ k ≤ n, Bn+1 =
(an,+∞), and τk = σk, B∗k = Bk ∩ Eτk , Ck = (ak−1, ak), 1 ≤ k ≤ n + 1.
Corollary 6. Let µ ∈M+(R) and f be a real-valued Borel function, defined a.e. µ on R. The
definition of the relevant sign changes Sµ( f ) of f with respect to µ given in (1.1) is equivalent
to Karlin’s definition in [11, Definition 3.2, p. 231] formulated after (1.1) where the sets Ck and
C∗k can be taken as in Theorem 3, (3).
2.1. Proof of Lemma 1
(1) The proof is based on the fact that the restriction Sµ( f ) <∞ does not allow for an infinite
number of convex disjoint sets Qk ⊂ R, k ∈ N to satisfy
µ(E1 ∩ Qk) > 0, µ(E−1 ∩ Qk) > 0, k ∈ N. (2.29)
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In fact, if (2.29) holds then choose an N ∈ N with N > Sµ( f ). Next let F = f a.e. µ on R
and rearrange, in an increasing order, the first N + 1Q-sets as Q1 < Q2 < · · · < QN+1, and
then, for every 1 ≤ k ≤ N + 1, find a point qk ∈ Qk , such that signF(qk) = (−1)k . Thus,
SR(F) ≥ V (F(q1), F(q2), . . . , F(qN+1)) = N ,
which contradicts our assumption concerning Sµ( f ).
(2) Assume that the set on the right-hand side of (2.3) is empty. Then, for every M > 0, there
exists a constant c(M) > M such that
µ(E1 ∩ (−c,−M)) · µ(E−1 ∩ (−c,−M)) > 0, c > c(M).
Putting b1 = 1, bk+1 = c(bk) > bk, k ∈ N, we get an increasing sequence {bk}k∈N of positive
numbers satisfying µ(E±1 ∩ (−bk+1,−bk)) > 0, k ∈ N, which is impossible by part (1) of this
proof. Thus, s(−∞) > −∞ and since s(−∞) = +∞ would imply Sµ( f ) = 0 we deduce the
existence of a finite a1 ∈ R.
Suppose now that there exists a0 ∈ R such that the set in the right-hand side of (2.4)
is empty for a = a0. Then for every ε > 0: µ(E±1 ∩ (a0, a0 + ε)) > 0, and hence it
is possible to find γ (ε) ∈ (0, ε) such that µ(E±1 ∩ (a0 + γ (ε), a0 + ε)) > 0. Putting
b1 = 1, bk+1 = γ (bk) < bk, k ∈ N, we get a decreasing sequence {bk}k∈N of positive numbers
satisfying µ(E±1 ∩ (a0 + bk+1, a0 + bk)) > 0, k ∈ N, which is also impossible using part (1) of
this proof. Therefore, s(a) > a for every a ∈ R.
Finally, by assuming the existence of an infinite number of finite points ak, k ∈ N, satisfying
the recursive Eqs. (2.6), we get
µ(E±1 ∩ (ak, ak+1 + ε)) > 0, ε > 0, k ∈ N,
from which it follows that µ(E±1∩ (a2k+1, a2k+3)) > 0 for every k ∈ N0. Part (1) applies again.
Therefore, there exists a positive integer m such that s(am) = +∞. 
2.2. Proof of Lemma 2
For arbitrary 1 ≤ k ≤ m and σ ∈ {1,−1} define
lkσ := µ(Eσ ∩ (ak−1, ak)); ckσ := µ(Eσ ∩ {ak}); rkσ := µ(Eσ ∩ (ak, ak+1)).
Then (2.3), (2.4) and (2.6) imply the following equations for the point ak ∈ D:
lk±1, c
k
±1, r
k
±1 ≥ 0, lk1 · lk−1 = 0, ck1 · ck−1 = 0, rk1 · rk−1 = 0,
lk1 + ck1 + rk1 > 0, lk−1 + ck−1 + rk−1 > 0.
(2.30)
Assume that σk = 0. Then lk1 = lk−1 = 0 and (2.30) imply the existence of σ ∈ {1,−1} such
that rkσ > 0 and c
k−σ > 0. This means that σk+1 = σ ≠ 0, µ({ak}) > 0 and sign f (ak) = −σk+1,
which gives (2.8).
In the same manner it follows from σk+1 = 0 and (2.30) that rk1 = rk−1 = 0 and there exists
σ ∈ {1,−1} such that lkσ > 0 and ck−σ > 0. Therefore σk = σ ≠ 0, µ({ak}) > 0, sign f (ak) =
−σk and we obtain the second part of the implication (2.9).
Finally, σkσk+1 = 1 means that σ := σk = σk+1 ∈ {1,−1} and lkσ > 0, rkσ > 0. By
(2.30) we get lk−σ = rk−σ = 0 and to satisfy lk−σ + ck−σ + rk−σ > 0 it is necessary to have
ck−σ > 0, i.e. µ({ak}) > 0 and sign f (ak) = −σ = −σk . This completes the proof of (2.9) and
Lemma 2. 
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2.3. Proof of Lemma 3
Let
U := D+µ ⊔ ⊔m+1j=1

Eσ j ∩ I j

(2.31)
and 1 ≤ k ≤ m + 1. If σk ≠ 0 then by (2.2) µ(Ik ∩ E−σk ) = 0 and since Eσk ∩ Ik ⊂ U and
Ik \ (E0 ∪ (Eσk ∩ Ik)) = Ik ∩ E−σk we get µ(Ik \ (E0 ∪U )) = 0. Thus,
µ(∪m+1j=1 I j \ (E0 ∪U )) = 0.
According to (2.7) we have µ(D \ D+µ ) = 0, whence µ(D \ U ) = 0, and thus the relation
R = D ⊔ (⊔m+1j=1 I j ) implies
µ

R \ (E0 ∪U )
 = 0. (2.32)
Let
Φ(x) := f (x) · χU (x), x ∈ R. (2.33)
SinceΦ(x) = f (x), x ∈ U∪E0, we haveΦ = f a.e. µ onR in view of (2.32). In comparison
with the initial function f the function Φ maintains fixed sign on each Ik , independently on the
measure µ, namely σk · Φ(x) ≥ 0, x ∈ Ik , if σk ≠ 0, and Φ(x) = 0, x ∈ Ik , if σk = 0. Thus,
SR(Φ) = V (Φ(α1),Φ(a1),Φ(α2), . . . ,Φ(αm),Φ(am),Φ(αm+1)) (2.34)
for any choice of αk ∈ Ik ∩ Eσk (=A∗k) if σk ≠ 0, and αk ∈ Ik if σk = 0, 1 ≤ k ≤ m + 1.
If σk = 0 then Φ(αk) = 0 and this number can be excluded from the right-hand side of (2.34)
without changing its value. But we, instead of removing Φ(αk), actually replace αk by ak if
1 ≤ k ≤ m, and αm+1 by am if k = m + 1, and get two successive terms of equal value
Φ(ak), which also do not change the value of the right-hand side of (2.34). According to (2.13)
this allows us to choose the αk from A∗k arbitrarily for any 1 ≤ k ≤ m + 1 without changing
anything. Therefore
SR(Φ) = V (Φ(η1),Φ(a1),Φ(η2), . . . ,Φ(ηm),Φ(am),Φ(ηm+1)), (2.35)
for arbitrary ηk ∈ A∗k , 1 ≤ k ≤ m + 1. It follows from (2.15) that Φ(ηk) ≠ 0 for each k and so
(2.35) yields
SR(Φ) =
m
k=1
V (Φ(ηk),Φ(ak),Φ(ηk+1)). (2.36)
In view of (2.13), A∗k = Ik ∩ Eσk ⊂ U if σk ≠ 0, and by Lemma 2 and (2.15),
A∗k ⊂ D+ ⊂ D+µ ⊂ U if σk = 0, which gives ∪m+1k=1 A∗k ⊂ U and
Φ(ηk) = f (ηk), 1 ≤ k ≤ m + 1.
Moreover, by (2.31), U ∩ D = D+µ so that
Φ(ak) = f (ak) · χD+µ (ak), 1 ≤ k ≤ m,
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and (2.36) becomes
SR(Φ) =
m
k=1
V ( f (ηk), f (ak)χD+µ (ak), f (ηk+1)), ηk ∈ A∗k , 1 ≤ k ≤ m + 1. (2.37)
Next we calculate
Vk := V ( f (ηk), f (ak)χD+µ (ak), f (ηk+1)),
for a fixed k, 1 ≤ k ≤ m.
First assume σk · σk+1 ≠ 0.
If σk · σk+1 = −1 then, by (2.2), ηk ∈ Ik ∩ Eσk , sign f (ηk) = σk, ηk+1 ∈ Ik+1 ∩
Eσk+1 , sign f (ηk+1) = σk+1, and we have Vk = 1 independently of the value of f (ak)χD+µ (ak).
Moreover, in view of (2.10) and (2.11), ak ∉ D+2 .
If σk · σk+1 = 1 we get in a similar fashion sign f (ηk) = σk = σk+1 = sign f (ηk+1)
and by (2.9), ak ∈ D+ ⊂ D+µ , σk f (ak) < 0. Thus Vk = 2 and, in accordance with (2.10),
ak ∈ D+1 ⊂ D+2 .
Now let σk ·σk+1 = 0. Then, by (2.8) and (2.9), either σk = 0, σk+1 ≠ 0 or σk+1 = 0, σk ≠ 0.
1. If σk = 0 then, taking into account k ≤ m, we get by (2.13) that ηk = ak and so,
Vk = V ( f (ak), f (ak)χD+µ (ak), f (ηk+1) ). But it follows from (2.8) that ak ∈ D+ ⊂ D+µ
and σk+1 f (ak) < 0, where, by (2.2), σk+1 = sign f (ηk+1), ηk+1 ∈ Ik+1 ∩ Eσk+1 . Thus,
Vk = V ( f (ak), f (ak), f (ηk+1) ) = 1, and in view of (2.10) and (2.11), ak ∉ D+2 .
2. Now let σk+1 = 0. Then ak ∉ D+1 by (2.10).
If k = m we have, ak ∉ D+2 and ηm+1 = am , see (2.11), (2.13). Therefore (2.9) gives am ∈
D+ ⊂ D+µ and σm f (am) < 0. Since σm ≠ 0 we get by (2.2), ηm ∈ Im ∩ Eσm , sign f (am) =
σm , from which it follows that Vk = V ( f (ηm), f (am), f (am)) = 1.
If 1 ≤ k ≤ m − 1 then (2.13) gives ηk+1 = ak+1. Applying (2.9) and (2.2) we get
ak ∈ D+ ⊂ D+µ , σk · f (ak) < 0, and ηk ∈ Ik ∩ Eσk , sign f (ak) = σk , respectively. Therefore
Vk = V (σk, f (ak), f (ak+1)), σk · f (ak) < 0,
and so the value of Vk depends on whether ak belongs to D
+
0 (see (2.11)) or not. In case
ak ∈ D+0 we obviously have Vk = 2. Otherwise, if ak ∉ D+0 , it follows from (2.8) applied to
k + 1 instead of k that σk+2 f (ak+1) < 0, i.e. f (ak+1) ≠ 0 and f (ak) f (ak+1) > 0. Therefore
ak ∉ D+2 and Vk = 1.
The proof of (2.19) is complete.
Next we prove (2.16). Denote by q, 0 ≤ q ≤ m, the number of elements in the set D+2 .
According to (2.19) and (2.37), we have
SR(Φ) = (m − q)+ 2q = m + q.
Consider an arbitrary F : R → R, F = f a.e. µ on R. With every 1 ≤ k ≤ m + 1 we
associate a pointηk ∈ A∗k according to the following rule: If σk ≠ 0 then since µ(Ik ∩ Eσk ) > 0
we can chooseηk ∈ Ik ∩ Eσk = A∗k such that F(ηk) = f (ηk). If σk = 0 it follows from (2.13)
and (2.15) that A∗k is a one-point set and A∗k ⊂ D+ ⊂ D+µ . Therefore F(ηk) = f (ηk) holds for
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ηk ∈ A∗k . Using F(ak) = f (ak), ak ∈ D+µ , we get
SR(F) ≥ V (F(η1), F(a1), . . . , F(ηm), F(am), F(ηm+1))
≥ V (F(η1), F(a1)χD+µ (a1), . . . , F(ηm), F(am)χD+µ (am), F(ηm+1))
= V ( f (η1), f (a1)χD+µ (a1), . . . , f (ηm), f (am)χD+µ (am), f (ηm+1))
= SR(Φ),
where the last equality is due to (2.37). Thus the minimum in (1.1) is attained for the function Φ
and
SR(Φ) = Sµ( f ) = n. (2.38)
Since SR(Φ) = m + q = n and 0 ≤ q ≤ m, we finally arrive at n ≥ m ≥ n/2. 
2.4. Proof of Lemma 4
It follows from a combination of (2.20)–(2.24) that the sets {Ak}n+1k=1 are disjoint, and that both
sets D+2 ⊔ ∪m+1k+1 Ik and D \ D+2 are contained in ∪n+1k=1 Ak . Thus, we also have ⊔n+1k=1 Ak = R.
Fix now an arbitrary 1 ≤ k ≤ n + 1 and prove that f maintains constant sign a.e. µ on Ak . If
k ≥ m + 2 then Ak is a one-point set and this property is obvious.
Assume that 1 ≤ k ≤ m + 1. For this case we use formula (2.23).
We state first that a term containing a j ∈ D+2 ⊔ (D \ D+), j ∈ {k − 1, k}, can be excluded
from consideration. Indeed, if a j ∈ D+2 then L(ak) = R(ak) = ∅. If a j ∈ D \ D+ this claim
follows from the fact that both equalities (2.2) do not change if we add to A any point b ∈ R
satisfying b ∈ E0 or µ({b}) = 0. Thus, it is possible to consider only those a j , j ∈ {k − 1, k},
which belong to D+ \ D+2 .
Suppose now that for the k at hand we have σk ≠ 0. Then we can verify the constant sign
of f on the sets R(ak−1) ⊔ Ik and Ik ⊔ L(ak) separately. But if σk = 0 the sign of f on Ak is
determined by its sign on R(ak−1) ⊔ L(ak) and therefore it is sufficient to compare the signs of
f (ak−1) and f (ak) provided that both points, ak−1 and ak , belong to Ak . Thus, the validity of all
following implications:
σk+1 = 0, R(ak) = {ak}, L(ak+1) = {ak+1}
⇒ f (ak) f (ak+1) > 0, 1 ≤ k ≤ m − 1; (2.39)
σk+1 ≠ 0, R(ak) = {ak} ⇒ f (ak)σk+1 > 0, 1 ≤ k ≤ m; (2.40)
σk ≠ 0, L(ak) = {ak} ⇒ f (ak)σk > 0, 1 ≤ k ≤ m, (2.41)
where ak and ak+1 belong to D+ \ D+2 , implies that f maintains constant sign on Ak a.e. µ. We
now prove (2.39)–(2.41).
(2.41) follows readily from (2.21) and (2.22).
To prove (2.39) one observes that the relations σk+1 = 0 and ak ∈ D+ \ D+2 imply, by (2.11),
f (ak) f (ak+1) ≥ 0 and by Lemma 2 f (ak) f (ak+1) ≠ 0. Hence, f (ak) f (ak+1) > 0, what was
needed.
Next we study (2.40). According to (2.21), the relation R(ak) = {ak} yields σk ≠ 0, and by
(2.10) ak ∈ D+ \ D+2 implies σkσk+1 ≠ 1. Thus, σkσk+1 = −1. In conjunction with (2.21) and
ak ∈ D+ this means that σk f (ak) < 0 and so, σk+1 f (ak) > 0, which proves (2.40).
To complete the proof of Lemma 4 we need to show that for each k, 1 ≤ k ≤ m + 1 the sign
of f on Ak is equal to δk and A∗k ⊂ Ak , (for k ≥ m+2 these properties are obvious consequences
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of the definitions given in Lemma 4). If σk ≠ 0 then the sign of f on Ik is equal to σk , and by
(2.13) δk = σk and A∗k ⊂ Ik ⊂ Ak . If σk = 0 and 1 ≤ k ≤ m, we deduce from (2.21) and (2.13)
that L(ak) = {ak} = A∗k ⊂ Ak and therefore the value of f at the point ak determines the sign of
f on Ak , namely δk = sign f (ak), in view of (2.13). If σm+1 = 0, then (2.21) and (2.13) imply
R(am) = {am} = A∗m+1 ⊂ Am+1, and thus the sign of f on Am+1 is determined by the value of
sign f (am), namely δm+1. This completes the proof of Lemma 4. 
2.5. Proof of Theorem 3
Define the sets Bk, B∗k and the signs τk, 1 ≤ k ≤ n + 1, as in item (2) of the theorem. A
simple calculation verifies (2.26). Using the formulas (2.27), (2.28) and (2.13), (2.15) together
with Lemmas 3 and 4 we obtain items (1) and (3). To prove item (2), consider two successive
sets Br , Br+1, 1 ≤ r ≤ n. One of these sets should be A j with 1 ≤ j ≤ m + 1, which can be
either a set of the same kind or a one-point set. Therefore we must have one of three following
cases: (α) Br = A j , Br+1 = A j+1; (β) Br = A j , Br+1 = {a j }; (γ ) Br = {a j }, Br+1 = A j+1;
for some j, 1 ≤ j ≤ m.
We show that τrτr+1 = −1: In case (α) we should have a j ∉ D+2 but it belongs to one of the
sets A j , A j+1. Therefore, in view of (2.19) with k = j , we get δ jδ j+1 = −1, δ j = τr , δ j+1 =
τr+1, which is the claim. In both cases (β) and (γ ) we have a j ∈ D+2 and corresponding points
η j and η j+1 belong to A j and A j+1, respectively, with A j < a j < A j+1 and sign f (η j ) =
δ j , sign f (η j+1) = δ j+1. (2.19) implies V (δ j , f (a j ), δ j+1) = 2, so that δ j f (a j ) < 0 and
f (a j )δ j+1 < 0. Thus, in case (β) we get τr = δ j , τr+1 = sign f (a j ), τrτr+1 = −1, and
similarly in case (γ ): τr = sign f (a j ), τr+1 = δ j+1, τrτr+1 = −1. This completes the proof of
item (1b) and leads to the validity of item 2. The statement of the third item follows readily from
items 1 and 2 of the theorem. 
2.6. Proof of Corollary 5
Our assumption about the measure µ, (2.7) and Lemma 2 imply σk · σk+1 = −1 for every
1 ≤ k ≤ m. It follows from (2.10)–(2.12) that D+1 = D+0 = D+2 = D+ = D+µ = ∅,
and using Lemma 3, we get m = n in Lemma 1. Therefore the definitions (2.21)–(2.23)
give L(ak) := {ak} for arbitrary ak ∈ D, which proves Ak = (ak−1, ak], 1 ≤ k ≤ n, and
An+1 = (an,+∞). All other statements of Corollary 5 follow from Theorem 3 and the relations
µ({ak}) = 0, 1 ≤ k ≤ m. 
2.7. Proof of Corollary 6
Denote by SKµ ( f ) the relevant sign changes of f defined in [11, Definition 3.2, p. 231].
If SKµ ( f ) = 0 then there exists C1 ⊂ R with µ(R \ C1) = 0 and σ ∈ {1,−1} such that
σ · f (x) ≥ 0, x ∈ C1. Thus, σ · f (x) ≥ 0 a.e. µ on R and in view of (1.1) we also have
Sµ( f ) = 0. Conversely, if Sµ( f ) = 0 then there exists σ ∈ {1,−1} such that σ · f (x) ≥ 0 a.e.
µ on R and we get SKµ ( f ) = 0 by taking C1 = Eσ ∪ E0 and C∗1 = Eσ .
Assume now that Sµ( f ) = n ∈ N. Then by item 3 of Theorem 3 we have SKµ ( f ) = n.
Conversely, if SKµ ( f ) = n then according to Karlin’s definition formulated after (1.1) f =
f · χ∪n+1j=1 C j a.e. µ on R. By putting F = f · χ∪n+1j=1 C j in (1.1) we get Sµ( f ) ≤ n. The
assumption m := Sµ( f ) < n implies by Theorem 3, (3) and the previous part of this proof
that SKµ ( f ) = m < n which leads to a contradiction. Therefore Sµ( f ) = SKµ ( f ). This completes
the proof of Corollary 6. 
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3. Relevant sign changes Sw( f )
In this section we examine the number Sw( f ) := SS(w)( f ) of the relevant sign changes of
f ∈ C0w with respect to w ∈W ∗(R), where S(w) := {x ∈ R | w(x) > 0}. Let C(R) denote the
set of all f : R→ R, continuous on R, and m the Lebesgue measure on R. Since f1 = f2 a.e. m
on R implies f1 ≡ f2 for any f1, f2 ∈ C(R) we get from (1.1) that
Sm( f ) = SR( f ), f ∈ C(R).
Lemma 5. Let w ∈ W ∗(R). For arbitrary f ∈ C0w with Sw( f ) < +∞ there exists F ∈ C0w
such that F(x) = f (x), x ∈ S(w), |F(x)| ≤ | f (x)|, x ∈ R, and Sm(F) = SR(F) = Sw( f ).
Proof. For each σ ∈ {1, 0,−1} and arbitrary f ∈ C0w let Eσ be defined as in (2.1) and
n := Sw( f ) ∈ N0. Since f is continuous the sets Eσ are open for σ ∈ {1,−1} and E0 is
closed.
If one of the sets E±1 is empty then one can put F = f . Suppose now that both sets E±1 are
non-empty. Then there exist real numbers α±k < β
±
k , such that
Eσ = ⊔mσk=1(ασk , βσk ), f (ασk ) = f (βσk ) = 0,
1 ≤ k ≤ mσ , mσ ∈ N ∪ {∞}, σ ∈ {1,−1}.
Denoting Nσw := {1 ≤ k ≤ mσ | (ασk , βσk ) ∩ S(w) ≠ ∅} and Ewσ := ⊔k∈Nσw (ασk , βσk ),
we define F(x) := f (x) · χEw1 ∪Ew−1(x), x ∈ R, which satisfies F(x) = f (x), x ∈ S(w),
|F(x)| ≤ | f (x)|, x ∈ R, and F ∈ C(R). Thus F ∈ C0w and by continuity of f and F we have
their equality on S(w), which implies Sw(F) = Sw( f ).
Evidently, SR(F) ≥ Sw(F). We show that SR(F) = Sw(F). Assume, to the contrary, that
SR(F) > Sw(F). Then there exist points η1, η2, . . . , ηn+2 ∈ Ew1 ∪ Ew−1 and ω ∈ {−1, 1} with
the property that for ωk := ω(−1)k and 1 ≤ k ≤ n + 2 we have η1 < η2 < · · · < ηn+2 and
ωk F(ηk) > 0. Therefore, for each 1 ≤ k ≤ n + 2, one can find nk ∈ Nωkw such that the numbers
α
ωk
nk , β
ωk
nk satisfy ηk ∈ (αωknk , βωknk ) ⊂ Eωk and βω jn j < αω j+1n j+1 , 1 ≤ j ≤ n + 1. But according to
the definition of Nσw it is possible to find ηk ∈ (αωknk , βωknk ) ∩S(w) satisfying ωk F(ηk) > 0 andηk ∈ S(w), 1 ≤ k ≤ n + 2. Sinceη j <η j+1 for every 1 ≤ j ≤ n + 1 we have Sw(F) ≥ n + 1,
in violation of Sw(F) = Sw( f ) = n.
By (1.1), applied to µ = m, the continuity of F implies Sm(F) = SR(F) and this completes
the proof of Lemma 5. 
Observe that with the help of Lemma 5 for arbitrary f ∈ C0w with Sw( f ) = n ∈ N we can
find the corresponding function F ∈ C0w and apply to it Corollary 5 with f = F and µ = m to
get the existence of σ ∈ {+1,−1} and m = n points (2.5) such that
F(ak) = 0, σ · (−1)k+1 F(x) ≥ 0, x ∈ (ak−1, ak], 1 ≤ k ≤ n,
σ · (−1)n F(x) ≥ 0, x ∈ (an,+∞).
(3.1)
4. An auxiliary lemma
For the proof of Theorem 2 we need the following lemma which is a special case of Theorem
1 in [2, p. 849], but to make the paper more self-contained a proof is included.
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Lemma 6. Let µ ∈M∗(R), 1 < p <∞, and a ∈ R. If
inf
∥P∥L p(R,dµ) | P(a) = 1, P ∈ P = 0, (4.1)
then P is dense in L p(R, dµ).
Proof. Suppose thatP is not dense in L p(R, dµ) and hence, by the Hahn–Banach theorem, there
exists g ∈ Lq(R, dµ) (1/p + 1/q = 1) such that
R
tng(t)dµ(t) = 0, n ≥ 0. (4.2)
Since the function ϕ(z) := R g(t)(t− z)−1dµ(t) is analytic on C\R and not identically zero
then one can find λq ∈ [1, 2] satisfying ϕ(a + iλq) ≠ 0. In addition, (4.2) implies that for any
algebraic polynomial P with complex coefficients the following relation holds:
P(z)ϕ(z) =

R
P(t)g(t)
t − z dµ(t), z ∈ C \ R,
from which we getP(a + iλq) ≤ ∥g∥Lq (R,dµ)|ϕ(a + iλq)| · ∥P∥L p(R,dµ). (4.3)
Let P(z) = pn · nk=1(z − αk − iβk), αk, βk ∈ R, 1 ≤ k ≤ n. Since ∥P∥L p(R,dµ) =
∥P∥L p(R,dµ), where P(z) := pn ·nk=1(z − αk + i |βk |), then (4.3) yields
∥g∥Lq (R,dµ)
|ϕ(a + iλq)| · ∥P∥L p(R,dµ) ≥
P(a + iλq) =
pn n
k=1
(a + iλq − αk + i |βk |)

≥
pn n
k=1
(a − αk + i |βk |)

=
pn n
k=1
(a − αk − iβk)
 = |P(a)|.
This inequality contradicts (4.1). 
5. Proof of Theorem 2
Let f ∈ L p(R, dµ). In view of (1.4) it we need to examine only the case n ≥ 1 and
it is sufficient to approximate the function Φ defined in (2.33). We make use of the notation
introduced for f in Section 2.
For every Ik with σk ≠ 0 and 1 ≤ k ≤ m + 1, one can find a positive number εk such that
µ( Eσk ∩ (ak−1 + ε, ak − ε) ) > 0 for every ε ∈ (0, εk), where it is assumed that ±∞ + a =
±∞, a ∈ R. Therefore we can define 8α as the minimum of |ak+1 − ak |, 1 ≤ k ≤ m − 1, and of
those εk for which σk ≠ 0, 1 ≤ k ≤ m + 1. Let
Φε(x) := Φ(x)

1−
m
k=1
χ(ak−3ε,ak )∪(ak ,ak+3ε)(x)

, ε ∈ (0, α).
It is obvious that by (2.38): SR(Φε) ≤ SR(Φ) = n and Φε(x) = Φ(x), x ∈ R \ Rε where
Rε := ∪mk=1

(ak − 3ε, ak) ∪ (ak, ak + 3ε)

.
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If σk = 0 then A∗k ⊂ R \ Rε. In the case σk ≠ 0 we have by (2.13) and our choice of α the
relation µ(A∗k ∩ (R \ Rε)) > 0. Thus it is possible to choose the points ηk in (2.19) such that
ηk ∈ A∗k ∩ (R \ Rε). Applying (2.33) and (2.35) yields SR(Φε) ≥ SR(Φ), which together with
the inequality mentioned above gives
SR(Φε) = n, ε ∈ (0, α).
Since limε→0 µ(Rε) = 0,Φε converges to Φ in L p(R, dµ) as ε tends to zero and to
accomplish the proof in this case it suffices to approximate Φε for arbitrary fixed ε ∈ (0, α).
Set
J ε1 := (−∞, a1 − 3ε],
J εk+1 := [ak + 3ε, ak+1 − 3ε], 1 ≤ k ≤ m − 1,
J εm+1 := [am + 3ε,+∞).
Then R \Rε = ⊔m+1k=1 J εk and Φε(x) =
m+1
k=1 Φ(x) · χJ εk (x). It follows from J εk ⊂ Ik and the
properties of Φ established in Section 2.3 that for each 1 ≤ k ≤ m+1 the function Φ(x) ·χJ εk (x)
maintains a fixed sign on R and its modulus can be approximated in L p(R, dµ) by functions
from P0(R) with their compact supports lying in (ak−1 + 2ε, ak − 2ε). The same approximation
is possible for each function Φ(x) · χ{ak }(x), 1 ≤ k ≤ m, where the approximating functions in
P0(R) are supported in (ak + ε, ak − ε). Thus, we get a sequence {ϕε,l}l≥1,
ϕε,l =
2m+1
r=1
σr · gl,εr , (5.1)
which converges to Φε in L p(R, dµ) as l → ∞. Here σr ∈ {1,−1}, 1 ≤ r ≤ 2m + 1,
n = V (σ1, σ2, . . . , σ2m+1) and for each l ≥ 1 the functions gl,εr belong to P0(R), 1 ≤ r ≤
2m + 1, have disjoint supports and the minimum of the distances between their supports is
not less than ε. This property implies the existence of precisely n points xε1, x
ε
2, . . . , x
ε
n ∈
R \ ∪l≥1, 1≤r≤2m+1 suppgl,εr and σ ∈ {1,−1} such that σ · ϕε,l(x) ·nk=1(x − xεk )−1 ∈ P0(R).
Thus σ · ϕε,l ∈ Pn(R) and the proof of Theorem 2 is complete for this case.
Let f ∈ C 0w. In view of Lemma 5 it suffices to approximate the corresponding function F
satisfying (3.1). The properties (3.1) are also valid for the function FN (x) := F(x)·χ∗[−N ,N ](x) ∈
C 0w for every N > ν0 := 2 ·max{|a1|, |an|}. Here, for arbitrary real a < b, we use the notation
χ∗[a,b](x) =
4(x − a)
b − a χ

a, 3a+b4
(x)+ χ 3a+b
4 ,
a+3b
4
(x)+ 4(b − x)
b − a χ

a+3b
4 ,b
(x),
x ∈ R.
Since ∥F · (1 − χ[−M,M])∥w → 0 as M → +∞, we have limN→∞ ∥F − FN∥w = 0 and
the proof is complete for the case Sw( f ) = 0. If Sw( f ) ≥ 1 one needs to find the required
approximation to FN for every N > ν0. Let α be the positive number defined at the beginning of
this proof. Then, for every ε ∈ (0, α), N > ν0, and σ from (3.1), the function
ΦεN (x) := FN (x)

1−
n
k=1
χ∗[ak−ε,ak+ε](x)

,
satisfies σΦεN (x)·
n
k=1(x−ak)−1 ∈ P0(R). Using (3.1) we conclude limε→0 ∥ΦεN−FN∥w = 0,
which completes the proof of Theorem 2. 
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6. Proof of the necessity part of Theorem 1, (1)
Decompose the measure µ into the sum of its continuous µc and discrete µd components:
µ = µc + µd ,
and set
D(µ) := S(µd) =: {λm}m≥1 , µm := µd({λm}), m ≥ 1
D(µc) :=
∞
k=1
{αk} ∪ {βk} ,
where R \S(µc) = ⊔∞k=1(αk, βk).
First assume µc ≡ 0 so that
µ(x) = µd(x) =

m≥1
µm · δλm (x).
Since P-PAP holds for every k ≥ 1 it is possible to approximate the non-negative function
χk(x) := χ{λk }(x) by non-negative polynomials, i.e. (see [18, Section 6, Problem 44, p. 77])
there exist polynomial sequences Pn, Qn, n ≥ 1, such that
R
χk(x)− Pn(x)2 − Qn(x)2p dµ(x)
= µk
1− Pn(λk)2 − Qn(λk)2p
+

m≥1,m≠k
µm
Pn(λm)2 + Qn(λm)2p → 0, n →∞. (6.1)
Without loss of generality (or else we relabel the terms of the polynomial sequences), we may
assume
|Pn(λk)| ≥ 14 , n ≥ 1. (6.2)
Set Rn(x) := Pn(x)/Pn(λk). Then Rn(λk) = 1 and (6.1), (6.2) imply
m≥1, m≠k
µm
 Pn(λm)Pn(λk)
2p ≤ 42p 
m≥1,m≠k
µm
Pn(λm)2 + Qn(λm)2p → 0,
as n →∞. Thus,
lim
n→∞

R
|χk(x)− Rn(x)|2p dµ(x) = 0. (6.3)
Since k in (6.3) was arbitrary it follows from the denseness of all linear combinations of
{χk(x)}k≥1 in L2p(R, dµ) that the algebraic polynomials are also dense in L2p(R, dµ).
Assume now that S(µc) ≠ ∅. By the definitions of µc and its support, the µc-measure
of any countable subset of R is equal to zero. For every λ ∈ S(µc) and ε > 0 we have
µc((λ−ε, λ+ε)) > 0 and µc(A) = µc(A∩S(µc)) for any A ⊂ R. Thus, every subset ofRwith
nonzeroµc-measure has cardinality of the continuum. Furthermore, for every λ ∈ S(µc)\D(µc)
and ε > 0 we have µc((λ − ε, λ)) > 0 and µc((λ, λ + ε)) > 0 since otherwise λ ∈ S(µc) and
1044 A. Bakan, S. Ruscheweyh / Journal of Approximation Theory 164 (2012) 1026–1048
either (λ− ε, λ) ⊂ R \S(µc) or (λ, λ+ ε) ⊂ R \S(µc) imply λ ∈ D(µc). It follows therefore
that for arbitrary λ ∈ S(µc) and ε > 0
Cl
[λ− ε, λ+ ε] ∩S(µc) \ D(µ) = [λ− ε, λ+ ε] ∩S(µc) (6.4)
provided that both λ− ε, λ+ ε do not belong to D(µc). Here ClA denotes the closure of A ⊂ R.
In fact, the existence of a ∈ W := [λ − ε, λ + ε] ∩S(µc) with a ∉ Cl(W \ D(µ)) means that
(a−δ, a+δ)∩(W \D(µ)) = ∅ for some δ > 0. This is equivalent to (a−δ, a+δ)∩W ⊂ D(µ)
and hence µc((a − δ, a + δ) ∩ [λ − ε, λ + ε]) = 0. In the case where a ∈ (λ − ε, λ + ε) this
violates a ∈ S(µc). When a ∈ {λ − ε, λ + ε} this contradicts λ − ε, λ + ε ∉ D(µc) and thus
(6.4) has been established.
Now take any λ∗ ∈ S(µc) \ [D(µ) ∪ (D(µc)− 13 ) ∪ (D(µc)+ 13 )] and the compact set
K :=

λ∗ − 13 , λ∗ +
1
3

∩S(µc). (6.5)
By (6.4), K \ D(µ) is dense in K , i.e. Cl (K \ D(µ)) = K . Furthermore, one can choose a
countable number of points
{ak}k≥1 ⊂ K \ D(µ), (6.6)
which are dense in K .
Consider now the countable set of non-negative functions
ϕmak (x) := χak− 1m ,ak+ 1m (x), k,m ≥ 1. (6.7)
Since P-PAP holds, we can find polynomial sequences Pm,akn , Q
m,ak
n , n ≥ 1, such that for
every m, k ≥ 1
lim
n→∞

R
ϕmak (x)− Pm,akn (x)2 − Qm,akn (x)2p dµ(x) = 0. (6.8)
According to F. Riesz’s theorem, the equalities (6.8) mean that, after moving to a suitable
subsequence of the indexes, we get for all m, k ≥ 1
lim
n→∞

Pm,akn (x)
2 + Qm,akn (x)2

= ϕmak (x), x ∈ R \ Ak,m,
with some Ak,m ⊂ R, µ(Ak,m) = 0, and µ(A) = 0 for A := ∪k,m≥1 Ak,m .
Since µc(D(µ)) = 0, µc(A) ≤ µ(A) = 0 and µc(K ) > 0, we have
µc(K \ (A ∪ D(µ))) = µc(K ) > 0.
This fact allows us to choose some point
λc ∈ K \ (A ∪ D(µ)),
and due to the density of {ak}k≥1 in K , we can find a subsequence {bk}k≥1 of {ak}k≥1 such that
lim
k→∞ bk = λc, (6.9)
with {|λc − bk |}k≥1 is decreasing. Under the conditions (6.5) and (6.6) the set {m ≥ 1 |
|bk − λc| < 1m } is non-empty for any k ≥ 1. Denote the maximum value of m in that set by
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Mk . Then λc ∈

bk − 1m , bk + 1m

for all 1 ≤ m ≤ Mk, k ≥ 1, and therefore
lim
n→∞

Pm,bkn (λc)
2 + Qm,bkn (λc)2

= 1, 1 ≤ m ≤ Mk, k ≥ 1,
where, without loss of generality, we may assume (perhaps after an appropriate relabeling) thatPm,bkn (λc) ≥ 14 , 1 ≤ m ≤ Mk, k, n ≥ 1.
Set
Rkn(x) :=
P Mk ,bkn (x)
P Mk ,bkn (λc)
, n, k ∈ N.
Then
1
16

R
Rkn(x)2p dµ(x)1/p
≤

R

P Mk ,bkn (x)
2
p
dµ(x)
1/p
≤

R

P Mk ,bkn (x)
2 + QMk ,bkn (x)2
p
dµ(x)
1/p
=
P Mk ,bkn 2 + QMk ,bkn 2
L p(R,dµ)
≤
ϕMkbk L p(R,dµ) +
ϕMkbk − P Mk ,bkn 2 − QMk ,bkn 2

L p(R,dµ)
,
and so, by (6.7), for all n, k ≥ 1 we have Rkn(λc) = 1 and
R
Rkn(x)2p dµ(x)
≤ 42p

µ

bk − 1Mk , bk +
1
Mk
1/p
+

R
ϕMkbk (x)− P Mk ,bkn (x)2 − QMk ,bkn (x)2p dµ(x)1/p
p
. (6.10)
In view of (6.8), the second term on the right-hand side of (6.10) tends to zero as n → ∞.
Furthermore, the definition of the numbers Mk, k ≥ 1, implies that they are increasing and
limk→∞ Mk = +∞ by (6.9). Thus,k≥1[bk − 1Mk , bk + 1Mk ] = {λc} and for every N ≥ 1 there
exists kN ≥ 1 such that

λ1, λ2, . . . , λN
 ∩ bk − 1Mk , bk + 1Mk

= ∅, k ≥ kN .
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Since the series

k≥1 µk converges to µd(R) <∞, we conclude that
µd

bk − 1Mk , bk +
1
Mk

=

λm∈

bk− 1Mk ,bk+
1
Mk
µm ≤

m≥N+1
µm, k ≥ kN ,
and by the continuity of µc, we get
lim
k→∞µ

bk − 1Mk , bk +
1
Mk

= 0.
Thus, for arbitrary ε > 0, it is possible to find kε ≥ 1 such that the first term on the right of
(6.10) becomes smaller than ε for k ≥ kε and then a positive integer nε which makes the second
summand in the right-hand of (6.10) smaller than ε when k ≥ kε and n = nε. This implies
R
Rkεnε (x)2p dµ(x) ≤ 22p(2ε)p, Rkεnε (λc) = 1,
and finally Lemma 6 implies the denseness of P in L2p(R, dµ(x)). Thus, the necessity part of
Theorem 1, (1) has been established. 
7. Proof of the necessity part of Theorem 1, (2)
Suppose that C0w has P-PAP but algebraic polynomials are not dense in C
0√
w
. Then by
Theorem 2 in [3, p. 224] there exists a measure ν ∈M+(R) such that the algebraic polynomials
are not dense in any Lq(R, wq/2dν), 1 ≤ q <∞. Since C0w has P-PAP the spaces L p(R, w pdν)
have also P-PAP for all 1 ≤ p < ∞ and, by the necessity part of Theorem 1, (1) proved in
Section 6, the algebraic polynomials are dense in every L2p(R, w pdν), 1 ≤ p <∞. The choice
q = 2p gives a contradiction. 
8. Proof of Corollary 1 and the sufficiency part of Theorem 1
If the algebraic polynomials are dense in L2p(R, dµ) and g ∈ L p(R, dµ) is a non-negative
function then
√
g ∈ L2p(R, dµ). In the space L2p(R, dµ) one can approximate √g by a
polynomial sequence {Pn}n≥1 so that
R
g(x)− Pn(x)2p dµ(x)
=

R
g(x)− Pn(x)p g(x)+ Pn(x)p dµ(x)
≤

R
g(x)− Pn(x)2p dµ(x) 
R
g(x)+ Pn(x)2p dµ(x)1/2 . (8.1)
The first factor in this product tends to zero as n → ∞ and the second one is uniformly
bounded from above for n ≥ 1. Thus, g − P2n L p(R,dµ) → 0 as n → ∞, and so L p(R, dµ)
has P-PAP in the sense of Corollary 1.
Similarly, polynomial denseness in the space C0√
w
means that for any non-negative g ∈ C0w
there is a polynomial sequence {Pn}n≥1 which approximates √g in the space C0√w. Thus, for
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n →∞,
∥g − P2n ∥w = sup
x∈R
√
w|√g − Pn| · √w|√g + Pn|
≤ ∥√g − Pn∥√w · (∥
√
g∥√w + ∥Pn∥√w)→ 0, (8.2)
as asserted in (1.5) and in the sufficiency part of Theorem 1, (2). 
9. Proof of Corollaries 3 and 4
First we prove Corollary 3. Its assumption, and Theorem 1, (2) yield the denseness of the
algebraic polynomials in C0
(1+|x |)q√w for all q ≥ 1. Now choose n ≥ 1 and let g ∈ Pn(R) be
arbitrary. By (1.6), g(x) = ∆(x)g0(x),∆(x) := nk=1(x − xk), g0 ∈ P0(R) and there exists a
constant C > 0 such that ∆(x) ≤ C(1 + |x |)n for every x ∈ R. Thus, for v(x) := |∆(x)|w(x),
the algebraic polynomials are dense in the space C0√
v
. If we approximate
√
g0(x) by algebraic
polynomials {Pk}k≥1 in the space C0√v , then by (8.2), ∥1g0 − 1P2k ∥w = ∥g0 − P2k ∥v → 0
as k → ∞. Therefore, the sequence of algebraic polynomials ∆(x)Pk(x)2k≥1 establishes
OD-PAP of g in C0w and proves the last statement of Corollary 3. Consider now an arbitrary
function f ∈ C 0w with Sw( f ) = n. As in the proof of Theorem 2 we find that the functions
in Pn(R) which approximate f in the space C 0w have representations as in (1.6), multiplied by
σ ∈ {1,−1}, with xk = ak, 1 ≤ k ≤ n, where the number σ and the points {ak}nk=1 determined
by (3.1) are the same for all these functions. The same reasoning as above applied to the function
σ · g with g ∈ Pn(R) and ∆(x) := nk=1(x − ak) together with Lemma 5 and (3.1) completes
the proof of Corollary 3.
To prove Corollary 4, (1) observe that its assumptions together with Theorem 1, (1), implies
that the algebraic polynomials are dense in L2p(R, (1 + |x |)qdµ) for arbitrary q ≥ 1. Now take
any n ≥ 1 and f ∈ Pn(R). As above, f (x) = ∆(x)g(x), g ∈ P0(R), ∆(x) := nk=1(x − xk)
and there exists a constant C > 0 such that∆(x) ≤ C(1+|x |)n for all x ∈ R. Then the algebraic
polynomials are dense in the space L2p(R, dν), where dν(x) := |∆(x)|pdµ(x). In the space
L2p(R, dν) we can approximate
√
g(x) by algebraic polynomials {Pk}k≥1 and get from (8.1)
that ∥1g − 1P2k ∥L p(R,dµ) = ∥g − P2k ∥L p(R,dν) → 0 as k → ∞. Therefore, the polynomials
∆(x)Pk(x)2

k≥1 establish OD-PAP of the function f in L p(R, dµ). Application of Theorem 2
together with (1.7) completes the proof of Corollary 4, (1).
Finally, we prove Corollary 4, (2). According to Corollary 5, for an arbitrary function
f ∈ L p(R, dµ) with Sµ( f ) = n ∈ N the family of the sets {Bk}nk=1 in Theorem 3 does not
contain one-point sets and so in formula (5.1) we can omit all functions gl,εr which approximate
the functions Φ(x) ·χ{ak }(x), 1 ≤ k ≤ m = n. Then the complement of the union of the supports
of gl,εr examined after formula (5.1) contains the set ⊔nk=1(ak − ε, ak + ε) and we can choose the
points xε1, x
ε
2, . . . , x
ε
n ∈ R as xεk = ak, 1 ≤ k ≤ n, for every ε in question. As at the end of the
proof of Theorem 2 we therefore get σ · ϕε,l = σ ·∆(x) · ϕ(0)ε,l ,∆(x) :=
n
k=1(x − ak), ϕ(0)ε,l ∈
P0(R), and the reasoning as in the proof of Corollary 4, (1) applied to this function, together
with Theorem 3, (1.a), and Corollary 5 completes the proof of Corollary 4. 
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