Abstract -In this paper, a parallel identification and restoration procedure is described for images with symmetric, noncausal blurs. It is shown that the identification problem can be specified as a parallel set of one-dimensional complex autoregressive moving-average (ARMA) identification problems. By expressing the ARMA models as equivalent infiniteorder autoregressive (AR) models, an entirely linear estimation procedure can be followed. It will be shown that under the condition of blur symmetry, it is possible to reconstruct a useful noncausal set of MA (blur) parameters from the identified minimum-phase set. The thus identified image model and blur parameters are supplied to a parallel Kalman restoration filter. Several identification and restoration results on image data are given as examples.
I. INTRODUCTION
MAGES ARE produced to provide useful information I about a phenomenon of interest. Unfortunately, since physical imaging systems are imperfect, a recorded image invariably represents a degraded version of an original image or scene. For example, the degradation may be due to relative motion between the camera and the original scene, or to a misadjustment of the lens system (defocusing). The ultimate goal in image restoration is the recovery of the original scene from a degraded version [l] . The first step in this process is the ability to identify the type of degradation that the image has suffered. A model of the system that causes the degradation might be obtainable analytically from the physical nature of the problem, but in most real life situations sufficient a priori information to determine the point-spread function (PSF) of the blurring system analytically is rarely available. At best, the PSF can be parameterized from the knowledge about the source of degradation. For example, it is very common to model the blur due to one-dimensional (1-D) object motion with a uniform PSF; in t h s case the identification problem reduces to the determination of the extent of the PSF in the spatial domain, or to the determination of the distance between zero crossings of the transfer function of Manuscript received September 5, 1986; revised March 3, 1987 . Ths work was supported in part by The Netherlands Organization for the Advancement of Pure Research (ZWO), and in k%rt by the National Science Foundation under Grant ECS-8313889. T s paper was recommended by W. B. Mikhael and S. Stear,ns, Guest Editors for IEEE Transactions on Circuits and Systems, July 1987.
J. Biemond is with the Information Theory Group, Department of Electrical Engineering, Delft University of Technology, P.O. Box 5031, 2600 C A Delft, The Netherlqds. the blur in the frequency domain. In previous work on blur identification the attention was focused on both spectral and cepstral techmques for determining the location of these zeros [l] , [2] . One of the shortcomings of these techniques was that the range of the zeros to be identified was restricted to the unit bi-circle [3] . A (truncated) Gaussian PSF, for example, whch has no zeros on the unit bi-circle, cannot be identified with these techniques. In t h s paper we develop an identification technique whch complements the parallel Kalman restoration filter described in [4] . It employs rational models capable of identifying poles and zeros anywhere in the complex plane (see also [ 5 ] , [6] ). Thls paper is organized as follows. In Section I1 we start with some basic model developments and show how to decompose the 1-D state-space model for the sequence of noisy blurred image vectors into a set of nearly uncorrelated subsystems in the Fourier domain, whch are suitable for the derivation of a parallel bank of Kalman filters. The parallel Kalman filter scheme and its boundary conditions are briefly discussed in Section 111. Kalman filters, however, require the a priori knowledge of the signal (image) model parameters in addition to the blur parameters. Therefore, in Section IV, we specify the parameter identification problem as the parallel identification of a set of 1-D complex autoregressive moving-average (ARMA) models in the column direction followed by one single ARMA identification step in the row direction. By expressing the ARMA models as equivalent infiniteorder AR models a linear estimation procedure due to Graupe, Krause, and Moore [7] can be applied which yields a minimum phase solution. It will be shown that under the condition of blur symmetry, it is possible to reconstruct a useful noncausal set of MA (blur) parameters from the identified minimum phase solution. Finally, in Section V, several identification and restoration results are shown on image data.
IMAGE REPRESENTATION

A . Basic Model Development
It is assumed that the image can be represented by a zero-mean, homogeneous, discrete M x N random field. Under t h s assumption the image satisfies a semi-causal model, which can be expressed as
0098-4094/88/0400-0385$01.00 01988 IEEE with support ?V= { p , q : 0 < p < P, -Q < Here x ( m , n ) represents the intensity value of the original image at vertical and horizontal coordinates m and n , respectively, and u(m, n ) represents a driving process which is white in the "m" variable and colored with nearest-neighbor support in the "n " variable [8] .
If the imaging system is h e a r and spatially invariant and we assume the observation noise to be an additive process at the output of the system, then the observed or recorded image can be modeled by the following 2-D convolution summation
example, x ( m ) = [ x ( m , 0 ) , x ( m , 1 ) ;~~, x ( m , N -l ) ] ' , and by transforming the noncausal blur in (2) into a vertically causal blur by delaying the observations over K , we can write (1) and (2) into a vertically causal state-space representation
where KO = 2 K . If we set the boundary conditions equal to zero, then the model coefficient matrices A,, p = 0,l;. ., P, and the blur coefficient matrices G,, k = 0,1,. . , K O , have a symmetric band-Toeplitz structure, i.e.,
and where w(m, n ) is a zero-mean white-noise process uncorrelated with the data and where g ( k , I) is the finite-duration impulse response or point-spread function (PSF) of the blur. For identification purposes, to be explained later, we assume g ( k , 1) to be symmetrical in both k and 1. Some examples of image blurs that can be modeled with symmetric PSF include linear motion blurs and out-of-focus blurs. Furthermore, the imaging system is assumed not to absorb or generate energy, so that the total amount of energy in the object equals that of the recorded image (neglecting the noise contribution). This results in
B. Model Decomposition
Both matrices can be described by their so-called defining sequences
with a( p , n ) = a( p , -n ) and a( p,O) = -1 for p = 0, and
Rewriting (4) in convolution notation using (5) yields
Kn
Let us consider a vector-scan process, in which an entire
line of data (row) can be processed at a time. By defining K , ( m , n ) = B 2 a , ( n ) G + (7) If we replace the linear convolutions in (6) with circular convolutions and take the row-DFT's over n = 0,1,. . . , N -1, then we arrive at a set of nearly uncorrelated scalar subsystems in the Fourier domain
Here capitals denote transform-domain quantities and j is the horizontal frequency variable. . .
PARALLEL KALMAN FILTERING
IN THE FOURIER DOMAIN To derive a parallel set of N low-order vector Kalman filters, (8) must be written in matrix-vector notation to obtain N first-order vector dynamical models. We define a k ( m , j ) is known for all j , the spatial domain estimates are given by
The resulting efficient filter scheme using the fast Fourier transform (FFT) is illustrated in Fig. 1 . The circular approximation of our model in Section I1 means that instead of thnking of an image as a flat array, one can think of it as a cylinder where the horizontal distance matters only modulo N . T h s results in implicit periodic boundary values for the 1-D DFT based horizontal processing. If there is a considerable intensity difference between the values on the right and left side of the noisy blurred image, then frequency components will be introduced whch were not originally present (leakage). Leakage components that occur near the zeros of the transfer function of the blur can be particularly bothersome, because they are greatly amplified by the deconvolution action of the Kalman filter. In [9] we introduced two interpolation schemes whch greatly reduce these boundary (ringing) effects.
Note that by using the symmetry properties of the Fourier transform for real input data, we can reduce the number of Kalman filters (channels) in Fig. 1 to (N/2) + 1.
If we accept a small distortion an even larger reduction in the number of channels can be obtained [lo] , [ll] . The For the case P G (2K + l), we can rewrite (8) using (9) performance of this parallel filter scheme was demonstrated in [4] . In this paper, however, we assumed the
a ) image model and blur parameters to be known, u priori. In the next section, it will be shown that it is possible under certain conditions to estimate these parameters from the
and (10) as
where A< j ) is a (2K + 1) x ( 2 K + 1) coefficient matrix, and where b( j ) and g( j ) are (2K + 1) x 1 vectors, respectively.
IV. PARALLEL IDENTIFICATION PROCEDURE Given the dynamical model of (11) 
A . ARMA-Model Description
The set o f state-space equations in (8) 
We observe from (17) that the identification task is now replaced by the parallel identification of ( N / 2 ) + 1 com-
B. ARMA-Model Identification
Since we assumed hardly any observation noise, the parallel Kalman filter scheme in (12) will perform extensive deconvolution, and very accurate knowledge about the PSF of the blur (MA-part in (17)) is needed for good restoration. There exists a variety of methods for performing ARMA identification, e.g., via the methods of maximum likelihood or maximum entropy [3]. Often the implementation of these methods requires the solution of a large set of nonlinear equations with the associated problems of computational complexity and extensive memory requirements. Recursive techniques are relatively simple, but need long data runs to meet the desired accuracy [12]. Here we need an estimation procedure which offers the potential of being relatively fast whde still estimating the MA-part of the model quite accurately. Such a method was proposed by Graupe, Krause and Moore (GKM-method) [7] , [13] . They use a hgh-order AR-approximation as an intermediate step for the ARMA parameter estimation. T h s entirely linear method has the additional advantage that a number of fast AR-parameter estimation algorithms is available [14] .
In applying the GKM-method on (17) we have to be aware of the fact that these ARMA column sequences are complex. The parameters to be estimated, however, are real due to the assumed symmetry of image and blur parameters in the horizontal (transform) direction. We start our identification by separately approximating the real and imaginary parts of the ARMA sequences by high-order AR-models using Burg's algorithm. If the observed data possesses deep valleys or even zeros (due to certain kinds of blur), the model order should be high (in the order to 40) for accurately modeling these valleys. Once the AR-parameters have been identified for each j , the ARMA (P, K O ) model parameters can then be calcu-
where H y ( z l , j) and H;(zl, j) are the transfer functions of the j t h ARMA and the j t h high-order AR-column sequence, respectively. Cross-multiplying (1 8) and equating the coefficients of like powers of z1 yields a system of equations from which D,(j) and N k ( j ) can be solved. Because these parameters are separately identified from the real and imaginary part of the observed data, we take a weighted sum of the estimates with respect to the signal variances in order to improve the reliability of the parameter estimates. It is important to note that the approximations in (18) are only possible if Hy(z,, j) is stable and invertible for each j , i.e., the zeros of the numerator and denominator should be located inside the unit circle. Consequently, we obtain minimum phase versions of D, (j) and N , ( j ) for each j , regardless of what the actual model was. We want the minimum phase version of D,(j), but we need a symmetrical version of Nk( j ) , symmetrical in k for each j . This will be done in Section 111-D.
C. Horizontal Identification Step
From the definitions of D,(j) and N k ( j ) in (16), we observe that once these parameters are estimated we still need estimates for A o ( j ) and G o ( j ) . T h s identification step is performed in the horizontal (row) direction. By using (16a) we can relate the power spectrums of U and U
By substituting
S,( j ) = P2Ao( j ) according to (7) and observing that A,( j ) = A,* ( j )
we get
We now perform a real ARMA identification on this row sequence using the GKM-method. This provides good estimates for p2, the minimum-phase version of Go( j ) and the minimum phase factor of A o ( j ) , whch we will designate as y o ( n ) . Since the desired a o ( n ) is spatially symmetric it can be formed as
D. Imposing Blur Symmetry
The procedure described in the previous two subsections resulted in estimates for { Nk( j), k = 1,. . . , K O } and Go( j ) which correspond to minimum-phase sequences { n k ( n ) } and go(n). For most blurs of interest, however, these sequences should be symmetric, corresponding to real transform values (zero-phase condition). In this section, we will describe a procedure for replacing the minimum-phase sequences with symmetric ones which have nearly the same power spectrum. At first glance this problem is straightforward. Let g;( n ) denote the symmetric version of g,(n) and let G i ( j ) denote its DFT. Then if the two sequences are to have the same power spectrum we should have
G , " ( j ) = _+ IGo(j)l.
(23)
Since G i ( j ) is real, we have
The only issue that remains is the assignment of the signs. Fig. 2 shows the values of IGo(j)( whch were obtained using our identification procedure on an image subjected to a uniform motion blur extended over 9 pixels. The DFT in this case should be a sampled sinc function with sidelobes which alternate in sign, but a number of factors including the sampling action of the DFT, frequency leakage, measurement noise, and the truncation of the infinite-order AR model in the GKM procedure, combine to obscure the cusps at the zeros of the frequency response. When such zeros can be inferred, the assignment of the signs in (23) becomes straightforward. The following procedure accomplishes that task. It makes use of both the magnitude and phase of G o ( j ) , since in the vicinity of a frequency zero, not only does the magnitude go to zero, but the phase function has a discontinuity of T radians.
Step I : Determine the modulus (G,(j)( and unwrapped phase (see [U] ) function @ ( j ) using a 64-point DFT.
Calculate the first derivative + ' ( j ) and the second derivative +"(j). The local maxima and minima in @ " ( j ) mark the starting (resp. ending) points of phase jumps.
Step 2:
Step 3: Scan the frequency band from j = 0 to j = 32
and search for each local maximum at location j = j,, and the next local minimum at j = jmm. For each pair of local maxima and minima determine the width of the jump j,, -j,,, and the height of the jump +( j,,)
The width of the jumps depends on the distance of a zero in the transfer function to the unit circle. This allows us to set a threshold to determine whether a transfer function zero is close enough to the unit circle to be declared to be on the circle. As a threshold we used a width of 5 samples and a phase change between $ . and T. If this condition is met, then change the sign of G i ( j ) at the point between j,, and j,, where + ' ( j ) has a local maximum, otherwise, leave the sign unchanged. This sign is retained for succeeding values of j until another sign change is indicated.
In Fig. 2 we also show the sign-corrected motion blur frequency response for our example.
Next we are going to symmetrize G k ( j ) for each j in the k-direction. We start by substituting Gi( j ) for CO( j ) into (16b), to obtain
Step 4:
We first smooth g k ( j ) in the j (row) direction by evaluating the inverse DFT of (24) in the row direction for each k, truncating to the desired support, and evaluating a forward DFT. Then for each value of j we symmetrize in the k-direction using the procedure outlined above for G o ( j ) to arrive at G ; ( j ) . Because each channel j = 0,1,. . . , (N/2) has been symmetrized separately, there could be erroneous sign assignments-in some channels. However, the initial smoothng of G k ( j ) improves the consistency from channel to channel.
Having found G ; ( j ) for k = O,..., K O , we take the inverse DFT (row-wise) to get a space-domain estimate of the symmetric blur function. The normalization condition in (3) can be imposed by scaling the results. A similar scaling procedure is followed for A p ( j ) , p = 0,l; . ., P , using the fact that a(0,O) =l. Given these scaling factors, we can modify the estimated p 2 to its final value.
V. EXPERIMENTAL RESULTS
In t h s section the performance of the combined identification and restoration procedure will be investigated by using artificially blurred image data at different signal-tonoise ratios.
As a test image we used the "cameraman" image shown in Fig. 3 , at a resolution of 256x256 pixels, with each pixel being quantized to 8 bits. Three types of blur were introduced: 1-D uniform motion blur, a 2-D out-of-focus blur and a (2-D) Gaussian blur. The signal-to-noise ratio (SNR) was defined in decibels as variance blurred image variance noise
Since the image was artificially blurred, we are able to compare the results of the proposed identification/restoration procedure with the conventional restoration procedure where the image model and blur parameters are known, a priori. For this purpose we estimated the following image model parameters from the undistorted image ( P = 2): 
Experiment 1: Uniform Motion Blur:
The test image of the cameraman is artificially blurred with the following 1 x 9 PSF:
KnownPSF: -[1 1 1 1 1 1 1 1 11 (28)
In artificially blurring images, there is always the question of how to choose the boundary conditions. Here we used the following approach. The 256 x 256 cameraman image was blurred using a circular convolution. Next, the 244 x 244 center part of the image was cut out in order to achieve a linear convolution. In this way we have simulated a real-life photographc blur. In Section 11-B the linear convolutions in the image and blur models were replaced by circular convolutions in order to decorrelate these models in the frequency domain. To satisfy this assumption, our image data was made circular by using a linear interpolation of the left-and right-hand side image boundaries to arrive again at a 256 X 256 blurred image of the cameraman. Then white Gaussian noise was added with SNR = 60 dB. The noisy blurred image is shown in Fig. 4 . For t h s special case of uniform motion in horizontal direction ( KO = 0). Equation (17) reduces to the following AR(2) process in the observations Y ( m , j ) :
The GKM-method now reduces to an AR (2) identification procedure. By using Burg's method, we obtain estimates for D,( j ) , p = 1,2 with the required minimum phase. In a horizontal identification step as described in Section IV-C a minimum phase version of Go(;) is found and a minimum phase factor of A,( j ) . Go( j ) is symmetrized according to the procedure as described in Section IV-D. After a proper scaling, the following estimates are found for the image model and blur parameters: The restored image with known image model and blur parameters (equations (26), (28)) is shown in Fig. 5 , whle the restored image with estimated image model and blur parameters (equations (30), (31)) is given in Fig. 6 . When we compare these two results, there is no visible difference in the restoration result because of the accurate estimate of the PSF. Filter performance values in decibels for both restoration with known and estimated parameters are given in Table I for different SNRs.
We observe that even at an SNR of 40 dB the identification/restoration procedure performs well for this example.
Experiment 2: Out-of-Focus Blur: One way of modeling defocusing is by using a so-called pill-box model. The cameraman is blurred by performing a linear convolution with the following discrete 3 x 3 approximation:
KnownPSF: ! [ i : I .
Noise is then added with SNR = 60 dB. The noisy blurred image is shown in Fig. 7 . The identification results for this case using (17) with P = 2, KO = 2, are The restored image with known parameters is shown in Fig. 8 , while the restored image with estimated image model and blur parameters is given in Fig. 9 The filter improvement in the case of known parameters is 10.4 dB and in the case of estimated parameters 10.3 dB.
VI. CONCLUSIONS
A parallel identification and restoration procedure was described for images with symmetric, noncausal blurs. The CPU time required for the complete procedure depends on the size of the blur, but is in the order of several minutes (on a VAX 11/750 + AP 500 array processor). We observe that although the image model might be slightly misestimated, the filter results are still acceptable when the PSF is accurately estimated. Of special interest and subject of further investigation is the improvement of the identification/restoration results at lower SNR by using bias correction [5] and frequency interpolation techniques for those channels in which the SNR is too low for a proper identification.
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