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ABSTRACT

This study uses resource-based view (RBV) theory to investigate the relationship of two
major capabilities – corporate competitive capabilities (CCC) and supply chain
operational capabilities (SCOC) – with business performance within the context of
small and medium-sized enterprises (SMEs) in Malaysia. Consistent with the focus on
supply chain management (SCM) theory to develop firms’ competitive advantage and
performance, the current study also analyses the influence of SCM in small to mediumsized firms by applying the moderator approach, and examining the effect of the levels
of supply chain integration (SCI) on the interaction of CCC and SCOC with Malaysian
SMEs’ business performance.
The data was predominantly analysed through structural equation modelling
(SEM), including multi-group SEM analysis as a means to investigate all variables in
the proposed framework and to confirm the hypotheses of interest. Other techniques
employed for data analysis were descriptive statistics, confirmatory factor analysis
(CFA) and cluster analysis, including three types of validity tests: convergent,
discriminant and nomological.
The analysis revealed a number of interesting findings. First, a firm’s CCC and
SCOC both had insignificant influences on its business performance. Second, there was
a mutual relationship between CCC and SCOC that may contribute to Malaysian SMEs’
competitive advantage, as CCC and SCOC statistically influenced each other. Finally,
this study also discovered aspects of a moderating effect, as the findings indicated that
levels of SCI (which were categorised into two different groups) significantly
moderated the relationship between (i) CCC and business performance and (ii) SCOC
and business performance.
To the best of this researcher’s understanding, the above findings offer new
knowledge, particularly through three findings related to: (i) the mutual relationship of
CCC and SCOC, (ii) the moderating effects of levels of SCI on the relationship between
CCC and business performance and (iii) the moderating effects of levels of SCI on the
relationship between SCOC and business performance. The findings also contribute to
remedying the lack of studies that examine the interrelationship of CCC and SCOC with
business performance, either within or outside the Malaysian context. These findings
vii

empirically provide strong support for this study, and suggest that Malaysian SMEs
need to consider the role of levels of SCI as the most important factor in improving
business performance in respect to their CCC and SCOC.
Also, this is the first study to confirm the specification of each first-order and
second-order CCC, SCOC, Levels of SCI and Business Performance constructs,
demonstrating more precise findings than those of the previous studies.
Moreover, the current study is among the first empirical studies to apply the
measurement-invariance test in ascertaining whether the effects of two different
moderating groups (high and low levels of SCI) are equally strong. The study is also the
first to examine the moderating effects on two relationships using a separate structural
model for each. No previous study has commented on such a difference of findings
between a full and separated structural models.
These facts highlight the current study’s contribution to expanding the
application of both the RBV and SCM theories to firm- and country-specific research;
specifically, to the development of SMEs in Malaysia. Finally, the current study also
highlights the theoretical, empirical and practical issues that will guide scholars to
undertake parallel studies in the future, as well as provide useful guidance to Malaysian
SMEs’ practitioners and policy-makers.
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1CHAPTER ONE
INTRODUCTION

1.1

Background of the Study

The Malaysian Government appreciates the importance of small and medium-sized
enterprises (SMEs) to the development of the Malaysian economy. A number of
agencies – for example, the Small and Medium Enterprise Corporation (SME Corp),
SME Bank and the Ministry of International Trade and Industry (MITI) – have been
created as part of the Government’s various initiatives, programmes and strategies to
promote and foster Malaysian SMEs. However, the development of SMEs in Malaysia
needs to focus not only on the contributions and initiatives from Government, but on the
role of the SMEs themselves. Thus, emphasis must be given to helping SMEs develop
their own competitiveness, and hence their contribution to the success of the Malaysian
economy.
To accomplish this, Malaysian SMEs must be equipped with the necessary
skills, capability, technical expertise and best practices to remain relevant (NSDC,
2009; NSDC, 2010), and to adhere to globally accepted standards, adopt new
technologies and discover new markets (NSDC, 2009). Moreover, it is important that
SMEs recognise and know how to exploit the capabilities that exist in their
organisation. Much consideration must also be given not only to adapting existing
methods and practices, but to developing new methods and practices that suit SMEs in
Malaysia.
The resource-based view (RBV) theory (Coase, 1937; Selznick, 1957; Penrose,
1959) which was explicitly discussed by Barney (1986a; 1986b) explains firms’ ability
in delivering sustainable competitive advantage. Many studies have been carried out
over the past few years to identify the significance of business capabilities to an
organisation (Ogulin, 2003; Ting, 2004).
Capability can be defined as firms’ internal and external organisation skills,
resources and functional competencies to meet the requirements of a changing
1

economic environment (Teece et al., 1997). It has also been defined as “the exploitation
of specific practices to attain performance gains” (Narasimhan et al., 2005, p. 1014).
These definitions imply that some practical aspects may affect the exploitation of
specific capabilities. For example, it may be equally feasible in practice to invest in
various plants; however, those plants may not provide the same degree of capability to
achieve better manufacturing performance (Narasimhan et al., 2005). Also, capabilities
are generated by sets of skills and resources to contribute to value-added tasks (Hart,
1995). Indeed, both capabilities and assets fundamentally demonstrate a mutual
connection. In spite of this, capability shows a few differences to assets, particularly on
its inability to provide a firm with monetary value, tangible plants and equipment. Nor
can it be traded or imitated (Dierickx et al., 1989; Day, 1994).
This study focuses on two: corporate competitive capabilities (CCC) (Miller &
Roth, 1994; Kim, 2006a) and supply chain operational capabilities (SCOC) (Handfield
& Withers, 1993; McGinnis & Kohn, 1993; Dawe, 1994; Sum et al., 2004; Tracey et al.,
2005). Most related studies for both capabilities have primarily focused on large
companies, and have examined those companies in developed countries such as Korea,
Japan and the United States. Moreover, no study coherently focuses on the role of both
CCC and SCOC in performance improvement, nor on the existence of a moderator that
strengthens those relationships.
In the Malaysian perspective, to the best of this researcher’s knowledge, the
closest is a single study focusing on competitive strategy (Jusoh & Parnell, 2008),
which predominantly concentrates on the discipline of strategic management. An
examination of the literature indicates that no studies provide a comprehensive and
comparative analysis for the relationship between business performance and both CCC
and SCOC in the context of Malaysian SMEs. There is clearly a need to establish a
point of reference in investigating the effect of both capabilities on Malaysian SMEs’
performance and the pursuit of such capabilities to improve their business performance.
This study predominantly focuses on Malaysian SMEs due to four significant
reasons. First, only a very limited body of work demonstrates the rationality of CCC
and SCOC to SMEs, and there is no study at all that focuses primarily on Malaysian
SMEs. Second, Malaysian SMEs occupy a position in the forefront of Malaysia
economic development, as demonstrated in the Third Industrial Master Plan (IMP3) and
in the Ninth Malaysian Plan (9MP) (see Section 2.3.2) (FMM, 2008a). Third, Malaysian
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SMEs are more vulnerable to environmental forces compared to large firms. Fourth,
SMEs can easily provide abundant information for analysis, and this information is
usually considered to be less confidential, and therefore easier to gather, analyse and
report on (Pratten, 1991).
Moreover, this study particularly focuses on Malaysian SMEs in the
manufacturing sector, as this sector predominantly contributes to the growth of SMEs
and is an important engine for the economy of many countries (Tambunan, 2007). The
manufacturing sector also characteristically adopts clearer strategies with higher levels
of fixed commitment compared to other sectors (Swartz & Iacobucci, 2000). In
Malaysia, this sector has outperformed the economy as a whole since 2005, contributing
overall added value ranging from 29.3 percent in 2005 to 30.4 percent in 2009 (NSDC,
2010).

1.2

Scope of the Study

The current study focuses on the context of SMEs’ performance in Malaysia. It also
focuses on the relationship between endogenous and exogenous variables, including the
presence of moderating variables on such relationships. Its scope is limited to those
enterprises defined as SMEs using the definition (based on number of employees)
approved by the National SMEs Development Council (NSDC) (see Section 2.3.1).
This study uses data from only the most important single respondent for each
participating firm, such as a managing director, marketing manager or supply chain
manager.

1.3

Problems of the Study

The study of capabilities has only emerged since the 1990s. To date, the major focus of
empirical research on capability has been on firms in developed countries in the West
(Stalk et al., 1992; O’Regan & Ghobadian, 2004); the existence and implications of the
capability concept have not been closely examined in other contexts, particularly the
context of developing countries. For example, while the progress of SMEs’
development in Malaysia has been examined in a number of studies (among others,
Ndubisi & Salleh, 2006; Meena & Anil, 2007; Jusoh & Parnell, 2008), Malaysian
business capabilities have been the subject of very limited empirical study, particularly
as they relate to SCI and SMEs. Because SMEs serve as the primary growth engine in
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many countries (Baines, 2004; Hayashi, 2005; Hooi, 2006; Tambunan, 2007), the lack
of studies examining capabilities, SCI and SMEs is of some concern.
Although studies of capability development are replete with references to
resource-based view (RBV) theory, no definite evidence focuses on the importance of
capability to SMEs’ success. An understanding of this issue could provide crucial
insights to help developing countries’ SMEs – which are especially vulnerable to global
financial conditions – to successfully compete in times of crisis, and to continue to
grow.
It is necessary to define and examine two capabilities – corporate competitive
capabilities (CCC) and supply chain operational capabilities (SCOC) – to determine the
potential implications for developing the strategic role of supply chain management
(SCM) (Kim, 2006a). A number of scholars (Watts et al., 1992; Rosenzweig et al.,
2003; Kim, 2006a; Robb et al., 2008) have attempted to relate CCC and SCOC to
several indicators that contribute to performance. Many empirical studies indicate a
positive association between both these capabilities and business performance.
However, there have been cases in which capabilities could not be established; such
inconsistency may derive from the fact that a minimum level of SCI is necessary for the
existence of a strong relationship between business performance and both CCC and
SCOC.
An attempt to elucidate such issues will help SME managers and policy-makers
to adequately determine potential capabilities, which then may support the success of
Malaysian SMEs. This should further help in determining which capabilities are
important in the context of SMEs in developing countries (particularly Malaysia), each
of which has unique concerns about how to achieve competitiveness.

1.4

Purposes and Objectives of the Study

The purpose of this study is to resolve the above problems and fill a gap in the study of
how corporate competitive capabilities (CCC) and supply chain operational capabilities
(SCOC) relate to the success of SMEs in the business context of a developing country.
It attempts to answer the research questions by empirically examining the existence of
CCC and SCOC constructs in the context of the business performance of Malaysian
SMEs. This study also examines the existence of levels of supply chain integration
(SCI) to moderate the relationship between these two capabilities and performance.
4

The study will analyse five hypotheses relating to four factors of CCC, three
factors of SCOC and five factors of business performance, including the levels of SCI
(Narasimhan & Kim, 2002; O'Leary-Kelly & Flores, 2002; Gimenez & Ventura, 2005),
which can be a critical aspect to the operations and the achievement of Malaysian
SMEs. The investigation on those aspects may encourage the expansion of Malaysia’s
industrialisation and international trade. Specifically, this study focuses on the
following objectives:

1. To empirically investigate the relationship between CCC and the business
performance of Malaysian SMEs;
2. To empirically investigate the relationship between SCOC and the business
performance of Malaysian SMEs;
3. To empirically investigate the effect of the mutual relationship between CCC
and SCOC;
4. To empirically investigate the influence of moderating variables that might be
critical to the relationship between CCC and the business performance of
Malaysian SMEs; and
5. To empirically investigate the influence of moderating variables that might be
critical to the relationship between SCOC and business performance in the
business context of Malaysian SMEs.

1.5

Research Questions

Five research questions were established to pursue these research objectives:
1. Is there a relationship between CCC and the business performance of Malaysian
SMEs?
2. Is there a relationship between SCOC and the business performance of
Malaysian SMEs?
3. Is there a mutual relationship between CCC and SCOC?
4. Is the relationship between CCC and the business performance of Malaysian
SMEs moderated by the levels of SCI?
5. Is the relationship between SCOC and the business performance of Malaysian
SMEs moderated by the levels of SCI?
5

1.6

Contributions of the Study

This study will contribute to the body of knowledge in at least four areas. The first
contribution concerns the theories of this study. The study focuses on the resourcebased view (RBV) theory, which discusses the development of capabilities within the
context of Malaysian SMEs. This study also focuses on the supply chain management
(SCM) theory to integrate supply chain implementation within the operations activity of
Malaysian SMEs.
Secondly, the origins of this research began when the researcher realised that,
despite the comparatively large volumes of literature on the study of capabilities and
business performance, the relationship between CCC and SCOC and business
performance had not been adequately investigated. The majority of previous empirical
research has mainly concerned only large firms in developed countries. For this reason,
the current study focuses on SMEs in Malaysia, as a developing country, which it will
show to be a different context from those examined in previous studies.
The third contribution involves forging a link between CCC and SCOC in
determining Malaysian SMEs’ business performance. To the best of this researcher’s
knowledge, this study will be among the first empirical studies that address significant
issues regarding the relevance of CCC and SCOC to the success and performance of
Malaysian SMEs. Also, this study will be the first piece of empirical research that
analyses the influential effects of moderating variables based on strong evidence from
existing studies. This shows the uniqueness of this study in applying a theoretical
framework that adapts these variables to Malaysian SMEs.
From the perspective of practice and policy development, this study will
contribute to an understanding of the importance of capability improvement within a
firm. In other words, it will examine the benefits of practitioners and policy-makers
encouraging each firm to develop its unique capabilities to be more competitive in local
and international markets. Moreover, this study also will identify factors that may
inhibit the performance of Malaysian SMEs; this can serve to alert practitioners and
policy-makers to potential pitfalls influencing Malaysian SMEs’ business performance.

6

1.7

Content and Outline of the Thesis

The research activities associated with the current study can be categorised into four
major areas. The first area relates to the activities that place the current study within a
substantial research context, identifying research problems and significant issues that
contribute to the study’s development. The activities include the general review of the
concepts under study and extensive review of extant literature, focusing particularly on
capabilities, integration and performance. The second area discusses the activities that
concern methodological issues and the development of relevant instruments. It also
describes the procedures and statistical techniques used for analysing data. The
activities in this area involve a review of relevant literature to develop research
hypotheses that suit the Malaysian context, as well as the justification of an instrument,
identification of a research methodology and rationalisation of some procedures and
techniques for data analysis. The third area includes the activities concerning data
analysis: large-scale data collection, analytical processes and discussion of the findings.
The final area includes discussion of the strategic and managerial implications,
conclusions, study limitations and contributions of the current study. It also discusses
the recommendations for future research and practices.
This thesis comprises nine chapters. Chapter One covers the background and
scope of the current study, the research problems, its purposes and objectives, the
research questions, the contributions of the study and the contents and outline of the
thesis.
Chapter Two briefly discusses the definition of SMEs, including their roles and
general issues associated with them. The chapter then provides an overview specifically
of Malaysian SMEs, including the issues of building capability and capacity, and the
supply chain. The discussion also focuses on the impact of the global financial and
economic crisis on Malaysian SMEs, and concludes by highlighting the problems and
challenges that these firms must face.
Chapter Three presents a comprehensive review of the existing literature that
focuses on theoretical concepts, empirical research and associated evidence relating to
the current study. This chapter focuses on the two capabilities examined in this study
and their relationship to business performance, including the use of moderators in
strengthening those relationships. Research gaps are also highlighted.
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Chapter Four focuses on the hypotheses development and theoretical
framework. It also rationalises the use of instruments to measure the factors of interest.
Chapter Five outlines the research philosophy and methodology underpinning
the study. It includes an empirical research design including sampling design,
respondents, process of survey development and ethical considerations.
Chapter Six explains the statistical procedures that will be implemented in data
analysis; this chapter is a major contributor to the development of Chapters Seven and
Eight.
Chapter Seven makes a major contribution by presenting the analysis of the
descriptive data and examining the unidimensionality of the model through a
confirmatory factor analysis (CFA) approach. The convergent validity of each construct
is assessed. This chapter also assesses the validity of the first-order and second-order
factor models through discriminant and nomological validity.
Chapter Eight provides this study’s second contribution by presenting the
analysis of the structural model, including the analysis of moderating effects, to answer
the research questions. This chapter also discusses the findings from the analysis.
Finally, Chapter Nine integrates the findings and implications into theoretical,
empirical and practical conclusions in response to the research objectives. It highlights
the study’s contributions to the literature, as well as discussing its limitations and offers
recommendations for researchers and practitioners who are interested in conducting
similar research.
Figure 1.1 illustrates this study’s contents and outlines its research activities.
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study

1) Review of general concepts of SCM and RBV
2) Review of concepts of firm-level capabilities
3) Review of concepts of capabilities and their relation to
business performance
4) Review of concepts of moderator in capabilities
studies
5) Review of cross-national research in capabilities,
integration and business performance

Objective: To Design and Implement Research Methodology, and To Justify Techniques
for Analysing Data
1) Literature review from secondary sources
2) Identification of research hypotheses
3) Identification of theoretical framework
4) Justification on every instrument used
5) Explaining the research analysis procedure and
technique

1) Review of knowledge in capabilities, integration,
and performance of SMEs in Malaysia
2) Review of concepts of developing instruments
3) Review of concepts of research methodology
4) Review of concepts of procedures and techniques
for data analysis

Objective: To Analyse Data for the Study and To Discuss the Findings
1) Primary data collection
2) Analysing descriptive data
3) Examine confirmatory factor analysis (CFA)
4) Analysing full structural model including the
existence of moderator
5) Discussion on findings and contributions of the
study

1) Primary data collection via paper-based
questionnaire in Malaysia
2) Learning SEM and other statistical techniques
3) Data analysis via descriptive analysis, CFA,
cluster analysis and SEM
4) Findings and contributions of the current study
are highlighted

Objective: To Abstract Conclusions and Implications and To Discuss Study Limitations
and Recommendations for Future Studies

4

9
Conclusions and
Policy Implications

1) Discussion on conclusions and strategic and
managerial implications
2) Discussion on study limitations and
recommendation for future studies

Figure 1.1: Research Content and Map
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1) Discussion on the study implications in terms of
strategic and managerial context
2) Conclusions of the current study and
recommendations for future studies are discovered
3) Note of limitations of current study and
contributions to the knowledge

2CHAPTER TWO
SMEs AND AN OVERVIEW OF SMEs IN MALAYSIA

2.1

Introduction

SMEs have long been recognised as the backbone to any economy, and have been an
important generator of employment and growth in many countries. In most developed
countries, SMEs constitute 99 percent of total business enterprises (MITI, 2006);
similarly, SMEs constitute at least 98 percent of all enterprises in the South-East Asia
region (Hayashi, 2005). In light of their importance, this chapter presents relevant
reviews of SMEs in general that capture developed and developing countries. This
chapter also reviews SMEs in Malaysia, including a specific discussion of
developmental issues 1.
This chapter is organised as follows. Section 2.2 discusses two major sets of
issues relating to SMEs in general: their definition and their roles. Section 2.3 is a focal
point of this chapter, as it examines eight major aspects of SMEs specifically in
Malaysia. First, this section discusses the definition of and outlook for Malaysian
SMEs: their distribution among sectors; their importance to the manufacturing sector in
particular; their contribution to employment; SME Corp; and policies, incentives,
programmes and financial assistance. Second, this section addresses two strategic
government plans (the Ninth Malaysian Plan and Third Industrial Master Plan) that
contribute to the development of SMEs. Third, this section discusses the importance of
building the capability and capacity of SMEs. Fourth, it discusses Malaysian SMEs’
supply chain issues. Fifth, it describes SMEs’ performance between 2000 and 2009.
Sixth, it discusses the contribution of SMEs and their impact on the Malaysian
economy. Seventh, it discusses the global financial crisis in 2008-2009 and some of its
effects. Eighth, the section discusses the impediments and challenges for SMEs in
1

The chapter is predominantly based on 2009 data, given that all data were available only up to that year
during the researcher’s writing stage.
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Malaysia, including their capability to deal with the many issues they face. Finally,
Section 2.3 presents this chapter’s concluding remarks.

2.2

Overview of Small and Medium-Sized Enterprises

Small and medium-sized enterprises (SMEs) are an important segment of economic
development, and contribute significantly to socioeconomic development through longterm growth and increased competitiveness in many countries. However, the presence
of many problems and obstructions for SMEs leads to uncertainties in their growth. This
section will discuss general definitions, functions and issues relating to SMEs.

2.2.1

What are SMEs?

SMEs are a heterogeneous group of businesses that includes a variety of firm types (for
example, restaurants, factories, laundries, book shops and grocery shops). SMEs also
include manufacturing firms that provide a wide range of capabilities and skill levels.
SMEs may operate in various markets and environments. Some of these firms are
dynamic, innovative and growth-oriented, but others, including family-oriented firms,
are satisfied to remain small (Hallberg, 2000), as they prefer to focus on traditionaldescent business activities.
In general, there is no single universal definition for SMEs, as the definition is
unique for each country. Usually, the definition is based on the number of full-time
employees, sales turnover or sales volume and fixed physical assets (Lefebvre et al.,
1992; Kathuria, 2000; Vargas et al., 2000; Valsamakis & Sprague, 2001; Tambunan,
2007). In theory, an enterprise must satisfy at least the criterion for number of
employees and one of two financial criteria (turnover or balance-sheet total) to be
classified as an SME or a micro-enterprise. Enterprises must also be independent, being
less than 25 percent owned by any other single enterprise (or jointly by several
enterprises) (Hooi, 2006). In practice, however, many countries use only the number of
full-time employees as a basis to define SMEs. As a rule, small-scale enterprises are
defined as having between five and 100 employees; meanwhile, medium-scale firms are
defined as having fewer than 250 employees (Hallberg, 2000).
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Table 2.1 gives the definition of SMEs in several Asian countries (including
Australia as a benchmark). The definitions emphasise that employment size is an
important tool to characterise SMEs, even though the size is different according to the
country’s requirement. Some countries also use more than one measurement, such as
paid-up capital, assets and sales volume, to differentiate SMEs from large firms.

Table 2.1: Definition of SMEs
Country
Australia

Status of the
Country
Developed

Chinese
Taipei

Developing

Indonesia
Japan

Developing
Developed

Korea

Developed

Philippines

Developing

Republic
China
Singapore

Developing

Thailand

Developing

Developed

Definition
Small: fewer than 20 employees
Medium: 21 to 200 employees
Manufacture: less than NT$40 million
paid-up capital and less than total assets
of NT$120 million
Transport and Service: sales less than
NT$40 million
Fewer than 100 employees
Fewer than 300 employees or less than
Y10 million assets
Manufacture: fewer than 200 employees
Service: fewer than 300 employees
Fewer than 200 employees
Less than P40 million assets
Varies with industries; generally,
though, fewer than 100 employees
At least 30 percent local equity
Fixed productive assets not exceeding
$15 million
Employment size not exceeding 200
workers (for non-manufacturing
companies)
Fewer than 200 employees
Less than 200 million baht assets

Measurement
Employment
Paid-up capital,
assets and sales

Employment
Assets and
employment
Employment
Assets and
employment
Employment
Assets and
employment

Assets and
employment

Source: Adapted from Hooi (2006)

2.2.2

Role and Issues of SMEs

Many studies demonstrate that SMEs play a vital role in the successful development of
many countries (Baines, 2004; Hayashi, 2005; Hooi, 2006; Ndubisi & Salleh, 2006;
Tambunan, 2007; Hashim & Ahmad, 2008). SMEs comprise more than 90 percent of
total business enterprises, particularly in the developed countries of the South-East Asia
region (Hayashi, 2005; MITI, 2006). However, the relative importance of SMEs is
significantly different based on the type of economy, level of economic development
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and industry sector (Berry & Mazumdar, 1991; Hayashi, 2002). These facts suggest that
different countries apply various methods to ensure the success of their SMEs in
response to the business environment.
In the East-Asia region, there are about 20 to 30 million SMEs; the majority (8
million) are Chinese, followed by Japanese (5 million) and Korean (2.6 million) –
which together constitute to 70 percent of total SMEs in this region (Suzhou Industrial
Park, 2006; Harvie, 2007). SMEs contribute between 25 and 34 percent of total product
development in the Southeast Asian countries such as Malaysia, Indonesia, Singapore
and the Philippines (Hayashi, 2005). Therefore, SMEs need to be more responsive to
environmental forces. They should focus on financial capital (O’Regan & Ghobadian,
2004), the development of modular services offered by internal consultants and trainers
(Wessel & Burcher, 2004), technology decisions (Lefebvre et al., 1992) and adherence
to government policies and schemes (Tambunan, 2007).
In many countries, the manufacturing sector contributes significantly more to the
expansion of SMEs than do other sectors. For example, SMEs in Germany produce 57
percent of the output from the manufacturing sector, followed by Italy (36.7 percent),
Taiwan (31.4 percent) and Japan (20.3 percent) (MITI, 2006). Indeed, this sector is
strongly focused on higher levels of fixed commitment through the association between
generic organisational capabilities and both strategy and performance (O’Regan &
Ghobadian, 2004). Moreover, this sector also contributes to the growth of employment
(Harvie & Lee, 2004; MITI, 2006; Sahakijpicharn, 2007) and hence to lowering the
poverty rate (Beck et al., 2003). For some developing countries such as Ghana, SMEs
contribute to alleviating poverty by creating jobs and increasing productivity (Agbeibor,
2006). They also increase the gross domestic product (GDP) per capita (MITI, 2006).
However, SMEs, particularly those in Asia, face major impediments that inhibit
their competitiveness: lack of government support, lack of access to funding and
working capital, lack of qualified workers and low levels of innovation (UPS, 2009).
Wang (2003) emphasises that many SMEs in the global market face similar problems:
lack of financing, low productivity, lack of managerial capabilities, lack of access to
management and technology and heavy regulatory burdens. On the other hand, SMEs in
developing countries such as Ghana face different problems, owing to their poorly
developed infrastructures and business climate (Savage, 2007). SMEs ultimately require
the support and commitment of government (Rogerson, 2000).
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The development of SMEs in different countries, including Malaysia, will
usually be threatened by the same pattern of infrastructure, institutional and economic
problems (UNCTAD, 2001), as well as marketing and labour-productivity issues
(Tambunan, 2007). Another opinion emphasises that the smaller the size of the
enterprises, the more complex the problems they may face (Tambunan, 2007). As
indicated in the previous section, many enterprises do prefer to remain small and
informal, and to use simple technology. By remaining small, these enterprises may
enjoy greater flexibility in uncertain business conditions and can be protected from
some legal proceedings (Kauffmann, 2005). However, firms’ size is significant in
contributing to the country’s economic growth, although the size is not positively linked
with the growth rate of the society’s income (Beck et al., 2003).
As a backbone to their countries’ economic prosperity, SMEs need to take action
to overcome the issues that inhibit their growth, focusing on rationalisation and
reorganisation (MITI, 2006) to be more productive and competitive in the global
marketplace.
The next section will discuss the development of SMEs in Malaysia as a key
focus to the current study.

2.3

Malaysian SMEs: An Overview

This section provides an overview of SMEs in Malaysia. Most information for this
section is derived from the Small and Medium Enterprises Corporation (SME Corp),
previously known as the Small and Medium Industries Development Corporation
(SMIDEC), the National SME Development Council (NSDC) and the Ministry of
International Trade and Industry (MITI), Malaysia.

2.3.1

Definition and Outlook

SMEs in Malaysia can be identified using the definition approved by the National SME
Development Council (NSDC) in 9th June 2005 (NSDC, 2008). This definition assists
in grouping SMEs into three broad sectors: (i) the manufacturing sector, including
manufacturing-related services and agro-based industries; (ii) the services sector,
including information and communication technology (ICT), mining and quarrying; and
(iii) the primary-agriculture sector (Ndubisi, 2008). Table 2.2 summarises the
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definitions of SMEs in Malaysia according to the type of sector and the enterprise
category.

Table 2.2: Definition of SMEs in Malaysia
Sector
Manufacturing,
manufacturingrelated services
and agro-based
industries

Category

Definition

1. Micro-enterprises

Annual sales turnover less than RM250,000 OR
fewer than five employees
Annual sales turnover between RM250,000 and
RM10 million OR employees between five and
50
Annual sales turnover between RM10 million
and RM25 million OR employees between 51
and 150
Annual sales turnover less than RM200,000 OR
fewer than five employees
Annual sales turnover between RM200,000 and
RM1 million OR employees between five and 19
Annual sales turnover between RM1 million and
RM5 million OR employees between 20 and 50
Annual sales turnover less than RM200,000 OR
fewer than five employees
Annual sales turnover between RM200,000 and
RM1 million OR employees between five and 19
Annual sales turnover between RM1 million and
RM5 million OR employees between 20 and 50

2.Small Enterprises

3. Medium
Enterprises
Services
(including ICT)

1. Micro-enterprises
2.Small Enterprises

Primary
agriculture

3. Medium
Enterprises
1. Micro-enterprises
2. Small Enterprises
3. Medium
Enterprises

Source: Ndubisi (2008), SMIBD (2008, p. A87) and SMIDEC (2008a)

As the table shows, classification of firms in Malaysia is generally based on the
number of employees or annual sales turnover. Firms that do not meet the stated criteria
can be classified as large firms. As the criteria for service sectors (including ICT) and
primary agriculture sector are equivalent, the sectors can be grouped into two broad
classifications:
a)

Manufacturing (including agro-based industries) and manufacturing-related
services: enterprises with not more than 150 full-time employees OR annual sales
turnover not exceeding RM 25 million.

b)

Services (including information and communication technology) and primary
agriculture: enterprises with not more than 50 full-time employees OR annual
sales turnover not exceeding RM 5 million.
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A. The Distribution of SMEs by Sector
SMEs in Malaysia represent 99.2 percent of total enterprises in the country (SMIDEC,
2009). The 2005 Census on Establishments and Enterprises, conducted by the
Department of Statistics Malaysia (DOSM), emphasises three major sectors of
Malaysian SMEs: manufacturing, service and agriculture. The service sector dominates
the development of SMEs in Malaysia, with 87 percent of 548,267 total SMEs. Most
firms are involved in distribution, which includes wholesale and retail sales, as distinct
from service firms such as restaurants and hotels. The manufacturing sector forms 7.2
percent of total enterprises. This sector is dominated by textiles and apparels (23.4
percent), metal and non-metallic products (18 percent) and foods and beverages (15
percent). Agriculture contributes 6 percent of total establishments, and most of the
SMEs in this sector are involved in fisheries, poultry farming and plantation and
horticulture (NSDC, 2010).

B. Manufacturing Sector
The current study primarily focuses on the evolution of SMEs in the Malaysian
manufacturing sector. As a vital component in the Ninth Malaysia Plan (9MP), this
sector is expected to generate the robust and sustainable competitiveness of the
Malaysian economy. Its average growth rate is 6.7 percent per annum, and the
manufacturing share of GDP is projected to increase to 31.8 percent in 2010 (EPU,
2006). Based on analysis by the Department of Statistics in the Third Industrial Master
Plan (IMP3), 37,866 of active companies in this sector are SMEs, including microenterprises, which as of 2003 comprised 53.4 percent of total SMEs. This was followed
by small and medium-sized enterprises, at 38.1 percent and 5 percent, respectively
(MITI, 2006).
The manufacturing sector in Malaysia can be divided into 16 sub-sectors:
electrical and electronics; food and beverages; machinery; transport; basic metal;
rubber; manufacture of furniture; wood and wood products; chemicals including
petroleum; fabricated metal; plastics; paper, printing and publishing; non-metallic
minerals; textile, wearing apparel and leather; medical, precision and optical
instruments; and recycling (FMM, 2008b).
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The Productivity Report 2009 shows that those 16 sub-sectors contribute 31.61
percent of total manufacturing output, an increase of 0.57 percent compared to 2008.
The increment was caused by strong demand for resources-based products, although
this sector has been affected by the current gloomy economic climate.
According to the same report, in 2009 most manufacturing SMEs were engaged
in: food and beverages (22.37 percent), chemicals and chemical products (18.78
percent), rubber and plastics products (11.42 percent), fabricated metal products (7.82
percent) and basic metal products (4.80 percent) (MPC, 2010). As illustrated in Figure
2.1, however, food and beverages and basic metal decreased by 9.93 percent and 1.2
percent, respectively, compared to 2008. This decrease may have been due to the effect
of the economic downturn along with the development of other sectors.

35.00%

32.30%
29.66%

30.00%
24.50%

25.00% 22.37%
20.00%
15.00%
10.00%

18.78%
16.50%
11.42%
10.20%

7.82%
6.50%

5.00%

5.15%
4.00%

6.00%
4.80%

0.00%
Food & Chemical & Rubber &
Beverages Chemical
Plastic
Products
Products

Fabricated Non-Metallic Basic Metals
Metal
Mineral
Products
Products

Others
2009
2008

Figure 2.1: Five Sub-sectors of Malaysian SMEs (2008-2009)
Source: Adapted from MPC (2009; 2010)

In 2009, total manufacturing added value increased to 26.7 percent, compared to
26.5 percent in 2008 (MPC, 2009; MPC, 2010). The growth of total output and
employment showed slight increases of 0.57 percent and 0.23 percent, respectively,
compared to huge increases in 2008 of 6.30 percent and 1.82 percent, respectively
(NSDC, 2009; MPC, 2010). Simultaneously, however, a decline in added value of 0.38
percent in 2009 (compared to a growth in 2008 of 1.82 percent) reflects the severe
impact of the global economic crisis (NSDC, 2009; MPC, 2010).
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Malaysian SMEs in the manufacturing sector must remain competitive as the
market recovers from the global economic crisis in 2009. Indeed, this sector is seen as a
key economic pillar for at least the next three to five years (UPS, 2009). Therefore,
Malaysian SMEs need to explore some additional areas in respect to market
competitiveness in the future. Many areas offer potential for new SMEs, such as herbal
and traditional medicines, cosmetics, automation and system automation, components
for semi-conductors and radio frequency identification (RFID) and medical diagnostic
devices and kits (MITI, 2006).
To promote the development of Malaysian SMEs in the manufacturing sector,
particularly in the critical areas mentioned above, the Government can encourage the
implementation of new technology and innovation in every SME to increase exports,
increase the Government’s income and reduce the unemployment rate.

C. Employment
SMEs are the leading force in providing employment opportunity, as they provide 56
percent of total employment internationally (NSDC, 2010). In 2009, employment
among SMEs in the manufacturing sector increased by 0.23 percent from the previous
year, and employed over 400,000 people. The growth came primarily from five subsectors: food and beverages (17 percent), rubber and plastics products (12.7 percent),
chemicals and chemical products (9.8 percent), fabricated metal products (6.2 percent)
and wood and wood products (5.9 percent) (MPC, 2009; MPC, 2010; NSDC, 2010).
However, the increase was relatively low compared to 2008 (1.8 percent growth
over 2007). This suggests that the 2009 global financial crisis had a strong impact on
the growth of SMEs. This impact is also reflected in the declining value-added per
employee, which fell 0.6 percent in 2009, compared to an increase in 2008 of 4.6
percent. At the same time, the labour cost per employee grew by 0.5 percent, which
resulted in a growth in unit labour cost of 0.2 percent (MPC, 2010).
Table 2.3 demonstrates the changes in value added and labour cost per employee
for 2008 and 2009.
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Table 2.3: Value Added, Labour Cost and Unit Labour Cost
Year
2007 to 2008
2008 to 2009

Value Added per
Employee (%)
4.6
-0.6

Labour Cost per
Employee (%)
1.4
0.5

Unit Labour Cost
(%)
-2.9
0.2

Source: Adapted from MPC (2009; 2010)
In contrast, the data provided by the Fifth Annual UPS ABM survey
demonstrates that most Malaysian SMEs were not affected by the economic recession
during the early stage of the crisis in 2008. In fact, 61 percent of Malaysian SMEs at
that time intended to preserve their current workforces, with another 24 percent
planning for new hires (UPS, 2009). The difficulty of hiring qualified workers and
providing them with ongoing training and support has been one of the biggest obstacles
to the prosperity and competitiveness of Malaysian SMEs (UPS, 2009). In essence,
SMEs are more labour-intensive compared to larger, capital-intensive companies, and
thus make important contributions to improving the employment rate and
simultaneously reducing the poverty rate (Mamat, 2010).

D. The Small and Medium Enterprises Corporation (SME Corp) Malaysia
The history of a government body overseeing and fostering the development of SMEs in
Malaysia began with the establishment in May 1996 of the Small and Medium
Industries Development Corporation (SMIDEC), and in June 2004, the Government has
established the National SME Development Council (NSDC) of the Secretariat of Bank
Negara Malaysia, at that time the highest policy-making and coordinating body for
SMEs. Started from July 2008, SMIDEC took over the role of the NSDC (Ndubisi,
2008; SMI Malaysia, 2009; SMIDEC, 2009).
In October 2009, SME Corp was launched as a rebranded version of SMIDEC.
It became a “one-referral centre” to facilitate effective outreach programmes for SMEs,
including economic and performance assessment, as well as establishing studies to
measure the effectiveness of previous programmes (NSDC, 2009; SME Corp, 2010).
Currently, SME Corp is located at the Menara MATRADE, Jalan Duta, Kuala Lumpur.
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E. Policies, Incentives, Programmes and Financial Assistance
Various policies, incentives, financial-assistance initiatives and programmes have been
introduced to equip SMEs for developing products, services and promotional activities.
To improve the performance and contribution of SMEs, the Government has
structured a cohesive framework of policies, regulations and institutions. Five strategic
thrusts have been outlined (MITI, 2006). Moreover, the Annual SME Integrated Plan of
Action (previously known as the National SME Development Blueprint) is a major
framework for developing cohesive and efficient implementation programmes to
support SMEs (NSDC, 2009). It has become the complement instrument that operates
SME programmes as outlined under the 9MP and the IMP3. The primary focus is to
ensure the continuity and consistency of each programme by strengthening the enabling
infrastructure, building the capacity and capability of domestic SMEs and enhancing
SMEs’ access to financing (NSDC, 2009).
The Government has also allocated many incentives to assist SMEs, such as
reinvestment allowances, accelerated capital allowances on equipment to maintain
quality of power supply, incentives for industrialised building system, tax exemptions
on the value of increased exports and group relief. Direct and indirect tax incentives are
also given to cover investments in the manufacturing, agriculture, tourism (including
hotel) and approved services sectors, as well as investments in research and
development, training and environmental-protection activities (SMIDEC, 2008b). The
Government has also reduced the corporate-tax rate to 27 percent (from 20 percent in
2007). A 20 percent tax credit is also given as distribution dividends to SMEs
(SMIDEC, 2008b). Many incentives are also granted to those companies involved in the
export market (SMIDEC, 2008b), including tax exemptions, tax deductions and an
Investment Tax Allowance (ITA) to encourage research and development amongst
SMEs. A successful SME can be awarded “pioneer status” (SMIDEC, 2008b).
The Government further supports SMEs by providing financial assistance schemes
(SMIDEC, 2008b). Financial assistance can be obtained from many institutions such as
banks and development financial institutions, including special funds. To hasten the
development of SMEs, the Government (including government-related agencies such as
Bank Negara Malaysia), along with the private sector, has instituted four schemes:
grants, loans, development financial institutions (DFIs) and venture capital. The
Government also provides the Market Development Grant (MDG) to help SMEs
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participate in international trade fairs, trade missions and product displays in Malaysia
Trade Centres overseas (MITI, 2006).
Moreover, the Government has funded more than 138 programmes, which are
controlled by several ministries and government-related agencies, such as the Ministry
of Science, Technology and Innovation (MOSTI), the Ministry of International Trade
and Industry (MITI), the Bank Negara Malaysia (BNM), the SME Bank and SME Corp
(MITI, 2006). These programmes have been classified into six categories: capacity
building and human-resource development, technology development, market access,
advisory services, promotion and outreach and SME Industrial Sites and Incubator
Centres (SMIDEC, 2008b). Another related programme, discussed in Section 2.3.3,
builds capability and capacity.
The Government also focuses on helping Bumiputera 2 entrepreneurs create a
viable and competitive Bumiputera Commercial and Industrial Community. Under this
programme, government-linked companies (GLCs) and multinational corporations
serve as anchor companies for SMEs. So far, almost 200 first-tier Bumiputera vendor
companies from the manufacturing sector are participating in the programme (MITI,
2006). SME Corp also collaborates with 43 organisations, including higher education
institutions, to develop and deliver training programmes tailored to the needs of SMEs
(SMIDEC, 2002) to improve their efficiency and efficacy. In 2008, the participation of
employees for these programmes increased 178 percent over 2007 (MITI, 2009); in
2009, these programmes benefitted 176,535 employees (NSDC, 2010).
SME Corp has also introduced the Skills Upgrading Programme and Capacity
Development Programme to enhance the skills and capabilities of SMEs through
training activities for technical and managerial levels (Ndubisi, 2008; MITI, 2009;
SMIDEC, 2009; NSDC, 2010). Similarly, in the 9MP, the Government has allocated a
total of RM 45.1 billion for human-capital development, targeted primarily at SMEs
(EPU, 2006; Ndubisi, 2008). The Government has allocated RM 3.2 billion for various
SME development programmes, including allocations for grant and soft-loan schemes
(SMIDEC, 2009). The Bank Negara Malaysia (BNM) has also allocated RM 500
million to develop an SME Modernisation Facility for modernising operations activities,
including an exemption on import duty and sales tax (SMIDEC, 2009). The aim is to
2

Bumiputera is a widely used term for indigenous people in Peninsular Malaysia, including natives of
Sabah and Sarawak.
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support SMEs to expand their assets and to increase the understanding that these assets
add to technological capability (NSDC, 2009). As a result, SMEs can improve
capabilities, market access and the quality of products and services to meet growing
societal demands, as well as develop their own prosperity (NSDC, 2009; SMIDEC,
2009).

2.3.2

Long-Term Government Plans

During the study stage, the Malaysian Government has introduced two premier longterm plans: the Ninth Malaysian Plan (9MP) and the Third Industrial Master Plan
(IMP3). Both plans are the manifestation of the Government’s commitment to
simplifying the country’s medium and long-term development policy (NSDC, 2009).

A. The Ninth Malaysian Plan (9MP)
Beginning in the 1960s, the Malaysian Government has introduced nine Malaysian
plans. In March 2006, the Government announced the Ninth Malaysian Plan (9MP) to
allocate the national budget for 2006 until 2010. The objective of the 9MP for SMEs is
“to prepare and equip SMEs with the necessary capability and capacity to meet the
challenges of an increasingly liberalised business environment” (NSDC, 2009, p. 49). In
the 9MP, SMEs in Malaysia are well-supported through several activities: outsourcing,
inter-firm linkages, entrepreneurship programmes and knowledge skills (EPU, 2006;
NSDC, 2009). Thus, many policies and strategies have been launched to develop a
knowledge-based economy (K-economy) in all sectors and to encourage the movement
of SMEs into the value chain. It also gives more focus on the ICTs service (EPU, 2006;
Munusamy, 2008; Ndubisi, 2008).

B. The Third Industrial Master Plan (IMP3)
The Malaysian Government has formulated three Industrial Master Plans since 1986.
The focus of these plans has been to structure the development and transformation of
the manufacturing sector in Malaysia (MITI, 2006). The Third Industrial Master Plan
(IMP3) covers 2006 to 2010. IMP3 principally focuses on the development of
technology and innovation as a key driver of SMEs’ growth and competitiveness. IMP3
supports SMEs in capitalising their outward investment opportunities, adopting best
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business practices and becoming more resilient in a more competitive climate (MITI,
2006).

2.3.3

Building Capability and Capacity

As part of the strategic thrust for SMEs development, building the capability and
capacity of human capital and increasing technical knowledge and dissemination of best
practice are necessary amongst SMEs in Malaysia to increase GDP, and to remain
competitive in the marketplace (NSDC, 2009). Thus, local SMEs must consider
initiatives in several areas: (i) upgrading to new methods and practices, (ii) investing in
developing skill sets and technical expertise in the workforce, (iii) adhering to globally
accepted standards, (iv) adopting new technologies and (v) exploring new potential
markets (NSDC, 2010). The ability of Malaysian SMEs to compete in international
markets depends on their willingness to invest in and upgrade human capacity and
capability.
In 2009 as part of an integrated process, SME Corp introduced 119 programmes,
with a financial commitment of RM 804 million (NSDC, 2010), as compared with a
commitment of RM 617.1 million for 202 programmes in 2008 (NSDC, 2009). The data
shows that 289,200 SMEs benefitted from these programmes in 2009, although this is
lower than the 466,609 SMEs that benefitted in 2008 (NSDC, 2009; NSDC, 2010), due
to the impact of the global financial crisis. The 119 capacity- and capability-building
programmes, then, can be broadly divided into seven key areas, as illustrated in Figure
2.2:
Capacity and
Capability Building

Entrepreneurship
Development

Technology
Enhancement

Marketing and
Promotion

Human Capital
Development

Product
Development

Awareness and
Outreach

Advisory Services

Figure 2.2: Key Areas of Building Capacity and Capability
Source: NSDC (2010)
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The Government focuses on three of these areas: entrepreneurship development,
human-capital development and marketing and promotion. Programmes under these
areas accounted for 80 percent of overall programmes benefitting 285,807 SMEs across
all sectors (NSDC, 2010). Table 2.4 summarises the allocation for all key areas in 2009.

Table 2.4: Allocation of Key Areas in 2009
Key Areas

Major Areas:
Entrepreneurship Development
Human-Capital Development
Marketing and Promotion
Sub-Total
Other Areas:
Product Development
Technology Enhancement
Awareness and Outreach
Advisory Services
Total

Programmes

Financial
Expenditure
(RM million)

SMEs
Benefitted

45
32
18
95

308.0
124.3
235.4
667.7

91,908
176,535
17,364
285,807

8
5
No Record
2
119

125.9
9.5
No Record
No Record
804.0

1,800
77
No Record
All
289,200

Source: Adapted from NSDC (2010)

No exact data has been recorded for the last two areas. As demonstrated, the
total 119 programmes were completed in 2009, in part through joint cooperation
between MITI and MATRADE.

2.3.4

The Supply Chain

As discussed in Section 2.3.1, the establishment of SMEs in Malaysia has become an
important contributor to Malaysia’s economic wellbeing. As SMEs continue to grow in
importance, their greater integration into the global economy provides opportunities to
participate in the international supply chain (MITI, 2006). The development of supply
chains with efficient logistics management is necessary to assist SMEs in conducting
business (SMI Malaysia, 2009), and has been designated by the Government as one of
the strategic thrusts to encourage integration between SMEs and multinational
corporations.
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Four modes of transportation are available to manage supply chain activities in
Malaysia: road, rail, ports and airports (SMI Malaysia, 2009). These modes provide the
infrastructure to support SMEs’ involvement in outsourcing and off-shoring of highvalue-added activities among large domestic and multinational corporations (MITI,
2006).
Malaysian SMEs need to improve their internal and external capability, capacity
and flexibility to meet the changes in demanding patterns of domestic and international
market, as well as respond to competition from regional firms (NSDC, 2008). However,
patterns of demand may be difficult to change, as they involve a mix of traditional and
modern distribution channels; more demanding customers; increasing competition,
consolidation and rationalisation of industries; difficulty in accessing sophisticated SC
capabilities; technology advancement and Internet uptake; and the movement from a
reactive to a collaborative position (Ogulin, 2003).
The Government has outlined several policies in the 9MP (see Section 2.3.2) to
create a strategy to foster high performance and resilience among SMEs (EPU, 2006).
However, SMEs should, themselves, also improve their capabilities to develop a
competitive advantage and provide more efficient delivery channels to customers
(NSDC, 2008).
In a 2009 survey by the United Parcel Service, a mere 7 percent of Malaysian
SMEs saw supply chain optimisation as a growth opportunity (UPS, 2009). However,
26 percent of Malaysian SMEs perceived that supply chain management (SCM) cut the
cost of operations and 24 percent distinguished it as a method for quality assurance. The
rest considered SCM as a way of protecting consumers, maintaining control through
visibility and forecasting demand. Ten percent perceived that SCM is not necessary for
business success (UPS, 2009). The survey demonstrates that most SMEs in Malaysia
prefer to change to SCM as a way of cutting operating costs, although some are
motivated by a desire to provide the best service for their customers.
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2.3.5

SMEs Performance Review from 2000 to 2009

The contribution of SMEs in Malaysia is relatively low compared to other industrial and
developing countries. However, there is much potential for SMEs to serve as catalysts
for growth. In 2009, Malaysian SMEs contributed 31 percent to GDP, slightly more
than in the Philippines (30 percent). The data shows that Malaysian SMEs are
competitive for all final products and services, although they trail behind those in
Thailand and Singapore, where SMEs contribute 38 percent and 49 percent of GDP,
respectively (NSDC, 2010).

Figure 2.3: Value-Added Growth of Malaysian SMEs versus Overall GDP Growth,
Annual Change in % (Constant 2000 Prices)
Source: NSDC (2010) from the Original Source of Department of Statistics Malaysia

Figure 2.3 shows that value-added growth of SMEs in the first few years of the
decade reflected the state of the overall economy. However, since 2004 SMEs have
consistently outperformed overall GDP growth. Moreover, SMEs’ contribution to GDP
remained relatively unchanged at 29 percent from 2000 to 2005. In 2009, SMEs’ GDP
increased to 31.2 percent. Thus, the data shows that SMEs still make a contribution to
Malaysia’s GDP, although they have been badly affected by the global financial crisis
(NSDC, 2010). However, in 2009, Malaysian SMEs recorded a decline of 0.4 percent
added value to RM 20,444 million (MPC, 2010), compared to RM 20,507 in 2008
(MPC, 2009), as a response to the global financial crisis.
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2.3.6

Contributions To and Impacts on the Malaysian Economy

For the past 40 years, the Malaysian economy has been fuelled by the rapid
development of SMEs. SMEs represent an important component of economic growth
and play a significant role in the production network as a whole by producing highvalue-added parts and components and improving themselves as downstream suppliers
and service providers to larger and more developed organisations (MOF, 2003;
Munusamy, 2008). Large numbers of SMEs also contribute to the Malaysian economy
by producing finished goods and services (MITI, 2006). However, Malaysian SMEs are
behind developed countries in terms of their contribution to GDP and exports; therefore,
many development programmes have been launched to improve their capability and
capacity (see Section 2.3.3), and in turn their competitiveness and resilience in the
global marketplace.
For many years, the Malaysian Government has initiated many programmes to
enhance the capability of SMEs. In 1971, the Government introduced the New
Economic Policy (NEP) to underpin SMEs’ expansion in Malaysia. In the 1990s,
Malaysia started to transform its economy from a commodity-based producing nation to
a manufacturer of industrial products, focusing on the export market (Sohail & Hoong,
2003). This transformation has been led through backward and forward integration
activities to strengthen industrial linkages (Sohail & Hoong, 2003), since SMEs are
expected to be an integral factor in achieving sustainable economic growth and
developed-country status by the year 2020 (MITI, 2006). The contribution of SMEs
towards Malaysia’s GDP is targeted to increase from 32 percent in 2005 to 37 percent in
2010. The export rate is also targeted to rise from 19 percent to 22 percent over the
same period (NSDC, 2009).
Figure 2.4 illustrates Malaysian SMEs’ share of GDP, employment and exports
in 2005 and the targeted data for 2010. SMEs are targeted to contribute 37 percent to
Malaysia’s GDP, 57 percent to the employment rate and 22 percent to the export rate in
2010, rises of 5 percent, 0.6 percent and 3 percent, respectively, compared to 2005.
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Figure 2.4: SMEs’ Contribution to Malaysia’s Economy
Source: MPC (2010) and NSDC (2009)

2.3.7

The Global Financial Crisis in 2008-2009

The global economy contracted sharply during the financial crisis and credit crunch that
began in 2008; this has badly affected private-sector demand. Low-income countries
such as Albania, Nigeria, Djibouti and Vietnam have also been affected by slowdowns
in economic activity and falls in commodity prices (IMF, 2009). Asian economies,
including Malaysia, have also been badly affected by the sudden plunge in demand
from the advanced economies, which has created double-digit declines in exports and
production (NSDC, 2010).
In 2009, the crisis affected the value-added growth of SMEs, which fell by 0.4
percent (NSDC, 2010). The 2009 UPS survey of Malaysian companies confirmed
respondents fears: 69 percent expected that the Asia-Pacific economy would decline in
that year (up from 8 percent in the previous year). Predictions of better business-growth
prospects also fell: only 21 percent of SMEs in Malaysia expected a better business
growth in 2009, as compared to 73 percent in 2008 (UPS, 2009). However, the actual
average annual growth rate of SMEs from 2006 to 2009 was 5.7 percent, above the 3.8
percent average growth rate of the overall Malaysian economy (NSDC, 2010). In other
words, Malaysian SMEs have performed disproportionately well during the crisis, and
have experienced a comparatively moderate impact on sales (44.2 percent) during the
crisis. Fifty-eight percent of SMEs experienced a decline in new orders compared to
before the crisis; however, the majority of export activity (55.9 percent) was not
affected by the crisis (NSDC, 2009).
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Similarly, in a survey undertaken by SME Corp and the Federation of Malaysian
Manufacturer (FMM) 3 in April/May 2009, 77 percent of respondents (among
enterprises from the manufacturing sector, the figure was 82.7 percent) indicated that
they had been badly affected by the contraction in demand (NSDC, 2010). This finding
is consistent with the 2008 SMIDEC and FMM survey (NSDC, 2009). The findings also
indicate that majority of the respondents continued to experience slight to moderate
impact on sales revenue and profit margins. The key challenges faced by SMEs during
this time were an increase of raw-material prices, reduction in demand, cash-flow
problems and labour issues (NSDC, 2010).
However, a third survey, undertaken in July/August 2009 with the collaboration
of BNM, showed that SMEs had been less affected compared to the first quarter of
2009. The result is comparable across three major sectors (services, manufacturing and
agriculture), although the manufacturing sector was more affected than the service
sector due to the exposure to external demand (NSDC, 2010). The latest survey,
conducted in April/May 2010 with the assistance of the BNM, shows that 23 percent of
respondents (Malaysian SMEs) have recovered from the crisis (NSDC, 2010). This
success is attributed to the BNM’s reduction of the Overnight Policy Rate (OPR) from
3.5 percent to 2 percent starting in November 2008 (NSDC, 2009).
Indeed, most SMEs very quickly recovered from the crisis, as the Government
introduced two economic stimulus packages (2009-2010) and allocated about RM 15.6
billion, or 2 percent of GDP, to assist them (NSDC, 2009). These packages have
included financial assistance; restructuring credited loans or debts; lowering the cost of
doing business, including interest rate reduction; enhancing training and capacitybuilding; assisting specific vulnerable groups to increase resiliency through social safety
nets; and providing special measures to assist the most-affected sectors to encounter
economic challenges (NSDC, 2009). The packages also include assistance for SMEs
through collaboration with the internet search engine Google and two local universities
to support setting up a web presence and making it feasible for them to do business over
the internet (Bakar, 2009). By the end of 2009, 53 percent of SMEs had received the
allocation of RM 15.6 billion to reduce the impact on their firms (NSDC, 2010).

3

The FMM is a premier economic organisation in Malaysia. It was established on 2nd July 1968 to offer a
wide range of services and activities to facilitate business operations in Malaysia (FMM, 2008a; FMM,
2008b).
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During the crisis, SMEs have been affected by reduced demand for products and
services, postponement in payment collection, funding issues and the rising cost of raw
materials. SMEs themselves have also taken various actions, including venturing into
new markets, improving productivity and efficiency, cutting back production costs,
looking for additional financing sources and downsizing workforces (NSDC, 2009).
Malaysian SMEs have also been encouraged to develop deterrence methods such as
tightening cash management, exploring new markets, offering new value-added
products and services, diversifying business performance, exploring new revenue
streams and reducing other associated costs. This demonstrates the agility of Malaysian
SMEs to respond to emerging challenges and take corrective actions (NSDC, 2010).
Economic crisis also tends to create and develop SMEs’ capacity to cope even though
they may still be uncertain about how the crisis will affect them (Zulkiffli, 2009; NSDC,
2010).

2.3.8

Impediments and Challenges

Most SMEs in many countries face severe problems and numerous challenges to their
competitiveness and efficacy (Saleh & Ndubisi, 2006); Malaysian SMEs are no
different. The Fifth Annual UPS ABM survey shows that most SMEs in Malaysia are
lacking in some important areas: government support, access to funding and working
capital, availability of qualified workforce, innovation, access to market intelligence and
other business information, access to overseas market and supply chain efficiency (UPS,
2009). Table 2.5 lists the major problems encountered by Malaysian SMEs.

Table 2.5: Problems of Malaysian SMEs
No.

Description

i.

Lack of awareness and knowledge in obtaining funds from financial
institutions and the Government
Lack of human-capital development
High level of competition in the international market
Lack of access to ICT and technology development
High level of bureaucracy in government agencies
Very low allocations to research and development
A substantial orientation towards domestic as opposed to international markets

ii.
iii.
iv.
v.
vi.
vii.

Source: Adapted from Saleh & Ndubisi (2006)
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In addition to those shown in Table 2.5, two unique issues cause problems for
Malaysian SMEs: negative Malaysian attitudes toward the use of subsidies and the
development of a critical mass (Omar & Hamid, 2006). Other key problems are
difficulties in gaining exposure and experience in international markets, and difficulties
in gaining management experience in conducting business and dealing with other
people (Munusamy, 2008). However, these issues have been a part of Malaysian
business for many years. Therefore, it can be concluded that issues of people and
technology have become the major obstacles for SMEs in Malaysia (Ting, 2004; Omar
& Hamid, 2006; Sayuti, 2007).
There are seven major constraints to the improvement of Malaysian SMEs’
business performance.

A. Financial Constraints
The majority of Malaysian SMEs (86 percent) have encountered problems in business
financing in terms of insufficient collateral (52 percent), bureaucracy and red tape in
processing application (51 percent), unaccepted project proposals (50 percent) and the
lack of institutions willing to lend to small business (50 percent). Moreover, 34 percent
say that no personal contact with bank officers inhibits them from getting loans (UPS,
2009). On the other hand, financial constraints are not a big issue for Malaysian SMEs:
71 percent are satisfied with the performance of their financial service provider (UPS,
2006).

B. Technological Constraints
In general, Malaysian SMEs use a low level of technology and less-productive
operation methods. A 2003 survey conducted by the MITI demonstrates that ICT usage
amongst SMEs is limited, which impedes productivity and market-outreach
enhancement (MITI, 2006).

C. Business Operations Constraints
According to the 2003 survey, less than 5 percent of SMEs’ business operations had
been fully automated, compared to 75 percent that were semi-automated (MITI, 2006).
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D. High Cost of Infrastructure
Appropriate and adequate infrastructures are crucial to creating a business environment
conducive to SMEs. However, the high cost of providing physical and non-physical
(soft) infrastructures undermines the growth of SMEs and inhibits them from prospering
and competing in the global market (SMIDEC, 2002). Therefore, SME Corp supports
Malaysian SMEs by financing infrastructure costs; for example, by committing RM
70.5 million to counter infrastructure-related problems (NSDC, 2010).

E. Lack of Technical, Professional and Management Expertise and Entrepreneurial
Skills
In general, most Malaysian SMEs face a shortage of technical and professional
expertise, which manifests as an inability to attract suitable talents and retain skilled
employees. Hence, it has led to the limitation of technology utilisation and research and
development activities amongst SMEs in Malaysia (MITI, 2006). Most Malaysian
SMEs are not professionally managed and do not adopt the best business practices and
quality management systems. This continues to keep them from competing effectively
in a hostile market (MITI, 2006). For these reasons, SMEs should employ capable
workforces with high skill levels and good knowledge of the business’s operations and
entrepreneurial aspects.

F. Limited Involvement in Research and Development
Malaysian SMEs are also facing limitations on investment in research and development
(R&D) and innovation activities. According to the 2003 MITI survey, only 55 percent
of SMEs focus on R&D; instead, they concentrate on process involvement (59.4
percent), new-product development (44 percent) and innovation and technology (21.9
percent). However, only 19 percent of SMEs registered their trademarks; 3 percent are
registered for patent approval. This suggests that SMEs’ awareness of the importance of
having intellectual-property protection must also be improved (MITI, 2006).

32

G. Inability to Explore Market Opportunities
Weaknesses in technical and financial capabilities have resulted in SMEs’ inability to
explore market opportunities in the local and global market environments (MITI, 2006).
Thus, Malaysian SMEs are encouraged by the Government to aggressively explore
potential export trade as a way to expand domestic market involvement and improve
market growth (MITI, 2006), as well as to stimulate the development of their
capabilities by taking advantage of every opportunity that can improve their competitive
performance.

These seven constraints point out challenges that may affect the performance of
Malaysian SMEs in terms of: strengthening the capacity and capability to compete in
global market; competing with other producers (for example, China and India);
expanding firms’ capabilities in meeting the challenges of market liberalisation and
globalisation; improving firms’ capacity for technology management and knowledge
acquisition; increasing productivity and output quality; entering new markets;
strengthening relevant skills to enter a new business environments; getting extensive
access to financial and capital facilities and venture funds in initial or mezzanine
financing; reducing the high cost of infrastructural and technological development; and
gaining more general knowledge and information (SMIDEC, 2002; MITI, 2006; Saleh
& Ndubisi, 2006).
Ting (2004) also summarises some key challenges to the performance of
Malaysian SMEs: (i) lack of access to loans and financing, (ii) human-resource
constraints including lack of management skills, (iii) inability or limited ability to adopt
technology, (iv) lack of information on potential markets and customers and (v)
weaknesses in confronting global competitors.
Another challenge is the Government’s expectation to focus on the Asia-Pacific
and Middle East regions. These regions are the predominant market to be penetrated to
fill the market gap, particularly for Halal 4 products, rather than North America and
Europe (UPS, 2009). Malaysian SMEs must focus particularly on competing with other
Asian countries. Some are already doing so: for example, a significant minority (20
percent) see China as a major business threat. However, most Malaysian SMEs believe

4

Halal is a term designating products that are permissible to use or engage in according to Islamic law.
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that they do not need to be particularly competitive against their counterparts in the
region. They also see that SMEs from China, South Korea, Taiwan and Hong Kong are
more competitive in the global marketplace. This perception is reciprocated: for
example, the majority of SMEs from China perceive that Indonesian SMEs are more
competitive than Malaysian SMEs (UPS, 2009).

2.4

Concluding Remarks

SMEs are the important engine of economic growth in many countries, and the key
suppliers and service providers to leading industries. SMEs not only increase a
country’s employment, exports and GDP, but also contribute to the population’s quality
life. The data indicated in this chapter suggest that SMEs are vital contributors to
countries’ economic wellbeing, including Malaysia. However, most data in the chapter
is predominantly based on 2009, due to the fact that the data for 2010 had not yet been
published during the researcher’s writing stage.
In Malaysia, SMEs comprise more than 90 percent of the total number of
enterprises in the country, with 7.2 percent of all SMEs being in the manufacturing
sector. As an important component in the 9MP, the SMEs’ manufacturing sector
contributes more than 400,000 employment opportunities in the country. This is
contributed primarily by food and beverages, followed by rubber and plastics products,
chemical and chemical products and fabricated metal products.
As discussed in Section 2.3.1, the Malaysian government has also introduced
many policies, incentives, programmes and financial assistances to spur on the
country’s SMEs development policies, as indicated in the 9MP and the IMP3. This
includes capability- and capacity-building programmes (discussed in Section 2.3.3) to
improve human capital’s skill and knowledge.
Moreover, while there are many potential advantages to be explored, Malaysian
SMEs need to aggressively promote their products and services in an uncertain market
by taking advantage of all programmes and initiatives provided by the Government,
government-related agencies and the private sector, and firmly practise new strategies
and improvement methods to anticipate an improving global environment. Moreover,
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the Government is actively encouraging SMEs to apply the concept of Glokal 5.
Therefore, Malaysian SMEs should regard threats and obstacles as opportunities that
can be translated into the advancement of business growth.
The dynamism of SMEs’ development in Malaysia is also supported by an
effective supply chain system, as discussed in Section 2.3.4. Most Malaysian SMEs see
that effective SCM is the best method to develop business success and to serve
customers better – largely through four modes of transportation: road, rail, ports and
airports.
Malaysian SMEs also suffered during the global financial crisis in 2008-2009.
Section 2.3.7 examined the extreme challenges for SMEs in recovering from the crisis.
SMEs have needed to prepare for greater productivity and efficiency; employ better
credit control, cash management and cost-saving; reduce waste; diversify into new areas
of business; and penetrate new domestic and international markets to achieve long-term
competitiveness. Moreover, SMEs need to develop greater resilience to sustain business
performance, and to take advantage of new business opportunities. Focus should also be
given to problems such as limited access to export markets, inadequate technological
capability and low adoption of enabling technologies.
To conclude, most Malaysian SMEs face the same problems, impediments and
challenges. The Government believes that only SMEs that can harness technology and
knowledge to increase the value they add to products and services can compete globally.
Since the manufacturing sector is the predominant contributor to the Malaysian GDP
and is an economic pillar of the country, the current study will investigate the impact of
capability development on Malaysian manufacturing SMEs’ business performance.
The next chapter reviews and discusses the literature to provide an
understanding of the study’s context.

5

Glokal is a concept introduced by the sixth Prime Minister, Datuk Seri Najib Tun Razak, to attain as
many as possible achievements in the global arena without forgetting one’s place of origin (FMM,
2008a).
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3CHAPTER THREE
LITERATURE REVIEW

3.1

Introduction

The concepts of the resource-based view (RBV) and supply chain management (SCM)
have drawn a great deal of interest. Attention has focused on the development of
capabilities that contribute to improving firms’ business performance, and particularly
on the role of corporate competitive capabilities (CCC) and supply chain operational
capabilities (SCOC). These determinants have been extensively analysed in many
studies that focus on large enterprises (Rosenzweig et al., 2003; Kim, 2006a), and more
recently, in studies of RBV in small and medium-sized enterprises. Researchers have
also shown interest in levels of supply chain integration (SCI), a concept that has for
years been extensively explored as a critical component to strengthening organisations’
competitive advantage (Chen et al., 2004).
The objective of this chapter is to review the relevant literature concerning, first,
the theory of RBV and SCM, and second, the concepts of CCC, SCOC, levels of SCI
and business performance.
The organisation of this chapter is as follows. Section 3.2 discusses the parent
disciplines: the theory of resource-based view (RBV) and theory behind the supply
chain management (SCM). Section 3.3 presents CCC as an organisation’s core
competence. Section 3.4 addresses the determinants of SCOC as a source of competitive
advantage. Section 3.5 discusses the levels of SCI. Section 3.6 deliberates the dynamics
of business performance, including the use of subjective measures as a substitute for
objective measures in respect to the difficulty in analysing business-performance data.
Section 3.7 emphasises research gaps that this study will address. Finally, Section 3.8
presents the chapter’s concluding remarks.
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3.2

Review of the Theories of the Study

This section reviews literature on two dominant theories that represent the current
study’s constructs: the resource-based view (RBV) and supply chain management
(SCM) theory. RBV theory focuses particularly on competitive advantage; the SCM
theory focuses on maximising firms’ value.

3.2.1

Resource-Based View

The current dominant view of business strategy is the resource-based theory or
resource-based view (RBV). As a way to sustain competitive advantage, RBV focuses
on competitive heterogeneity: the ways in which close competitors differ in their
resources and capabilities (Barney, 1991; Barney, 1996; Helfat & Peteraf, 2003). This
theory suggests that competitive advantage and business performance are outcomes of
firms’ resources and capabilities (Barney, 1991; Fahy & Smithee, 1999).
RBV views the company as a collection of unique resources and capabilities to
provide the basis of its business strategy (Barney, 1991; Oliver, 1997). Barney (1991)
demonstrates two alternate assumptions to analyse the source of competitive advantage
amongst firms:
i.

Firms within an industry (or group) may be heterogeneous 6 to the strategic
resources and

ii.

RBV may not be perfectly mobile across firms; thereby, heterogeneity can be
enduring (Barney, 1991).

These assumptions suggest that RBV can be analysed in terms of three concepts:
resources, competitive advantage and capability. Scholars have indicated that resources
– which include all assets, capabilities, organisational process, attributes, information
and knowledge – are inputs into a firm’s production processes. Competitive advantage
is developed through the combination and integration of sets of resources, rather than
from a single resource. By contrast, capabilities relate to the ways of accomplishing
various activities, and depend on the available resources (Wernerfelt, 1984; Barney,
1991; Grant, 1991). Capabilities are defined as the capacity for a set of resources to

6

In the RBV theory, resource heterogeneity is also known as resource diversity. It pertains to whether a
firm owns a resource or capability that is also owned by other competing firms; if a given firm is unique
in owing that resource, this can provide a competitive advantage (Mata et al., 1995).

37

perform an activity. Researchers have pointed out that it is critical to a firm’s internal
environment to achieve a successful strategic interaction with its external environment
(Barney, 1991; Simonet, 2007).
Moreover, research on RBV has suggested focusing on the use of the firm’s
competencies and capabilities as an effective method of improving its performance
(Combs & Ketchen, 1999; Schroeder et al., 2002; O’Regan & Ghobadian, 2004;
Runyan et al., 2007). These studies demonstrated that firms need to sustain their
superior resources as a key to gaining competitive advantage, particularly in a hostile
market.
The theory of RBV also plays a role in expanding a collection of capabilities.
Many scholars, however, use the concept of “competencies” and “capabilities”
interchangeably; and these words are variously defined in many different approaches
(Ulrich & Smallwood, 2004; Gruber et al., 2010). Many studies regard both concepts as
concerning the body of resources (for example, technological skill and organisational
resources), and point to a company’s ability to manage and exploit resources within the
market (Stalk et al., 1992; Amit & Schoemaker, 1993; Azzone & Rangone, 1996;
Rangone, 1999). Resources and capabilities may evolve and change over time based on
a firm’s requirements (Helfat & Peteraf, 2003). Barney (1991) recommends using
capabilities consistently, allowing them to be improved and making it difficult for
competitors to imitate them. This helps firms achieve a competitive advantage.
On the other hand, there are few studies that discuss RBV in the context of small
and medium-sized enterprises (SMEs) (Westhead et al., 2001; Aragón-Correaa et al.,
2006; Runyan et al., 2007; Ismail & Ong, 2008; Terziovski, 2010). RBV is significant
for these firms, as it provides a framework for owners to strategise objectives based on
resources (Runyan et al., 2007). SMEs are encouraged to acquire a certain level of
information and communication technologies (ICT) competence as one of the ways to
achieve a sustainable competitive advantage (Ismail & Ong, 2008). Also, consideration
should be given to the value of non-monetary resources (such as social capital and
downtown brand identity) to strengthening firm performance (Runyan et al., 2007).
RBV distinguishes firm-specific assets and examines their impact on the
configuration of a firm’s competitive advantages. The distinction could be developed
through the accumulation and deployment of both resources and capabilities in response
to particular market opportunities. The aim is to make it difficult for competitors to
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obtain or imitate the firm’s products (Cockburn et al., 2000; James, 2002) and to
improve differentiation between the products of different firms (Porter, 1990).
To conclude, many firms are turning to a strategic approach in managing their
business (O’Regan & Ghobadian, 2004) due to the need for achieving a balance or fit
between the firm’s internal and external environments (Collis, 1994; Teece et al., 1997).

3.2.2

Supply Chain Management

Due to competitive environmental changes, the management of the supply chain has
become one of the major issues for companies’ wellbeing. The theory of supply chain
management (SCM) began with the seminal work of Skinner (1969); in particular since
the 1990s, the development and application of SCM in a business context has proven to
be a highly effective tool. For example, through SCM, the competition between national
and international competitors can be significantly increased to provide the best service
to the final customers. Firms also realise the importance of minimising the cost of
making products easily accessible to customers, and thus it encourages the development
of distribution channels along the process of supply chain activities. Many firms also
realise that performance maximisation in one department or function may lead to lessthan-maximum performance for the entire firm (Lummus et al., 1998). Therefore, firms
are encouraged to implement the supply chain process across the entire enterprise to
improve overall decision-making.
The supply chain and SCM are defined in many ways. The most commonly used
definition of supply chain is that of Handfield and Nichols (1999, p. 3): “all activities
associated with the flow and transformation of goods from the raw materials stage
(extraction), through to the end user, as well as the associated information flows.
Material and information flow both up and down the supply chain”. They define SCM
as “the integration of these activities through improved supply chain relationships, to
achieve a sustainable competitive advantage” (Handfield & Nichols, 1999, p. 3).
However, a year before, Lambert et al. (1998, p. 1) had modified the definition put forth
by members of Global Supply Chain Forum in 1998, describing SCM as: “…the
integration of key business processes from end user through original suppliers that
provides products, services and information that add value for customers and other
stakeholders”. These definitions have in common an emphasis on the significance of
integration along the SCM process within firms. However, Walters and Lancaster
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(2000, p. 160) suggest a new definition for SCM and logistics management, asserting
that logistics is a part of supply chain activities, as:
“...a basis of foundation of management thoughts between key stakeholders
and enterprise functions that can be implemented in order to maximise value
creation. It is operated by customer needs satisfaction and efficient logistics
management. In contrast, logistics management acts as a function that connects
between management of cost and activities within the supply chain” (Walters
& Lancaster, 2000, p. 160).

These definitions describe SCM as a main contributor to corporate performance.
Studies of single countries or industries play an important function in assessing the
degree of intensity of these linkages.
SCM aims to guide the flow of information and materials, as well as both
structure and infrastructure, to produce value-added products and provide a proper
channel to deliver products efficiently to final customers (Narasimhan & Kim, 2001).
SCM also denotes the firms’ and intermediaries’ channels from raw materials to the end
consumers (Rao et al., 1994), and depends on internal (intra-organisational) and external
(inter-organisational) integration, collaboration and coordination across organisation
and supply chain boundaries (Gimenez & Ventura, 2005), by connecting its operational
activities with suppliers and customers (Lummus et al., 2008).
The relevant literature, as surveyed by Lee et al. (2007, p. 445), defines SCM as
an integrated management tool for the flow of information and materials/services
among different stakeholders and facilities. Several related studies have explored
various areas related to the concept of supply chain, such as information processing
(Dawe, 1994; Lee et al., 1997), inventory management (Svoronos & Zipkin, 1988;
Nahmias & Smith, 1994; Ganeshan et al., 2001), transportation and logistics
management (Cohen & Lee, 1988; Geoffrion & Powers, 1995; Vidal & Goetschalckx,
2001), policies of ordering (Cachon, 1999), supply chain strategies (Sabri & Beamon,
2000; Li & O'Brien, 2001), supplier-diversity initiatives (Shah & Ram, 2006), supply
chain coordination and partnership (Maloni & Benton, 1997; Meade & Sarkis, 1998; Xu
et al., 2001), trust and commitment in supply chain operations (Kwon & Suh, 2004) and
possible benefits for knowledge-sharing within the network (Dyer & Nobeoka, 2000).
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Competitive performance can be enhanced by closely integrating internal
functions and external operations (Narasimhan & Kim, 2001). Along these lines,
Sridharan et al. (2005) state that the purposes of SCM are integrating multiple structures
and processes to give customers demand value, and facilitating and coordinating the
movement of goods, services and information in the marketplace.
Cooper et al. (1997) provide another perspective on SCM, stating that it is an
integrative philosophy that focuses on the system as an original structure. The
implementation of an appropriate technique is required to coordinate the business
processes and activities not only of a few channel pairs, but of the entire channel
management, such as customer satisfaction, value creation, exceptional returns, longrun competitive advantage (Tracey et al., 2005), facilities networking (Sabri & Beamon,
2000) and management inventory (Cooper & Ellram, 1993).
SCM considers many types of business and relationship networking in addition
to one-to-one or business-to-business (B2B) activity. It provides the opportunity to
capture synergy and integration management both intra- and inter-company (Lambert et
al., 1998). Also, SCM deals with quality development and initiates a new technique to
manage a good business relationship with other channel members across the supply
chain process. Although the management of the flow of products and services from
point-of-origin to the point-of consumption is quite complex (Lambert et al., 1998), it
can be easily managed if firms have a system of SCM procedures and plans.
Simultaneously, the complexity of managing the supply chain can be reduced,
particularly for some activities along the process such as production and delivery
strategy, inventory, forecasting and enterprise software, as well as other integration
activities (Robb et al., 2008).
The growth of the supply chain concept is reflected in several external
contributors: stability in the globalisation process, reduction in internal trade barriers,
improvement in information availability and a good business environment. The
development of existing trends in SCM can be stimulated by computer-generated
production schedules; the significance of controlling inventory and government
regulations and actions, particularly in the context of the Government Agreement on
Tariffs and Trade (GATT) and the World Trade Organisation (WTO); and collaboration
with the European market (Gunasekaran et al., 2004).
41

3.3

Review of Corporate Competitive Capabilities as a Core Competence of the
Organisation

Competitiveness refers to the ability of a firm to grow and prosper among other firms in
the marketplace (Han et al., 2007), and involves a decision pattern and a range of
business activities that a company intends to pursue. Competitiveness also contributes
to economic and non-economic factors affecting shareholders, employees, customers
and the community (Andrews, 1980). It could also be referred to as the ability to sustain
a market position, and requires the achievement of several simultaneous targets
(Altenburg et al., 1998). The firm must also focus on customers as their highest priority
(Chopra & Meindl, 2007).
Corporate competitive capabilities (CCC) are necessary for a firm to develop
core competence, and in turn to generate a good business strategy. It is common to have
many substantial differences in capabilities and resource allocation across individual
companies that pursue the same strategy. Such differences could significantly affect
corporate performance (Narasimhan et al., 2001).
Some pioneer scholars refer to CCC as a competitive strategy or corporate
strategy (Andrews, 1980; Watts et al., 1992) and a manufacturing task (Miller & Roth,
1994). These concepts can be a middle point of direction for a company developing its
goals (Andrews, 1980). Recent studies have focused on developing competitive
capabilities as the potential differentiation point between organisation and competitors.
According to Tracey et al. (1999), competitive capabilities are the outcomes of critical
management decisions even though they are not controllable by the management. They
also represent the manufacturer’s actual, or “realisable” competitive strength relative to
primary competitors in the target markets (Stalk et al., 1992; Ward et al., 1994;
Rosenzweig et al., 2003).
It is necessary to develop some taxons of competitive capabilities for the factors
that contribute to an organisation’s capacity to meet customer’s needs, such as: orderfill rate, product-line breadth, order-cycle time, order information, shipment and
delivery, delivery speed and frequency, product quality, dependability and after-sale
service, handling of returns and exceptions, design and volume flexibility, conformance,
performance, price offered and advertising method (Miller & Roth, 1994; Rao et al.,
1994; Tracey et al., 1999). However, other studies focus on different factors in
considering better competitive capabilities, such as: cost leadership (Watts et al., 1992;
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Kim, 2006a), innovative marketing, differentiation, customer service (Kim, 2006a),
quality, dependability and flexibility (Watts et al., 1992), customer-service levels
(Pratten, 1991; Innis & La Londe, 1994), supply and distribution channels, facility
locations,

allocations,

inventories,

transportation,

information

management,

organisation (Innis & La Londe, 1994) and product development (Pratten, 1991).
However, competitiveness in a European industry is measured in financial and
economic terms (Voss et al., 1995).
Rao et al. (1994) recommend that an alternative competitive strategy must be
developed at the corporate level to set the firm’s direction; they also recommend giving
a command and criteria evaluation to the functional (lower) level. In this way, the firm’s
mission and vision can be accomplished in a short time. However, according to Watts et
al. (1992), it is important to develop consistent strategies and capabilities for other
functional areas using corporate competitive strategy, to allow the firm to compete in
global marketplace. Narasimhan and Carter (1998) suggest that business strategy could
be supported by connecting to supply chain strategies and operational capabilities.
Competitive factors depend on the firm’s situation. For example, Voss et al.’s
1995 study of Finland, Germany, Netherlands and the UK finds that those countries
share three important values: site size, origin of parent companies and agenda for
individual country. The study then shows that Germany is the best model of good
practice as measured by performance index, and recommends that firms – particularly
SMEs – in other countries should take Germany as an excellent example to establish a
world-class competitive standard.
When supply chains require collaboration across firms, each should consider the
operational costs that relate to logistics, distribution and production, particularly during
the process of minimising raw materials, work-in-process and finished-goods
inventories (Allen et al., 2007). This method will enhance firms’ capability
management, giving them the capacity to encourage focus groups, sustain competitive
advantage and avoid imitation from rivals (Olavarrieta & Ellinger, 1997; Dangayach &
Deshmukh, 2001; Shang & Sun, 2004; Allen et al., 2007).
The study of Tracey et al. (1999) uses structural equation modelling (SEM)
analysis to demonstrate that competitive capability is positively related to advanced
manufacturing technologies, to the manager’s participation in strategy formulation and
to performance as measured by market performance and customer satisfaction. Firms
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with a high level of competitive capability achieve high performance. These findings
are also supported by Rosenzweig et al. (2003) through hierarchical regression analysis.
Chopra and Meindl (2007) contend that a firm’s supply chain strategy and
competitive strategy must be compatible. Firms can succeed by accomplishing the same
objective using both strategies in concert. Kim (2006b) revealed that competitive
capability and SCM practice in small firms might not directly relate to firm
performance, but may require an intermediate mechanism. However, competitive
capability and SCM practice have a direct positive effect on the performance of large
firms. On another point, Kim (2006a) recommends comprehensive investigation of the
mutual relationship between CCC and supply chain operational capabilities (SCOC).
Jusoh and Parnell’s 2008 study of Malaysian firms shows that competitive
advantage can be attained through lower production costs than those possible for
developed countries, and also through stability in the economic and political
environment. Therefore, Malaysia can provide many platforms for firms to grow and
succeed. Over the past decade, Malaysia has transformed itself into a competitive
manufacturing and export base; it has also focused on the development of a knowledgebased economy that emphasises information technology, and on developing an educated
and trainable workforce. Similarly, McGinnis and Kohn (1993) contend that it is
necessary for firms to be leaders in a competitive and unpredictable market environment
by striving to compete strongly in the marketplace.
However, to the best of this researcher’s knowledge, many scholars fail to
identify specific or standard criteria to measure CCC (for example, Watts et al., 1992;
Innis & La Londe, 1994; Miller & Roth, 1994; Tracey et al., 1999; Kim, 2006a). An
accepted business model that includes cost-leadership and differentiation strategies is
required for further analysis, as discussed by Porter (1980). These two strategies can be
developed by focusing on organisational efforts to identify and dominate a market
segment. However, if a firm fails to develop the strategies, it can become “stuck in the
middle” 7 without competitive advantage (Porter, 1980, p. 41). Some scholars have thus
concentrated on two additional strategies: innovative marketing and customer service.

7

Being “stuck in the middle” is an extremely poor strategic situation. Firms in this situation will lack
market share and capital investment, and obtain low profitability (Porter, 1980).
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3.3.1

The Corporate Competitive Capabilities Attribute: Cost Leadership

In general, cost leadership requires a set of functional policies, such as aggressive
construction of efficient-scale facilities, vigorous reductions in and tight control of cost
and overhead, avoidance of marginal customers and cost minimisation in all functional
areas. According to Porter (1980), these policies help firms provide products at a lower
cost than their competitors. To be pioneers in cost leadership, firms need to consider
differentiation together with a cost-leadership strategy in providing a competitive price
(Porter, 1985). Miller (1986), too, suggests that cost leadership is a strategy to produce
products or services more cheaply than competitors. It focuses on the pursuit of cost
reductions in manufacturing activities, efficiency in scale facilities and minimisation of
expenses, particularly on research and development (R&D), services, advertising and
selling activities. The author also emphasises that cost leaders should seek to supply nofrills, high-volume and standard products at the most competitive reasonable price.
To stress, cost leadership does not mean offering the lowest price, but providing
the lowest product costs to potential customers (Rashid & Chacko, 1999). However,
firms that strive for cost leadership usually do very little product innovation, as it can
disrupt efficiency. Therefore, Miller (1986) suggests that firms can only imitate
competitors’ innovations once the risk-reducing lag has been contemplated.
Firms usually require the implementation of cost leadership or differentiation
strategy to struggle competitively in the marketplace. Deficiency in one of these
strategies contributes to average or below-average profitability (Pearce & Robinson,
2000). If firms do not achieve either competitive advantage, this will contribute to their
having the poorest performance among their rivals. In other words, firms will enjoy the
highest levels of profitability if they work to achieve both types of competitive
advantage (Dess & Robinson, 1984; Robinson & Pearce, 1988). Also, firms need to
adjust prices dynamically to respond to the market if they wish to be a cost-leadershiporiented firm (Rosenzweig et al., 2003). Despite the fact that R&D, automation of
production and backward vertical integration can appear to be initially costly, in the
medium term they can actually reduce costs (Miller, 1986).
Likewise, Cousins (2005) supports Miller’s conclusions (1986) that firms should
deliver a set of business and marketing benefits in supply chain activities to boost their
cost-management position (for example, savings). However, Cousins (2005) contends
that firms are usually more interested in attaining short- or medium-term benefits
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compared to the implementation of: (i) complex sourcing strategies, or (ii) forming
closer working relationships with other supply chain members, which can take longer
than expected. Cousins advises managers to assess the most appropriate competitiveadvantage strategies, to be either a differentiation or low-cost-oriented company, as
firms need focus to develop a clear understanding of company priorities (Pearce &
Robinson, 2000).
The sustainability of low-cost advantage also may push rivals into other areas;
as a consequence, firms will survive in the less price-competitive surroundings (Pearce
& Robinson, 2000) and still make a satisfactory profit (Hunger & Wheelen, 1999).
Another opinion asserts that if firms survive using both cost leadership and
differentiation, they will consistently out-perform their rivals who do not employ the
same approach (Pearce & Robinson, 2000).
Firms usually require either cost leadership or differentiation strategy to
improve performance (Pearce & Robinson, 2000). Pearce and Robinson (2000) join
Hunger and Wheelen (1999) in contending that inefficiency in one of these will
contribute to average or below-average profitability. Therefore, firms must ascertain
that the product price offered is lower than competitors’, or the value of the offered
products higher so as to command a premium price. Firms must also ascertain that
product quality and product-line breadth (variety) suit customer expectations (Tracey et
al., 1999). Moreover, firms need to provide high order-fill rates, short order-cycle
times, accurate order and shipping information and frequent deliveries to achieve high
levels of customer satisfaction and market performance (Tracey et al., 1999).
Allen et al.’s field study (2007) reveals that Japanese firms far more frequently
used a cost-leadership strategy (or cost-minimisation strategy) (41.4 percent) than a
differentiation strategy (7.6 percent). Cost-leadership strategy is used to reduce cost and
tightly control overheads while improving customer service.
Jusoh and Parnell (2008) find that Malaysian customers tends to make
purchasing decisions based on price rather than the product’s uniqueness and
innovativeness. Most Malaysians have low purchasing power, and have thus developed
very conservative buying habits, only considering affordable products. Jusoh and
Parnell (2008) reject the earlier findings of Kim (2006a; 2006b), where both cost
leadership and differentiation measure the competitive capabilities of a firm.
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Pearce and Robinson (2000) contend that the simple management structure of
most SMEs is one of the traits of a cost-leadership strategy. However, Hunger and
Wheelen (1999) assert that SMEs must also concentrate on deliberately developing a
cost-leadership strategy, as they usually do not engage in the innovative practice that is
key to an effective differentiation strategy. A cost-leadership strategy is also crucial to
SMEs’ ability to produce lower-cost products with the same quality as those from large
firms. However, few new entrants will be able to match the leaders’ competitive
advantage, which forms a barrier to entry. As a result, firms that can enter – and survive
in – the market will earn an above-average return on investment (Hunger & Wheelen,
1999).
This research aims to fill some of the knowledge gaps revealed by a thorough
review of the literature by focusing on both cost leadership and differentiation to
determine how they contribute to the continuity of firm success, specifically for
Malaysian SMEs.

3.3.2

The Corporate Competitive Capabilities Attribute: Differentiation

Another approach to achieving competitive advantage is a differentiation strategy.
According to Kim (2006a; 2006b), differentiation strategy is part of corporate
competitive capabilities (CCC), and can be defined as creating something that is
perceived to be unique industry-wide (Porter, 1980; Porter, 1985). Many firms seek to
produce products that are different from those of their rivals. Differentiation can be
manifested in design or brand image, technology, features, customer service, dealer
network or any other pertinent dimensions. Significantly, firms often differentiate
themselves using several of these dimensions at a time and by providing valuable
features, rather than offering lower prices to potential buyers. This strategy can also add
value to the product, allowing the company to set a higher price, which reflects the
firm’s performance (Porter, 1980; Porter, 1985). Thus, through the implementation of
differentiation strategy, firms can provide a more enlightened and long-term view of
business (Cousins, 2005) and perform better than their competitors (Porter, 1985).

47

Similarly, Prajogo (2007) emphasises that the objective of differentiation
strategy is to develop competitive advantage and offer unique products to customers.
According to him, “uniqueness” can be defined through several facets, such as quality,
innovation and customer service. Thus, product value can be created or augmented
(Marcus, 1997). However, according to Osamu’s 2005 interview with the President of
Mitsubishi Gas Chemical (MGC), Mr. Hideki Odaka, differentiation strategy is not only
limited to creating product value, but also covers operational activities such as R&D,
technology for procurement and production, technical services, sales, marketing and
distribution. Firms can shift the business focus to achieve the most impact on the cost of
improving quality and the ability to reduce price and increase margin (Marcus, 1997).
Differentiation can also be based on the product itself, the delivery system and a
broad range of other factors that provide additional value to customers, ultimately
resulting in the premium product price (Prajogo, 2007). Thus, firms can build a good
rapport with customers for a long-term intention (Bowersox & Daugherty, 1995).
However, Allen et al. (2007, p. 81) claim that this strategy particularly relates to
innovative marketing, as it emphasises the uniqueness of products (or services).
Innovative marketing also functions as a stimulator of customers’ everlasting memory
of products or services. They recommend investigating the applicability of innovative
marketing to Malaysian SMEs (as discussed in the next section).
Differentiation can be divided into many types, such as differentiation through
competency and capability management (Cousins, 2005), differentiation on price,
innovation, marketing (Swink & Hegarty, 1998) and differentiation through the
development of innovative capacity and effective marketing (Altenburg et al., 1998).
Morash (2001) proposes another type of differentiation, which is customer-closeness
strategy. This strategy can be achieved through high levels of value-added customer
service, proactive quality and innovation differentiation (Garvin, 1987; Morash, 2001).
Swink and Hegarty (1998) encourage firms to consider marketing strategy as
one of the key aspects of differentiation: it unites customers and manufacturers in an
interactive relationship. Their study also demonstrates the negative effect of the
relationship between price differentiation and some attributes such as uncertainty,
heterogeneity, dynamism and environmental hospitality. It also shows that the purchase
price is a primary source for differentiation strategy, whereas product cost is highly
prioritised for the manufacturing outcome (Swink & Hegarty, 1998).
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However, according to Cousins (2005), firms should focus on differentiation
strategy based on supply chain management (SCM), which can allow them to achieve
competitive advantage by manipulating their competencies and capabilities, and by
treating SCM as the firm’s core capability. Cousins also emphasises that differentiation
strategy requires a much broader and strategic view of the supply chain’s role within a
firm. Similarly, Marcus (1997) stresses that the major factor of differentiation strategy
is to seek suppliers offering equivalent quality to the firm.
In Malaysia, the electrical and electronic industry demonstrates that
differentiation strategy enhances export performance 16.6 percent more than other
strategies (Rashid & Chacko, 1999). From the perspective of SMEs, the implementation
of differentiation strategy demonstrates positive relationships with performance and
competitiveness (Wafa et al., 2005). However, Lee et al. (1999) emphasise SMEs’
difficulty in successfully applying a differentiation strategy. This suggests that the
combination of differentiation strategy with other initiatives to obtain competitive
advantage will enhance firm performance (Bullón, 2009). Therefore, firms are
encouraged to consider their service capabilities and strengths in differentiating
themselves from their competitors (Marcus, 1997).

3.3.3

The Corporate Competitive Capabilities Attribute: Innovative Marketing

In practice, SMEs’ marketing efforts are driven by innovation. The concept of
innovative marketing in SMEs is based on the recognition of engagement in marketing
by managers. In general, the marketing objective for SMEs is to generate sales and
profit (Cummins et al., 2000; O'Dwyer et al., 2009a). However, this objective may be
hindered by several factors, such as lack of marketing expertise, business size, poor cash
flow and tactical and strategic customer-related problems (Carson, 1985; Doole et al.,
2006; O'Dwyer et al., 2009a). Johne (1999) expands the definition of marketing to
include the objective of innovative marketing. According to him, innovation marketing
is purposely to discover better (or new) potential markets and to develop better (or new)
methods to serve them. Also, innovative marketing is concerned with serving the
preferred market better.
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The idea of innovative marketing was pioneered by Drucker in 1955 in the book
The Practice of Management. In the 1989 version of the book, Drucker (p. 35)
emphasises innovative marketing, saying, “there is only one valid definition of business
purpose: to create a customer…it is a customer who determines what the business is….
Because it is its purpose to create a customer, any business enterprise has two – and
only these two – basic functions: marketing and innovation”. Thus, firms need to
provide the finest “concept, tools and infrastructure to close the gap between innovation
and market positioning to achieve sustainable competitive advantage” (Gardner, 1991,
p. 18).
Focus should also be given to reactive and market-led approaches to developing
innovative marketing for SMEs. Continuous incremental or complementary changes in
existing activities and practices can be made (Cummins et al., 2000). O'Dwyer et al.
(2009b) support this suggestion, agreeing that the implementation of innovative
marketing in SMEs can use a reactive or proactive approach. The study also
demonstrates that emergent innovative concepts such as SME image, strategic alliance
and product quality are important to the development of innovative marketing activities
and practices. Using these, the mix of target markets and the quality of service to the
chosen markets can be improved (Johne, 1999) .
It is also important for firms to assess the effectiveness of their marketing, and
the technical capability and product innovation that underlie it, so they can develop their
reputation, and hence gain new customers and retain existing customers (Allen et al.,
2007). However, the concept of uniqueness cannot be integrated with marketing
activities in practice, and thus of itself does not signify business success. This concept is
only relevant when applied to developing a strong customer focus (O'Dwyer et al.,
2009b). Innovative marketing also relates to advertising techniques: good advertising
will increase product demand and, consequently, stimulate the growth of production.
Advertising is also a method of “coaxing power” for purchasing (Allen et al., 2007).
To remain competitive in the marketplace, the development of innovative
marketing is crucial and requires the input of other factors; for example, working with
non-core marketing factors to integrate in an innovative marketing campaign. Allen et
al. (2007) stress the advantages to coordinating innovative marketing with product
differentiation strategy. By engaging in both differentiation and innovative marketing
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practice, SMEs can develop a competitive advantage that allows them to attain a strong
market orientation (O'Dwyer et al., 2009a).

3.3.4

The Corporate Competitive Capabilities Attribute: Customer Service

As the final element of corporate competitive capabilities (CCC), customer service
demonstrates a positive and significant impact on cognitive attitudes, repurchase
intention and customer satisfaction. Moreover, it plays a major role in accomplishing
customer satisfaction; it also plays a role in increasing the level of physical distribution
and logistics (Innis & La Londe, 1994). Customer service can also be emphasised as
part of a firm’s corporate philosophy, and can include providing a series of specific
services from sellers to customers and additional services to customers above and
beyond a product’s basic benefits (Kyj & Kyj, 1994; Levenburg & Klein, 2006).
Customer service involves both a physical-distribution orientation and a
marketing orientation. Innis and La Londe (1994) assert that from the physicaldistribution perspective, customer service can accommodate the next member in the
distribution channel. In other words, good customer service can satisfy the customer’s
need by fulfilling the customer’s order, providing on-time delivery and providing an
information-system interface and technical support (Stevens, 1989; Tucker, 1994).
However, Tucker (1994) contends that the customer-service-oriented marketing must
cover the entire channel of distribution, from manufacturers to final customers.
Firms can also consider providing additional service to retain existing customers
and attract new customers to be part of the firm’s success. Additional services might
include faster delivery, handling orders and queries efficiently over the telephone and
providing accurate purchase statements, as well as services such as competent technical,
after-sale and backup service, demonstration of equipment by qualified workers and so
forth (Kyj & Kyj, 1994). Customer service, then, can be adapted to achieve customer
satisfaction. As the most important feature of customer service, delivery (which covers
both information and product) is highly consistent with several features of marketing
differentiation strategy (Swink & Hegarty, 1998). Indeed, customer service contributes
to the supply system, as it significantly relates to all functions along the supply chain
process (Stevens, 1989).
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Valsamakis and Sprague (2001) show a positive relationship between SMEs and
customers in the UK market across the supply chain process. In general, SMEs prefer to
focus on customers’ well-being rather than on the manufacturing of physical products.
On the other hand, customer service can also be delivered through an efficient online
system. According to one study of 395 SMEs in the US through the adoption of
competitive advantage by use of the internet, online ordering capabilities have a positive
impact on perceived sales and online product demonstrations, and engaging customer
service through email shows positive impacts on perceived net profits (Levenburg &
Klein, 2006). This suggests that the adoption of online customer service is significant
for SMEs, as they have limited mobility in terms of workforce, technology and other
resources to retain good relationships with customers.
The discussion above demonstrates that firms need to accommodate customers’
requirements and need to compromise with current employees in terms of assistance
and advice, developing interactive relationships within departments and implementing
appropriate policies to guide all employees and managers.
Table 3.1 summarises several studies relating to the development of corporate
competitive capabilities (CCC), including cost leadership, differentiation, innovative
marketing and customer service.
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Table 3.1: Examples of Research Related to Corporate Competitive Capabilities
Scholars

Objectives

Sample

Analysis

Findings

Valsamakis &
Sprague (2001)

To examine how small and medium-sized
manufacturers (SMMs) can effectively
influence customers.

202 SMMs in the
United Kingdom

Factor analysis and
multiple regression
analysis

Cousins (2005)

To prove the effect of a firm’s perception on
the strategic nature of supply demands on
how it defines competitive advantage within
the marketplace.
To identify the shape of the interactive
relationship between CCC and SCOC for
performance improvement.
To investigate the levels of SCI on the
interactive relationship.
To investigate Japanese companies
following either Porter’s generic strategy or
continuing more-traditional Japanese
management strategy.

142 large
manufacturing
firms in the United
Kingdom
244 Korean firms
and 379 Japanese
firms

Structural equation
modelling

SMMs tend to work with fewer customers.
Strong relationships and focused operations support higher
growth for SMMs.
SMMs can develop stronger relationships with customers
by enhancing the service aspect of their operations,
particularly in terms of actual service offerings and a
service-oriented culture.
Firms’ competitive advantage is cost-focused by
considering supply as a major contributor.

Confirmatory factor
analysis and
regression analysis

The interactive effect between CCC and SCOC is
insignificant on firm performance as the development
stage of SCI increases.

101 managerial
employees working
in Tokyo, Japan

Principal component
analysis and
frequency analysis

To examine whether the development of
internal resources and capabilities in SMEs
can provide competitive advantage and
improve business performance.
To investigate the competitive strategy and
performance measurement in a Malaysian
context by applying a modified version of
Conant et al.’s generic strategy and Miles
and Snow’s business-strategy typology.

55 general
managers of SMEs
in Turkey

Factor analysis,
correlation, cluster,
canonical correlation
analysis and SEM
Factor analysis and
ANOVA

The cost-leadership strategy is the most-preferred and
differentiation the least-preferred strategy.
There is no evidence of focus strategy.
Two additional strategies are preferable in Japanese
company: supply chain focus and training-based strategy.
Business performance is positively related to the
development of internal capabilities and a strategy of
continuous improvement, innovation and change.

Kim (2006a)

Allen et al.
(2007)

Maranto-Vargas
& Rangel
(2007)
Jusoh &Parnell
(2008)

120 firms from the
list of the
Federation of the
Malaysian
Manufacturers
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Malaysian firms view competitive strategy differently to
their Western counterparts.
The difficulties of using Western measurement scales in
non-Western countries were also demonstrated.

3.4

Review of Supply Chain Operational Capabilities as a Source of Competitive
Advantage

In the literature, supply chain operational capabilities (SCOC) is similar to supply chain
strategy (Kim, 2006a), supply chain management capabilities (Tracey et al., 2005),
manufacturing practices (Sohal et al., 1999) and supply chain management practices
(Kim, 2006b; Li et al., 2006; Koh et al., 2007). However, because relatively little
research has focused on it, the study of SCOC as a distinct discipline cannot be defined
accurately. Definitions of these comparable disciplines used in studies will be used here.
In general, SCOC connects a company’s strategic intent and the needs of
customers (Ogulin, 2003), and it can be defined as the building blocks of supply chain
strategy (Morash, 2001). SCOC can best be described as “the pattern of decisions
related to sourcing product, capacity planning, conversion of finished product,
deployment of finished product, demand management and communication and
delivery” (Lummus et al., 1998, p. 52). Supply chain capabilities can also be defined as
“the building blocks for supply chain strategy and a source of competitive advantage for
a firm’s success” (Morash, 2001, p. 37). These definitions demonstrate that SCOC
requires a set of activities to promote effective supply chain management (SCM), and
incorporates both the core business and upstream and downstream businesses (Koh et
al., 2007; Yong et al., 2007).
SCOC involves complex skills and collective learning to ensure that functional
activities are better coordinated (Day, 1994). In terms of supply chain activities,
capability is linked to the organisation’s ability to handle correct orders on time,
communicate and provide information with other channel members as accurately as
possible, handle and fill orders using web-based systems, manage product returns and
establish global distribution penetration (Cho et al., 2008). Paying attention to several of
these individual dimensions will improve SCOC efficiency (Ogulin, 2003; Kim, 2006a),
and hence contribute to the development of competitive advantage and business
performance (Tracey et al., 2005).
To develop SCOC, firms need to understand several fundamental issues:
customer and supply chain uncertainty, supply chain capabilities and strategic fit. Also,
firms need to ascertain customer satisfaction by developing additional support for
supply chain capabilities (Chopra & Meindl, 2007). Watts et al. (1992) describe the
factors affecting suppliers’ capabilities. They do not comprehensively detail the
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mechanism by which those factors affect business performance; but do recommend that
firms focus more on developing a purchasing strategy than on developing
manufacturing and distribution strategies. Basic factors firms must consider to improve
their SCOC are:
i.

Improving existing capabilities unique to their markets, which requires an
understanding of market requirements and the ability to respond to customers’
demand.

ii.

Integration of, and collaboration with, supply chain partners across core
processes. This allows firms and partners to extract greater value by giving
superior service.

iii.

Advanced business models to allow an exploitation of new value, thus creating
new opportunity values through network capabilities and supply chain
operations (Ogulin, 2003).
All firms (including MNCs and SMEs) should be giving consideration to

implementing these factors to be more competitive in both local and international
marketplaces.
Morash (2001) discusses the relationship of supply chain strategies, capabilities
and performance on firms in the United States (U.S.) and Canada, asserting that SCOC
is the basis for effective supply chain strategy, and thus contributes to developing
competitive advantage. Also, the study demonstrates that operational excellence also
supports supply chain capabilities. Another study of 474 U.S. manufacturing firms
emphasises the importance of SCM capabilities to penetrate the world market. The
study shows that SCM capabilities (which consist of inventory control and production
support) greatly influence competitive advantage, and demonstrates a significant
relationship between SCM capabilities and both business performance and competitive
advantage (Tracey et al., 2005). However, it is difficult to improve SCOC efficiencies in
isolation (Kim, 2006b); improvement requires input from other factors, such as supplier
capabilities. SCOC can also be reinforced through the implementation of advanced
technology, quality, delivery, costs and flexibility in the firm (Watts et al., 1992).
Handfield and Withers (1993) categorise four attributes of operational
capabilities, which they apply to firms in China, Hungary, Korea and Japan: process
technology; material management and control; and production control and distribution
networks. The major problem of firms in those countries relates to the “[the size of]
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centrally planned economies...,which inhibits management’s focus on a concise set of
manufacturing tasks” (Handfield & Withers, 1993, p. 104).
Firms already proficient in sourcing supply chain capabilities can explore many
more opportunities. As an excellent example, the Dell computer company, which
operates in China and Malaysia, has been implementing a range of supply chain
capabilities using a combination of three options: build, borrow or buy (Table 3.2). By
implementing these options, firms can develop their SCOC and thus their competitive
advantage (Easton & Jarrell, 1998).
Table 3.2: Dell’s Supply Chain Capability Sourcing Strategy
Capability
Gaps
People

Build

Borrow

Buy

Invested in training
supply chain personnel

Used consultants to help
with high-impact projects

Recruited key supply
chain managers

Technology

Developed small
proprietary software
applications together
with their supply chain
partner

Licensed software and
influenced the software
vendor to change product
specifications to meet
Dell’s need

Bought off-the-shelf
application software

Logistics
infrastructure

Built the assembly
plants

3PL

Nil

Source: Easton et al. (2003, p. 570)

Three significant determinants are categorised under SCOC: technological
capability, structural capability and logistical capability. Previous literature has
discussed several issues that relate to these capabilities (Handfield & Withers, 1993;
Morash, 2001; Tracey et al., 2005; Kim, 2006a; Kim, 2006b; Zulkiffli et al., 2009).
However, there is still inadequate evidence to conclude that these technological,
structural and logistical capabilities have the same effect for both huge geographical
areas (such as the U.S.) and smaller areas such as Malaysia.
Most empirical studies focusing on supply chain issues look at developed
countries such as the U.S. and Japan (Handfield & Withers, 1993; Closs et al., 1997;
Kim, 2006b), and show a positive effect on performance (Ellinger et al., 2000; Morash,
2001; Corbett & Claridge, 2002; Cho et al., 2008). However, Malaysia and other
developing countries have so far received less attention. To begin filling this gap,
determinants of SCOC must be meticulously investigated from the Malaysian
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perspective, and supply chain activities should be analysed within the context of
Malaysian SMEs. The next sub-sections will discuss these issues.

3.4.1

The Technological Capability Attribute of Supply Chain Operational
Capabilities

According to Lall (1993), technological capability focuses on the abilities of productive
enterprises to handle industrial technologies and the changes in technology. The concept
of technology has been widely studied from the viewpoints of economics, sociology,
anthropology, management, etc. (Zhao & Reisman, 1992). Handfield and Withers
(1993) claim that technological capability can be implemented differently depending on
the situation. For example, the application of technological capability differs in Hungary
and China, as they also differ in their government policies, technological knowledge
base, skills, economics level and so forth. Similarly, firms in Malaysia may also face
changing circumstances, particularly when the Government changes its policies.
Many studies consider information technology (IT) as a function of
technological capability. In general, the purpose of IT is to increase firms’ capability
while decreasing costs (Closs et al., 1997). The use of IT, such as computer-based
information networks, can be a logistics resource and a competitive weapon to achieve
world-class logistics capability; it also allows a firm to rely less on local scientific and
technological capability. Other factors, such as type and size of firm, also play an
important role in IT usage. IT usage rates differ between small and large firms, and
between socialist and capitalist firms (Handfield & Withers, 1993; Dawe, 1994). Small
firms should focus on upgrading to the latest technology, making use of their ability to
adjust more quickly than large firms (Kennedy & Hyland, 2003). However, several
factors inhibit firms from implementing IT successfully: (i) IT is seen as very
complicated and too complex; (ii) it requires a large investment; (iii) firms can fail to
determine their IT strategy and outsourcing; and (iv) firms may lack technological
knowledge development (Handfield & Withers, 1993; Dawe, 1994).
Regardless of these inhibiting factors, firms must pay significant attention to
developing IT as a method of building a more effective and efficient SCM network.
Specifically, firms should concentrate on improving their procurement operations,
logistics and manufacturing support (Tan, 2002), and also on actualising advanced
manufacturing technologies (AMT) (Small, 1999; Jonsson, 2000; Kennedy & Hyland,
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2003; Sethi et al., 2007). Today, most established organisations worldwide
acknowledge the importance of IT in improving performance (Sayuti, 2007).
Dawe (1994) examines the implementation of technology in supply chain or
logistics activities amongst U.S. firms. The analysis shows a strong relationship
between logistics strategy and information strategy. However, the relationship depends
on the level of complexity, as logistics departments implementing complex strategies
(such as quick response or total enterprise) will use more than twice the information
than when implementing simple strategies, particularly in a large firm. Moreover,
according to Lefebvre et al. (1992), firms that adopt high technology tend to be more
competitive, which relates to cost advantage and differentiation. This finding
demonstrates that firms require both CCC and SCOC for success.
In an analysis of Malaysian SMEs, the Ninth Malaysian Plan (2006 to 2010)
stated that Malaysian SMEs are deficient in the development of technological capability
and have a low level of adoption of enabling technologies (EPU, 2006). Therefore, the
Plan recommends that Malaysian SMEs focus on developing technology and ICT
capability to enlarge their markets. This recommendation supports the idea that these
capabilities are important for the growth of Malaysian SMEs (Zulkiffli, 2009).
According to Saleh and Ndubisi (2006), Malaysian SMEs need to upgrade their
technological capability to be more competitive in the international market. Similarly,
Sayuti (2007) recommends that Malaysian SMEs should focus on developing a learning
organisation by continuously adopting and upgrading information technology to be
more competitive in the global market. The failure to identify such capability will
complicate the development of new products and production systems, and lead to the
lack of experience in international exposure and managerial aspects (Munusamy, 2008).
However, the relationship between SMEs and large firms or multinational companies
(MNCs) is critical in Malaysia: it depends greatly on SMEs’ technological capability to
meet specified manufacturing standards provided by large firms or MNCs (SMIDEC,
2002).
Information-technology issues are only one reason why Malaysian firms need to
consider the development of high-level technology capability through R&D activities,
even R&D activities only operated in the ‘start-up stage’ to move the company to the
higher end of the value chain (Saleh & Ndubisi, 2006). Moreover, the knowledge
transfer between firms and the R&D labs overseas is greatly encouraged (Song & Shin,
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2008). Therefore, firms require the implementation of a transfer technology unit (TTU)
or an indigenous technology unit (ITU) to support operations activities (Fang et al.,
2002).
To summarise, there are many methods to realise the value of logistics or supply
chain activities; firms should monitor these methods frequently, as technology is in a
constant process of profound change. Most firms – including Malaysian SMEs – do not
realise the importance of collaboration and the establishment of a good relationship with
other external parties, such as government, universities and public research
organisations, in developing technology applications. This lack of awareness can affect
firms’ responsiveness to technological change, making them less competitive (Zulkiffli,
2009).

3.4.2

The Structural Capability Attribute of Supply Chain Operational
Capabilities

Structural capability is considered to be one of the enablers for SCOC. Sometimes it is
referred to as “people”, “human resources” or “human capital”. Zairi (1998) emphasises
that people are the most important asset in an organisation, and its success depends
more on its people than on its products.
A firm’s success depends on both internal and external structure. According to
Bowersox and Daugherty (1995, p. 71), internal structure is defined as “the allocation
or assignment of roles and relationships within the firm”. This structure controls several
functional tasks such as sales/marketing, accounting, manufacturing/operations and
logistics; these tasks are derived from the firm’s capabilities and core competencies, and
are the backbone of its ability to develop a good performance index. The external
structure, by contrast, aims to maintain a good alliance between trading partners or
channel members and the firm (Bowersox & Daugherty, 1995). In the Japanese
environment, the management structure is based on extensive training and intensive
supervision of front-line and marketing personnel (Allen et al., 2007). These factors
enhance each employee’s skills development.
Some researchers recommend that firms formalise all aspects, including
operational activities, to develop an efficient functional task. The formalisation can be
influenced by technology, size and organisational traditions (Hahn, 2007). Each
company has a unique type of formal structure, with large firms more likely to develop
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one than small, which tend to be structured more by coordination and control systems
(Pelham & Wilson, 1996).
As indicated, a firm’s success is primarily generated by its people. For that
reason, managers are encouraged to possess a good knowledge of how to deal with
other people both inside and outside their organisation (Handfield & Withers, 1993).
Similarly, firms must also train managers to direct their employees’ energies towards
desirable goals and achievements (Kumagai & Kleiner, 1995).
The issue of “empowerment” 8 is also significant to an organisation; some
scholars develop empowerment as another aspect of structural capability (Kumagai &
Kleiner, 1995; Mills, 1995; Pastor, 1996; Pechlivanidis & Katsimpra, 2004). As a
classic example, the implementation of empowerment within Toyota has assisted in
achieving its strategic and operational goals, particularly the goal of simultaneously
improving productivity and reducing costs (Mills, 1995). However, sometimes firms
require the use of computerised decision-support systems (CDSS) in decision-making
rather than focusing on developing empowerment internally (Rao et al., 1994).
In the Malaysian business environment, most companies, including SMEs, rely
on their people to produce a good product. Nearly 40 percent of the problems faced by
SMEs owners or managers, as reported by Saleh and Ndubisi (2006), show that
difficulties with human-resource management (HRM) and a shortage of skilled workers
hinder firms’ development (Sayuti, 2007). This is supported by the study of Ting (2004)
and Omar (2006), which describes these issues as pivotal for Malaysian SMEs to
address. Some researchers encourage SMEs to use electronic human-resource
management systems (Hooi, 2006) as a way to ultimately improve service to customers.

8

Empowerment is “...the process by which a leader or manager shares his or her power with subordinates.
Power, in this context, is interpreted as the possession of formal authority or control over organisational
resources” (Conger & Kanungo, 1988, p. 473).
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3.4.3

The Logistical Capability Attribute of Supply Chain Operational
Capabilities

The concept of logistical capability regards logistics resources as a key factor in the
operation of supply chain activities to obtain and sustain competitive advantage (Yong
et al., 2007). Logistical capability in daily operations activity is an important part of
supply chain competence. Beginning with McGinnis and Kohn’s 1993 research on
logistics strategy within U.S. manufacturing firms, many scholars in the U.S. and other
developed countries have realised the importance of studying logistical capability.
Firms need to consider several factors such as increasing quality, reducing
inventory, developing just-in-time (JIT) strategy and decreasing time to market (Wilson,
1995); each of these requires logistical capability. These factors are complicated by the
fact that firms cannot have a good linkage with several suppliers at one time (Wilson,
1995). To improve logistical capability, firms need to focus on flexibility,
benchmarking and information-based capability (Shang & Marlow, 2005). Firms also
must focus on developing a new relationship between seller and buyer to establish a
good relational exchange (Dahlstrom et al., 1996; Walter et al., 2001; Parsons, 2002;
Benton & Maloni, 2004; Lau & Goh, 2005). As an example, many firms develop a
single-source supplier to improve a demand flow for their manufacturing practice.
Ellinger et al. (2000) state that the relationship between logistical capability and
performance incorporates integration with the firm’s other functional areas, such as
marketing, finance and operations. Most scholars agree that performance and logistical
capability relate to each other in the context of developing both traditional and new
markets (Morash et al., 1996; Ellinger et al., 2000; Cho et al., 2008). The contribution
of logistics to the company’s performance is also influenced – and, ideally, improved –
by collaboration with third-party logistics (3PL) providers or logistics outsourcing (Cho
et al., 2008).
Logistical capability can be differently interpreted; these differences can come
from different implementation methods, such as applying the expertise of a third party,
or from a country’s unique business climate. For instance, Goh and Ang (2000) found
that Cambodia, Laos, Myanmar and Vietnam are less efficient in their logistics
operations than other developing countries in the same region.
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The growth of 3PL and the increasing use of outsourcing have become common
amongst companies in Malaysia. According to Sohail and Sohal (2003), most
companies are satisfied with the services provided by 3PL, as it encourages positive
developments within the organisation. Most Malaysian companies using 3PL do so as
an entry into international markets; in contrast, Singaporean companies use 3PL
specifically for domestic markets only (Sohail et al., 2006). Most Malaysian companies
use 3PL because it gives many benefits in terms of cost and delivery lead time or time
saving (Mustaffa & Potter, 2009). The development of logistics infrastructures – port,
airport, railway and land – have also contributed to the growth of 3PL in Malaysia. A
report by Business-in-Asia.com (2007) demonstrates that logistics infrastructures in
Malaysia are among the best in ASEAN; SMEs should therefore explore these
infrastructures and use them fully to boost their logistical capability.
One of the major obstacles for Malaysian SMEs is a lack of foreign channels of
distribution (Zain et al., 2007). This lack contributes indirectly to several problems
defined by Saleh and Ndubisi (2006), and also to difficulties in accessing export
markets (EPU, 2006). Therefore, firms should realise the importance of having good
logistics capability; for instance, developing a good distribution channel (Gill &
Allerheiligen, 1996), setting up coherent distribution planning (Waller, 1995) and
creating a smooth delivery process (Kallio et al., 2000). Logistical capability can be
improved once firms employ an international production-sharing strategy (Fawcett et
al., 1997).
To the best of this researcher’s knowledge, there is no study that focuses on the
mutual relationship between CCC and SCOC; this study aims to fill this gap by
examining the mutual relationship between CCC and SCOC, with a particular focus on
SMEs in Malaysia.
Table 3.3 lists previous research on supply chain operational capabilities
(SCOC), including technological, structural and logistical capability.
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Table 3.3: Examples of Research Related to Supply Chain Operational Capabilities
Scholars

Objectives

Sample

Analysis

Morash (2001)

To examine the relationship between
supply chain strategies, capabilities
and performance for leading firms.

Pearson productmoment
correlations

Strong evidence of value congruency between supply chain
strategies, capabilities and performance.

Tracey et al.
(2005)

To empirically test the impact of
supply chain management (SCM)
capabilities on business performance.
To determine to what degree
customer-oriented SCM issues
influence competitive position and
organisational performance.
To empirically test the relationships
among SCM practices, competitive
advantage and organisational
performance.
To determine the underlying
dimensions of supply chain
management (SCM) practices
To empirically test the relationships
among SCM practices, operational
performance and SCM-related
organisational performance, with
special emphasis on Turkey’s SMEs.
To examine the impact of logistics
capability and logistics outsourcing
on firm performance in an ecommerce market environment.

First phase – 1,358 U.S.
firms. Second and third
phases – 111 U.S.
companies designated
as “excellent”
474 manufacturing
managers from the
American Business
Lists

LISREL analysis

Significant positive relationships among three types of SCM
capabilities (outside-in, inside-out and spanning) and business
performance (perceived customer value, customer loyalty,
market performance and financial performance).

196 U.S. manufacturing
firms

Factor analysis
and structural
equation
modelling (SEM)
Exploratory
factor analysis
(EFA) and
partial least
squares

Higher levels of SCM practice can lead to enhanced
competitive advantage and improved organisational
performance. Competitive advantage can have a direct, positive
impact on organisational performance.
Strategic collaboration and lean practices (SCLP) and
outsourcing and multi-suppliers (OMS) were positively related
to operational performance. In contrast, SCLP and OMS did
not have a significant and direct impact on SCM-related
organisational performance. There was a positive correlation
between SCLP and OMS. Both SCLP and OMS had an indirect
and significant positive effect on the organisation through
operational measures.
Logistics capability was found to be positively related to firm
performance. However, logistics outsourcing was not positively
related to firm performance. The association between logistics
capability and outsourcing was not supported. The interactive
effect of logistics outsourcing on the relationship between
logistics capability and firm performance was not sustained.

Li et al. (2006)

Koh et al.
(2007)

Cho et al.
(2008)

203 manufacturing
SMEs in Turkey

123 firms listed in the
Computer & Consumer
Electronics Retailers’
Directory, published by
Chain Store Guide

Confirmatory
factor analysis
(CFA) and leastsquares
regression
analysis
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Findings

3.5

Review of Supply Chain Integration as Firms’ Linkage

Supply chain integration (SCI) is the process of bringing business strategies and
performance together. It is important to exchange real-time information between
suppliers and customers to improve business opportunities. Lee et al. (2007)
recommend that firms should consider this linkage for reducing lead time while
improving performance. In general, it should be considered as a source of competitive
advantage (Gimenez & Ventura, 2005; Lee et al., 2007). O'Leary-Kelly and Flores
(2002, p. 226) confirm this assertion:

…the level of integration refers to the extent to which separate parties work
together in a cooperative manner to arrive at mutually acceptable outcomes.
Accordingly, this definition encompasses constructs pertaining to the degree of
cooperation, coordination, interaction and collaboration.

Many scholars have described different ways to apply SCI. The most established
are Pagell (2004) and Lummus et al. (2008), who define SCI as the integration and
coordination of different processes (for example, manufacturing, purchasing and
logistics) by letting them work together within and across the firm to improve
performance. However, firms should realise that it is difficult to achieve good
integration if knowledge is lacking (Pagell, 2004). Moreover, it is difficult to explain
the idea of this integration when it involves several firms and the simultaneous
movement of materials such as cash, products and information (Çalipinar, 2007).
Many dimensions of SCI contribute to strengthening firms’ operations: internal
integration (cross-functional integration), vertical integration (activities along the value
chain), horizontal integration and external integration (Izraeli, 1991; Caputo & Mininno,
1996; Vargas et al., 2000; Simonet, 2007). SCI can also be measured using other
dimensions, as shown in Table 3.4.
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Table 3.4: Dimensions of Supply Chain Integration
Scholars

Dimensions

Pedler (1994)

Information
integration

Chiu (1995)

Logistics and
distribution
integration

Kenneth & John
(1996)

Interdepartmental
integration

Morgan &
Monczka (1996)

Supplier integration

Kahn & Mentzer
(1998)

Customer/marketing
integration

Vaart & Donk
(2004)

Buyer focus

Objectives
• Integrate an entire complex logistics system,
ensuring accurate information rapidly reaches
all participants.
• Different components in an organisation are
linked to each other: corporate headquarters,
retail stores, distribution centres (DCs),
suppliers, manufacturers, distributors,
carriers, networks, information service
providers, insurers and bankers.
• Involve DCs developed by a company;
several companies might share one DC.
• Focus on the process of interdepartmental
interaction and interdepartmental
collaboration to bring departments together
into a cohesive organisation.
• Align all critical suppliers in a company’s
supply chain.
• Push new product development (NPD) to be
faster, minimise investment in resources and
reduce specific cost and response/cycle time.
• Use collaboration to accomplish real
integration between the marketing department
and other departments as a key factor to
positively influence performance.
• Enable integrative planning and control of
resources.

Another type of SCI, vertical integration, requires internal and external
integration to produce significant benefits to the firm (Caputo & Mininno, 1996);
meanwhile, internal and external integration are necessary to engage with the supply
chain (Vargas et al., 2000; Cagliano et al., 2006). Two important factors are required to
achieve such strategic goals: the implementation of different supply chain strategies and
the development of the broadest arc of SCI (Frohlich & Westbrook, 2001).
In contrast, Stank et al. (1999) indicates the differences between high and low
levels of firms’ SCI. Firms with high levels of SCI also have high logistics performance
compared to less integrated firms. Even though there is no difference in the two groups’
basic service, differences may occur in other areas. For example, high-SCI firms show a
positive relationship to service performance: they provide good customer service and
handle special requests from customers.
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Firms also need to remove any barriers to SCI, and to encourage the flow of
material, cash, resources and information (Naylor et al., 1999). Material flows involve a
collaboration between manufacturers and logistics providers (Lummus et al., 1998).
Donk and Vaart (2005) recommend that firms integrate their activities in a number of
areas to bring SCI to a critical intensity.
Izraeli (1991) and Caputo and Mininno (1996) found that SCI can be analysed
from the point of view of a branded-product industry and in terms of large-scale trade.
Firms also need to consider a high degree of integration in improving the quality and
quantity of assembly manufacturing activities (Vargas et al., 2000). Kim (2006a, p.
1088) also emphasises that “... firms that have a high degree of supply chain integration
can still enjoy the benefits of superior performance from the achievement of relevant
competitive capabilities regardless of the internalisation level of a particular supply
chain capability”. Therefore, it can be asserted that the interrelationship between CCC,
SCOC and SCI may not in itself be enough to influence business performance.
A study of 325 manufacturing firms in six countries shows that a firm’s
integration of its supply chain activities has a positive impact on performance metrics
(Lummus et al., 2008). A high level of external integration – often found together with
high internal integration – also contributes to better logistics (Gimenez & Ventura,
2005). Another study shows a positive relationship between integration intensity and
financial performance, but it is difficult to simultaneously boost sales and customersatisfaction performance (Rosenzweig et al., 2003). Rosenzweig et al. (2003) found that
the positive effects of SCI on performance are farther-reaching than previously thought,
and that an efficient SCI may play a relatively more critical role in performance
improvement in small firms (Kim, 2006b).
The emergence of SCI is a critical component strengthening the competitive
advantage of both suppliers and their customers within the organisation (Chen et al.,
2004). It provides advantages such as a good payoff, a higher profit margin, shareholder
value and return on assets as much as doubled, smaller inventory investment, faster
response time and improvement on customer-service performance (Lee, 2000). On the
other hand, there is a major disadvantage to the implementation of SCI, in that it can
negatively affect the implementation of enterprise resource planning (ERP) (Cagliano et
al., 2006). However, if an organisation refuses to implement SCI in the operation
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activities, this can lead to a wider gap between organisation and the leaders, and a huge
business risk in the ever-changing industry environment (Lee, 2000).
Many studies focus on integration and performance (for example, Lawton, 2002;
Kannan & Tan, 2003; Krajewski et al., 2005; Matchette & Lewinski, 2006); however,
Lee et al. (2007) reveal that there are no coherent studies to measure the performance of
supply chain operations, which focus on the degree of integration among and between
firm’s stakeholders, such as suppliers, internal customers and external customers. Thus,
there is a research gap in this area – one that was first identified more than 10 years ago
by Pagh and Cooper (1998), and which has not yet been filled.
In comparison, a firm can enhance its supply chain performance by developing
many integrations or interactions (Bagchi et al., 2005); this will contribute to cost
reduction, as well as creating value for the company, shareholders and partners (Lee,
2000). Kim (2006a) and Simchi-Levi et al. (2003) emphasise the importance of
integration to implementing various supply chain capabilities along with other supply
chain members in a firm. A firm striving for SCI needs to use special resources and
technological knowledge in enhancing expertise and core competence.
There is conflict in the literature about the role of SCI. According to
Rosenzweig et al. (2003), SCI is measured in a way that shows a positive influence on
competitive capabilities and also business performance, removing non-value added
activities and enhancing product quality and delivery reliability. At least two researchers
(Rosenzweig et al., 2003; Kim, 2006b) arrive at similar conclusions on the issue: that
manufacturers should establish stable sales growth to ensure that SCI can be completely
implemented.
Previous studies (for example, Narasimhan, 1997; Frohlich & Westbrook, 2001;
Narasimhan & Kim, 2002; Rosenzweig et al., 2003; Cagliano et al., 2006; Kim, 2006b)
have asserted that the implementation of SCI is significant to the development of a firm,
as it will have a positive effect on performance. A comprehensive study, looking
particularly at internal and external integration, is necessary to define optimum levels of
integration (Rosenzweig et al., 2003).
Kim (2006a) recommends considering SCI as a moderating variable between
corporate competitive capabilities (CCC), supply chain operational capabilities (SCOC)
and business performance. Previously, Narasimhan and Kim (2002) had demonstrated
that SCI can be analysed as a moderator between diversification and firm performance.
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In other words, the role of SCI would be enhanced by a close coordination and strategic
alignment between supply chain partners. The development of SCI in pursuit of
effective SCOC must also be considered (Kim, 2006b). Firms must consider developing
SCI to investigate the interactive relationship between both capabilities (Kim, 2006a),
and then to accommodate customers’ demands in the international marketplace
(Lummus et al., 2008).
SMEs are particularly suited to integration, which flourishes in organisations
that can operate with flexibility, entrepreneurial objectives of sustainability and growth,
simplicity of decision-making processes and proximity of the organisational and
operational levels. In contrast, integration does not flourish in firms where there is a
tendency to underuse information technologies and implement short-term strategic
planning (Gélinas & Bigras, 2004). Particularly given that SMEs tend to underuse and
neglect supply chain activities (Li, 2008), Malaysian SMEs face a great challenge as
they seek to adapt SCI strategies that have been implemented by large organisations to
their own situations and strengths (Sayuti, 2007).

3.5.1

The Internal Integration Attribute of Supply Chain Integration

Internal integration, also known as cross-functional integration within a company (Kim,
2006b), serves as a unifying process and function inside the firm (Germain & Iyer,
2006). Internal integration can also be referred to as integration of logistics across
functional boundaries within a firm (Stock et al., 1999; Gimenez & Ventura, 2005). The
integration can be accomplished by reflecting the traditional paradigm in the single firm
as a unit of analysis (Stock et al., 1999). Usually it relates to several activities such as
transportation, warehousing, inventory management, purchasing, demand planning and
production (Germain & Iyer, 2006).
The function of internal integration is to remove the traditional “silo approach”,
to develop better coordination amongst functional areas in an organisation (Gimenez &
Ventura, 2005) and to examine any interaction that might exist across several parts of an
organisation (Pagell, 2004). The process of internal integration includes both repetitive
or routine tasks that involve the production of routine goods and services and lessroutine tasks such as supplier selection (Pagell, 2004). It can be characterised by:
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i.

providing full system visibility (from distribution through to purchasing),

ii.

developing medium-term planning,

iii.

focusing on tactical rather than strategic issues,

iv.

emphasising efficiency rather than effectiveness,

v.

extensively using electronic data interchange (EDI) to support links with
customers and facilitate rapid response and

vi.

reacting to customer demand rather than focusing on managing the customer
(Stevens, 1989).

Internal integration within a firm can also provide structural and administrative
supply chain capabilities, which are significantly associated with cost minimisation
(Kim, 2006a). Previous studies have indicated that this integration shows a positive
relationship with cost efficiency (Tracey, 2004). Indeed, it can develop a strong
relationship with customer service, low selling price, fast delivery and flexible order
size. The use of internal integration can also provide a very close relationship with
firms’ strategic priorities to provide faster delivery than external integration (Vargas et
al., 2000). Gimenez and Ventura (2005) emphasise that internal and external integration
reinforce each other. Other findings indicate that:
i.

when companies achieve a high level of internal integration in the logisticsmarketing interface, this does not lead to a better absolute performance,

ii.

integration of the logistics-production interface and logistics-marketing
interface reinforce one another,

iii.

internal integration with the logistics-production interface negatively affects
performance and

iv.

internal integration with the logistics-production interface is affected by the
existence of external integration (Gimenez & Ventura, 2005).

Firms also face a big challenge to integrate their internal functions into the entire
supply chain. Pagell (2004) encourages firms to avoid the deficiencies in the integration
process, as they lead to lower levels of organisational performance. Most research into
internal integration (for example, Frohlich & Westbrook, 2001; Pagell, 2004)
demonstrates a direct effect on performance. However, research that comprehensively
discusses the strength of internal integration’s effect on the relationship between any
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independent and dependent variables is lacking. Thus, further study is recommended to
confirm whether integration enables or inhibits the relationship of those variables.

3.5.2

The External Integration Attribute of Supply Chain Integration

A new concept in the area of supply chain management (SCM), external integration can
be defined as a unified control on any process and function across firm boundaries, such
as business or trading partners (Stock et al., 1999; Germain & Iyer, 2006). External
integration integrates with firms’ supply chain members such as suppliers, customers,
etc. (Stock et al., 1999) to examine any coordination and collaboration that may occur
between organisations (Pagell, 2004) and between those supply chain members
(Gimenez & Ventura, 2005). Similarly, external structure requires inter-organisational
relationships (for example, alliance of boundary spanning) with other trading partners or
channel members (Bowersox & Daugherty, 1995). As a part of this integration, firms
are obliged to carry out sophisticated communication and establish proper interorganisational operating procedures.
External integration provides an opportunity to improve the efficiency of
business operations (Krajewski & Wei, 2001), although this requires that it must be
established along the entire supply chain (Gimenez & Ventura, 2005). Firms need to
consider two levels of external integration: with suppliers (upstream) and with
customers (downstream) (Narasimhan & Kim, 2002; Germain & Iyer, 2006; Kim,
2006a; Kim, 2006b; Lee et al., 2007). With this two-level approach to external
integration, firms can share production plans and any incurred cost with suppliers and
exchange information and processes with customers (Germain & Iyer, 2006).
Vargas et al. (2000) and Gimenez and Ventura (2005) found that external
integration exercises a disproportionately large effect, and can therefore diminish the
effect of internal integration. On the other hand, Gimenez and Ventura (2005) state that
external integration can provide the greatest influence on logistical service performance.
Tracey (2004) supports their findings that external integration of suppliers and
customers positively influences a delivery service. However, when firms are externally
integrated, it may negatively affect the internal integration of logistics. To counter,
Cagliano et al. (2006) report that external integration is influenced by the recognition of
internal integration through the implementation of a coherent approach. The
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implementation of external integration in a firm may also be influenced by other factors
such as time, human resources and current firm condition.
A good external integration process across organisational boundaries can
provide streamlined information and material flows, remove wastes and improve the
accuracy and timeliness of information sharing (Krajewski & Wei, 2001). External
integration also contributes to a better just-in-time (JIT) strategy that connects
manufacturing functions with components suppliers, increases communication, provides
greater coordination, facilitates exchanges of technology and design support, develops a
long-term commitment with other supply chain parties to eliminate multiple sourcing
and clarifies the distinction of logistics activities between firms and other supply chain
members (Stevens, 1989; Stock et al., 1999).
External integration can also provide lower variable costs, particularly on
holding inventories, and aid responsiveness to suppliers’ demands through short
production lead times (Krajewski & Wei, 2001). However, breakdowns in the
implementation of external integration may also damage the implementation of internal
integration (Rosenzweig et al., 2003). Most manufacturing companies face many
problems in integrating their supply chain into their manufacturing strategy (Cagliano et
al., 2006). Firms must consider developing a proper production schedule; without this,
they may face higher safety-stock levels, higher costs associated with schedule changes
and the need to deal with a short advanced-warning lead time (Krajewski & Wei, 2001).
However, to the best of this researcher’s understanding on this topic, no studies
have unravelled the moderating effect of levels of SCI on the relationship between CCC
and business performance, or between SCOC and business performance, even though
many scholars (for example, Narasimhan & Kim, 2002; Kim, 2006a) emphasise the
importance of SCI to moderate such relationships. The current study aims to address
such gaps by determining the existence and nature of the moderating effects of three
levels of SCI on the relationship of CCC with business performance, and of SCOC with
business performance, with a focus on SMEs in developing countries.
Table 3.5 summarises some research focusing on levels of SCI, including
internal and external integration.
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Table 3.5: Examples of Research Related to Levels of Supply Chain Integration
Scholars

Objectives

Sample

Frohlich &
Westbrook
(2001)

To investigate the relationship
between SCI and performance.

322 companies from the
International
Manufacturing Strategy
Survey (IMSS)

Rosenzweig
et al. (2003)

To investigate the effect of a
mediator (manufacturing-based
competitive capabilities) on the
relationship between supply
chain intensity and business
performance.
To investigate the causal
impact of internal and external
integration relationships on
logistical performance.
To investigate the relationship
between two SCI dimensions
(information and integration
flows) and two manufacturing
improvement programmes (lean
production and ERP systems).
To examine the causal linkages
among SCM practices,
competition capability, levels
of SCI and business
performance.

238 VIM companies from
all regions

Gimenez &
Ventura
(2005)
Cagliano et al.
(2006)

Kim (2006b)

Lummus et al.
(2008)

To ascertain that firms perform
better with high levels of SCI.

Analysis

Findings

Confirmatory factor
analysis (CFA), cluster
analysis,
Pearson correlation and
ANOVA
Hierarchical regression

Integration of suppliers and customers had the
strongest association with performance improvement.

Supply chain intensity has a positive effect on
business performance.
The importance of SCI in the consumer product
sector is increasing.
There is evidence that mediators affect supply chain
management.
Various findings; for example,
-internal and external integration influence each other.
-the external collaboration among SC members
contributes to improve logistical performance.
Adoption of lean production shows strong influence
on the integration of information and physical flows.
However, there is no significant relationship between
ERP and integration.

64 Spanish companies

Structural equation
modelling (SEM)

297 European companies
from the International
Manufacturing Strategy
Survey (3rd edition)

Exploratory factor
analysis (EFA) and
hierarchical regression

244 large Korean
manufacturing corporations,
379 Japanese manufacturing
firms from major national
logistics professional
association members
325 companies listed from
the Global Manufacturing
Research Group (GMRG)

CFA and LISREL

Small firms – SCI is more important for sustainable
performance improvement.
Large firms – SCI is more important during the early
stage.

T-test analysis

Higher levels of SCI lead to improve performance.
However, there is no evidence of the impact on the
difference aspects of integration.
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3.6

Review of the Dynamics of Business Performance

Business performance measurement (BPM) is important to define many research areas
of interest to both academics and practitioners, particularly management and
psychology. In general, business performance can be described as “the operational
ability to satisfy the desires of the company’s major stakeholders” (Smith & Reece,
1999, p. 153), and it becomes a subset of the overall concept of organisational
effectiveness (Venkatraman & Ramanujam, 1986). Business performance must be
assessed to achieve organisational goals by measuring success or failure, and can be
defined in several ways.
The evaluation of business performance in today’s business environment should
focus on four models: (i) the balanced scorecard (Kaplan & Norton, 1992; Kaplan &
Norton, 1996), (ii) the EFQM excellence model (EFQM, 2010), (iii) Kanji’s business
scorecard (Kanji & SÃ, 2002) and (iv) the performance prism (Neely et al., 2002). The
implementation of these models may require organisations to no longer rely completely
on traditional measures (McAdam & Bailie, 2002).
Many studies examine the relationship of organisational practice and processes
to affect the “bottom line”, and vice versa (Wall et al., 2004). Attempts to examine the
relationship between strategy and performance have been made for more than 20 years.
Scholars have examined the importance of performance evaluation and practices for an
organisation (Dess & Robinson, 1984; Sapienza et al., 1988; McGrath et al., 1995; Song
et al., 2005; Gruber et al., 2010). Much research also focuses on the performance of
small and medium firms (Pelham & Wilson, 1996; Jarvis et al., 2000; Alasadi &
Abdelrahim, 2008; Thomas et al., 2008).
Many empirical studies only rely on accounting measures of profitability such as
return on investment (ROI), return on assets (ROA) and earnings per share, including
turnover or number of customers (Wood, 2006). Scholars have often criticised the use
of such accounting measures, as they primarily focus on economic dimension, ignoring
other aspects of a firm’s performance (Quinn & Rohrbaugh, 1983; Venkatraman &
Ramanujam, 1986). Just as one example, if there is a change in operational activity,
ROI will be affected, resulting in changes to performance measurements (Simpson et
al., 2006). However, the enlarged domain of business performance also covers
marketing and financial aspects such as profitability, market share and sales growth
(Feng et al., 2008).
73

Some scholars emphasise that profit is not a good performance indicator for
measuring SMEs, which will follow the remuneration policy that reduces profit and
therefore tax obligation (Simpson et al., 2006). However, measurements of business
performance can be augmented by examining two quality variables: design quality and
product improvement (Laura et al., 1996). The service sector uses different indicators to
measure SMEs’ business performance. Some examples are bedroom-occupancy rate,
break-even point and guest satisfaction (Morrison & Teixeira, 2004). However, Sousa et
al. (2006) and Wood (2006) have found no significant differences in the use of
performance measures between industry and service enterprises, particularly in English
SMEs.
In the discipline of supply chain and operation management, interest is given to
several areas such as third-party logistics (3PL), flexibility strategy, total quality
management, networking and practices (Vickery et al., 1999; Sohail & Hoong, 2003;
Sohail et al., 2006; Morgan, 2007; Robb et al., 2008). Meanwhile, in the discipline of
strategic management, performance measurement focuses on other aspects such as
quality, supplier, growth, sales and distribution and common financial performance
(Covin & Slevin, 1989; Teece et al., 1997; Dyer & Nobeoka, 2000; Gruber et al., 2010).
Better financial performance is strongly associated with logistical performance,
but this relationship cannot be directly predicted by any integration activity (Germain &
Iyer, 2006). Business performance can also be affected by the triangular relationship
between supply chain management (SCM) practices, competitive capability and supply
chain integration (Kim, 2006b), and by the size of the firm.
Consistent with Sezen’s 2005 survey of the automobile-manufacturing industry
in northwest Turkey, it demonstrates that BPM can be improved if conducted through
coordination of functions rather than individual measures. Business performance also
relies on proactive integration rather than any particular single practices. Therefore,
different practices must be grouped and implemented to achieve a proactive attitude in a
firm’s operation (González-Benito, 2005). After a review of the literature, FrancoSantos et al. (2007) detailed some key characteristics of BPM. However, there is no one
specific definition of BPM. It may therefore be useful to consider that most of the
definitions provide one or more of the relevant criteria: features of the BPM, roles it
plays and processes that constitute it (Franco-Santos et al., 2007).
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The current study assesses the BPM system introduced by Mann and Kehoe
(1994). According to them, this system analyses and investigates the effect of quality
activity and all functions at high and low levels of activity, and as an effective
communication tool that indicates any expected effects of quality activity for every
function in an organisation. The system is also appropriate for quantitative (for
example, questionnaires) and qualitative (for example, structured interview) research
methods. According to their system, business performance is categorised into two broad
areas: (i) strategic business performance (SBP) and (ii) operational business
performance (OBP). SBP measures are concerned with the performance evaluation of
organisations in terms of their major corporate goals, meanwhile, OBP measures on a
daily or weekly basis the everyday running of the organisation. Thus, the running
activities of an organisation are recorded by both management and employees
throughout the organisation (Mann & Kehoe, 1994), as the activities relate to its internal
operations (Feng et al., 2008).
Table 3.6 indicates questions that should be considered by researchers and
managers when considering business performance.

Table 3.6: Important Questions for Business-Performance Development
Questions
When?

Where?
How?

Description
For the firms that measure their performance frequently, the
time duration should be considered important to avoid
counterproductive and overconsumption of resources.
This involves social and stakeholder aspects to implement a
variety of measurement methods.
By using a series of tailor-made measures, firms should focus
on the critical processes.

Source: Adapted from Love and Holt (2000)

The table indicates that scholars and practitioners should give high consideration
to three major issues – time, people and stakeholders, and appropriateness – before
measuring business performance. Three control variables must also be considered: risk,
industry size and firm age (Murphy et al., 1996).
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3.6.1

Subjective and Objective Performance Measurement

Although some studies attempt to evaluate performance through external financial
records and audited accounts (for example, profit, ROA and ROI), many other studies
rely on subjective measures that are evaluated by respondents (Wall et al., 2004). Many
scholars have discussed the use of subjective performance measures as a substitute for
objective measure. According to Wall et al. (2004), the pioneering study for these
discussions is that of Dess and Robinson (1984). Table 3.7 distinguishes between
subjective and objective performance measures.

Table 3.7: Differences between Subjective and Objective Measures of Business
Performance
Differentiation
Aspect
1. Indicators
2. Measurement
standard

3. Scale anchors

Subjective Measures

Objective Measures

• Focus on overall performance

• Focus on actual financial
indicators
• Key informants report absolute
financial data (for example,
AUD profit per employee)

• Key informants are asked to
rate performance relative to
their competitors (and/or
industry)
• Scales range from “very
poor” to “very good”, or
“much lower” to “much
higher”, or “worst in
industry” to “best in industry”
etc.

• Scales are not used

Source: Adapted from Dawes (1999), Wall et al. (2004) and Kim (2006b)
There are many obstacles to small and medium firms’ revealing their actual
financial performance to the public. Scholars deliberate on the necessity of subjective
measures (for example, using a seven-point Likert scale) for evaluating business
performance. The use of subjective measurements for business performance is made
more necessary by the relative difficulty, particularly for small firms, of gathering
objective financial data. Either these are unavailable, or they are obscured or
manipulated by managers eager to protect their firms’ reputations or avoid personal or
corporate taxes (Dess & Robinson, 1984; Sapienza et al., 1988).
Some researchers have instead asked managers to evaluate business performance
through general subjective measures (Wall et al., 2004). Subjective measures allow
comparison across firms and contexts, such as industry types, time horizons, cultures or
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economic condition (Song et al., 2005). Moreover, the objective data available to the
researcher may not be compatible with the intended level of analysis (Wall et al., 2004);
in these cases, subjective data can be a good alternative if the measures focus on the
firm’s current condition (for example, Kim, 2006a; Kim, 2006b).
It is also very challenging for quantitative researchers to obtain accurate data on
economic performance. Commonly, difficulty occurs when the research is executed at
business units of multi-industry firms and privately held firms (Dess & Robinson,
1984). Thus, the use of subjective performance measures can reduce the dependence on
objective measures. Objective performance measures can vary based on industry and
can obscure the relationship between independent variables and business performance
(as a dependent variable) (Dawes, 1999). Therefore, the evaluation of performance
through subjective measures is necessary to attain flexibility and consistency of
performance. Managers can use the relative performance of their industry as a
benchmark when providing a response (Dawes, 1999). Subjective measures can also be
cost-effective for the researcher when data can be collected through questionnaire
and/or interview methods that simultaneously elicit information on practices (Wall et
al., 2004).
It is legal for small firms’ managers to manipulate some data, and to control
such manipulation through subjectively adjusting measures (Sapienza et al., 1988).
Moreover, many managers of small and private firms consider objective performance
measures to be confidential, and guard them from public scrutiny (Sapienza et al., 1988;
Gruber et al., 2010). As a result, they tend to have a low level of awareness about the
desirability of providing accurate and reliable data and feedback to researchers.
According to Sapienza et al. (1988), many study topics cannot be
comprehensively addressed, as managers of small firms refuse to provide objective
performance data. Also, it is impossible to ensure the accuracy of objective financial
data for small firms, as it is not publicly available (Covin & Slevin, 1989). Therefore,
researchers are advised to develop subjective measures, as they provide more complete
information (Covin & Slevin, 1989).
Another issue in researching small firms is the difficulty of interpreting some
objective performance data. For example, performance may be considered “poor” if the
data shows losses or low profit. Such misinterpretation can occur if, for example, firms
have many commitments to R&D, including product and market development for future
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growth (Covin & Slevin, 1989). Other misinterpretations may result from attempts to
directly compare objective measures from small firms in different industries (Covin &
Slevin, 1989; Dawes, 1999). To avoid these sorts of issues, the current study uses
subjective measures and focuses on firms within the same industry (in this case,
manufacturing).

3.6.2

The Validity of Subjective Performance Measures

A more comprehensive view of business performance is possible if financial and
operational indicators are obtained from primary sources (Venkatraman & Ramanujam,
1986), as in the current study. Conversely, if researchers obtain different data sources,
data cannot be validated (Venkatraman & Ramanujam, 1986), requiring researchers to
rely on subjective perceptions to assess the relative improvement of business
performance.
Dess and Robinson (1984) state that subjective measurements are strongly
correlated with objective measurements in terms of the absolute changes in return on
assets and sales over the same time period; for example, the result of the correlation (r)
between objective and subjective measures to total sales gives a value for r of .80, and
to return on assets gives a value for r of .79. This supports the validity of the
performance evaluation through subjective measures.
Respondent (or primary) data shows less method variance – specifically, less
systematic measurement error and bias – than archival (or secondary) data
(Venkatraman & Ramanujam, 1987; Tepper & Tepper, 1993). Researchers also must
consider that firms often cannot provide accurate objective measures; another option is
to remove performance from the research design (Dess & Robinson, 1984).
Less attention has been given to evaluating the validity of subjective
performance measurements. Such measurements, which are subject to potential
measurement errors and bias, and have been examined using several types of validity
tests (Chandler & Hanks, 1993; Wall et al., 2004). Three validity tests – convergent,
discriminant and construct – have been used to show that subjective measurement is
significantly reliable as an alternative to objective measurement in business
performance (Table 3.8).
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Table 3.8: Results of Different Validity Tests to Measure Business Performance
Validity Types
1. Convergent
2. Discriminant

3. Construct

Results
• Subjective performance measures are related to objective
measures.
• Relationships between subjective and objective measures are
systematically stronger than relationships between different
performance constructs measured using the same method (either
subjective or objective).
• Relationship between subjective and objective performance
measures with a series of independent variables are equivalent.
• Subjective performance measurement is statistically significant
with objective measurement (p < .01).
• Subjective measurement shows a 95% success rate as compared
with objective measurement.

Source: Adapted from Wall et al. (2004)

The findings of Wall et al. (2004) support earlier studies that discuss the
validation of performance measurement (Hoffman et al., 1991; Chandler & Hanks,
1993). Chandler and Hanks’s 1993 study – supported by Lee et al. (2001) – discussed
the validation issues for another three measurement aspects: broadly defined categories,
managers’ satisfaction with performance and firm performance relative to competitors.
Results showed a high level of correlation between objective and subjective measures,
as well as suggesting strong inter-rater reliability (Lee et al., 2001).

3.6.3

Subjective Performance Evaluation for the Current Study

Referring to the study of Venkatraman and Ramanujam (1986), the current study
concentrates on the financial and non-financial (operational) performance, as it is a
broader concept of business performance. It measures financial performance along with
operational performance by considering key operational success factors that could lead
to good financial performance.
Table 3.9 shows that examining performance relative to competitors is
applicable, although broadly defined categories are still useful. However, Chandler and
Hanks (1993, p. 400) explain that “...in reference to the performance relative to
competitors’ scale, several respondents who did not disclose performance relative to
competitors’ information pencilled in that they had no basis for comparison because
they did not know how their competitors were performing”. This suggests that
examination of performance relative to competitors should be focused on the entire
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industry to assess “generalisability”, as some respondents may not know much about
their competitors’ performance.

Table 3.9: Summary Comparison of Performance Measures

Relevance
Availability
Internal Consistency
Inter-rater Reliability
External Validity

Broadly Defined Categories
Growth
Business
Volume
Very Good
Very Good
Very Good
Very Good
Good
Very Good
Good
Very Good
Very Good
Very Good

Performance
Relative to
Competitors
Very Good
Acceptable
Very Good
Marginal
Very Good

Satisfaction
with
Performance
Unknown
Very Good
Good
Acceptable
Inadequate

Source: Chandler and Hanks (1993)

To conclude, extant literatures show that subjective perception evaluation is
commonly and comprehensively used in the social sciences (Pelham & Wilson, 1996;
Kim, 2006b; Yong et al., 2007; Alasadi & Abdelrahim, 2008; Gruber et al., 2010), and
the use of subjective measures to evaluate performance is acceptable (despite continuing
debate), as it shows high positive correlations with objective measures (Song et al.,
2005).
Table 3.10 summarises capabilities studies; Table 3.11 summarises studies of
performance variables used in previous SCI studies.

Table 3.10: Previous Studies on Capabilities and Performance
Study
Bharadwaj
(2000)
Vorhies &
Harker (2000)
Lee et al.
(2001)
Calantone et
al. (2002)

Coombs &
Bierly (2006)

Sample
56 leading IT
companies
Multi-industry
cross-section of 87
Australian firms
137 Korean SMEs
187 US firms

201 large US public
manufacturing
companies

Performance Measure
Objective evaluation of ROA and
ROS from secondary data.
Subjective evaluation of
profitability, growth, adaptability
and customer satisfaction.
Subjective evaluation of sales
growth.
Objective evaluation of ROI, ROA
and ROS.
Subjective evaluation of overall
profitability.
Objective evaluation of ROE,
ROA, ROS, market value, MVA
and EVA from secondary data.
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Findings
Positive
association
Positive
association
Positive
association
Positive
association

Positive
association

Table 3.11: Previous Studies on Supply Chain Integration and Performance
Study

Sample

Kahn &
Mentzer
(1998)

541 managers in the
U.S. electronic
industry

Stank et al.
(1999)

309 managers from
US manufacturing
companies
64 companies from
the food and
perfumery-detergent
sectors

Gimenez &
Ventura
(2005)

Germain &
Iyer (2006)

Rai et al.
(2006)

152 strategic business
units from CSCMP’s
manufacturers
member list
110 companies
attending the annual
conference of the
Council of Logistics
Management

Performance Measure

Findings

Subjective evaluation of
company’s overall business
activity and department’s
relationship.
Subjective evaluation based on
division’s largest competitor.

H1 and H2 are
positive; H3 is
negative

Subjective evaluation of cost
reduction in customer service,
transport, order process, product
stock-out and lead time.

Associations are
positive and
negative
according to the
integration type
Positive
association

Subjective evaluation of delivery
lead times, inventory turnover, ontime deliveries to customers, ROI,
average profit and profit growth.
Subjective measures of
operational excellence, revenue
growth and customer relationship.
Objective measures from public
sources.
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Positive
association

Positive
association for
both measures

3.7

Research Gaps: Problems to be Addressed

This literature review has revealed a number of research gaps:
1.

A lack of capability studies that focus on developing countries, particularly

regarding SMEs.
2.

A lack of studies that confirm the existence of an affiliation between CCC and

business performance.
3.

A lack of studies that confirm the existence of a relationship between SCOC and

business performance.
4.

A lack of studies that demonstrate the mutual relationship between CCC and

SCOC.
5.

Insufficient coherent studies that reflect levels of SCI as a moderator on the

specific relationships between CCC and business performance, and between SCOC
and business performance; although some studies focus on the triangular relationship
between CCC, SCOC and business performance to demonstrate levels of SCI as a
moderator (Narasimhan & Kim, 2002; Kim, 2006b).
6.

No empirical support for the conceptualisation of either CCC or SCOC,

particularly regarding the factors (or constructs) dimensionality when considered in
different research contexts.
Further, many scholars demonstrate that the majority of CCC and SCOC studies
focus only on firms operating in developed countries, particularly those in the U.S., the
UK, Japan and Korea. CCC, SCOC and moderating levels of SCI variables have been
overlooked in other research contexts, such as in developing Asian countries. Moreover,
most studies focus on large or multinational companies (for example, Tracey et al.,
1999; Rosenzweig et al., 2003) as opposed to SMEs. Nor can their results be
generalised to smaller firms, as large companies and SMEs have different business
characteristics in terms of management skills, distribution channels, technology and
marketing infrastructures (Sawers et al., 2008).
The current study attempts to overcome these gaps by investigating the
manufacturing sector of small and medium-sized enterprises in Malaysia in the context
of capability and supply chains. This study focuses on SMEs because they are
considered the backbone to any economy; specifically, SMEs contribute to the
Malaysian economy through the development of employment and growth (NSDC,
2010).
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This study will attempt to extend the understanding and use of capabilitydevelopment concepts from their application in other international SMEs. Finally, this
study will be the pioneer in proposing the best strategy for Malaysian SMEs to survive
and thrive in the local and international markets.

3.8

Concluding Remarks

This chapter has reviewed literature relevant to the analysis in the current study. First, it
discussed studies that emphasise the resource-based view (RBV) and supply chain
management (SCM). Second, it reviewed theoretical and empirical evidence for the
relationship between four major constructs: corporate competitive capabilities (CCC),
supply chain operational capabilities (SCOC), levels of supply chain integration (SCI)
and business performance. The analysis also examined the suitability of extant literature
to the context of Malaysia and its SMEs.
According to the literature, CCC results from management’s decisions, and
contributes to the company’s competitive strengths to compete with the rivals in the
market. In other words, CCC is a new concept in the study of competitive advantage. In
this study, CCC is measured in terms of four factors: cost leadership, differentiation,
innovative marketing and customer service.
Moreover, the study analyses the development of SCOC within firms. SCOC
can be characterised as a decision pattern that relates to the supply chain process. SCOC
promotes effective SCM. Three factors of SCOC are discussed: technological
capability, structural capability and logistical capability.
This study also analyses the levels of SCI to measure the degree of firms’
linkage. Levels of SCI will mutually connect firms’ business strategies (which in this
study are considered to be CCC and SCOC) and performance. Three factors that reflect
levels of SCI are also examined: internal integration, external integration with suppliers
and external integration with customers.
Finally, as a dependent variable, business performance must be assessed to
define the success of firms in relation to CCC and SCOC, including levels of SCI. In the
current study, the business performance domain reflects five factors: market, supplier,
process, people and customer-relationship measurement.
An additional question that needs attention relates to the theory of levels of SCI
as a moderator influencing the strength of the relationship between CCC and business
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performance; and between SCOC and business performance. The literature review also
highlights the importance and advantage of using subjective measures to assess
performance measurement. The focus has been given to the evaluation of performance
through subjective measures for small and medium-sized enterprises.
In summary, from the above literature review, no consensus has emerged for the
empirical evidence on whether CCC and SCOC do indeed cause business performance.
In many cases, the empirical evidence shows contradictory results for whether CCC and
SCOC have a favourable effect on performance.
As the literature review indicates, the existing research is replete with examples
of how CCC and SCOC play a critical role in influencing performance. However, those
studies have a number of limitations (which this study tries to overcome). First, most
CCC and SCOC studies focus on large companies in developed countries. Second, there
are a limited number of studies that investigate the relationship between CCC and
business performance, and between SCOC and business performance. Third, only one
study (Kim, 2009) comprehensively analyses the relationship between CCC and SCOC,
focusing on two developed countries: Japan and Korea; in other words, no comparable
study of the mutual relationship between both variable has been accomplished,
particularly in any developing country. Fourth, and most importantly, no study has been
done to unravel the effect of SCI as a moderator of the relationship between CCC and
business performance, and between SCOC and business performance. Finally, no study
attempts to empirically validate the concepts of CCC and SCOC.
To overcome these limitations, the current study will analyse the
interrelationship between CCC, SCOC and business performance, including levels of
SCI in the context of SMEs in Malaysia, a developing country in Southeast Asia,
through developing relevant hypotheses. This study will: (i) conduct confirmatory factor
analysis (CFA) to assess the unidimensionality of each factor; (ii) conduct validity tests
to confirm the dimensionality of first-order and second-order factors; and (iii) conduct
structural model analysis, including the use of multi-level SEM analysis, to analyse all
hypotheses of interest.
However, before any analysis is carried out, it is important to understand the
significance of each measurement item used to analyse the hypotheses of interest.
Therefore, the next chapter develops the hypotheses, including the theoretical
framework, and justifies each instrument as a major component during data collection.
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4CHAPTER FOUR
THEORETICAL FRAMEWORK AND INSTRUMENT
DEVELOPMENT

4.1

Introduction

Theories must be fortified by empirical research, and solid justifications must be given
for the interpretation of research findings. Working from the literature review in
Chapter 3, this chapter, first, focuses on developing of the current study’s theoretical
framework and five hypotheses that relate to two major capabilities: corporate
competitive capabilities (CCC) and supply chain operational capabilities (SCOC). This
includes supply chain integration (SCI), which has an important role in strengthening
the relationship between these two capabilities and business performance.
Second, this chapter justifies the use of the instruments 9 used to collect data, and
demonstrates that all those instruments are critically clarified. The instruments have
been taken from literature related to the study and modified to suit to the business
environment of Malaysian SMEs. All instruments have been proven as valid and
reliable through the face validity test by academics and industry practitioners prior to
data collection (see Section 5.5.2). A survey consisting of these instruments will be
developed.
The chapter is organised as follows. Section 4.2 presents the theoretical
framework of this study, including the definition of each domain. Section 4.3 discusses
the development of five research hypotheses. Section 4.4 presents the justification of
instrument development for business management and ownership, CCC, SCOC, levels
of SCI and business performance. Finally, Section 4.5 presents the chapter’s concluding
remarks.

9

“Instruments” here refers to individual questions in the questionnaire.
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4.2

Theoretical Framework

Drawing from the literature review in the preceding chapter, Figure 4.1 presents the
broad-spectrum framework of the current study. This framework embodies the
hypotheses of this study, and represents relationships between CCC, SCOC, levels of
SCI and business performance as key variables. The five primary hypotheses (H1 to
H5) are discussed in Section 4.3.

Corporate
Corporate
Competitive
Competitive
Capabilities
Capabilities
Cost Leadership
Cost Leadership
Differentiation
Differentiation
Innovative Marketing
Innovative Marketing
Customer Service
Customer Service

H1 (+/-)

H3 (+/-)

H2 (+/-)

Supply Chain
Supply Chain
Operational
Operational
Capabilities
Capabilities
Technological
Technological
Capability
Capability
Structural Capability
Structural Capability
Logistical Capability
Logistical Capability

H4 (+/-)

Business Performance
Business Performance
Market
Market
Supplier
Supplier
Process
Process
People
People
Customer Relationship
Customer Relationship

H5 (+/-)

Levels of Supply
Levels of Supply
Chain Integration
Chain Integration
Internal Integration
Internal Integration
External Integration
External Integration
(Suppliers)
(Suppliers)
External Integration
External Integration
(Customers)
(Customers)

Figure 4.1: Theoretical Framework of the Study

The main variables of the study are:
Corporate Competitive Capabilities, also known as competitive advantages; this
refers to a firm’s distinctive competence in specific abilities. Firms must recognise their
abilities to compete effectively in domestic and international markets. This study
measures CCC using four factors: cost leadership, differentiation, innovative marketing
and customer service.
Supply Chain Operational Capabilities, or SCM practices or capabilities; these
are the decision patterns that relate to supply chain activities. They include a firm’s
internal or external operations activities, such as sourcing products and managing
demand and delivery. This study analyses SCOC in terms of three major factors:
technological, structural and logistical capability.
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Levels of Supply Chain Integration is considered as a moderating variable in
this study. It influences the strength of the relationship between CCC and business
performance, and between SCOC and business performance. This study measures SCI
using three levels: internal integration, external integration with suppliers and external
integration with customers.
Business Performance refers to the functioning of the firms as a result of CCC,
SCOC and levels of SCI. Typically, business performance is measured by financial
indicators such as sales and profit. However, the current study exploits two different
parameters to measure business performance within the context of Malaysian SMEs:
strategic and operational business performance. Strategic business performance as
examined in this study measures market performance in terms of market share growth
and sales turnover; operational business performance measures suppliers, process,
people and customer relationships.

4.3

Research Hypotheses

This study develops five hypotheses to be investigated and analysed in the process of
answering the research questions.

The first hypothesis proposes that, in general, corporate competitive capabilities
(CCC) – particularly those with a strong connection to customer satisfaction and market
performance – contribute to the improvement of business performance (Stevens, 1989;
Watts et al., 1992; Rosenzweig et al., 2003). CCC can be improved by implementing
purchasing activities from outside suppliers (Watts et al., 1992).
However, a conflict arises between external differentiation and internal cost
leadership, which contributes to several types of competition selection schemes
(Prajogo, 2007). While cost leadership and differentiation capability have a positive
effect on retail grocery industry performance (Lynch et al., 2000), there is no direct
relationship between CCC and performance for small firms (Kim, 2006b). The literature
demonstrates that there is a significant performance implication for firms that apply
innovative marketing techniques (Thomas et al., 1991).
Researchers have also emphasised that competitive capabilities could enable
firms to attain high customer satisfaction and improve future market performance (Innis
& La Londe, 1994; Tracey, 2004; Koufteros et al., 2005). Indeed, managing capabilities
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efficiently by focusing on flexibility, quality and cost could help firms enhance their
performance and achieve competitive advantage (Fawcett et al., 2000). From this
perspective, the first proposed hypothesis is:
H1: The greater the corporate competitive capabilities of a firm, the
better its business performance will be.

The second hypothesis demonstrates that a firm’s performance can be
differentiated according to the characteristics and focus of SCOC by gradually moving
from market-based to resource-based competition (Kim, 2006b; Kim, 2009).
Performance is derived from the strength of a firm’s resources, not the strength of
market position (Dangayach & Deshmukh, 2001). Therefore, by following the RBV
theory, a firm’s internal resources or capabilities could form the basis for competitive
advantage to achieve superior performance (Morash & Lynch, 2002; Ibeh, 2005). The
strength of resources could then be clarified through the development of SCOC within
the firm.
As stated by Kim (2006a), SCOC can lead to the development of performance
measurement. There are four aspects to consider: customer orientation, cross-functional
integration, advanced manufacturing development and installation effort. These aspects
should be emphasised to generate good performance for the implementation of higher
levels of practice in an organisation (Narasimhan et al., 2005). Moreover, SCM
capabilities are emphasised as an essential competitive advantage and a significant
factor that influences business performance (Tracey et al., 2005; Cho et al., 2008).
Indeed, most researchers have verified that logistical capability has a significant impact
on performance (Clinton & Closs, 1997; Morash, 2001; Liu & Ma, 2005; Cho et al.,
2008).
However, the development of logistical capability is necessary to gain specific
performance objectives (Morash et al., 1996). Similarly, the contribution of
technological capability to performance cannot be overlooked (Ward et al., 1994). Any
manufacturing system that consists of human resources and technology should be
designed to focus on capabilities. It must also be proactive to meet customer needs and
improve performance (Ward et al., 1994). However, some researchers suggest that the
organisational structure of small firms has a weak influence on business position and
profitability (Pelham & Wilson, 1996; Kim, 2006b). Thus, generic operational
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capabilities may be the predominant influence on the implementation of SCOC
development for SMEs in Malaysia. For these reasons, the second proposed hypothesis
is:
H2: The greater the supply chain operational capabilities of a firm, the
better its business performance will be.

The third hypothesis shows that an organisation’s corporate competitive
capabilities (CCC) will influence its supply chain operational capabilities (SCOC). This
relationship may also be explained from a resource-based view of competition (Kim,
2009). The relationship between both capabilities is relevant in developing an efficient
linkage within firms. As indicated by Narasimhan and Carter (1998), supply chain
strategies and operational resources are the key contributors to developing business
strategies and attaining competitive capabilities.
Competitive capabilities can be improved through several factors: price or cost,
quality, delivery dependability, time to market and product innovation (Li et al., 2006).
The combination of cost leadership (as part of CCC) and structural capability (as part of
SCOC) leads to a positive relationship with financial performance (Kim, 2006a). In
addition, the literature provides different insights into this hypothesis: for example, to
emphasise cost minimisation, tight cost control should be developed as one of the cost
leadership capabilities. Therefore, quality and cost contribute to the success of CCC.
Scholars emphasise that both CCC and SCOC should provide more concentration on
quality factors (Watts et al., 1992; Goh et al., 1999; Kim, 2006a).
A number of studies also associate the importance of technological capability
(as part of SCOC) and competitive capability (Venkatraman et al., 1993; Guo et al.,
2008), even though they do not consistently show a mutual relationship between these
two capabilities (Kim, 2006a). As a final point, Guo et al.’s (2008) claim that
technological capability contributes to a firm’s competitive advantage depends more on
the implementation of innovation through the application of information technology
than on any outside factors.
These opinions suggest that CCC may be significantly correlated with SCOC, as
proposed in the next hypothesis:
H3: Corporate competitive capabilities have a positive mutual
relationship with supply chain operational capabilities.
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The fourth hypothesis focuses on the significance of levels of supply chain
integration (SCI) in this study – internal integration, external integration with suppliers
and external integration with customers. As a moderating variable, SCI has an
important role in developing a relationship between corporate competitive capabilities
(CCC) and the performance of small and medium-sized firms, as CCC may not directly
relate to firm performance (Kim, 2006b). Research shows that the effect on
performance varies according to the intensity of the triangular relationship among CCC,
SCOC and levels of SCI (Kim, 2006b), regardless of the actual firm size (Rosenzweig
et al., 2003). The development of SCI is imperative to develop competitive capability
(Stevens, 1989), allowing an organisation to be more competitive and sustain its growth
in future business surroundings (Braganza, 2002).
Moreover, according to the study of Kim (2006a), levels of SCI moderate the
triangular relationship between CCC, SCOC and business performance. The study of
Narasimhan and Kim (2002) also shows that levels of SCI can be analysed as a
moderator of firm performance. However, no study analyses the relationship of CCC
and business performance with the presence of SCI as a moderator. Thus, this study
will investigate the role of SCI through the following proposed hypothesis:
H4: Levels of supply chain integration moderate the relationship between
corporate competitive capabilities and business performance.

The fifth hypothesis also examines three major levels of SCI. The linkage
among supply chain activities contributes to an integrated supply chain across the
organisation. Therefore, firms need to focus on all three levels of SCI to pursue
effective SCOC (Narasimhan & Kim, 2002; Kim, 2006b). Meanwhile, if an
organisation does not apply integration among supply chain activities, this may
contribute to a performance gap between the organisation and industry leaders. In
addition, technological capability as part of SCOC should strongly coordinate with
external integration to maximise the effect of SCI in an organisation (Narasimhan &
Kim, 2001).
According to most SCM literature, a better supply chain performance will be
attained if more integration is achieved within operations activities (Bagchi et al.,
2005). Also, as indicated above, the levels of SCI moderate the triangular relationship
between CCC, SCOC and business performance (Kim, 2006a); Narasimhan and Kim
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(2002) also demonstrate that levels of SCI can be analysed as a moderator to firm
performance. In spite of this, there are no consistent studies that measure the
performance of supply chain operations based on the degree of integration among
stakeholders (Lee et al., 2007). In other words, there is a lack of studies analysing the
single relationship between SCOC and business performance with the presence of
levels of SCI as a moderator. Thus, the next proposed hypothesis of this study is:
H5: Levels of supply chain integration moderate the relationship between
supply chain operational capabilities and business performance.

4.4

Instrument Development

This section justifies the instruments that will be used to gather responses. The
rationalisations of those instruments are as follows:

4.4.1

Overview of Background of Business Management and Ownership

In many studies, business background is considered an obligatory question on surveys.
Thus, the current study will be asking questions related to the background of business
management and ownership, purposely for:
i.

understanding the respondents’ profiles, as they are the primary sources for this
study,

ii.

analysing the company’s background and achievements and

iii.

developing related information that may be used as part of this study.

However, this study avoids asking for sensitive information in the interests of
protecting respondents’ confidentiality. The questions are formed to comply with the
conditions of the University of Wollongong’s Human Research Ethics Committee
(HREC).
There are 16 questions covering nine types of general characteristics: role of
participant, year of establishment, type of ownership, SMEs’ categorisation, location,
quality assurance, product exporting, suppliers and third-party logistics (3PL) service
providers. All questions in this section are referenced to Lin (2007b), Sahakijpicharn
(2007), Hashim (2008) and Jie (2008). Some questions are modified to better apply to
the Malaysian business context.
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This section implements fixed-alternative questions and open-ended responses
(Zikmund, 2003) to identify the background and nature of business management and
ownership of the participated organisation; further, two types of fixed-alternative
questions are considered: simple-dichotomy questions and determinant-choice questions
(Zikmund, 2003). These questions comprise descriptive data that will be analysed with
descriptive statistics (Zikmund, 2003; Sekaran & Bougie, 2010).
Table 4.1 summarises the instruments in Part A of the questionnaire.

Table 4.1: Questions for Background of Business Management and Ownership
General
Characteristic
Role of
Participant
Year of
Establishment
Type of
Ownership

SME
Categorisation

Location
Quality
Assurance
Product
Exporting

Suppliers
3PL Service
Providers

Item

Type of Question

A1. What is your position in this company?

Determinant-choice

A2. When was your company established?

Determinant-choice

A3. What is the legal structure of your
business?
A4. Who is the major shareholder/partner of
your company?
A5. Which sub-sector best describes your
operation?
A6. How many equivalent full-time and parttime employees do you have currently?
A7. What is the average annual sales turnover
for the last five years of your company?
A8. In what state and city of Malaysia is your
main business located?
A9. Has your company been awarded any
certificates for quality assurance?
A10. Are your products exported?
A11. How many years has your company been
involved in exporting?
A12. How many countries do you export to?
A13. Please list any three major countries that
you export to.
A14. How many suppliers do you have?
A15. Do you use third-party logistics (3PL)
service providers for the logistics function of
your firm?
A16. How many 3PL service providers do you
use?

Determinant-choice
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Simple dichotomy
Determinant-choice
Open-ended response
Determinant-choice
Open-ended response
Simple dichotomy
Simple dichotomy
Determinant-choice
Determinant-choice
Open-ended response
Determinant-choice
Simple dichotomy

Determinant-choice

4.4.2

Overview of Corporate Competitive Capabilities

The current study employs the measurement of CCC to gauge the competence levels of
Malaysian SMEs, in terms of their aptitude to be more aggressive than other SMEs in
the global market. Most of these measurement items are modified from Kim (2006a;
2006b; Sekaran & Bougie, 2010) to work within the context of SMEs in Malaysia.
Usually, Malaysian SMEs work within the Malaysian government’s tender system
rather than aggressively exploring outside markets. Thus, the measurement of CCC with
four factors is important to Malaysian SMEs’ business development. Each
multidimensional measurement of 27 CCC variables is measured by a subjective rating
relative to organisation’s current condition on a seven-point Likert scale from 1
(extremely low) to 7 (extremely high). The associated major hypotheses are H1, H3 and
H4. The next sub-sections discuss these factors.

A. Measurements of Cost Leadership
Measurements of CCC commence with the assessment of a firm’s cost-leadership
strategy. Most instruments for this factor are derived from Li and Li (2008). The
measurements can be divided into three aspects: product cost, cost advantage and
position. The study also measures other aspects of cost leadership: (i) cost reduction
(Powers & Hahn, 2004; Kim, 2006a; Kim, 2006b; Allen et al., 2007), (ii) overhead cost
(Allen et al., 2007) and (iii) low price (Tracey et al., 1999; Rosenzweig et al., 2003). A
study in Japan demonstrates that 41.4 percent of Japanese companies focus mostly on
cost-leadership strategy (Allen et al., 2007). The practices of this strategy increase the
demand for their product. Based on the Japanese experience, this strategy may be
appropriate for Malaysian SMEs.
Thus, this section begins with the pioneer discussion of product cost, as
discussed by Porter (1980; 1985). The strategy of cost leadership is to supply the same
products but at lower prices than those offered by competitors (Porter, 1985; Li & Li,
2008). Customers will benefit by possessing the best product at a lower price. Li and Li
(2008) express the role of technological and operational systems to improve the
productivity and efficiency of the system, thereby generating a lower product cost than
can be offered by other domestic firms. This supports the idea that product cost is an
important factor of product attributes (Swink & Hegarty, 1998).
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The second aspect of cost leadership is the cost advantage that can be obtained
by hiring low-cost labour and reducing production or raw-material costs. It contributes
to economies of scale, particularly in a developing country (Craig & Douglas, 1997; Li
& Li, 2008), such as Malaysia. To further pursue cost advantage, firms need to focus on
reducing associated costs by providing high technology in the delivery system (Powers
& Hahn, 2004) and production activities (Kim, 2006a; Kim, 2006b). In the Japanese
case, the vigorous pursuit of cost reduction has allowed firms to be more competitive in
the global market (Allen et al., 2007); this suggests that cost reduction is an important
factor that reflects cost leadership.
For the fourth aspect, firms must consider offering lower-priced products than
competitors (Tracey et al., 1999; Rosenzweig et al., 2003) to maintain a cost-leadership
position. Firms should also develop an underlying cost structure that is as low as
possible to offer competitive prices to customers (Tracey et al., 1999) and
simultaneously supports price control. Firms should continuously respond to the market
by controlling the prices dynamically (Rosenzweig et al., 2003).
Overhead cost is the fifth factor that has contributed to the success of Japanese
firms as discussed by Allen et al. (2007). Firms need to control overhead cost tightly to
maintain leadership in the industry.
Finally, SMEs should places themselves in a good cost-leadership position in the
industry. The implementation of marketing strategy is vital for placing firms in a good
position and simultaneously reducing any weaknesses (Li & Li, 2008). Therefore, firms
should pursue two main strategies: gathering sufficient information about competitors
and obtaining reliable information about customers (Li & Li, 2008). The
implementation of both strategies targets the cost position in the areas of value chain
activities and retaining existing customers.
Table 4.2 lists the measurement items of cost leadership, which are derived from
questions B1 to B8 of the questionnaire.
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B. Measurements of Differentiation
Most of the measurement aspects of differentiation strategy are derived from the study
of Allen et al. (2007). According to them, differentiation can be considered in terms of
two major features: product and market segment. Both features are also supported by
other scholars, such as Miller and Roth (1994), O’Regan and Ghobadian (2004), Powers
and Hahn (2004), Kim (2006a; 2006b) and Li and Li (2008). Although differentiation is
considered as part of competitive advantage (Porter, 1980; Porter, 1985), only 7.6
percent of Japanese firms use this strategy properly (Allen et al., 2007). Therefore, firms
need to maintain product quality by focusing on product differentiation (Prajogo, 2007).
Moreover, compared to cost-leadership measurements, which predominantly
focus on cost, the differentiation strategy of this study concentrates on product and
market segment. Thus, this study’s questionnaire addresses five aspects of product
differentiation: (i) new and unique, (ii) refining, (iii) specialty, (iv) design flexibility and
(v) broad line. All of these aspects support the argument of product differentiation by
Swink and Hegarty (1998), who demonstrate the importance of differentiation strategy
in a firm. Finally, the instrument development also focuses on the importance of market
segmentation; this provides five main benefits to the study: (i) useful approach for
smaller firms, (ii) identification of gaps in the market, (iii) identification of specific
segments that are still in growth, which is relevant for companies in a mature or
declining stage, (iv) products or services that match customer requirements and (v)
consideration of competitors’ strengths and weaknesses (Hooley et al., 2008). These
statements show that the question of “producing products for high price market
segments” is relevant to determining the capability of Malaysian SMEs in producing
high-priced products for their market segment.
However, there is some debate regarding the relationship between market
segmentation and differentiation capability. Most researchers define product
differentiation as another solution or as complementary to market segmentation
(Dickson & Ginter, 1987; Raaij & Verhallen, 1994). As a final point, even though there
are a number of arguments on the role of differentiation strategy and market
segmentation, both factors are important to marketing (Dickson & Ginter, 1987).
The instruments that address differentiation strategy are questions B9 to B14 in
Table 4.2.
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C. Measurements of Innovative Marketing
Innovative marketing as part of CCC is vital for generating new ideas and discovering
appropriate methods to market the products broadly. A number of studies emphasise
that innovation and differentiation cannot be separated (Swink & Hegarty, 1998; Allen
et al., 2007; Li & Li, 2008). However, the measurements of innovation and
differentiation are distinguished in this study to provide a special concentration on
developing innovative marketing as a new approach to existing marketing techniques.
Five aspects of measurement are classified for this factor: (i) brand, (ii) marketing
technique, (iii) novelty, (iv) distribution and (v) control. Most of the measurements are
derived from Kim’s (2006a; 2006b) work in strengthening the firm’s ability to
implement innovative marketing, attract potential markets and maintain existing
markets.
First, similar to the differentiation strategy, the measurement of brand
effectiveness is also considered as a factor in innovative marketing. The survey
incorporates questions regarding, “the development of a distinctive brand” by creating
characteristic differences to competitors (Alcock et al., 2003), and to attract the “brandconscious” among customers. However, the disadvantage of this aspect is the
requirement of significant investment in brand development – both initially and
incrementally over time. This constitutes a tremendous challenge for small companies
developing special brands (Li & Li, 2008) to avoid imitation in a competitive market.
Thus, firms need to restructure and replan the activity to be more efficient and effective
and simultaneously avoid any surpluses of resources during the investment in brand
development.
The second aspect is marketing technique: this focuses on progressively
improving both product quality and the marketing strategy (Kotler & Armstrong, 2005).
However, firms must avoid exaggerated methods for retaining their existing customers.
Thus, two questions (B16 and B21) identify firms’ ability to market their products.
Novelty is the third aspect of innovative marketing. The questionnaire addresses
two different views of novelty: market and patent, both obtained from Kamis et al.
(2008). The implementation of novelty in today’s business development provides the
starting point for the concept of innovation (Johannessen et al., 2001, p. 27) in today’s
business operations.
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Finally, two additional aspects of innovative marketing are considered:
distribution and control. The distribution aspect focuses on a firm’s ability to distribute
its product broadly (Miller & Roth, 1994); control hinges on the establishment of
networking for sales and distribution activity outside the organisation’s scope (Kim,
2006a; Kim, 2006b). Firms should introduce the best sales pipeline, together with the
best resource allocation (Rogers et al., 2008). The involvement of quality, innovation
and brand power in innovative marketing may absorb market pressures and
simultaneously improve financial performance (Li & Li, 2008). Consequently, firms can
be more competitive than their counterparts.
The measurement items for innovative marketing are questions B15 to B21 in
Table 4.2.

D. Measurements of Customer Service
The literature shows that customer service can be measured using six different aspects:
(i) outstanding customer service, (ii) quality, (iii) distribution, (iv) flexibility, (v) aftersale service and (vi) complaints. Innis and La Londe (1994) suggest that firms should
enhance customer service to gain a competitive advantage in the marketplace. Kyj and
Kyj (1994) support that suggestion, stating that the implementation of customer service
is the most important part of achieving expansion into niche markets. The study shows
that firms should offer the best product value at a comparable price (Allen et al., 2007)
to provide outstanding customer service. This supports question B22.
Furthermore, firms should develop product quality (Innis & La Londe, 1994)
and the distribution technique that allow them to comply with customers’ demand.
Thus, this study measures firms’ ability to provide high product quality, and assesses
the distribution velocity in delivering the products to end customers. These aspects
relate to questions B23 and B24.
The fourth aspect is volume flexibility capability. Oke (2003) emphasises that
volume flexibility can be restricted through the availability of capacity, and
recommends that firms develop their capability for using manufacturing capacity
efficiently. Also, firms need to implement several capabilities, such as the ability to
produce multiple product ranges and to upgrade or redesign the product (Abdel-Malek
et al., 2000); this will allow them to improve design flexibility during the production
process.
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Another measurement relates to customer service is after-sale service. It can be
examined using three broad perspectives: (i) return policy and ease of returning
defective products, (ii) refund policy and (iii) easy exchange of goods purchased (Koo,
2003). Finally, this study measures the aspect of responding to customer complaints,
quantifying it as the ability of a firm to quickly and accurately manage and react to
customers’ complaints (Rosenzweig et al., 2003).
The measurement of customer service can be captured in questions B22 to B27
in Table 4.2.
Table 4.2: Measurement Items for Corporate Competitive Capabilities of
Malaysian SMEs
Corporate
Competitive
Capabilities
Cost
Leadership

Aspect of
Measurement
Product Cost
Cost Advantage
Cost Reduction

Low Price

Cost Reduction
Overhead Cost
Position
Differentiation

New Products
Product
Refinements
Specialty
Products
Design
Flexibility
Product Line

Market Segment

Item

B1. Efficient internal operating systems
contributing to reduce the products’ cost
B2. Economies of scale enabling the
company to achieve a cost advantage
B3. Major expenditure on technologybased delivery systems to lower cost
B4. The capability to reduce production
costs
B5. The capability to offer lower-priced
products than competitors
B6. Vigorous pursuit of cost reductions
B7. Tight control of overhead costs
B8. The capability to achieve a costleadership position in the industry
B9. The capability to develop new and
unique products
B10. The capability to refine existing
products
B11. The capability to provide specialty
products
B12. Design flexibility depending on
customer demand
B13. The capability to deliver a broad
product line

B14. Producing products for high-price
market segments
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Continued from Table 4.2
Corporate
Aspect of
Competitive
Measurement
Capabilities
Innovative
Marketing

Brand

B15. The development of a distinctive
brand

Marketing
Technique

B16. The use of innovative marketing
techniques, such as for advertising and
promoting products

Novelty

B17. Creation of new markets
B18. Successful acquisition of new
patents
B19. Broad product distribution
B20. Control of sales and distribution
network
B21. Responsiveness to target markets’
requirements
B22. Provision of outstanding customer
service

Distribution
Controlling

Customer
Service

Item

Marketing
Technique
Outstanding
Customer
Service
Quality
Distribution

Flexibility
After-Sale
Service

Complaints

B23. The capability to supply highquality products
B24. The capability to deliver products
quickly
B25. The capability to maintain
volume-flexibility
B26. The capability to provide aftersales service

B27. The capability to promptly handle
customer complaints
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4.4.3

Overview of Supply Chain Operational Capabilities

A second variable, supply chain operational capabilities (SCOC), will be examined to
determine the levels of Malaysian SMEs’ aptitude in daily process activities. The
literature suggests there are three factors relating to this domain: technological,
structural and logistical capability. Twenty-one SCOC instruments will capture
subjective ratings relative to a firm’s current condition on a seven-point Likert scale
from 1 (extremely low) to 7 (extremely high). The associated major hypotheses are H2,
H3 and H5. The next three sections discuss the multidimensional measurement for three
SCOC factors.

A. Measurements of Technological Capability
To assess technological capability, four measurement aspects must be considered: (i)
manufacturing technology (Small, 1999; Jonsson, 2000; Kim, 2006a; Kim, 2006b), (ii)
information (Kim, 2006a; Kim, 2006b), (iii) operations (Allen et al., 2007) and (iv)
production (Ahn et al., 1999; Pyke et al., 2002; Robb et al., 2008). The first
measurement relates to the implementation of advanced manufacturing technology
(AMT) in a firm. It can be defined as “a wide variety of mainly computer-based systems
which provide adopting firms the potential to improve manufacturing operations
greatly” (Small, 1999, p. 266). Such systems can significantly contribute to firm
performance and affect firms’ capability in managing marketing, strategic and business
activities. However, Jonsson (2000) has argued that small firms do not receive much
attention in studies of AMT. Thus, this question is necessary to recognise the level of
AMT implementation in Malaysian SMEs.
Secondly, this study also focuses on information networks and sharing. Firms
should base their consideration of information networks on cost, inventory, process,
quality, facility, accounting and forecasting (Kim, 2006a; Kim, 2006b) and on three
information sharing levels – investment, purchasing and production (Ahn et al., 1999).
Question C3 of this study considers the effectiveness of operations activity in
Malaysian SMEs (Allen et al., 2007). Finally, this study also considers the importance
of production, particularly focusing on (i) defect rate, (ii) capacity and (iii) just-in-time
(JIT) strategy. Firms should be able to manufacture products with consistently lower
defect rates (Ahn et al., 1999) to increase market demand and performance.
Simultaneously, the consideration should also be given to the production capacity (Pyke
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et al., 2002; Robb et al., 2008) and the ability to have an accurate and valid demand plan
through JIT strategy (Githens, 2003; Robb et al., 2008).
The measurement items for technological capability are questions C1 to C7 in
Table 4.3.

B. Measurements of Structural Capability
This study also evaluates five aspects of structural capability: (i) formalisation, (ii)
interaction, (iii) training, (iv) human resources and (v) empowerment. Formalisation
focuses on “the extent to which rules and procedures are followed in an organisation”
(Hahn, 2007, p. 1). However, the elements of formalisation vary among organisations in
terms of working hours, decision processes, rules and procedures. Also, firm size can be
considered simultaneously.
Structural capability also measures the interaction between managers and
employees. Two questions are modified from the original measurements: (i) the
interaction degree between top managers and employees (Ahn et al., 1999) and (ii)
intense supervision of subordinates (Kumagai & Kleiner, 1995; Pechlivanidis &
Katsimpra, 2004; Allen et al., 2007). These questions focus on the two-way relationship
between managers and subordinates.
Another important issue is training strategy as it has been successfully adapted
in Japanese firms (Allen et al., 2007). In this study, a question related to extensive
training is developed. This study also measures human resources in relation to the
ability to use technology to access information and communicate with other channel
members (Govil & Proth, 2002). The final measurement aspect is the empowerment
level in a firm.
Questions C8 to C13 in Table 4.3 are related to structural capability.

C. Measurements of Logistical Capability
Most of the questions related to logistical capability are developed from the study of
Morash et al. (1996) and Cho et al. (2008). The questions reflect three measurement
aspects: (i) infrastructure, (ii) location and (iii) distribution. The first aspect to be
measured is an efficient logistics infrastructure, as it will affect both the economic
development of a country and the operations costs of a firm. As stated by Goh and Ang
(2000), firms will face many problems if they cannot provide a good network of
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dependable transportation, telecommunications, warehousing and other related
infrastructures.
Moreover, this study measures location, which focuses on the distance between
suppliers, firms and customers. The actual distances between each stakeholder will
affect their relationships (Lau & Goh, 2005). Thus, question C15 is necessary to
understand the suitability of Malaysian SMEs’ locations.
The final measurement aspect is distribution: six questions have been developed
that focus on speed, reliability, cost, coverage and outlets (Morash et al., 1996; Ahn et
al., 1999; Cho et al., 2008). Researchers have encouraged firms to develop logistical
capability by using technological capability to improve the distribution system. Ideally,
this will simplify the complexity that exists in a firm’s strategic planning of its
distribution (Waller, 1995), albeit this process focuses on different objectives (Kallio et
al., 2000).
Questions C14 to C21 of the questionnaire (Table 4.3) measure logistical
capability.
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Table 4.3: Measurement Items for Supply Chain Operational Capabilities of
Malaysian SMEs
Supply Chain
Operational
Capabilities

Aspect of
Measurement

Technological
Capability

Manufacturing
Technology

C1. The use of advanced
manufacturing technology (AMT)

Information

C2. The capability of assessing
information networks for global and
local marketplaces
C3. Improvements in operational
efficiency
C4. The level of information sharing
(in terms of cost, inventory, process,
quality, facility, accounting,
forecasting, investment plan etc.)
C5. The capability to produce
products with a consistently low
defect rate
C6. Increases in production capacity

Operations
Information

Production

Structural
Capability

Formalisation
Interaction

Training
Interaction

Human
Resources
Empowerment

Item

C7. Use of Just-in-Time (JIT)
strategy (producing parts only when
products are needed)
C8. The formalisation of supply
chain organisation
C9. The degree of interaction
between top managers and
employees
C10. Extensive training of personnel
C11. Intense supervision of
subordinates

C12. The availability of human
resources capable of using the
technology
C13. Employees with high planning
responsibility in their jobs
(empowerment)
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Continued from Table 4.3
Supply Chain
Aspect of
Operational
Measurement
Capabilities
Logistical
Capability

Infrastructure

Location
Distribution

Item

References

C14. The development of logistics
infrastructure to meet global and
local demand
C15. Location close to suppliers and
customers
C16. The capability to provide fast
delivery
C17. The capability to provide
reliable delivery
C18. The capability to provide lowcost distribution

Kim (2006a; 2006b)

C19. The capability to effectively
provide local distribution coverage
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provide global distribution coverage
C21. The capability to effectively
target exclusive distribution outlets
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4.4.4

Overview of Levels of Supply Chain Integration

As illustrated in the theoretical framework (see Section 4.2), this study requires levels of
supply chain integration (SCI) as the moderating variable to influence the strength of
the relationship between the independent 10 and dependent 11 variables. Three major
hypotheses are presented: H4 and H5 measure three levels of SCI: internal integration,
external integration with suppliers and external integration with customers. Nineteen
measurement instruments for the levels of SCI are measured subjectively relative to
organisation’s current condition on a seven-point Likert scale from 1 (extremely low) to
7 (extremely high). The next sub-sections discuss these factors.

A. Measurements of Internal Integration
Most of the multidimensional measurements for internal integration are modified based
on the instruments devised by Narasimhan and Kim (2002), and by Kim (2006b). Four
aspects are measured: information technology, real-time searching, communication and
interdepartmental meetings.
Information technology (IT) measures firms’ readiness to use IT to improve
business processes and decision-making, as it is an important engine to improve the
degree of integration for a firm (Closs & Savitskie, 2003). Questions D1 and D2 focus
on data integration and information system integration.
Secondly, this study measures real-time searching for inventory levels and
operating data. Two questions identify firms’ ability to update inventory and operating
data status; this, in turn, reflects on their logistics activities.
The third measurement aspect is communication: an interaction mode between
two or more parties (Varey, 2008). Question D5 focuses on communication as an aspect
of external integration, measuring the relationship of two organisation chains:
production and sales.
Finally, this study measures the aspect of interdepartmental meetings, focusing
on meeting frequency amongst internal functions, such as sales, operations and finance
departments in achieving firms’ objectives.

10

Independent variables for this study are corporate competitive capabilities (CCC) and supply chain
operational capabilities (SCOC).
11
The dependent variable for this study is business performance.
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Questions D1 through D6, listed in Table 4.4, cover the instruments used in this
study to examine internal integration.

B. Measurements of External Integration with Suppliers
Most of the measurements for external integration are modified from studies of
Narasimhan and Kim (2002) and Kim (2006b). Five measurement aspects are
investigated: information technology, partnership, participation level, order-taking and
procurement.
Like internal integration, external integration with suppliers also considers
information technology as a measure of the levels of information exchange between
firm and suppliers (Narasimhan & Kim, 2002; Kim, 2006b). This study focuses on the
strategic partnership level between firm and suppliers. This aspect follows the
“keiretsu” or “interlocking-directorate relationship” concept as implemented in Japanese
firms (Allen et al., 2007); questions D8 addresses this. Suppliers’ participation level is
measured in questions D9 and D10, which cover both the design stage and the
procurement and production stage. In general, many SMEs, particularly in Malaysia,
depend on several suppliers to avoid risk.
The fourth measurement aspect is order-taking, which this study measures the
ability of Malaysian SMEs to use online ordering systems to direct orders to suppliers.
Question D11 is modified from the study of Pramatari and Miliotis (2008) to capture
this.
The final aspect of this factor measures procurement activities amongst
Malaysian SMEs. This study identifies the stability of procurement through networks
with respect to the requirements of direct and indirect raw materials, products, services
or other resources provided by major suppliers (Chopra & Meindl, 2007).
Questions D7 to D12, which capture firms’ integration with suppliers, are listed
in Table 4.4.

106

C. Measurements of External Integration with Customers
This study investigates four measurement aspects that relate to the company’s
integration with customers: feedback, operational information, order-taking and
communication.
The first aspect relates to getting feedback from customers. Usually firms
achieve this in two ways: (i) traditional methods such as on-site customer complaints
and customer comment cards and (ii) online through electronic mail (e-mail) and
websites (Sampson, 1996; Sampson, 1998). For example, Swedish SMEs focus on
prompting customers’ feedback through e-mail (Opoku, 2006). Question D13 relates to
getting customers’ feedback to discover the implementation level of this system in
Malaysia.
Secondly, this study focuses on sharing operational information to third parties
such as customers to efficiently deliver accurate, consistent and timely information.
Similar to the measurement of external integration with suppliers, the order-taking
measurement aspect is then considered as a measure of integration with customers.
Questions D15, D18 and D19, as modified from several studies (Narasimhan & Kim,
2002; Germain & Iyer, 2006; Kim, 2006b; Pramatari & Miliotis, 2008), capture this
aspect.
The final measurement aspect is the communication level between firms and
customers. It is the most effective method to improve customer value, as shown by the
experience of firms such as Rolls-Royce (Dulye, 2008). Questions D16 and D17 focus
on the communication, capturing the frequency of periodical contacts and the level of
communication.
Question D13 to D19, which measure firms’ integration with customers, are
listed in Table 4.4.
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Table 4.4: Measurement Items for Levels of Supply Chain Integration of
Malaysian SMEs
Supply Chain
Integration
Internal
Integration
(CrossFunctional
Integration
within a
Company)

Aspect of
Measurement
Information
Technology

Real-Time
Searching

Communication

External
Integration
(Company’s
Integration
with Suppliers)

Interdepartmental
Meetings
Information
Technology
Partnership

Participation
Level

Order-Taking
Procurement
External
Integration
(Company’s
Integration
with
Customers)

Feedback

Operational
Information
Order-Taking
Communication

Order-Taking

Item

D1. Data integration among internal
functions through intranet
D2. Systematic information-system
integration among internal function
D3. Real-time searching of the
inventory level
D4. Real-time searching of
logistics-related operating data
D5. Systematic interaction system
between production and sales
departments
D6. Periodic interdepartmental
meetings among internal functions
D7. Information exchange with
suppliers through information
technology (IT)
D8. The level of strategic
partnerships with suppliers
D9. The participation level of
suppliers in the design stage
D10. The participation level of
suppliers in the process of
procurement and production
D11. The usage of online ordering
systems to order from suppliers
D12. Stable procurement through
networks with major suppliers
D13. Follow-up with customers for
getting feedback

D14. The capability to share
operational information with
customers effectively
D15. The agility of the ordering
process
D16. The frequency of periodic
contacts with customers
D17. The communication level with
customers
D18. The capability to accommodate
a unique request from customers
D19. The capability to offer an
online ordering system for customers
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4.4.5

Overview of Business Performance

This study also focuses on developing measurements of business performance for
Malaysian SMEs through the business performance measurement (BPM) system (Mann
& Kehoe, 1994). The evaluation aims to obtain the standard of a firm’s capabilities,
which may be used to improve business strategies and operations activities. The
measurements can be divided into two perspectives: (i) strategic business performance
and (ii) operational business performance. In the current study, the business
performance is measured by subjective ratings 12 on a seven-point Likert scale, relative
to the firm’s major industry competitors in measuring the “industry effect”. The scales
are developed from 1, which represents the “worst in the industry”, to 7, the “best in the
industry”.
As indicated in Section 3.6, the use of subjective ratings is necessary because of
the difficulty of obtaining financial performance data, particularly from the SMEs’
managers. Subjective ratings can serve as “sufficiently valid indicators of actual firm
performance to warrant their use” (Vickery et al., 1999, p. 19). Moreover, subjective
ratings have the advantage of safeguarding confidential data at every stage compared to
objective ratings. The use of objective ratings would increase probability of having
black-responses from respondents (Begley & Boyd, 1987), and it potentially create a
researcher bias in determining significant effects of the study (Song et al., 2005).
As previously discussed, it is difficult for researchers to measure performance
measurement using an accurate estimation technique, particularly using mail-surveys,
which introduce measurement errors due to the confidential nature of the data and
variance among participating firms’ accounting procedures (Dess & Robinson, 1984).
Also, managers do prefer to provide such data subjectively to protect confidentiality
(Song et al., 2005), which this researcher was obliged to respect, in part because such
respect is a requirement of the Human Research Ethics Committee, University of
Wollongong, Australia.
The selection of “industry effect” for the current study is related to the difficulty
of ensuring all respondents have a similar “referent” or “peer” set of measurements in
response to the unavailable objective data (or actual financial performance). Thus, as
recommended by Dess and Robinson (1984), it is acceptable for the study to use
12

Subjective ratings are as opposed to objective ratings. Some researchers use the terms “perceived” and
“perception” ratings to refer to subjective ratings.
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different measurement techniques as the basis of comparison if an accurate objective
performance measurement is unavailable, such as a similarity of product line,
geographical or industry sector. This study focuses on the “actual current condition”
examines relative performance with major competitors in the industry (Dess &
Robinson, 1984) to facilitate SMEs defining their business performance based on recent
condition between industry and firms.
This study uses categorical responses about business performance rather than
open-ended responses because: (i) it helps respondents answer the questions and
increases their participation, (ii) it is difficult for respondents to openly reveal financial
data that can compromise anonymity and (iii) a sufficient number of response options
can approximate continuous measures that make analysis easier (Begley & Boyd, 1987).
This domain represents four major hypotheses: H1, H2, H4 and H5.
The next sub-sections will justify the instruments developed to measure business
performance for the current study.

A. Measurements of Strategic Business Performance
In this study, strategic business performance (SBP) is measured based on two marketperformance instruments: market share growth (Kim, 2006a; Kim, 2006b; Allen et al.,
2007) and sales turnover (Mann & Kehoe, 1994). Such measurement items are
concerned with measuring a firm’s ability to meet major corporate goals (Mann &
Kehoe, 1994). These instruments, expressed in questions E1 and E2 (Table 4.5), are
necessary for this study, as they are relevant to evaluating SMEs’ growth (Robson &
Bennett, 2000). The measurement items for SBP are presented in questions E1 to E2 in
Table 4.5.

B. Measurements of Operational Business Performance
The second part of measuring business performance in this study is the evaluation of
operational business performance (OBP). This measures all aspects of a firm, including
operations (Mann & Kehoe, 1994), examining four factors: (i) suppliers, (ii) process,
(iii) people and (iv) customer relationships; it does not, however, evaluate the “policy
deployment” factor (Mann & Kehoe, 1994), as this factor is in conflict with
organisational corporate goals (Dale, 1990). Nor will this study engage with firms’
process of business planning (Lee & Dale, 1998).
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Supplier performance will be measured through three indicators: supplier
product quality, supplier communication and supplier delivery performance. However,
relatively few studies have focused on this aspect (Giannakis, 2007); the questions used
here have been developed to fill gaps in the literature.
Moreover, this study focuses on the measurement of process in a firm to identify
the level of process improvement and operation control, and opportunities for
simplifying business activities (Ljungberg, 2002). Three instruments of process
measurement are developed: work-in-process (WIP) inventory, order-fulfilment lead
time and product-quality development (Mann & Kehoe, 1994).
The third aspect of OBP is people measurement, considered by many to be the
most important aspect in a firm. Morgan and Schiemann (1999) emphasise that
organisations must develop the capability of their people effectively to achieve
competitive advantage. It also indicates that high-performing companies are better at
managing and measuring their people compared to SMEs. Thus, the people
measurement is relevant to defining the degree of people performance amongst SMEs in
Malaysia. Questions E9 to E11 address this area.
The final aspect of OBP measures is customer relationship. The study uses five
evaluation instruments that relate to: (i) resolving complaints (Mann & Kehoe, 1994;
Miyagawa & Yoshida, 2005), (ii) ensuring customer loyalty or retention (Rosenzweig et
al., 2003), (iii) quality reputation or award achievement (Kamis et al., 2008), (iv)
product returns rate and (v) order handling and processing (Kim, 2006a; Kim, 2006b).
Questions E3 to E16 in Table 4.5 address OBP.
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Table 4.5: Measurement Items for Business Performance of Malaysian SMEs
SMEs’
Business
Performance

Aspect of
Measurement

Strategic
Business
Performance

Market

Operational
Business
Performance

Supplier
(Relationship)

Item

E1. Market share growth
E2. Sales turnover

Process

People

Customer
Relationship

E3. Supplier product quality
E4. Supplier communication
E5. Supplier delivery performance
E6. Work-in-Process (WIP)
inventory
E7. Order-fulfilment lead time
E8. Product-quality development
E9. Performance-appraisal results
E10. Skill level of employees
E11. Departmental communication
E12. Resolution of customer
complaints
E13.Customer loyalty or retention
E14. Quality reputation or award
achievement
E15. Product returns rate
E16. The speed of order handling
and processing
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4.5

Concluding Remarks

A number of studies have shown how CCC and SCOC can affect business performance.
Most of the existing literature also analyses the impact of CCC and SCOC on business
performance, including the mutual effect on both capabilities, without examining the
moderating effect on such relationships. Since this study also examines the presence of
the three levels of SCI, it can be assumed that SCI could be influenced by the strength
of the relationship between CCC and business performance, and SCOC and business
performance. Most studies demonstrate that capabilities are the most important assets
and resources that firms can develop, as they demonstrate the firms’ uniqueness; and by
developing such capabilities, firms can be more prepared to face real-world business
competition.
This chapter has established a framework that presents five hypotheses of
interest relating to CCC, SCOC and business performance, including the moderating
effects on these relationships through the presence of levels of SCI. The hypotheses of
this study can be summarised as follows:

Hypothesis 1 (H1): The greater the corporate competitive capabilities of a firm,
the better its business performance will be.
Hypothesis 2 (H2): The greater the supply chain operational capabilities of a
firm, the better its business performance will be.
Hypothesis 3 (H3): Corporate competitive capabilities have a positive mutual
relationship with supply chain operational capabilities.
Hypothesis 4 (H4): Levels of supply chain integration moderate the relationship
between corporate competitive capabilities and business performance.
Hypothesis 5 (H5): Levels of supply chain integration moderate the relationship
between supply chain operational capabilities and business performance.

This chapter also discussed the development of the instruments used in this
study, to critically analyse and justify the source and functions of instruments that
measure the four factors of the study. The instruments for Background of Business
Management and Ownership use fixed alternative questions and open-ended responses.
Each instrument for CCC, SCOC and level of SCI is measured by a subjective rating on
a seven-point Likert scale from 1 (extremely low) to 7 (extremely high). The business
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performance is measured on a seven-point Likert scale, relative to the firm’s major
industry competitors in measuring the “industry effect” from 1 (worst in the industry) to
7 (best in the industry).
According to the relevant literature, as discussed in Chapter 3, CCC is
characterised by cost leadership, differentiation, innovative marketing and customer
service. Six measurement aspects are used to evaluate cost leadership: product cost, cost
advantage, cost reduction, low price, overhead cost and position. Six measurement
aspects are used for analysing differentiation: new products, product refinement,
specialty products, design flexibility, product line and market segment. For innovative
marketing, five aspects are measured: brand, marketing technique, novelty, distribution
and controlling. Finally, six aspects of customer service are measured: outstanding
customer service, quality, distribution, flexibility, after-sale service and complaints. A
total of 27 measurement items, then, are used to examine CCC.
Similarly, the literature determines three attributes for SCOC: technological,
structural and logistical capability. Four measurement aspects represent seven items of
technological capability: manufacturing technology, information, operations and
production. Five measurement aspects represent six items of structural capability:
formalisation, interaction, training, human resources and empowerment. Only three
measurement aspects represent eight items of logistical capability: infrastructure,
location and distribution. In total, SCOC is represented by 21 items and 12
measurement aspects.
Some research has also found that levels of SCI can give a moderating effect
upon such relationships. In the current study, levels of SCI are characterised by three
attributes: internal integration, external integration with suppliers and external
integration with customers. Six items of internal integration are represented by four
measurement aspects: information technology, real-time searching, communication and
interdepartmental meetings. Six other items are represented by five measurement
aspects of external integration with suppliers: information technology, partnership,
participation level, order-taking and procurement. Finally, external integration with
customers is measured by seven items that can be characterised into four measurement
aspects: feedback, operational information, order-taking and communication. Overall,
levels of SCI are represented by 19 items that capture 13 measurement aspects.
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The literature also emphasises that all of these constructs influence business
performance. In the current study, business performance is characterised by five
attributes: market, supplier, process, people and customer relationship. Overall, business
performance is represented by 16 items.
The study also includes 16 items that represent the background of business
management and ownership. In total, the questionnaire contains 99 questions.
As a final point, a screening method will be implemented to certify all
instruments before the large-scale analysis is conducted. Two types of screening
methods will be used: (i) a pilot study and (ii) pre-testing analysis, as discussed in
Section 5.5.2 and Section 5.5.3, respectively. These instruments then will be empirically
analysed through descriptive analysis, confirmatory factor analysis (CFA) and validity
testings as demonstrated in Chapter 7; and structural equation modelling (SEM) will be
employed as demonstrated in Chapter 8 to answer research questions and hypotheses.
The next chapter will discuss the primary research methodology that focuses on
survey design and implementation.
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5CHAPTER FIVE
PRIMARY RESEARCH METHODOLOGY:
SURVEY DESIGN AND IMPLEMENTATION

5.1

Introduction

The previous chapter outlined the development of a theoretical framework and five
hypotheses based on the review and analysis of literature relevant to this study. It also
justified the instrument development for four constructs: corporate competitive
capabilities (CCC), supply chain operational capabilities (SCOC), levels of supply chain
integration (SCI) and business performance.
This chapter will develop the primary research methodology that focuses on
survey design and implementation to answer the research questions within practical and
ethical constraints. In this study, the research questions and hypotheses are tested using
mail-out questionnaires, from a random sample of 950 Malaysian manufacturing SMEs
registered in the Federation of Malaysian Manufacturers (FMM). The survey was
conducted between September and December 2009. One hundred thirty-nine of the 950
sample firms responded, providing 135 usable questionnaires (14.21 percent) on which
to base the empirical analysis.
The organisation of this chapter is as follows: Section 5.2 discusses the research
philosophy. Section 5.3 justifies the empirical research design. Section 5.4 discusses the
issues related to the population, sampling and respondents of the study. Section 5.5
describes four processes of survey development. In this section, the major focus will be
given to the final process that relates to the large scale survey. Section 5.6 discusses the
ethical consideration of the current study. Finally, Section 5.7 presents the chapter’s
concluding remarks.
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5.2

Research Philosophy

The research philosophy could be divided into two: quantitative and qualitative
approaches. According to the research questions, this study is focused on the
quantitative – theory-then-research approach, as described below.
Table 5.1: Characteristics of Quantitative Research Approach
Characteristics
The Role of Theory to Research
Ontological Orientation
Epistemological Orientation
Characteristics of Research
Approaches
Types of Data

Deductive
Realist
Naturalist, Positivist
Objective, Impersonal, Reductionist,
Generalisation
Quantifiers, Numbers

Source: Onwuegbuzie & Leech (2005), Bryman (2007) and Bryman & Bell (2007)
5.2.1

Hypothetico-deductive Method
The hypothetico-deductive method is a standard version of the scientific methods

that provides a useful and systematic approach to solve the research problems (Sekaran
& Bougie, 2010). The study uses this method to test the RBV and SCM theories to
inspect their capability in explaining the research problems constituted to this study. It
involves seven steps:
i.

Identifying a broad problem area (Section 1.3)

ii.

Defining the problem statement (Section 3.7)

iii.

Developing hypotheses (Section 4.3)

iv.

Determining measures (Section 4.4)

v.

Collecting data (Section 5.5)

vi.

Analysing data (Section 7.2 to 8.6), and

vii. Interpreting data (Sections 8.4 and 8.7)

5.3

Justification of an Empirical Research Design

An empirical research design is the focal point of the thesis. It provides a structure for
data collection and analysis to address the proposed research problems. Therefore, the
most important step is the selection of the research design to develop the study, as this
will affect the range of dimensions for the research process (Bryman & Bell, 2007). In
general, nine elements of research design are relevant: purpose of the study, types of
investigation, extent of researcher’s interference, study setting, unit of analysis,
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sampling design, time horizon, data collection method and measurement of variables
(Cooper & Schindler, 2006; Sekaran & Bougie, 2010). Table 5.2 lists the dimensions of
the research design for this study. The development of these dimensions follows the
guidelines provided by Emory (1985), Malim and Birch (1997) and Sekaran and Bougie
(2010).
Table 5.2: Dimensions of the Current Study’s Research Design
Study Dimension
Purpose of the study
Types of investigation
Extent of researcher
interference
Study setting
Unit of analysis
Sampling design
Time horizon
Data-collection method
Measurement of variables

Details of the Study
Hypothesis testing
Correlational; non-causal relationship
Minimal; studying events as they normally
occur
Non-contrived; field study
Organisational level
Simple random sampling with 950
Malaysian SMEs targeted
One shot; cross-sectional study
Quantitative method (mail-out
questionnaire)
Element definition, interval scale (sevenpoint Likert scale), nominal, ratio and
dichotomous scale

The research design of this study is based on a quantitative research strategy
through hypotheses testing, as the purpose of this study is to understand and explain the
nature of five hypotheses that may in part explain the success of Malaysian SMEs. The
strategy emphasises the quantification of the collection, measurement and analysis of
the data (Bryman & Bell, 2007). This strategy relies on quantified evidence used to test
hypotheses that have been discovered from the literature (Section 4.3) – which results in
the formulation of theoretical conclusions for particular research domains (Veal, 2005).
This study focuses on testing the hypotheses to explain variance in the dependent
variable. A quantitative strategy – based on survey data – has been chosen over the
qualitative methods used in many other studies (Bryman & Bell, 2007) as it emphasises
the details of the research design, research methods and analysis approaches. This is
consistent with this study’s attempt to discover the predictability of CCC and SCOC as
they relate to the business performance of Malaysian SMEs.
Consideration should also be given to selecting an accurate investigation type. It
could be derived from either a causal or a correlational perspective. A causal study
118

examines the causes and effects of one or more problems or market factors. However,
the complex, costly and time-consuming nature of causal studies (Hair et al., 2010;
Sekaran & Bougie, 2010) makes this approach unfeasible for this study. Rather, as this
study ultimately focuses on correlational effects in that it seeks to identify “the
important variables associated with the problems” (Sekaran & Bougie, 2010, p. 110),
uses the organisational level as its unit of analysis and involves minimal interference
into the activities of the organisations studied, the correlational approach is appropriate.
The extent of researcher interference in an organisation relates to the type of
investigation used in the study. Interference can be divided into three levels: minimal,
moderate or excessive (Sekaran & Bougie, 2010). As mentioned above, this study is a
correlational investigation; therefore, it interferes only minimally in the activities of the
organisations studied. This level of interference was chosen because the respondents are
at post-managerial level (managing director or top-level manager), making interference
inappropriate; and a greater degree of interference for the purposes of the study could
potentially disrupt the operations of the organisations studied. Finally, this study set for
non-contrived and analysed organisations using aggregated data.

5.3.1

Data-Collection Method

The primary data-collection method for this study was quantitative: a survey
questionnaire. The questionnaire was designed to apply to industrial-sector SMEs in
Malaysia. The questionnaires were sent to a top managerial level for each SME by
either post or individual visit (Kim, 2006b).
The reasons for using a mail-out survey in this study are: it covered a wide
geographical area, it was convenient for the respondents, the data could be collected in a
short time period and the method was inexpensive and feasible given the researcher’s
resources (Salkind, 2006; Bryman & Bell, 2007; Sekaran & Bougie, 2010). Moreover,
some data pertaining to the three major constructs examined in this study (CCC, CCOC
and levels of SCI) could not be obtained from company reports or any financial data.
Similarly, the data relevant to the construct of business performance required the
respondents’ individual viewpoints.
The questionnaire technique used in the study was shaped by the characteristics
of the variables investigated. The demographic questions involved several aspects such
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as geographic characteristics, ownership and business achievement. Section 5.5.4
contains detailed explanations of the data-collection methods implemented in this study.

5.3.2

Time Horizon

This study uses one-shot or cross-sectional data, in which samples are analysed once in
time, as opposed to a longitudinal study (Emory, 1985; Zikmund, 2003; Graziano &
Raulin, 2007; Sekaran & Bougie, 2010). It is suitable for any study that intends to
analyse a phenomenon, situation, problem, attitude or issue (Kumar, 2005). The
information designed for cross-sectional analysis can be completely descriptive or
involve testing relationships amongst population characteristics (Graziano & Raulin,
2007). This type of study is less expensive and time-consuming than a longitudinal
study (Kumar, 2005).

5.3.3

Measurement of Variables

In general, there are four types of scales for quantifying information: nominal, ordinal,
interval and ratio (Bryman & Bell, 2007; Sekaran & Bougie, 2010). This study uses
nominal and interval scales. The instruments in Part A of the questionnaire mainly use
nominative scales (although questions A4, A9 and A10 use dichotomous scales). The
seven-point Likert scale is used exclusively for the instruments in Parts B, C, D and E.
As the Likert scale, which allows respondents to express either a favourable or
an unfavourable attitude toward the object of interest (Cooper & Schindler, 2006), is
commonly used in similar research, it was chosen for this study. This scale is also easy
to develop, reliable and applicable to both in respondent-centred and stimulus-centred
studies (Emory, 1985). Most social-science research uses either a five-point or a sevenpoint Likert scale; there are no significant differences between the two. A 10-point
Likert scale is not commonly used, as it may contribute to produce a greater spread of
data, which is associated larger variance and more negative kurtosis (Dawes, 2008).
In this study, a seven-point Likert scale was applied to give respondents more
options to express their opinions (Dawes, 2008) compared to a five-point scale. The use
of seven-point Likert scale was also based on its use in the literature (Kim & Arnold,
1993; Bontis et al., 2000; Kathuria, 2000; Moore & Fairhurst, 2003; Cho et al., 2008;
Jusoh & Parnell, 2008). The seven-point Likert scale in this study consists of responses
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from “extremely low” to “extremely high” for all questions in Parts B, C and D; and
“worst in the industry” to “best in the industry” for Part E.

5.4

Population, Sampling and Respondents

The following sub-sections will discuss the target population, sampling procedures and
intended respondents of the study.

5.4.1

Population Definition

Sampling is the most important procedure of a research activity, as it determines the
population to be targeted. The population chosen for this study are those SMEs that
meet the following criteria:
•

Registered as a manufacturing firm by the Federation of Malaysian
Manufacturers (FMM); and

•

Defined as a small or medium-sized enterprise, according to the definition
approved by the National SMEs Development Council (NSDC), Malaysia (that
is, an enterprise employing between five and 150 employees).

The manufacturing sector was selected to represent industry in the current study,
because of their contribution to Malaysian development and economic activity (NSDC,
2010).

5.4.2

Sampling Design

This section further clarifies the determination of the sampling frame, sampling method
and sample size used in the study.

A. Sampling Frame
Sampling frames can be defined as “a (physical) representative of all the elements in the
population from which the sample is drawn” (Sekaran & Bougie, 2010, p. 267); for
example, a company database, random-digit dialling or a membership roster (Hair et al.,
2009). The sampling frame for this study was the FMM directory published in 2008.
This directory was chosen as it updates its information in every publication year, and
provides the most accurate data about manufacturing companies in Malaysia. The 2008
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version included a list of 2,225 manufacturing firms of varying sizes, including micro,
small, medium and large companies.
The FMM directory was chosen as it provides complete information on the
manufacturing companies in Malaysia, including the company’s name and postal
address. It also provides information such as website, e-mail, names and e-mail
addresses of prospective respondents for business enquiries and the number of
employees. The SMEs were chosen for the sample on the basis of number of
employees; 1,402 companies were considered to be SMEs.

B. Sampling Method and Sample Size
Identifying and categorising SMEs from the FMM directory required a great deal of
time. The researcher needed to recognise and select the appropriate firms through oneby-one manual searching of overall listed firms based on the number of full-time
employees as described by the National Development Council (NSDC). The selection
was based on the SMEs which have five to 150 full-time employees.
This study used the unrestricted probability sampling design, commonly known
as the simple random-sampling method, to determine the sample to be studied (Sekaran
& Bougie, 2010). Simple random sampling was chosen because it reduces bias by
giving an equal and independent chance to every member of the population (Patten,
1997; Kumar, 2005). This method also offers the most generalisability for the findings
(Sekaran & Bougie, 2010). The traditional “fishbowl draw” was applied (Patten, 1997;
Kumar, 2005) as a method of simple random sampling: 1,402 slips of paper with the
names and addresses of Malaysian SMEs were put in a container. Then 950 were drawn
to receive questionnaires; this complied with the range of many studies in the Malaysian
manufacturing sector (for example, Sohail et al., 2006; Jusoh & Parnell, 2008).

5.4.3

Respondents of the Study

The respondent is “the person who answers an interview’s questions or provides
answers to written questions in a self-administered survey” (Zikmund, 2003, p. 175).
This study focused on the selection of potential respondents for giving accurate
information as follows:
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A. Respondents During the Pilot Study
Twelve respondents – six academics and six industrial executives – were selected to
give feedback on the questionnaire to improve its quality and usefulness for the current
study. The number of respondents for this pilot study was small, as they were chosen
based on their knowledge and understanding of the proposed issues (Fernandez, 2005):
each respondent either had substantial research experience (for the academics) or were
actively involved in the firm’s daily operations (for the executives); and each had
several years of working experience. Of the executives, four were SME managers from
different positions, one was from the FMM and one from the SME Corp. Of the
academics, five were lecturers of operations, marketing management and strategic
management, and one was a tutor of operations management.

B. Respondents During the Data Collection
During the process of data collection in the current study, researcher had to determine
the respondent who had the best access to information, as this study would depend for
its statistical reliability and validity on the respondents’ perception and expertise
representing the company.
The questionnaire was sent out with a cover letter that stated that the potential
respondents for this study would be: owner, chief executive officer, managing director,
supply chain manager, marketing manager, production manager, operations manager or
logistics manager; in other words, people who could provide precise answers for each
question. Each of them could be determined from the Federation of Malaysian
Manufacturers (FMM) directory, which provides relevant contact information for each
company. While for the most part the prospective respondents were selected from
amongst those who had a specific knowledge and experience in marketing and
operations activities inside and outside of the firm, responses could also be requested
from the top-level executive in the firm if the potential respondents (as indicated in the
cover letter) did not exist or were not available (Kim, 2006a).
To ascertain valid respondents during the data collection, two aspects were
considered: although the names and positions of the intended recipients were placed on
each envelope of the questionnaire set, if those respondents were not available, any
other respondent as indicated in the cover letter could answer the questionnaire. The
respondent then was asked to clarify his or her position in the company (question A1).
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The second aspect related to the respondents who indicated themselves in the “other”
column: a question remained as to whether they were qualified. From the initial
analysis, only one respondent was unsuitable to the current study; his questionnaire was
discarded from the analysis. These procedures were comparable to those used by
Ngansathil (2001).

5.5

Process of Survey Development

The large-scale survey through mail-out questionnaire was developed based on the
processes suggested by Cho (2008) and Sekaran and Bougie (2010). There were three
major steps before conducting the large scale-survey in the final step (Figure 5.1).

Step 1:
Literature Analysis

Step 2:
Pilot Study

The analysis of the
literature leads to
the development of
scale measurements
for the empirical
setting

The pilot study is
conducted to
analyse the format,
layout and language
to be used in the
questionnaire. Also,
it evaluates the
content validity and
the relevance of
each question to the
Malaysian SME
business
environment

Step 3:
Pre-Testing
Questionnaire
10 questionnaires
collected from the
Supply Chain
Summit 2009 are
pre-tested to test the
questionnaire
development

Step 4:
Large-Scale Survey:
Data Collection
After questionnaires
have been refined,
finally, the final
survey is undertaken

Figure 5.1: Process of Survey-Instrument Development

The next sub-sections comprehensively discuss each step of the study. Section
5.5.1 discusses the literature analysis (Step 1); Section 5.5.2 discusses the pilot study
(Step 2); and Section 5.5.3 discusses the pre-testing questionnaire (Step 3). The key and
final process, the data collection using the large-scale survey (Step 4), is discussed in
Section 5.5.4.
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5.5.1

Literature Analysis (Step 1)

The process of questionnaire development began with an extensive analysis of the
related literature. Most of the scales used in this study have been adapted from previous
studies. However, most of the previous studies were based on the Western context; this
was particularly so for the limited studies relating to SMEs. The analysis, modification
and revision of instruments gathered from existing studies to fit the business
environment of Malaysian SMEs required significant time. The selection of an accurate
statistical technique to choose the appropriate and suitable scales also required time;
after thorough analysis of the literature, the researcher chose the seven-point Likert
scale.

5.5.2

Pilot Study (Step 2)

According to a number of researchers (Hunt et al., 1982; Baker, 1991; Sekaran &
Bougie, 2010), pilot studies and pre-testing analysis are similar methods to confirm and
develop a consistent questionnaire. Although there is no comprehensive discussion on
the differences between a pilot study and pre-test, this study’s pilot stage incorporated
aspects of both: a pilot study was used to acquire different views and opinions from
experts, and a pre-test was conducted by using statistical analysis to evaluate the
questionnaire coherence (see Section 5.5.3).
A pilot study can be defined as “any small-scale exploratory research technique
that uses sampling but does not apply rigorous standards” (Zikmund, 2003, p. 63). The
aim of a pilot study is generally to examine the reliability and validity of the
questionnaire content (Thomas, 1996). Pilot studies are commonly conducted in small
sample groups in the form of interview sessions (Flynn et al., 1990; Zikmund, 2003).
The formal study was preceded with an extensive pilot study through face-toface interviews (Hanefah et al., 2001; Christiansen et al., 2003; Robertson, 2006; Jie,
2008), which took place in July and August 2009. Twelve respondents were chosen as
described above, using criteria based on the studies of Stank et al. (1999), Ellinger
(2000) and Cho et al. (2008). The duration of the interview sessions was 15 to 20
minutes. The interview was conducted once the respondent had completed the
questionnaire.
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The pilot study aimed to gather relevant opinions concerning the questionnaire
set; to validate the questionnaire contents; to ensure that respondents would clearly
understand the final survey instruments; and to ensure that the questions were worded
appropriately for respondents who were business professionals rather than academics
(Sahakijpicharn, 2007). It also aimed to identify the exact time frame required to
complete the questionnaire. Pilot-study respondents were asked to evaluate the
questionnaire based on several aspects: bias, clarity, lucidity, ambiguous questions and
relevance to the Malaysian SMEs business context. Respondents were also asked to
give comments and opinions on how long it took to complete the questionnaire, the
sequence of questions and the wording of instructions (and whether they even bothered
to read them) (Hunt et al., 1982). The questions asked during the pilot study were:
Q1: Is each question comprehensible and understandable so it can be answered?
Q2: Does the Malay translation have the same or similar meaning to the English
sentences? Could you understand the translation in Malay? If not, why not?
Q3: Are the terms used in the questionnaire set appropriate and suitable?
Q4: How long did it take you to complete the questionnaire?
Q5: Could you give any suggestions or opinions to improve the questionnaire set, in
terms of the language used, translation, design, layout, instruction, etc.?

Table 5.3 summarises the responses from respondents in the pilot study.

After comprehensive analysis of the respondents’ comments and suggestions,
the researcher enhanced the quality of the questionnaire: the format was redesigned and
the Malay version was not included, which shortened the number of pages.
Respondents’ preference for an English-only version, compared to the version in both
English and Malay translation, demonstrates that English is a business language in
Malaysia (Fontaine & Richardson, 2003). Therefore, the process of back-translation
was not undertaken in this study.
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Table 5.3: Pilot-Study Responses
Question 1
• Yes, but need to revise
the way in asking the
respondents: for
example, the sentence
structure.
• The researcher needs to
develop the questions to
the subheading that
could be linked with the
subsequent statements.
• The researcher should
simplify the meaning of
several words, for
example, “distribute
product broadly”.
Broadly here may mean
all of Malaysia or to the
international market.
• Part E should be revised
to lead to the need of
each statement.

Question 2
• The researcher needs to
revise some translations
into Malay to suit the
English term.
• However, there are
several specific terms that
could not be translated
into Malay.
• The researcher could not
translate some words or
terms into Malay. For
example, real-time
searching.
• SMEs in Malaysia do
prefer to answer in
English rather than in
Malay.
• The researcher is
encouraged to use English
version only for the
questionnaire.

Question 3
• Appropriate and suitable terms
were used to refer to the items.
• The researcher should provide
an appropriate definition for
each technical term to make
respondents understand the
need of the questions, as some
of them are not knowledgeable
on those terms.
• All terms are appropriate, but
the researcher should modify
all instructions.
• The researcher ought to follow
the instruction development as
suggested by Sekaran and
Bougie (2010).
• The researcher should provide
a clear definition for each
technical term such as 3PL,
lead time and work-in-process
(WIP).
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Question 4

Question 5

• The duration to answer
the questions is within
15 to 20 minutes.

• In Part A:
Some of the questions need to
be revised.

• The expected duration to
complete the survey
should be stated on the
cover page to encourage
the participation of
potential respondents.

• Several instructions should
be provided to instruct the
respondent to proceed to the
next questions or sections.
• The researcher should reduce
the number of pages by using
an English-only version.
• The researcher needs to
improve the quality of the
questionnaire layout. For
example, using coloured
paper is better than white
paper. It is because the
respondents will give more
attention on the questionnaire
after they receive it and when
the questionnaire is in a pile
of their business documents.
[To decrease any perceptions,
yellow colour was
suggested.]

5.5.3

Pre-Testing Questionnaire (Step 3)

Pre-testing analysis aimed to ascertain how well the questionnaire worked (Hunt et al.,
1982), to ensure that respondents could understand the questions (Sekaran & Bougie,
2010) and to check the reliability of the scale for the particular sample (Pallant, 2007).
The size of a pre-test sample is not fixed. It must be a function of the instrument and the
target population (Hunt et al., 1982); small sample sizes can be considered.
Ten pre-testing questionnaires were obtained from the Supply Chain Summit
13

2009 , two weeks before conducting a large-scale survey. Most of the respondents
possessed a logistics, supply chain or marketing background. The pre-testing analysis
then used a Cronbach’s 14 coefficient alpha to test the internal consistency of the
questionnaire and to analyse the goodness of measure (Pallant, 2007; Sekaran &
Bougie, 2010). Table 5.4 summarises the results of the reliability analysis for the pretesting questionnaire.
Table 5.4: Reliability Result of Pre-Testing Analysis
Variables

Cronbach’s Alpha

Corporate Competitive Capabilities

.975

Supply Chain Operational Capabilities

.956

Levels of Supply Chain Integration

.931

Business Performance

.940

All four variables have a very good internal consistency, with Cronbach’s
coefficient alphas of .975, .956, .931 and .940. This result demonstrated that the
questions were likely to be easy understandable and had a good scale reliability. It also
indicated that the instruments were acceptable for internal reliability (Bryman & Bell,
2007; Graziano & Raulin, 2007). Therefore, a large-scale survey through mail-out
questionnaire could be accomplished.

13

The Supply Chain Summit 2009 was organised by the Federation of Malaysian Manufacturers (FMM)
and held in Shah Alam, Selangor Darul Ehsan, Malaysia on 11th August 2009.
14
Cronbach’s coefficient alpha is used to test scale reliability. It also can measure multipoint-scaled
items, including a Likert scale (Pallant, 2007), as in this study.
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5.5.4

Large-Scale Survey: Data Collection Method (Step 4)

According to Sekaran and Bougie (2010), data collection method 15 is an important
component to completing the research design. To accomplish the process of data
collection, the fourth and final step of the overall process of survey development was
developed between September and December 2009. This study used a quantitative
method through mail-out survey as the means of data collection, for several reasons:

i.

This method is commonly used in business research that involves a large
sample, as does the current study (Ngansathil, 2001; Robertson, 2006; Jie,
2008).

ii.

Mail surveys enable the researcher to cover a wide geographical area (Sekaran
& Bougie, 2010). Because this survey was spread across all states in Malaysia
(from Peninsular Malaysia to East Malaysia), the best option was to administer
the questionnaires through mail-out survey rather than by personal interview.

iii.

As this study required the involvement of high-ranking managers, direct or
continuous disturbance to them was highly undesirable. The use of mail-out
survey in this study could minimise the demands on respondents’ time, and
avoid difficulties in scheduling in-depth interviews.

iv.

A major benefit of mail-out surveys for the current study was to prevent any
biases that might occur with other methods, such as personal interviews.

v.

Most of the information pertaining to the related constructs has not been
revealed in any company’s reports or financial data (Ngansathil, 2001; Sekaran
& Bougie, 2010); thus, the use of the subjective evaluations requested in the
survey were necessary.

vi.

As the researcher is the recipient of a Malaysian government scholarship, the
researcher had a limited time-frame for conducting the entire study, as the full
scholarship was allocated for a maximum of three and a half years.

vii.

This study also involves budget limitations, as the researcher used her own
funds to accomplish the data-collection process.

15

In general, four types of data collection methods could be considered: interview, questionnaire survey,
people and phenomena observation, and motivational techniques (Bryman & Bell, 2007; Sekaran &
Bougie, 2010).
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viii.

Mail-out surveys may successfully circumvent the bureaucracy that permeates
Malaysian companies and could otherwise slow the data-gathering process.

However, the mail-out survey also leads to some disadvantages. The most
critical issue relates to the probability of obtaining the questionnaire response from
respondents. In many cases the response rate can be low, affecting the degree to which
the research sample is genuinely representative (Sekaran & Bougie, 2010). To avoid
this, the study followed some guidelines recommended by several researchers (Emory,
1985; Zikmund, 2003; Tracey et al., 2005; Bryman & Bell, 2007; Sekaran & Bougie,
2010) to maximise response rates:

i.

A cover letter on the letterhead of the Sydney Business School, University of
Wollongong was attached to the questionnaire to identify and establish the
credentials of the researcher. The cover letter explained the research objectives
and also the assurance of confidentiality for every response.

ii.

A cover letter was addressed to the potential respondents in boldface type to
draw their attention.

iii.

The cover letter and questionnaire were printed using A4 yellow paper rather
than ordinary white paper to attract the attention of respondents.

iv.

Respondents were offered an incentive in the form of a report summarising the
findings of the study if they completed and returned the questionnaire. The
respondent could either provide their contact details at the end of the
questionnaire (after Part F), or enclose a business card with the returned
questionnaire.

v.

A recommendation letter 16 from the Small and Medium Industries Development
Corporation (SMIDEC) was also included. This letter was verified and signed
by the Deputy Chief Executive Officer (Implementation) of SMIDEC, Mr.
Borhan Sidik.

vi.

A complimentary special version of the 2010 Business Calendar with the
corporate logo of the Sydney Business School, University of Wollongong was
included.

16

The recommendation letter was still issued by using the letterhead of SMIDEC although SMIDEC had
been rebranded as the SME Corp by the time of the date of issue, 1st September 2009.
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vii.

Also, a special print of reply-paid envelopes was enclosed for each questionnaire
to facilitate the return. The design of this envelope followed the standard design
for research student as recommended by the Pos Malaysia Berhad. A special
form was submitted to the Pos Malaysia and approved.

viii.

Several questionnaires were administered by the researcher to the SMEs located
in the researcher’s hometown. Unfortunately, researcher could not meet the
respondents personally due to scheduling difficulties and company policies.

ix.

Respondents who had not replied by three weeks from the mail-out received a
follow-up phone call. The response rate from this method is generally better
than preliminary notification (Emory, 1985).

x.

The deadline dates were stated at the end of the cover letter to accelerate and
coordinate the return of questionnaires.

Each firm was represented by one respondent only. Three weeks after
distribution, respondents were phoned to remind them to respond to the questionnaire.
However, sometimes messages could not be directly conveyed because the respondents
were engaged; in these cases, messages were delivered to a third party, such as a
secretary or receptionist.
After many efforts to obtain a high response rate, a total of 139 out of 950
questionnaires were returned. This resulted in an overall response rate of 14.63 percent.
According to Jusoh and Parnell (2008), Malaysian managers are typically unwilling to
respond to mail surveys. Their unwillingness may have been exacerbated by questions
relating to background information about business management and ownership that
might have been considered sensitive and confidential.
Of the 139 returned questionnaires (14.63 percent), four were unusable. Three
respondents completed less than 10 percent of the questionnaire, and one respondent did
meet the criteria for determining their appropriateness to participate. The resulting 135
usable questionnaires were then considered for further analysis. The overall response
rate of 14.21 percent is considered relatively high compared with similar mail-survey
research in Malaysia (Sohail & Sohal, 2003; Hooi, 2006; Hashim & Ahmad, 2008;
Jusoh & Parnell, 2008).
Table 5.5 demonstrates the research methodology of other studies. The table
also shows that the response rates for those studies comparable to the current study.
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Table 5.5: Review of Research Methodologies of Previous Studies
Study

Methodology

Country

Unit of Analysis

Response
Rate
12.1 percent

Analytical Technique

Firm Level (one informant)

Sample
Size
651

Lefebvre et al. (1992)

Mail Survey

Canada

Morash et al. (1996)

Mail Survey

USA

Firm Level (one informant)

65

20.0 percent

Stepwise Regression

Kathuria (2000)

Mail Survey

USA

196

62.0 percent

Analysis of Variance

Narasimhan & Das
(2001)
Valsamakis & Sprague
(2001)
Moore & Fairhurst
(2003)
Sohail & Sohal (2003)

Mail Survey

USA

322

19.0 percent

Analysis of Variance

Mail Survey

UK

Firm Level (multiple
informants)
Cross-Industry (multiple
informants)
Firm Level (one informant)

202

10.0 percent

Multiple Regression Analysis

Mail Survey

USA

Firm Level (one informant)

60

17.0 percent

Structural Equation Modelling

Mail Survey

Malaysia

Firm Level (one informant)

124

16.0 percent

Descriptive Analysis

Weerawardena (2003)

Mail Survey

Australia

Firm Level (one informant)

326

25.6 percent

Structural Equation Modelling

Sum et al. (2004)

Mail Survey

Singapore

Firm Level (one informant)

43

86.0 percent

Cluster Analysis

Cousins (2005)

Mail Survey

UK

Firm Level (one informant)

142

58.3 percent

Structural Equation Modelling

Hooi (2006)

Mail Survey

Malaysia

Firm Level (one informant)

60

15.0 percent

Descriptive Analysis

Kim (2006b)

Mail Survey

SBU (one informant)

623

41.8 percent

Structural Equation Modelling

Li et al. (2006)

Mail Survey

Korea and
Japan
USA

Firm Level (one informant)

196

6.3 percent

Structural Equation Modelling

Cho et al. (2008)

Mail Survey

USA

SBU (one informant)

123

10.0 percent

Least-Squares Regression

Hashim & Ahmad
(2008)
Jusoh & Parnell (2008)

Mail Survey

Malaysia

Firm Level (one informant)

73

18.3 percent

Descriptive Analysis

Mail Survey

Malaysia

Firm Level (one informant)

120

12.3 percent

Analysis of Variance

Sawers et al. (2008)

Mail Survey

South
Africa

Firm Level (one informant)

43

23.9 percent

Logistics Regression Analysis
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Correlation Analysis

5.6

Ethical Considerations

Prior to the commencement of data collection, this study applied for ethics approval
from the Human Research Ethics Committee (HREC)’s Executive, University of
Wollongong. The researcher asked for approval on ethical considerations for face-toface interviews (for the pilot study) and mail-out questionnaires (for the large-scale
survey). The objectives were to ensure that the questions were designed according to the
standard requirements of the ethics committee, and simultaneously to confirm that no
demeaning questions were asked. Moreover, the approval of ethical considerations was
necessary to preserve the information privacy and confidentiality of all respondents.
First, the respondents of the pilot study were approached through electronic mail
(e-mail) or telephone conversation and later, a letter of invitation was sent by e-mail.
Before the interview began, respondents were given a Consent Form for Participation to
confirm their willingness to participate in this study. The respondent must sign the form
as evidence that consent has been granted.
Second, the respondents to the mail-out questionnaire were approached through
a cover letter to which was attached the questionnaire set, to initially identify the
researcher. Also in the cover letter, the respondents were advised that the participation
consent in this study was given once they answered and returned the questionnaire set in
the enclosed reply-paid envelope to the researcher. This was clarified in the letter with
this sentence, “By having this questionnaire answered and returned, I assume your
informed consent for participation”.
For both stages, each document clearly explained to the respondents that it was
optional to participate and they could make their own decision regarding their
involvement in this study. Moreover, they were informed that results from this study
would be published only in the form of aggregate data to protect anonymity. Moreover,
once the data is completely analysed, the questionnaires will be kept securely under the
surveillance and control of the Sydney Business School, University of Wollongong. The
data will be expunged five years after the time of collection.
During the application process, the ethics committee was informed that there
was no intention to involve respondents in any kind of experiments as part of this
research activity. Approval from the HREC’s Executive, University of Wollongong was
given on 24th June 2009 after the committee’s review of this study’s Application for
Approval to Undertake Research Involving Human Participants and the research
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proposal, in compliance with the Australian National Statement on Ethical Conduct in
Research Involving Humans.

5.7

Concluding Remarks

This chapter has discussed the research methodology of this study, detailing every
technique used. The discussion covers several issues, including the justification of
research design, the selection of respondents, processes to accomplish data collection
and ethical considerations.
The justification for the methodology was elaborated based on Sekaran and
Bougie (2010). As explained, hypothesis testing is a primary focus in this study. Also, it
leads to the development of a non-causal relationship. The methodology used in this
study is pertinent to the idea of minimal interference, as it involves responses from toplevel managers. This chapter also discussed the definition of the study population,
sample size and choosing of respondents for both the small-scale and large-scale
surveys.
The major part of this chapter described the process of survey development,
which involved four steps: literature analysis, pilot study, pre-testing and a large-scale
survey using mail-out questionnaires. This section also discussed the issues of low
response rate and methods for solving those issues. During the large-scale survey, each
respondent was supplied with a questionnaire set that consisted of the questionnaire, a
cover letter, a recommendation letter from SMIDEC and a reply-paid envelope. The
purpose was to encourage responses.
Although many techniques were used to encourage high response rate, only 139
respondents (14.63 percent) returned their surveys. Even so, this response rate was
considered satisfactory, particularly as respondents were asked to provide sensitive and
confidential data about their company. The response rate of this study was also
comparable with other studies, particularly several which had been conducted in
Malaysia.
Finally, this chapter discussed the ethical considerations for this study, which
were approved by the HREC’s Executive, University of Wollongong.
The next chapter will discuss the second primary research methodology, which
focuses on analytical procedure, and the techniques that will be used in the study.
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6CHAPTER SIX
PRIMARY RESEARCH METHODOLOGY:
ANALYTICAL PROCEDURES

6.1

Introduction

The previous chapter explained the primary research methodology used to develop and
implement the survey instruments. This chapter explains the primary research
methodology that focuses on the analytical procedures used to satisfy the statistical
issues during the process of data analysis, particularly the use of confirmatory factor
analysis (CFA), structural model analysis and the assessment of moderating variables.
Actual results of data analysis are presented in Chapters 7 and 8 for the measurement
model and structural model, respectively.
The organisation of the chapter is as follows: Section 6.2 discusses the
exploration of preliminary data procedures. Section 6.3 covers the issues and related
methods of structural equation modelling (SEM) analysis. Section 6.4 emphasises the
development of a single latent variable that focuses on congeneric measurement and
composite variables. Section 6.5 defines the use of confirmatory factor analysis (CFA).
Section 6.6 discusses the importance of model evaluation diagnostics. Section 6.7
discusses the validity tests that are applicable to this study. Section 6.8 discusses the
development of moderating variables, including the use of cluster analysis. Finally,
Section 6.9 presents the chapter’s concluding remarks.

6.2

Exploration of Preliminary Data

An exploratory data procedure was first implemented to analyse this study’s initial data.
The data was checked and entered manually into SPSS 17 for the 135 data units in the

17

SPSS is the abbreviation for the “Statistical Package for Social Science” software. The study uses SPSS
version 17.0 to apply some statistical techniques that are not available in SEM software packages, such
as histograms, frequency and Cronbach’s coefficient alpha.
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form of descriptive statistics. The purpose was to check all variables for any violation of
the assumptions underlying the statistical technique that addresses the research
questions. The data was analysed to determine valid and missing data, as well as
minimum and maximum values, which in turn identified outlier values. The analysis
confirmed that all data were clean and appropriate for further analysis (as demonstrated
in the next chapter) by following the procedure described in the next sections.

6.3

Structural Equation Modelling (SEM)

Structural equation modelling (SEM) examines the structure of the interrelationships
among multiple variables, which are represented as observed variables and latent
variables (Hair et al., 2010). SEM considers the analysis process as homogenous across
all variables (Bentler & Chou, 1987). SEM examines both measurement and the
structural model. There are five major advantages of SEM over other multivariate
techniques: it takes a confirmatory rather than an exploratory approach for data analysis;
it provides explicit estimates for error-variance parameters; it encompasses both latent
and observed variables; it measures indirect effects that involve one or more intervening
variables; and it provides extensive but simple alternative methods for analysing
multivariate relations, or for estimating point and/or interval indirect effects (Kline,
2005; Byrne, 2010).

6.3.1

Issues and Applications

SEM considers four processes: (i) random vectors and parameters as a basis for
substantive theory, (ii) assumptions underlying the model to develop the covariance or
moment structure, (iii) fixed and free parameters, including constraints and (iv) a
statistical method that applies maximum likelihood estimation (MLE) and generalised
least square (GLS). The purpose is to estimate the unknown parameters based on nonlinear optimisation and to determine the empirical adequacy of the model in assessing
the degree of fit based on the sample data (Bentler & Chou, 1987). All relations among
variables are considered as linear, and assumed to be multivariate normally distributed,
or distributed after some normalising transformation. The use of linearity in SEM is
consistent with the restriction on non-linearity, as non-linearity does not apply to new
samples, but might be approximated by more complex linear models (Bentler & Chou,
1987).
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SEM also provides a measurement model to facilitate the use of a single latent
construct; the measurement error can be known once the construct is defined. The
model is developed based on the measurement error, observed variables and latent
variables. These inputs are simultaneously analysed to find the measurement validity of
the latent variables and the structural relationship among them. More research focuses
on path diagrams than equations, as path diagrams, being visual, are a more convenient
and straightforward way of understanding the model (Bentler & Chou, 1987; Hair et al.,
2010).
SEM is the most appropriate tool to analyse large cases; however, problems can
occur, as the large number of indicator variables makes parameter estimation and model
fit statistics unstable, unless the sample size is also large (Holmes-Smith & Rowe,
1994). These problems, however, are not the primary issue for a researcher dealing with
small cases using SEM. The development of composite scores and congeneric
measurement models assists in solving the sample-size issue 18. Other issues relating to
SEM are:

A. Latent-Variable Method of Analysis
The latent-variable method is used to assess factor analysis and SEM in representing
estimates of the effect of several observed variables that may be measuring the same
phenomenon (Hopwood, 2007). There is no single definition of exactly what a latent
variable is. However, Hopwood (2007, p. 268) states that an advantage of using latent,
rather than observed, variables is: “to estimate the desired effect more reliably, because
any variance associated with measurement error in a particular observed variable is
unlikely to be shared across other observed variable(s) and thus will not contribute to
the score on a shared latent variable”. It provides a level of abstraction and relationship
generalisation (Bollen, 2002). Moreover, it can be used in both the exploratory and
confirmatory stage of research. This study uses the confirmatory method for data
analysis.

18

As indicated under the sub-heading F of this section, congeneric measurement models will be used to
solve the problems of sample size and number of variables in the study. The problems occurred when
the study had only 135 cases – which is a small number in proportion to the 83 variables under study.
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B. Likert Scale as a Continuous Variable
Many studies consider Likert scales to be continuous variables (Kim & Arnold, 1993;
Kathuria, 2000; Lubke & Muthén, 2004; Robertson, 2006); as Clason and Dormody
(1994) write, “...[the] Likert scale presumes the existence of an underlying (or latent or
natural) continuous variable whose value characterises the respondents’ attitudes and
opinion. If it were possible to measure the latent variable directly, the measurement
scale would be, at best, an interval scale” (1994, p. 31). This scale is easy to develop
and reliable, and can be used in both respondent-centred and stimulus-centred studies
(Emory, 1985). The current study uses Likert scales as a continuous variable comprised
of the statements that express either a favourable or an unfavourable attitude toward the
object of interest (Cooper & Schindler, 2006).

C. Two-Step Approach: Measurement Model and Structural Model
Anderson and Gerbing (1988) first introduced the two–step approach that covers the
application of confirmatory factor analysis (CFA) for each construct to determine the
unidimensionality and model fit, including goodness-of-fit, convergent validity and
discriminant validity; and SEM to test the proposed hypotheses. The current study also
conducted the two-step approach: first, the CFA measurement model (Chapter 7), and
second, the structural model analysis (Chapter 8).

D. Error Variances
In SEM, the error variance is taken into account to counter the model imperfection. Two
types of error variance must be considered: measurement error and residual term.
Measurement error is associated with observed variables. It reflects the adequacy in
measuring related underlying factors. It is derived from two sources: random
measurement error and error uniqueness. Residual term (or disturbance term) signifies
error in the prediction from exogenous variables to endogenous variables (Byrne, 2010).
It is designed for unexplained variance in the latent variable (Musil et al., 1998). Both
measurement error and residual term are considered to be independent variables in the
analytical model (Musil et al., 1998). Thus, one path value has to be fixed to 1.0 for
each measurement model to set the scale of both measurement error and residual term
(Heidt, 2008). Byrne (2010) also points out that both measurement error and residual
terms could represent causes of variance due to unobserved variables.
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E. Estimation Method: Covariance-Based Maximum Likelihood Estimation
Technique
The statistical estimation conducted for this research is based on the covariance
structure-based maximum likelihood estimation (MLE) technique. This technique is
widely implemented in analysis-based SEM. According to Kline (2005), MLE
maximises the continuous generalisation (likelihood) where the observed covariances
(or data) are drawn from the research population. It offers minimum-variance unbiased
estimates when the sample size is increased, and becomes vigorous against violation on
the assumption of data non-normality. However, Pansuwong (2009) recommends that
the assessment of CFA through MLE must always be diagnosed to avoid significant
degrees of violation. The diagnostics involve investigating the violation of multivariate
non-normality, biased parameter estimates and associated standard errors.

F. Adequacy of Sample Size
The issue of sample size is the primary concern in many studies, as it is easy to
compromise one’s research through an inappropriate sample size (Bentler & Chou,
1987). The sample size in SEM differs from other multivariate statistical techniques
(Holmes-Smith & Rowe, 1994), as SEM should consider the ratio of the number of
cases to the number of parameters being estimated and the statistical theory underlying
parameters estimation. This theory is asymptotic in nature, such that the standard error
leads to the infinity result for the total number of cases. SEM requires a proportionately
large sample size compared to other multivariate techniques, as some of the statistical
algorithms in SEM programs are undependable with small samples. However, if the
sample size is too large (more than 400), the analysis becomes more sensitive and yields
poor goodness-of-fit (MacKenzie et al., 2005).
In general, the minimum sample size for SEM analysis, particularly for a model
containing fewer than five constructs (with at least three items for each construct), is
100 to 150 cases, and these must have high item communality (.60 or higher).
Moreover, since this study uses the MLE technique (see sub-heading E of this section),
thus, the minimum sample size to ensure the valid and stable analysis results for this
study was at least 50 cases (Hair et al., 2010). Generally, the actual sample size of this
study is consistent with the generally accepted minimum requirement of 100 cases; thus,
MLE can be used with confidence. However, as this study involves the use of large
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numbers of variables together with small numbers of cases, the best solution is the
application of a congeneric measurement model (Section 6.4.1).

G. Model’s Unidimensionality
The unidimensionality of the model must be examined to confirm that “a set of
measured variables (or indicators) can be explained by only one underlying construct”
(Hair et al., 2010, p. 696). It can also be referred to as an internal-consistency reliability
that concerns the homogeneity of the items comprising a scale; items must be correlated
well with each other (DeVellis, 2003). Anderson and Gerbing (1988) explain that both
unidimensionality and reliability are related, but are determined in different ways.
According to them, “the unidimensionality of a scale can be evaluated by examining the
patterning of its component indicator correlations, whereas the reliability of a scale is
determined by the number of items that define the scale and the reliabilities of those
items” (Anderson & Gerbing, 1988, p. 190).
The assessment of the unidimensionality of each multiple indicator construct
should be performed prior to the assessment of construct reliability; both assessments
(unidimensionality and construct reliability) are performed to confirm the usefulness of
a scale (Anderson & Gerbing, 1988). Unidimensionality can also be measured through
CFA to assess the internal and external consistency of a construct (Anderson &
Gerbing, 1988; Gerbing & Anderson, 1988), and to analyse each measurement model
for a first-order CFA construct. The item should significantly load onto the prespecified measurement model, even though it is restricted to load on the priori specified
factor (Byrne, 2010; Hair et al., 2010). Strong evidence of the construct’s
unidimensionality is provided if none of the measurement errors are correlated and
goodness-of-fit is adequate, as shown by GFI and CFI values above .90 (Anderson &
Gerbing, 1988; Gerbing & Anderson, 1988; Byrne, 2010).

6.3.2

Specifying of the Model: Reflective, Formative or Multidimensional

At the first stage of model specification, it is important to understand the type of
construct – formative (or known as composite latent variable), reflective (principal
factor) or multidimensional – for analysing its validity. The specification of formative
and reflective constructs leads to the analysis of the relationship between measures
(indicators) and the associated construct. The construct is determined to focus on the
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relationship between a first-order latent construct and its measures. However, the
construct is not necessarily either formative or reflective (Petter et al., 2007), and yet it
must be based on research questions and objectives. Table 6.1 demonstrates the
different factors that clarify the construct appropriateness of formative and reflective
measurement models.

Table 6.1: Differences between Formative and Reflective Measurement Models
Formative Model

Reflective Model

zeta1

Y1
Formative
Model

Reflective
Model

Y2
Y3

• Direction of causality is from measure to
construct
• No reason to expect the measures are
correlated (internal consistency is not
implied)
• However, attention should be given to
nomological or criterion-related validity
• Dropping an indicator from the
measurement model may alter the
meaning of the construct
• Takes the measurement error into
account at the construct level
• Construct possesses surplus meaning
• Scale score does not adequately
represent the construct

Y1

e1

Y2

e2

Y3

e3

• Direction of causality is from construct
to measure
• Measures are expected to be correlated
(measures should possess internal
consistency reliability)
• Dropping an indicator from the
measurement model does not alter the
meaning of the construct
• Takes the measurement error into
account at the item level
• Construct possesses surplus meaning
• Scale score does not adequately
represent the construct

Source: Adapted from Jarvis et al.(2003, p. 201)
The study also needs to consider the multidimensional construct 19, as it involves
the use of first-order and second-order dimensions. A multidimensional construct exists
together with its dimension, and there is a strong relationship between them (Law et al.,
1998; Edwards, 2001). There are two approaches to defining the construct: (i) the

19

It can also be defined as a Multiple Indicators/Multiple Causes (MIMIC) model, particularly in SEM
(Jöreskog & Goldberger, 1975).
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development of a unidimensional construct as a single theoretical concept (Hattie,
1985), and (ii) the development of multiple dimensions that are different but have
related theoretical concepts (Edwards, 2001). However, there is still a debate amongst
researchers about how to clearly define comprehensiveness and the precision of the
construct. According to Edwards (2001), it is apposite to develop a multidimensional
construct as a latent variable, particularly in SEM.
The use of a multidimensional construct considers the level of abstraction (Jarvis
et al., 2003), and it must be theoretically meaningful and parsimonious (Law et al.,
1998). However, Law et al. (1998) explains that many scholars fail to identify the
appropriateness of the multidimensional construct and its dimensions, resulting in
analysis misinterpretation between the overall construct and related dimensions.
According to the above discussions, this study analyses the multidimensional
construct in respect to the research questions and objectives.

6.3.3

Second-Order Construct Model: Applicability and Advantages

The second-order construct model has been widely used to represent a general-ability
construct that has no direct indicators (Chen et al., 2005; Koufteros et al., 2009). This
construct is measured indirectly through the indicators of first-order constructs (Kline,
2005). The idiosyncratic nature of first-order constructs can be recognised and retained,
then used to treat such constructs as facets of the higher-order construct (Koufteros et
al., 2009).
According to Cunningham (2008, cited in Pansuwong, 2009, p. 146), “when
first-order (lower) latent constructs (factors), as validated with the CFA, [are]
moderately or highly inter-correlated (correlations of .40 or above), a second-order
construct (factor) might be hypothesised to be an explanation for those first-order
constructs co-varying with each other”. A second-order construct model may also apply
when: (i) the lower-order constructs are substantially correlated with each other; and (ii)
there is a higher-order construct that is hypothesised to account for the relations among
the lower-order factors (Chen et al., 2005).
Garver and Mentzer (1999) state that a correlation coefficient between firstorder constructs that is relatively high (r≥ .70) provides strong evidence that the model
is highly covaried; unidimensionality is confirmed, and further analysis using a second142

order construct model can be proposed. However, the model can only be specified as a
first-order construct model if the correlation is low (r≤ .70).
The assessment of second-order constructs should consider at least four firstorder constructs to test the fit statistics. According to Chen et al. (2005), three first-order
constructs will result in a just-identified 20 model, whereas four first-order constructs will
contribute to an over-identified 21 model. However, fewer than four first-order constructs
can also be considered if the model shows that it is over-identified and acceptable for fit
statistics.
After the specification of a second-order construct model, the assessment of
unidimensionality, reliability and three types of validity – convergent, discriminant and
predictive or nomological – are proposed (Garver & Mentzer, 1999; Hair et al., 2010).

6.3.4

Model-Fit Evaluation

The determination of model fit is important to determine the suitability between the
theoretical model and the sample data. The determination of model fit in SEM is not as
straightforward as in other multivariate statistical tests. There is no single statistical test
of significance for SEM fit indices to identify a correct model given the sample data,
especially given the existence of equivalence or alternative models that yield exactly the
same data-to-model fit (Schumacker & Lomax, 2004; Byrne, 2010).
There are many criteria to measure goodness-of-fit. While each model-fit
measure is unique, they can be categorised into three groups: absolute, incremental and
parsimony-fit measures (Byrne, 2010; Hair et al., 2010). Hair et al. (2010) also states
that it is acceptable to combine various model-fit criteria as an evaluation of global-fit
measures. It is important to decide on the use of one or more appropriate fit indexes, as
some critical factor may influence the performance of fit indices on evaluating model fit
(Hu & Bentler, 1995).
In general, researchers should assess chi-square (χ2) and degree of freedom (df),
including at least one absolute index and one incremental index. The general guidelines
are:

20

A just-identified model is when the number of data variances and covariances equals the number of
estimated parameters.
21
An over-identified model is when the number of estimable parameters is less than the number of data
points (Byrne, 2010).
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a. the χ2 and the associated df,
b. one absolute fit index (for example, GFI, RMSEA, or SRMR),
c. one incremental fit index (for example, CFI or TLI),
d. one goodness-of-fit index (for example, GFI, CFI, TLI) and
e. one badness-of-fit index (for example, RMSEA, SRMR) (Hair et al., 2010).

A. Types of Model-Fit Criteria
The guidelines proposed by Hair et al. (2010) are applied for model-fit evaluation.
Particularly, this study focuses on eight primary fits: chi-square, normed chi-square,
GFI, AGFI, RMSEA, standardised RMR, TLI and CFI; and the model is considered to
have a good fit if it satisfies the majority of the goodness-of-fit criteria (Hair et al.,
2010). The model-fit criteria used in this study are:
1. Chi-Square (χ2)
Chi-square (χ2) is the only statistical test of significance to test the theoretical model.
The goal in SEM is to achieve a non-significant χ2 value, which indicates a small
difference between S 22 and ∑ 23. A χ2 value of zero indicates a perfect fit, or no
difference between the S value and ∑ values. In other words, the theoretical specified
model fits the sample data when the χ2 value and residual values in the residual matrix
are all non-significant (close to zero) (Schumacker & Lomax, 2004). It should be noted
that χ2 is sensitive to sample size: as sample size (n) increases, so does the value of χ2
(Hair et al., 2010).

2. Goodness-of-Fit Index (GFI)
The goodness-of-fit index (GFI) was developed to reduce the drawbacks of χ2. GFI
measures the amount of variance and covariance in S that is predicted by ∑. It is
analogous to a squared multiple correlation (r2), except that the GFI is a kind of matrix
proportion of explained variance. GFI value varies between 0 and 1, although
theoretically it can also have a negative value if the sample size is too small and the
model fit is extremely poor (Kline, 2005). Poor model fit is better than no model at all

22
23

S refers to the sample covariance matrix.
∑ refers to the implied covariance matrix.
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(Byrne, 2010). However, when the value is greater than .90, it reflects a good fit
between the hypothesised model and the sample data, and the model can be accepted
(Schumacker & Lomax, 2004; Kline, 2005; Byrne, 2010).

3. Adjusted Goodness-of-Fit Index (AGFI)
The adjusted goodness-of-fit (AGFI) is a ratio of the degree of freedom used in the
model to the total degree of freedom available. Typically, the value is lower than GFI in
proportion to the model’s complexity (Schumacker & Lomax, 2004; Byrne, 2010; Hair
et al., 2010).

4. Root-Mean-Square Error of Approximation (RMSEA)
The RMSEA is “a measure of the discrepancy per degree of freedom for the model”; it
takes into account the error of approximation in the population (Browne & Cudeck,
1993, p. 137). Values less than or equal to .05 indicate a good model fit, and values less
than or equal to .08 can be considered as an adequate fit. Values close to zero show that
the model is a near-exact fit to the data. The model cannot be employed if the value is
equal to or more than .10, which indicates an unreasonable error of approximation
(Browne & Cudeck, 1993; Byrne, 2010).

5. Standardised RMR
The standardised RMR “assesses the residual variance of the observed variables and
how the residual variance of one variable correlates with the residual variance of the
other items” (Lan & Unhelkar, 2006, p. 284). The values for the standardised RMR
range from zero to 1.0; values less than .05 indicate a good fit (Diamantopoulos &
Siguaw, 2006). However, values as high as .08 are acceptable (Hu & Bentler, 1999).

6. Tucker-Lewis Index (TLI)
The Tucker-Lewis Index (TLI) 24 compares alternative models, or a proposed model
against a null model. TLI is relatively independent of sample size (Schumacker &
Lomax, 2004). It yields values between zero to 1.00; values close to .95 indicate a very
good fit (Hu & Bentler, 1995).

24

TLI is also known as the Non-Normed Fit Index (NNFI) (Kline, 2005).
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7. Comparative Fit Index (CFI)
The Comparative Fit Index (CFI) 25 is used to compare the existing model fit with a null
model (Bentler & Bonett, 1980). CFI assumes that the latent variables in the model are
uncorrelated. It can range from 0.0 to 1.0; values close to 1.0 indicate a very good fit.
Values equal to or more than .90 (which indicates that 90 percent of the covariation in
the data can be reproduced by the given model) indicate a good fit (Fan et al., 1999).

8. Normed Chi-Square (NC)
The Normed Chi-Square (NC) is a lower value of model chi-square divided by degrees
of freedom (χ2/df) (Kline, 2005). It addresses the limitations of χ2 during the evaluation
process (Byrne, 2010). Hair et al. (2010) state that χ2/df ratios on the order of 3:1 or less
indicate a good model fit. Values less than 1.0 suggest that the model is poor and
probably contains too many parameters. Values more than 5.0 reflect a need for
improvement (Schumacker & Lomax, 2004).

B. Problems with Model-Fit Evaluation
Most problems relating to model fit can be traced to lack of prior knowledge about the
measurement (observed-variable) structure for each latent variable. The measurement
can be obtained from prior studies with the use of different data. However, this can lead
to errors such as an insufficient number of latent variables to be hypothesised; a latent
variable that does not correlate well with observed variables; an extremely restricted
cluster-type of loading structure; and a latent variable that influences only one observed
variable (Bentler & Chou, 1987; Byrne, 2010; Hair et al., 2010). Such problems also
affect the path diagram, as the residuals of predictor (independent) or criterion
(dependent) variables are not allowed to covary. Moreover, the observed variable
should not be considered as a high-loading variable, as the result of a lack of correlation
between factors. The data also might be inappropriate for further analysis (Bentler &
Chou, 1987).
Model fit cannot be assessed if three or fewer items are retained in a construct,
as the AMOS programme, which is constrained to a latent construct containing fewer

25

CFI is a revised version of Normed Fit Index (NFI), and covers the deficiencies in NFI (for example, it
can estimate fit in large samples). Therefore, Bentler (1990) suggests CFI as the index of choice.
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than four measurement indicators, cannot estimate the overall construct fit indices,
standardised residual matrix and modification indices (MI) (Kline, 2005; Byrne, 2010).
However, Kline (2005) recommends that the model is acceptable if a single
measurement model has at least three indicators, or if a measurement model with two or
more constructs has at least two indicators per construct.

6.3.5

Model Misspecification and Model Diagnostics

The estimation of the initial model is unbiased. However, the unbiased estimation can
lead to model misspecification. The common sign of model misspecification is a
probability less than .50. Model misspecification can also be detected through poor
model-fit results. To avoid model misspecification, model diagnostics must be applied.
There are two types of model diagnostics: standardised residuals and modification
indices (MI) (Anderson & Gerbing, 1988; Byrne, 2010; Hair et al., 2010).
Standardised residuals show the differences between observed and predicted
variables. The model is misspecified when the standardised residuals have an absolute
value greater than 2.00 (Garver & Mentzer, 1999); such values suggest that the model
does not explain the observed correlation very well (Kline, 2005).
MI shows the misspecification of the hypothesised model, providing analytical
information about the existence of potential cross-loading (Hair et al., 2010). Large MI
values indicate the existence of error covariance and factor cross-loadings that lead to
model misspecification (Byrne, 2010). Moreover, a model needs an improvement if its
MI is greater than 5.02 and it has a par change value greater than .40. The
corresponding path should then be freed for easy estimating (Garver & Mentzer, 1999;
Hair et al., 2010). However, it is strongly discouraged by Hair et al. (2010) to change
the model based on MI only, as it will affects the theoretical basis of CFA and SEM in
general. Finally, any observed variable may be dropped or any latent construct modified
when the model shows signs of misspecification. Therefore, the initial model requires
some modifications to prove that it has strong model-fit indices and theoretical support.
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6.3.6

Assessment of Multivariate Normal Distribution

In SEM, the data must be in continuous scale and have a multivariate normal
distribution. The guideline for identifying data normality is the critical ratio value +2.58
with a 0.01 level of significance. Data is normal if the critical ratio (CR) of skewness
and kurtosis is less than 2.58. On the other hand, the data is non-normal distributed
when the z-value is more than the critical value, or when the ratio is above 2.58 or 1.96
(Ferdinand, 2000; Ghozali, 2008; Byrne, 2010). For example, if the CR is more than
+2.58, the normality assumption is rejected at the .01 (1%) significance level; if it is
more than +1.96, the data is non-normal at the .05 (5%) significance level (Ferdinand,
2000). The potential problem of multivariate non-normaltity could also be assessed
through multivariate kurtosis. A multivariate CR exceeding 5.00 (z>5.00) might indicate
potential outliers in the data (Ghozali, 2008). Determination of the Mahalanobis
distance is recommended to verify the influential outliers, as discussed in the next
section.

6.3.7

Assessment of Multivariate Outliers

In SEM, outliers can be detected by the squared Mahalanobis distance (D2) for each
case. The outliers can also be detected through the cases at the furthest deviation from
the centre of distribution in the D2 table. The cases are outliers if there is high D2
(Mahalanobis d-square) at the p<.001 significance level (Kline, 2005). Higher D2 values
represent observations farther removed from the general distribution of observations.
Outliers can also be calculated based on D2 divided by degrees of freedom (D2/df).
Outliers are possible if the value for D2/df exceeds 2.5 (for a small sample), or 3 to 4
(for a large sample) (Hair et al., 2010). Once outliers are detected, those cases should be
removed and the analysis re-examined (Byrne, 2010; Hair et al., 2010).

6.3.8

Bootstrapping

Bootstrapping 26 is considered when the data is multivariate non-normal distributed, and
as an aid to non-normal data (Byrne, 2010). The main idea underlying this technique is
that multiple samples can be developed from the original database. Bootstrapping also
considers the stability of parameter estimates, leading to greater accuracy in reporting
26

Bootstrapping is “a re-sampling procedure by which the original sample is considered to represent the
population” (Byrne, 2010, p. 330).
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the value (Ghozali, 2008; Byrne, 2010). This study implements Bollen-Stine
bootstrapping to adjust the χ2 estimate of the model. It uses the p-value to adjust the
distributional asymmetry of the data in the model. A p-value for Bollen-Stine
bootstrapping of less than .05 (p<.05) indicates misspecified data in the proposed
model, and the model is rejected (Cunningham, 2008 cited in Bollen & Stine, 1992;
Bollen & Stine, 1993; Pansuwong, 2009).

6.4

Single-Indicator Latent-Variable Model

Munck (1979) recommends the use of a single-indicator latent-variable model by
indicating values for the regression coefficient and measurement error variance. Then,
both values must be associated with the composite variable. The purpose of developing
this model is to solve the issue related to small sample size. The next sub-sections
discuss the development of a single-indicator latent-variable model for this study,
through the assessment of a congeneric measurement model.

6.4.1

Congeneric Measurement Models for the Development of Composite
Variables

Many scholars discuss the use of a congeneric measurement model to develop a
composite variable in the research (for example, Jöreskog, 1971; Holmes-Smith &
Rowe, 1994; Rowe, 2002). This model is the simplest form of measurement model. It
can be used as means of data reduction (Holmes-Smith & Rowe, 1994), and consists of
several unidimensional constructs developed by fixing all cross-loadings and betweenand within-construct error covariances at zero (Hair et al., 2010). This model differs in
each error variance and regression coefficient. Figure 6.1 illustrates the concept of the
congeneric measurement model test.
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Figure 6.1: Congeneric Measurement Model
(i.e: λ 1 ≠ λ 2 ≠ λ 3 ≠ λ 4 and δ 1 ≠ δ 2 ≠ δ 3 ≠ δ 4 )
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The development of this model is the best treatment for a small number of cases
with many variables. It allows a large number of observed variables to be composited
into a single scale, reducing the number of variables in the SEM analysis. This model
assesses one latent variable at a time by representing the regression for a set of indicator
(observed) variables on a single latent variable – to obtain a valid and more reliable
number for composite variables. It can be used in SEM, and in any multilevel model to
stabilise the parameter estimation and model-fitting, and provide a quasi test of validity
of measurement (which is the CFA) for each latent variable (Jöreskog, 1971; HolmesSmith & Rowe, 1994). This model then requires the analysis of construct validity (see
Section 6.7.2) to ensure consistency of measurement (Hair et al., 2010).
Moreover, as indicated by Holmes-Smith and Rowe (1994), the relationship
between a study’s variables can be examined in SEM through composite variables,
starting from the examination on every one-factor congeneric model that underlies the
composite variable.

6.4.2

Converting the Measurement Model into Composite Variables

The number of variables is the most important aspect to test relationships within the
model. As a means of data reduction, the development of a composite variable is
necessary for a study with a small sample size, according to Bagozzi and Yi (1988)’s
guideline. In many studies, the computation of latent or composite variables is derived
from the use of several observed indicators, with each measured on a dichotomous (for
example, 0 to 1) or Likert (for example, five- or seven-point) scale. Many studies are
also formulated through the use of latent variables (or hypothetical constructs) that are
not directly measurable or observable (Rowe, 2002). As discussed in Section 6.3.4, the
number of measurements can be reduced through the development of composite
variables for every latent variable that comprises at least three observed variables.

6.4.3

Use of Composite Variables in Structural Models

As discussed above, the rationale for using composite variables in SEM is based on
some practical issues. Many scholars (for example, Landis et al., 2000; Ghozali, 2008;
Hair et al., 2010) demonstrate that a number of variables that is five times the sample
size is proportionate for each indicator, although it will implicate with many free
parameters and cause the model to be very complex. Problems will occur if the sample
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size is too small for the number of indicators: it may lead to negative variance (that is
the Heywood case), and to the presence of a non-convergent solution (which will
prevent the AMOS software from completing the analysis) (Ghozali, 2008). The use of
composite variables is the best technique for a study that engages with many indicators:
it may produce a good structural analysis, and it will simplify the latent variables with
multiple indicators as theoretically and empirically permitted (Ghozali, 2008).

6.4.4

Factor-Score Regression Weights for a Composite Scale

AMOS output provides the factor-score regression weight to compute an estimated
composite score for every related latent variable. First, the CFA should be examined to
assess the factorial validity of the measurement model. Then, a composite scale is
created for each latent variable to reduce the number of observed variables in the model
(Politis, 2001). According to Holmes-Smith and Rowe (1994), the composite score for
the ith subject can be computed using the following equation:
Composite score i = ω 1 x 1 + ω 2 x 2 + ω 3 x 3 + ...+ ω n x n
where:

ω
x
n

(i)

is the factor-score weight
is the subject’s observed indicator variables
is the number of indicators assigned for each construct

However, the factor-score regression weight obtained from the CFA one-factor
model is not like the traditional unit-weighted method. The advantage of computing
composite scores through CFA one-factor model is a minimisation of the measurement
error that contributes in every item scale, and a consequent improvement in validity and
reliability (Rowe, 2002; Ghozali, 2008).

6.4.5

Parameter Estimation for the Composite Variable

The parameter for the composite variable is computed through the scale reliability;
Munck (1979) suggests two types of formula: the correlation matrix and the covariance
matrix amongst the composite variable. These formulas can fix both the regression
coefficient (λ i ) and the measurement error variance (θ i ). The equation for developing
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the covariance matrix is used to estimate λ i 27 and θ i 28, as fixed parameters in the
structural model. However, Ghozali (2008) recommends that each equation must
consider the computation of composite reliability to analyse standardised regression
weights and error variance for each composite variable. The equation for the current
study will be:
(ii)

where:

p c = composite reliability
λ i = standardised regression weights
θ i = measurement-error variances

=

where:

λc
θc
pc
σc
σ2

(iii)

(1 – pc)

(iv)

= standardised regression weights
= measurement-error variances
= composite reliability
= standard deviation composite indicator
= variance composite indicator

Figure 6.2 shows the example of a structural model with its parameters fixed
based on the values for λ c and θ c .
ζ
θc

X

λc

Corporate
Competitive
Capabilities
(ξ)

γ

Business
Performance
(η)

λc

Y

θc

Figure 6.2: Structural Model with Composite Variable
where:

X and Y
λc
θc
γ

= composite latent variables derived from measurement model
= regression coefficient computed using equation (vii)
= measurement error variances computed using equation (viii)
= regression coefficient of the regression η and ξ
Source: Adapted from Munck (1979)

27

The regression coefficient is also known as the standardised regression weight for the item; it reflects
the regression of each composite variable on its latent variable.
28
Measurement-error variances are associates with each composite variable.
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6.5

Factor Analysis: CFA and EFA

The development of factor analysis (EFA, CFA or both) is necessary to assess the
measurement scales before any further validity testing. The objective of factor analysis
is to validate data for manifest dependent and independent variables. Factor analysis
assesses the possibility of any sensible data reduction and a summary result (Hair et al.,
2010). There are two types of factor analysis: exploratory factor analysis (EFA) and
confirmatory factor analysis (CFA). EFA gives an idea of dimensionality. CFA is used
to test or confirm specific hypotheses or theories regarding the underlying structure for
a set of variables (Netemeyer et al., 2003; Pallant, 2007).
The key difference between CFA and EFA is that CFA does not produce crossloading (Hair et al., 2010). However, researchers should be aware of the value of factor
loadings, as low loadings will produce problems in the factor structure (Farrell & Rudd,
2009). Unlike EFA, CFA requires researchers to use measurement theory in specifying
the number of factors and the variable load on each factor (Hair et al., 2010). Similarly,
Byrne (2010) recommends that CFA should be applied when the researcher has some
prior knowledge (theory, empirical research or both) of the underlying latent variable
structure.
In this study, only CFA will be comprehensively examined through the
assessment of SEM model fit (see Section 6.3.4). CFA will allow the researcher to: (i)
specify the correlation of the measurement factors, (ii) associate the observed variables
with the measurement factors, (iii) associate the observed variables with the error terms
and (iv) specify the correlation of the error terms in the structural model (Lu et al.,
2007).

6.6

Model-Evaluation Diagnostics

There are two types of model-evaluation diagnostics: composite reliability and average
variance extracted.

6.6.1

Composite Reliability

As a diagnostic for model evaluation, composite reliability is used to measure the
internal consistency of the defined measured indicators (Bollen & Stine, 1992; Bollen &
Stine, 1993; Netemeyer et al., 2003). The current study uses composite reliability, as it
considers the measurement error of the indicators, providing a more accurate construct153

reliability result. It differs from coefficient alpha as it is assumed to be error-free.
Composite reliability also provides better and stronger scale reliability than coefficient
alpha (Walsh et al., 2008). Although scholars have advocated the threshold value of
composite indicators (for example, .60 by Bagozzi and Yi, 1988 and .70 by Hair et al.,
2010), the number of items for each construct must also be considered. However,
composite reliability of more than .80 seems reasonable, particularly for a defined
construct with five to eight indicators (Netemeyer et al., 2003).

6.6.2

Average Variance Extracted (AVE)

Average variance extracted (AVE) is a second type of model-evaluation diagnostics. It
measures the amount of variance in a set of items relative to measurement errors
(Netemeyer et al., 2003). The threshold value of AVE for a good construct is more than
.50 (Fornell & Larcker, 1981). For newly developed scales, an AVE of more than .45 is
acceptable (Netemeyer et al., 2003). In this study, AVE is comprehensively used to
analyse convergent validity and discriminant validity (see Section 6.7.2).

6.7

Validity

Validity measures the accuracy of every instrument for quantitative research. It can be
interpreted as the extent to which instruments measure the particular constructs that they
are expected to measure. However, it can be misleading if the instruments actually
measure something else (Gipps, 1994). For this study, two types of validity
measurement are appropriate: content (face) validity and construct (measurement)
validity.

6.7.1

Content (Face) Validity

Content (or face) validity covers the appropriateness and necessary content of
instruments (Gipps, 1994) to confirm the accuracy of a construct or theory. If faults
occur, the amount of reliability or construct validity will not suffice to confirm the
construct. Content validity refers to an expert’s judgement of an instrument’s relevance
considering its content. This function can also be accomplished by reference to the
literature (Bryman & Bell, 2007), as “it cannot be determined statistically” (Flynn et al.,
1990, p. 266). Therefore, the assessment of content validity should be executed before
data collection (Flynn et al., 1990).
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In this study, the determination of content validity for research instruments is
based on established scales that have been already subjected to tests of content validity
(Miller & Roth, 1994; Rosenzweig et al., 2003; Powers & Hahn, 2004; Kim, 2006a;
Kim, 2006b). As detailed in Section 5.5.2, to ensure the relevance of each instrument in
the context of Malaysian SMEs, the questionnaire was comprehensively screened by 12
respondents during the pilot-study stage: six academics and six industry practitioners.

6.7.2

Construct Validity

This study applies construct (or measurement) validity to examine the degree of
measurement that is relevant to the concept or theory (Bryman & Bell, 2007; Sekaran &
Bougie, 2010). The measurement of construct validity determines whether “the
assessment of measurement validity presupposed that a measure is reliable” (Bryman &
Bell, 2007, p. 41). Construct validity can be measured through factor analysis (Flynn et
al., 1990; Sekaran & Bougie, 2010). Three types of construct validity are applicable to
this study: convergent, discriminant and nomological validity.

A. Convergent Validity
Convergent validity is highly correlated when two different indicators converge and
measure a single latent construct 29 (Garver & Mentzer, 1999; Hair et al., 2010).
According to Heidt (2008), convergent validity can be assessed by:
•

Examining composite reliability, which must exceed the recommended threshold
value (≥.70) as suggested by Hair et al. (2010) and Bagozzi et al. (1991); and

•

Examining average variance extracted (AVE) for the model. The value indicates
whether the model scale explains more than 50 percent of the variance in the
data, meeting the rigorous test of convergent validity proposed by Fornell and
Larcker (1981).

29

Single latent construct is usually described as congeneric (see Section 8.4.1).
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B. Discriminant Validity
Discriminant validity analyses the distinction between two constructs, confirming that
the hypothesised structural parts are free from discrepancy and lead to an accurate result
(Farrell & Rudd, 2009); this will allow greater confidence on the later interpretation of
analysis findings (Farrell & Rudd, 2009). In general, Farrell and Rudd (2009) list four
methods to assess discriminant validity between constructs: the paired-construct test
introduced by Jöreskog (1971) using the chi-square difference test; Fornell and
Larcker’s (1981) technique; the implied-correlation matrix (Cunningham, 2008 cited in
Kline, 2005; Pansuwong, 2009); and multi-trait multi-method constructs evaluation.
However, Farrell and Rudd (2009, p. 5) recommend applying Fornell and Larcker
(1981) if there are “limitations in data collection and a need for more stringent
evaluations of validity”. For the current study, three types of discriminant validity are
assessed:

Type 1: Examining Average Variance Extracted and Shared Variance
As discussed above, average variance extracted (AVE) for each construct must be larger
than the shared variance (square of the correlation, r2) (Fornell & Larcker, 1981).
Therefore, researchers need to compare AVE for each construct separately from the
shared variance between those constructs. The discriminant validity is positive if the
AVE for each construct is greater than the shared variance. Discriminant validity also
means that individual measured items should represent only one latent construct and
indicate that the CFA fit for the construct is good (Hair et al., 2010).
Type 2: Examining Chi-Square Difference (∆χ2)
As recommended by Anderson and Gerbing (1988), with support from Hair et al.
(2010), a two-step chi-square difference (∆χ2) test must be conducted to get a reliable
discriminant validity result: (i) the correlation path between each pair is fixed at the
value of 1.0 at one time (the path is constrained to unity) and (ii) the estimation of
correlation path between the same pair of constructs is freed (the correlation path is set
free from the constraint).
Anderson and Gerbing (1988, p. 416) recommend that “the test should be
performed for one pair of factors at a time, rather than as a simultaneous test of all pairs
of interest. The reason for this is that a non-significant value for one pair of factors can
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be obfuscated by being tested with several pairs that have significant values”. Lin
(2007a) agrees that this technique is advantageous, as it allows the estimation of all
correlation paths to be correlated simultaneously for the construct.

Type 3: Examining Implied-Correlation Matrix
SEM considers the measurement error in each variable (Bollen, 1989). The findings
from the CFA Implied Correlation Matrix can be applied using SEM to all variable
matrices. A valid discriminant validity result (Farrell & Rudd, 2009) can simultaneously
reconfirm the convergent validity of the constructs (Cunningham, 2008 cited in Kline,
2005; Pansuwong, 2009).

C. Nomological Validity
The assessment of nomological validity confirms the relationship between constructs
and consequence measures (Cronbach & Meehl, 1955) and ensures that no confounding
explanations exist in the analysis (Hair et al., 2010). Nomological validity should be
examined to validate the second-order constructs or any higher-order measurement
model (Hair et al., 2010), and the structural model (Schumacker & Lomax, 2004; Chetty
et al., 2006).
In SEM analysis, nomological validity can be assessed through the correlation
matrix (Spiro & Weitz, 1990; Davis et al., 2001; Hair et al., 2010), χ2 and the
probability value (Jöreskog & Sörbom, 1993). Three other measures can also be used to
confirm the nomological validity of the full model: GFI above .90, RMSEA below .80
and CFI above .80 (Browne & Cudeck, 1993; Jöreskog & Sörbom, 1993; Chetty et al.,
2006).

6.8

Moderating Variable

Many scholars consider the effect of a moderator on the relationship between
independent variables (or predictors) and a dependent variable (outcome) (Myers et al.,
2000; Song & Xie, 2000; Hopwood, 2007; Ghozali, 2008). A moderating variable (also
known as an interaction effect or controller), gives a strong contingent effect on the
relationship between independent and dependent variables (Hopwood, 2007; Hair et al.,
2010; Sekaran & Bougie, 2010). It revises the original relationship between those
variables (Sekaran & Bougie, 2010). Garcia and Kandemir (2006) list three common
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techniques to analyse moderating variables: multi-group analysis, multiplicative
multiple regression (MMR) analysis and analysis of variance (ANOVA).
The most appropriate technique for data analysis is under debate (Garcia &
Kandemir, 2006; Hopwood, 2007). As explained by Hair et al. (2010), a cluster analysis
should be assessed before the analysis of the moderation in order to get groups for the
study’s cases. The variable for cluster analysis can be derived from the result of CFA
(Cheung & Chan, 2005). Later, the multi-group analysis (see Section 6.8.2) will be
conducted with the presence of the moderator in the analysis of the structural model.
Multi-group SEM analysis will be used to test the moderating effect between variables.
The moderating hypothesis is supported if the interaction effect is significant (Baron &
Kenny, 1986), as determined by a difference between two groups of analysis (Ghozali,
2008). Hopwood (2007) recommends the assessment of goodness-of-fit prior to the
analysis of moderating effect to ensure a comprehensive interpretability of path
coefficients.
In this study, the moderating variable will be examined to determine its impact
on the relationship between two independent variables – corporate competitive
capabilities (CCC) and supply chain operational capabilities (SCOC) – and one
dependent variable, business performance. As this study examines the moderating
variable for levels of supply chain integration (SCI), the groups of cases or variables can
be initially defined through cluster analysis. The next sub-section discusses the
implementation of cluster analysis to develop groups for moderating testing in multigroup SEM analysis.

6.8.1

Cluster Analysis

In general, cluster analysis examines classifications without any prior assumptions
about the population, in contrast with other statistical techniques (Punj & Stewart,
1983). Like factor analysis, it examines the similarity between all independent and
dependent variables. However, cluster analysis differs from discriminant and logit
regression analysis as it requires no prior information about the group membership,
which is assessed by the data (Perera, 2000). There are three types of cluster analysis:
hierarchical, non-hierarchical (or K-means) and two-step.
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Two-step clustering is not applicable to this study as it requires a large sample
size – 1000 observations or more (Norušis, 2006; Hair et al., 2010). Instead, this study
will assess the hierarchical and non-hierarchical clusters to identify the actual groups;
levels of SCI will be analysed as a moderator. Sample size is not a primary issue while
analysing the cluster, as it does not relate to any statistical inference issues (for example,
statistical power) (Dolnicar, 2002; Hair et al., 2010).

6.8.2

Multi-Group Analysis

While the use of multi-group analysis to determine a moderator effect is relatively rare,
it is growing in popularity. As this analysis involves a moderating variable, a multigroup analysis is used to test the moderating effects when “the moderating variable is
either non-metric or a metric moderator has been transformed into a non-metric
variable”, as moderation typically involves the testing of structural estimates (Hair et
al., 2010, p. 771). This analysis is examined to determine “whether or not components
of the measurement model and/or the structural model are equivalent (or invariant)
across particular groups of interest” (Byrne, 2010, p. 197). The moderating effect is
ideally examined through multi-group SEM analysis using a chi-square difference test
(∆χ2) (Bollen, 1990; Cunningham, 2008 cited in Pansuwong, 2009; Hair et al., 2010)
(see Section 6.8.4).
Multi-group analysis is recommended by Hair et al. (2010), as it is a reliable
technique to determine the equivalence or invariance of the measurement. Similarly,
Chen et al. (2005) state that tests of measurement invariance are important to assess
group comparison. Netemeyer et al. (2003) assert that multi-group analysis provides a
powerful test of the invariance of factor loadings, factor variance and covariance
(correlations), as well as error terms for single-scale items. Hence, scale generalisability
is enhanced once the existence of invariance can be proven (Bollen, 1989; Marsh et al.,
1998). To this end, the equivalence of two or more independent groups will be
measured prior to structural multi-group analysis to ascertain that the different groups
will assess the same construct. The sub-sections discuss the invariance test.
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6.8.3

Invariance Test

Many researchers have proposed the assessment of invariance to determine the
moderating effect and, accordingly, an accurate examination of the full multi-group
analysis (Chen et al., 2005; Kline, 2005; Pansuwong, 2009; Byrne, 2010; Hair et al.,
2010). According to Cunningham (2008, cited in Pansuwong, 2009), the invariance test
examines the statistical equality of pattern structure and the parameter value of the
factor model of interest. The purpose is to ascertain that the model does not produce
different meanings across different population groups. The assessment of any
moderating effect through multi-group analysis must ascertain that the relationship
between latent variables and indicators is invariant across groups (or possesses
structural invariance). The assessment is necessary if any meaningful group
comparisons are to be performed. Dependent variables must also be assessed (Meade,
2005; Koh & Zumbo, 2008).
Two types of structure-invariance test should be accomplished: covariance of the
measurement indicators of the model, and structure of factors in the model. Both must
be statistically invariant before the structure invariant can be finally accepted. Three
other tests must also be conducted: an invariant-covariance test for the invariance of
covariances among different sample groups; a measurement-invariance test for structure
of factors (Pansuwong, 2009); and a measurement-invariance test for second-order
constructs (Chen et al., 2005), as discussed below.

A. Invariant-Covariance Test
The invariant-covariance test is conducted prior to the examination of measurement
invariance. The purpose is to ascertain whether the sample variance and covariance for
different groups represent the same population. A specific method of analysis is “by
comparing an unconstrained (or universal) model of the variances and covariances of
the measured variables to the constrained version in which the variances and
covariances of the same variables are constrained to equality across groups”
(Pansuwong, 2009, p. 158).
To explain further, a constrained model is one where sets of particular
parameters are set to be equal across the groups, while an unconstrained model is one in
which the parameters are freely estimated across the groups (Ali & McInerney, 2005).
The result of the invariance-covariance test can be determined through non-significant
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differences in a chi-square (∆χ2) of the unconstrained and constrained models; this
indicates that the variance-covariance metrics of the measurement indicators between
the two groups are invariant (Cunningham, 2008 cited in Pansuwong, 2009).

B. Measurement-Invariance Test
A measurement-invariance test should be established before testing structural
parameters across different groups (Kline, 2005). In general, the purpose of the
measurement-invariance test is to compare models. The major objective is “to ensure
that measurement models conducted under different conditions yield equivalent
representation of the same construct” (Hair et al., 2010, p. 760). For this study, different
conditions refer to different groups under analysis.
If the result of the invariance-covariance test is negative (where there is no
evidence of invariance across groups), further analysis through the measurementinvariance test should be examined. Byrne (2010) recommends testing measurement
invariance through the testing of configural invariance, to ascertain equality of the
factorial indicators across different groups, and metric invariance, to determine the
equality in factor coefficients (or measurement weights) across different groups.
If the unconstrained model is not a good fit, the groups’ MI should be examined.
Some items may be removed until the model becomes a good fit. Then, both configural
and metric invariance can be confirmed (Pansuwong, 2009). A measurement-invariance
test should also be conducted for the second-order constructs model (Chen et al., 2005).
Table 6.2 indicates the appropriate assessment of two types of measurement-invariance
tests and model acceptance.

Table 6.2: Assessments of Measurement-Invariance Test
Type
Configural
Invariance
Metric Invariance

Assessment
• Simultaneous χ2 test on
proposed models to generate fit
statistics
• ∆χ2 test between the
constrained and unconstrained
models of the groups

Model Acceptance
• Goodness-of-fit is
demonstrated
• ∆χ2 is insignificant
when p>.05

Source: Adapted from Pansuwong (2009) and Hair et al. (2010)
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C. Measurement-Invariance Test: Test of Invariance in Factorial Structures of the
Second-Order Construct Model across Different Groups
Chen et al. (2005) recommend that the second-order construct should also be examined
for measurement invariance across different groups. Scholars explain that this test is
necessary, as it will present group comparisons (Widaman & Reise, 1997) and confirm
that the second-order construct structures are statistically equivalent across different
groups of analysis (Chen et al., 2005).

Table 6.3: Methods of Invariance Tests for Second-Order Constructs
Models

Types of Invariance of Interest

Model 0
(M0)

Configural Invariance

Model 1
(M1)

Invariant First-Order Factor
Loadings

Model 2
(M2)

Invariant First-Order and SecondOrder Factor Loadings

Model 3
(M3)

Invariant First-Order Factor
Loadings, Second-Order Factor
Loadings and Item Intercepts

Model 4
(M4)

Invariant First-Order Factor
Loadings, Second-Order Factor
Loadings, Item Intercepts and
First-Order Construct Intercepts

Model 5
(M5)

Invariant First-Order Factor
Loadings, Second-Order Factor
Loadings, Item Intercepts, FirstOrder Construct Intercepts and
First-Order Construct Disturbances
Invariant First-Order Factor
Loadings, Second-Order Factor
Loadings, Item Intercepts, FirstOrder Construct Intercepts, FirstOrder Construct Disturbances and
Item Uniqueness

Model 6
(M6)

Methods
• It is a baseline model fit to the data for
all groups together with no invariance
assumed
• Thus, all parameters are freely
estimated
• Model 1 is obtained from Model 0
(Model 1 is nested within Model 0)
• By imposing the constraint of equal
first-order factor loadings across
groups
• Model 2 is obtained from Model 1
(Model 2 is nested within Model 1)
• By adding the constraint of equal
second-order factor loadings across
groups
• Model 3 is obtained from Model 2
(Model 3 is nested within Model 2)
• By adding the constraint of equal item
intercepts across groups
• Model 4 is obtained from Model 3
(Model 4 is nested within Model 3)
• By adding the constraint of equal firstorder construct intercepts across
groups
• Model 5 is obtained from Model 4
(Model 5 is nested within Model 4)
• By adding the constraint of equal firstorder construct disturbances across
groups
• Model 6 is obtained from Model 5
(Model 6 is nested within Model 5)
• By adding the constraint of invariant
item uniqueness across groups

Source: Adapted from Widaman & Reise (1997), Chen et al.(2005) and Dimitrov (2010)
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The analysis is associated with the hierarchical series of nested models, as
recommended by researchers (for example, Widaman & Reise, 1997; Chen et al., 2005;
Dimitrov, 2010). It depends on the procedures selected, as shown in Table 6.3. Two
types of statistical tests are considered: chi-square difference (Δχ2) (Bentler & Bonett,
1980) and CFI different (ΔCFI) (Cheung & Rensvold, 2002).
6.8.4

Test of Structural Model with a Moderating Variable

Following some researchers (Bollen, 1989; Sauer & Dick, 1993; Walsh et al., 2008;
Pansuwong, 2009), the current study implements the chi-square difference (∆χ2)
statistic to test the multi-group SEM analysis of a moderating variable. The moderating
effects exist when the χ2 test is statistically different between models, and thus when the
path estimates vary. The moderation is not supported when the models are not
significantly different (Hair et al., 2010).

6.9

Concluding Remarks

This chapter analysed the analytical procedures used to justify the data analysis and as a
major reference to the development of the next two chapters. It described a number of
issues that may arise in the analysis stage, such as the threshold value used to determine
model fit. It also discussed the justification for the use of some procedures and steps of
the analysis.
The chapter started with a discussion of the data-preparation procedures for the
135 data sets, including the verification of data values through screening and cleaning
the data before proceeding to main analysis. It also discussed the use of descriptive
statistics in the initial analysis to ensure that no assumption was violated. The analysis
of the data’s mean, minimum, maximum, standard deviation, skewness and kurtosis
were considered, as well as the analysis of outliers.
The major focus for this chapter was the use of structural equation modelling
(SEM) to analyse the measurement and structural model for the study. Section 6.3
emphasised issues of SEM and its applicability to the current study, including the twostep approach of measurement and structural model. The chapter also pointed out the
difficulties in using a Likert scale as the focal point to this study, as there is a debate
about whether to categorise such a scale as a categorical or continuous variable.
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However, according to many scholars, a Likert scale can be considered as a continuous
variable.
Moreover, this chapter discussed the use of the maximum likelihood estimation
(MLE) technique to avoid significant degrees of violation, and the use of a second-order
construct model to translate the research questions into research objectives. It also
analysed the use of multidimensional constructs, focusing on the reflective at first-order
and second-order construct. The chapter also discussed the issues related to model fit
and model diagnostics. To evaluate the goodness-of-fit, eight model-fit criteria were
chosen to meet the standard of Hair et al. (2010), which covers absolute, incremental,
and goodness- and badness-of-fit indices.
As this study involves the analysis of moderating variables, this chapter
emphasised the use of cluster analysis to develop groups before proceeding to the
investigation of moderating variables through multi-group SEM analysis. It also focused
on justifying the use of invariant testing for first-order and second-order constructs to
validate the moderating variable measures.
The next chapter will examine the preliminary data analysis and the
unidimensionality of the model using confirmatory factor analysis (CFA). The structural
model, including the analysis of the moderating variable, will be further analysed in
Chapter 8.
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7CHAPTER SEVEN
PRELIMINARY DATA ANALYSIS AND FINDINGS:
DESCRIPTIVE AND CONFIRMATORY FACTOR ANALYSIS

7.1

Introduction

The previous chapter discussed the primary research methodology for applying
analytical procedures. It provided the reference for statistical terms and techniques that
will be comprehensively used in this chapter and the next. Four constructs – corporate
competitive capabilities, supply chain operational capabilities, levels of supply chain
integration and business performance – have been central to the development of this
thesis.
This chapter presents the preliminary data analysis and findings, including the
analysis on the descriptive data for Malaysian SMEs, and also examines normality and
outliers in the raw data. The congeneric measurement models are developed for
analysing the confirmatory factor analysis (CFA) for each first-order construct. The
purpose is to validate the unidimensionality for those constructs. The second-order
construct measurement models are also assessed to validate the connection with firstorder constructs.
To the best of this researcher’s knowledge, only a limited number of studies
have attempted to analyse higher-level construct measurement models (in this study, the
second-order constructs) through structural equation modelling (SEM). This chapter
also contributes to the analysis of three types of discriminant validity as the requirement
in validating the use of four first-order measurement models, and assesses nomological
validity to confirm the use of second-order constructs in the structural model. These
analyses may contribute to adding new knowledge to related studies.
This chapter is organised as follows. Section 7.2 analyses respondents’ response
rate. Section 7.3 examines the general characteristics of the respondents and enterprises.
Section 7.4 examines the initial assessment of the raw data, which can be divided into
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two parts: normality and outliers. Section 7.5 validates the measurement model for 15
constructs, including convergent validity. Section 7.6 assesses the first-order constructs’
fit properties. Section 7.7 analyses the discriminant validity on those constructs. Section
7.8 evaluates the second-order constructs’ fit properties, including nomological validity
for each construct. Finally, Section 7.9 presents the chapter’s concluding remarks.

7.2

Response Rate of Respondents

Nine-hundred and fifty sets of questionnaires were distributed. During the first period of
questionnaire distribution, 119 questionnaires were returned. After the follow-up phone
calls to respondents, 20 additional questionnaires were received. In total, only 14.63
percent of the questionnaires were returned, and 0.42 percent of the questionnaires were
not been used because: (i) the questionnaire was not complete; that is, more than 10
percent of the questions were unanswered, which could distort the analytical statistics or
cause misinterpretation of the data, particularly when using SEM (Olinsky et al., 2003;
Cunningham, 2008, cited in Pansuwong, 2009); or (ii) respondents were not at top
management levels (Sections 5.2.1 and 5.3.3). Top-level managers were preferred
because they are typically the most knowledgeable person about the company’s
business situation and strategy.
Fifteen percent of questionnaires were not delivered. According to post-office
documentation on the returned questionnaires, the reasons were incomplete address,
company has moved, no such address or business has ceased. Just over 70 percent of
total questionnaire recipients declined to respond. A result of 14.2 percent (135 sets) of
usable questionnaires was comparable to other studies in Malaysia (Section 5.5.4), and
resulted in an acceptable sample size for further analysis.
Table 7.1 shows the response and non-response rates of the distributed
questionnaire.
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Table 7.1: Respondents’ Response Rate
Questionnaire Distribution
Frequency
(N=950)
Questionnaire Usable
Answered
Unusable
Total
Undeliverable
Questionnaire Business
Not Answered Ceased
Not Responded
Total

7.3

Descriptive

Analysis:

First-Period
n
117
2
119
117
26

%
12.3
0.2
12.5
12.3
2.7

668
811

70.3
85.4

General

After Follow-Up
Phone Calls
n
%
18
1.9
2
0.2
20
2.1
-

Characteristics

-

of

Total
n
135
4
139
117
26

%
14.2
0.4
14.6
12.3
2.7

668
811

70.3
85.4

Respondents

and

Enterprises
7.3.1

Respondents’ General Profile

This section discusses the position of respondents in their company as indicated in Part
A of the questionnaire. According to Table 7.2, CEO or Managing Director was the
highest position of contributors to the current study; 27.4 percent of the 135 respondents
described themselves as CEOs or Managing Directors. It was followed by Owner (10.4
percent), Production or Operations Manager (11.9 percent), Supply Chain Manager (6.7
percent), Marketing Manager (5.2 percent) and Logistics Manager (3.7 percent). Thirtyfour percent described themselves as General Managers, Finance Managers, Directors
or Chief Financial Officers.
Table 7.2: Position of Respondents
Frequency
(n = 135)
14
37
9
7
16
5
46
1
135

Owner
CEO/Managing Director
Supply Chain Manager
Marketing Manager
Production/Operations Manager
Logistics Manager
Other
Missing
Total
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Percent
(100%)
10.4
27.4
6.7
5.2
11.9
3.7
34.1
0.7
100.0

7.3.2

Respondents’ Enterprise Profile

The discussion of respondents’ enterprise profile can be divided into two aspects: legal
and sectorial structure, which covers the enterprises’ establishment year, legal structure,
major shareholder, sub-sectors and number of full-time employees; and operations
structure, which covers the data related to operations activities, such as enterprises’
location, quality assurance, exporting, suppliers and third-party logistics.

A. Legal and Sectorial Structure
Table 7.3 shows that the majority of the SMEs in the sample have been established for
more than 20 years (42.2 percent). Twenty-two percent were established between 11
and 15 years ago; 15.6 percent were established between 16 and 20 years ago; 13.3
percent were established between five and 10 years ago; and only 6.7 percent were new
enterprises (established less than five years before the study).
More than 80 percent were private, limited-type enterprises, 11.1 percent were
structured as partnership enterprises and 4.4 percent were categorised as soleproprietorships. Table 7.3 also shows that 81.5 percent were held by Malaysians, and
18.5 percent by nationals of other countries, such as Singaporeans, Australians,
Japanese and Americans.
The manufacturing sector is broken into 17 sub-sectors. Of the sample
enterprises, 15.6 percent were in the food and beverages sub-sector, 12.6 percent were
in the electrical and electronics sector and 11.1 percent were in the fabricated-metal
sector. The basic-metal sector contained the fewest respondents, with 1.5 percent of the
total sample. This data was comparable to the analysis of NSDC (2009) that indicated
the food and beverage sector was the sector with the largest number of Malaysian
SMEs.
Table 7.3 also shows that 57.8 percent of the 135 samples employed 51 to 150
full-time employees, and 42.2 percent of them employed five to 50 full-time employees.
According to the NSDC’s definition of SMEs, which is discussed in Section 2.3.1, 57.8
percent of the samples were medium enterprises and 42.2 percent were small
enterprises. By this definition, no micro-enterprises participated in this study.
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Table 7.3: Descriptive Statistics of Enterprises’ Profile: Legal and Sectorial
Structure
Legal and Sectorial Structure
Establishment Year
Less than 5 years ago
5-10 years ago
11-15 years ago
16-20 years ago
More than 20 years ago
Total
Legal Structure
Partnership
Sole proprietorship
Private limited
Total
Major Shareholder
Malaysians
Non-Malaysians
Total
Sub-sectors
Electrical and electronics
Chemicals including petroleum
Food and beverages
Fabricated metal
Machinery
Plastics
Transport
Paper, printing and publishing
Basic metal
Non-metallic minerals
Rubber
Textiles, wearing apparel and leather
Manufacture of furniture
Medical, precision and optical instruments
Wood and wood products
Others
Total
Number of Full-Time Employees
5-50 employees
51-150 employees
Total
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Frequency
(n = 135)

Percent
(100%)

9
18
30
21
57
135

6.7
13.3
22.2
15.6
42.2
100.0

15
6
114
135

11.1
4.4
84.4
100.0

110
25
135

81.5
18.5
100.0

17
14
21
15
9
10
5
5
2
9
6
7
3
5
4
3
135

12.6
10.4
15.6
11.1
6.7
7.4
3.7
3.7
1.5
6.7
4.4
5.2
2.2
3.7
3.0
2.2
100.0

57
78
135

42.2
57.8
100.0

B. Operations Structure
Table 7.4 shows the operations structure of the 135 SMEs in the sample. Forty-five
percent were located in Selangor Darul Ehsan. Hezri and Hasan (2004) categorised
Selangor as an industrial state in Malaysia, emphasising its status as an advanced
industrial state whose manufacturing sector contributes 60 percent of its GDP.
Enterprises in the sample were also located in other states, including Pulau Pinang (11.1
percent), Perak (11.1 percent) and Johor (7.4 percent). Also, 8.9 percent were located in
the Federal Territory (Kuala Lumpur, Putrajaya and Labuan).
Most of the enterprises (80.0 percent) had obtained quality-assurance
recognition, such as ISO 9001:2000, good manufacturing practice (GMP) or Hazard
Analysis and Critical Control Points (HACCP). The data also demonstrated the failure
of 19.3 percent of the total samples to obtain such recognition. Those firms could have
been in the development or maturation stage or lacked of awareness about getting an
outstanding recognition from recognised third-parties.
The data also showed that 108 enterprises (80.0 percent) were involved in
exporting, particularly to Singapore, Indonesia, Thailand and the USA. Only 20.0
percent focused on the local market. Of the enterprises in the sample, 55.6 percent had
been actively involved in exporting activities for more than 10 years; 19.4 percent
became involved in such activities within seven to 10 years ago; 18.5 percent within
three to six years ago; and 6.5 percent less than three years ago. The data also
demonstrated that 37.0 percent exported products to between three and six countries,
and only 13.3 percent to fewer than three countries. The majority (70.4 percent)
collaborated with more than 15 suppliers at a time. Only 3.7 percent relied on not more
than five suppliers in supporting their operations.
The majority collaborated with 3PL service providers to assist in supply chain
activities. Two-thirds (90 SMEs) outsourced such activities through 3PL service
providers, while 33.3 percent of them did not use such services. According to Sohail
and Sohal (2003), most Malaysian companies preferred to outsource such activities, as
this saves time and cost, improves customer service, offers fair freight payment or credit
terms, uses a firm’s human resources more effectively, offers better delivery handling of
cargo, and results in faster and more reliable service. Of the 90 respondents using 3PL
services, 62.2 percent cooperated with one to three 3PL companies, 26.7 percent with
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four to six and 6.7 percent with seven to nine. Only 4.4 percent of them used more than
10 3PL companies.

Table 7.4: Descriptive Statistics of Enterprises’ Profile: Operations Structure
Operations Structure
Location
Johor Darul Takzim
Kedah Darul Aman
Melaka Bandaraya Bersejarah
Negeri Sembilan Darul Khusus
Pahang Darul Makmur
Perak Darul Ridzuan
Pulau Pinang Pulau Mutiara
Sabah Negeri Di Bawah Bayu
Sarawak Bumi Kenyalang
Selangor Darul Ehsan
Terengganu Darul Iman
Federal Territory
Missing
Total
Quality-Assurance Recognition
Yes
No
Missing
Total
Exporting
Yes
No
Total
No. of Suppliers
Fewer than 5 suppliers
5-10 suppliers
10-15 suppliers
More than 15 suppliers
Missing
Total
Third-Party Logistics (3PL)
Yes
No
Total
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Frequency
(n = 135)

Percent
(100%)

10
4
4
3
2
15
15
1
3
61
3
12
2
135

7.4
3.0
3.0
2.2
1.5
11.1
11.1
0.7
2.2
45.2
2.2
8.9
1.5
100.0

108
26
1
135

80.0
19.3
0.7
100.0

108
27
135

80.0
20.0
100.0

5
15
17
95
3
135

3.7
11.1
12.6
70.4
2.2
100.0

90
45
135

66.7
33.3
100.0

7.4
7.4.1

Initial Assessments on Raw Data
Assessment of Normality

In the current study, the assumption of normality was inclusively diagnosed through the
examination of skewness and kurtosis, meaning indicators could be represented as
intervals (Coakes et al., 2010). However, it was difficult to get a precise normal
distribution through the skewness and kurtosis values. Also, the data supported the
results of the Kolmogorov-Smirnov statistics. The distribution of scores was normal, as
the values of skewness and kurtosis were close to zero. Moreover, the significant value
of the Kolmogorov-Smirnov statistic showed .000, which is quite common in socialscience research. Finally, the residual plots of the current data also appeared to be
normal, and therefore the assumption of normality was not violated.

7.4.2

Assessment of Outliers

In this study, histograms and box plots were primarily used to detect potential outliers.
The histograms detected outliers through the distribution tail, while the box plots
detected outliers through the extreme points (Pallant, 2007). However, to ensure that
outliers’ scores were not an error, the range of possible scores from the questionnaires
or any data record was rechecked to certify that there was no mistake during the process
of entering data, as recommended by Pallant (2007). The current study retained all
outliers, including extreme points, as they represented valid elements of the population.
This also ensured the generalisability of the study. A number of scholars (Pallant, 2007;
Hair et al., 2010) strongly discourage deleting outliers unless there is a rationale to do
so.
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7.5

Validating Measurement Model

Drawing on the procedures discussed in Chapter 6, this section validates the
measurement constructs through the use of the congeneric measurement model30
technique. This technique is used to measure the model fit 31 for analysing the
unidimensionality, and to assesses the convergent validity 32 for analysing the
correlation between measures (or items) for each construct of interest, as recommended
by Heidt (2008). The next sections show the validity of each measurement construct of
interest.

7.5.1

Cost Leadership Measurement Model

Figure 7.1 represents the proposed Cost Leadership congeneric measurement model.
Eight indicators 33 (B1 to B8) were assigned to a latent Cost Leadership construct. Eight
error covariance residuals (measurement error terms) were assigned to each indicator
(eB1 to eB8). The parameter values of the error terms were fixed at a value of 1.0 for
standardisation and comparability. The standardised regression weight (λ), also known
as the factor-loading or parameter estimate, is connected with the arrow leading from
the latent Cost Leadership construct to each indicator. As an estimation procedure, each
indicator must be standardised to enable statistical comparison. Thus, the parameter
variance of the latent construct must also be fixed at a value of 1.0 (constraint to unity)
(Koufteros, 1999).
Examination of the standardised regression weights for the initial eight-indicator
(B1 to B8) model (Figure 7.1) showed consistently moderate loadings (λ = .53 to .81).
Squared multiple correlations also showed an unsatisfactory result (r2 = .29 to .66).
None of the fit indices were satisfactory (χ2/df = 3.579, p = .000, GFI = .871, AGFI =
.768, TLI = .844, CFI = .889, RMSEA = .139 and Standardised RMR = .069). Thus, the
initial model must be revised to meet the unidimensionality requirement.

30

According to Section 6.4.1, the congeneric measurement model is applicable to develop the composite
variable for each construct. It is the best method for studies that have many variables, yet a small
number of cases. The composite variable will be used to analyse the structural model, as demonstrated
in the next chapter.
31
The study will evaluate the model fit for validating the confirmatory factor analysis (CFA) for each
construct, as discussed in Section 6.5.
32
Simultaneously, the study will assess the convergent validity through the value of composite reliability
and average variance extracted, as discussed in Sections 6.6 and 6.7.
33
In the study, the term “indicator” is also referred to as “observed variable”.
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Figure 7.1: Initial Cost Leadership Congeneric Measurement Model
The initial model was revised five times, removing one indicator each time.
Removal was based on the examination of the fit indices, and on two model
diagnostics 34. Three indicators – B1, B4 and B8 – were retained, as their standardised
regression weights, critical ratio (CR) and squared multiple correlation values were
within the acceptable range. Moreover, parameter estimates were of the correct sign and
size, and no parameters had standardised estimates exceeding 1.00 or negative
variances. Measurement errors also showed good sign and values that were neither
extremely large nor extremely small. Results were consistent with the underlying theory
provided by Byrne (2010) and Hair et al. (2010). However, the final model fit could not
be assessed, as only three indicators had been retained for the construct 35.
Figure 7.2 and Table 7.5 show the final result of the Cost Leadership congeneric
measurement model. The result demonstrated the model’s unidimensionality, as all
indicators loaded highly satisfactorily, with λ ≥ .67 (B4 is considered as .70 after
rounding to two decimal places) on the pre-specified construct. None of the
measurement errors were correlated (Anderson & Gerbing, 1988). The results
confirmed the model’s unidimensionality and convergent validity.
34

As presented in Section 6.3.5, the model diagnostics consist of standardised residuals and modification
indices (MI).
35
As presented in Section 6.3.4, the model is acceptable if at least three indicators are retained in each
model, or at least two indicators are retained in two or more constructs (Kline, 2005).
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Figure 7.2: Final Cost Leadership Congeneric Measurement Model
Table 7.5: Results for Cost Leadership Measurement Model

Standardised Regression
Weights (λ)
Squared Multiple Correlations
(r2)
Composite Reliability
Average Variance Extracted

7.5.2

B1

B4

B8

.798

.666

.716

.636

.444

.512

.697
.531

Differentiation Measurement Model

This section represents the Differentiation congeneric measurement model. The same
procedures as detailed above were applied to this model, with assignation on six
indicators (B9 to B14), and six error covariance residuals (eB9 to eB14). Assessment of
the standardised regression weights for the initial indicators demonstrated consistently
mediocre loadings (λ = .59 to .85). Three indicators (B12, B13 and B14) showed values
less than .70 (λ < .70). Squared multiple correlations also gave unsatisfactory results (r2
= .35 to .40) for these indicators. The fit indices did not comply particularly closely with
several of the threshold standard values: χ2/df = 3.392, p = .000, GFI = .931, AGFI =
.840, TLI = .887, CFI = .932, RMSEA = .134 and Standardised RMR = .05. Thus, the
model needed to be re-specified to meet the unidimensionality standard.
The initial model was revised three times, eliminating one indicator each time.
Three indicators – B10, B11 and B14 – were retained for further analysis. The result
was consistent with the underlying theory (Byrne, 2010; Hair et al., 2010). However,
the final model fit could not be assessed, as only three indicators were retained for the
construct 36.

36

Section 6.3.4 contains a comprehensive explanation.
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Finally, unidimensionality was verified, as all indicators loaded sufficiently,
with λ ≥ .60 (B14 is considered .60 after rounding to two decimal places) on the prespecified construct; and none of the measurement errors were correlated (Anderson &
Gerbing, 1988). The convergent validity of the construct was also confirmed, as
composite reliability and AVE demonstrated .654 and .50, respectively (after rounding
to two decimal places). Figure 7.3 and Table 7.6 show the final result of the
Differentiation congeneric measurement model.

.53
eB10

B10

eB11

B11

eB14

B14

.62

.73
.79

.31.56

DIFFERENTIATION

Figure 7.3: Final Differentiation Congeneric Measurement Model
Table 7.6: Results for Differentiation Measurement Model

Standardised Regression
Weights (λ)
Squared Multiple Correlations
(r2)
Composite Reliability
Average Variance Extracted

7.5.3

B10

B11

B14

.730

.790

.558

.532

.625

.311

.654
.489

Innovative Marketing Measurement Model

Seven indicators (B15 to B21) were assigned to a preliminary latent Innovative
Marketing construct. Seven error covariance residuals were also assigned to each
indicator (eB15 to eB21). The same procedure as used above was also applied to this
construct. Examination of the standardised regression weights for the initial seven
indicators showed consistently moderate loadings (λ = .60 to .86). Squared multiple
correlations showed fairly good results (r2 = .39 to .74) for the same indicators.
However, none of the fit indices were satisfactory, with χ2/df = 6.689, p = .000, GFI =
.809, AGFI = .617, TLI = .781, CFI = .854, RMSEA = .206 and Standardised RMR =
176

.075. Therefore, the initial model needed to be revised to meet the unidimensionality
requirement.
The initial model was revised three times, and one indicator was removed each
time due to low standardised regression weights, squared multiple correlations and
model diagnostics. Four indicators (B15, B17, B18 and B19) were then retested. The
final model showed good sign with values neither excessively large nor excessively
small. The standardised regression weights for those indicators showed consistently
high loadings (λ = .70 to .80). Squared multiple correlations showed good results, with
r2 ≥ .50. The model also fit very well, with χ2/df = 1.521, p = .218, GFI = .988, AGFI =
.941, TLI = .984, CFI = .995, RMSEA = .062 and Standardised RMR = .022. Results
were consistent with the underlying theory provided by Byrne (2010) and Hair et al.
(2010).
Finally, according to Figure 7.4 and Table 7.7, evidence of unidimensionality
was provided by the fact that all indicators loaded sufficiently (λ ≥ .70) on the prespecified factor, and none of the measurement errors were correlated (Anderson &
Gerbing, 1988). Moreover, the convergent validity also was confirmed, with composite
reliability and AVE of .703 and .554, respectively.
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Figure 7.4: Final Innovative Marketing Congeneric Measurement Model
Table 7.7: Results for Innovative Marketing Measurement Model

Standardised Regression
Weights (λ)
Squared Multiple Correlations
(r2)
Composite Reliability
Average Variance Extracted

B15

B17

B18

B19

.770

.759

.708

.739

.593

.575

.502

.546

.703
.554
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7.5.4

Customer Service Measurement Model

This section represents the Customer Service congeneric measurement model. The
initial model consisted of six indicators (B22 to B27) and six error covariance residuals
(eB22 to eB27). The model was examined using the same procedure as applied above.
Assessment of the standardised regression weights demonstrated mediocre loadings (λ =
.57 to .76); and three indicators (B23, B25 and B27) clearly showed values less than .70
(λ <.70). Squared multiple correlation was also unsatisfactory (r2 = .30 to .57) for the
majority of the indicators. Some of the threshold standard values were not quite
satisfactory, with χ2/df = 3.989, p = .000, GFI = .907, AGFI = .783, TLI = .838, CFI =
.903, RMSEA = .149 and Standardised RMR = .066. Thus, the initial model needed to
be re-specified to meet the unidimensionality standard.
The model was revised for three times, with one indicator removed each time.
Three indicators – B22, B26 and B27 – were retained. The result was consistent with
the underlying theory of Byrne (2010) and Hair et al. (2010). However, the final model
showed that the goodness-of-fit could not be assessed, as only three indicators were
retained for the construct 37.
Finally, according to Figure 7.5 and Table 7.8, unidimensionality was verified,
as all indicators loaded sufficiently, with λ ≥ .70 on the pre-specified factor; and none of
the measurement errors were correlated (Anderson & Gerbing, 1988). Also, the
convergent validity of the construct was confirmed, with values for composite reliability
and AVE of .792 and .585, respectively.
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Figure 7.5: Final Customer Service Congeneric Measurement Model

37

Section 6.3.4 contains a comprehensive explanation.
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Table 7.8: Results for Customer Service Measurement Model

Standardised Regression
Weights (λ)
Squared Multiple Correlations
(r2)
Composite Reliability
Average Variance Extracted

7.5.5

B22

B26

B27

.766

.822

.703

.587

.675

.494

.792
.585

Technological Capability Measurement Model

Seven indicators (C1 to C7) were initially assigned to measure the Technological
Capability construct to validate the construct measurement properties. This construct
was first assessed with the same procedure as applied above, including seven error
covariance residuals (eC1 to eC7). The assessment of standardised regression weights
demonstrated mediocre loadings (λ = .50 to .86), and three indicators (C5, C6 and C7)
were less than .70 (λ < .70). Squared multiple correlations also showed unsatisfactory
results (r2 = .25 to .73). The fit indices were relatively good compared to the threshold
standard value, with χ2/df = 1.964, p = .017, GFI = .945, AGFI = .889, TLI = .946, CFI
= .964, RMSEA = .085 and Standardised RMR = .044. However, the model needed to
be re-specified, as the λ and r2 demonstrated low values.
The preliminary model was revised for four times, removing one indicator from
the analysis each time. Three indicators – C1, C2 and C3 – were retained. Results were
consistent with the underlying theory provided by Byrne (2010) and Hair et al. (2010).
However, the final model fit could not be assessed, as only three indicators were
retained 38.
Figure 7.6 and Table 7.9 demonstrated the final model’s unidimensionality, as
all indicators loaded highly satisfactorily, with λ ≥ .72 on the pre-specified construct.
None of the measurement errors were correlated (Anderson & Gerbing, 1988). The
convergent validity of the construct was also confirmed, with values for composite
reliability and AVE of .733 and .614, respectively.

38

Section 6.3.4 contains a comprehensive explanation.
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Figure 7.6: Final Technological Capability Congeneric Measurement Model
Table 7.9: Results for Technological Capability Measurement Model

Standardised Regression
Weights (λ)
Squared Multiple Correlations
(r2)
Composite Reliability
Average Variance Extracted

7.5.6

C1

C2

C3

.729

.744

.869

.532

.554

.756

.733
.614

Structural Capability Measurement Model

Six indicators (C8 to C13) were initially assigned to measure the Structural Capability
construct as part of validating the construct’s measurement properties. The initial
assessment for this construct used the same procedure as detailed above. Six error
covariance residuals were assigned to each indicators (eC8 to eC13). The assessment of
standardised regression weights for six indicators demonstrated good loadings (λ = .50
to .79), although three indicators (C10, C11 and C13) showed values less than .70 (λ <
.70). Squared multiple correlations also showed unsatisfactory results (r2 = .25 to .62)
for the majority of the indicators. The fit indices did not comply with the threshold
standard values, with χ2/df = 6.227, p = .000, GFI = .896, AGFI = .757, TLI = .756, CFI
= .854, RMSEA = .197 and Standardised RMR = .070. The model needed to be respecified to meet the unidimensionality standard.
The initial model was revised three times, with one indicator removed each time.
Three indicators – C8, C9 and C10 – were retained, as their associate standardised
regression weights, CR and squared multiple correlation values were within the
acceptable range. Furthermore, parameter estimates presented the correct sign and size.
The result of this analysis is also consistent with underlying theory (Byrne, 2010; Hair
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et al., 2010). However, the goodness-of-fit of the final model could not be assessed, as
only three indicators were retained for the construct 39.
Figure 7.7 and Table 7.10 show the unidimensionality for this construct, as all
indicators loaded highly satisfactorily, with λ ≥ .70 (item C10 is considered as .70 after
rounding to two decimal places) on the pre-specified factor; none of the measurement
errors were correlated (Anderson & Gerbing, 1988); and the convergent validity was
confirmed through composite reliability and AVE (.760 and .557, respectively).
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Figure 7.7: Final Structural Capability Congeneric Measurement Model
Table 7.10: Results for Structural Capability Measurement Model

Standardised Regression
Weights (λ)
Squared Multiple Correlations
(r2)
Composite Reliability
Average Variance Extracted

7.5.7

C8

C9

C10

.736

.811

.687

.541

.658

.471

.760
.557

Logistical Capability Measurement Model

Eight indicators (C14 to C21), and eight error covariance residuals (eC14 to eC21) were
assigned to a preliminary latent Logistical Capability construct. The same analysis
procedure as above was applied. The assessment of standardised regression weights for
those indicators demonstrated consistently acceptable loadings (λ = .58 to .87);
however, five indicators (C14, C15, C19, C20 and C21) showed values less than .70 (λ
< .70). Squared multiple correlations also showed some unsatisfactory results (r2 = .34
to .75). The fit indices also showed unsatisfactory results compared to the threshold

39

Section 6.3.4 contains a comprehensive explanation.
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standard value, with χ2/df = 6.137, p = .000, GFI = .807, AGFI = .653, TLI = .773, CFI
= .838, RMSEA = .196 and Standardised RMR = .076. Thus, the model needed to be respecified to meet the unidimensionality requirement.
The initial model was revised five times; ultimately, three indicators – C15, C17
and C18 – were retained. Measurement errors also showed good sign with values
neither extremely large nor extremely small. Results were consistent with the
underlying theory provided by Byrne (2010) and Hair et al. (2010). However, the final
model fit could not be assessed, as only three indicators were retained for the
construct 40.
Figure 7.8 and Table 7.11 show unidimensionality for this construct, as all
indicators loaded highly satisfactorily, with λ ≥ .70 (C15 considered as .70 after
rounding to two decimal places) on the pre-specified factor, and none of the
measurement errors were correlated (Anderson & Gerbing, 1988). Convergent validity
was also confirmed through the assessment of composite reliability and AVE (.786 and
.621, respectively).
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Figure 7.8: Final Logistical Capability Congeneric Measurement Model
Table 7.11: Results for Logistical Capability Measurement Model

Standardised Regression
Weights (λ)
Squared Multiple Correlations
(r2)
Composite Reliability
Average Variance Extracted

40

C15

C17

C18

.685

.777

.888

.470

.603

.789

.786
.621

Section 6.3.4 contains a comprehensive explanation.
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7.5.8

Internal Integration Measurement Model

This section represents the Internal Integration congeneric measurement model. The
same analysis procedure as above was applied for the initial analysis on six indicators
(D1 to D6), and six error covariance residuals (eD1 to eD6) were assigned to this
construct. The analysis of standardised regression weights for six indicators
demonstrated multiplicity loadings (λ = .53 to .95); two indicators (D5 and D6) showed
λ less than .70 (λ < 0.7). Squared multiple correlations also showed some unsatisfactory
results (r2 = .25 to .90). Also, the fit indices demonstrated unsatisfactory results for
threshold standard values, with χ2/df = 10.144, p = .000, GFI = .827, AGFI = .597, TLI
= .757, CFI = .854, RMSEA = .261 and Standardised RMR = .079). Therefore, the
initial model needed to be re-specified to meet the unidimensionality standard.
The initial model was revised three times, with one indicator removed from the
analysis each time. Three indicators – D1, D2 and D3 – were retained, as the associate
standardised regression weights, CR and squared multiple correlation values were
within the acceptable range. Parameter estimates presented the correct sign and size.
Measurement errors also showed good sign, with values neither extremely large nor
extremely small. Results were consistent with the underlying theory provided by Byrne
(2010) and Hair et al. (2010). However, the final model fit could not be assessed, as
only three indicators were retained for the construct 41.
Figure 7.9 and Table 7.12 show the model’s unidimensionality, as all indicators
loaded highly satisfactorily, λ ≥ .70 on the pre-specified construct, and none of the
measurement errors were correlated (Anderson & Gerbing, 1988). Moreover, the
convergent validity also was confirmed through the assessment of composite reliability
and AVE (.771 and .715, respectively).
.80
eD1

eD2

eD3

D1
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.85

.89
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.49.70

INTERNAL
INTEGRATION

D3

Figure 7.9: Final Internal Integration Congeneric Measurement Model

41

Section 6.3.4 contains a comprehensive explanation.
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Table 7.12: Results for Internal Integration Measurement Model

Standardised Regression
Weights (λ)
Squared Multiple Correlations
(r2)
Composite Reliability
Average Variance Extracted

7.5.9

D1

D2

D3

.894

.922

.702

.800

.851

.493

.771
.715

External Integration with Suppliers Measurement Model

This section analyses the External Integration with Suppliers congeneric measurement
model. The initial model assigned six indicators (D7 to D12) and six error covariance
residuals (eD7 to eD12) to the latent construct, and the analysis detailed above was
applied. Examination of the standardised regression weights showed consistently high
loadings (λ = .70 to .81). Squared multiple correlations also showed good results (r2 =
.50 to .65). However, none of the fit indices were satisfactory compared to the threshold
value, with χ2/df = 5.986, p = .000, GFI = .889, AGFI = .742, TLI = .823, CFI = .894,
RMSEA = .193 and Standardised RMR = .058. Therefore, the initial model needed to
be revised to meet the unidimensionality requirement.
The initial model was revised three times, removing one indicator each time.
Three indicators – D7, D11 and D12 – were retained, as their standardised regression
weights, CR and squared multiple correlation values were within the acceptable range.
Parameter estimates also presented the correct sign and size. No parameters had
standardised estimate values exceeding 1.00 or negative variances. Measurement errors
also showed good sign, with values neither extremely large nor extremely small. Results
were consistent with the underlying theory provided by Byrne (2010) and Hair et al.
(2010). However, the final model fit could not be assessed, as only three indicators were
retained for the construct 42.
Figure 7.10 and Table 7.13 show that unidimensionality for this construct was
verified, as all indicators loaded highly satisfactorily, with λ ≥ .72 on the pre-specified
factor. None of the measurement errors were correlated (Anderson & Gerbing, 1988).

42

Section 6.3.4 contains a comprehensive explanation.
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Convergent validity was also confirmed through the assessment of composite reliability
and AVE (.693 and .619, respectively).
.67
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D7

eD11

D11

eD12

.82

.66
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(SUPPLIERS)

D12

Figure 7.10: Final External Integration with Suppliers Congeneric Measurement
Model
Table 7.13: Results for External Integration with Suppliers Measurement Model

Standardised Regression
Weights (λ)
Squared Multiple Correlations
(r2)
Composite Reliability
Average Variance Extracted

D7

D11

D12

.821

.812

.723

.674

.660

.522

.693
.619

7.5.10 External Integration with Customers Measurement Model
Seven indicators (D13 to D19) and seven error covariance residuals (eD13 to eD19)
were assigned to measure the External Integration with Customers construct as part of
validating the construct’s measurement properties. Assessment of the standardised
regression weights showed consistently mediocre loadings (λ = .27 to .91), and two
indicators (D14 and D19) showed λ less than .70. Squared multiple correlations also
showed low results (r2 = .08 to .43) for most the indicators. The fit indices did not
comply with the threshold standard value, with χ2/df = 4.057, p = .000, GFI = .895,
AGFI = .790, TLI = .879, CFI = .919, RMSEA = .151 and Standardised RMR = .065.
Thus, the initial model needed to be re-specified to meet the unidimensionality standard.
As above, the initial model was revised four times; three indicators – D13, D17
and D18 – were retained, as their standardised regression weights, CR and squared
multiple correlation values were within the acceptable range. Parameter estimates
presented the correct sign and size. Measurement errors also showed good sign, with
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values neither extremely large nor extremely small. Results were consistent with the
underlying theory provided by Byrne (2010) and Hair et al. (2010). However, the final
model fit could not be assessed, as only three indicators were retained for the
construct 43.
The final result proved the model’s unidimensionality; all indicators loaded
highly satisfactorily, with λ ≥ .70, (indicator D18 was considered as .70 after rounding
to two decimal places) on the pre-specified factor. None of the measurement errors were
correlated (Anderson & Gerbing, 1988). The convergent validity of the model was also
confirmed through the analysis of composite reliability and AVE (.806 and .629,
respectively). Figure 7.11 and Table 7.14 show the final results of External Integration
with Customer congeneric measurement model.
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eD17
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Figure 7.11: Final External Integration with Customers Congeneric Measurement
Model
Table 7.14: Results for External Integration with Customers Measurement Model

Standardised Regression
Weights (λ)
Squared Multiple Correlations
(r2)
Composite Reliability
Average Variance Extracted

43

D13

D17

D18

.743

.921

.698

.552

.849

.487

.806
.629

Section 6.3.4 contains a comprehensive explanation.
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7.5.11 Market, Supplier and Customer-Relationship Performance Measurement
Model
Referring to Section 6.3.4, goodness-of-fit cannot be assessed if only three indicators or
fewer represent the initial construct. The AMOS programme was not able to estimate
the overall fit indices, standardised residual matrix and modification indices (MI)
whenever the latent construct contained fewer than four indicators (Kline, 2005; Byrne,
2010). Therefore, the overall construct fit indices could not be sufficiently estimated.
However, Kline (2005) states that a construct can be identified and accepted if at least
three indicators represent a single measurement model (or construct). Moreover,
goodness-of-fit can be identified and accepted if two or more indicators represent two or
more latent variables each. Accordingly, the measurement models for the market,
supplier and customer relationship constructs were combined to estimate the appropriate
goodness-of-fit. Figure 7.12 shows this initial model.
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Figure 7.12: Initial Market, Supplier and Customer-Relationship Performance
Congeneric Measurement Model
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In the model, 10 indicators were initially assigned to measure three constructs:
two indicators (E1 and E2) represent Market Performance, three (E3, E4 and E5)
represent Supplier Performance, and five (E12 to E16) represent Customer-Relationship
Performance. Ten error covariance residuals were also assigned for each variable. Thus,
the unidimensionality of this construct was assessed with the same procedure as applied
to the constructs, as detailed above.
The result of the initial model showed that the fit indices were not quite
satisfactory relative to some of the threshold standard values, with χ2/df = 2.318, p =
.000, GFI = .908, AGFI = .842, TLI = .918, CFI = .942, RMSEA = .099 and
Standardised RMR = .072. Assessment of the standardised regression weights
illustrated mediocre loadings (λ = .34 to .96), and three indicators (E14, E15 and E16)
showed λ less than .70. Squared multiple correlations also showed low results for
several indicators. Thus, the initial model needed to be re-specified to meet the
unidimensionality standard.
By implementing the same analysis procedures as above, the initial model was
revised for four times, and four indicators were removed, leaving six for further
analysis: EI and E2 (Market Performance), E3 and E5 (Supplier Performance) and E12
and E13 (Customer-Relationship Performance). The parameter estimates provided the
correct sign and size, and no parameter had standardised estimates exceeding 1.00 or
negative variances. Measurement errors also showed good sign, with values neither
excessively large nor excessively small.
The final model (Figure 7.13 and Table 7.15) demonstrated that the standardised
regression weights for the final six indicators (in three constructs) showed consistently
high loadings (λ = .70 to .95). Squared multiple correlations also showed good results,
with r ≥ .50 (item E5 was considered as .50 after rounding to two decimal places).
Moreover, the final model demonstrated a very good fit, with χ2/df = 1.073, p = .376,
GFI = .985, AGFI = .946, TLI = .997, CFI = .999, RMSEA = .023 and Standardised
RMR = .024. The measurement errors were uncorrelated. Results were consistent with
the underlying theory provided by Anderson and Gerbing (1988), Byrne (2010) and
Hair et al. (2010). Thus, the model’s undimensionality was confirmed. Convergent
validity was also confirmed through the assessment of composite reliability and AVE.
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Figure 7.13: Final Market, Supplier and Customer-Relationship Performance
Congeneric Measurement Model

Table 7.15: Results for Market, Supplier and Customer-Relationship
Measurement Model
Market

Standardised Regression
Weights (λ)
Squared Multiple
Correlations (r2)
Composite Reliability
Average Variance
Extracted

E1
.898

E2
.890

E3
.974

E5
.700

CustomerRelationship
E12
E13
.775
.896

.806

.792

.949

.489

.600

.876
.799
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Supplier

.846
.719

.803
.828
.702

7.5.12 Process Performance Measurement Model
Three indicators (E6 to E8) were initially assigned to measure the Process Performance
construct as part of validating the construct’s measurement properties. This construct
was assessed with the procedure as detailed above. Three error covariance residuals
(eE6 to eE8) were assigned to each indicator. The output shows that parameter estimates
presented the correct sign and size, and no parameters had standardised estimates value
exceeding 1.00 or negative variances. Measurement errors also showed a good sign.
Results were consistent with the underlying theory provided by Byrne (2010) and Hair
et al. (2010). However, the goodness-of-fit for the final model could not be assessed, as
only three indicators represented the initial construct 44.
All indicators loaded highly satisfactorily on the pre-specified factor. None of
the measurement errors were correlated (Anderson & Gerbing, 1988). There was no
need to re-specify the model, as it complied with the unidimensionality requirement.
Convergent validity was also confirmed through the assessment of composite reliability
and AVE (.818 and .595, respectively). Figure 7.14 and Table 7.16 show the final
output for this construct.
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Figure 7.14: Final Process Performance Congeneric Measurement Model
Table 7.16: Results for Process Performance Measurement Model

Standardised Regression
Weights (λ)
Squared Multiple Correlations
(r2)
Composite Reliability
Average Variance Extracted

44

E6

E7

E8

.728

.922

.636

.530

.850

.405

.818
.595

Section 6.3.4 contains a comprehensive explanation.
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7.5.13 People Performance Measurement Model
The same procedure was also assigned to measure the People Performance congeneric
measurement model through the assessment of three indicators (E9 to E11) and three
error covariance residuals (eE9 to eE11). The goodness-of-fit for the model could not be
assessed, as only three indicators represented the construct 45. The output of parameter
estimates presented correct sign and size, and no parameters had standardised estimate
values exceeding 1.00 or negative variances. Measurement errors also showed good
sign. Results were consistent with the underlying theory provided by Byrne (2010) and
Hair et al. (2010).
Moreover, all indicators loaded highly satisfactorily, with λ ≥ .70 (indicator E11
was considered as .70 after rounding to two decimal places) on the pre-specified factors.
None of the measurement errors were correlated (Anderson & Gerbing, 1988). There
was no need to re-specify the model, as it complied with the unidimensionality standard.
Convergent validity was also confirmed through an assessment of composite reliability
and AVE. Figure 7.15 and Table 7.17 show the final output for this construct.
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Figure 7.15: Final People Performance Congeneric Measurement Model
Table 7.17: Results for People Performance Measurement Model

Standardised Regression
Weights (λ)
Squared Multiple Correlations
(r2)
Composite Reliability
Average Variance Extracted

45

E9

E10

E11

.841

.741

.676

.707

.549

.457

.802
.571

Section 6.3.4 contains a comprehensive explanation.
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7.6
7.6.1

Assessment of First-Order Measurement Constructs Fit Properties
Corporate Competitive Capabilities

Figure 7.16 shows the initial model of the relationship of the four first-order constructs
of the Corporate Competitive Capabilities (CCC) measurement model: cost leadership,
differentiation, innovative marketing and customer service. The small circles connected
by arrows to each indicator represent the error covariance residuals (measurement error
terms) of the indicator. The parameter value for each error term was fixed at 1.0 for the
purpose of statistical standardisation. The arrows from latent variables to each indicator
represent the parameter estimate. One parameter for each construct was constrained to
unity (fixed at a value of 1.0) to allow every indicator to be statistically invariant and
standardised so that they could be compared (Koufteros, 1999).
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Figure 7.16: Initial First-Order CCC Measurement Model
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Figure 7.16 also shows 13 indicators within the four constructs. There are three
indicators for each construct (cost leadership, differentiation and customer service), and
four indicators for the innovative-marketing construct. The indicators for first-order
CCC construct assessment were derived from the evaluation of the congeneric
measurement models, as analysed in Sections 7.5.1 through 7.5.4. In total, the
measurement model consists of four latent variables, 13 indicators and 13 measurement
errors.
To validate the fit properties of this model, several aspects were considered: the
overall goodness-of-fit indices; diagnostics indicators (evaluating on standardised
residuals and modification indices); and the direction, magnitude and statistical
significance of the parameter estimates (Anderson & Gerbing, 1988; Koufteros, 1999;
Pansuwong, 2009).
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Figure 7.17: Standardised Estimates of the CCC First-Order Measurement Model
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Figure 7.17 shows the standardised estimates of the CCC first-order
measurement model for this study, and Table 7.18 demonstrates that most goodness-offit indices for this model support the model fit, except for probability (which, at p =
.012, which was less than the recommended value). The MIs needed to be further
considered 46.

Table 7.18: Goodness-of-Fit Indices for First-Order CFA of CCC Model
Model-Fit Criterion
Chi-square (χ2)
df
Probability
CMIN/df
GFI
AGFI
TLI
CFI
RMSEA
Standardised RMR

Acceptable Level

Model-Fit Result

Fit Status

>.05
1≤ X ≤5
> .90
> .80
> .90
≥ .90
≤ .10
≤.08

86.036
59
.012
1.458
.910
.861
.948
.961
.058
.051

Misfit
Fit
Fit
Fit
Fit
Fit
Fit
Fit

Tables 7.19 and 7.20 show the regression weight and standardised regression
weight (factor loading) of the model, respectively. The majority of the indicators were
statistically significant to the construct, with recommended values for factor loading of
more than .70 (λ≥ .70) 47. These results confirmed that no construct was threatened by
other indicators. The result of factor loading and CR also did not indicate threats to the
model fit, as most of the loading was in an acceptable range, and all CR values were
above 1.96 (p< .001).

46

The study needs to analyse the MI value for this model. The purpose is to re-specify the model in
improving overall model fit because of the probability misfit.
47
Indicators B4 (B4  Cost Leadership) and B18 (B18  Innovative Marketing) were considered as .70
factor loading (after rounding to two decimal places from .693 and .699). However, indicator B14
(B14 Differentiation) showed a λ of .613, which is considered mediocre, and was significant for the
construct (p< .001).
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Table 7.19: Regression Weights
B4
B8
B1
B11
B14
B10
B17
B27
B22
B26
B19
B18
B15

-

Estimate

SE

CR

P

.910
1.000
1.032
1.024
1.000
.907
.793
1.000
1.251
1.326
.837
1.000
.982

.131

6.967

***

par_7

.139
.170

7.448
6.043

***
***

par_8
par_9

.146
.104

6.193
7.631

***
***

par_10
par_11

.161
.168
.112

7.792
7.878
7.454

***
***
***

par_12
par_13
par_14

.126

7.822

***

par_15

COST_LEADERSHIP
COST_LEADERSHIP
COST_LEADERSHIP
DIFFERENTIATION
DIFFERENTIATION
DIFFERENTIATION
INNOVATIVE_MARKETING
CUSTOMER_SERVICE
CUSTOMER_SERVICE
CUSTOMER_SERVICE
INNOVATIVE_MARKETING
INNOVATIVE_MARKETING
INNOVATIVE_MARKETING

Label

Table 7.20: Standardised Regression Weights
Estimate
B4
B8
B1
B11
B14
B10
B17
B27
B22
B26
B19
B18
B15

-

COST_LEADERSHIP
COST_LEADERSHIP
COST_LEADERSHIP
DIFFERENTIATION
DIFFERENTIATION
DIFFERENTIATION
INNOVATIVE_MARKETING
CUSTOMER_SERVICE
CUSTOMER_SERVICE
CUSTOMER_SERVICE
INNOVATIVE_MARKETING
INNOVATIVE_MARKETING
INNOVATIVE_MARKETING

.693
.729
.760
.716
.613
.755
.757
.707
.785
.799
.736
.699
.782

Table 7.21 shows the value for squared multiple correlations (r2) for the 13
indicators. Most of the indicators represented good item reliability (r2≥ .50), including
B4, B18 and B27 (after rounding to two decimal places). However, B14 showed r2=
.376, which is considered mediocre, and thus required further analysis. The model
diagnostics needed to be examined 48 to confirm that the indicators were appropriate and
there was no potential for cross-loading, particularly for indicator B14.
48

Two types of model diagnostics were examined in the current study: standardised residuals and
modification indices (MI). The function is to avoid model misspecification. Section 6.3.5 provides a
comprehensive explanation of the issue.
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Table 7.21: Squared Multiple Correlations
Estimate
B19
B22
B26
B27
B15
B17
B18
B8
B1
B4
B10
B11
B14

.541
.616
.639
.499
.611
.573
.488
.531
.577
.481
.570
.513
.376

Table 7.22 shows that all standardised residual values were below the acceptable
absolute value of 2.00 (Garver & Mentzer, 1999; Hair et al., 2010), indicating a good
fit. However, MI also needed to be evaluated to further confirm the model fit.

Table 7.22: Standardised Residual Covariances
B19
B22
B26
B27
B15
B17
B18
B8
B1
B4
B10
B11
B14

B19

B22

B26

B27

B15

B17

B18

B8

B1

B4

B10

B11

B14

.000
.510
-.282
.285
-.218
.416
-.183
-.004
-.404
.307
.173
-1.414
1.311

.000
.019
-.168
.249
.863
-.888
.995
.471
.446
-1.125
-.569
.276

.000
.125
.316
-.432
-1.086
-.501
-.679
-.465
-.587
1.280
1.387

.000
.496
.354
-.913
-.861
.264
.494
-.110
.067
.376

.000
-.265
.409
.377
-.776
.100
.034
.391
.972

.000
-.101
-.401
.386
.628
.298
-.964
-.482

.000
.504
-.239
-.105
.179
-.299
.159

.000
.173
-.293
.424
-.535
.370

.000
.048
.592
-1.087
-.380

.000
1.031
-1.000
.548

.000
.368
-.585

.000
.020

.000
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As shown in Table 7.18, one statistic was misspecified; therefore the model
required an MI assessment. However, as Table 7.23 shows, none of the MI suggested
that re-specification would improve the par change value to .40. There was no need to
remove any indicator (including B14, although it showed mediocre values for factor
loading and reliability), as the MI did not show conspicuously high values. Thus, there
was no evidence of the model’s misspecification, which was consequently determined
to be acceptable for further analysis.

Table 7.23: Modification Indices of the CCC Measurement Construct
Covariances
eB22
eB22
eB26
eB18
eB8
eB8
eB10
eB10
eB11
eB11
eB11
eB14

<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->

COST_LEADERSHIP
DIFFERENTIATION
DIFFERENTIATION
CUSTOMER_SERVICE
eB22
eB27
CUSTOMER_SERVICE
COST_LEADERSHIP
COST_LEADERSHIP
eB19
eB26
eB19

MI

Par Change

4.980
5.998
5.290
5.577
4.565
4.816
6.554
5.819
5.331
6.507
9.828
4.799

.118
-.124
.119
-.155
.137
-.134
-.098
.125
-.147
-.205
.203
.216

Variances
MI

Par Change

Regression Weights
B22 <--- B8
B26 <--- B11
B11 <--- B19

MI

Par Change

4.110
5.895
5.207

.111
.141
-.138
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7.6.2

Supply Chain Operational Capabilities

Figure 7.18 shows the standardised estimates of the supply chain operational
capabilities (SCOC) first-order measurement model. The SCOC is represented by three
constructs: technological, structural and logistical capability. The indicators for firstorder SCOC constructs assessment were developed from the evaluation of congeneric
measurement models for all three constructs, as analysed in Sections 7.5.5 through
7.5.7. The same analysis procedure as implemented in the previous section was also
applied to this section. In total, the measurement model of SCOC consists of three latent
variables, nine indicators and nine measurement errors.
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Figure 7.18: Standardised Estimates of the SCOC First-Order Measurement
Model
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The model fits were analysed; Table 7.24 shows the goodness-of-fit results for
the first-order CFA of SCOC model. The result shows that most of the goodness-of-fit
indices support the model fit, except probability (p = .040).
Table 7.24: Goodness-of-Fit Indices for First-Order CFA of SCOC Model
Model-Fit Criterion
Chi-square (χ2)
df
Probability
CMIN/df
GFI
AGFI
TLI
CFI
RMSEA
Standardised RMR

Acceptable Level

Model-Fit Result

Fit Status

>.05
1≤ X ≤5
> .90
> .80
> .90
≥ .90
≤ .10
≤.08

37.345
24
.040
1.556
.946
.898
.965
.976
.064
.043

Misfit
Fit
Fit
Fit
Fit
Fit
Fit
Fit

Table 7.25 and Table 7.26 show the regression weight and standardised
regression weight for all indicators to represent the constructs. The majority of the
indicators were statistically significant (λ≥ .70); C10 (C10

 Structural Capability)

was considered to have a .70 factor loading after rounding to two decimal places. These
results confirmed that no construct was threatened by other indicators; nor did factor
loading and CR indicate threats to the model fit, since the majority of the loadings were
acceptable based on the recommended values, and all the CR values were above 1.96
(p< .001).

Table 7.25: Regression Weights
C8
C3
C2
C1
C9
C10
C18
C15
C17

<--<--<--<--<--<--<--<--<---

STRUCTURAL_CAPABILITY
TECHNOLOGICAL_CAPABILITY
TECHNOLOGICAL_CAPABILITY
TECHNOLOGICAL_CAPABILITY
STRUCTURAL_CAPABILITY
STRUCTURAL_CAPABILITY
LOGISTICAL_CAPABILITY
LOGISTICAL_CAPABILITY
LOGISTICAL_CAPABILITY
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Estimate
1.354
1.000
1.101
1.218
1.325
1.000
1.000
.802
.813

SE
.174

CR
7.782

P
***

Label
par_2

.117
.139
.174

9.374
8.761
7.610

***
***
***

par_4
par_5
par_6

.095
.084

8.449
9.717

***
***

par_7
par_9

Table 7.26: Standardised Regression Weights
Estimate
C8
C3
C2
C1
C9
C10
C18
C15
C17

<--<--<--<--<--<--<--<--<---

STRUCTURAL_CAPABILITY
TECHNOLOGICAL_CAPABILITY
TECHNOLOGICAL_CAPABILITY
TECHNOLOGICAL_CAPABILITY
STRUCTURAL_CAPABILITY
STRUCTURAL_CAPABILITY
LOGISTICAL_CAPABILITY
LOGISTICAL_CAPABILITY
LOGISTICAL_CAPABILITY

.778
.885
.746
.706
.756
.698
.856
.701
.798

Table 7.27 gives the squared multiple correlations values for the nine indicators.
Most of the indicators represent good item reliability (r2 ≥ .50), including indicator C1,
C10 and C15 (after rounding to two decimal places).

Table 7.27: Squared Multiple Correlations
Estimate
C15
C17
C18
C1
C2
C3
C8
C9
C10

.492
.637
.733
.498
.557
.783
.606
.572
.487

To confirm that the indicators were appropriate and that there was no potential
cross-loading, however, the model diagnostics (standardised residual and MI) 49 needed
to be examined due to the misspecification for the probability value, as presented in
Table 7.24.
Table 7.28 shows that all of the standardised residual values were below the
acceptable absolute value of 2.00 (Garver & Mentzer, 1999; Hair et al., 2010), and thus
the model was a good fit. The MIs were also evaluated to further confirm the model fit.
As indicated in Table 7.29, none of the MIs suggested a re-specification to the model to
49

Section 6.3.5 contains a comprehensive explanation.
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improve the par change value to .40, although there was no indication of a need to
remove any indicator, as the MIs did not show conspicuously high values. Thus, there
was no evidence for misspecification of the model, and it was acceptable for further
analysis.

Table 7.28: Standardised Residual Covariances
C15
C17
C18
C1
C2
C3
C8
C9
C10

C15

C17

C18

C1

C2

C3

C8

C9

C10

.000
-.277
.084
.956
-.100
.424
1.371
-.959
-.345

.000
.062
-.404
.448
.574
.515
-.673
.034

.000
-.822
-.353
-.297
.330
-.557
.132

.000
.163
.093
-.302
.249
-1.169

.000
-.130
-.014
.438
.384

.000
-.315
.049
.455

.000
.085
-.383

.000
.304

.000

Table 7.29: Modification Indices of the SCOC Measurement Construct
Covariances
eC1
eC8
eC8
eC9
eC10

<-->
<-->
<-->
<-->
<-->

eC15
LOGISTICAL_CAPABILITY
eC15
LOGISTICAL_CAPABILITY
eC1

MI

Par Change

4.857
4.059
6.374
4.347
6.273

.195
.123
.164
-.132
-.181

Variances
MI

Par Change

Regression Weights
C1 <--- C10
C8 <--- C15

MI

Par Change

4.010
5.744

-.204
.145

201

7.6.3

Levels of Supply Chain Integration

Figure 7.19 shows the standardised estimates of the levels of supply chain integration
(SCI) first-order measurement model for this study. This construct is represented by
three constructs: internal integration, external integration with suppliers and external
integration with customers. The indicators for first-order Levels of SCI factor
assessment were developed from the evaluation of congeneric measurement models for
each construct (analysed in Sections 7.5.8 to 7.5.10). The same analysis procedure was
implemented as above. This resulted in a measurement model for Levels of SCI with
three latent variables, nine indicators and nine measurement errors.

.82
eD1

D1

eD2

D2

eD3

D3

.82

.91
.90

.51.71

INTERNAL
INTEGRATION

.80
eD7

eD11

ED12

D7
D11

.76
.89

.57
.75

EXTERNAL
(SUPPLIERS)

.47.69

D12
.55

eD13

D13 .86

eD17

D17

eD18

.38

.44
.74
.93

.47.69

EXTERNAL
(CUSTOMERS)

D18

Figure 7.19: Standardised Estimates of the Levels of SCI First-Order
Measurement Model
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Table 7.30 shows that the construct was supported by good model fit, with χ2/df
= 1.304, p = .146, GFI = .951, AGFI = .909, TLI = .983, CFI = .989, RMSEA = .048
and Standardised RMR = .041. Therefore, the assessment of model diagnostics for
model re-specification was not required.

Table 7.30: Goodness-of-Fit Indices for First-Order CFA of Levels of SCI Model
Model-Fit Criterion

Acceptable Level

Chi-square (χ2)
df
Probability
CMIN/df
GFI
AGFI
TLI
CFI
RMSEA
Standardised RMR

Model-Fit Result
31.293
24
.146
1.304
.951
.909
.983
.989
.048
.041

>.05
1≤ X ≤5
> .90
> .80
> .90
≥ .90
≤ .10
≤ .08

Fit Status

Fit
Fit
Fit
Fit
Fit
Fit
Fit
Fit

This analysis required the validation of the construct to ensure that it was not
threatened by other indicators 50. Tables 7.31 and 7.32 show the regression weight and
standardised regression weight for all indicators. Most of the indicators were
statistically significant for the constructs (λ ≥ .70). The indicators with the two lowest
value, D12 [D12 External (Suppliers)] and D18 [D18  External (Customers)], were
considered to have a .70 factor loading (after rounding to two decimal places from .685
and .688, respectively). This confirmed that the construct was not threatened by other
indicators. Factor loading and CR also did not indicate threats to the model fit, as most
of the loading was acceptable (λ ≥ .70), and all the CR values were above 1.96 at the
p<.001 level.
The squared multiple correlations (Table 7.33) demonstrated that all nine
indicators represent good item reliability (r2≥ .50), including D12 and D18 (after
rounding to two decimal places).
Finally, the above results confirmed that the model could be accepted for further
analysis.

50

The study examines the standardised regression weight (factor loading) and associated CR values to
validate the model.
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Table 7.31: Regression Weights
D3
D18
D13
D17
D2
D1
D11
D12
D7

<--<--<--<--<--<--<--<--<---

Estimate

SE

CR

P

1.000
1.000
1.059
1.190
1.188
1.286
1.199
1.000
1.338

.136
.148
.120
.130
.156

7.763
8.053
9.866
9.894
7.707

***
***
***
***
***

par_1
par_2
par_3
par_4
par_8

.157

8.544

***

par_9

INTERNAL_INTEGRATION
EXTERNAL_(CUSTOMERS)
EXTERNAL_(CUSTOMERS)
EXTERNAL_(CUSTOMERS)
INTERNAL_INTEGRATION
INTERNAL_INTEGRATION
EXTERNAL_(SUPPLIERS)
EXTERNAL_(SUPPLIERS)
EXTERNAL_(SUPPLIERS)

Table 7.32: Standardised Regression Weights
Estimate
D3
D18
D13
D17
D2
D1
D11
D12
D7

<--<--<--<--<--<--<--<--<---

INTERNAL_INTEGRATION
EXTERNAL_(CUSTOMERS)
EXTERNAL_(CUSTOMERS)
EXTERNAL_(CUSTOMERS)
INTERNAL_INTEGRATION
INTERNAL_INTEGRATION
EXTERNAL_(SUPPLIERS)
EXTERNAL_(SUPPLIERS)
EXTERNAL_(SUPPLIERS)

.713
.688
.742
.929
.903
.908
.752
.685
.894

Table 7.33: Squared Multiple Correlations
D12
D11
D13
D17
D18
D7
D1
D2
D3

Estimate
.470
.565
.551
.863
.474
.800
.824
.816
.509
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Label

7.6.4

Business Performance

Figure 7.20 shows the standardised estimates for the business performance first-order
measurement model. Business performance is represented by five constructs: market
performance, supplier performance, process performance, people performance and
customer-relationship performance. The indicators were developed from the evaluation
of congeneric measurement models analysed in Sections 7.5.11 through 7.5.13. The
measurement model included five latent variables, 12 indicators and 12 measurement
errors. The analysis procedures used above were applied.
.79
eE1

eE2

E1

.89
.81 .90

MARKET

E2
.77

eE3

.54
.88

E3
.60 .77

eE5

SUPPLIER
.46

E5
.55

eE6

eE7

eE8

E6
E7

.71
.47

.74

.75

.86
.48 .69

PROCESS
.70

E8
.67

eE9

E9

eE10

E10

eE11

E11

eE13

E12
E13

.63

.63
.82

.56

.63

.75

PEOPLE

.48 .70

.85

.66
eE12

.44

.81
.73

.86

CUSTOMER
RELATIONSHIP

Figure 7.20: Standardised Estimates of the Business Performance First-Order
Measurement Model

The model fit was first analysed to validate the fit properties. Table 7.34 shows
that, comparable to the previous models, the most goodness-of-fit indices supported the
model fit; only probability (p = .020) had less than the recommended value. As a result,
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the MI was further considered to examine whether model re-specification would be
needed.
Table 7.34: Goodness-of-Fit Indices for the First-Order CFA of the Business
Performance Model
Model-Fit Criterion
Chi-square (χ2)
df
Probability
CMIN/df
GFI
AGFI
TLI
CFI
RMSEA
Standardised RMR

Acceptable Level

Model-Fit Result
65.285
44
.020
1.484
.928
.873
.961
.974
.060
.047

>.05
1≤ X ≤5
> .90
> .80
> .90
≥ .90
≤ .10
≤.08

Fit Status

Misfit
Fit
Fit
Fit
Fit
Fit
Fit
Fit

Tables 7.35 and 7.36 show the regression weight and standardised regression
weight for all indicators to represent the constructs. Most of the indicators were
statistically significant, with recommended values for factor loading of more than .70
(λ≥ .70). E8 and E11 were considered to have .70 factor loadings (after rounding to two
decimal places). These results confirmed that no construct was threatened by other
indicators. Moreover, there were no threats to the model fit, since most of the loadings
were above the recommended values (λ≥ .70), and all the CR values were above 1.96 at
the p<.001 level.
Table 7.35: Regression Weights
E2
E1
E5
E6
E8
E7
E9
E11
E10
E3
E13
E12

<--<--<--<--<--<--<--<--<--<--<--<---

Estimate

SE

CR

P

.904
1.000
.950
1.000
.837
1.093
1.000
.847
.931
1.000
.865
1.000

.103

8.810

***

par_1

.106

8.999

***

par_2

.111
.123

7.522
8.867

***
***

par_4
par_5

.103
.105

8.199
8.884

***
***

par_8
par_9

.088

9.802

***

par_17

MARKET
MARKET
SUPPLIER
PROCESS
PROCESS
PROCESS
PEOPLE
PEOPLE
PEOPLE
SUPPLIER
CUSTOMER_RELATIONSHIP
CUSTOMER_RELATIONSHIP
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Label

Table 7.36: Standardised Regression Weights
Estimate
E2
E1
E5
E6
E8
E7
E9
E11
E10
E3
E13
E12

<--<--<--<--<--<--<--<--<--<--<--<---

MARKET
MARKET
SUPPLIER
PROCESS
PROCESS
PROCESS
PEOPLE
PEOPLE
PEOPLE
SUPPLIER
CUSTOMER_RELATIONSHIP
CUSTOMER_RELATIONSHIP

.900
.888
.774
.744
.692
.863
.818
.696
.747
.880
.857
.810

Table 7.37 shows the value for squared multiple correlations for the 12
indicators. All indicators represent good item reliability (r2 ≥.50), including E8 and E11
(after rounding to two decimal places).
Table 7.37: Squared Multiple Correlations
Estimate
E13
E12
E11
E10
E9
E8
E7
E6
E5
E3
E2
E1

.735
.655
.485
.557
.670
.479
.745
.553
.599
.775
.809
.789

The model diagnostics 51 – standardised residuals and MI – were examined to
confirm that the indicators were appropriate and there was no potential cross-loading in
the model, particularly when Table 7.34 shows that the p-value was misspecified. Table
7.38 shows that all standardised residual values were below the acceptable absolute
value of 2.00 (Garver & Mentzer, 1999; Hair et al., 2010), indicating that the model was
51

Section 6.3.5 contains a comprehensive explanation.
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a good fit. Moreover, Table 7.39 shows that none of the MIs indicated a need to
respecify the model to improve the par change value to more than .40. Nor was there the
need to remove any indicator, as the MIs did not show conspicuously high values. As
there was no evidence of misspecification, the model was acceptable for further
analysis.
Table 7.38: Standardised Residual Covariances
E13
E12
E11
E10
E9
E8
E7
E6
E5
E3
E2
E1

E13

E12

E11

E10

E9

E8

E7

E6

E5

E3

E2

E1

.000
.000
-.084
.128
.011
1.453
-.452
-1.151
-.584
.296
.429
.688

.000
.656
-.078
-.366
1.204
.428
-.534
-.560
.253
-.620
-.921

.000
-.196
-.017
.851
-.430
.510
.171
-.163
-.016
-.270

.000
.116
.642
-.462
-1.025
.140
.168
-.075
-.725

.000
1.649
.068
-.611
-.333
.045
.219
.455

.000
-.110
-.532
.307
.434
-.220
-.479

.000
.284
.430
-.560
.013
-.293

.000
.947
-.178
.661
.410

.000
.000
-.790
-.359

.000
.252
.322

.000
.000

.000

Table 7.39: Modification Indices of the Business Performance Measurement
Construct
Covariances
eE12 <--> MARKET
eE6 <--> eE11
eE5 <--> PROCESS

MI

Par Change

4.062
4.563
4.240

-.113
.106
.077

Variances
MI

Par Change

Regression Weights
E8
E8
E8
E8

<--<--<--<---

CUSTOMER_RELATIONSHIP
PEOPLE
E13
E9
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MI

Par Change

4.744
4.211
6.290
5.658

.172
.171
.183
.151

7.7

Assessment of Discriminant Validity of First-Order Measurement Models

Discriminant validity was examined according to the explanation provided in Chapter 6
(Section 6.7.2). Discriminant validity was thoroughly analysed after the assessment of
the first-order measurement constructs fit properties, as discussed in Section 7.6. For a
more precise evaluation, three types of discriminant validity were examined:
i. Average Variance Extracted (AVE) for each construct and shared variance (r2)
for each pair of constructs (Fornell & Larcker, 1981),
ii. Chi-square differences (Δχ2) (Jöreskog, 1971; Anderson & Gerbing, 1988;
Pansuwong, 2009) and
iii. Implied-correlations matrix (Kline, 2005; Cunningham, 2008, cited in
Pansuwong, 2009).
First, the relationship between AVE and r2 for each pair of constructs was
analysed. The data was gathered from the output of first-order factor loading. Table 7.40
shows the findings. All constructs within the CCC (cost leadership, differentiation,
innovative marketing and customer service), and the Levels of SCI (internal integration,
external integration with customers and external integration with suppliers) passed the
tests. Each construct was distinct from the others and provided good evidence of
discriminant validity.
However, the constructs within the SCOC (technological capability, structural
capability and logistical capability) showed that only one pair of constructs confirmed
the discriminant validity. The pairs of technological capability with structural capability
and structural capability with logistical capability did not provide good evidence of
discriminant validity; the constructs for each pair probably were not distinct from each
other, with the r2 more than both AVEs for each pair.
Nine pairs within the business performance, which was represented by five
constructs (market performance, supplier performance, process performance, people
performance and customer-relationship performance), passed the tests, and provided
good evidence of discriminant validity. However, the pair of people performance with
customer-relationship performance did not pass the test, and the discriminant validity
was not confirmed, with the r2 more than both AVEs.

209

Table 7.40: Summary of Discriminant Validity Findings
Variance
Extracted

Relationship
Construct A
Cost Leadership
Cost Leadership
Cost Leadership
Differentiation
Differentiation
Innovative Marketing
Technological
Capability
Technological
Capability
Structural Capability

Internal Integration
Internal Integration
External (Customers)
Market Performance
Market Performance
Market Performance
Market Performance

+

Construct B

+
+
+
+
+
+
+

Differentiation
Innovative Marketing

Construct
A
.530

.437
.389

.407

<
<
<
<
<
<
<

Construct
B
.486

√

.553

√

.585

√

.553
.585
.585

√

.621

√

.530

Innovative Marketing
Customer Service
Customer Service

.486
.486
.553

Logistical Capability

.613

+ Structural Capability

.613

<

.643

>

.555

x

Logistical Capability

.555

.557

x

.716
.716

.612
.629

External (Suppliers)

.629

√
√
√

Supplier Performance
Process Performance

.799
.799

People Performance

.799

>
<
<
<
<
<
<
<

.621

External (Suppliers)
External (Customers)

<
>
>
>
>
>
>
>
>
>
>

.498
.490

.402

.592

>
>

.571

<

+
+
+
+
+
+
+
+

Supplier Performance
Supplier Performance
Supplier Performance

+ Customer-

.687

People Performance

<

Customer Service

.530

.799

Process Performance

r2

Findings
Confirmed?

>
>
>
>
>
>
>

Customer
Relationship
Performance
+ Process Performance
+ People Performance

Process Performance

>

Variance
Extracted

.687
.687

Relationship
Performance
+ People Performance
+ CustomerRelationship
Performance
+ CustomerRelationship
Performance

.592
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.472
.406
.452
.333

.578
.143
.192

.612

√
√

.571

√
√
√

.695

√

<
<
<

.592
.571

√
√

.695

√

.571

.398

<
<

.695

√
√

.717

>

.695

x

.293
.211
.225
.196

.398

.687
.592

The chi-square differences test 52 (Δχ2) was used to investigate the failures in the
previous discriminant validity results, as recommended by Pansuwong (2009) and
Anderson and Gerbing (1988). The assessment was completed using the differences test
between the constrained chi-square and free chi-square of first-order construct fit
properties.
For CCC, the chi-square (χ2) free estimates resulted in a χ2=86.036, with df =
59. Next, the correlation path for all pairs of CCC constructs was constrained to 1.0.
Table 7.41 shows the results of the chi-square test (with χ2 constrained to 1) and the
differences between free and constrained χ2 estimates, and the degree of freedom (df)
for assessing discriminant validity. Two pairs of constructs were not significant, given
that df = 1.0 required at least 6.635 of chi-square differences to be significant at p <
.001.
Table 7.41: Discriminant Validity for CCC
χ2

Δχ2

df

95.668
90.010
98.445
89.650
104.472
104.123

9.632
3.974
12.409
3.614
18.436
18.087

1
1
1
1
1
1

Constructs Pair
Cost Leadership ↔ Differentiation
Differentiation ↔ Innovative Marketing
Innovative Marketing ↔ Customer Service
Cost Leadership ↔ Innovative Marketing
Differentiation ↔ Customer Service
Cost Leadership ↔ Customer Service

Significant
at p < .001
√
X
√
X
√
√

The same analysis procedure was applied to SCOC. The chi-square (χ2) free
estimates resulted in a χ2 = 37.345, df = 24. As shown in Table 7.42, all pairs of
constructs were significant, given that df = 1.0 required at least 6.635 of chi-square
differences to be significant at p < .001.

Table 7.42: Discriminant Validity for SCOC
Constructs Pair

χ2

Δχ2

df

Technological Capability ↔ Logistical Capability
Technological Capability ↔ Structural Capability
Structural Capability ↔ Logistical Capability

46.728
55.697
49.840

9.383
18.352
12.495

1
1
1

52

Significant
at p < .001
√
√
√

The chi-square differences (Δχ2) were examined as part of the discriminant validity test. Section 6.7.2
provides a comprehensive explanation for the test.
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Similarly, Levels of SCI indicated that the chi-square (χ2) free estimates resulted
in a χ2=31.293, with df = 24. As shown in Table 7.43, one pair of constructs was not
significant, given that df = 1.0 required at least 6.635 of chi-square differences to be
significant at p < .001.

Table 7.43: Discriminant Validity for Levels of SCI
Constructs Pair

χ2

Δχ2

df

Internal Integration ↔ External (Suppliers)
Integration
External (Suppliers) Integration ↔ External
(Customers) Integration
Internal Integration ↔ External (Customers)
Integration

32.754

1.461

1

Significant
at p < .001
X

52.270

20.977

1

√

52.950

21.657

1

√

For Business Performance, the chi-square (χ2) free estimates resulted in a

χ2=65.285, with df = 44. As shown in Table 7.44, all pairs of constructs were
significant, given df = 1.0 required at least 6.635 of chi-square differences to be
significant at p < .001.

Table 7.44: Discriminant Validity for Business Performance
Constructs Pair

χ2

Δχ2

df

Market Performance ↔ Supplier Performance
Market Performance ↔ Process Performance
Market Performance ↔ People Performance
Market Performance ↔ Customer-Relationship
Performance
Suppliers Performance ↔ Process Performance
Suppliers Performance ↔ People Performance
Suppliers Performance ↔ CustomerRelationship Performance
Process Performance ↔ People Performance
Process Performance ↔ Customer-Relationship
Performance
People Performance ↔ Customer-Relationship
Performance

84.192
87.675
85.841
85.563

18.907
22.39
20.556
20.278

1
1
1
1

Significant
at p < .001
√
√
√
√

86.862
86.253
86.492

21.577
20.968
21.207

1
1
1

√
√
√

87.839
85.336

22.554
20.051

1
1

√
√

75.828

10.543

1

√
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The majority of the construct pairs were well proven by the significant statistical
estimates. However, three pairs (Differentiation ↔ Innovative Marketing, Cost
Leadership ↔ Innovative Marketing and Internal Integration ↔ External (Suppliers)
Integration) were insignificant at p < .001.
To resolve the conflicts between the results of the AVE and χ2 tests, the implied
correlation for each construct was used (as recommended by Kline, 2005; Cunningham,
2008, cited in Pansuwong, 2009) to discover the discriminant validity, and to reconfirm
the convergent validity of the concerned constructs. Thus, this study analysed the
implied correlation for CCC, SCOC, Levels of SCI and Business Performance (Tables
7.45 through 7.48).
Table 7.45 shows the correlation between the CCC constructs and indicators. In
the Customer Service column, the indicators B22, B26 and B27 correlated highly (r ≥
.70) with their associated latent construct when their value was set to unity (r = .785,
.799 and .707, respectively). The result was similar to the other constructs, in that the
indicators were highly correlated with the construct. The indicators for the Innovative
Marketing construct were highly correlated, with r values above .650 (r = .782, .757 and
.699 for B15, B17 and B18, respectively). Similar patterns were found for the Cost
Leadership construct, with r values above .650 (r = .760, .693 and .729 for B1, B4 and
B8 respectively). Those for the Differentiation construct ranged between .600 and .800
(r = .755, .716 and .613 for B10, B11 and B14, respectively). The results confirmed that
these indicators and constructs for CCC demonstrated discriminant validity.
Table 7.46 shows the correlation between the SCOC constructs and indicators.
In the Logistical Capability column, the indicators (C15, C17 and C18) correlated
highly (r ≥ .70) with their associated latent construct when its value was set to unity (r =
.701, .798 and .856, respectively). The same pattern was found for the Technological
Capability construct, as the correlations of the indicators (C1, C2 and C3) were above
.70 (r = .706, .746 and .885, respectively). The correlations of C8, C9 and C10 with the
Structural Capability construct provided r values above .600 (r = .778, .756 and .698,
respectively). Discriminant validity was confirmed for the SCOC construct.
Table 7.47 shows the correlation between the constructs and indicators for Level
of SCI. In the first column, External Integration with Suppliers construct showed high
correlation with the indicators, as D7, D11 and D12 demonstrated r values above .650 (r
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= .894, .752 and .685, respectively). Similarly, the indicators for External Integration
with Customers (D13, D17 and D18) were highly correlated with the construct (r =
.742, .929 and .688, respectively). The Internal Integration construct also provided the
same result: the indicators (D1, D2 and D3) were highly correlated with the Internal
Integration latent variable (r = .908, .903 and .713, respectively). Thus, the examination
of implied correlation for the Levels of SCI construct indicated the discriminant
validity.
Finally, Table 7.48 shows the high correlation between the Business
Performance constructs and indicators. The indicators for Customer-Relationship
Performance (E12 and E13) were highly correlated with the construct, as r had values
above .80 (r = .810 and .857, respectively). The indicators for People Performance (E9,
E10 and E11) correlated highly with their associated latent construct (r = .818, .747 and
.696, respectively). Similarly, indicators for Process Performance were also highly
correlated with the construct (r = .744, .863 and .692, respectively), and indicators E3
and E5 for the Supplier Performance construct were highly correlated (r = .774 and
.880, respectively). Finally, the Market Performance construct also demonstrated high
correlation with its indicators (E1 and E2), with r = .888 and .900, respectively. Thus,
the examination of implied correlation for the Business Performance construct
confirmed discriminant validity.
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Table 7.45: Implied Correlations for All Variables of the CCC Measurement Model (Fit Construct)
CS
IM
CL
DF
B19
B22
B26
B27
B15
B17
B18
B8
B1
B4
B10
B11
B14

CS
1.000
.577
.687
.672
.425
.785
.799
.707
.451
.437
.403
.501
.522
.477
.507
.481
.412

IM
1.000
.624
.637
.736
.453
.461
.408
.782
.757
.699
.455
.474
.433
.480
.456
.390

CL

DF

B19

B22

B26

B27

B15

B17

B18

B8

B1

B4

1.000
.661 1.000
.460
.468
1.000
.539
.527
.333
1.000
.549
.537
.339
.627
1.000
.486
.475
.300
.555
.565
1.000
.488
.498
.575
.354
.361
.319
1.000
.473
.482
.557
.343
.349
.309
.592 1.000
1.000
.436
.445
.514
.316
.322
.285
.546
.529
1.000
.482
.335
.393
.400
.354
.356
.345
.318
.729
.502
.349
.410
.417
.369
.371
.359
.331
.554
1.000
.760
.458
.319
.374
.381
.337
.338
.328
.302
.505
.527
1.000
.693
.499
.354
.398
.405
.358
.376
.364
.336
.364
.379
.346
.755
.473
.336
.377
.384
.340
.356
.345
.318
.345
.360
.328
.716
.405
.287
.323
.329
.291
.305
.296
.273
.295
.308
.281
.613
*Notes: CS = Customer Service, IM = Innovative Marketing, CL = Cost Leadership, DF = Differentiation
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B10

B11

B14

1.000
.541
.463

1.000
.439

1.000

Table 7.46: Implied Correlations for All Variables of the SCOC Measurement Model (Fit Construct)
LC
TC
SC
C15
C17
C18
C1
C2
C3
C8
C9
C10

C15
C17
C18
C1
C2
C3
C8
C9
LC
TC
SC
1.000
.638
1.000
.746
.802
1.000
.447
.523
1.000
.701
.509
.595
.560
1.000
.798
.546
.639
.601
.683
1.000
.856
.450
.566
.316
.359
.386
1.000
.706
.476
.599
.334
.380
.408
.527
1.000
.746
.564
.710
.396
.450
.483
.625
.660
1.000
.885
.580
.624
.407
.463
.497
.441
.466
.552
1.000
.778
.564
.606
.395
.450
.483
.428
.453
.537
.589
1.000
.756
.520
.559
.365
.415
.445
.395
.418
.495
.543
.527
.698
*Notes: LC = Logistical Capability, TC = Technological Capability, SC = Structural Capability
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C10

1.000

Table 7.47: Implied Correlations for All Variables of the Levels of SCI Measurement Model (Fit Construct)
D12
D11
D13
D17
D18
D7
D1
D2
D3
EIS
EIC
II
EIS 1.000
EIC
.438 1.000
II
.760
.378 1.000
D12
.300
.521 1.000
.685
D11
.329
.572
.515 1.000
.752
D13
.325
.280
.223
.244 1.000
.742
D17
.407
.351
.279
.306
.689 1.000
.929
D18
.302
.260
.207
.227
.511
.639 1.000
.688
D7
.392
.680
.613
.673
.291
.364
.270 1.000
.894
D1
.690
.343
.473
.519
.254
.318
.236
.617 1.000
.908
D2
.687
.341
.471
.516
.253
.317
.235
.614
.820 1.000
.903
D3
.542
.269
.372
.408
.200
.250
.185
.485
.647
.644 1.000
.713
*Notes: EIS = External Integration with Suppliers, EIC = External Integration with Customers, II = Internal Integration
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Table 7.48: Implied Correlations for All Variables of the Business Performance Measurement Model (Fit Construct)
CR
PEO
PRO
SUP
MKT
E13
E12
E11
E10
E9
E8
E7
E6
E5
E3
E2
E1

CR
1.000
.847
.631
.631
.443
.857
.810
.590
.632
.693
.437
.545
.469
.488
.555
.399
.394

PEO

PRO

SUP

MKT

E13

E12

E11

E10

E9

E8

E7

E6

E5

E3

E2

E1

1.000
.634
.700
.474
.726
.686
.696
.747
.818
.439
.547
.471
.542
.616
.426
.421

1.000
.706
.459
.541
.511
.441
.473
.519
.692
.863
.744
.546
.621
.413
.407

1.000
.541
.541
.511
.487
.522
.573
.489
.609
.525
.774
.880
.487
.481

1.000
.380
.359
.330
.354
.388
.317
.396
.341
.419
.477
.900
.888

1.000
.694
.506
.542
.594
.374
.467
.402
.419
.476
.342
.338

1.000
.477
.512
.561
.354
.441
.380
.395
.450
.323
.319

1.000
.520
.570
.305
.381
.328
.377
.429
.297
.293

1.000
.611
.327
.408
.352
.404
.460
.318
.314

1.000
.359
.448
.386
.443
.504
.349
.344

1.000
.598
.515
.378
.430
.286
.282

1.000
.642
.472
.536
.356
.352

1.000
.406
.462
.307
.303

1.000
.681
.377
.372

1.000
.429
.423

1.000
.799

1.000

*Notes: CR = Customer-Relationship Performance, PEO = People Performance, PRO = Process Performance,
SUP = Supplier Performance, MKT = Market Performance
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7.8

Assessment of Second-Order Measurement Constructs Fit Properties

This section examines the second-order measurement constructs’ fit properties as a
validation of the function of unidimensional-factor constructs, as they should be
statistically predicted or co-varied with each other (Garver & Mentzer, 1999). The
assessment of the second-order measurement constructs was discussed in Section 6.3.3.
The development of second-order constructs for the current study was done to answer
the research questions and hypotheses. Four constructs were tested: corporate
competitive capabilities, supply chain operational capabilities, levels of supply chain
integration and business performance.

7.8.1

Corporate Competitive Capabilities

The assessment of the second-order construct model for corporate competitive
capabilities (CCC) was derived from the results for the correlation coefficient (r) among
its first-order construct models. Table 7.49 shows that all six pairs (differentiation ↔
cost leadership, cost leadership ↔ innovative marketing, cost leadership ↔ customer
service, differentiation ↔ innovative marketing, differentiation ↔ customer service and
innovative marketing ↔ customer service) exceeded .40, and three were close to .70
(after rounding to two decimal places), suggesting that the second-order model for CCC
could be further analysed.

Table 7.49: Estimated Correlations of CCC Measurement Constructs
Estimate
DIFFERENTIATION
COST_LEADERSHIP
COST_LEADERSHIP
DIFFERENTIATION
DIFFERENTIATION
INNOVATIVE_MARKETING

<-->
<-->
<-->
<-->
<-->
<-->

COST_LEADERSHIP
INNOVATIVE_MARKETING
CUSTOMER_SERVICE
INNOVATIVE_MARKETING
CUSTOMER_SERVICE
CUSTOMER_SERVICE

.661
.624
.687
.637
.672
.577

Figure 7.21 shows the output of the second-order construct model for CCC. Four
first-order constructs – Cost Leadership, Differentiation, Innovative Marketing and
Customer Service – functioned as reflective indicators of the second-order CCC
construct. Each first-order construct was regressed with the arrow from the second-order
CCC construct, and also required a residual error (r1, r2, r3 and r4) fixed to unity. The
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affiliation between constructs and indicators is shown by the reflective arrows. One
parameter for each construct was constrained to unity. The variance of CCC was also
fixed to unity to permit the estimated first-order constructs to be statistically invariant,
standardised and compared (Garver & Mentzer, 1999; Koufteros, 1999). According to
Chen et al. (2005), the CCC model could be estimated for a second-order construct as it
was over-identified, with 61 degrees of freedom (Section 6.3.3).
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Figure 7.21: Standardised Estimates of the CCC Second-Order Measurement
Model
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Most goodness-of-fit indices supported the model fit for the CCC second-order
constructs. Table 7.50 shows that the results of the second-order construct model were
comparable to the first-order construct model (Section 7.6.1). Thus, the assessment of
CCC as a second-order construct was significant, and the model was acceptable for
further analysis.

Table 7.50: Goodness-of-Fit Indices for Second-Order CFA of CCC Model
Model-Fit Criterion
Chi-square (χ2)
df
Probability
CMIN/df
GFI
AGFI
TLI
CFI
RMSEA
Standardised RMR

Acceptable Level

Model-Fit Result

Fit Status

>.05
1≤ X ≤5
> .90
> .80
> .90
≥ .90
≤ .10
≤.08

86.724
61
.017
1.422
.909
.864
.952
.963
.056
.052

Misfit
Fit
Fit
Fit
Fit
Fit
Fit
Fit

Table 7.51 shows the standardised regression weights for the second-order CCC
construct. Most indicators were statistically significant, with factor loadings exceeding
the recommended value (λ≥.70); B4 (B4  Cost Leadership) and B18 (B18 
Innovative Marketing) were considered to have .70 factor loading (after rounding to two
decimal places). B14 (B14  Differentiation) showed an average value, but could also
be considered for analysis. The result could be interpreted as consistent with the firstorder construct. Moreover, the regression between the CCC construct and the four firstorder constructs demonstrated significantly high factor loadings (.74 to .85) at p<.001.
Table 7.52 shows the values for squared multiple correlations (r2) for 13
indicators and four first-order constructs. Most constructs and indicators represented
good item reliability (r2≥.50), including indicators B4 and B18 (after rounding to two
decimal places). Although B14 was considered to be mediocre, it was also acceptable
for analysis.
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Table 7.51: Standardised Regression Weights
Estimate
COST_LEADERSHIP
<--- CCC
DIFFERENTIATION
<--- CCC
INNOVATIVE_MARKETING <--- CCC
CUSTOMER_SERVICE
<--- CCC
B18
<--- INNOVATIVE_MARKETING
B8
<--- COST_LEADERSHIP
B1
<--- COST_LEADERSHIP
B14
<--- DIFFERENTIATION
B10
<--- DIFFERENTIATION
B15
<--- INNOVATIVE_MARKETING
B17
<--- INNOVATIVE_MARKETING
B27
<--- CUSTOMER_SERVICE
B22
<--- CUSTOMER_SERVICE
B19
<--- INNOVATIVE_MARKETING
B4
<--- COST_LEADERSHIP
B26
<--- CUSTOMER_SERVICE
B11
<--- DIFFERENTIATION
*Note: CCC = CORPORATE_COMPETITIVE_CAPABILITIES

Table 7.52: Squared Multiple Correlations
Estimate
CUSTOMER_SERVICE
DIFFERENTIATION
COST_LEADERSHIP
INNOVATIVE_MARKETING
B19
B22
B26
B27
B15
B17
B18
B8
B1
B4
B10
B11
B14
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.651
.679
.692
.556
.543
.616
.638
.500
.610
.576
.484
.531
.576
.481
.579
.508
.371

.832
.824
.746
.807
.696
.729
.759
.609
.761
.781
.759
.707
.785
.737
.694
.799
.713

Due to the results of standardised regression weight and squared multiple
correlation, it was possible to interpret this second-order CCC construct as consistent
with the first-order construct, and thus as validating the function of unidimensionalityfactor for the CCC construct. Therefore, CCC could be analysed as a second-order
construct in the structural model.
The assessment of a second-order construct model requires the rigorous
examination of nomological validity53 (Hair et al., 2010), through the analysis of a
correlation matrix.
Table 7.53 shows the correlation matrix of a second-order construct (corporate
competitive capabilities), four first-order constructs (customer service, differentiation,
cost leadership and innovative marketing) and 13 indicators. The correlation between
CCC, the first-order constructs and the indicators supported the nomological validity of
the CCC scale. The table demonstrated that CCC correlated significantly (p<.001) with
13 indicators and four proposed first-order constructs. This result confirmed that CCC
was validated as a second-order construct model.

53

For a study that involves a second-order (or any higher-order) measurement model, the nomological
validity must be examined. The purpose is to validate the relationship between constructs and the
indicators. In SEM, this validity test could be assessed through the correlation matrix. Section 6.7.2
provides a comprehensive explanation of the issue.
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Table 7.53: Correlation Matrix for the Second-Order CCC Model
CCC
CS
DF
CL
IM
B19
B22
B26
B27
B15
B17
B18
B8
B1
B4
B10
B11
B14

CCC
1.000
.807
.824
.832
.746
.550
.633
.645
.571
.583
.566
.519
.606
.631
.577
.627
.587
.502

CS

DF

CL

IM

B19

B22

B26

B27

B15

B17

B18

B8

B1

B4

B10

B11

B14

1.000
.665
.671
.602
.443
.785
.799
.707
.470
.457
.419
.489
.509
.466
.506
.474
.405

1.000
.685
.614
.453
.522
.531
.470
.480
.466
.427
.499
.520
.475
.761
.713
.609

1.000
.620
.457
.527
.536
.475
.484
.471
.431
.729
.759
.694
.521
.489
.417

1.000
.737
.472
.481
.426
.781
.759
.696
.452
.471
.430
.468
.438
.374

1.000
.348
.354
.314
.576
.559
.513
.333
.347
.317
.345
.323
.276

1.000
.627
.555
.369
.358
.328
.384
.400
.365
.397
.372
.318

1.000
.565
.375
.365
.334
.391
.407
.372
.404
.379
.323

1.000
.332
.323
.296
.346
.360
.329
.358
.335
.286

1.000
.593
.543
.353
.368
.336
.365
.342
.292

1.000
.528
.343
.357
.327
.355
.332
.284

1.000
.314
.328
.299
.325
.305
.260

1.000
.553
.506
.380
.356
.304

1.000
.527
.396
.371
.317

1.000
.362
.339
.290

1.000
.543
.464

1.000
.434

1.000

*Notes: CCC = Corporate Competitive Capabilities, CS = Customer Service, DF = Differentiation,
CL = Cost Leadership, IM = Innovative Marketing
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7.8.2

Supply Chain Operational Capabilities

As with CCC, the development of a second-order construct model for supply chain
operational capabilities (SCOC) is based on the assessment of the correlation coefficient
(r) for the first-order SCOC construct model. Table 7.54 shows that the value of r for all
pairs of constructs exceeded the recommended value of the minimal co-variant level
(r>.40) to be further analysed for a second-order SCOC construct model. Three pairs of
constructs (structural capability ↔ technological capability, structural capability ↔
logistical capability and technological capability ↔ logistical capability) demonstrated
high correlation values (r = .802, .746 and .638, respectively), with two of them over
.70. Accordingly, the assessment on the second-order SCOC construct model was
appropriate for further exploration.

Table 7.54: Estimated Correlations of SCOC Measurement Constructs
Estimate
STRUCTURAL_CAPABILITY
<--> TECHNOLOGICAL_CAPABILITY
STRUCTURAL_CAPABILITY
<--> LOGISTICAL_CAPABILITY
TECHNOLOGICAL_CAPABILITY <--> LOGISTICAL_CAPABILITY

.802
.746
.638

Figure 7.22 shows the output of the second-order SCOC construct model.
Technological Capability, Structural Capability and Logistical Capability were
considered as first-order constructs, and functioned as reflective indicators for the
second-order SCOC construct. This analysis also used the same procedure as applied for
CCC. Thus, as recommended by Chen et al. (2005), the SCOC model could be
estimated for a second-order construct, as it showed an over-identified model with 24
degrees of freedom.
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Figure 7.22: Standardised Estimates of the SCOC Second-Order Measurement
Model

Table 7.55 shows that the majority of goodness-of-fit indices supported the
model fit for the SCOC second-order construct, as the goodness-of-fit values for the
second-order SCOC construct model were consistent with the values for the first-order
SCOC construct model (Section 7.6.2). The significance of SCOC as a second-order
construct was strongly proven, and the model was appropriate for further analysis.

Table 7.55: Goodness-of-Fit Indices for Second-Order CFA of SCOC Model
Model-Fit Criterion
Chi-square (χ2)
df
Probability
CMIN/df
GFI
AGFI
TLI
CFI
RMSEA
Standardised RMR

Acceptable Level

Model-Fit Result
37.345
24
.040
1.556
.946
.898
.965
.976
.064
.043

>.05
1≤ X ≤5
> .90
> .80
> .90
≥ .90
≤ .10
≤.08
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Fit Status

Mediocre
Fit
Fit
Fit
Fit
Fit
Fit
Fit

Table 7.56 shows that the majority of the indicators were statistically significant
as factor loadings, as each construct exceeded the recommended value ≥.70),
(λ
including C10 (C10  Structural Capability) after it was rounded to two decimal
places. All indicators showed consistent values for the standardised regression weights
between the second-order and first-order SCOC models (see Section 7.6.2). The
regression between the second-order SCOC construct and the three first-order constructs
(technological capability, structural capability and logistical capability) also showed
significantly high factor loadings (.77 to .97) at p<.001. Moreover, as shown in Table
7.57, the majority of factors and indicators represented good item reliability (r2≥.50);
including items C1, C10 and C15 (after rounding to two decimal places).
Table 7.56: Standardised Regression Weights
Estimate
STRUCTURAL_CAPABILITY
<--- SCOC
TECHNOLOGICAL_CAPABILITY <--- SCOC
LOGISTICAL_CAPABILITY
<--- SCOC
C8
<--- STRUCTURAL_CAPABILITY
C15
<--- LOGISTICAL_CAPABILITY
C9
<--- STRUCTURAL_CAPABILITY
C1
<--- TECHNOLOGICAL_CAPABILITY
C3
<--- TECHNOLOGICAL_CAPABILITY
C10
<--- STRUCTURAL_CAPABILITY
C18
<--- LOGISTICAL_CAPABILITY
C2
<--- TECHNOLOGICAL_CAPABILITY
C17
<--- LOGISTICAL_CAPABILITY
*Note: SCOC = SUPPLY_CHAIN_OPERATIONAL_CAPABILITIES

Table 7.57: Squared Multiple Correlations
Estimate
TECHNOLOGICAL_CAPABILITY
LOGISTICAL_CAPABILITY
STRUCTURAL_CAPABILITY
C15
C17
C18
C1
C2
C3
C8
C9
C10
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.686
.593
.938
.492
.637
.733
.498
.557
.783
.606
.572
.487

.968
.828
.770
.778
.701
.756
.706
.885
.698
.856
.746
.798

Due to the results of standardised regression weights and squared multiple
correlations, it was possible to interpret the second-order SCOC construct as consistent
with the first-order construct, and thus validating the unidimensionality for the SCOC
construct. Therefore, SCOC could be analysed as a second-order construct in the
structural model.
Finally, the correlation matrix was assessed to confirm the nomological validity
of the second-order SCOC construct model. Table 7.58 demonstrated that SCOC
correlated significantly (p<.001) with the three proposed constructs and nine indicators.
The correlation between CCC, the first-order constructs and the indicators supported the
nomological validity of the CCC scale. The table demonstrated that CCC correlated
significantly (p<.001) with 13 indicators and four proposed first-order constructs. This
result confirmed that SCOC was validated as a second-order construct model.

Table 7.58: Correlation Matrix for the Second-Order SCOC Model
SCOC
TC
LC
SC
C15
C17
C18
C1
C2
C3
C8
C9
C10

SCOC
1.000
.828
.770
.968
.540
.615
.659
.585
.618
.733
.754
.732
.675

TC

LC

SC

C15

C17

C18

C1

C2

C3

C8

C9

C10

1.000
.638
.802
.447
.509
.546
.706
.746
.885
.624
.606
.559

1.000
.746
.701
.798
.856
.450
.476
.564
.580
.564
.520

1.000
.523
.595
.639
.566
.599
.710
.778
.756
.698

1.000
.560
.601
.316
.334
.396
.407
.395
.365

1.000
.683
.359
.380
.450
.463
.450
.415

1.000
.386
.408
.483
.497
.483
.445

1.000
.527
.625
.441
.428
.395

1.000
.660
.466
.453
.418

1.000
.552
.537
.495

1.000
.589
.543

1.000
.527

1.000

*Notes: SCOC = Supply Chain Operational Capabilities, TC = Technological Capability,
LC = Logistical Capability, SC = Structural Capability
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7.8.3

Levels of Supply Chain Integration

The assessment of a second-order construct model for levels of supply chain integration
(SCI) was developed from the results for the correlation coefficient (r) among its firstorder constructs. Table 7.59 shows that all construct pairs [internal_integration ↔
external_(suppliers) and external_(customers) ↔ external_(suppliers)] exceeded .40,
including the correlation between internal_integration ↔ external_(customers), as r
was considered to be .40 after rounding to two decimal places. Thus, the assessment of
the second-order model for Levels of SCI was appropriate for further analysis.

Table 7.59: Estimated Correlation of Levels of SCI Measurement Constructs
Estimate
INTERNAL_INTEGRATION <--> EXTERNAL_(SUPPLIERS)
INTERNAL_INTEGRATION <--> EXTERNAL_(CUSTOMERS)
EXTERNAL_(CUSTOMERS) <--> EXTERNAL_(SUPPLIERS)

.760
.378
.438

According to Figure 7.23, internal integration, external integration with
suppliers and external integration with customers were considered to be first-order
constructs, and functioned as reflective indicators for the second-order Levels of SCI
construct. The analysis procedure applied above was also applied to this construct. The
Levels of SCI model could be estimated for a second-order construct, as it showed an
over-identified model with 24 degrees of freedom, as recommended by Chen et al.
(2005). The output from Figure 7.23 shows that the majority of goodness-of-fit indices
support the model fit for the Levels of SCI second-order construct.
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Figure 7.23: Standardised Estimates of the Levels of SCI Second-Order
Measurement Model

Table 7.60 shows that the goodness-of-fit values for this second-order construct
model were statistically consistent with those for its first-order construct model (Section
7.6.3), and strongly proved the significance of Levels of SCI as a second-order
construct. It demonstrated that the model was appropriate for further analysis,
particularly for developing sub-groups through cluster analysis (Section 8.5).

Table 7.60: Goodness-of-Fit Indices for Second-Order CFA of Levels of SCI Model
Model-Fit Criterion
Chi-square (χ2)
df
Probability
CMIN/df
GFI
AGFI
TLI
CFI
RMSEA
Standardised RMR

Acceptable Level

Model-Fit Result
31.293
24
.146
1.304
.951
.909
.983
.989
.048
.041

>.05
1≤ X ≤5
> .90
> .80
> .90
≥ .90
≤ .10
≤.08
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Fit Status

Fit
Fit
Fit
Fit
Fit
Fit
Fit
Fit

Table 7.61 shows that the majority of indicators were statistically significant,
with factor loadings exceeding the recommended value (λ≥.70), including D12 [D12 
External_(Suppliers) and D18 (D18  External_(Customers)], which were considered
as λ = .70 after rounding to two decimal places. While the factor loading of External
(Customers) [External (Customers)  Levels of Supply Chain Integration], λ=.47 was
average, it was acceptable for further analysis. The result could be interpreted as
consistent with the first-order construct (Section 7.6.3). The regression between the
Levels of SCI construct and the three first-order constructs showed significantly high
factor loadings (.47 to .94) at p<.001.
Table 7.62 shows that most of the factors and indicators represented good item
reliability (r2≥.50), including D12 and D18 (after rounding to two decimal places).
External (customers) could also be considered acceptable, although it had only an
average value for r2.
Tables 7.61 and 7.62 show that the second-order Levels of SCI construct could
be interpreted as consistent with the first-order construct, and that its unidimensionality
was validated. Therefore, Levels of SCI could be used as a factor for analysing the
moderating variable in the structural model.

Table 7.61: Standardised Regression Weights
Estimate
EXTERNAL_(SUPPLIERS)
INTERNAL_INTEGRATION
EXTERNAL_(CUSTOMERS)
D7
D13
D11
D1
D3
D12
D18
D2
D17

<--- LEVELS OF_SUPPLY CHAIN_INTEGRATION
<--- LEVELS OF_SUPPLY CHAIN_INTEGRATION
<---

LEVELS OF_SUPPLY CHAIN_INTEGRATION

<--<--<--<--<--<--<--<--<---

EXTERNAL_(SUPPLIERS)
EXTERNAL_(CUSTOMERS)
EXTERNAL_(SUPPLIERS)
INTERNAL_INTEGRATION
INTERNAL_INTEGRATION
EXTERNAL_(SUPPLIERS)
EXTERNAL_(CUSTOMERS)
INTERNAL_INTEGRATION
EXTERNAL_(CUSTOMERS)
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.939
.809
.467
.894
.742
.752
.908
.713
.685
.688
.903
.929

Table 7.62: Squared Multiple Correlations
Estimate
INTERNAL_INTEGRATION
EXTERNAL_(CUSTOMERS)
EXTERNAL_(SUPPLIERS)
D13
D17
D18
D1
D2
D3
D7
D11
D12

.655
.218
.882
.551
.863
.474
.824
.816
.509
.800
.565
.470

Finally, the rigorous assessment of the correlation matrix was necessary to
validate the nomological validity of the Levels of SCI second-order construct model.
Table 7.63 shows that Levels of SCI was significantly correlated (p<.001) with three
proposed factors and nine indicators. This result validated Levels of SCI as a secondorder construct model.

232

Table 7.63: Correlation Matrix for the Second-Order Levels of SCI Model
SCI
II
EC
ES
D13
D17
D18
D1
D2
D3
D7
D11
D12
SCI 1.000
II
.809 1.000
EC
.467
.378 1.000
ES
.939
.760
.438 1.000
D13
.346
.280
.742
.325 1.000
D17
.433
.351
.929
.407
.689 1.000
D18
.321
.260
.688
.302
.511
.639 1.000
D1
.735
.908
.343
.690
.254
.318
.236 1.000
D2
.731
.903
.341
.687
.253
.317
.235
.820 1.000
D3
.577
.713
.269
.542
.200
.250
.185
.647
.644 1.000
D7
.840
.680
.392
.894
.291
.364
.270
.617
.614
.485 1.000
D11
.706
.572
.329
.752
.244
.306
.227
.519
.516
.408
.673 1.000
D12
.644
.521
.300
.685
.223
.279
.207
.473
.471
.372
.613
.515 1.000
*Notes: SCI = Levels of Supply Chain Integration, II = Internal Integration, EC = External Integration for Customers,
ES = External Integration for Suppliers
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7.8.4

Business Performance

The assessment of the second-order constructs model for Business Performance is based
on the evaluation of correlation coefficient (r) for the first-order Business Performance
construct model. Table 7.64 shows that the values for r for all construct pairs exceeded
the threshold value of the co-variant level (r>.40). Ten pairs of constructs (market ↔
supplier, supplier ↔ process, market ↔ process, market ↔ people, supplier ↔ people,
process ↔ people, market ↔ customer relationship, supplier ↔ customer relationship,
process ↔ customer relationship and people ↔ customer relationship) demonstrated
high correlations (.541, .706, .459, .474, .700, .634, .443, .631, .631 and .847,
respectively), with three of them equivalent to or over .70 (r≥.70). As a result, the
second-order Business Performance construct model was appropriate for further
analysis.

Table 7.64: Estimated Correlations of Business Performance Measurement
Construct
Estimate
MARKET
SUPPLIER
MARKET
MARKET
SUPPLIER
PROCESS
MARKET
SUPPLIER
PROCESS
PEOPLE

<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->

SUPPLIER
PROCESS
PROCESS
PEOPLE
PEOPLE
PEOPLE
CUSTOMER_RELATIONSHIP
CUSTOMER_RELATIONSHIP
CUSTOMER_RELATIONSHIP
CUSTOMER_RELATIONSHIP

.541
.706
.459
.474
.700
.634
.443
.631
.631
.847

Figure 7.24 shows the output of the second-order Business Performance
construct model. Market Performance, Supplier Performance, Process Performance,
People Performance and Customer-Relationship Performance were considered as firstorder constructs, and functioned as reflective indicators for the second-order Business
Performance construct. The analysis of this section used the same procedure as applied
above. As recommended by Chen et al. (2005), Business Performance could be
estimated for a second-order construct, as it showed an over-identified model with 49
degrees of freedom.
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Figure 7.24: Standardised Estimates of the Business Performance Second-Order
Measurement Model

Table 7.65 shows that most goodness-of-fit indices support the model fit for the
Business Performance second-order construct, and were consistent with the values for
the first-order Business Performance construct model (Section 7.6.4). This strongly
confirmed the significance of Business Performance as a second-order construct, and
that the model was appropriate to be used in the next stage of analysis.
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Table 7.65: Goodness-of-Fit Indices for Second-Order CFA of
Business Performance Model
Model-Fit Criterion
Chi-square (χ2)
df
Probability
CMIN/df
GFI
AGFI
TLI
CFI
RMSEA
Standardised RMR

Acceptable Level

Model-Fit Result

Fit Status

>.05
1≤ X ≤5
> .90
> .80
> .90
≥ .90
≤ .10
≤.08

78.025
49
.005
1.592
.912
.860
.953
.965
.066
.057

Misfit
Fit
Fit
Fit
Fit
Fit
Fit
Fit

Table 7.66 shows that the majority of indicators were statistically significant as
factor loadings for each construct exceeded the threshold value (λ≥.70), including E8
(E8  Process) and E11 (E11  People), which were considered to be .70 after
rounding to two decimal places. Thus, all indicators showed consistent values for
standardised regression weights with the first-order construct (Section 7.6.4). Moreover,
the regression between the Business Performance construct and the five first-order
constructs (market, supplier, process, people and customer-relationship performance)
showed significantly high factor loadings (λ = .55 to .90)54 at p<.001. Also, the five
first-order constructs and 12 indicators represented good item reliability (r2≥.50) 55 as
demonstrated in Table 7.67.
Due to the results of the standardised regression weights and squared multiple
correlations, the second-order Business Performance construct was consistent with the
result for the first-order construct, and its unidimensionality was validated. Therefore,
Business Performance could be analysed as a second-order construct in the structural
model.
Similar to the previous sub-sections, the correlation matrix was also assessed to
confirm the nomological validity of the Business Performance second-order construct
model. Table 7.68 shows that the correlation matrix for the Business Performance scale

54

The value was inclusive of the average value for market performance (market  business performance)
after it had been rounded to two decimal places.
55
The analysis of r2 for market performance demonstrated an acceptable value of r2=.32. Thus, it could
also be included in the Business Performance second-order construct model. This included items E11
and E8 after they had been rounded to two decimal places.
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was correlated significantly (p<.001) with the five proposed factors and 12 indicators.
Accordingly, the results confirmed the measurement of Business Performance as a
second-order construct, and thus this construct was appropriate for further analysis.

Table 7.66: Standardised Regression Weights
Estimate
SUPPLIER
MARKET
CUSTOMER_RELATIONSHIP
PEOPLE
PROCESS
E2
E1
E3
E5
E9
E11
E13
E12
E6
E8
E7
E10

<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<---

BUSINESS_PERFORMANCE
BUSINESS_PERFORMANCE
BUSINESS_PERFORMANCE
BUSINESS_PERFORMANCE
BUSINESS_PERFORMANCE
MARKET
MARKET
SUPPLIER
SUPPLIER
PEOPLE
PEOPLE
CUSTOMER_RELATIONSHIP
CUSTOMER_RELATIONSHIP
PROCESS
PROCESS
PROCESS
PEOPLE

Table 7.67: Squared Multiple Correlations
Estimate
PROCESS
CUSTOMER_RELATIONSHIP
PEOPLE
SUPPLIER
MARKET
E8
E13
E12
E11
E10
E9
E7
E6
E5
E3
E2
E1

237

.576
.743
.809
.636
.323
.488
.742
.649
.477
.549
.687
.748
.541
.570
.814
.821
.777

.797
.568
.862
.900
.759
.906
.882
.902
.755
.829
.691
.862
.805
.736
.698
.865
.741

Table 7.68: Correlation Matrix for the Second-Order Business Performance Model
BP
BP
PRO
CR
PEO
SUP
MAR
E8
E13
E12
E11
E10
E9
E7
E6
E5
E3
E2
E1

PRO

CR

PEO

SUP

MAR

E8

E13

E12

E11

E10

E9

E7

E6

E5

E3

E2

E1

1.000

.759
.862
.900
.797
.568
.530
.743
.694
.621
.666
.746
.656
.558
.602
.719
.515
.501

1.000

.654
.683
.605
.431
.698
.563
.527
.471
.506
.566
.865
.736
.457
.546
.391
.380

1.000

.775
.687
.490
.457
.862
.805
.535
.574
.642
.566
.481
.519
.620
.444
.432

1.000

.717
.511
.477
.668
.624
.691
.741
.829
.590
.502
.542
.647
.463
.451

1.000

.453
.422
.592
.553
.495
.531
.594
.523
.445
.755
.902
.411
.400

1.000

.301
.422
.395
.353
.379
.424
.373
.317
.342
.409
.906
.882

1.000

.393
.368
.329
.353
.395
.604
.514
.319
.381
.273
.266

1.000

.694
.461
.495
.554
.487
.415
.447
.534
.382
.372

1.000

.431
.462
.517
.455
.387
.418
.499
.357
.348

1.000

.512
.572
.408
.347
.374
.447
.320
.311

1.000

.614
.437
.372
.401
.479
.343
.334

1.000

.489
.416
.449
.536
.384
.374

1.000

.636
.395
.472
.338
.329

1.000

.336
.402
.288
.280

1.000

.681
.310
.302

1.000

.371
.361

1.000

.799

1.000

*Notes: BP = Business Performance, Pro = Process Performance, CR = Customer-Relationship Performance, Peo = People Performance,
Sup = Supplier Performance, Mar = Market Performance
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7.9

Concluding Remarks

Prior to the analysis, the descriptive statistics for CCC, SCOC, Levels of SCI and
business performance have been performed. The results showed that all variables are
relevant and applicable to this study, however, they were not presented as part of the
chapter.
The chapter started with the basic statistical procedures used in analysing the
raw data. First, the chapter analysed the survey response rate through the examination of
questionnaire distribution. The results showed that only 14.6 percent of 950
questionnaires sets were returned, confirming that the response rate was comparable
with previous studies in Malaysia (as was also discussed in Chapter 5). Other results
indicated that 0.42 percent of respondents were reluctant to precisely answer the
questionnaire and 85.0 percent of questionnaires were either undeliverable (12.3
percent), delivered to enterprises that had ceased business (2.7 percent) or not returned
(70.3 percent).
Second, the chapter analysed the respondents’ general characteristics and their
enterprises, examining their legal and sectorial structure and their operational structure.
The chapter also discussed the final basic statistical procedures through the assessment
of normality and outliers on the raw data. The results indicated that the data was normal,
and some instances were detected as outliers. However, no data was removed, and all
outliers were retained, including extreme points, as they represented valid elements of
the study’s population.
The major contributions of this chapter were the assessment of the congeneric
measurement model and the assessment of first-order and second-order constructs’ fit
properties, including the examination on convergent, discriminant and nomological
validity. The objectives of these assessments were to examine the unidimensionality of
each construct and to validate the fit properties of every first-order and second-order
constructs that will be used to develop the structural model in next chapter.
Therefore, as the starting point for hypotheses analysis, first, this chapter
developed the congeneric measurement model to validate 15 measurement constructs.
The congeneric measurement model was used to assess the confirmatory factor analysis
(CFA) for measuring the unidimensionality of each indicator to the proposed constructs.
The convergent validity was also assessed through the examination of composite
reliability and average variance extracted, to confirm the correlation between the
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indicators and the proposed construct. The results demonstrated the unidimensionality
and convergent validity of each construct.
After the above assessment, the chapter analysed the first-order constructs’ fit
properties to confirm that all indicators had a good fit to the proposed constructs. The
assessment of goodness-of-fit indices, factor loading and critical ration (CR), along with
model diagnostics consisting of standardised residuals and modification indices (MI),
were necessary to validate the model fit.
The result of the above analysis for 13 indicators and four constructs for CCC,
nine indicators and three constructs for SCOC and 12 indicators and five constructs for
Business Performance indicated that: most goodness-of-fit indices of the proposed
constructs supported the model fit, except the p-value (p<.05); factor loading and CR
did not indicate threats to the measurement model fit; and model diagnostics confirmed
that all three measurement models were fit and acceptable for further analysis.
However, the results of nine indicators and three constructs for Levels of SCI
demonstrated that all goodness-of-fit indices supported the measurement model fit and
factor loading and CR did not indicate threats to the measurement model fit, thus the
model diagnostic was not required. The results for Levels of SCI also confirmed that the
measurement model was fit and acceptable for further analysis.
The assessment of the first-order constructs’ fit also required an examination of
discriminant validity to confirm that the hypothesised structural parts were free from
discrepancy and to provide higher confidence on the interpretation of the final results.
This study applied three measurements of discriminant validity: average variance
extracted and shared variance, chi-square differences and implied correlation matrix.
The implied correlation matrix was conducted to provide precise analysis with respect
to the average results obtained from the first two measurements. The results
demonstrated the discriminant validity for all constructs.
The chapter also analysed the fit properties for the second-order constructs CCC,
SCOC, Levels of SCI and Business Performance. As a significant contribution to this
study, the bound testings of four second-order constructs were hypothesised to provide a
valid explanation for co-varying those first-order constructs. The results demonstrated
that the goodness-of-fit for all second-order constructs models were comparable to the
first-order constructs models. Similarly, the results of standardised regression weight
and squared multiple correlation for these constructs were consistent with the proposed
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first-order constructs, thus demonstrating the unidimensionality of the second-order
CCC, SCOC, Levels of SCI and Business Performance constructs. The results
confirmed that these constructs could be analysed as second-order constructs in the
structural model to answer research questions and hypotheses.
Finally, the assessment of second-order constructs’ fit also required an
examination of nomological validity to confirm the relationship between first-order and
second-order constructs prior to the construction of the structural model. In this study,
the nomological validity was examined through the correlation matrix. The results
demonstrated that CCC, SCOC, Levels of SCI and Business Performance were
validated as second-order constructs in the structural model.
The next chapter will analyse five hypotheses using the structural equation
modelling (SEM), including the analysis of moderating effects through multi-group
SEM to answer the research questions and objectives.
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8CHAPTER EIGHT
DATA ANALYSIS AND FINDINGS:
ANALYSIS OF THE STRUCTURAL MODEL

8.1

Introduction

This chapter extends the previous analysis in Chapter 7. The literature review in Chapter
3 surveyed the major empirical studies on CCC, SCOC, levels of SCI and business
performance that may contribute to the success of SMEs in Malaysia. Chapter 4
reviewed literature to rationalise the use of every instrument (or indicator) for data
collection. The combined findings of those three chapters are significantly related to the
development of the current chapter.
The objective of the chapter is to analyse the structural model, including the
analysis of the moderator. The chapter also discusses the findings from the analysis to
answer five hypotheses of interest.
As a major contribution to this study, this chapter undertakes a comprehensive
analysis of the research hypotheses; to the best of researcher’s knowledge, there is no
known study that has examined the interrelationship of CCC and SCOC, and also their
relationships with business performance, in the context of Malaysia. There is also no
study that examines the existence of levels of SCI as a moderator on such relationships
in the Malaysian context, nor indeed in the context of other countries. This chapter
intends to fill the gap by analysing five proposed hypotheses, using the structural
equation modelling (SEM) analysis, including the multi-group SEM analysis.
The chapter is organised as follows: Section 8.2 presents a development of
composite indicators. Section 8.3 analyses the structural model to answer Hypotheses 1,
2 and 3. Section 8.4 discusses the empirical results from the analysis in the preceding
section. Section 8.5 assesses the cluster analysis to develop groups to be used in the
multi-group SEM analysis. Section 8.6 analyses the moderating effect of levels of SCI
through the multi-group SEM analysis, including the validation, invariant covariant and
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measurement invariance tests. Section 8.7 discusses the empirical results from the
multi-group SEM analysis that responds to Hypotheses 4 and 5. Finally, Section 8.8
presents the chapter’s concluding remarks.

8.2

Model SEM with Composite Indicators

The composite indicators were developed after the specification of confirmatory factor
analysis (CFA) through the congeneric measurement models, as discussed in the
previous chapter.
Table 8.1: Final Variables for the Assessment of Structural Model
Second-Order
Construct
Corporate
Competitive
Capabilities

First-Order
Construct
Cost Leadership

Differentiation

Innovative
Marketing

Customer Service

Supply Chain
Operational
Capabilities

Technological
Capability
Structural
Capability
Logistical
Capability

Business
Performance

Market
Supplier
Process

People

Customer
Relationship

Indicators

Measurement Items

B1
B4
B8
B10
B11
B14
B15
B17
B18
B19
B22
B26
B27
C1
C2
C3
C8
C9
C10
C15
C17
C18
E1
E2
E3
E5
E6
E7
E8
E9
E10
E11
E12
E13

Product cost
Cost reduction
Cost-leadership position
Refined products
Specialty products
Market segments
Brand development
New market
New patent
Broad distribution
Outstanding service
After-sale service
Handling complaints
Manufacturing technology
Information network
Operations
Formalisation
Training
Supervision of subordinates
Location
Reliable delivery
Low-cost distribution
Market-share growth
Sales turnover
Product quality
Delivery performance
Work-in-process inventory
Order lead-time
Product quality
Performance-appraisal results
Employees’ skill
Departmental communication
Complaints resolution
Loyalty or retention
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Table 8.1 lists the remaining indicators for each first-order construct to be
specified as a composite indicator for the analysis of the structural model. From the
preliminary 83 indicators (excluding 16 indicators for Part A of the questionnaire,
Background of Business Management and Ownership), only 34 indicators were brought
to the final analysis presented in this chapter. The table shows that 13 indicators
represent CCC, nine indicators represent SCOC and 12 indicators represent business
performance. Section 8.2.1 discusses the development of composite indicators in the
study.

8.2.1

Parameters Estimation for Composite Indicators

The current study required the development of composite indicators due to two
problems: the research model was complex, using many indicators, and the sample size
was not sufficient to estimate the structural model. Many scholars recommend the use
of composite indicators to resolve such problems. According to Ghozali (2008),
composite indicators simplify the latent construct, by reducing the multiple indicators
into one composite indicator. This method was theoretically and empirically justified
for this study (Munck, 1979; Holmes-Smith & Rowe, 1994; Ghozali, 2008), as
discussed in Section 6.4.
The composite variables were developed for each latent construct consisting of
three or more indicators, as this approach would perform well in the analysis (Marsh et
al., 1998). Any latent construct that consists of only two indicators would be modelled
using those two indicators.
Using the result of CFA from the congeneric measurement model in the
previous chapter, Table 8.2 shows the parameter estimation and factor-score weights
that were multiplied with each indicator variable to create a new composite variable
(Holmes-Smith & Rowe, 1994; Ghozali, 2008). Nine composite variables were
developed from 28 indicators. Six indicators (E1, E2, E3, E5, E12 and E13) that are
represented

by three

constructs

(market,

supplier and

customer-relationship

performance) were excluded from the development of the composite variables; these
indicators will represent themselves in the structural model analysis.
The values presented in Table 8.2 will be used during the testing of the structural
model as discussed in next section. However, different composite variables will be
developed for the multi-group SEM analysis later in this chapter.
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Table 8.2: Parameters Estimation for Composite Variables
Latent Variables Factor-Score
Weights
Cost Leadership
B1 = .345
B4 = .195
B8 = .228
Differentiation
B10 = .278
B11 = .315
B14 = .106
Innovative
B15 = .210
Marketing
B17 = .238
B18 = .139
B19 = .200
Customer Service B22 = .211
B26 = .277
B27 = .178
Technological
C1 = .137
Capability
C2 = .172
C3 = .478
Structural
C8 = .182
Capability
C9 = .267
C10 = .178
Logistical
C15 = .164
Capability
C17 = .279
C18 = .524
Process
E6 = .133
Performance
E7 = .561
E8 = .102
People
E9 = .441
Performance
E10 = .247
E11 = .192

Composite
Variables (c)
Cost_Lead

Regression
Coefficients(λ c )
.653

Error
Variances (θ c )
.185

Differ

.538

.153

Inno_Mktg

.756

.242

Cust_Serve

.546

.078

Tech_Cap

.669

.163

Struct_Cap

.513

.083

Logis_Cap

.886

.214

Process_Per

.641

.091

People_Per

.670

.111
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8.3

CCC, SCOC and Business Performance: The Structural Model Analysis

This section investigates the testing of the structural model through SEM analysis for (i)
the relationship between CCC and business performance, SCOC and business
performance, and (ii) the correlation of CCC and SCOC. The assessment would answer
Hypotheses 1, 2 and 3, as indicated in Chapter 4. The development of the structural
model is derived from the assessment of the measurement models as specified in the
previous chapter.
Figure 8.1 shows three second-order constructs – CCC, SCOC and business
performance – and 12 latent first-order constructs. The second-order constructs of CCC
and SCOC are hypothesised to affect the second-order construct of business
performance. The second-order construct of CCC is hypothesised to correlate with the
second-order construct of SCOC. Koufteros et al. (2009) explain that second-order
constructs act as an independent (exogenous) composite variable to the first-order
constructs. For the current study, both independent (CCC and SCOC) and dependent
(business performance) variables are hypothesised as second-order constructs. Business
performance 56 as an endogenous variable is depicted on the right, and is linked to the
exogenous variables (CCC and SCOC) by two regression-coefficient (λ) paths. Thirteen
residuals (r), represented by small circles at all first-order constructs and the secondorder business performance factor, were fixed to unity (a value of 1).
1
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Figure 8.1: Structural Model of CCC, SCOC and Business Performance of
Malaysian SMEs
56

0.091

1

0.641

Process

BP

1

Capability
1
0.513 Structural
Capability
r7 1
0.886 Logistical
Capability

1
E1

r6

0.083
eS2

Innovative
Marketing

1
Market

Differentiation
1

r5
0.163

r8

Cost
Leadership
1

Business performance is abbreviated as BP in the figures.
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eP8

All regression paths between first-order constructs and indicators are represented
by different regression-coefficient (λ c ) values with respect to the composite indicators
associated in the model. The same procedure was also applied to the error variances
(θ c ). The values of λ c and θ c are shown in Table 8.2.
However, this analysis procedure was not applicable to three constructs –
Market, Supplier and Customer Relationship Performance – as these constructs were
associated with the original observed variables. For these factors, the value of 1 was set
across the regression path to allow the parameter to be estimated as standardised and
invariant so that appropriate statistical comparison could be made (Koufteros, 1999;
Kline, 2005).
Figure 8.2 demonstrates the output of structural model estimation on the
relationship between those second-order variables. The output indicates the relationship
between CCC and business performance and between SCOC and business performance,
and the correlation of CCC with SCOC.
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Figure 8.2: Estimation of Structural Model of CCC, SCOC and Business
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Except for probability, the fit indices show a good result compared to the
threshold standard value (χ2/df = 1.305, p = .032, GFI = .906, AGFI = .866, TLI = .970,
CFI = .976, RMSEA = .048 and Standardised RMR = .049). Thus, the model might deal
with potential violation of outliers in the data; the assessment on Mahalanobis Distance
(D2) will be considered later.
Moreover, the model diagnostics needed to be analysed to confirm the model fit,
as the p-value was statistically moderate 57. Two types of model diagnostics were
examined: standardised residuals and modification indices (MI). Table 8.3 shows that
the model is statistically fit, as the standardised residual absolute value is less than 2.00.
MI was examined to confirm the model specification. Table 8.4 shows that none of the
MIs suggested the respecification of the model to improve the par change value to .40.
Therefore, there is no evidence that the model is misspecified, and it can be tested for
further analysis.
Table 8.5 gives the assessment of the significance relationship between CCC
and business performance, and SCOC and business performance to answer Hypothesis
1, which states that the greater the corporate competitive capabilities of a firm, the
better its business performance will be and Hypothesis 2, which states that the greater
the supply chain operational capabilities of a firm, the better its business performance
will be. Table 8.7 gives the results for correlation between CCC and SCOC to respond
to Hypothesis 3, which states that corporate competitive capabilities have a positive
mutual relationship with supply chain operational capabilities.
The assessment of normality had to be considered before any conclusion on the
first three hypotheses could be made. The values for skewness, kurtosis and Mardia’s
coefficient were examined to confirm that no violation of normality would affect the
output (Table 8.8). The model postulates that the univariate normality was violated,
given that some of the CR values for both skewness and kurtosis exceed the
recommended range of ± 2.58 (Ferdinand, 2000). Thus, the data was non-normally
distributed. Moreover, the assessment of multivariate kurtosis demonstrates the
potential problem of multivariate non-normality. The multivariate CR value indicated
that the z-statistic is highly suggestive in the sample (z > 5.00), given its value of

57

The common sign of a good model fit is a probability more than .50 (p>.50). If the p-value is less than
that, the model may be lead to misspecification.
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16.481. Hence, it shows that the cases in the structural model might contribute to the
potential outliers.
As indicated earlier, the Mahalanobis Distance (D2) should be examined to
identify the existence of potential multivariate outliers in the data. Table 8.9
demonstrates only very minimal evidence of serious multivariate outliers. Two
observations (118 and 42) present the furthest deviation from the centre of distribution,
with high D2 values (65.353 and 45.454, respectively) at the p-values (p = .000) that
were significantly less than the .001 level. The declining degree of D2 to the next
observed case was relatively great (from 65.353 and 45.454 to 38.387, respectively).
Thus, it indicates that these two observed cases might contribute to the possibility of
outliers and thus threaten the data normality.
The two outliers (cases 118 and 42) were removed, and the model was refitted
with the new sample size (n = 133). The goodness-of-fit for the refitted model was not
satisfactory, with χ2/df = 1.610, p = .000, GFI = .889, AGFI = .842, TLI = .941, CFI =
.953, RMSEA = .068 and Standardised RMR = .052. Therefore, the preceding estimated
model from original data was chosen for this study.
This analysis suggested that the study might be violated by the multivariate
normality. Thus, the Bollen-Stine Bootstrap was performed. The function is to
overcome the problem on multivariate non-normality data by re-sampling the original
dataset. As shown in Table 8.10, the p-value of the Bollen-Stine bootstrap was .713,
which was insignificant at p < .05. In other words, the proposed model could be
accepted.
The assessment of nomological validity is recommended at this point to validate
the structural model (Jöreskog & Sörbom, 1993; Schumacker & Lomax, 2004; Chetty et
al., 2006) 58. The model proved to be nomologically valid, as the results for goodness-offit were over the threshold values of χ2 = 109.610, df = 84, p = .032, GFI = .906,
RMSEA = .048 and CFI = .977. These values confirmed that the structural model is
validated by nomological validity; thus, the interpretation of the causal model could be
engendered.

58

Section 6.7.2 contains a comprehensive explanation.
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Finally, the output would answer the research hypothesis by considering the
result for the causal model. Table 8.6 shows that the model explains 73.9 percent
(R2=73.9%) of the variance in Business Performance.
The result rejects Hypothesis 1, which states that the greater the corporate
competitive capabilities of a firm, the better its business performance will be, given the
regression coefficient of .180 (λ = .180) and CR value of .447, with p=.655. This
reflects that the result is statistically insignificant at p<.05.
Hypothesis 2, which states that the greater the supply chain operational
capabilities of a firm, the better its business performance will be is also rejected, given
the regression coefficient of .689 (λ = .689) and CR value of 1.674, with p=.094. This
reflects that the result is statistically insignificant at p<.05.
However, the results support Hypothesis 3, which states that corporate
competitive capabilities have a positive mutual relationship with supply chain
operational capabilities, given the correlation value of .935, and covariance estimates
of 5.552 (CR = 5.552) with the standard error above zero. The relationship is
significantly difference from zero at the .001 level (p<.001).
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Table 8.3: Standardised Residual Covariances
Pro_Per
E5
Peo_Per
E3
E12
E13
E1
E2
L_C*
S_C*
T_C*
C_S*
I_M*
Dif*
C_L*

Pro_Per
E5
Peo_Per
E3
E12
E13
E1
E2 L_C*
S_C*
T_C* C_S* I_M*
.000
1.310
.000
-.261
-.365
.000
.309
.000
-.367
.000
.609
-.871
.773 -.204
.000
-.158
-.922
.903 -.198
.000
.000
-.142
-.108
-.670
.520
-1.390
.160
.000
.208
-.511
-.505
.486
-1.069
-.069
.000
.000
-.188
.663
-.325
.217
.151
-1.004
.496
.264
.000
-.810
.284
.615
.370
-.172
-.403
.355
.084
.112
.000
-.095
.367
-.145
.243
-.426
-.550
.874
.362
-.375
.150
.000
.305
-.216
-.316 -.503
.608
.508
1.132
1.148
.875
-.663
-.027
.000
.279
.960
-.491
.554
-1.070
-.401
1.485
1.151
.163
-.027
.252
-.378
.000
-.394
.344
.028
.612
-.093
-.300
.731
1.138
-.400
-.378
-.468
.533
.314
-.923
.650
.107 -.620
-.471
-.171
-.242
.010
.158
.161
.416
-.045
-.140
*Note: Pro_Per = Process_Per, Peo_Per = People_Per, L_C = Logis_Cap, S_C = Struct_Cap, T_C = Tech_Cap,
C_S = Cust_Serve, I_M = Inno_Mktg, Dif = Differ, C_L = Cost_Lead
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DIF*

C_L*

.000
-.115

.000

Table 8.4: Modification Indices
Covariances
r12
r6
r4
eP4
eP4
eP4
eP6
eP6
eP3
eP7
eP8
eP8
eP8
eS3
eS3
eS2
eS2
eC4
eC4
eC1

<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->

r11
r11
r7
r10
r12
eP5
r12
r6
r1
r8
r11
r7
eP6
r4
eP8
r11
eP6
r7
eS3
eP3

MI
9.799
4.907
4.503
6.370
4.850
6.370
9.799
4.907
4.101
6.872
4.149
4.566
4.149
4.503
4.566
4.907
4.907
4.503
4.503
4.101

Par Change
.115
.108
.126
.129
-.075
.083
.077
.072
-.087
-.130
.074
-.087
.049
.112
-.077
.055
.037
.069
.061
-.057

Variances
MI

Par Change

Regression Weights
E12 <--- E1

MI
5.377
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Par Change
-.128

Table 8.5: Estimation of Factor Loadings and CR of CCC and SCOC with
Business Performance

Regression Weights
BP
BP
Cost_Leadership
Differentiation
Customer_Service
Innovative_Marketing
Technological_Capability
Logistical_Capability
Structural_Capability
Process
Market
Supplier
People
Customer_Relationship
Cost_Lead
Differ
Inno_Mktg
Cust_Serve
Tech_Cap
Struct_Cap
Logis_Cap
E2
E1
E13
E12
E3
People_Per
E5
Process_Per

<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<---

CCC
SCOC
CCC
CCC
CCC
CCC
SCOC
SCOC
SCOC
BP
BP
BP
BP
BP
Cost_Leadership
Differentiation
Innovative_Marketing
Customer_Service
Technological_Capability
Structural_Capability
Logistical_Capability
Market
Market
Customer_Relationship
Customer_Relationship
Supplier
People
Supplier
Process
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Estimate
.132
.516
1.073
.983
1.000
1.003
1.151
1.000
1.155
1.216
.912
1.019
1.483
1.000
.653
.538
.756
.546
.669
.513
.886
1.000
1.115
1.000
1.153
1.074
.670
1.000
.641

SE
.295
.308
.133
.137

CR
.447
1.674
8.092
7.175

P
.655
.094
***
***

Label
par_14
par_15
par_4
par_5

.132
.134

7.584
8.580

***
***

par_6
par_7

.132
.172
.155
.150
.176

8.740
7.073
5.891
6.791
8.418

***
***
***
***
***

par_8
par_9
par_10
par_11
par_12

.119

9.357

***

par_1

.123
.118

9.399
9.116

***
***

par_2
par_3

Standardised Regression Weights
BP
BP
Cost_Leadership
Differentiation
Customer_Service
Innovative_Marketing
Technological_Capability
Logistical_Capability
Structural_Capability
Process
Market
Supplier
People
Customer_Relationship
Cost_Lead
Differ
Inno_Mktg
Cust_Serve
Tech_Cap
Struct_Cap
Logis_Cap
E2
E1
E13
E12
E3
People_Per
E5
Process_Per

<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<--<---

CCC
SCOC
CCC
CCC
CCC
CCC
SCOC
SCOC
SCOC
BP
BP
BP
BP
BP
Cost_Leadership
Differentiation
Innovative_Marketing
Customer_Service
Technological_Capability
Structural_Capability
Logistical_Capability
Market
Market
Customer_Relationship
Customer_Relationship
Supplier
People
Supplier
Process
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Estimate
.180
.689
.883
.809
.822
.825
.927
.805
.928
.733
.612
.834
.894
.822
.835
.809
.838
.890
.856
.872
.886
.896
.892
.858
.808
.889
.895
.766
.905

Table 8.6: Squared Multiple Correlations
Estimate
.739
.537
.800
.696
.676
.375
.648
.862
.859
.676
.680
.655
.780
.819
.587
.802
.791
.654
.737
.795
.803
.786
.761
.733
.793
.703
.654
.697

BP
Process
People
Supplier
Customer_Relationship
Market
Logistical_Capability
Structural_Capability
Technological_Capability
Customer_Service
Innovative_Marketing
Differentiation
Cost_Leadership
Process_Per
E5
People_Per
E3
E12
E13
E1
E2
Logis_Cap
Struct_Cap
Tech_Cap
Cust_Serve
Inno_Mktg
Differ
Cost_Lead

Table 8.7: Estimation of Factor Loadings and CR of the Mutual Relationship
between CCC and SCOC

Covariances
CCC <--> SCOC

Estimate
.619

S.E.
.112

C.R.
5.552

Correlations
CCC <--> SCOC
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Estimate
.935

P
***

Label
par_13

Table 8.8: Assessment of Normality
Variable
Process_Per
E5
People_Per
E3
E12
E13
E1
E2
Logis_Cap
Struct_Cap
Tech_Cap
Cust_Serve
Inno_Mktg
Differ
Cost_Lead
Multivariate

min
1.204
1.000
2.448
2.000
2.000
3.000
1.000
1.000
1.410
1.343
2.052
1.411
1.025
1.639
1.113

max
5.572
7.000
6.160
7.000
7.000
7.000
7.000
7.000
6.769
4.389
5.509
4.662
5.509
4.893
5.376

skew
-.363
-.560
-.242
-.511
-.461
-.303
-.277
-.313
-.633
-.231
-.131
-.438
-.378
-.158
-.645

cr
-1.720
-2.657
-1.147
-2.424
-2.188
-1.438
-1.313
-1.483
-3.004
-1.096
-.622
-2.078
-1.794
-.748
-3.058

kurtosis
1.065
1.844
-.423
1.670
-.175
-.308
.543
1.115
.932
.035
-.527
.659
.065
-.169
.743
64.067

cr
2.525
4.372
-1.003
3.960
-.415
-.730
1.287
2.644
2.211
.082
-1.249
1.564
.155
-.401
1.763
16.481

Table 8.9: Assessment of the Mahalanobis Distance for the Structural Model
Observation number Mahalanobis d-squared
p1
p2
118
65.353 .000 .000
42
45.454 .000 .000
70
38.387 .001 .000
41
36.756 .001 .000
106
35.771 .002 .000
58
35.713 .002 .000
Note: Partial of Mahalanobis distance (D2) was indicated

Table 8.10: Bollen-Stine Bootstrap
The model fit better in 39 bootstrap samples.
It fit about equally well in 0 bootstrap samples.
It fit worse or failed to fit in 96 bootstrap samples.
Testing the null hypothesis that the model is correct, Bollen-Stine bootstrap p = .713
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8.4

Discussion of the Empirical Results for Hypotheses 1, 2 and 3

This section discusses the findings associated to three hypotheses within the context of
Malaysian SMEs. The hypotheses of interest are:
Hypothesis 1: The greater the corporate competitive capabilities of a firm, the
better its business performance will be,
Hypothesis 2: The greater the supply chain operational capabilities of a firm,
the better its business performance will be, and
Hypothesis 3: Corporate competitive capabilities have a positive mutual
relationship with supply chain operational capabilities.

8.4.1

Evidence of a Relationship between CCC and Business Performance within
the Context of Malaysian SMEs (Hypothesis 1)

This section discusses the discovery of the multidimensionality of the corporate
competitive capabilities (CCC) construct; this construct covers the independent and
differential relationship between the four dimensions of CCC (cost leadership,
differentiation, innovative marketing and customer service), and the five dimensions of
business performance (market, supplier, process, people and customer relationship)
within the context of Malaysian SMEs.
As reported in Section 8.3, CCC was not significantly related to business
performance (λ = .180, p>.05). Either CCC seems not to have an important relationship
with business performance, or the finding was influenced by the covariance between
CCC and SCOC in the assessment of the structural model. The findings suggest that the
relationship between CCC and business performance is insignificant, and it may be
concluded that the achievements of SMEs in Malaysia do not absolutely depend on the
ability to be more competitive in the market.
The findings are consistent with the work of Kim (2006b), which examined how
competition capability related to business performance in small and large firms in Korea
and Japan. According to the study, the influence of CCC on business performance was
different between small and large firms – as results for large firms in both countries
indicate that the relationship is significant. From a sample of 623, 253 samples from
small firms demonstrated that competition capability does not have significant direct
impacts on firm performance at the 95 percent significance level. However, the data
demonstrated a high indirect effect (.381) on competition capability and business
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performance. Those findings indicate that firm size plays a significant role in the ability
of competition capability to improve performance.
The insignificant relationship between CCC and the business performance of
Malaysian SMEs was also empirically supported by a similar study by Man (2009) that
examines the relationship between distinctive capabilities, innovativeness and strategy
type, and business performance for 121 manufacturing SMEs in Malaysia.
These studies’ findings appeared to be consistent with the results of the current
study: CCC does not contribute to the achievement of high business performance. The
findings of this study may be influenced by the correlation relationship between CCC
and SCOC in the structural model (as indicated in Hypothesis 3). The separated analysis
is to be examined in the future; more comprehensive studies could be conducted on
these CCC variables to identify the reason behind the insignificant relationship.
Results showed that CCC was significantly related to all factors – cost
leadership, differentiation, customer service and innovative marketing – at p<.001.
Future study is recommended to analyse to what extent attributes of CCC may
dominantly influence the business performance of Malaysian manufacturing SMEs by
comparing the findings for the CCC dimension. As points of reference for future study,
some scholars argue that differentiation and cost leadership greatly contribute to SMEs’
performance (Hashim, 2000), although SMEs may not be able to easily implement
differentiation strategy, as they may lack a corporate reputation for quality or
technological leadership, a long tradition in the industry or good cooperation from
channel members (Lee et al., 1999).
Also, as a reference for future study, Rosenzweig et al. (2003) demonstrated that
cost leadership (β = .33, p =.00) is the single competitive capability that contributes to
the growth of percentage of revenue from new products. The result demonstrates that
successful firms have the ability to adjust prices dynamically in response to the market.
This finding appears to be inconsistent with the result of Koufteros et al. (2002)’s
study, which found that developing the competitive price capability is not associated
with product quality. In this respect, competitive Malaysian SMEs may enthusiastically
look ahead to being able to exploit such cost-leadership capability. Those firms could
also seek assistance from the Government in providing the platform for selling products
directly to customers. Other findings in different contexts have also indicated that
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innovative marketing and customer service also positively contribute to Malaysian
SMEs’ performance (Mohamed et al., 2002; Hilmi & Ramayah, 2008).
However, there is evidence to support the notion of a positive relationship
between CCC and business performance. Rosenzweig et al. (2003) discovered a positive
linkage between competitive capabilities and business performance in 238 consumerproduct manufacturers of various sizes in North America, Europe, Asia Pacific and
Latin America. The result demonstrates that their individual domains – product quality,
delivery reliability, process flexibility and cost leadership – vary with different
performance metrics that measure ROA, sales growth, customer satisfaction and
percentage of revenue from new products.
To seek a different view, Cheng et al. (2006) reported in their study of SMEs in
China that competitive capabilities were the major contributor to the success of their
economic development. Therefore, Malaysian SMEs should focus on this factor,
although the results of the current study demonstrate that it may not be pertinent to
business performance for SMEs in Malaysia. This insignificant relationship between
CCC and business performance amongst Malaysian SMEs may be affected by factors
such as high prices for raw materials, reduction in demand, and cash-flow and labour
problems.
Indirectly, the findings demonstrate that the objectives of many programmes that
have been planned to support the success of Malaysian SMEs have not yet achieved
their goals. Malaysian SMEs may fare better by focusing on the development of their
own capability and capacity, particularly amongst their human capital. As indicated by
Idrus et al. (2009), Malaysian SMEs were recorded as having among the highest
employee turnover rates (19 percent and 22 percent for small and medium enterprises,
respectively). This study’s results indicate that the 2008-9 global financial crisis badly
affected the performance of Malaysian SMEs and the development of such capabilities.
Also, Malaysian SMEs need to structure a more efficient plan that focuses on
the capacities of developing product and market innovation; gaining access to market
intelligence and Government support, funding and working capital; and hiring qualified
workforces. These capabilities will in turn help SMEs gain the ability to compete in the
marketplace.

259

As in a similar study of 213 service firms in Spain conducted by Bustinza et al.
(2010), the findings of this study indicate that the impact of outsourcing decisions on a
firm’s competitive capabilities is to improve performance. It suggests that SMEs in
Malaysia must consider the use of outsourcing as a mechanism to grow and expand
more extensively in the market and achieve higher levels of performance.
Because the study’s findings further suggest that CCC cannot be directly
associated with business performance in the context of SMEs in Malaysia, this
relationship may require an intermediate mechanism to demonstrate an efficient linkage
(Kim, 2006b; Kim, 2009). The use of a moderator, as recommended by Narasimhan and
Kim (2002), is necessary to the current study, as will be analysed in Section 8.6.

8.4.2

Evidence of a Relationship between SCOC and Business Performance
within the Context of Malaysian SMEs (Hypothesis 2)

This section discusses this study’s second hypothesis, which asserts an independent and
differential relationship between the supply chain operational capabilities (SCOC)
construct and business performance within the context of SMEs in Malaysia. As
indicated above, the SCOC construct is reflected in three dimensions: technological,
structural and logistical capability.
As discussed in Section 8.3, the results indicated an insignificant association
between SCOC and business performance (λ = .689, p>.05). The insignificant result
demonstrates that either SCOC is not directly related to business performance, or, the
insignificant result might be influenced by the covariance effect between CCC and
SCOC during the assessment of the structural model.
The insignificant finding for the relationship is consistent with the study of Kim
(2006b) in small firms in Korea and Japan. Based on a structural model, the results
demonstrated that SCM practice (a similar concept to that referred to as SCOC in this
study) does not have a direct impact on firm performance at the 95 percent significance
level. However, Kim’s study demonstrated that small firms might be indirectly
influenced in this relationship, as indicated by the high value of .381. It is consistent
with the current study, as indicated above. Kim also recommended the use of
intermediate mechanisms (for example, supply chain integration) to explain such
relationships. However, Kim’s findings indicate the positive association between SCM
practices in large firms in both countries at p≤.05.
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The findings of the current study indicate that SMEs in Malaysia lack sufficient
resources to improve their operations abilities in terms of technology, logistics and
operational structure. However, SMEs have been shown to improve their manufacturing
practice more effectively than do large companies (Islam & Karim, 2011).
The findings of the current study do not mean that SCOC is not practical for
Malaysian SMEs. In the study of Hafeez et al. (2010) of 208 Malaysian SMEs, two
domains (supply chain strategy and e-business adoption) were measured based on three
characteristics: technology, organisation and people. However, the study’s results
contradicted those of the current study. Hafeez et al.’s empirical findings indicated that
e-business adoption was a relatively stronger predictor of business performance than
supply chain strategy.
The negative association between SCOC and business performance could be
primarily explained by the covariance between CCC and SCOC in the structural model,
which indicates that SCOC does not contribute to the achievement of high business
performance for Malaysian SMEs. The separate analysis of this relationship is
recommended for future study to comprehensively identify the reason for the
insignificant findings, and also as a comparison to the current study.
The results of this study also demonstrated that SCOC was significantly related
to all factors – technological capability, logistical capability and structural capability –
at p<.001. Further study is recommended to investigate to what extent attributes of
SCOC may dominantly influence the business performance of Malaysian manufacturing
SMEs.
With the lack of theoretical and empirical evidence that explains the relationship
between SCOC and business performance for Malaysian SMEs, Hafeez et al. (2010)
have presented sound advice. They note that Malaysian SMEs need to focus on
technological capability (which is demonstrated as one of the first-order constructs for
SCOC), as it significantly contributes to improve business performance. They also
indicate that focus should be given to organisational and people capabilities. These three
capabilities may provide SMEs with an efficient supply chain operational management,
particularly during the planning or initial stage of business operations.
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The results of the current study contradict the opinion of Macpherson and
Wilson (2003), who emphasise the importance of supply chain as an alternative
development opportunity for SMEs, based on the success of large corporations that have
strategically focused on supply chain as a source of competitive advantage.
The lack of results that support Hypothesis 2, which states that the greater the
supply chain operational capabilities of a firm, the better its business performance will
be, may result from several general factors. The majority of SMEs in Malaysia find it
difficult to manage their supply chain activities in the face of a lack of supply chain
infrastructures, sophisticated supply chain capability, technology advancement, internet
uptake and distribution channels (Ogulin, 2003). As indicated in the previous section,
the results may also be due in part to the effects of the global financial and economic
crisis.
The negative association between the inclination for SCOC and business
performance could also be explained by the liability imposed by this study’s small
sample size; this issue also limited the study of Kim (2006b), which indicated a negative
association for small firms, and a positive association for large firms.
Because of their small size, Malaysian manufacturing SMEs are more vulnerable
to changing business environments. This study’s insignificant findings are related to the
fact that Malaysian SMEs are often constrained in finding the appropriate resource
commitments to develop these capabilities within the firm.
Finally, as demonstrated above, the business performance of SMEs in Malaysia
cannot be directly associated with SCOC. As suggested by Kim (2006b; 2009) in the
study of small firms in Korea and Japan, this relationship may require an intermediate
mechanism; Narasimhan and Kim (2002) recommend the use of a moderator for
providing an efficient linkage between SCOC and business performance, as analysed in
Section 8.6.
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8.4.3

Evidence of a Mutual Relationship between CCC and SCOC within the
Context of Malaysian SMEs (Hypothesis 3)

This section clarifies the findings of the study’s third hypothesis, which examines the
mutual relationship between corporate competitive capabilities (CCC) and supply chain
operational capabilities (SCOC) in Malaysian SMEs. As analysed in Section 8.3, the
results show the significant finding that “corporate competitive capabilities have a
positive mutual relationship with supply chain operational capabilities” at p<.001.
The results of the current study also emphasised that a firm must give high
consideration to developing both capabilities, as they have a good mutual relationship.
This relationship may positively contribute to firm’s competitive advantage.
However, with the lack of empirical and theoretical evidence explaining the
covariance effect between both capabilities, the current study looks at the work of Kim
(2006b) in gathering further comparative evidence. Kim’s result for 253 small
companies in Japan and Korea indicated that SCM practice has a significant influence
on competition capability, at p≤.05. Another study by Kim (2006a), which examined
large firms in Korea and Japan, emphasised that the association of SCOC and CCC
significantly influences performance improvement. Kim’s most recent study (2009)
demonstrated that the structural model was significantly influenced by the
interrelationship between SCM practice and competition capability.
Kim’s work sheds light on the need for SMEs in Malaysia to exploit these
emerging capabilities to be fully equipped with the appropriate knowledge,
competencies and technical expertise to prosper.
The study’s findings agree with those of Rao (2011), who indicated that the
supply chain strategy (or, as referred to here, SCOC) must be in alignment with
competitive strategy (or CCC). Additionally, a meaningful study from Morash (2001)
recommended that:
•

Supply-side capabilities supported competitive strategies of overall cost
leadership and a high level of marketing technology, whereas

•

Demand-side capabilities supported competitive strategies of differentiation
based on high levels of value-added customer service.
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The proposed importance of the interrelationship between SCOC and CCC for
Malaysian SMEs was empirically supported by Kim (2009), who explained their
interrelationship by the fact that they can be recognised as more critical and meaningful
factors for better performance if Malaysian SMEs place relatively less emphasis on
levels of SCI. The positive findings suggested that SMEs in Malaysia should focus on
both SCOC and CCC to establish better operational activities, and simultaneously to
develop an aggressive capability to be stronger and difficult for rivals to imitate.
However the findings of the current study conflict with Sohal et al.’s 1999 study,
which examined manufacturing practice 59 and competitive capabilities in 165
manufacturing companies in Australia. The results indicated that the differences in
competitive capabilities seem to be greater compared to the differences in management
strategies and practices used in a firm. The authors encouraged Australian firms to focus
on developing the most effective method to implement and manage strategies and
technologies to be more competitive than their counterparts. This result differs from the
current study, which indicates that CCC and SCOC are dependent on each other.
The next section will develop the sub-groups through cluster analysis for the
assessment of moderator variables later in this chapter.

59

“Manufacturing practice” here refers to SCOC, as indicated in Section 3.4.
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8.5

Assessment of Cluster Analysis: Getting Groups for Moderators

The investigation of a moderating effect on the model requires the assessment of cluster
analysis for the levels of supply chain integration (SCI) construct. The purpose is to
divide 135 samples (n=135) into relevant sub-groups as recommended by Cheung and
Chan (2005) and Hair et al. (2010). Cheung and Chan propose the use of the results
from confirmatory factor analysis (CFA) in developing sub-groups from the cluster
analysis.
Two types of cluster analysis are assessed: hierarchical and non-hierarchical
clustering. First, hierarchical clustering is generated to determine the appropriate
number of clusters. Then, non-hierarchical clustering, or K-means clustering, is
determined to identify the cluster membership.

8.5.1

Hierarchical Clustering

The hierarchical cluster was first analysed to form the groups. In total, 135 observations
were involved in the analysis. Table 8.11 shows the partial agglomeration schedule that
was analysed to determine the correct number of clusters for further analysis on nonhierarchical clustering.

Table 8.11: Agglomeration Schedule
Stage Cluster First
Appears

Cluster Combined
Stage
1
2
…
129
130
131
132
133
134

Cluster 1 Cluster 2 Coefficients
67
14
…
13
1
11
8
1
1

98
86
…
17
5
22
11
13
8

.000
.000
…
980.489
1062.172
1157.085
1266.843
1565.271
2205.393

Cluster 1
0
0
…
109
125
126
127
130
133

Cluster 2
0
0
…
128
119
124
131
129
132

Next Stage
13
43
…
133
133
132
134
134
0

Perera (2000) suggests a comprehensive method to appropriately define the
number of clusters by looking down the agglomeration schedule table, as demonstrated
above. The clustering coefficient demonstrates significant increase in coefficients going
down the table: from four to three clusters (1157.085 to 1266.843), from three to two
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clusters (1266.843 to 1565.271) and from two to one cluster (1565.271 to 2205.393).
The increments for these clusters are 9.49, 23.56 and 40.90 percent, respectively. The
largest percentage of coefficient increment was in the jump from two to one cluster, and
therefore, two clusters were selected for use in the comprehensive analysis of nonhierarchical clustering.

8.5.2

Non-Hierarchical Clustering

After the number of clusters has been determined, the next step is to analyse the cluster
membership for the data using the procedure of non-hierarchical clustering. Table 8.12
shows the final cluster solution. Cluster 1 could be defined as High Levels of Supply
Chain Integration, and Cluster 2 could be defined as Low Levels of Supply Chain
Integration, as the case values in Cluster 1 were higher than those in Cluster 2.

Table 8.12: Final Cluster Centres
Cluster
1
D1
D2
D3
D7
D11
D12
D13
D17
D18

2
5.31
5.41
5.30
5.00
4.33
5.05
5.69
5.86
5.68

3.22
3.44
3.43
2.96
2.43
3.48
4.76
5.02
5.07

Finally, Table 8.13 demonstrates the distribution of cases for each cluster. As
illustrated, 81 cases represent Cluster 1, High Levels of Supply Chain Integration, and
54 cases represent Cluster 2, Low Levels of Supply Chain Integration. Both clusters
were comprised of 135 cases. The clusters (or groups) were then considered to be
eligible to test as moderating effects for both independent variables (CCC and SCOC)
with business performance.
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Table 8.13: Number of Cases in Each Cluster
Cluster

1

81.000

2

54.000
135.000
.000

Valid
Missing

8.6

The Moderating Effect of Levels of SCI: The Multi-Group SEM Analysis

To examine the moderating effects of levels of supply chain integration (SCI) between
corporate competitive capabilities (CCC) and business performance, and between
supply chain operational capabilities (SCOC) and business performance, an analysis of
multi-group structural equation modelling (SEM) was applied (Hair et al., 2010). As
recommended, the validation on the scales measuring moderating variables that reflect
only one construct were examined prior to the full assessment of the moderating effect
through multi-group SEM analysis. The analysis is similar to the concept of CFA, as
demonstrated in the previous chapter, to confirm the unidimensionality, convergent
validity and reliability of the construct. The following section discusses the
development of the moderating construct for multi-group SEM analysis.

8.6.1

Validated Moderating Measurement Constructs

Items measuring levels of SCI as a moderator for the structural model were validated
through the CFA approach (Chapter 7). The Levels of SCI construct was also validated
for the construct dimensionality – for the first-order and second-order construct models
(Section 7.6.3 and Section 7.8.3, respectively). The items could then be used to split the
data into samples to develop the hypothesised moderation groups (Walsh et al., 2008)
through cluster analysis (Section 8.5), as recommended by Hair et al. (2010).

8.6.2

Invariant-Covariant

Test:

Test

of

Invariance

in

Covariances

of

Measurement Indicators among Different Sample Groups
As explained in Chapter 6 (see Section 6.8.3), the test for invariance in covariances of
measurement indicators among different sample groups could be assessed through a
non-significant difference in the chi-square statistics (Δχ2) for the unconstrained and
constrained models. Thus, the different models (related to two groups for the current
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study) could be indicated as invariant to each other (Cunningham, 2008 cited in
Pansuwong, 2009).
Tests were conducted for each of the three constructs: corporate competitive
capabilities (CCC), supply chain operational capabilities (SCOC) and business
performance.

A. Corporate Competitive Capabilities
Figures 8.3 and 8.4 show the measurement model constrained for an invariant
covariance test of groups with high and low levels of SCI, respectively. All parameters
of the measurement indicators for both groups were constrained to equality to allow a
comparison of the models (Pansuwong, 2009). Then, the chi-square different test (Δχ2)
was investigated (Table 8.15).
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Figure 8.3: Measurement Model Constrained for Invariant Covariance Test
of Groups with High Levels of SCI
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Figure 8.4: Measurement Model Constrained for Invariant Covariance Test
of Groups with Low Levels of SCI
Table 8.14 indicates the results of the Δχ2 tests for both groups. As shown in the
table, Δχ2 tests did not show insignificant values for either the unconstrained or the
constrained model between the two groups, as χ2 (91) = 144.40, p < .05. Therefore, the
model could not be identified as invariant across the two groups.
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Table 8.14: Results of the Chi-Square Difference Test for CCC Invariant
Covariance of Two Groups of Levels of SCI
CMIN
Model
Unconstrained
Structural covariances
Saturated model
Independence model

NPAR
182
91
182
26

CMIN
.000
144.401
.000
751.826

DF
0
91
0
156

P

CMIN/DF

.000

1.587

.000

4.819

Nested Model Comparisons
Assuming model Unconstrained to be correct
Model
Structural covariances

DF

CMIN

P

91

144.401

.000

NFI
Delta-1
.192

IFI
Delta-2
.192

RFI
rho-1

TLI
rho2

B. Supply Chain Operational Capabilities
The same procedure was used to assess the invariant covariance measurement indicator
for supply chain operational capabilities (SCOC) across two groups of high and low
levels of SCI. As Table 8.15 shows, the results of the Δχ2 test for the two groups did not
show insignificant values for either the unconstrained or the constrained model between
the two groups of SCI, as χ2 (45) = 97.263, p < .05. Therefore, the model could not be
recognised as invariant across those two groups.

Table 8.15: Results of the Chi-Square Difference Test for SCOC Invariant
Covariance of Two Groups of Levels of SCI

CMIN
Model
Unconstrained
Structural covariances
Saturated model
Independence model

NPAR
90
45
90
18

CMIN
.000
97.263
.000
515.025
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DF
0
45
0
72

P

CMIN/DF

.000

2.161

.000

7.153

Nested Model Comparisons
Assuming model Unconstrained to be correct
Model
Structural covariances

DF

CMIN

P

45

97.263

.000

NFI
Delta-1
.189

IFI
Delta-2
.189

RFI
rho-1

TLI
rho2

C. Business Performance
The same procedure was applied to the measurement of invariant covariance of business
performance indicators across groups with high and low levels of SCI. The results of the
Δχ2 statistics for high and low levels of SCI associated with business performance
(Table 8.16) show significant values (p<.05) in the unconstrained and constrained
models between both groups, as χ2 (77) = 131.442, p < .05. Hence, the model could not
be recognised as invariant across two groups of analysis.

Table 8.16: Results of the Chi-Square Difference Test for Business Performance
Invariance Covariance of Two Groups of Levels of SCI
CMIN
Model
Unconstrained
Structural covariances
Saturated model
Independence model

NPAR
154
77
156
24

CMIN
15.769
131.442
.000
870.875

DF
2
79
0
132

P
.000
.000

CMIN/DF
7.885
1.664

.000

6.598

Nested Model Comparisons
Assuming model Unconstrained to be correct
Model
Structural covariances

DF

CMIN

P

77

115.673

.003

NFI
Delta-1
.133

IFI
Delta-2
.133

RFI
rho-1
-.943

TLI
rho2
-1.111

The results for CCC, SCOC and business performance did not show valid
evidence of invariant covariance amongst the two groups of SCI. In such cases,
Pansuwong (2009) recommends testing the measurement invariance of those factors, as
explained in the next sections.
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8.6.3

Measurement-Invariance Test: Test of Invariance in Factorial Structures of
the First-Order Construct Model across Different Groups

The measurement-invariant test for first-order construct models was conducted due to
the significant result of invariant-covariance tests 60 to verify that the factor structure of
the model was statistically equal across different sample groups through the analysis of
configural invariance and metric invariance 61. The measurement-invariance test for
first-order construct model was conducted using multi-group SEM analysis to analyse
three factors: corporate competitive capabilities, supply chain operational capabilities
and business performance – each with different degrees of levels of supply chain
integration (high and low levels of SCI).

A. Corporate Competitive Capabilities
This section discusses the measurement invariant test on corporate competitive
capabilities (CCC). Figures 8.5 and 8.6 show the constrained model to be examined
across high and low levels of SCI. All parameters of the CCC measurement indicators
of both groups were constrained to equality to allow the model to be comparable
(Pansuwong, 2009). In this section, two assessments of the CCC measurement invariant
test were conducted: configural invariance through the development of simultaneous
chi-square (χ2) and metric invariance through chi-square difference (Δχ2).

60
61

The tests were conducted in Section 8.6.2.
Section 6.8.3 contains a comprehensive explanation.
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Figure 8.5: CCC Measurement Model Constrained for Test of
Measurement Invariance of Groups with High Levels of SCI
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Figure 8.6: CCC Measurement Model Constrained for Test of
Measurement Invariance of Groups with Low Levels of SCI
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Table 8.17 demonstrates the initial result of the measurement-invariant test
across two groups of SCI on corporate competitive capabilities (CCC). According to the
CMIN table, the chi-square (χ2) test proved that the data did not show a good fit for the
model, given that the probability of unconstrained is equal to zero (p=.000). Therefore,
it confirmed that the factorial structure of the model is incorrect, and the configural
invariance of the model is not supported.
The table also demonstrates the Nested Model Comparison that shows the result
of the chi-square difference (Δχ2) test for the unconstrained model to be assumed as
correct, and the presence of the constrained model for high and low levels of SCI. The
Δχ2 test shows a good model fit, with χ2 (9) = 11.399, p > .05. Accordingly, the metric
invariance test can be accepted if the Δχ2 statistics for measurement weights shows a
good fit, or the unconstrained model is a good fit.

Table 8.17: Initial Results of CCC Measurement-Invariance Test of
Two Levels of SCI Groups
CMIN
Model
Unconstrained
Measurement weights
Structural covariances
Measurement residuals
Saturated model
Independence model

NPAR
64
55
45
32
182
26

CMIN
175.969
187.368
204.159
228.049
.000
751.826

DF
118
127
137
150
0
156

P
.000
.000
.000
.000

CMIN/DF
1.491
1.475
1.490
1.520

.000

4.819

Nested Model Comparisons
Assuming model Unconstrained to be correct
Model
Measurement weights
Structural covariances
Measurement residuals

DF

CMIN

P

9
19
32

11.399
28.190
52.080

.249
.080
.014
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NFI
Delta-1
.015
.037
.069

IFI
Delta-2
.018
.044
.082

RFI
rho-1
-.003
.000
.006

TLI
rho2
-.004
.000
.008

The results indicate that the unconstrained model is not a good fit, and therefore,
the validity of configural invariance and metric invariance cannot be confirmed. Thus,
re-specification of the unconstrained model is recommended. Pansuwong (2009)
proposed the assessment on modification indices (MI) of unconstrained models and
removing any MI item to improve the model’s goodness-of-fit. Table 8.18 demonstrates
the MI for high and low levels of SCI.

Table 8.18: Modification Indices of Groups with High and Low Levels of SCI for
CCC

Modification Indices (High Levels of SCI – Unconstrained)
Covariances (High Levels of SCI – Unconstrained)
eB18
eB8
eB1
eB10
eB11
eB11
eB11
eB14

<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->

CUSTOMER_SERVICE
eB27
eB27
CUSTOMER_SERVICE
eB19
eB26
eB27
eB8

MI
4.938
6.468
4.331
5.255
4.923
8.825
5.378
6.109

Par Change
-.187
-.175
.120
-.109
-.215
.243
-.169
-.258

Variances (High Levels of SCI – Unconstrained)
MI

Par Change

Regression Weights (High Levels of SCI – Unconstrained)
B8
B10
B11
B11

<--<--<--<---

B14
B26
B19
B26

MI
4.094
4.534
4.816
6.577
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Par Change
-.153
-.165
-.171
.240

Modification Indices (Low Levels of SCI – Unconstrained)
Covariances (Low Levels of SCI – Unconstrained)
eB22
eB22
eB10
eB10
eB10
eB11
eB11
eB11
eB11
eB14
eB14
eB14

<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->
<-->

COST_LEADERSHIP
DIFFERENTIATION
COST_LEADERSHIP
eB15
eB4
COST_LEADERSHIP
eB22
eB15
eB4
eB19
eB27
eB8

MI
4.131
4.890
6.946
4.026
7.903
11.370
4.744
7.300
5.289
5.865
6.173
5.044

Par Change
.242
-.166
.276
-.209
.304
-.458
-.242
.364
-.322
.391
-.295
.394

Variances (Low Levels of SCI – Unconstrained)
MI

Par Change

Regression Weights (Low Levels of SCI – Unconstrained)
B19
B22
B1
B10
B11
B11
B14
B14

<--<--<--<--<--<--<--<---

B14
B11
B14
B4
COST_LEADERSHIP
B4
B19
B8

MI
4.283
4.768
4.376
5.221
4.092
6.346
5.561
4.969

Par Change
.218
-.198
-.240
.177
-.310
-.253
.304
.289

As shown in Table 8.18, the value of parameter and the value of goodness-of-fit
could be improved if item B10 were removed from the model. Thus, item B10 was
removed from the analysis and the model was re-estimated. However, the p-value of the
model was still significant (p < .50); again some items must be deleted to comply with
the requirement of the measurement-invariance test.
Following the item removal procedure by considering the MI value, the analysis
was expanded by removing items B22, B8 and B19 from the model 62.

62

The removal procedure (removing one item per analysis) is consistent with that applied by Pansuwong
(2009).
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Table 8.19: Results of CCC Measurement-Invariance Test of Two Levels of SCI
Groups (After Removing B10, B22, B8 and B19)
CMIN
Model
Unconstrained
Measurement weights
Structural covariances
Measurement residuals
Saturated model
Independence model

NPAR
48
43
33
24
90
18

CMIN
54.030
62.810
82.270
96.762
.000
375.445

DF
42
47
57
66
0
72

P
.101
.061
.016
.008

CMIN/DF
1.286
1.336
1.443
1.466

.000

5.215

Nested Model Comparisons
Assuming model Unconstrained to be correct
Model
Measurement weights
Structural covariances
Measurement residuals

DF

CMIN

P

5
15
24

8.779
28.240
42.732

.118
.020
.011

NFI
Delta-1
.023
.075
.114

IFI
Delta-2
.026
.085
.128

RFI
rho-1
.010
.030
.034

TLI
rho2
.012
.037
.043

As indicated in Table 8.19, the results for the unconstrained model for both
groups demonstrated a good fit, with χ2 (42) = 54.030, p > .05. Thus, configural
invariance was confirmed. The unconstrained model is assumed to be correct as the
measurement weights indicated χ2 (5) = 8.779, p > .05. Therefore, the metric invariance
was also verified. Accordingly, it could be assumed that the measurement-invariance
test confirmed the model, as it was statistically equal across two groups of levels of SCI.
However, re-checking the MI value indicated that an additional parameter
should be added (eB14 <---> eB4), as it would contribute to the high par change value
(close to 0.40) for the model. Then, model was re-specified. Table 8.20 illustrates the
re-specification result. The unconstrained model for both groups demonstrated a good
fit, with χ2 (40) = 48.311, p > .05. Thereby, configural invariance was confirmed. The
unconstrained model is assumed to be correct, as the measurement weights indicated χ2
(5) = 10.284, p > .05. Thus, metric invariance was also confirmed. However, the MI
value should be re-examined to confirm the measurement invariance of the model.
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Table 8.20: Results of CCC Measurement-Invariance Test of Two Levels of SCI
Groups (After Adding Parameter eB14 <---> eB4)
CMIN
Model
Unconstrained
Measurement weights
Structural covariances
Measurement residuals
Saturated model
Independence model

NPAR
50
45
35
25
90
18

CMIN
48.311
58.594
79.564
95.458
.000
375.445

DF
40
45
55
65
0
72

P
.172
.084
.017
.008

CMIN/DF
1.208
1.302
1.447
1.469

.000

5.215

Nested Model Comparison
Assuming model Unconstrained to be correct
Model
Measurement weights
Structural covariances
Measurement residuals

DF

CMIN

P

5
15
25

10.284
31.253
47.147

.068
.008
.005

NFI
Delta-1
.027
.083
.126

IFI
Delta-2
.031
.093
.141

RFI
rho-1
.018
.046
.050

TLI
rho2
.022
.057
.062

An additional parameter was added between eB11 and eB27 to develop a good
model fit, and the model was re-specified. Table 8.21 shows the final result of
measurement invariance for CCC. According to the table, the unconstrained model for
both groups demonstrated a good fit, with χ2 (40) = 39.630, p > .05. Thus, configural
invariance was confirmed. The unconstrained model is assumed to be correct, as the
measurement weights indicated χ2 (5) = 9.708, p > .05. Thus, metric invariance also was
verified. Accordingly, the measurement-invariance test confirms that the model is
statistically equal across two groups of levels of supply chain integration (SCI).
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Table 8.21: Final Results of CCC Measurement-Invariance Test of Two Levels of
SCI Groups (After Adding Parameter eB11 <---> eB27)
CMIN
Model
Unconstrained
Measurement weights
Structural covariances
Measurement residuals
Saturated model
Independence model

NPAR
50
45
35
25
90
18

CMIN
39.630
49.337
71.151
96.689
.000
375.445

DF
40
45
55
65
0
72

P
.487
.304
.070
.007

CMIN/DF
.991
1.096
1.294
1.488

.000

5.215

Nested Model Comparisons
Assuming model Unconstrained to be correct
Model
Measurement weights
Structural covariances
Measurement residuals

DF

CMIN

P

5
15
25

9.708
31.522
57.059

.084
.007
.000

NFI
Delta-1
.026
.084
.152

IFI
Delta-2
.029
.094
.170

RFI
rho-1
.020
.058
.095

TLI
rho2
.025
.072
.118

Figures 8.7 and 8.8 show the final invariant measurement model of CCC for
high and low levels of SCI, respectively.
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Figure 8.7: Final CCC Invariant Measurement Model of Groups with
High Levels of SCI
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Figure 8.8: Final CCC Invariant Measurement Model of Groups with
Low Levels of SCI

The same procedure was applied to the second independent variable of the
study, supply chain operational capabilities (SCOC), to assess the model’s measurement
invariance.

B. Supply Chain Operational Capabilities
A similar procedure was also applied for the two groups of levels of SCI upon the
second independent variable, supply chain operational capabilities (SCOC). The
analysis of SCOC also involves the assessment on two types of measurement invariant
test: configural invariance and metric invariance. Table 8.22 shows the initial result of
simultaneous chi-square (χ2) statistics and other associated fit statistics of the model of
groups characterised by high and low levels of SCI after being constrained.
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Table 8.22: Initial Results of SCOC Measurement-Invariance Test of
Two Levels of SCI Groups
CMIN
Model
Unconstrained
Measurement weights
Structural covariances
Measurement residuals
Saturated model
Independence model

NPAR
42
36
30
21
90
18

CMIN
76.037
89.211
93.123
132.530
.000
515.025

DF
48
54
60
69
0
72

P
.006
.002
.004
.000

CMIN/DF
1.584
1.652
1.552
1.921

.000

7.153

Nested Model Comparisons
Assuming model Unconstrained to be correct
Model
Measurement weights
Structural covariances
Measurement residuals

DF

CMIN

P

6
12
21

13.174
17.087
56.494

.040
.146
.000

NFI
Delta-1
.026
.033
.110

IFI
Delta-2
.028
.037
.121

RFI
rho-1
.010
-.004
.047

TLI
rho2
.011
-.005
.055

As shown in Table 8.22, the chi-square (χ2) test confirmed that the data did not
show a good fit for the model, given that the probability of unconstrained is .006
(p<.05). For that reason, it could be recognised that the factorial structure of the model
was incorrect, and that the configural invariance of the model was not supported.
The Nested Model Comparison shows that the Δχ2 of the unconstrained model is
assumed to be correct with the presence of the constrained model of high and low levels
of SCI. The Δχ2 test also did not show a good fit, with χ2 (6) = 13.174, p < .05.
Therefore, the metric invariance test could not be accepted.
Because the unconstrained model was not a good fit, the validity of configural
invariance and metric invariance could not be confirmed. In such cases, re-specification
of the unconstrained – assessment of the modification indices (MI) of the unconstrained
model and removal of the related items to increase the goodness-of-fit – is
recommended (Pansuwong, 2009). Table 8.23 illustrates the MI value for the two
groups of analysis.
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Table 8.23: Modification Indices of Groups with High and Low Levels of SCI for
SCOC

Modification Indices (High Levels of SCI – Unconstrained)
Covariances (High Levels of SCI – Unconstrained)
eC3
eC8
eC9
eC10

<-->
<-->
<-->
<-->

eC17
eC15
LOGISTICAL_CAPABILITY
eC2

MI
5.619
9.119
7.175
4.729

Par Change
.108
.166
-.184
.159

Variances (High Levels of SCI – Unconstrained)
MI

Par Change

Regression Weights (High Levels of SCI – Unconstrained)
MI
6.268
4.430
4.331

C8 <--- C15
C9 <--- C15
C10 <--- C2

Par Change
.151
-.166
.164

Modification Indices (Low Levels of SCI – Unconstrained)
Covariances (Low Levels of SCI – Unconstrained)
MI
7.200
4.473

eC2 <--> eC17
eC10 <--> eC1

Par Change
.257
-.267

Variances (Low Levels of SCI – Unconstrained)
MI

Par Change

Regression Weights (Low Levels of SCI – Unconstrained)
C17 <--- C2

MI
5.449
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Par Change
.194

The analysis of MI in Table 8.23 indicated that item C17 must be removed to
increase the par change value and improve the model’s goodness-of-fit. The model was
then re-estimated. However, the p-value of the model was still significant (p<.50); again
model re-specification was pursued to comply with the requirement of the
measurement-invariance test, which indicated that one more item must be deleted.
Following the standard removal procedure by considering the MI value, item
C10 was removed from the model. As indicated in Table 8.24, the final result shows
that the unconstrained model for both groups demonstrated a good fit, with χ2 (22) =
28.956, p > .05. Thus, configural invariance was confirmed. The unconstrained model is
assumed to be correct, as the measurement weights indicated χ2 (4) = 6.857, p > .05.
Therefore, the metric invariance was also verified. The measurement-invariance test
confirmed that the model is statistically equal across two levels of supply chain
integration (SCI).

Table 8.24: Final Results of SCOC Measurement-Invariance Test of
Two Levels of SCI Groups (After Removing C10)

CMIN
Model
Unconstrained
Measurement weights
Structural covariances
Measurement residuals
Saturated model
Independence model

NPAR
34
30
24
17
56
14

CMIN
28.956
35.813
40.842
89.348
.000
334.950

DF
22
26
32
39
0
42

P
.146
.095
.136
.000

CMIN/DF
1.316
1.377
1.276
2.291

.000

7.975

Nested Model Comparison
Assuming model Unconstrained to be correct
Model
Measurement weights
Structural covariances
Measurement residuals

DF

CMIN

P

4
10
17

6.857
11.886
60.392

.144
.293
.000

NFI
Delta-1
.020
.035
.180

IFI
Delta-2
.022
.038
.193

RFI
rho-1
.008
-.005
.122

TLI
rho2
.009
-.006
.140

Figures 8.9 and 8.10 show the final invariant measurement model of SCOC for
high SCI and low SCI, respectively.
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Figure 8.9: Final SCOC Invariant Measurement Model for Groups with
High Levels of SCI
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Figure 8.10: Final SCOC Invariant Measurement Model for Groups with
Low Levels of SCI
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C. Business Performance
The same analysis procedure (testing configural and metric invariance) was applied to
measure the measurement invariance for the CCC construct. Table 8.25 shows the
initial results of simultaneous chi-square (χ2) statistics and other associated fit statistics
for high and low levels of SCI after being constrained.

Table 8.25: Results of Business Performance Measurement-Invariance Test of
Two Levels of SCI Groups
CMIN
Model
Unconstrained
Measurement weights
Structural covariances
Measurement residuals
Saturated model
Independence model

NPAR
68
61
46
34
156
24

CMIN
124.566
131.404
153.929
181.596
.000
870.875

DF
88
95
110
122
0
132

P
.006
.008
.004
.000

CMIN/DF
1.416
1.383
1.399
1.488

.000

6.598

Nested Model Comparisons
Assuming model Unconstrained to be correct
Model
Measurement weights
Structural covariances
Measurement residuals

DF

CMIN

P

7
22
34

6.838
29.363
57.030

.446
.135
.008

NFI
Delta-1
.008
.034
.065

IFI
Delta-2
.009
.038
.073

RFI
rho-1
-.005
-.002
.011

TLI
rho2
-.006
-.003
.013

Neither configural nor metric invariance were validated. The simultaneous χ2
test in the CMIN table did not indicate good fit statistics, with χ2 (88) = 124.566, p <
.05. However, the Δχ2 test indicates that the metric invariance could be confirmed if the
unconstrained model was correct, with χ2 (7) = 6.838, p > .05. Therefore, model respecification for business performance was necessary based on the assessment of the MI
for both groups, as proposed by Pansuwong (2009). Table 8.26 gives the MI value for
the two groups.
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Table 8.26: Modification Indices of Groups with High and Low Levels of SCI
for Business Performance

Modification Indices (High Levels of SCI – Unconstrained)
Covariances (High Levels of SCI – Unconstrained)
eE8
eE7
eE5
eE2
eE1

<-->
<-->
<-->
<-->
<-->

MI
5.909
4.714
4.551
4.229
4.138

eE9
eE11
PEOPLE
eE5
eE10

Par Change
.117
-.109
.066
-.079
-.099

Variances (High Levels of SCI – Unconstrained)
MI

Par Change

Regression Weights (High Levels of SCI – Unconstrained)
E8 <--- E9

MI
4.273

Par Change
.164

Modification Indices (Low Levels of SCI – Unconstrained)
Covariances (Low Levels of SCI – Unconstrained)
eE11
eE6
eE5
eE5

<-->
<-->
<-->
<-->

MI
5.532
6.303
6.691
4.290

eE12
MARKET
PROCESS
eE6

Par Change
.190
.263
.143
.199

Variances (Low Levels of SCI – Unconstrained)
MI

Par Change

Regression Weights (Low Levels of SCI – Unconstrained)
E6
E6
E6
E5

<--<--<--<---

MARKET
E2
E1
E6

MI
5.565
4.524
6.301
7.336
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Par Change
.309
.249
.273
.273

According to the analysis of MI (Table 8.26), the change of parameter value (par
change) indicated that the model could be improved by eliminating item E6 from the
analysis. The model was then re-estimated. However, the p-value of the model was still
significant (p<.50). Item E9 was then removed after considering its MI value.
Thus, as indicated in Table 8.27, the results for the unconstrained model for both
groups on the business performance construct demonstrated a mediocre fit, with p =
.047 (less than the threshold value of .05). Accordingly, it indicates that the model did
not comply with the measurement-invariance test requirement, given that the fit
statistics in CMIN table show χ2 (50) = 67.930 and p < .05, although the metric
invariance was verified at p > .05.

Table 8.27: Results of Business Performance Measurement-Invariance Test of
Two Levels of SCI Groups (After Removing E6 and E9)
CMIN
Model
Unconstrained
Measurement weights
Structural covariances
Measurement residuals
Saturated model
Independence model

NPAR
60
55
40
30
110
20

CMIN
67.930
69.077
86.346
116.956
.000
649.782

DF
50
55
70
80
0
90

P
.047
.096
.090
.004

CMIN/DF
1.359
1.256
1.234
1.462

.000

7.220

Nested Model Comparisons
Assuming model Unconstrained to be correct
Model
Measurement weights
Structural covariances
Measurement residuals

DF

CMIN

P

5
20
30

1.147
18.416
49.026

.950
.560
.016

NFI
Delta-1
.002
.028
.075

IFI
Delta-2
.002
.031
.082

RFI
rho-1
-.014
-.017
.014

TLI
rho2
-.017
-.020
.017

However, the model could not be re-specified by again removing another item
due to the limitation on the number of items (two) for each construct. The reason for
this limitation is, as discussed in Section 6.3.4, that the AMOS program could not
estimate the overall fit indices, standardised residual matrix and MI, as it was
constrained to a latent construct containing fewer than four measurement indicators
(Kline, 2005; Byrne, 2010). However, the model can be identified if three or more
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indicators, or a measurement model with two or more factors, has at least two indicators
per factor (Kline, 2005).
The best alternative was to review the MI (Byrne, 2010). Upon review, the MI
revealed substantial evidence of misspecification as a consequence of error variances
among the market, supplier and process-performance items. Therefore, the previous
hypothesised model was respecified and re-estimated accordingly for an additional
parameter (eE5 <--> eE6).
As shown in Table 8.28, the final model provided better fit, with χ2 (48) =
61.047 and p > .05; this confirmed the configural invariance. The unconstrained model
was assumed to be correct, as the measurement weight indicated χ2 (5) = .627, p > .05.
Therefore, the metric invariance was also verified. Hence, the measurement-invariance
test confirmed that the model is statistically equal across two levels of supply chain
integration (SCI).

Table 8.28: Final Results of Business Performance Measurement-Invariance Test
of Two Levels of SCI Groups
(After Removing Items E6 and E9, and After Adding Parameter eE5 <---> eE6)

CMIN
Model
Unconstrained
Measurement weights
Structural covariances
Measurement residuals
Saturated model
Independence model

NPAR
62
57
42
31
110
20

CMIN
61.047
61.674
78.483
110.488
.000
649.782

DF
48
53
68
79
0
90

P
.098
.194
.181
.011

CMIN/DF
1.272
1.164
1.154
1.399

.000

7.220

Nested Model Comparisons
Assuming model Unconstrained to be correct
Model
Measurement weights
Structural covariances
Measurement residuals

DF

CMIN

P

5
20
31

.627
17.436
49.441

.987
.624
.019

NFI
Delta-1
.001
.027
.076

IFI
Delta-2
.001
.029
.082

RFI
rho-1
-.015
-.016
.018

TLI
rho2
-.017
-.019
.020

Figures 8.11 and 8.12 show the final invariant measurement model of business
performance characterised by high and low levels of SCI, respectively.
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Figure 8.11: Final Business Performance Invariant Measurement Models of
Groups with High Levels of SCI
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Figure 8.12: Final Business Performance Invariant Measurement Models of
Groups with Low Levels of SCI
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8.6.4

Measurement-Invariance Test: Test of Invariance in Factorial Structures of
the Second-Order Construct Model across Different Groups

As discussed in Section 6.8.3, the model’s second-order constructs also had to be
examined for measurement invariance across different groups of analysis (high and low
levels of SCI). The study analysed the measurement invariance in the factorial
structures based on the criteria of the procedures selected: configural invariance and
invariance of first-order factor loadings, second-order factor loadings, item intercepts,
first-order construct intercepts, first-order construct disturbances and item uniqueness,
as recommended by Widaman and Reise (1997), Chen et al. (2005) and Dimitrov
(2010).
Two types of statistical tests were considered to measure invariance for every
second-order construct associated with the current study: chi-square difference (Δχ2)
(Bentler & Bonett, 1980) and CFI difference (ΔCFI) (Cheung & Rensvold, 2002).
The next sub-sections discuss the result of factorial invariance for second-order
corporate competitive capabilities, supply chain operational capabilities and business
performance factors.

A. Corporate Competitive Capabilities
The invariance tests of corporate competitive capabilities (CCC) second-order construct
gave the following results:
•

Configural Invariance (M0) – As shown in Table 8.29, the chi square (χ2)
statistics were 45.179 (df = 42), p>.05, RMSEA was .024, and CFI was .990.
These results indicated an adequate fit of the model, and confirmed the
configural invariance of the data.

•

Invariance of First-Order Factor Loadings (M1) – Table 8.29 shows that the
chi-square difference test was not significant, with Δχ2 (Δdf = 5) = 10.316, n.s.
These results indicated that the first-order factor loadings were invariant across
high and low levels of SCI.

•

Invariance of Second-Order Factor Loadings (M2) – The chi-square difference
test was not significant, with Δχ2 (Δdf = 4) = 12.924, n.s. This indicated that the
second-order factor loadings were invariant across the two analysis groups (high
and low levels of SCI).
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•

Invariance of Intercepts of Measured Variables (M3) – The test of chi-square
difference was significant, with Δχ2 (Δdf = 9) = 45.995, p<.001. This was also
supported by the ΔCFI value for the model (-.122), according to the criterion
that ΔCFI < -.01 indicates lack of invariance (Cheung & Rensvold, 2002).
Therefore, the two models (M3 and M2) were not invariant in the intercepts of
measured variables between the two groups.

•

Invariance of Intercepts of First-Order Latent Constructs (M4) – The chi-square
difference (Δχ2) test between M4 and M3 was statistically significant, Δχ2=0,
p<.001. However, ΔCFI supported the model invariance, given ΔCFI=0, and
therefore confirmed that the intercepts of first-order latent constructs were
completely invariant between the two groups.

•

Invariance of Disturbances of First-Order Constructs (M5) – Table 8.29 shows
that the Δχ2 test between the two models was significant, with Δχ2 (Δdf = 4) =
3.685, p<.001. For this comparison, the CFI indicated that a substantial change
in fit had occurred (ΔCFI=.001). This result indicates that the disturbances of
first-order constructs were invariant across the two groups.

•

Invariance of Residual Variance of Observed Variables (M6) – The result of the
chi-square difference (Δχ2) test between M6 and M5 was significant, with Δχ2
(Δdf = 11) = 27.902, p<.001, indicating a significant difference between high
and low levels of SCI on the residual variance of observed variables. Moreover,
the CFI difference test indicated a lack of invariance (ΔCFI=-.056). Therefore,
the invariance of residual variance of observed variables was constrained to be
equal across the two groups of levels of SCI.

The analysis demonstrates that the second-order construct model of CCC fits the
high and low levels of SCI groups adequately. The test of measurement invariance for
this construct demonstrated that the majority of the above analyses (M0 to M6) – all
configural, first-order and second-order factor loadings, intercepts of first-order latent
constructs and disturbances of first-order constructs – were equivalent. Thus, it
confirmed that CCC could be analysed across the two groups of analysis. The results of
the measurement-invariance test for second-order CCC construct are summarised in
Table 8.29.
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Table 8.29: Summary of Fit Statistics for Testing Measurement Invariance of
Second-Order Construct Model of CCC
Model
M0
M1
M2
M3
M4
M5
M6

χ2
45.179
55.495
68.419
114.414
114.414
118.099
146.001

df
42
47
51
60
60
64
75

Comparison
M1-M0
M2-M1
M3-M2
M4-M3
M5-M4
M6-M5

Δχ2
10.316
12.924
45.995
0
3.685
27.902

Δdf
5
4
9
0
4
11

CFI
.990
.972
.943
.821
.821
.822
.766

ΔCFI
-.018
-.029
-.122
0
.001
-.056

RMSEA
.024
.037
.051
.083
.083
.080
.084

B. Supply Chain Operational Capabilities
The analysis of invariance test on the second-order construct of supply chain operational
capabilities (SCOC) gave the following results:
•

Configural Invariance (M0) – Table 8.30 indicates that the χ2 statistics were
28.957 (df = 22), p>.05, RMSEA was .049 and CFI was .976. These results
indicated an adequate fit of the model to the data and confirmed the configural
invariance.

•

Invariance of First-Order Factor Loadings (M1) – Table 8.30 shows that the
chi-square difference test was not significant, with Δχ2 (Δdf = 4) = 6.878, n.s.
Thus, the first-order factor loadings were invariant across the two levels of SCI.

•

Invariance of Second-Order Factor Loadings (M2) – The chi-square difference
test gave an insignificant result, with Δχ2 (Δdf = 3) = 2.539, n.s., and the ΔCFI
showed complete invariance (ΔCFI=.002). This confirmed that the second-order
factor loading for SCOC was invariant across high and low levels of SCI.

•

Invariance of Intercepts of Measured Variables (M3) – The result of the chisquare difference test was significant, with Δχ2 (Δdf = 7) = 60.535, p<.001. The
result was supported by the ΔCFI value (-.183), which indicated lack of
invariance. Therefore, the two models (M3 and M2) were not invariant in the
intercepts of measured variables across the two levels of SCI.

•

Invariance of Intercepts of First-Order Latent Constructs (M4) – The chi-square
difference (Δχ2) test between two models (M4 and M3) was statically
significant, with Δχ2=0, p<.001. The ΔCFI also supports the model invariance,
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with ΔCFI=0. This proves that the intercepts of first-order latent constructs are
completely invariant across the two groups.
•

Invariance of Disturbances of First-Order Constructs (M5) – The chi-square
difference (Δχ2) test (Table 8.30) demonstrates significance, with Δχ2 (Δdf = 3)
= 1.954, p<.001. As a comparison, the ΔCFI indicated complete invariance
(ΔCFI =.004). This confirmed that the disturbances of first-order constructs were
invariance across the two levels of SCI.

•

Invariance of Residual Variance of Observed Variables (M6) – As shown in
Table 8.30, the chi-square difference (Δχ2) test between two models (M6 and
M5) was significant, with Δχ2 (Δdf = 7) = 48.469, p<.001. The ΔCFI
demonstrated lack of invariance, with ΔCFI = -.142. This confirmed that the
invariance of residual variance of observed variables for SCOC was constrained
to be equivalent across the two levels of SCI.

The analysis indicates that the second-order construct model of SCOC fits the
high and low levels of SCI groups adequately. The test of measurement invariance for
this construct demonstrated that the majority of the above analyses (M0 to M6) – all
configural, first-order and second-order factor loadings, intercepts of first-order latent
constructs and disturbances of first-order constructs – were equivalent. This confirmed
that SCOC could be analysed across the two groups of analysis. The results of the
measurement-invariance test for second-order SCOC construct are summarised in Table
8.30.

Table 8.30: Summary of Fit Statistics for Testing Measurement Invariance of
Second-Order Construct Model of SCOC
Model
M0
M1
M2
M3
M4
M5
M6

χ2
28.957
35.835
38.374
98.909
98.909
100.863
149.332

df
22
26
29
36
36
39
46

Comparison
M1-M0
M2-M1
M3-M2
M4-M3
M5-M4
M6-M5
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Δχ2
6.878
2.539
60.535
0
1.954
48.469

Δdf
4
3
7
0
3
7

CFI
.976
.966
.968
.785
.785
.789
.647

ΔCFI
-.010
.002
-.183
0
.004
-.142

RMSEA
.049
.053
.049
.115
.115
.109
.130

C. Business Performance
The analysis of invariance test on the second-order construct of business performance
gave the following results:
•

Configural Invariance (M0) – As shown in Table 8.31, the chi-square (χ2)
statistics were 73.497 (df = 58), p>.05, RMSEA was .045, and CFI was .972.
These results confirm an adequate fit of the model to the data, while also
presenting configural invariance.

•

Invariance of First-Order Factor Loadings (M1) – The chi-square difference
(Δχ2) test was not significant, with Δχ2 (Δdf = 5) = 1.686, n.s. This indicates that
the first-order factor loadings were invariant across the two levels of SCI.

•

Invariance of Second-Order Factor Loadings (M2) – The Δχ2 test gave an
insignificant result, with Δχ2 (Δdf = 5) = 4.871, n.s. The CFI difference (ΔCFI)
test confirmed that the model was completely invariant, with ΔCFI=0, confirmed
that the second-order factor loadings for business performance were invariant
across high and low levels of SCI.

•

Invariance of Intercepts of Measured Variables (M3) – The chi-square
difference test was significant, with Δχ2 (Δdf = 10) = 31.130, p<.01. Given that
there was no substantial difference in CFI (ΔCFI=-.037), it could be concluded
that there was no appreciable difference in the intercepts of the measured
variables across the two levels of SCI.

•

Invariance of Intercepts of First-Order Latent Constructs (M4) – The chi-square
difference (Δχ2) test between M4 and M3 was statistically significant, with
Δχ2=0, p<.01. The ΔCFI also supported the model invariance, given ΔCFI=0,
and confirmed that the intercepts of first-order latent constructs were completely
invariant between the two groups.

•

Invariance of Disturbance of First-Order Constructs (M5) – As shown in Table
8.31, the Δχ2 test between the two models (M5 and M4) was significant, with
Δχ2 (Δdf = 5) = 10.737, p<.01. The ΔCFI showed a lack of invariance, with
ΔCFI = -.011. The results demonstrated that the disturbance of first-order
constructs was not invariant across the two levels of SCI.
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•

Invariance of Residual Variance of Observed Variables (M6) – The chi-square
difference (Δχ2) test between M6 and M5 was significant, with Δχ2 (Δdf = 11) =
30.500, p<.001, indicating a significant difference between the high and low
levels of SCI for the residual variance of the observed variables. For this
comparison, the CFI difference test indicated a lack of invariance, with ΔCFI = .034. Consequently, the invariance of residual variance of observed variables
was constrained to be equivalent across the two levels of SCI.

Finally, the analysis shows that the second-order construct model of business
performance fits the high and low levels of SCI groups adequately. The test of
measurement invariance for this factor demonstrated that majority of the above analyses
(M0 to M6) – all configural, first-order and second-order factor loadings, intercepts of
measured variables and intercepts of first-order latent constructs – were equivalent. This
confirmed that business performance could be analysed across two groups of analysis.
The results of the measurement-invariance test for second-order business performance
construct are summarised in Table 8.31.

Table 8.31: Summary of Fit Statistics for Testing Measurement Invariance of
Second-Order Construct Model of Business Performance
Model
M0
M1
M2
M3
M4
M5
M6

χ2
73.497
75.183
80.054
111.184
111.184
121.921
152.421

df
58
63
68
78
78
83
94

Comparison
M1-M0
M2-M1
M3-M2
M4-M3
M5-M4
M6-M5

Δχ2
1.686
4.871
31.130
0
10.737
30.500

Δdf
5
5
10
0
5
11

CFI ΔCFI
.972
.978 .006
.978
0
.941 -.037
.941
0
.930 -.011
.896 -.034

RMSEA
.045
.038
.037
.057
.057
.059
.068

After the invariance tests for all measurement constructs were confirmed, the
analysis continued with the assessment of moderating effects, as discussed in the next
section.
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8.6.5

Testing Moderating Effect for Structural Model via Multi-Group SEM
Analysis

The analysis of the moderating effect for the structural model was conducted using the
findings described in Section 8.6.3. A chi-square difference test was implemented to
analyse the multi-group SEM analysis-based moderating effect (Bollen, 1989; Sauer &
Dick, 1993; Walsh et al., 2008; Pansuwong, 2009). For the purpose of data analysis, the
model was divided into constrained and unconstrained models.
First, the indicators were re-examined, as the analysis of measurementinvariance tests changed the number of indicators for each construct. As explained in
the beginning of this chapter, the composite variables were developed for each construct
consisting of three or more indicators, as this approach would perform well in the
analysis (Marsh et al., 1998). Meanwhile, each construct consisting of only two
indicators would be modelled using those two indicators.
However, after the assessment of measurement invariant tests, only two
constructs – Innovative Marketing and Technological Capability – were analysed as
composite variables. Table 8.32 demonstrates the factor-score weights and parameters
estimation associated with the two composite variables.

Table 8.32: Parameters Estimation for Composite Variables
Latent
Variables
Innovative
Marketing
Technological
Capability

Factor-Score
Weights
B15 = .375
B17 = .288
B18 = .236
C1 = .137
C2 = .172
C3 = .478

Composite
Variables (c)
Inno_Mktg1

Tech_Cap

Regression
Coefficients(λ c )
.880

Error
Variances (θ c )
.440

.669

.163

These values for the composite variables were used to test the moderating effect
for the structural model. Before analysis, the regression path of the model needed to be
constrained (indicated as a and b) for both groups. Figures 8.13 and 8.14 show the
constrained model for high and low levels of SCI, respectively.
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Figure 8.13: Constrained Model for High Levels of SCI
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Figure 8.14: Constrained Model for Low Levels of SCI
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The parameters of the model (Figures 8.13 and 8.14) were constrained to be
equal across both groups. The constrained paths were labelled as a for BP <--- CCC,
and b for BP <--- SCOC. The model was estimated, and the result of the chi-square
statistic was χ2 (388) = 632.723, p<.05. The fit indices of the model showed mediocre
values, with GFI = .727, CFI = .814 and RMSEA = .069. However, the model did not
require an improvement, as none of the MIs suggested the need to re-specify the model
to improve the par change value to .40. Nor was there any consideration removing any
indicator, as the model did not show high MI values. Accordingly, there was no
evidence of model misspecification, and the model was accepted for further analysis.
The model was then re-analysed with the unconstrained paths between CCC and
BP, and SCOC and BP (a and b were removed from the paths). Figures 8.15 and 8.16
show the model. The chi-square statistics were χ2 (386) = 629.612, p<.05. The model
showed mediocre values for the fit statistics, with GFI = .729, CFI = .815 and RMSEA
= .069. The model indicated no evidence of misspecification, as none of the MIs
suggested the need to re-specify the model to improve the par change value to .40. The
model was accepted for further analysis.
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Figure 8.15: Unconstrained Model for High Levels of SCI
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Figure 8.16: Unconstrained Model for Low Levels of SCI
Next, the chi-square difference (Δχ2) test was applied between the constrained
and unconstrained model. The result indicated significantly different chi-square
statistics, with Δχ2 (2) = 3.111, p<.05. Thus, it could be concluded that levels of SCI
moderates the relationship between CCC and business performance, and between SCOC
and business performance.
However, the results in Table 8.33 indicated an insignificant p-value for both
relationships. In this case, both groups (high and low levels of SCI) moderated the
insignificant relationship between CCC and business performance, and between SCOC
and business performance, in the context of Malaysian SMEs. In other words, those
SMEs with high CCC were likely to have low business performance when
implementing high levels of SCI. Thus, Hypotheses 4 and 5 were supported:
Hypothesis 4: Levels of supply chain integration moderate the relationship between
corporate competitive capabilities and business performance.
Hypothesis 5: Levels of supply chain integration moderate the relationship between
supply chain operational capabilities and business performance.
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Table 8.33: Regression Weights with Moderating Effects
Regression Weights (High Levels of SCI – Unconstrained)
Estimate
SE
CR
P Label
BP
<--- CCC
.662 .592 1.117 .264
BP
<--- SCOC
.290 .372
.781 .435
Process
<--- BP
.734 .141 5.196 *** b3_1
Market
<--- BP
.707 .173 4.089 *** b4_1
Supplier
<--- BP
.678 .117 5.797 *** b5_1
People
<--- BP
.742 .136 5.454 *** b6_1
C_R
<--- BP
1.000
C_L
<--- CCC
.877 .272 3.226 .001 b7_1
C_S
<--- CCC
1.000
Differ
<--- CCC
1.116 .337 3.307 *** b8_1
I_M
<--- CCC
.952 .282 3.381 *** b9_1
T_C
<--- SCOC
.849 .158 5.380 *** b10_1
L_C
<--- SCOC
1.000
S_C
<--- SCOC
.726 .152 4.786 *** b11_1
B4
<--- C_L
1.000
B1
<--- C_L
2.144 .498 4.305 *** a1_1
B14
<--- Differ
1.000
B11
<--- Differ
1.151 .288 3.999 *** a2_1
Inno_Mktg1 <--- I_M
.880
B27
<--- C_S
1.000
B26
<--- C_S
1.021 .231 4.417 *** a3_1
C9
<--- S_C
1.000
C8
<--- S_C
1.353 .227 5.956 *** a4_1
C18
<--- L_C
1.000
C15
<--- L_C
.826 .141 5.861 *** a5_1
Tech_Cap <--- T_C
.669
E1
<--- Market
1.000
E2
<--- Market
.970 .162 5.993 *** a6_1
E3
<--- Supplier
1.000
E5
<--- Supplier
.946 .151 6.279 *** a7_1
E7
<--- Process
1.005 .186 5.414 *** a8_1
E8
<--- Process
1.000
E10
<--- People
1.000
E11
<--- People
1.117 .204 5.472 *** a9_1
E12
<--- C_R
1.000
E13
<--- C_R
.777 .109 7.108 *** a10_1
*Note: C_R=Customer_Relationship, C_L=Cost_Leadership, C_S=Customer_Service,
Differ=Differentiation, I_M=Innovative_Marketing, T_C=Technological_Capability,
L_C=Logistical_Capability, S_C=Structural_Capability
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Regression Weights (Low Levels of SCI – Unconstrained)
Estimate
SE
CR
P Label
BP
<--- CCC
-.694 1.038 -.669 .504
BP
<--- SCOC
2.181 1.690 1.291 .197
Process
<--- BP
.646
.212 3.047 .002 b3_2
Market
<--- BP
.537
.235 2.283 .022 b4_2
Supplier
<--- BP
.983
.244 4.037
*** b5_2
People
<--- BP
1.056
.281 3.763
*** b6_2
C_R
<--- BP
1.000
C_L
<--- CCC
1.236
.356 3.473
*** b7_2
C_S
<--- CCC
1.000
Differ
<--- CCC
.829
.338 2.452 .014 b8_2
I_M
<--- CCC
1.313
.340 3.856
*** b9_2
T_C
<--- SCOC
1.510
.557 2.714 .007 b10_2
L_C
<--- SCOC
1.000
S_C
<--- SCOC
1.592
.624 2.551 .011 b11_2
B4
<--- C_L
1.000
B1
<--- C_L
.435
.217 2.009 .045 a1_2
B14
<--- Differ
1.000
B11
<--- Differ
1.047
.423 2.472 .013 a2_2
Inno_Mktg1 <--- I_M
.880
B27
<--- C_S
1.000
B26
<--- C_S
1.267
.271 4.676
*** a3_2
C9
<--- S_C
1.000
C8
<--- S_C
.622
.225 2.760 .006 a4_2
C18
<--- L_C
1.000
C15
<--- L_C
.728
.334 2.181 .029 a5_2
Tech_Cap <--- T_C
.669
E1
<--- Market
1.000
E2
<--- Market
.895
.239 3.738
*** a6_2
E3
<--- Supplier
1.000
E5
<--- Supplier
.793
.189 4.202
*** a7_2
E7
<--- Process
1.178
.346 3.408
*** a8_2
E8
<--- Process
1.000
E10
<--- People
1.000
E11
<--- People
.586
.186 3.158 .002 a9_2
E12
<--- C_R
1.000
E13
<--- C_R
.959
.167 5.730
*** a10_2
*Note: C_R=Customer_Relationship, C_L=Cost_Leadership, C_S=Customer_Service,
Differ=Differentiation, I_M=Innovative_marketing, T_C=Technological_Capability,
L_C=Logistical_Capability, S_C=Structural_Capability

301

8.6.6

Testing Moderating Effect of CCC on Business Performance

The structural model was also examined to analyse the single relationship of BP <--CCC without the presence of a correlation between two independent variables (CCC
and SCOC), to compare the findings from the previous section. Figures 8.17 and 8.18
illustrate the constrained and unconstrained models, respectively, for high levels of SCI.
A similar model was also developed for analysing the constrained and unconstrained
model for low levels of SCI.
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Figure 8.17: Constrained Model of CCC and Business Performance for High
Levels of SCI
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Figure 8.18: Unconstrained Model of CCC and Business Performance for High
Levels of SCI
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For the constrained model, the parameter of CCC to business performance (BP)
was constrained to be equal across both groups. As illustrated, the constrained paths
were labelled as a. The label was then removed to analyse the unconstrained model. The
chi-square statistics for the constrained model were χ2 (215) = 350.792, p<.05; for the
unconstrained model, χ2 (214) = 349.925, p<.05.
These results indicated significantly different chi-square statistics, with Δχ2 (1)
= 0.867, p<.05. This indicates that levels of SCI moderate the relationship between CCC
and business performance. Thus, Hypothesis 4, which states that levels of supply chain
integration moderate the relationship between corporate competitive capabilities and
business performance, was supported.
However, the results indicated in Table 8.34 differed from those in Table 8.33.
Table 8.34 showed a significant p-value, as high CCC was likely to have high business
performance when implementing high and low levels of SCI (p<.001 and p<.01,
respectively).
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Table 8.34: Regression Weights with Moderating Effects for CCC and Business
Performance

Regression Weights (High Levels of SCI – Unconstrained)
Estimate
SE
CR
P Label
BP
<--- CCC
.910 .214 4.252
*** par_91
Process
<--- BP
.752 .143 5.246
*** b2_1
Market
<--- BP
.695 .175 3.973
*** b3_1
Supplier
<--- BP
.672 .119 5.658
*** b4_1
People
<--- BP
.755 .138 5.481
*** b5_1
C_R
<--- BP
1.000
C_L
<--- CCC
.745 .228 3.265 .001 b6_1
C_S
<--- CCC
1.000
Differ
<--- CCC
1.117 .300 3.728
*** b7_1
I_M
<--- CCC
.742 .233 3.182 .001 b8_1
B4
<--- C_L
1.000
B1
<--- C_L
1.883 .450 4.188
*** a1_1
B14
<--- Differ
1.000
B11
<--- Differ
1.175 .270 4.347
*** a2_1
Inno_Mktg1 <--- I_M
.880
B27
<--- C_S
1.000
B26
<--- C_S
1.022 .212 4.821
*** a3_1
E1
<--- Market
1.000
E2
<--- Market
.986 .168 5.880
*** a4_1
E3
<--- Supplier
1.000
E5
<--- Supplier
.933 .152 6.129
*** a5_1
E7
<--- Process
1.018 .184 5.534
*** a6_1
E8
<--- Process
1.000
E10
<--- People
1.000
E11
<--- People
1.061 .197 5.380
*** a7_1
E12
<--- C_R
1.000
E13
<--- C_R
.807 .112 7.187
*** a8_1
*Note: C_R=Customer_Relationship, C_L=Cost_Leadership, C_S=Customer_Service,
Differ=Differentiation, I_M=Innovative_Marketing, T_C=Technological_Capability,
L_C=Logistical_Capability, S_C=Structural_Capability
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Regression Weights (Low Levels of SCI – Unconstrained)
Estimate
SE
CR
P Label
BP
<--- CCC
.637 .208 3.068 .002 par_92
Process
<--- BP
.592 .185 3.196 .001 b2_2
Market
<--- BP
.441 .208 2.126 .034 b3_2
Supplier
<--- BP
.825 .203 4.072
*** b4_2
People
<--- BP
.923 .240 3.852
*** b5_2
C_R
<--- BP
1.000
C_L
<--- CCC
.740 .265 2.789 .005 b6_2
C_S
<--- CCC
1.000
Differ
<--- CCC
.545 .259 2.101 .036 b7_2
I_M
<--- CCC
.968 .260 3.718
*** b8_2
B4
<--- C_L
1.000
B1
<--- C_L
.510 .285 1.787 .074 a1_2
B14
<--- Differ
1.000
B11
<--- Differ
1.468 .662 2.219 .027 a2_2
Inno_Mktg1 <--- I_M
.880
B27
<--- C_S
1.000
B26
<--- C_S
1.160 .228 5.083
*** a3_2
E1
<--- Market
1.000
E2
<--- Market
.936 .270 3.471
*** a4_2
E3
<--- Supplier
1.000
E5
<--- Supplier
.796 .204 3.912
*** a5_2
E7
<--- Process
1.111 .333 3.337
*** a6_2
E8
<--- Process
1.000
E10
<--- People
1.000
E11
<--- People
.648 .199 3.260 .001 a7_2
E12
<--- C_R
1.000
E13
<--- C_R
.933 .152 6.119
*** a8_2
*Note: C_R=Customer_Relationship, C_L=Cost_Leadership, C_S=Customer_Service,
Differ=Differentiation, I_M=Innovative_Marketing, T_C=Technological_Capability,
L_C=Logistical_Capability, S_C=Structural_Capability
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8.6.7

Testing Moderating Effect of SCOC on Business Performance

The structural model was also examined to analyse the single relationship of BP <--SCOC without the presence of correlation between two independent variables (CCC and
SCOC). Figures 8.19 and 8.20 show the constrained and unconstrained models,
respectively, for high levels of SCI. A similar model was also developed for analysing
the constrained and unconstrained models for low levels of SCI.
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Figure 8.19: Constrained Model of SCOC and Business Performance for High
Levels of SCI
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Figure 8.20: Unconstrained Model of SCOC and Business Performance for High
Levels of SCI
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The procedure used in Section 8.6.6 was also implemented to analyse the
moderating effect between SCOC and business performance. For the constrained model,
the parameter of SCOC to business performance was constrained to be equal across
both groups. As illustrated, the constrained paths were labelled as a. For the
unconstrained model, the parameter label was removed. Thus, the chi-square statistics
for the constrained model were χ2 (163) = 259.376, p<.05; for the unconstrained model,
they were χ2 (162) = 257.185, p<.05.
The results indicated significantly different chi-square statistics, with Δχ2 (1) =
2.191, p<.05. This demonstrated that levels of SCI moderate the relationship between
SCOC and business performance. Thus, Hypothesis 5, which states that levels of supply
chain integration moderate the relationship between supply chain operational
capabilities and business performance, was supported.
However, the results indicated in Table 8.35 differed from those in Table 8.33.
Table 8.35 showed a significant p-value, as high SCOC was likely to have high business
performance when implementing high and low levels of SCI (p<.001 and p<.05,
respectively).
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Table 8.35: Regression Weights with Moderating Effects for SCOC and Business
Performance

Regression Weights (High Levels of SCI – Unconstrained)
Estimate
SE
CR
P Label
BP
<--- SCOC
.622 .136 4.570 *** par_77
Process
<--- BP
.756 .142 5.318 *** b1_1
Market
<--- BP
.711 .174 4.092 *** b2_1
Supplier <--- BP
.672 .118 5.706 *** b3_1
People
<--- BP
.736 .137 5.365 *** b4_1
C_R
<--- BP
1.000
T_C
<--- SCOC
.775 .160 4.856 *** b5_1
L_C
<--- SCOC
1.000
S_C
<--- SCOC
.704 .167 4.208 *** b7_1
C9
<--- S_C
1.000
C8
<--- S_C
1.518 .278 5.461 *** a1_1
C18
<--- L_C
1.000
C15
<--- L_C
.894 .147 6.095 *** a2_1
Tech_Cap <--- T_C
.669
E1
<--- Market
1.000
E2
<--- Market
.969 .161 6.010 *** a3_1
E3
<--- Supplier
1.000
E5
<--- Supplier
.906 .150 6.032 *** a4_1
E7
<--- Process
.984 .179 5.507 *** a5_1
E8
<--- Process
1.000
E10
<--- People
1.000
E11
<--- People
1.108 .205 5.391 *** a6_1
E12
<--- C_R
1.000
E13
<--- C_R
.788 .111 7.111 *** a7_1
*Note: C_R=Customer_Relationship, C_L=Cost_Leadership, C_S=Customer_Service,
Differ=Differentiation, I_M=Innovative_Marketing, T_C=Technological_Capability,
L_C=Logistical_Capability, S_C=Structural_Capability
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Regression Weights (Low Levels of SCI – Unconstrained)
Estimate
SE
CR
P Label
BP
<--- SCOC
1.209 .478 2.530 .011 par_78
Process
<--- BP
.617 .207 2.985 .003 b1_2
Market
<--- BP
.500 .230 2.173 .030 b2_2
Supplier <--- BP
.968 .237 4.080
*** b3_2
People
<--- BP
1.081 .278 3.894
*** b4_2
C_R
<--- BP
1.000
T_C
<--- SCOC
1.222 .443 2.762 .006 b5_2
L_C
<--- SCOC
1.000
S_C
<--- SCOC
1.517 .555 2.732 .006 b7_2
C9
<--- S_C
1.000
C8
<--- S_C
.587 .223 2.635 .008 a1_2
C18
<--- L_C
1.000
C15
<--- L_C
.646 .304 2.122 .034 a2_2
Tech_Cap <--- T_C
.669
E1
<--- Market
1.000
E2
<--- Market
.896 .254 3.529
*** a3_2
E3
<--- Supplier
1.000
E5
<--- Supplier
.789 .189 4.164
*** a4_2
E7
<--- Process
1.206 .362 3.332
*** a5_2
E8
<--- Process
1.000
E10
<--- People
1.000
E11
<--- People
.598 .181 3.308
*** a6_2
E12
<--- C_R
1.000
E13
<--- C_R
.934 .162 5.773
*** a7_2
*Note: C_R=Customer_Relationship, C_L=Cost_Leadership, C_S=Customer_Service,
Differ=Differentiation, I_M=Innovative_Marketing, T_C=Technological_Capability,
L_C=Logistical_Capability, S_C=Structural_Capability
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8.7

Discussion of the Empirical Results for Hypotheses 4 and 5

This section discusses and interprets the findings regarding the moderating effects of the
defined contingency variable – levels of SCI – within the context of business
performance on the relationships between corporate competitive capabilities (CCC) and
business performance, and between supply chain operational capabilities (SCOC) and
business performance. The discussions and interpretation of this section relate to two
hypotheses of interest:
Hypothesis 4: Levels of supply chain integration moderate the relationship
between corporate competitive capabilities and business performance, and
Hypothesis 5: Levels of supply chain integration moderate the relationship
between supply chain operational capabilities and business performance.

8.7.1

Clarification of the Moderating Effect of Levels of SCI in the Structural
Model in the Context of Malaysian SMEs (Hypotheses 4 and 5)

This section discusses the findings of the moderating effect of levels of SCI on the
relationship of CCC and business performance, and the relationship of SCOC and
business performance, within the context of Malaysian SMEs. The findings are based
on multi-group SEM analysis through the analysis of the chi-square different test.
Results demonstrated that levels of SCI significantly moderated such
relationships, with Δχ2 (2) = 3.111, p<.05. The findings supported Hypotheses 4 and 5,
confirming that levels of SCI moderate the relationship between CCC and business
performance, and between SCOC and business performance, as proposed by several
researchers (Stevens, 1989; Narasimhan & Kim, 2002; Kim, 2006b; Kim, 2009).
As explained, the results in Table 8.33 showed an insignificant p-value for both
relationships (p>.50). The findings from structural model could be interpreted as
follows:
•

Those SMEs with high CCC are likely to have low business performance when
implementing high levels of SCI, and

•

Those SMEs with high SCOC are likely to have low business performance when
implementing high levels of SCI.
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These results suggest that SMEs in Malaysia may need to manage conflicts to
improve their business equity, as they face the choice of many investments for building
capability and capacity (Section 2.3.3). At the same time, those investments may
negatively affect their immediate business performance. The presence of a moderating
variable reveals that the conflict may stem from reasons; for example, when investment
capital is used to simultaneously improve both capabilities and the supply chain, SMEs
will only see returns on these investments during the maturity stage (after more than 10
years of establishment). However, this conflict may only apply while an SME is not yet
mature, and Malaysian SMEs may improve their performance after reaching maturity.
The insignificant p-value might have been affected by the correlation path
between the CCC and SCOC constructs during the analysis of the structural model. As
demonstrated in Section 8.6.5 (Figures 8.13 to 8.16), the moderating effects on the
relationship between CCC and business performance, and between SCOC and business
performance, were also affected by the presence of a correlation path between CCC and
SCOC. To confirm the results, a separate analysis of the effect of the moderating
variable on the relationship between CCC and business performance, and between
SCOC and business performance, was assessed (Sections 8.6.6 and 8.6.7).
The single separate analysis for both relationships demonstrated slightly
different outputs. The results suggested that levels of SCI significantly moderated the
relationship between:
•

CCC and business performance through the result of the chi-square difference
test, with Δχ2 (1) = 0.867, p<.05, and supported Hypothesis 4, which states that
levels of supply chain integration moderate the relationship between corporate
competitive capabilities and business performance. This result showed a
significant p-value at p<.001 and p<.01 when implementing high and low levels
of SCI, respectively.

•

SCOC and business performance based on the results of the chi-square
difference test, with Δχ2 (1) = 2.191, p<.05. This result demonstrated significant
p-value at p<.001 and p<.05 during the implementation of high and low levels of
SCI, respectively, and supported Hypothesis 5, which states that levels of supply
chain integration moderate the relationship between supply chain operational
capabilities and business performance.
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These results could then be interpreted as follows:
•

Those SMEs with high CCC are likely to have high business performance when
implementing high levels of SCI, and

•

Those SMEs with high SCOC are likely to have high business performance
when implementing high levels of SCI.

To the best of this researcher’s knowledge, no previous study has analysed
levels of SCI as a moderator upon the relationship between CCC and business
performance, and between SCOC and business performance, specifically in the context
of small and medium-sized firms. Moreover, no existing study has developed a single
analysis of levels of SCI as a moderator upon the separate relationships of CCC and
SCOC with business performance. Nor has any study commented on such a change of
findings between a structural model and separate analysis, as discussed above, although
both analyses supported the hypotheses of the current study.
With the lack of empirical and theoretical evidence that could explain the result
of levels of SCI as a moderator upon those two relationships, this study holds to the
analysis of Narasimhan and Kim (2002), which examines levels of SCI as a moderator
to the curvilinear relationship between diversification and performance. Their study
noted that levels of SCI modify such relationships for 623 manufacturing organisations
in Japan and Korea, and argued that coordinated use of levels of SCI and diversification
strategies positively affected firm performance. This argument tends to support the idea
that the relationships of CCC to business performance and SCOC to business
performance are moderated by levels of SCI in the context of Malaysian SMEs.
Although the relationships of CCC to business performance and SCOC to
business performance were moderated by levels of SCI, the insignificant result for the
structural model (p>.05) on both relationships indicated that the systematic
establishment of levels of SCI cannot be achieved easily in a short period (Narasimhan
& Kim, 2002). Malaysian SMEs need to consider some factors such as infrastructural
and technological investments that may be affected by the implementation of level of
SCI. Consideration should also be given to firms’ experience in coordinating and
managing a variety of conflicts and complexities. Malaysian SMEs are advised to avoid
an extreme approach; rather, they should pursue an incremental approach during the
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development of supply chain structure for applying levels of SCI (Narasimhan & Kim,
2002).
The findings of the current study appeared to be consistent with the results of
Chang et al.’s (2008) study of 145 PC manufacturers in Taiwan. Their study, however,
focused on the relationship between IT investment and firm performance, which is
different from the current study. Due to the lack of theoretical and empirical evidence
justifying the moderating effect of levels of SCI on the relationships examined in the
current study, the study of Chang et al. (2008) could still serve as a point of reference.
The study confirmed that levels of SCI (as measured by IT integration and process
integration) significantly moderated the relationship between IT investment and firm
performance.
These arguments may be used to explain the findings of the current study, based
on the fact that levels of SCI are necessary to achieve an efficient business performance.
The implementation of SCI within SMEs can simultaneously provide standardised
production, simplify and automate supply chain processes, improve purchasing and
payment, improve the distribution process, reduce stocking and enhance global
competitiveness (Chen et al., 2004). Because they have access to limited resources,
Malaysian SMEs need to incorporate CCC, SCOC and levels of SCI and to ensure that
those factors are embedded well within the firms. This requires that they coordinate
with their stakeholders to provide a better mechanism that can be aligned with internal
and external resources to improve efficiency.
The studies discussed above support the idea that levels of SCI moderate the
relationship of CCC and SCOC to Malaysian SMEs’ business performance. However,
two types of analysis demonstrated slightly different results in terms of the p-value of
the relationship, as the structural model indicated an insignificant p-value (p>.50)
during the implementation of high and low levels of SCI upon the relationship of CCC
and SCOC to business performance. Meanwhile, the single separate analysis showed a
significant relationship at p<.001 and p<.01 for the implementation of high and low
levels of SCI, respectively, that moderates the association of CCC with business
performance, and p<.001 and p<.05 for high and low levels of SCI, respectively, that
moderates the relationship of SCOC with business performance.
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8.8

Concluding Remarks

As a major contribution of the study, this chapter extends the previous analysis to
investigate important relationships in the manufacturing sector of SMEs in Malaysia by
examining complex interrelationships through SEM analysis. The chapter considers the
interrelationships between CCC, SCOC, levels of SCI and business performance for
Malaysian SMEs. It offers five important contributions in this field, reflecting the
analysis of five hypotheses.
The chapter’s first contribution is to test the relationship between the exogenous
variable CCC and the endogenous latent variable business performance. The second is
to test the relationship between the exogenous variable SCOC and the endogenous
variable business performance. The third is to examine the mutual relationship between
CCC and SCOC, defining whether it is significant for SMEs in Malaysia. The fourth is
to assess the effect with the presence of levels of SCI as a moderator upon the
relationship between the exogenous variable CCC and the endogenous variable business
performance. Finally, levels of SCI as a moderator is used to test the relationship
between the exogenous variable SCOC and the endogenous variable business
performance.
The analysis of such hypotheses started with the estimation of parameters to
develop composite variables. The rationale was to group several measures into one
latent variable due to the small sample size. According to the analysis, nine composite
variables were reflected from 28 indicators; the six that were excluded from use as
composite variables represented themselves in the analysis of Hypotheses 1, 2 and 3 by
following the standard of Marsh et al. (1998). Then, the structural model of the
relationship between CCC and business performance and between SCOC and business
performance, and the mutual relationship of CCC and SCOC were examined to answer
Hypotheses 1, 2 and 3.
Prior to the analysis of invariance tests, the levels of SCI were assessed through
cluster analysis to get groups that would be used to test the moderator. The results
demonstrated that the moderator variable could be grouped into high and low levels of
SCI.
First, the test of invariant covariant for measurement indicators was assessed
through the analysis of non-significant difference in chi-square statistics (Δχ2) for two
models: constrained and unconstrained. Tests of invariance for first-order CCC, SCOC
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and business performance models were then developed, together with the invariance test
for the second-order construct model; these were followed by scales validation
measuring all the variables. The tests aimed to moderate the relationship of CCC with
business performance, and SCOC with business performance.
The assessment of measurement-invariance tests (including invariance
covariance, measurement invariance for first-order constructs and measurement
invariance for second-order constructs) highlights the importance of this chapter due to
the lack of studies on these tests, particularly those that emphasise the analysis of
measurement invariance for second-order construct models.
After the comprehensive assessment of the invariance tests, two composite
variables were developed to analyse the moderating effect on such relationships. The
composite variables of innovative marketing and technological capability were reflected
in three indicators each. Twenty indicators were excluded from use in composite
variables; and they represented themselves in the analysis of Hypotheses 4 and 5 in the
assessment of multi-group SEM analysis. Finally, the moderating effects upon such
relationships were investigated using two methods to confirm the hypotheses: (i) with
the presence of correlation in the full model, and (ii) without the presence of correlation
in separating the two models of CCC and business performance, and SCOC and
business performance.
The findings suggested that Hypotheses 1 and 2 could be rejected, and
Hypotheses 3, 4 and 5 were supported to establish the interest of competencies among
SMEs in Malaysia. Although the analysis on Hypotheses 4 and 5 demonstrated that both
were supported, the result showed slightly different factor loadings for models with and
without the correlation (CCC <---> SCOC) 63.
The insignificant results for Hypothesis 1, which states that the greater the
corporate competitive capabilities of a firm, the better its business performance will be,
and Hypothesis 2, which states that the greater the supply chain operational capabilities
of a firm, the better its business performance will be, were consistent with previous
studies, particularly that of Kim (2006b), which examined small enterprises in Korea

63

The output for Hypotheses 4 and 5 with the presence of correlation (CCC <--> SCOC) was
demonstrated in the full structural model (Section 8.6.5). The output for the same hypotheses without
the presence of correlation was presented in two separated structural models analyses in Sections 8.6.6
and 8.6.7.
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and Japan. According to the best of this researcher’s understanding, Hypothesis 3,
which states that corporate competitive capabilities have a positive mutual relationship
with supply chain operational capabilities, constituted a new finding in the absence of
empirical and theoretical evidence supporting such a mutual relationship.
As indicated in Section 8.7, the empirical analysis in this chapter of Hypothesis
4, which states that levels of supply chain integration moderate the relationship between
corporate competitive capabilities and business performance, and Hypothesis 5, which
states that levels of supply chain integration moderate the relationship between supply
chain operational capabilities and business performance, showed that no previous
studies had analysed the relationship of CCC with business performance and SCOC
with business performance with the presence of levels of SCI as a moderator to give a
strong contingent impact upon those relationships. To confirm the findings for
Hypotheses 4 and 5, two separated structural models analyses were also developed; to
the best of this researcher’s knowledge, there is no other study that focuses on a single
analysis to examine levels of SCI as a moderator upon a separate relationship of CCC
with business performance and SCOC with business performance. The analysis of these
hypotheses also reveals that no previous study has commented on such a difference of
findings between a full structural model and separated structural model analysis.
The next chapter will discuss the conclusions, implications and limitations of the
current study as well as recommendations for future studies.
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9CHAPTER NINE
CONCLUSIONS AND POLICY IMPLICATIONS

9.1

Introduction

This final chapter has several objectives: first, to highlight the contributions that have
been formulated in the study, including the implications from the findings for the
development of Malaysian SMEs. Second, it discusses the recommendations for
researchers, policy-makers and practitioners who are interested in the development of
capabilities within firms in the future.
The chapter is organised as follows: Section 9.2 provides a summary of the
thesis. Each chapter is reviewed and the rationale for study is highlighted once again.
Section 9.3 presents conclusions and discussions regarding the implications of the
study’s discoveries. Finally, Section 9.4 discusses the study’s limitations, and gives
recommendations for future studies.

9.2

Summary of the Thesis

The objective of the study was to examine the effects of the interrelationship between
corporate competitive capabilities (CCC), supply chain operational capabilities (SCOC)
and business performance, emphasising Malaysian SMEs in the manufacturing sector in
particular. The study also investigated how this relationship is moderated by levels of
SCI. Thus, to achieve the objectives, this study began with the outlines of the study’s
background, problems and scope. Here, the main points were to determine the research
objectives and questions, and to outline the contributions that this study could be made
to the body of knowledge, particularly in relation to SMEs in developing countries.
Chapter Two presented relevant reviews of SMEs in general, and focused on
many issues related to Malaysian SMEs, as a focal point of the study. This chapter also
presented an overview of the characteristics of Malaysian manufacturing SMEs,
focusing on the percentage of GDP contributed by the manufacturing sector, issues
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relating to the supply chain and the capability and capacity development within SMEs
in Malaysia, and how this sector was affected by the global and financial crisis in 20082009. This section also presented the problems and challenges addressed in the study.
Chapter Three presented the two theories of interest: the resource-based view
(RBV) and supply chain management (SCM). The factors that could be contributed to
the development of both theories were identified. Several limitations of existing studies
were identified; for example: most studies focused on large companies in developed
countries, only a limited number of studies examined the relationships between the
proposed constructs (CCC, SCOC and business performance), no study examined the
mutual relationship between CCC and SCOC, and most importantly, no other studies
examined the degree to which levels of SCI moderate the relationship between CCC and
business performance, and SCOC and business performance. From the literature
analysis, no study attempted to validate all the proposed constructs. Thus, this study
aimed to analyse the four proposed constructs (CCC, SCOC, levels of SCI and business
performance) to forge the linkage between both theories. Moreover, the chapter also
discussed the use of subjective measures in assessing business performance. The
discussion is important to justify the use of subjective rather than objective measures for
SMEs.
Working from the comprehensive analysis of the literature, Chapter Four
presented the theoretical framework and proposed five hypotheses. This chapter also
justified 99 instruments that would be used during the data collection.
Then, two chapters that discussed the study’s primary research methodology
were developed. First, Chapter Five focused on survey design and implementation. This
chapter presented the research philosophy; the research design; the population, sampling
and respondents; the process of survey development; and the ethical considerations. The
chapter also described the testing of the research questions and hypotheses using mailout questionnaires to 950 samples.
Second, Chapter Six focused on analytical procedures used to satisfy the
statistical issues during the process of data analysis. This chapter became the major
reference of Chapters Seven and Eight.
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Chapter Seven makes a significant contribution by reporting on the result of
some analyses related to congeneric measurement models, first-order and second-order
constructs fit properties, including an examination of convergent, discriminant and
nomological validity. The results confirmed the unidimensionality of each construct and
validated the fit properties of every first-order and second-order construct. The results
further demonstrated that the measurement models were fit and acceptable for further
analysis of the structural model in next chapter to answer the research questions and
proposed hypotheses. The chapter also analysed the survey’s response rate and the
general characteristics of respondents and enterprises.
Chapter Eight also provided a major contribution to the study by analysing the
structural model to answer five proposed hypotheses. According to the analysis, five
contributions were provided: the insignificant result between the relationship of CCC
and business performance, the insignificant result between SCOC and business
performance, the significant result of mutual relationship between CCC and SCOC, the
significant result of levels of SCI moderating the relationship between CCC and
business performance, and finally, the significant result of levels of SCI moderating the
relationship between SCOC and business performance.
The contribution of Chapter Nine will be discussed in the next sections: the
conclusions and implications of the revealed findings; and the limitations of the current
study and recommendations on future areas of work.

9.3

Conclusions and Implications of the Findings

This section discusses the conclusions and implications from the findings into three
major perspectives: theoretical framework; empirical methodology and measurement;
and policies and practicability.

9.3.1

Conclusions and Implications of Issues Regarding the Theoretical
Framework

The current study has attempted to determine the relationship between two major
exogenous variables – corporate competitive capabilities (CCC) and supply chain
operational capabilities (SCOC) – with an endogenous variable – business performance.
The relationship is also moderated by levels of supply chain integration (SCI) in the
context of Malaysian SMEs.
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Given the important relationship between the variables, the analysis in Chapter 7
confirmed the higher-order constructs involved in the theoretical framework. The
theoretical framework was composed of two second-order exogenous constructs – CCC
and SCOC – and one second-order endogenous construct, which was business
performance. These constructs were validated as multidimensional, consisting of: four
first-order constructs of CCC (cost leadership, differentiation, innovative marketing and
customer service); three first-order constructs of SCOC (technological, structural and
logistical capability); and five first-order constructs of business performance (market,
supplier, process, people and customer relationships). This type of higher-order
construct is infrequently analysed in many studies – thus, this study makes a significant
contribution by analysing the dimensionality and relationship between first-order and
second-order constructs.
The study also contributes to the body of knowledge by presenting the
significance issues relating to the CCC and SCOC to the success of SMEs. This study
might be the first empirical research that focuses on such issues in the Malaysian
context.
The third significant contribution is related to the examination of a moderating
variable that was proposed as imperative to strengthen the relationship of the proposed
exogenous and endogenous constructs. Based on the literature, the concept of levels of
SCI (as manifested in internal integration, external integration with suppliers and
external integration with customers) was selected as a moderator. This selection was
designed to measure its effects on the relationships of CCC with business performance
and SCOC with business performance. This study is the first piece of empirical research
that analyse the effect of levels of SCI as a moderator on such relationships. The
moderating variable was analysed through cluster analysis to determine the groups of
interest: high and low levels of SCI. These two groups were then used to determine any
moderating effect on the two relationships.
The fourth significant contribution of the current study related to the mutual
relationship between CCC and SCOC. This study is the first that distinctly analyses
such a mutual relationship to improve the competitive advantage of Malaysian SMEs.
The findings discussed in Chapter 8 provide evidence of the most important
contribution to the current study. The findings showed that the relationships of CCC
with business performance and SCOC with business performance were not significant.
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These findings were comparable to those from studies that focused on large and small
companies in Japan and Korea. However, this study’s findings showed that the mutual
relationship between CCC and SCOC was significant. This finding is a new discovery
in the study of RBV theory, as this study was the first that attempt to examine a mutual
relationship of both constructs.
These results provided the basis for further study to carefully examine the
existence and dimensionality of the constructs of interest, including the re-assessment of
suitability of each first-order construct to the proposed second-order constructs. Further
study is suggested to confirm whether the CCC and SCOC constructs are really
beneficial and meaningful when firms apply them in various circumstances (for
example, during times of stability in economic conditions similar to those during this
study’s data collection). The re-examination also needs to be particularly focused on
SMEs in countries other than Malaysia.
The findings also demonstrated that levels of SCI significantly moderated the
relationships of CCC with business performance and SCOC with business performance,
although, as indicated in Section 8.7, factor loading for both relationships was shown to
be insignificant during the analysis of the structural model which included the mutual
relationship of CCC and SCOC. However, the factor loading of such relationships was
significant when they were tested in separated structural model analysis, without the
presence of such a mutual relationship. The findings contributed significantly to the new
knowledge, as to the best of this researcher’s knowledge, there is no other study that
focuses on a single analysis to examine levels of SCI as a moderator on such
relationships, and it is the first study to comment on two different findings from these
two types of analysis for the same hypotheses.
Interestingly, although the analysis of the moderating effect was conducted
along two different paths, it ultimately merged into a literature body with a common
goal of improving firms’ efficiency and achievement throughout the value chain. No
previous studies had been conducted to examine these relationships. Thus, the findings
of the current study constitute a major contribution to new knowledge, as they present
further evidence for firms seeking to improve their operations and marketing activities.
The findings also further pointed out that the use of contextual setting is of
importance in determining the existence of the moderating effect upon the relationship
of business performance with CCC and SCOC. This is particularly important, as these
321

findings are new; moreover, they are the first to come from an examination of RBV and
SCM theory specifically in developing countries.
Moreover, the findings disclose empirically that the intensity of the relationship
between two capabilities – CCC and SCOC, with the presence of levels of SCI as a
moderator – influences business performance differently depending on the presence of
high versus low levels of SCI, and on the type of analysis, as discussed above. This
indicates that levels of SCI play a critical role in the study of efficient linkages on such
relationships.
It is also necessary for firms to consider the development of close strategic
alignment and coordination with their supply chain partners to link CCC and SCOC for
performance improvement (Kim, 2009). It is indispensable for firms, particularly SMEs
in Malaysia, to recognise other factors that may strengthen the moderating effects of
levels of SCI on the relationships between business performance and both CCC and
SCOC.
The current study also took one step past previous studies by proposing the
examination of RBV theory in the context of CCC and SCOC from two different
perspectives: (i) a developing country (which is Malaysia) and (ii) firm size (those
consisting of fewer than 150 employees). This study has also provided new knowledge
by proposing three new findings as discussed above, related to the mutual relationship
of CCC and SCOC, and the moderating effects of levels of SCI on the relationship
between business performance and both CCC and SCOC.

9.3.2

Conclusions and Implications of Issues Regarding the Empirical
Methodology and Measurement

The current study is based on quantitative research methodology. The data analysis of
the study required a range of basic and advanced statistical techniques to solve research
problems. The current study provides a significant contribution to empirical
methodology and measurement through the use of structural equation modelling (SEM)
from the AMOS software. The SEM technique was chosen as it is superior to other
conventional statistical techniques and because it employs a unique combination of two
types multivariate techniques: factor analysis and multiple regression analysis (Hair et
al., 2010).
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SEM was used in the study to test the interrelationship between the constructs of
interest because it provides explicit estimates of the error variance parameters, which is
not implemented in other conventional statistical techniques, to counter model
imperfections. As indicated in Section 6.3.1, two types of error variance – measurement
error associated with observed variables and residual term (or disturbance term) – are
designed to account for unexplained variance in the latent variable. SEM also provides
more precise analysis of factor reliability, or composite reliability. As discussed in
Section 6.6.1, composite reliability includes measurement error of the indicators, and
consequently provides more accurate construct reliability output; while Cronbach’s
alpha is considered error-free during value calculation, distorting the accuracy of the
theorised model to a particular extent.
SEM permits the concurrent statistical estimation of both indicators and latent
variables, and makes hypothesis testing easier and more precise than conventional
statistical technique. The findings of the current study provide additional understanding
of the theories underlying CCC and SCOC, and of the implications of levels of SCI for
business performance. For example, the comprehensive assessment of confirmatory
factor analysis (CFA) was accomplished through SEM to validate the unidimensionality
of second-order constructs of CCC, SCOC, levels of SCI and business performance.
The findings of the current study are more precise than those of most previous
studies (for example, Macpherson & Wilson, 2003; Rosenzweig et al., 2003), as all
errors were included in the assessment of confirmatory factor analysis (CFA) and in the
second-order construct analysis. It is also different to the conventional statistical
technique, which could only develop the analysis of indicators as reflection from the
first-order constructs (for example, cost leadership, technological capability and market
performance). This shows the contribution of the current study to the knowledge by
taking into account the analysis related to second-order constructs for the four
constructs of interest and simultaneously retaining the idiosyncratic nature of the firstorder constructs, unlike most previous studies.
The current study also makes a significant contribution to the empirical
methodology and measurement by analysing a moderator through multi-group SEM
analysis. This study is one of the pioneers that explore the complex analysis to examine
levels of SCI as a moderator between the relationship of CCC and business
performance, and SCOC and business performance. Prior to the structural multi-group
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SEM analysis, all constructs of interest were analysed using the invariant-covariant test
for measurement indicators and measurement-invariance tests for both first-order and
second-order construct models to confirm that the model would be accurately examined
across different population groups (see Section 6.8.2). This type of analysis could not
have been accomplished by conventional methods such as multiple regression analysis,
which cannot examine different groups simultaneously.
Multi-group SEM analysis was also used to examine measurement errors during
the assessment of the moderating effect on such relationships, as this technique,
compared to the conventional techniques, avoided the problems of underestimation or
overestimation on the moderating values and prevented the model from being distorted
by serious inaccuracies.
To conclude, the use of SEM contributed to the study by allowing the easy and
extensive modelling of multivariate interrelations and providing the estimation point for
the moderating effect. This allowed the output of the current study to be analysed and
interpreted more precisely and rationally and thus provide the new insights to contribute
to the body of knowledge.

9.3.3

Conclusions

and

Implications

of

Issues

Regarding

Policies

and

Practicability
Key contributions of the current study to policies and practicability are:
1. Although the results showed that CCC and SCOC do not seem to promise highlevel business performance of Malaysian SMEs, both capabilities are still the
key factors to be considered due to some practical issues.
2. In Malaysian SMEs, the responsiveness to simultaneous attention to CCC and
SCOC seems to promise competitive advantage for firms.
3. Levels of SCI can very distinctly contribute to business-performance
improvement for SMEs in Malaysia.
4. The study provides new knowledge about the application of RBV and SCM
theory in improving policies and practicability, principally amongst Malaysian
SMEs.
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Referring to the above facts, the current study discovered the first findings
regarding policies and practicability issues. The findings showed that CCC and SCOC
did not drive Malaysian SMEs to achieve high business performance. However, CCC
and SCOC are important for Malaysian SMEs even though they do not significantly
contribute to the performance and success of those SMEs. The findings might be
influenced by the global financial crisis of 2008-2009, which impinged on the
development of Malaysian SMEs. Moreover, both capabilities might not be determined
only by the proposed factors of interest (cost leadership, differentiation, innovative
marketing and customer service for CCC, and technological capability, logistical
capability and structural capability for SCOC). Thus, consideration of additional factors
may be necessary to expand the use of capabilities within the firms for improving
performance.
Significantly, other capabilities, resources or even characteristics (for example,
entrepreneurship development, product quality, process flexibility and strategic supplier
partnerships) should also be considered in expanding understanding of the important
role of developing strategic performance improvement in the success of Malaysian
SMEs. Indeed, it would also be more beneficial to the Malaysian SMEs if policymakers could stress the development of such capabilities individually across the
employees of the companies.
However, the Malaysian Government has introduced many action plans,
initiatives and policies to prepare SMEs to seize new business opportunities during
economic

instability.

Many

initiatives

have

been

undertaken

to

improve

entrepreneurship skills and to re-educate employees in new skills and abilities, and at
the same time encourage Malaysian SMEs to move to other economic activities (NSDC,
2010).
Action plans, initiatives and policies focusing on building Malaysian SMEs’
capacity and capability have been established since 2008, when the Government shifted
the Bank Negara Malaysia responsibilities for coordinating policy formulation and SME
development programmes to the SMIDEC. The current available programmes focus
more on management and marketing, and less on other important factors such as the
development of business relationships and competence, support networks and attitudinal
capabilities (Zulkiffli & Perera, 2011b). These factors may significantly contribute to
sustaining steady growth and performance among SMEs in Malaysia.
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The idea of formulating such action plans, initiatives and policies is to generate
motivation, provide opportunities and enhance skills and capabilities amongst SME
entrepreneurs and employees in Malaysia. The idea resulted from Malaysian SMEs’
history of failing to continuously upgrading human capacity and developing the
capability to compete in the domestic and global markets (NSDC, 2009). These goals,
however, cannot be successfully achieved in the short term, as the current study has
found. However, firms’ strategies and capabilities can be further improved by adopting
new management thinking, as advocated by Prahalad and Hamel (1990), to exploit core
competencies that make firms’ growth feasible. The best capabilities and resources can
then be exploited among Malaysian SMEs by upgrading new methods, investing in
human-capital development, subscribing and adhering to globally accepted standards,
adopting new technologies and exploring new markets (NSDC, 2009). Significantly,
this would allow capable firms that may succeed in local and international markets to
emerge.
As another contribution to policies and practicability, the findings of the current
study imply that Malaysian SMEs could achieve a competitive advantage by closely
responding to the mutual relationship between CCC and SCOC. Both capabilities are
important, particularly when a firm is at the planning or initial stage of business
operations. Moreover, Man et al. (2002) listed three factors: knowledge, experience and
skills that may also be required by SMEs in driving the competitiveness for both
entrepreneurs and employees. The development of competitiveness amongst small firms
could be accomplished through the interaction of growth in the business environment,
the degree of capital resources and the intrinsic ability to endeavour (Horne et al.,
1992). Policy-makers need to address those issues, as most Malaysian SMEs currently
confront the need to develop a competitive advantage to achieve high-level business
performance.
Many of the Government’s action plans, initiatives and policies have not proven
to be fully effective, particularly during uncertainty in the market – for example, during
the 2008-9 global financial crisis. Many Malaysian SMEs are still experiencing the
consequences of such uncertainty, such as: (i) a lack of financial resources that
otherwise would have been a major contributor to the development of competitive
advantage, (ii) a lack of high-level technology that would have made operations more
efficient, (iii) a lack of appropriate infrastructure that could have provided a conducive
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business environment and (iv) a lack of adequate technical and professional expertise
that would have contributed to competitiveness in a hostile market (SMIDEC, 2002;
UPS, 2006; UPS, 2009; NSDC, 2010).
As a result, many SMEs in Malaysia could not stay ahead in the market during
the crisis. This was proven by data from the current study that showed that their
capabilities could not be exploited to generate better performance. To avoid undesirable
effects of an uncertain business environment, policy-makers could introduce policies to
urge SMEs to act in new ways; for example, the Government could encourage them to
produce high-quality goods to be sold at high prices. Policy-makers could also
encourage SMEs to be more responsive to market conditions by making decisions about
their production and marketing more quickly.
Policy-makers and practitioners may find it beneficial to consider a greater level
of risk-taking in building a flexible and loose organisational structure amongst
Malaysian SMEs, as this type of structure would provide firms with appropriate
capabilities to recover from an accidental discovery and unexpected changes in the
market (Ong et al., 2010). Also, policy-makers may continue to promote the
development of sustainable competitive advantage so a unique value-creating strategy to
provide customers with goods that have higher market value can be implemented
(Hoffman, 2000).
These proposed measures will also be advantageous to the SMEs’ suppliers and
customers in supporting Malaysian SMEs to compete in a more practical manner by
understanding their own capabilities and internal strengths (Ngah & Ibrahim, 2009). In
other words, these measures will help SMEs be more resilient in the face of unforseen
market circumstances, thus more able to seize any business opportunities during
instability. Consequently, rapid responsiveness on the development of both CCC and
SCOC is further encouraged for SMEs in Malaysia.
The focus on developing competitive advantage is of significant importance in
preparing Malaysian SMEs to survive and lead in domestic and international markets,
and ultimately achieve superior business performance. Policy-makers and practitioners,
with the Government’s support, could benefit Malaysian SMEs by focusing on the
development of competitive advantage, which will help Malaysian SMEs improve their
internal resources and exploit opportunities and strengths.
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The current study also discovered that levels of SCI can be the most important
factor to improve the Malaysian SMEs’ business performance. This could significantly
contribute to the body of knowledge – as this factor can bring major transformation
particularly in the communication aspect that integrates all supply chain activities, from
preliminary planning until the products are handed over to end customers. Malaysian
SMEs should consider more options for internal and external integration as part of their
business-operation strategy along the entire supply chain. The grouping of SCI into high
and low levels in this study has revealed that policy-makers should provide the system
that can best respond to the impact of implementing high levels of SCI or vice versa in
integrating firms’ capabilities. Malaysian SMEs should be particularly concerned with
establishing an efficient supply chain for mobilising firms’ abilities in the competitive
market.
Moreover, for SMEs, which are likely to be in the early stages of operation, the
emphasis on systematic SCI may be more imperative because close strategic alignment
and coordination with supply chain partners are indispensable for linking CCC and
SCOC to business performance improvement (Zulkiffli & Perera, 2011a). Policymakers and practitioners need to pay attention to such strategic alignment, as small
firms usually do not have the power to control the entire supply chain process (Kim,
2009).
Although a number of Malaysian Government policies, schemes and initiatives
have recently been proposed to stimulate capability development amongst SMEs; those
schemes are not predominantly focused on developing an efficient supply chain (or,
more specifically, SCI) for SMEs. Policy-makers and practitioners need to further
consider a proper strategy to help SMEs gain a comparative competitive advantage,
particularly during unforeseen business circumstances. More cohesive policies, schemes
and initiatives are also crucial if Malaysian SMEs are interested in participating in
international supply chain activities (MITI, 2006). With efficient supply chain facilities
provided by the Government in four modes (road, rail, ports and airports) (SMI
Malaysia, 2009), Malaysian SMEs could enhance their operations by integrating the
linkage between stakeholders.
Although the implementation of SCI is difficult, Malaysian SMEs should realise
that it is crucial for business advancement. The findings of the current study also
suggest that SCI could be one of the alternatives to strengthen capabilities and business
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performance; thus policy-makers need to support Malaysian SMEs by providing
schemes and financial resources for building integrative competencies in managing
levels of SCI.
Policy-makers need to promote the benefits of SCI amongst Malaysian SMEs;
attention could be drawn, for example, to the success of the Malaysian automotive
manufacturer Proton in its implementation of SCI (Simpson et al., 1998). Also, policymakers may pay more attention to preparing Malaysian SMEs to better collaborate with
both suppliers and customers. For example, policies could aim to aggressively facilitate
the development of information, communication and technology capacity, and thus
SMEs could act as a focus to team up stakeholders to develop an efficient supply chain
through internet communication that would allow the dynamic exchange of information
about inventory, production schedules, forecasts and promotion plans (Chen et al.,
2004; Zolait et al., 2010).
Similarly, policy-makers may continue to promote effective SCI amongst
Malaysian SMEs by proposing two key approaches: (i) initiatives to encourage an
aggressive development of SCI along the firms’ operations, and (ii) a huge provision to
assist SMEs in managing their information, physical and financial flow. These
approaches can ultimately strengthen the ability of Malaysian SMEs to be more
competitive in an intense market and indirectly enhance their effect on the Malaysian
economy.
The current study’s findings contributes to new insights by providing new
support for and refinements of the theories behind RBV and SCM, making them more
effective tools to examine policies and practicabilities that could be applied to small and
medium-size enterprises in Malaysia. The analysis of levels of SCI contributes to SCM
theory; RBV theory is supported by the CCC- and SCOC-related output. By comparing
different views of CCC and SCOC across firms’ supply chain processes, it is possible
for policy-makers and practitioners to identify the strengths and weaknesses related to
the development and awareness of firms’ capabilities in the context of Malaysian SMEs.
The findings also provide encouragement for policy-makers to incorporate all
major components of firms’ CCC and SCOC into the above theories. The findings may
also challenge policy-makers and practitioners to consider all firm elements before
making decisions related to creating, making the most of and improving capabilities
with limited resources to achieve superior business performance.
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9.4

Study Limitations and Recommendations for the Future Studies

Although the current study has some limitations, the interpretations of the study’s
findings are powerful. Accordingly, more work can be carried out in this area. This
section will discuss the study limitations along with recommendations for future studies
from three major perspectives: the theoretical, empirical and policy-making and
practicability issues.

9.4.1

Limitations and Recommendations Relating to Theoretical Issues

This study has two limitations regarding theoretical conceptualisation. First, the study
uses only a limited set of important variables within the theoretical framework (see
Chapter 4). Future studies may include other potential variables for comprehensive
analysis; these could include organisational capabilities to analyse a firm’s core
competencies when this firm operates within a unique environment. Future studies are
also suggested to analyse additional CCC and SCOC variables, such as process
flexibility and attitudinal capability, which might play an important role in determining
their influence on business performance.
The second limitation relates to the narrow focus on the hypothesis
relationships; it is recognised that there can be other possible relationships among the
variables used in the current research. The moderator variable (levels of SCI) that
moderates the relationships of CCC with business performance and SCOC with
business performance could manifest other mediating effects to direct such relationships
due to the fact that the moderating effect of levels of SCI on these relationships was
determined in this study to be insignificant.
Future studies may also employ levels of SCI as a predictor for CCC, SCOC and
business performance, analyse differences that may exist in business performance
between high and low levels of SCI (as a moderator) and analyse the interaction effect
of both capabilities and these two groups of levels of SCI with business performance.
To expand on the findings, a two-way ANOVA between-groups analysis is
recommended. As a consequence, scholars will gain more understanding on the
knowledge of the interrelationship between CCC and SCOC with levels of SCI and
business performance.
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Furthermore, future studies are recommended to analyse the specific type of
linkage among the first-order constructs of CCC and SCOC, and each level of SCI that
influences each one’s causal relationship with business performance. Two separated
structural model analyses of the relationship of CCC with business performance and
SCOC with business performance are also suggested. Such analyses will be useful for
achieving data actualisation and providing new knowledge. Moreover, the stepwise
utilisation strategy of both capabilities may be comprehensively instituted within firms.
Studies are further recommended to extensively analyse the operationalisation
structure of CCC, SCOC and business performance, since many scholars have declined
to analyse whether these constructs are operationalised according to reflective,
formative or multidimensional models (see Section 6.3.2 for a detailed discussion).
Finally, more understanding of the relationships of CCC with business
performance and SCOC with business performance may be accomplished by the
implementation of a qualitative approach to comprehensively identify what specific
capabilities could improve Malaysian SMEs’ business performance. Further research
may also explain specific variables that could be influential upon such relationships.

9.4.2

Limitations and Recommendations Relating to Empirical Issues

There are six limitations with respect to the empirical focus. First, the most evident
limitation is the use of survey data in measuring the key variables of interest through a
quantitatively cross-sectional method (Chapter 5); this approach can affect the output
under certain circumstances. Because the data was collected at a certain period of time,
it might display a time-bias, as it captured a situation or event at one time point. The
data relating to CCC, SCOC and the moderating variable was collected from 2
September 2009 to 13 December 2009. The data reflected the sample at the time of
collection. However, the data for business performance collected at the same period
might have been affected by the global financial crisis at that time. As a result, this
unforeseen, short-time crisis may have affected the whole data by decreasing the power
of the study to explain and generalise the interrelationship between the proposed
variables.
The second limitation is related to the use of measuring scale. The current study
demonstrated that indicators for CCC, SCOC and levels of SCI were tested by firmbasis measurement; meanwhile the indicators for business performance were
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investigated by industry-basis measurement. As a consequence, the interpretability of
the relationship between these three variables may have been affected, and thus the full
warranting of the data could not be granted.
To address these two limitations, future studies could employ a mixed-method
approach that consists of a quantitative cross-sectional study and a qualitative
longitudinal approach to obtain richer and more reliable data that could confirm the
relationships determined in the current study, and to obtain more accurate information
pertaining to Malaysian SMEs issues and challenges in adopting both capabilities. This
approach is also necessary to capture the entrepreneurial orientation that reflects the
SMEs’ general ownership profile.
The third limitation relates to the use of “capabilities” and “strategies”
terminologies as these two are used interchangeably in the study. Future studies could
delineate the disparity between both terminologies within the SMEs context in general.
Perhaps, this would contribute to a good academic study in the future.
The fourth limitation relates to the use of subjective measures for assessing
business performance of Malaysian SMEs. The subjective measures of the current study
were based on the respondents’ perceptions; most of the data was produced by
respondents in positions other than financial or accounting managers. Future studies
could usefully adapt the objective measures to be asked simultaneously in the
questionnaire, although this type of information is often considered confidential, and
therefore difficult to obtain from SME managers.
The fifth limitation, therefore, is a possible response bias in the data collected
from the use of single respondents in each enterprise: (i) respondents tend to provide
information that they feel will match researchers’ desires or expectations (Pansuwong,
2009); and (ii) the questions can be more easily misinterpreted when a single respondent
is trying to respond. These two reasons might actually distort the data. To solve these
problems, future studies could collect data across the value chain of each firm, either by
seeking additional information from more than one respondent in each firm or by
seeking other internal or external sources. This method can be accomplished by inviting
respondents who can provide or/and directly deal with accurate data. For example,
future studies could invite a supply chain manager to answer CCC, SCOC and levels of
SCI-related questions, and concurrently ask a financial manager to respond to business
performance-related questions. Thus, single-respondent bias can be minimised.
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This study is also restrained by the use of a mail survey, which affected the
richness of data. The limitation includes a low response rate, which made the sample
less random. The low response rate might be influenced by the facts that the
questionnaire was quite long (eight pages) and the questions were complex. Although
the sample size was sufficient to produce strong and significant results from the
empirical analysis through the use of composite variables, as it contained responses
from 135 SMEs, the low response rate (14.21 percent) suggested that the findings may
lack generalisability to Malaysian SMEs overall. The body of work on SMEs also
suggests that most studies are limited in the sample size and this tend to be exacerbated
in specialist studies of this type. To resolve these problems, future studies may want to
opt for a larger sample size to confirm further support of the findings.

9.4.3

Limitations and Recommendations Relating to Policy-Making and
Practicability Issues

Limitations regarding policy-making and practicability are linked to theoretically
related issues. The most serious limitation perhaps is the study’s narrow focus on
Malaysian manufacturing SMEs, which has precluded the generalisation of research
findings to other emerging countries or other sectors such as service or agriculture in
diverse contexts. The empirical findings could be extended by focusing on SMEs in
other sectors in Malaysia such as service and agriculture, and also by comparing results
to those obtained in other ASEAN 64 countries such as Thailand, Singapore, Indonesia
and Brunei.
The current study’s focus on a set number of key variables imposes limitations
on its ability to yield recommendations for policy-makers and practitioners. Future
studies could collect data from organisations across the supply chain to expand findings,
and may investigate the proposed relationships by including a range of additional
contextual variables into the model, such as organisational culture; they may also
compare the results for SMEs with those for large companies, as these companies
perform all value chain activities and usually have independent supply chain
departments.

64

ASEAN, the Association of Southeast Asian Nations, consists of 10 countries: Malaysia, Indonesia,
Singapore, Thailand, Philippines, Brunei, Vietnam, Laos, Myanmar and Cambodia (ASEAN Sec,
2009).
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Policy-makers and practitioners should also endeavour to expand the SME
Competitive Rating Enhancement (SCORE) assessment (SMIDEC, 2009) to all SMEs,
as it is important for measuring and rating Malaysian SMEs’ performance and
capabilities (Zulkiffli, 2009).
Researchers can also use the current study’s findings to generate ideas for future
studies, and policy-makers and practitioners can glean important knowledge about how
effective CCC and SCOC affects their business performance.
Finally, an important question arising from this study needs to be answered in
future studies. If CCC and SCOC are not the drivers of business performance, as
demonstrated in the current study, what is the predictor of continuing improvements in
business performance amongst SMEs in Malaysia?
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Part A: Background of Business Management
There are 16 questions in this part. Please answer ALL questions by ticking
noting those points that BEST describe your situation.

A1

the appropriate box or

What is your position in this company?
Owner
Supply Chain Manager
Production/Operations Manager
Other (Please Specify):______________

A2



CEO/Managing Director
Marketing Manager
Logistics Manager

When was your company established?
Less than 5 years
11 - 15 years ago

5 - 10 years ago
16 - 20 years ago

More than 20 years ago
A3

What is the legal structure of your business?
Partnership
Private Limited

A4

Sole proprietorship
Other (Please Specify):______________

Who is the major shareholder/partner of your company?
Malaysian

A5

Other than Malaysians
(Please Specify): ______________

Which sub-sector best describes your operation?
Electrical and electronics
Food and beverages
Machinery
Transport
Basic metal
Rubber
Manufacture of furniture
Wood and wood products
Other (Please Specify): ______________

A6

Chemicals including petroleum
Fabricated metal
Plastics
Paper, printing, and publishing
Non-metallic minerals
Textiles, wearing apparel and leather
Medical, precision and optical instruments
Recycling

How many equivalent full-time and part-time employees do you have currently?
(Please state the specific number of employees)
___________ Full-Time

___________ Part-Time
Which department? Please specify:
____________________________
____________________________
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A7

What is the average annual sales turnover for the last 5 years of your company?
Less than RM 250,000
RM 500,001 – RM 1 Million
RM 10.1 Million – RM 25 Million

A8

RM 250,000 – RM 500,000
RM 1.1 Million – RM 10 Million
More than RM 25 Million

In what state and city of Malaysia is your main business located?

A9

State: _____________________

City: ______________________

Example: State: Selangor

City: Shah Alam

Has your company been awarded any certificate for quality assurance?
Yes (Please Specify):_________________________________________
No

A10

Are your products exported?
Yes
What kind of products? Please specify:
_______________________________

No

(If YES, please answer questions no. A11, no. A12 and no. A13. If NO, please proceed to question no.
A14)

A11

How many years has your company been involved in exporting?
Less than 3 years
7 – 10 years

A12

3 – 6 years
More than 10 years

How many countries do you export to?
Fewer than 3 countries
7 – 10 countries

A13

3 – 6 countries
More than 10 countries

Please list any 3 major countries that you export to
Please Specify: (i) ___________________ (ii) _________________ (iii) ________________

A14

How many suppliers do you have?
Fewer than 5 suppliers
10 – 15 years

A15

5 – 10 years
More than 15 suppliers

Do you use third-party logistics (3PL) 1 service providers for the logistics function of
your firm?
Yes

No

(If YES, please answer question no. A16. If NO, please turn to next page)

A16

How many 3PL service providers do you use?
1 – 3 companies
7 – 9 companies

1

4 – 6 companies
10 companies or more

Third-Party Logistics (3PL) is a firm that provides outsourced or ‘third party’ logistics services to
companies for part, or sometimes all, of their supply chain function.
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Part B: Corporate Competitive Capabilities
Listed below are statements describing the corporate competitive capabilities of a firm. These
statements are divided into four sections: Cost Leadership, Differentiation, Innovative Marketing and
Customer Service.
Please rate the following statements by selecting a number that represents the extent to which it best
approximates the actual current conditions of your firm’s corporate competitive capabilities. Please
remember that there are no right or wrong answers.
Extremely
Slightly
Slightly
Extremely
Low
Neutral
High
Low
Low
High
High
Scale
1
2
3
4
5
6
7
The ‘cost leadership’ strategy is implemented within my organisation to encourage:
B1.

Efficient internal operating systems
contributing to reduce the products’ cost
1 2 3 4 5 6 7

B2.

Economies of scale enabling the
company to achieve a cost advantage
1
2
3
4
5
6
7

B3.

Major expenditure on technology-based
delivery systems to lower cost
1 2 3 4 5 6 7

B4.

The capability to reduce production
costs
1
2
3
4
5
6
7

B5.

The capability to offer lower-priced
products than competitors
1 2 3 4 5 6 7

B6.

Vigorous pursuit of cost reductions

Tight control of overhead costs

B8.

B7.

1

2

3

4

5

6

1

7

2

3

4

5

6

7

The capability to achieve a costleadership position in the industry
1
2
3
4
5
6
7

When my organisation establishes the ‘differentiation’ strategy, this strategy leads to:
B9.

The capability to develop new and unique
products
1 2 3 4 5 6 7

B10.

The capability to refine existing
products
1
2
3
4
5
6
7

B11.

The capability to provide specialty
products
1 2 3 4 5 6 7

B12.

Design flexibility depending on
customer demand
1
2
3
4
5
6

The capability to deliver a broad product
line

B14.

B13.

1

2

3

4

5

6

7

Producing products for high-price
market segments
1
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7

2

3

4

5

6

7

Scale

Extremely
Low
1

Slightly
Low
3

Low
2

Neutral
4

Slightly
High
5

High
6

Extremely
High
7

The ability of my organisation in creating the ‘innovative marketing’ strategy is to encourage:
B15.

The development of a distinctive brand
1

B17.

B19.

3

4

5

Creation of new markets
1 2 3 4 5

6

6

2

3

4

5

6

The use of innovative marketing
techniques, such as for advertising and
promoting products
1
2
3
4
5
6
7

B18.

Successful acquisition of new patents
1
2
3
4
5
6
7

B20.

Control of sales and distribution
network
1
2
3
4
5
6
7

7

7

Broad product distribution
1

B21.

2

B16.

7

Responsiveness to target markets’
requirements
1 2 3 4 5 6 7

The development of ‘customer service’ within my organisation is credited for:
B22.

Provision of outstanding customer service
1

B24.

3

4

5

6

2

3

4

5

6

The capability to supply high-quality
products
1
2
3
4
5
6
7

B25.

The capability to maintain volumeflexibility
1
2
3
4
5
6
7

B27.

The capability to promptly handle
customer complaints
1
2
3
4
5
6
7

7

The capability to deliver products quickly
1

B26.

2

B23.

7

The capability to provide after-sale
service
1 2 3 4 5 6 7
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Part C: Supply Chain Operational Capabilities
Listed below are statements describing the supply chain operational capabilities of a firm. These
statements are divided into three sections: Technological Capability, Structural Capability and Logistical
Capability.
Please rate the following statements by selecting a number that represents the extent to which it best
approximates the actual current conditions of your firm’s supply chain operational capabilities. Please
remember that there are no right or wrong answers.
Extremely
Slightly
Slightly
Extremely
Low
Neutral
High
Low
Low
High
High
Scale
1
2
3
4
5
6
7
The development of ‘technological capability’ within my organisation is reflected by:
C1.

The use of advanced manufacturing
technology (AMT)
1

C3.

C7.

3

4

5

6

2

3

4

5

6

The capability of assessing information
networks for global and local
marketplaces
1
2
3
4
5
6
7

C4.

The level of information sharing (in
terms of cost, inventory, process,
quality, facility, accounting, forecasting,
investment plan etc.)
1
2
3
4
5
6
7

C6.

Increases in production capacity

7

Improvements in operational efficiency
1

C5.

2

C2.

7

The capability to produce products with a
consistently low defect rate
1 2 3 4 5 6 7

1

2

3

4

5

6

7

Use of Just-in-Time (JIT) strategy
(producing parts only when products are
needed)
1 2 3 4 5 6 7

The development of ‘structural capability’ within my organisation is reflected by:
C8.

The formalisation of supply chain
organisation
1 2 3 4 5 6 7

C9.

The degree of interaction between
top managers and employees
1
2
3
4
5
6
7

C10.

Extensive training of personnel
1 2 3 4 5 6 7

C11.

Intense supervision of subordinates
1
2
3
4
5
6
7

C12.

The availability of human resources
capable of using the technology

C13.

Employees with high planning
responsibility in their jobs
(empowerment)
1
2
3
4
5
6
7

1

2

3

4

5

6

7
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Scale

Extremely
Low
1

Slightly
Low
3

Low
2

Neutral
4

Slightly
High
5

Extremely
High
7

High
6

The development of ‘logistical capability’ within my organisation is reflected by:
C14.

C16.

The development of logistics
infrastructure to meet global and local
demand
1 2 3 4 5 6 7

C15.

The capability to provide fast delivery

C17.

The capability to provide reliable
delivery
1
2
3
4
5
6
7

1

2

3

4

5

6

Location close to suppliers and
customers
1

7

2

3

4

5

6

7

C18.

The capability to provide low-cost
distribution
1 2 3 4 5 6 7

C19.

The capability to effectively provide
local distribution coverage
1
2
3
4
5
6
7

C20.

The capability to effectively provide
global distribution coverage
1 2 3 4 5 6 7

C21.

The capability to effectively target
exclusive distribution outlets
1
2
3
4
5
6
7

Part C: Levels of Supply Chain Integration
Listed below are statements describing the three levels of supply chain integration of a firm. These
statements are divided into three sections: Internal Integration, External Integration with Suppliers and
External Integration with Customers.
Please rate the following statements by selecting a number that represents the extent to which it best
approximates the actual current conditions of your firm’s supply chain integration. Please remember that
there are no right or wrong answers.
Extremely
Slightly
Slightly
Extremely
Low
Neutral
High
Low
Low
High
High
Scale
1
2
3
4
5
6
7
The implementation of ‘internal integration’ within my organisation leads to:
D1.

Data integration among internal functions
through intranet
1 2 3 4 5 6 7

D2.

Systematic information-system
integration among internal function
1
2
3
4
5
6
7

D3.

Real-time searching of the inventory level

D4.

Real-time searching of logistics-related
operating data
1
2
3
4
5
6
7

D6.

Periodic interdepartmental meetings
among internal functions
1
2
3
4
5
6
7

1
D5.

2

3

4

5

6

7

Systematic interaction system between
production and sales departments
1 2 3 4 5 6 7
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Scale

Extremely
Low
1

Slightly
Low
3

Low
2

Neutral
4

Slightly
High
5

High
6

Extremely
High
7

The integration of my organisation with suppliers relates to:
D7.

Information exchange with suppliers
through information technology (IT)
1 2 3 4 5 6 7

D8.

The level of strategic partnership with
suppliers
1
2
3
4
5
6
7

D9.

The participation level of suppliers in the
design stage

D10.

The participation level of suppliers in
the process of procurement and
production
1
2
3
4
5
6
7

D12.

Stable procurement through networks
with major suppliers
1
2
3
4
5
6
7

1
D11.

2

3

4

5

6

7

The usage of online ordering systems to
order from suppliers
1 2 3 4 5 6 7

The integration of my organisation with customers leads to:
D13.

Follow-up with customers for getting
feedback
1 2 3 4 5 6 7

D14.

The capability to share operational
information with customers effectively
1
2
3
4
5
6
7

D15.

The agility of the ordering process

D16.

The frequency of periodic contacts with
customers
1
2
3
4
5
6
7

D18.

The capability to accommodate a
unique request from customers
1
2
3
4
5
6
7

1
D17.

3

4

5

6

7

The communication level with customers
1

D19.

2

2

3

4

5

6

7

The capability to offer an online ordering
system for customers
1 2 3 4 5 6 7
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Part E: Business Performance
Listed below are statements describing the business performance of a firm. These statements are
divided into five sections: Market, Suppliers, Process, People and Customer Relationships measures.
How would you rate your firm’s actual current conditions of business performance relative to the major
industry competitors? Please remember that there are no right or wrong answers and the information you
provide will be kept confidential.
Scale

Worst in
the
Industry

Worse in
the
Industry

Bad in the
Industry

Neutral

Good in the
Industry

Better in
the
Industry

Best in the
Industry

1

2

3

4

5

6

7

Market performance measures:
E1.

Market share growth
1 2 3 4

E2.
5

6

7

Sales turnover
1
2
3

4

5

6

7

Supplier communication
1
2
3
4
5

6

7

Order-fulfilment lead time 3
1
2
3
4
5
6

7

Skill level of employees
1
2
3
4
5
6

7

Supplier performance measures:
E3.

Supplier product quality
1 2 3 4 5

E5.

E4.
6

7

Supplier delivery performance
1 2 3 4 5 6

7

Process performance measures:
Work-in-Process (WIP) inventory 2
1 2 3 4 5 6 7

E6.

E8.

Product-quality development
1 2 3 4 5 6

E7.

7

People performance measures:
E9.

E11.

Performance-appraisal results
1 2 3 4 5 6

E10.
7

Departmental communication
1 2 3 4 5 6

7

Customer-relationship performance measures:
E12.

Resolution of customer complaints
1 2 3 4 5 6 7

E13.

Customer loyalty or retention
1
2
3
4
5
6
7

E14.

Quality reputation or award achievement
1 2 3 4 5 6 7

E15.

Product return rate
1
2
3
4
5

E16.

6

7

The speed of order handling and processing
1 2 3 4 5 6 7

2

Work-in-Process (WIP) inventory relates to the products or components that are no longer raw material
but have yet to become finished products.
3
Lead time is the time between placement and receipt of an order.
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Part F: Personal Details (This Section is Optional)
If you would like a summary of results of this survey, please TICK here (
) and provide the
following details OR enclose your business card together with this questionnaire.
This information will not be entered into the dataset and will only be used for the purpose of mailing
a report to you.
•

Title

:

•

Name

:

•

Address

:

•

Telephone/Fax

:

•

E-mail Address

:

~Many thanks for taking the time to complete this questionnaire.
Your cooperation is highly appreciated~
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