Abstract: This paper discusses the feature selection problem and provides results from feature selection task in the field of non-destructive testing. The features are selected for quantitative prediction of residual stress from the Barkhausen noise signal. It is stated in the literature that the model behaviour depends on the used features and thus the selection must be carried out carefully. The selection methods studied in this paper are forward-selection, backward-elimination, simulated annealing and genetic algorithms. The used data set is divided into training and external validation data sets. The training data set is used in feature selection. The selection algorithms utilize leave-multiple-out cross-validation procedure in deciding which features are selected. The results show that backward-elimination performs poorly while the other three methods provide reasonable results. The results from the selection indicate that the stochastic methods outperform forward-selection but the external validation shows that in this case forward-selection provides results comparable to the studied more advanced methods. Even though the results indicate that forward-selection gives comparable results, it has been shown in the literature that stochastic methods are more likely to find the global optimum and thus should be used especially when the problem complexity increases.
INTRODUCTION
Testing of components and structures is critical considering the operational safety in applications such as aircrafts and power generating plants. Mechanical properties are used usually to evaluate the fitness of the materials. These properties are typically measured destructively which cannot be obviously applied to the materials in use (Dobmann et al. 2006) . Thus, the evaluation is to be carried out with nondestructive methods. Several non-destructive techniques can be applied such as ultrasonics, X-ray, electromagnetic techniques and so on.
An interesting electromagnetic testing method is Barkhausen noise (BN) measurement. It uses an external time-varying magnetic field in order to cause magnetic domains within the material change their sizes. This leads to stochastic movements of the domain walls and further to stochastic changes in magnetization of the material. These changes in the magnetization are then measured leading to a BN signal. Fig. 1 shows a typical BN signal. BN has been studied widely and it has been shown to be very sensitive to wide variety of material properties such as microstructure, texture, hardness and residual stress. Lepistö 2002, Stewart et al. 2004 ) Thus the technique holds potential to be used in evaluating the material properties but unfortunately the studies found in the literature give more or less only qualitative results. The present authors have studied quantitative evaluation of the material properties based on the BN measurement and found it possible Leiviskä 2009, Sorsa and . The approach used in the studies is based on features calculated from the BN signal. The number of calculated features is great compared to the number of measurements available. The problem then becomes how to select the appropriate features that are used in quantitative evaluation of material properties.
There exist a wide variety of feature selection techniques. The techniques can be divided into two categories: filters and wrappers (Kohavi and John 1997) . The filter methods use some criterion to rank the features. According to the ranking, one feature at a time is added to the model as long as the model behaviour improves. These methods are computationally very attractive but unfortunately obtained feature subsets are not necessarily good (Kohavi and John 1997) . The wrapper approaches are more able to find appropriate solutions. They require three components: the mathematical modelling technique, the objective function and the search engine (Baumann 2003) . The modelling technique can be any depending on the application. Some typical techniques are multiple linear regression (MLR) , principal component regression (PCR) (Depczynski et al. 2000) , partial least squares regression (PLSR) (Anderssen et al. 2006 ) and artificial neural networks (ANN) (Benoudjit et al. 2004 , Alexandridis et al. 2005 ).
Based on the search engines, the wrapper approaches can be divided into deterministic and stochastic methods. The deterministic methods, such as forward-selection (FS) and backward-elimination (BE), are simple but are known to be prone to getting trapped into local optima (Baumann 2003) . However, they are computationally advantageous compared to the more advanced stochastic methods (Guyon and Elisseef 2003) . The stochastic methods, such as simulated annealing (SA) and genetic algorithms (GA) are able to escape the local minima and thus are more likely to find the global optimum. However, these methods are computationally expensive. The last required component is the objective function. The objective function is usually some measure of the model behaviour produced through a cross validation. Typical measures of model behaviour are correlation and the sum or mean of the squared error of prediction (SSEP and MSEP, respectively) . It is desired that the data is split statically into training and validation sets but when limited amount of data is available such a split is not a good solution (Harrell 2001 ). In such situations, resampling methods can be used to efficiently utilize the whole data set for training and validation. Usual resampling methods are leave-one-out (LOO), leave-multiple-out (LMO) and k-fold cross-validation methods. In this study, wrapper approaches are used to select features calculated from the BN measurements for quantitative evaluation of the residual stress within the material. Some deterministic approaches are used but the main focus is in comparison of simulated annealing and genetic algorithms. Simple deterministic approaches are used because they have been found effective in feature selection even though only local minima may be found. The studied stochastic methods have been both successfully used to feature selection (Alexandridis et al. 2005 , Depczynski et al. 2000 .
FEATURE SELECTION METHODS
As mentioned before, the feature selection methods can be divided into filters and wrappers. The filter methods are not used in this study and thus they are not presented here in more details. The wrapper approaches can be further divided into deterministic and stochastic methods. Following is a description of these methods with the emphasis to stochastic methods.
Deterministic methods
The deterministic methods are stepwise algorithms. Maybe the most usual deterministic method is forward-selection where one feature is added at a time. The first feature is selected by identifying M models (M is the number of features), evaluating their performance and selecting the feature corresponding to the best behaving model. When adding the second feature, M-1 models are identified and evaluated. These steps are continued as long as the model performance improves. Another simple deterministic method is backward-elimination. The procedure starts with a full model and eliminates one feature at a time. (Benoudjit et al. 2004) The deterministic methods are usually robust concerning overfitting (Guyon and Elisseef 2003) . However, they may get trapped into local optima thus not finding the optimal solution (Baumann 2003) . They can usually find the features that are strong alone but fail in finding the features that are strong together (Kohavi and John 1997) . Deterministic methods have been used, for example, in (Benoudjit et al. 2004 ) and (Andersen et al. 2006) . Benoudjit et al. (2004) tried to avoid the local optima by using the forward-selection followed by the backward-elimination. Anderssen et al. (2006) used backward-elimination together with double cross-validation in order to find the most suitable feature subset.
Simulated annealing
The process of cooling and subsequent crystallization of a solid is mimicked in simulated annealing which is an iterative search algorithm that searches the neighbourhood of the current solution for better ones. A new solution is created in the neighbourhood of the current one and accepted if it is better than the current one or if it passes the Metropolis criterion. Thus, if
a detrimental move is accepted. In (1), ∆J is the difference between the objective function values of the two solutions and δ is a uniform random number. As the iteration proceeds, the temperature is lowered. This lowers also the probability of accepting the new solution that is worse than the current one. The iteration continues as long as the stopping criterion is satisfied. (Pham and Karaboga 2000) The performance of the search is regulated by some parameters. First, the algorithm needs the initial temperature and the cooling schedule. A typical cooling schedule is a stepwise schedule, for example, a geometric cooling rule given by (Pham and Karaboga 2000) ,...
Above, c is a constant temperature factor. It is desired that the cooling schedule is such that initially almost all the new solutions are accepted and thus the search space is thoroughly covered. Later when the temperature is lowered a lesser amount of detrimental moves are allowed and thus the search starts to converge to an optimum. Still, some detrimental moves are allowed and thus the algorithm still is able to escape local optima. When the temperature is low enough practically no detrimental moves are allowed and the algorithm can converge to the global optimum. (Alexandridis et al. 2005) Among the choices considering the temperature, the algorithm also needs the mechanism for generating the new solutions in the neighbourhood of the current one and the objective function. (Pham and Karaboga 2000) Simulated annealing has been used for feature selection, for example, in (Alexandridis et al. 2005) . They tried to find suitable features for the ANN model. They used a two step algorithm where genetic algorithms were used first to find a subset of features which was then used as the initial guess for the simulated annealing procedure.
Genetic algorithms
Genetic algorithms are an optimization and search method mimicking evolution. As the algorithm proceeds, a population of possible solutions develops towards better solutions through genetic operations. Each chromosome is a possible solution to the optimization problem coded in binary digits, integers or real values. Traditionally, binary coding has been used. However, for real-life engineering problems the real-valued algorithms have been found more efficient (Michalewicz 1996) .
The genetic operators regulating the search are selection, crossover and mutation. In selection, a certain number of chromosomes are selected for reproduction. The operators for selection are such that better chromosomes have higher probability to be selected and thus the good properties are more likely to be inherited to the following generation (Michalewicz 1996) . Typical selection mechanisms are roulette wheel and tournament selections. The selected chromosomes (parents) are subjected to a possible crossover. A uniform random number is generated and compared to the predefined crossover probability (p c ) to determine if crossover occurs (Davis 1991 ). There exists a wide variety of crossover techniques. For binary-coded algorithms, typically, one-point or uniform crossover is used. In one-point crossover, a random point is selected after which the chromosome segments of two parents are switched. Uniform crossover uses a random number for each parameter to select the parent the corresponding parameter is taken from. (Davis 1991 ) For real-value coded genetic algorithms, much more crossover operators exist. Those are not described in more detail here but can be found, for example, in ).
In mutation, random changes are produced to the chromosomes in order to make the algorithm able to escape the local optima. The chromosomes are browsed and a random number is generated and compared to the predefined mutation probability (p m ) to find out if mutation occurs. Through genetic operations, it is possible that the very best solutions disappear from the population. To avoid this, elitism is typically used. In elitism, a predefined number of chromosomes are directly moved to the new population. (Davis 1991) Genetic algorithms have been used in feature selection in many studies. Such studies are described, for example, in (Alexandridis et al. 2005 ) and (Depczynski et al. 2000) . Alexandridis et al. (2005) used genetic algorithm in selecting for the simulated annealing procedure a suitable starting point as already mentioned in the previous Section. Depczynski et al. (2000) selected the components to a PCR model with a genetic algorithm.
EXPERIMENTAL

Materials and measurements
The material studied here is case-hardened steel 18CrNiMo7-6 (EN 10084) which is used in wind turbine gear production. The samples are carburizing case-hardened at 940 ºC for 20 hours. Different tempering temperatures are then used to vary the final hardness of the material. A more detailed description of the material and the sample preparation is given in (Santaaho et al. 2009 ). The residual stress is measured with XStress 3000 X-ray diffractometer and the BN with Rollscan 300 equipment both manufactured by Stresstech Oy (Finland). The magnetizing frequency used in the BN measurements is 45 Hz. The typical uncertainty in the measured residual stress values is ±20 MPa.
Feature generation
The studies found in the literature typically use only one or a few features. Usual features are the RMS-value of the signal (Lindgren and Lepistö 2002) , the so called BN energy (Stefanita et al. 2000) and peak height, width and position (Stewart el al. 2004) . The BN energy is obtained by integrating the squared signal while the three latter ones are obtained from a BN profile. Also, features from the peak height distribution of the signal (Stefanita et al. 2000) and skewness (Stewart et al. 2004 ) have been used. When studying the quantitative evaluation of residual stress the present authors have used a lot more features than mentioned above. Some of the features are obtained directly from the measuring device, some have been calculated directly from the signal and some are obtained from the BN profile. The traditional BN profile is obtained by presenting the moving RMS value of the signal as a function of the external Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011 magnetic field (Stewart et al. 2004 ). However, different kinds of profiles can be produced by using operators other than the RMS-value. The features used in this study are obtained from the profiles calculated with moving RMS and entropy with bin sizes 20 and 500. The features obtained directly from the measuring device are RMS, peak height, width and position and coercivity, remanence and permeability. The features calculated directly from the signal are, for example,
• statistical values: skewness, kurtosis, range, etc., • quartiles and interquartile range, • entropies with bin sizes 20 and 500 and • crest, clearance, impulse and shape factors. The features from the BN profiles are obtained by fitting functions to the profiles. The fitted functions are Gaussian distribution function and the trapezoidal function. The parameters of the fitted functions are then taken as the features. The feature generation described above is described in more detail in (Sorsa et al. 2008) and .
Used data sets
The feature generation described in the previous subset produces 72 features all together. The number of measurements is 84. Even though the amount of data is limited, 12 data points are separated for the external validation while 72 data points remain for the feature selection.
Applied modelling technique
MLR models are identified in this study due to the earlier good results Leiviskä 2009, Sorsa et al. 2010 ). The MLR model is given by (Harrell 2001) .
In (3), Y is the output variable vector (Nx1), X is the input variable matrix (NxM), b is the vector of the regression coefficients of the model (Mx1) and e is the matrix of the modelling residuals (Nx1). N is the number of data points and M is the number of features. The least squares solution of (3) is given by (Harrell 2001) ( )
Applied objective function
The number of data points in the data set used for feature selection is 72. This data needs to be further divided into training and internal validation data sets. The regression coefficient vector b is identified based on the training set while the internal validation set is used for evaluating model performance. The data set is so small that a static split into training and validation sets leads to increased probability of chance correlations (Baumann 2003) . Thus a more suitable approach is to use resampling methods for internal validation. It is stated in the literature that both LOO and k-fold procedures produce overoptimistic results (Baumann 2003, Guyon and Elisseef 2003) . These procedures can still be used but the obtained results must be further validated in order to reduce overoptimism . Another possibility is to penalize the algorithm for the selected number of features which favours smaller feature subsets and thus reduces overoptimism (Kohavi and John 1997, Sorsa and Leiviskä 2009) .
In this study, however, the LMO cross-validation procedure is used in feature selection because it is reported to give realistic performance evaluations (Baumann 2003) . The method is computationally expensive because repetitions are needed to reduce the probability of chance correlations and thus the risk of erroneous conclusions (Baumann 2003) . In this study, 2N different splits are used as suggested by Baumann (2003) . In LMO procedure, the predefined number of randomly selected data points is used for validation while the rest of the data is used for training. In this study, the data is split into two equally sized sets as it is suggested that 40 -60 % of the data left for validation is typically appropriate for realistic results (Baumann 2003) . The data splits are kept constant throughout the selection procedure.
The objective function applied is the MSEP given by ( )
where N V is the number of data points used for internal validation and
is the predicted residual stress of the j:th data point in the validation set.
Forward-selection and backward-elimination
The forward-selection and backward elimination algorithms are implemented as described in Section 2.1.
Simulated annealing
The simulated annealing algorithm is implemented as described in Section 2.2.The initial temperature is set to 10 so that initially almost all the moves are accepted. The applied cooling schedule is as given in (2) with c = 0.75. The probability to accept a detrimental move according to this cooling schedule and initial temperature is given in Fig. 2 . The figure shows that initially almost all the moves are accepted but later the greater detrimental moves become less probable until finally almost all the detrimental moves are prohibited at T = T 40 . By setting the minimum temperature to 0.001, the final temperature is the aforementioned T 40 . The number of generated new solutions with each temperature is set to 200. Temperature is also lowered if 20 successful trials are generated within the temperature. The solutions are represented by a binary string so that the whole solution consists of M digits. If the digit is 1, the corresponding feature is selected into the model and if it is 0, the feature is not selected. The new solutions are generated by changing one bit of the string at a time. The iteration is stopped if the minimum temperature is reached or 1000 consecutive rejections are obtained.
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Genetic algorithms
A binary coded genetic algorithm is used in this study. The representation of a chromosome is the same as the representation of the solution in simulated annealing. The probabilities for crossover and mutation are defined through a couple of experimental runs. They are p c = 0.9 and p m = 0.01. The same runs are used to define appropriate population size. Tournament selection is used with the number of candidates set to 5. Elitism is also applied to prevent the best solution from disappearing from the population. The very best chromosome of the previous population replaces the worst chromosome of the new population. The number of generations is set so that the number of objective function evaluations is almost equal to the number of evaluations carried out with simulated annealing. Fig. 2 . The probability to accept a detrimental move as a function of the difference between the solutions with different temperatures.
RESULTS AND DISCUSSION
Deterministic methods
The feature selection with the deterministic approaches is carried out as described earlier. The results are shown in Table 1 . N feat is the selected number of features. It is obvious that the backward-elimination has been trapped to a local optimum in the very early stages of the search. Thus the result is poor. The forward-selection, however, seems to perform well and finds a reasonable solution to the problem. 
Stochastic methods
Feature selection with the stochastic methods is carried out as described in Sections 3.7 and 3.8. Table 1 shows that the best solution with both approaches is obtained with a feature subset of 8 features. The corresponding MSEP value for the internal validation is 0.310. Actually, the best solutions found are the same despite the method. Table 1 shows that the stochastic methods perform significantly better than the deterministic methods. This is expected based on the literature as stated before in Section 2. The statistical values of the results obtained from 100 repetitions of the approaches are shown in Table 2 where N eval is the number of objective function evaluations. The table shows that no significant difference in the results can be noticed between the methods. The only difference is noticed in the average number of features selected. Simulated annealing seems to favour bigger feature subsets while genetic algorithms give smaller subsets. This may be due to the initialization. With simulated annealing, the initial solution contains 20 % of ones on average while the same number for the genetic algorithm is 10 %. The aim of using the lesser amount of ones in the initial population in genetic algorithms is to form wellperforming small subsets of features which are then combined with one-point crossover. With simulated annealing, the new solution is obtained by changing one digit of the solution at a time which produces new feature subsets instead of combining the existing subsets. Despite the reason, the average size of the feature subset obtained with simulated annealing is closer to the optimal solution found by the both algorithms. Thus it seems that the results obtained with simulated annealing are more consistent and better than the results obtained with genetic algorithms. However, the feature selection is a compromise between model accuracy and parsimony (Alexandridis et al. 2005, Guyon and Elisseef 2003) . Based on Table 2 , it seems that genetic algorithms find simpler model structures (i.e. smaller feature subsets) without sacrificing model accuracy and thus they should be preferred. 
External validation and the comparison of the methods
The external validation is carried out with the external validation data set that contains 12 data points. The performance of the obtained best models is presented in Table 3 . The results shown in the table are quite contradictory. The best model obtained with simulated annealing and genetic algorithms shows better correlation between the predicted and actual residual stresses. However, the simpler model obtained with the forward-selection procedure outperforms the stochastic methods when comparing the MSEP values. The higher MSEP value of the more complex model is obviously due to the biased predictions as shown by the mean of the prediction error. However, the differences are so small that no real conclusions can be made about which method to prefer. Thus it can be concluded that the studied methods (except backward elimination) are all useful in feature selection.
However, it should be noticed that the studies found in the literature show that stochastic methods are more likely to find the global optimum (Baumann 2003, Guyon and Elisseef 2003) . Thus they should be preferred especially when the complexity of the selection problem increases. 
CONCLUSIONS
This paper discussed the feature selection problem and provided results from feature selection task in the field of non-destructive testing. The features were selected for quantitative prediction of residual stress from the Barkhausen noise signal. It is stated in the literature that the model behaviour depends on the used features and thus the selection must be carried out carefully. The selection methods studied in this paper were forward-selection, backward-elimination, simulated annealing and genetic algorithms. The data set used in this study was divided into training and external validation data sets. The training data set was used in feature selection. The selection algorithms utilized leave-multiple-out crossvalidation procedure in deciding which features were selected. The method for cross-validation was used because it is reported to give realistic results. Backward-elimination performed poorly while the other three methods provided reasonable results. The results from the selection indicated that the stochastic methods outperformed forward-selection but the external validation showed that in this case forwardselection provided results comparable to the more advanced methods. Even though the results indicated that forwardselection gives good results, it has been shown that stochastic methods are more likely to find the global optimum and thus should be used especially when the problem complexity increases.
