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ON ONE DIMENSIONAL QUANTUM ZAKHAROV SYSTEM
JIN-CHENG JIANG, CHI-KUN LIN, AND SHUANGLIN SHAO
Abstract. In this paper, we discuss the properties of one dimensional quan-
tum Zakharov system which describes the nonlinear interaction between the
quantum Langmuir and quantum ion-acoustic waves. The system (1.1a)-
(1.1b) with initial data (E(0), n(0), ∂tn(0)) ∈ Hk
⊕
Hl
⊕
Hl−2 is local well-
posedness in low regularity spaces (see Theorem 1.1 and Figure 1). Especially,
the low regularity result for k satisfies −3/4 < k ≤ −1/4 is obtained by using
the key observation that the convoluted phase function is convex and careful
bilinear analysis. The result can not be obtained by using only Strichartz
inequalities for ”Schro¨dinger” waves.
1. Introduction
The one-dimensional quantum Zakharov equations with initial data read
i
∂E
∂t
+
∂2E
∂x2
− ε2 ∂
4E
∂x4
= nE,(1.1a)
∂2n
∂t2
− ∂
2n
∂x2
+ ε2
∂4n
∂x4
=
∂2|E|2
∂x2
,(1.1b)
E(0, x) = E0(x), n(0, x) = n0(x),
∂n
∂t
(0, x) = n1(x),(1.1c)
where the complex valued function E = E(t, x) is the envelope electric field and the
real valued function n = n(t, x) is the plasma density fluctuation (measured from
its equilibrium value). They are defined in R+t ×Rx. We assume E0 ∈ Hk(R), n0 ∈
H l(R) and (−∆+ ε2∆2)−1/2n1 ∈ H l(R) for the study of local well-posedness. The
dimensionless quantum parameter
(1.2) ε =
~ωi
κBTe
is the ratio between the ion plasmon energy and the electron thermal energy, where
~ is Planck’s constant divided by 2π, ωi is the ion plasma frequency, κB is the
Boltzmann constant and Te is the electron fluid temperature. The quantum Za-
kharov equations are obtained to describe the nonlinear interaction between high-
frequency quantum Langmuir waves and the low-frequency quantum ion-acoustic
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waves [10, 11]. The formal classical limit ε→ 0 yields the original Zakharov equa-
tions:
i
∂E
∂t
+
∂2E
∂x2
= nE ,(1.3a)
∂2n
∂t2
− ∂
2n
∂x2
=
∂2|E|2
∂x2
,(1.3b)
E(0, x) = E0(x), n(0, x) = n0(x),
∂n
∂t
(0, x) = n1(x),(1.3c)
which are one of the most important models in plasma physics [20, 21]. They
describe the interaction between high-frequency Langmuir waves and low-frequency
ion-acoustic waves. For the adiabatic limit of the Zakharov equations (1.3a)–(1.3b),
one neglects the second order time derivative of the density fluctuation, ∂
2n
∂t2 ≈ 0,
then ∂
2
∂x2 (n + |E|2) = 0 implies n = −|E|2 and the resulting equation is the cubic
nonlinear Schro¨dinger equation
(1.4) i
∂E
∂t
+ |E|2E + ∂
2E
∂x2
= 0 ,
which is known to be completely integrable and is one of most important nonlinear
partial differential equations. However, for the quantum Zakharov equations (1.1a)–
(1.1b), the adiabatic limit will be
i
∂E
∂t
+ |E|2E + ∂
2E
∂x2
= ε2
(∂4E
∂x4
+ E
∂2n
∂x2
)
,(1.5a)
− n+ ε2 ∂
2n
∂x2
= |E|2 ,(1.5b)
If we further take the limit ε→ 0, the semiclassical limit, then n = −|E|2 and the
cubic nonlinear Schro¨dinger equation (1.4) will be recovered. Thus it is natural to
consider
(1.6) i
∂E
∂t
+ |E|2E + ∂
2E
∂x2
= ε2
(∂4E
∂x4
− E∂
2|E|2
∂x2
)
,
as the quantum perturbation of the cubic nonlinear Schro¨dinger equation.
The main purpose of this paper is to study the local well-posedness of one di-
mensional quantum Zakharov system (1.1a)–(1.1b) with low regularity initial data.
The local well-posedness of Cauchy problem for the Zakharov system in Euclidean
space has been extensively studied. We do not intend to list all the references,
one can see for example [16, 6, 8, 4, 7, 3, 2] and references therein. Unlike the
Zakharov system, there are only a few well-posedness results for the quantum Za-
kharov system. The current results are mainly focused on higher regularity spaces,
for example Guo, Zhang and Guo [9] showed that d-dimensional (d = 1, 2, 3) quan-
tum Zakharov system is global well-posedness in Hk
⊕
Hk−1
⊕
Hk−3 for integer
k ≥ 2. Since k = 2 is the energy space, the global well-posedness is a consequence
of the local well-posedness and the conservation law of quantum Zakharov system
(see section 2). In general, the well-posedness results of the Zakharov system as
well as other dispersive equations with low regularity initial data can be estab-
lished by the Strichartz inequalities. The key step is to derive non-linear estimates
by extensive use of Strichartz inequalities which has its origin from Bourgain [5].
For one dimensional Zakharov system, Ginibre, Tsutsumi and Velo [8] established
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the local well-posedness result in low regularity spaces by adapting a method first
proposed by Kenig, Ponce and Vega [14] to treat the Korteweg-de Vries equation
which is a variant of Bourgain’s method. Their method does not use Strichartz
inequalities in the derivation of non-linear estimates, and relies instead on using
Schwarz inequality cleverly followed by a direct estimation.
Similar to the method developed by Ginibre, Tsutumi and Velo [8] in studying
one spatial dimensional Zakharov system, we combine the Strichartz and Schwarz
inequalities to estimate the non-linear interactions. The challenge in the study of
the quantum Zakharov system is that the interactions of the non-linear part are
much more complicated than that of the Zakharov system due to the appearance
of the fourth order terms as well as the quantum parameter ε in (1.1a) and (1.1b).
When two waves are close enough, their interactions can be treated by Strichartz
inequalities as in [8]. However, when two waves are away from each other, we have
to use the Schwarz inequality instead. In [8], this part is not complicated and can
be overcome by the change of variable argument. In our case, the bi-harmonic
operator prohibits us to apply that method. The miracle here is that we can make
use of the key observation that the convoluted phase function of “waves” is convex
to get the quantitative estimates which describe the separation of waves through
the bilinear analysis. It is worth noting that the lower regularity result for k satisfies
−3/4 < k ≤ −1/4 can not be obtained by Strichartz inequalities.
These quantitative estimates allow us to get the well-posedness in low regularity
spaces. We believe that this ingredient will be the key for studying the quan-
tum Zakharov system in higher dimensional spaces and the other couple dispersive
systems.
The main result of this paper is the following.
Theorem 1.1. For any fixed 0 < ε ≤ 1, the quantum Zakharov system (1.1a)-
(1.1b) with initial data (E0, n0, n1) ∈ Hk⊕H l⊕H l−2 is locally well-posed provided
(k, l) is in the set A defined by
A =
{
(k, l)| − 3
2
< k − l < 3
2
, k ≥ 0
}
∪
{
(k, l)|2k − l > −3
2
, k + l > −3
2
, −3
4
< k < 0
}
.
(1.7)
Also see Figure 1.
Remark 1.2. The condition ε ≤ 1 is for the convenience of discussion and the case
ε→ 0 is more interesting. The lowest regularity we obtained here is the pair (k, l)
which is close to C = (−3/4,−3/4). It is not clear whether the pair (−3/4,−3/4)
is optimal or not.
Remark 1.3. We can write the power 32 as
4−1
2 . Heuristically, 4 comes from fourth
order term and 1 is necessary for non-linear estimates, while 2 in the denominator
is due to us working on L2 based spaces.
Remark 1.4. The dependence of time interval for well-posedness on ε can be tracked
explicitly as the C(ε) in lemma 3.5 and 3.7 are of order ε−1, ε−2 respectively. They
are from the estimates in section 4,5,6 where C(ε) are of order ε−1 in lemma 4.1, 4.2
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Figure 1. Range of k, l
and 4.3, of order ε−1/4 in lemma 5.2, 5.3, 6.1 and 6.2. Those orders can be checked
in the proofs of lemmas and will not be emphasized later.
The question of the singular limits of the Zakharov and related systems, the
Klein-Gordon Zakharov system for example, has been studied extensively. Quite
often, the limiting solution (when it exists) satisfies a completely different nonlinear
partial differential equations. The nonlinear Schro¨dinger limit of the Zakharov
system is one physical problem involving plasma frequency and ion sound speed
effects where such a singular limit process is interesting. The earlier results are
shown in [1, 19] and the case when initial layer occurs was investigated by Ozawa
and Tsutsumi in [17]. The readers are also referred to Masmoudi-Nakanishi [15] for
a complete result where they were able to overcome the difficulty of the existence
of a resonance frequency. The convergence of the quantum Zakharov system to
the Zakharov system is also interesting, see [9] for the recent result. However, the
convergence in the lower regularity developed in this paper is a challenging problem
and it will be our main research project in the near future.
The rest of paper is organized as follows. In Section 2, we discuss the conser-
vation laws and hydrodynamic limit (formally) of the quantum Zakharov system.
In Section 3, we reduce the well-posedness of Cauchy problem of the quantum Za-
kharov system to three key estimates. These estimates will be proved in Section
4 by using the estimates built up in Sections 5 and 6. In Section 5, we build the
estimate describing the interaction of two “fourth order waves”. Finally, we prove
the estimate describing the interaction of one “second order wave” and one “fourth
order wave” in Section 6.
Notation The expression X . Y means that X ≤ CY for some constant C
depending on each occurrence. The notation X ≈ Y means that there exists two
positive constants C1, C2 such that C1Y ≤ X ≤ C2Y . We also use the bracket
〈ξ〉 = (1+ |ξ|) for the convenience. A constant C(b) means the constant C depends
on b, and a constant C means that constant is a uniform constant. The notation
B− appearing in section 4,5 and 6 means B− δ where δ is a small positive number
which can be chosen arbitrarily close to zero.
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We define the inner product in L2 space by 〈f(x), g(x)〉 = ∫ f(x)g(x)dx. The
Fourier transform and inverse Fourier transform are defined by
f̂(ξ) =
∫ ∞
−∞
e−ixξf(x)dx and fˇ(x) =
1
2π
∫ ∞
−∞
eixξf̂(ξ)dξ
respectively. The Sobolev norm is defined by Fourier transform as
‖f‖2Hs = ‖〈ξ〉sf̂(ξ)‖2L2 =
∫
(1 + |ξ|2)s|f̂(ξ)|2dξ.
When we consider the time-space Fourier transform and its inverse, we use (t, x)
to denote the time-space variables and (τ, ξ) to denote their Fourier counters. The
space-time Sobolve norm is defined by
‖u‖Hs,b = ‖〈ξ〉s〈τ〉bû(τ, ξ)‖L2 .
2. Conservation law
The one-dimensional quantum Zakharov equations (1.1a)–(1.1b) are derived
from a variational principle [10],
(2.1) δS = δ
∫∫
Ldxdt = 0
with a Lagrangian density
(2.2)
L = i
2
(
E∗
∂E
∂t
− E∂E
∗
∂t
)
−
∣∣∣∂E
∂x
∣∣∣2 − ∂u
∂x
|E|2 + 1
2
∣∣∣∂u
∂t
∣∣∣2 − 1
2
∣∣∣∂u
∂x
∣∣∣2
−ε2
∣∣∣∂2E
∂x2
∣∣∣2 − ε2
2
∣∣∣∂2u
∂x2
∣∣∣2,
where the auxiliary variable u, satisfying ∂u∂x = n, is introduced such that the
density can be found. The variational derivative δS/δE∗ = δS/δE = 0 produces
(1.1a) and its complex conjugate equation, respectively. But the equation for n is
not straightforward, instead, taking the variational derivative δS/δu = 0 we have
(2.3)
∂
∂x
(
|E|2 + ∂u
∂x
)
+
∂2u
∂t2
+ ε2
∂4u
∂x4
= 0
which will reproduce (1.1b) after differentiation with respect to x. The Lagrangian
formulation allows us to systematically derive conserved quantities by means of
Noether’s theorem, relating invariance, symmetries and conservation laws. The ac-
tion (2.1) is trivially invariant under the phase transformation, i.e., gauge invariant,
E(t, x) 7→ eiθE(t, x), θ ∈ R
and thus quantum Zakharov equations admit the conservation law for the mass (or
the number of high frequency quanta)
(2.4)
∫ ∞
−∞
|E|2dx =
∫ ∞
−∞
EE∗dx .
Similarly, the action is invariant under time translation, and we have the conserva-
tion for the energy (or Hamiltonian)
(2.5) H =
∫ ∞
−∞
(∣∣∣∂E
∂x
∣∣∣2 + ε2∣∣∣∂2E
∂x2
∣∣∣2 + n|E|2 + n2
2
+
|V |2
2
+
ε2
2
∣∣∣∂n
∂x
∣∣∣2) dx ,
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where V = −D−1x nt. From (2.5), we see that if (E, n) ∈ H2 ⊕ H1, one can
control the energy H since | ∫ n|E|2dx| ≤ ‖n‖H1‖E‖H2 . Hence the local well-
posedness result in Theorem 1.1 implies the global well-posedness of the Cauchy
problem (1.1a)-(1.1b) in energy spaces (cf. [9]).
Besides the energy equation associated with the quantum Zakharov system (1.1)
are the mass and momentum equations. Their densities ρ and J are given respec-
tively by
(2.6) ρ = EE∗ = |E|2, J = i
(
E
∂E∗
∂x
− E∗ ∂E
∂x
)
and the mass and momentum equations are then
(2.7)
∂ρ
∂t
+
∂J
∂x
= ǫ2
∂JQ
∂x
,
(2.8)
∂J
∂t
− ∂
∂x
(
E
∂2E∗
∂x2
− 2∂E
∂x
∂E∗
∂x
+ E∗
∂2E
∂x2
)
+ 2
∂n
∂x
|E|2
= ε2
∂
∂x
(
E
∂4E∗
∂x4
− 2∂E
∂x
∂3E∗
∂x3
+ 2
∂2E
∂x2
∂2E∗
∂x2
− 2∂
3E
∂x3
∂E∗
∂x
− ∂
4E
∂x4
E∗
)
,
where
(2.9) JQ = i
(
E
∂3E∗
∂x3
− ∂E
∂x
∂2E∗
∂x2
+
∂2E
∂x2
∂E∗
∂x
− ∂
3E
∂x3
E∗
)
.
The conservation of mass comes from the imaginary part of (1.1a) and hence con-
tains no contribution of n. The momentum J is not conservative due to the coupling
of the density |E|2 and ∂n∂x . The O(ǫ2) term of (2.7) and (2.8) shows the quantum
effect of the Langmuir wave. Formally letting ε→ 0 in (2.6) and (2.7) we have the
hydrodynamical equations
(2.10)
∂ρ
∂t
+
∂J
∂x
= 0,
(2.11)
∂J
∂t
+
∂
∂x
( |J |2
ρ
)
+ 2ρ
∂n
∂x
=
∂
∂x
(
ρ
∂2
∂x2
log ρ
)
,
(2.12)
∂2n
∂t2
− ∂
2n
∂x2
=
∂2ρ
∂x2
,
which are equivalent to the Zakharov equation (1.3a)-(1.3b) as long as the solutions
are smooth.
3. Reduction
In order to solve equations (1.1a)-(1.1c), we first split n into positive and negative
frequency parts according to
n± = n± iΛ−1∂tn
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where Λ = (−∆+ε2∆2)1/2 ≡ (−∆ε)1/2. Thus the quantum Zakharov (1.1a), (1.1b), (1.1c)
can be transformed into the first order system
iEt +∆εE =
1
2
(n+ + n−)E,(3.1a)
(i∂t ∓ Λ)n± = ∓Λ−1(∆|E|2),(3.1b)
E(0, x) = E0(x), n±(0, x) = n0±(x) = n0(x)± iΛ−1n1(x).(3.1c)
First, we briefly review Bourgain’s method [5]. The presentation here is closely
related to that of Ginibre, Tsutumi and Velo [8]. We want to solve the equation of
the type
(3.2) i∂tu− Φ(−i∇)u = f(u)
where Φ is a real function (or a real symmetric matrix valued function) defined in
R and f is a nonlinear function. In our case, u will be replaced by (E, n+, n−)
and Φ(ξ) will be a diagonal matrix with entries (φε(ξ),
√
φε(ξ),−
√
φε(ξ)) where
φε(ξ) = ξ
2 + ε2ξ4. The Cauchy problem for (3.2) with initial data u(0) = u0 is
rewritten as the integral equation
u(t) = U(t)u0 − i
∫ t
0
U(t− s)f(u(s))ds
= U(t)u0 − iU ∗R f(u)
(3.3)
where U(t) = exp[−itΦ(−i∇)] is the unitary group that solves the linear equation
and ∗R denotes the retarded convolution in time. In order to solve the Cauchy
problem locally in time for some time interval [−T, T ], one introduces a time cut-
off in (3.3). Let β1 ∈ C∞0 be even, with 0 ≤ β1 ≤ 1, β1(t) = 1 for −1 ≤ t ≤ 1 and
β1(t) = 0 for |t| ≥ 2 and let βT = β1(t/T ) for 0 < T ≤ 1. Then one replaces the
integral equation (3.3) by the cut-off equation
u(t) = β1(t)U(t)u0 − iβT (t)
∫ t
0
U(t− s)f(β2T (s)u(s))ds,
since the solution of this equation is equal to the locally in time solution of (3.3).
To solve the equation (3.3), we define the Banach spaces X = Xs,b as spaces of
functions so that U(−t)u belongs to the Sobolev space H = Hs,b, i.e.,
(3.4) ‖u‖Xs,b := ‖U(−t)u‖Hs,b =
∥∥〈ξ〉s〈τ + Φ(ξ)〉bû(τ, ξ)∥∥
L2
.
By definition, we have
‖β1U(t)u0‖Xs,b = ‖β1u0‖Hs,b = ‖β1(t)‖Hbt ‖u0‖Hsx .
And we have the estimate for ‖βT (U ∗R f(u))‖Xs,b .
Lemma 3.1. [8] Let −1/2 < b′ ≤ 0 ≤ b ≤ b′ + 1 and T ≤ 1. Then
‖βT (U ∗R f(u))‖Xs,b ≤ CT 1−b+b
′ ‖f(u)‖Xs,b′ .
From above lemma we can build the local well-posedness of the Cauchy problem
in space Xs,b by the standard contraction mapping argument if 1− b+ b′ > 0 and
non-linear estimates of the form
(3.5) ‖f(u)‖Xs,b′ ≤ C ‖u‖nXs,b
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hold for some power n depending on f . We also require b > 12 to ensure
Xs,b ⊂ C (R, Hs)
and this completes the local well-posedness in Hs spaces. For more details, we refer
the readers to [8] or [12] and references therein.
Within this framework, we can solve (3.1a)–(3.1c). Indeed, we define the opera-
tors
Sε(t)E(x) = e
it∆εE(x) =
1
2π
∫
ei(x·ξ−tφε(ξ))Ê(ξ)dξ,(3.6a)
Wε±(t)n(x) = e
∓itΛn(x) =
1
2π
∫
ei(x·ξ±t
√
φε(ξ))n̂(ξ)dξ(3.6b)
where φε(ξ) = ξ
2 + ε2ξ4. The Cauchy problems for (3.1a)–(3.1c) can be solved by
showing the mapping Ψ = (Ψ0,Ψ1) is a contracting mapping in a suitable Banach
space where Ψ0 and Ψ1 are defined respectively by
Ψ0(E(t)) = Sε(t)E0 − i
2
∫ t
0
Sε(t− s)(n+(s) + n−(s))E(s)ds,(3.7a)
Ψ1(n±(t)) =Wε±(t)n0± ∓ i
∫ t
0
Wε±(t− s)Λ−1(∆|E(s)|2)ds.(3.7b)
Following (3.4), the norms ‖E‖Xk,b1 and ‖n‖Xl,b± we need are given by
‖E‖Xk,b1 =
∥∥∥〈ξ〉k〈τ + φε(ξ)〉b1Ê(τ, ξ)∥∥∥
L2ξτ
,
‖n‖Xl,b± =
∥∥∥〈ξ〉l〈τ ±√φε(ξ)〉bn̂(τ, ξ)∥∥∥
L2ξτ
.
It is worth noting that the calculations of norms ‖E‖Xk,b1 and ‖n‖Xl,b± can be done
by the duality argument. Observe that E ∈ Xk,b1 if and only if (1 + |ξ|)k(1 + |τ +
φε(ξ)|)b1Ê(τ, ξ) ∈ L2(τ, ξ), that is
sup〈Ê(τ, ξ), d(τ, ξ)〈ξ〉k〈τ + φε(ξ)〉b1 〉 = ‖E‖Xk,b1
where the supremum is taken over all d ∈ L2(τ, ξ) with ‖d‖L2 ≤ 1.
For our purpose, we will use the Strichartz inequality for the fourth order
Schro¨dinger equation in our analysis. We define the non-homogeneous differen-
tiation operator
Dαε f(x) =:
∫
R
eixξ(1 + 6ε2ξ2)
α
2 f̂(ξ)dξ
=
∫
R
eixξ〈ξε〉αf̂(ξ)dξ.
(3.8)
The notation 〈ξε〉α is called the symbol of differentiation operatorDαε . The Strichartz
inequality we need is the following.
Lemma 3.2. For (t, x) ∈ R2, we have
‖D1/2ε Sε(t)E0‖L4tL∞x ≤ C‖E0‖L2x
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This lemma is a special case of Theorem 2.1 of [13] where we take φ(ξ) = φε(ξ) =
ξ2 + ε2ξ4 and θ = 1. The readers can also see [4, 18] for the Strichartz inequality
of the fourth order Schro¨dinger equation.
Similar to the Lemma 2.3 of [8], we have the following emdedding inequality
which is implied by Strichartz inequality.
Lemma 3.3. For any b > 1/2, the inequality
(3.9) ‖D1/2ε E(t, x)‖L4tL∞x ≤ C‖E(t, x)‖X0,b
holds for all E ∈ X0,b.
Returning to our main stream of discussion for the local well-posedness of the
Cauchy problem, we have to prove the following.
Theorem 3.4. The Cauchy problem (3.1a)-(3.1c) with initial data (E0, n0, n1) ∈
Hk
⊕
H l
⊕
H l−2 is locally well-posed in Xk,b1
⊕
X l,b
⊕
X l−2,b for any (k, l) ∈ A
and b > 12 , b1 >
1
2 close to 1/2 but larger than 1/2. The set A is defined by
A =
{
(k, l)| − 3
2
< k − l < 3
2
, k ≥ 0
}
∪
{
(k, l)|2k − l > −3
2
, k + l > −3
2
, −3
4
< k < 0
}
.
(3.10)
Proof. Here we sketch the proof. The discussion before (3.6a) and (3.6b) indicates
that we need the corresponding estimates of (3.5) in our setting, i.e.,
‖n±E‖Xk,b′1 ≤ C(ε) ‖n±‖Xl,b± ‖E‖Xk,b1
and
‖Λ−1(∆|E|2)‖
Xl,b
′
±
≤ C(ε) ‖E‖2Xk,b1 .
These nonlinear estimates will be given by Lemma 3.5 and Lemma 3.7. 
Lemma 3.5. For any (k, l) which is inside the union of {(k, l)|k − l < 32 , k ≥ 0}
and {(k, l)|k + l > − 32 , k < 0}, we have
(3.11) ‖n±E‖Xk,b′1 ≤ C(ε) ‖n±‖Xl,b± ‖E‖Xk,b1
by choosing b > 1/2, b1 > 1/2 close to 1/2, b
′ < −1/2, b′1 > −1/2 close to −1/2 (see
Remark 3.6 below) and −1/2 < b′1 ≤ 0 ≤ b1 ≤ 1 + b′1, −1/2 < b′ ≤ 0 ≤ b ≤ 1 + b′.
Remark 3.6. In order to get the optimal region of (k, l) in the above lemma as well as
in the below lemma, we can for example take b = b1 =
1
2 +
1
4θ and b
′ = b′1 = − 12 + θ
where θ is a small positive number arbitrarily close to zero. This choice also gives
1− b + b′ > 0, 1− b1 + b′1 > 0 which is need in Lemma 3.1 to ensure the power of
T is positive. However we keep notations b, b′, b1, b
′
1 in these two lemmas in order
to track the exponents easily.
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Proof. Let −c1 = b′1. To estimate ‖n±E‖Xk,−c1 , we take its scalar product with a
generic function E1 in X
−k,c1 , i.e.∫
Ê1(τ1, ξ1)n̂± ∗ Ê(τ1, ξ1)dτ1dξ1
=
∫∫
Ê1(τ1, ξ1)n̂±(τ, ξ)Ê(τ2, ξ2)dτ1dξ1dτ2dξ2
(3.12)
where
(3.13) ξ = ξ1 − ξ2 , τ = τ1 − τ2.
Let v̂1 = 〈ξ1〉−k〈τ1+φε(ξ1)〉c1Ê1(τ1, ξ1) =: 〈ξ1〉−k〈σ1〉c1Ê1(τ1, ξ1), then ‖v̂1‖L2 =
‖E1‖X−k,c1 . Similarly we define v̂2 = 〈ξ2〉k〈σ2〉b1Ê(τ2, ξ2) and v̂ = 〈ξ〉l〈σ〉bn̂±(τ, ξ)
where σ2 = τ2 + φε(ξ2), σ = τ ±
√
φε(ξ) so that ‖v̂2‖L2 = ‖E‖Xk,b1 and ‖v̂‖L2 =
‖n±‖Xl,b± .
We define (3.12) as
S :=
∫∫
v̂1(τ1, ξ1)
〈ξ1〉k
〈τ1 + φε(ξ1)〉c1 v̂(τ, ξ)
1
〈ξ〉l〈τ ±
√
φε(ξ)〉b
v̂2(τ2, ξ2)
1
〈ξ2〉k〈τ2 + φε(ξ2)〉b1 dτ1dξ1dτ2dξ2
=
∫∫
v̂v̂1v̂2〈ξ1〉k
〈σ〉b〈σ1〉c1〈σ2〉b1〈ξ2〉k〈ξ〉l dτ1dξ1dτ2dξ2.
Thus to prove (3.11) is equivalent to showing that
(3.14) |S| ≤ C(ε) ‖v‖L2 ‖v1‖L2 ‖v2‖L2 .
We shall prove (3.14) by discussing two different cases, i.e. |ξ| ≤ 1 and |ξ| > 1.
Case 1. |ξ| ≤ 1.
We note that |ξ| ≤ 1 implies
C1(l, k) ≤ 〈ξ1〉
k
〈ξ2〉k〈ξ〉l ≤ C2(l, k).
Hence we only have to show that
(3.15) |S1| ≤ C(ε) ‖v‖L2 ‖v1‖L2 ‖v2‖L2
where
S1 =
∫∫ |v̂v̂1v̂2|
〈σ〉b〈σ1〉c1〈σ2〉b1 dτ1dξ1dτ2dξ2 .
The proof of (3.15) follows the same idea as in Lemma 3.2 of [8] with modifica-
tion. The slight difference here is that the Strichartz inequality of the fourth order
Schro¨dinger equation has more regularity than that of the Schro¨dinger equation.
We shall not need this fact for the proof of (3.15) but it will be used in the next
lemma. Hence we write down the detail of the proof for the convenience of readers
and for the later use.
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Since S1 is decreasing as a function of b, b1 and c1, it is sufficient to prove the
case where b = 14 and b1 = c1 =
1
4+. Then
S1 =
∫ ( |v̂1|
〈σ1〉1/4+
)(∫ |v̂v̂2|
〈σ〉1/4〈σ2〉1/4+ dτ2dξ2
)
dτ1dξ1
=
∫ ( |v̂1|
〈σ1〉1/4+
)∨(∫ |v̂v̂2|
〈σ〉1/4〈σ2〉1/4+ dτ2dξ2
)∨
dt1dx1
=
∫ ( |v̂1|
〈σ1〉1/4+
)∨( |v̂|
〈σ〉1/4
)∨( |v̂2|
〈σ2〉1/4+
)∨
dt1dx1
≤
∥∥∥( |v̂1|〈σ1〉1/4+
)∨∥∥∥
L
8/3
t L
4
x
∥∥∥( |v̂|〈σ〉1/4 )∨∥∥∥L4tL2x
∥∥∥( |v̂2|〈σ2〉1/4+
)∨∥∥∥
L
8/3
t L
4
x
.
Here∥∥∥( |v̂|〈σ〉1/4 )∨∥∥∥L4tL2x =
∥∥∥ ∫ eitτ |v̂(τ, ξ)|〈τ ±√φε(ξ)〉1/4 dτ
∥∥∥
L4tL
2
ξ
≤
∥∥∥ ∫ eitτ |v̂(τ, ξ)|〈τ ±√φε(ξ)〉1/4 dτ
∥∥∥
L2ξL
4
t
(Minkowski inequality)
≤
∥∥∥ ∫ eitτ |v̂(τ ∓√φε(ξ), ξ)|〈τ〉1/4 dτ∥∥∥L2ξL4t
= ‖〈∂t〉−1/4(|v̂(t, ξ)|e±it
√
φε(ξ))‖L2ξL4t
≤ C‖|v̂(ξ, t)|e±it
√
φε(ξ)‖L2
ξ
L2t
(Sobolev imbedding)
= C‖v‖L2ξL2t .
We interpolate the equality ‖|v̂j |∨‖L2tL2x = ‖vj‖L2τL2ξ , j = 1, 2, (3.9) and the
Strichartz-type inequality ‖(〈σj〉−b|v̂j |)∨‖L4tL∞x ≤ C‖D
−1/2
ε vj‖L2τL2ξ , b > 1/2, to
obtain
(3.16)
∥∥∥∥( |v̂j |〈σj〉1/4+
)∨∥∥∥∥
L
8/3
t L
4
x
≤ C‖D−1/4ε vj‖L2τL2ξ ≤ C‖vj‖L2τL2ξ .
Therefore (3.15) is proved.
Case 2. |ξ| > 1.
For simplicity of representation, let ζ = (τ, ξ) and ζi = (τi, ξi) and note ζ = ζ1−ζ2
from (3.13). We also let K(ζ1, ζ2) equal
〈ξ1〉k
〈σ〉b〈σ1〉c1〈σ2〉b1〈ξ2〉k〈ξ〉l .
Now the integral S defined before Case 1. is of the form
S =
∫∫
v̂(ζ)v̂1(ζ1)v̂2(ζ2)K(ζ1, ζ2)dζ1dζ2.
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By the Schwarz inequality we have
|S|2 ≤ ‖v‖2L2
∫ ∣∣∣ ∫ v̂1(ζ1)v̂2(ζ1 − ζ)K(ζ1, ζ1 − ζ)dζ1∣∣∣2dζ
≤ ‖v‖2L2
{
sup
ζ
∫
|K(ζ1, ζ1 − ζ)|2dζ1
}∫∫
|v̂1(ζ1)v̂2(ζ1 − ζ)|2dζdζ1
= C21 (ε) ‖v‖2L2 ‖v1‖2L2 ‖v2‖2L2
(3.17)
where
C1(ε) = sup
ζ,|ξ|≥1
(∫
|K(ζ1, ζ1 − ζ)|2dζ1
)1/2
= sup
τ,|ξ|≥1
{
1
〈ξ〉l〈τ ±
√
φε(ξ)〉b
×
( ∫ 〈ξ1〉2kdτ1dξ1
〈τ1 + φε(ξ1)〉2c1〈τ1 − τ + φε(ξ1 − ξ)〉2b1 〈ξ1 − ξ〉2k
)1/2}
.
(3.18)
Hence, the proof is completed if we can show that C1(ε) is bounded which will be
proved in Lemma 4.1. 
Another nonlinear estimate we need is the following.
Lemma 3.7. If (k, l) lies inside the union of the domains {(k, l)|k− l > − 32 , k ≥ 0}
and {(k, l)|2k − l > − 32 ,−3/4 < k < 0}, then we have
(3.19) ‖Λ−1(∆|E|2)‖
Xl,b
′
±
≤ C(ε) ‖E‖2Xk,b1
by choosing b > 1/2, b1 > 1/2 close to 1/2, b
′ < −1/2, b′1 > −1/2 close to −1/2
such that −1/2 < b′1 ≤ 0 ≤ b1 ≤ 1 + b′1 and −1/2 < b′ ≤ 0 ≤ b ≤ 1 + b′ (see
Remark 3.6).
Proof. Let −c = b′. To estimate ‖Λ−1(∆|E|2)‖Xl,−c± , we take its scalar product
with a generic function n ∈ X−l,c, i.e.∫
n̂(τ, ξ)(φε(ξ))
−1/2|ξ|2Ê ∗ Ê(τ, ξ)dτdξ
=
∫∫
n̂(τ, ξ)(φε(ξ))
−1/2|ξ|2Ê(− (τ − τ1),−(ξ − ξ1))Ê(τ1, ξ1)dτ1dξ1dτdξ
=
∫∫
n̂(τ, ξ)(φε(ξ))
−1/2|ξ|2Ê(τ2, ξ2)Ê(τ1, ξ1)dτ1dξ1dτdξ
(3.20)
where
(3.21) ξ2 = ξ1 − ξ , τ2 = τ1 − τ.
Let v̂ = 〈ξ〉−l〈σ〉cn̂(τ, ξ) where σ = τ ±
√
φε(ξ) then ‖v̂‖L2 = ‖n‖X−l,c± . Similarly
we define v̂1 = 〈ξ1〉k〈σ1〉b1Ê(τ1, ξ1) and v̂2 = 〈ξ2〉k〈σ2〉b1Ê(τ2, ξ2) where σi = τi +
φε(ξi), then ‖v̂i‖L2 = ‖Ei‖Xk,b1 . To proceed, we rewrite (3.20) as
(3.22)
∫∫
v̂v̂1v̂2|ξ|2〈ξ〉l
〈σ〉c〈σ1〉b1〈σ2〉b1(φε(ξ))1/2〈ξ1〉k〈ξ2〉k dτ1dξ1dτdξ.
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We note that the estimate remains unchanged if we put an absolute value sign to
the integrand. We also note that
|ξ|2
(φε(ξ))1/2
≤ 1
ε
.
Thus to estimate (3.22) is equal to estimating
(3.23) W =
∫∫
v̂v̂1v̂2〈ξ〉l
〈σ〉c〈σ1〉b1〈σ2〉b1〈ξ1〉k〈ξ2〉k dτ1dξ1dτdξ.
Therefore to prove (3.19) is equivalent to showing that
(3.24) |W | ≤ C(ε) ‖v‖L2 ‖v1‖L2 ‖v2‖L2 .
In order to prove (3.24), we should discuss two cases, i.e. k > − 14 and− 34 < k ≤ − 14 .
Case 1. − 14 < k. There are two sub-cases; |ξ| ≤ 1 and |ξ| > 1.
Case 1a. |ξ| ≤ 1.
The argument here is similar to Case 1 in the previous lemma. It is clear that
we only have to show
(3.25) |W1| ≤ C(ε) ‖v‖L2 ‖v1‖L2 ‖v2‖L2
where
(3.26) W1 =
∫∫ |v̂v̂1v̂2|〈ξ1〉1/4〈ξ2〉1/4
〈σ〉1/4〈σ1〉1/4+〈σ2〉1/4+
dτ1dξ1dτdξ.
This can be done by the same method as in the Case 1 of Lemma 3.5. Here we
have
W1 ≤
∥∥∥(〈ξ1〉1/4|v̂1|〈σ1〉1/4+
)∨∥∥∥
L
8/3
t L
4
x
∥∥∥( |v̂|〈σ〉1/4 )∨∥∥∥L4tL2x
∥∥∥(〈ξ2〉1/4|v̂2|〈σ2〉1/4+
)∨∥∥∥
L
8/3
t L
4
x
.
The terms 〈ξi〉1/4 in the first and third norms do not hurt. Since 〈ξi〉 ≤ C(ε)〈(ξi)ε〉
(recall (3.8) for notation 〈ξε〉) means (3.9) or (3.16) is equal to
(3.27)
∥∥∥( |〈ξj〉1/4v̂j |〈σj〉1/4+
)∨∥∥∥
L
8/3
t L
4
x
≤ C(ε)‖vj‖L2τL2ξ .
Case 1b. |ξ| > 1.
By applying argument as in (3.17), we see that the proof of (3.24) is reduced to
the boundedness of
C2(ε) = sup
τ,|ξ|>1
{ 〈ξ〉l
〈τ ±
√
φε(ξ)〉c
×
(∫ 〈ξ1〉−2k〈ξ1 − ξ〉−2kdτ1dξ1
〈τ1 − τ + φε(ξ1 − ξ)〉2b1〈τ1 + φε(ξ1)〉2b1
)1/2}
.
(3.28)
The boundedness of C2(ε) is proved in Lemma 4.2..
Case 2. − 34 < k ≤ − 14 .
To complete the proof, we have to prove that (3.24) holds for the missing part
{(k, l)|2k − l > −3/2,− 34 < k ≤ − 14} (see Figure 1).
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For this purpose, we consider the following. Integrating with respect to ζ1, ζ2
instead of ζ1, ζ in (3.23) (Jacobian is 1) and applying a similar argument as in (3.17)
reduces the proof of (3.24) in this case to proving the boundedness of
C3(ε) = sup
ξ2,τ2
{
1
〈τ2 + φε(ξ2)〉b1〈ξ2〉k×( ∫ 〈ξ1 − ξ2〉2ldτ1dξ1
〈τ1 − τ2 ±
√
φε(ξ1 − ξ2)〉2c〈τ1 + φε(ξ1)〉2b1 〈ξ1〉2k
)1/2}
.
For the convenience of further discussions, we relabel the variables and write
them as
C3(ε) = sup
ξ,τ
{
1
〈τ + φε(ξ)〉b1 〈ξ〉k×(∫ 〈ξ1 − ξ〉2ldτ1dξ1
〈τ1 − τ ±
√
φε(ξ1 − ξ)〉−2b′〈τ1 + φε(ξ1)〉2b1〈ξ1〉2k
)1/2}
.
(3.29)
In Lemma 4.3, we should prove that C3(ε) is bounded in the desired (k, l) region.

Remark 3.8. Note that condition k ≤ −1/4 is required in order to prove C3 is
bounded. (See the proof of Case 1c. of Lemma 6.1.) Thus we have to discuss two
cases when k < 0.
4. Proof of Theorem
In order to complete the proof of Theorem 1.1, we have to show that C1, C2 and
C3 are bounded. In fact, we will prove C1 is bounded in the following first lemma.
Lemma 4.1. Let (k, l) be in the union of the set {(k, l)|k − l < 32 , k ≥ 0} and
{(k, l)|k + l > − 32 , k < 0}. There exists a suitable θ > 0 close enough to 0, such
that if we let b = b1 =
1
2 +
1
2θ and b
′
1 = − 12 + θ, then
sup
|ξ|≥1,τ
{
1
〈ξ〉l〈τ ±
√
φε(ξ)〉b
×
(∫ ∞
−∞
∫ ∞
−∞
〈ξ1〉2kdτ1dξ1
〈τ1 + φε(ξ1)〉−2b′1〈τ − τ1 + φε(ξ1 − ξ)〉2b1〈ξ − ξ1〉2k
)1/2}
≤ C(ε, b, b1).
(4.1)
Proof. Let B1 = −b′1 and B2 = b1. By Lemma 5.2, we have( ∫ ∞
−∞
∫ ∞
−∞
〈ξ1〉2kdτ1dξ1
〈τ1 + φε(ξ1)〉−2b′1 〈τ − τ1 + φε(ξ1 − ξ)〉2b1 〈ξ − ξ1〉2k
)1/2
≤ C(B, ε) 〈ξ〉
|k|
〈Γ〉(B− 18 )
where 〈Γ〉 = 〈ξ2+ε2ξ4〉 and B = −b′1. Therefore, the problem is reduced to proving
sup
ξ,τ
{
1
〈ξ〉l〈τ ±
√
φε(ξ)〉b
× 〈ξ〉
|k|
〈Γ〉(B− 18 )
}
≤ C(b, b1, ε).
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It is easy to see that for any τ we have
(4.2) C(B, ε)〈ξ〉 32− ≤ (1 + |τ ±
√
ξ2 + ε2ξ4|)b(1 + |ξ2 + ε2ξ4|)(B− 18 )
where 32− = 32 − δ and δ is a small positive number depending on θ. Therefore we
conclude that (4.1) holds when
3
2
− ≥ |k| − l.

In the following lemma we will prove that C2(ε) is uniformly bounded with
respect to τ and ξ.
Lemma 4.2. Given (k, l) belonging to the union of the set {(k, l)|k−l > − 32 , k ≥ 0}
and {(k, l)|2k − l > − 32 ,−1/4 < k < 0}, there is a suitable θ > 0 close enough to 0
such that if we let b1 =
1
2 +
1
2θ and b
′ = − 12 + θ, then
sup
|ξ|≥1,τ
{ 〈ξ〉l
〈τ ±
√
φε(ξ)〉−b′
×
(∫ ∞
−∞
∫ ∞
−∞
〈ξ1〉−2k〈ξ1 − ξ〉−2kdτ1dξ1
〈τ1 + φε(ξ1)〉2b1 〈τ − τ1 + φε(ξ1 − ξ)〉2b1
)1/2}
≤ C(ε, b1, b′).
(4.3)
Proof. In order to apply Lemma 5.3 to the estimate of (4.3), we replace 〈τ1 +
φε(ξ1)〉2b1 in the left hand side of (4.3) by 〈τ1 + φε(ξ1)〉−2b′ . It is clear that this
does not affect the result. Let B1 = −b′ and B2 = b1, then we have B = −b′. Now
we discuss two cases as the following.
Case 1. k ≥ 0.
We are reduced to proving that
sup
ξ,τ
{ 〈ξ〉l
〈τ ±
√
φε(ξ)〉−b′
× 〈ξ〉
−k
〈Γ〉(B− 18 )
}
≤ C(b′, b1, ε)
where 〈Γ〉 = 〈ξ2 + ε2ξ4〉. From
C(B, ε)〈ξ〉 32− ≤ (1 + |τ ±
√
ξ2 + ε2ξ4|)−b′ (1 + |ξ2 + ε2ξ4|)(B− 18 )
we see that it holds when l − k ≤ 32−.
Case 2. −1/4 < k < 0.
sup
ξ,τ
{ 〈ξ〉l
〈τ ±
√
φε(ξ)〉−b′
× max{〈A〉
−2k, 〈ξ〉−2k}
〈Γ〉(B− 18 )
}
≤ C(b′, b1, ε)
where Γ = ξ2 + ε2ξ4 and A = ε−2/3(| τξ |)1/3. When 〈ξ〉 > 〈A〉, the bound holds
for l − 2k ≤ 32−. On the other hand, when 〈ξ〉 ≤ 〈A〉 we have |τ | > ξ4. That is
〈τ ±
√
φε(ξ)〉−b′ ≈ 〈τ〉−b′ which is larger than 〈τ〉− 2k3 when −1/4 < k < 0.

Finally, we prove that C3 is bounded.
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Lemma 4.3. If (k, l) is in the set {(k, l)|2k − l > −3/2,− 34 < k ≤ − 14}, we can
find a suitable θ > 0 closing enough to 0, such that if we let b1 =
1
2 +
1
2θ and
b′ = − 12 + θ, then
sup
ξ,τ
{
1
〈ξ〉k〈τ + φε(ξ)〉b1×(∫ ∞
−∞
∫ ∞
−∞
〈ξ1 − ξ〉2ldτ1dξ1
〈τ1 + φε(ξ1)〉2b1〈τ1 − τ ±
√
φε(ξ1 − ξ)〉−2b′〈ξ1〉2k
)1/2}
≤ C(ε, b1, b′).
(4.4)
Proof. Let B1 = −b′ = 12 − θ, B2 = b1 = 12 + 12θ and apply Lemma 6.1, then we
have the following two cases for discussing with B = −b′.
Case 1. |ξ| > 32ε−2.
Case 1a. k ≤ −1/4 , 0 ≤ l and 8B − 2(l − k) > 1.
We have
(4.4) ≤ C(B, k, l, ε) sup
ξ,τ
{( 1
〈ξ〉k〈τ + φε(ξ)〉b1
)
×
(
F (ξ,Λ+) + F (ξ,Λ−)
)}(4.5)
where
F (ξ,Λ+) =
max{〈ξ〉, 〈Λ+〉1/4}l−k
〈Λ+〉(B− 18 )−
, F (ξ,Λ−) =
max{〈ξ〉, 〈Λ−〉1/4}l−k
〈Λ−〉(B− 18 )−
.
Note that 〈Λ+〉 = 〈1〉 if −
√
φε(ξ) ≤ τ ≤ − 12
√
φε(ξ) and 〈Λ−〉 = 〈1〉 if
√
φε(ξ) ≤
τ ≤ 32
√
φε(ξ), otherwise Λ+ = τ + c
√
φε(ξ) for some positive c and Λ− = τ +
c
√
φε(ξ) for some negative c where 3/4 ≤ |c| ≤ 5/4. We note that if |τ | is larger
than 2φε(ξ), the (4.5) is bounded provided 2k−l ≥ −7/2 by comparing the exponent
of τ and noting that 〈ξ〉 ≤ C(ε)|τ |1/4. If |τ | is smaller than 2φε(ξ), the sizes of
Λ+,Λ− are not larger than φε(ξ). On the other hand, the products 〈τ+φε(ξ)〉〈Λ+〉
and 〈τ+φε(ξ)〉〈Λ−〉 is large than C(ε)〈ξ〉4. Thus we conclude that (4.5) is bounded
provided 2k− l ≥ −(32−) in this case. Finally we note that 2k− l ≥ −(32−) is more
strict than 2k − l ≥ −7/2.
Case 1b. k ≤ −1/4 , l < 0 and 8B − 2(l − k) > 1.
We have to consider the additional term
1
〈ξ〉k〈τ + φε(ξ)〉b1 ×
〈ξ〉−k
〈ξ〉3B−
which is bounded if − 34 < k. (When B is close to 1/2.)
Case 2. |ξ| ≤ 32ε−2.
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When |ξ| ≤ 32ε−2 and 8B − 2(l − k) > 1, we have the bound
(4.6) (4.4) ≤ C(B, k, l, ε) sup
ξ,τ
{
1
〈ξ〉k〈τ + φε(ξ)〉b1
}
≤ C(B, k, l, ε).
Note that the condition 8B− 2(l− k) > 1 is equal to k− l > −3/2 when B is close
to 1/2.

5. 4th order wave vs 4th order wave
In this section, we shall discuss two lemmas which describe the non-linear inter-
actions between two fourth order waves, i.e. 〈τ1+φε(ξ1)〉 and 〈τ − τ1+φε(ξ1− ξ)〉,
when they are away from each other (|ξ| > 1). For these two models, we are able
to characterize the interactions of two waves quantitatively. Lemma 5.2 character-
izes one type of the interaction of two fourth order waves which is needed in the
nonlinear estimate of “Schro¨dinger part”. On the other hand, Lemma 5.3 describes
another type of interaction between two fourth order waves which is needed in the
nonlinear estimate of “Wave part”. In both lemmas we can see that the majority
of interaction is again a fourth order wave represented by Γ = ξ2 + ε2ξ4.
We first introduce an elementary estimate.
Lemma 5.1. Let 0 ≤ a− ≤ a+ and a+ + a− > 1/2. The following estimate holds
for s1, s2 ∈ R∫ ∞
−∞
dx
(1 + |x− s1|)2a−(1 + |x− s2|)2a+ ≤ C
1
(1 + |s1 − s2|)α
where α = 2a− − [1− 2a+]+.
The notation [λ]+ = λ if λ > 0 , = ǫ > 0 if λ = 0 and = 0 if λ < 0. This lemma
is a variant of Lemma 4.2 in [8]. We can simply consider the change of variable
y = x− s1+s22 , take s = s1−s22 in Lemma 4.2 of [8] and get above lemma.
Lemma 5.2 (Two 4th order waves). Assume 1/4 < B1 ≤ B2 and 1/6 < B < 1/2
where 2B = 2B1 − [1− 2B2]+. When |ξ| > 1 there exists a constant C(B, ε) which
is independent of τ and ξ such that(∫ ∞
−∞
∫ ∞
−∞
〈ξ1〉2kdτ1dξ1
〈τ1 + φε(ξ1)〉2B1〈τ1 − τ + φε(ξ1 − ξ)〉2B2〈ξ1 − ξ〉2k
)1/2
≤ C(B, ε) 〈ξ〉
|k|
〈Γ〉(B− 18 )
(5.1)
where Γ = ξ2 + ε2ξ4.
Proof. The condition |ξ| > 1 implies |ξ| ≈ 〈ξ〉 and Γ ≈ 〈Γ〉. We can switch between
them in the following discussion by multiplying a uniform constant.
By Lemma 5.1, we have∫ ∞
−∞
dτ1
〈τ1 + φε(ξ1)〉2B1〈τ1 − τ + φε(ξ1 − ξ)〉2B2 ≤
C
〈τ − φε(ξ1 − ξ) + φε(ξ1)〉2B .
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Hence we are reduced to proving that(∫ ∞
−∞
〈ξ1〉2kdξ1
〈τ − φε(ξ1 − ξ) + φε(ξ1)〉2B〈ξ1 − ξ〉2k
)1/2
≤ C(B, ε) 〈ξ〉
|k|
〈Γ〉(B− 18 ) .
Let ξ1 =
1
2ξ + η. We note that
τ − φε(ξ1 − ξ) + φε(ξ1) = τ − φε(η − 1
2
ξ) + φε(η +
1
2
ξ)
= τ + (2ξ + ε2ξ3)η + 4ε2ξη3
and the integral becomes∫ ∞
−∞
〈ξ1〉2k
〈τ − φε(ξ1 − ξ) + φε(ξ1)〉2B〈ξ − ξ1〉2k dξ1
=
∫ ∞
−∞
〈η + 12ξ〉2k
〈τ + (2ξ + ε2ξ3)η + 4ε2ξη3〉2B〈η − 12ξ〉2k
dη.
The key observation is that the following inequality
(5.2) 〈ξ〉−2|k| ≤ 〈ξ1〉
2k
〈ξ1 − ξ〉2k =
〈η + 12ξ〉2k
〈η − 12ξ〉2k
≤ 〈ξ〉2|k|
holds for k ∈ R. From which we have∫ ∞
−∞
〈η + 12ξ〉2k
〈τ + (2ξ + ε2ξ3)η + 4ε2ξη3〉2B〈η − 12ξ〉2k
dη
≤ 〈ξ〉2|k|
∫ ∞
−∞
dη
〈τ + (2ξ + ε2ξ3)η + 4ε2ξη3〉2B .
Hence we are reduced to proving that
(5.3)
∫ ∞
−∞
dη
〈τ + (2ξ + ε2ξ3)η + 4ε2ξη3〉2B ≤ C(B, ε)
1
〈Γ〉(2B− 14 ) .
We rewrite the left hand side as∫ ∞
0
dη
(1 + |τ − (2ξ + ε2ξ3)η − 4ε2ξη3|)2B
+
∫ ∞
0
dη
(1 + |τ + (2ξ + ε2ξ3)η + 4ε2ξη3|)2B .
(5.4)
From this representation, we see that it suffices to study the case when ξ is positive,
that is ξ > 1. In the following we should discuss different cases according to
the sign of τ . We note that it is sufficient to estimate the second integral due
to that (5.4) is symmetric with respect to τ . For simplicity of notation, we let
fτ,ξ(η) = τ + (2ξ + ε
2ξ3)η + 4ε2ξη3.
Case 1. τ ≥ 0. Let η = ε−1/2〈Γ〉1/4η′.
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Note that 〈Γ〉1/4 ≤ 2ξ when ξ ≥ 1. Then we can estimate the integral as∫ ξ
0
dη
(1 + |fτ,ξ(η)|)2B +
∫ ∞
ξ
dη
(1 + |fτ,ξ(η)|)2B
≤
∫ ξ
0
dη
(1 + (ξ + ε2ξ3)η)2B
+
∫ ∞
ξ
dη
(1 + Γ + ε2ξη3)2B
≤ 1
(1− 2B)
1
(ξ + ε2ξ3)
(1 + Γ)1−2B
+
ε−1/2〈Γ〉1/4
〈Γ〉2B
∫ ∞
ε1/2ξ
〈Γ〉1/4
(
1 +
ε1/2ξ
〈Γ〉1/4 η
′3
)−2B
dη′.
(5.5)
The first term is bounded by
C(B, ε)
1
〈Γ〉2B− 14
by using Γ = ξ(ξ+ ε2ξ3). The second term in the last line of (5.5) enjoys the same
bound provided 1/6 < B < 1/2 since the coefficient of η′3 is larger than 2−1ε1/2.
Case 2. τ < 0.
Let R be the root of fτ,ξ(η) = 0. We consider the following decomposition∫ R
0
dη
(1 + |fτ,ξ(η)|)2B +
∫ R+ξ
R
dη
(1 + |fτ,ξ(η)|)2B +
∫ ∞
R+ξ
dη
(1 + |fτ,ξ(η)|)2B .(5.6)
We begin with the estimate of the second integral. Observe that
1 + |fτ,ξ(R) + (ξ + ε2ξ3)r| < 1 + |fτ,ξ(R+ r)|
holds for 0 ≤ r ≤ ξ. Therefore
(5.7)
∫ R+ξ
R
dη
(1 + |fτ,ξ(η)|)2B ≤
∫ ξ
0
dη
(1 + (ξ + ε2ξ3)η)2B
≤ C(B, ε) 1〈Γ〉2B− 14 .
Similarly for s ≥ 0, we have
1 + Γ + ε2ξ(ξ + s)3 = 1 + |fτ,ξ(R) + (ξ + ε2ξ3)ξ + ε2ξ(ξ + s)3|
< 1 + |fτ,ξ(R+ ξ + s)|.
Hence ∫ ∞
R+ξ
dη
(1 + |fτ,ξ(η)|)2B ≤
∫ ∞
ξ
dη
(1 + Γ + ε2ξη3)2B
≤ C(B, ε) 1〈Γ〉2B− 14 .
Now we turn to the estimate of the first integral of (5.6). Let P be the number
such that PR = −τ . It is easy to see that
(5.8) P > (ξ + ε2ξ3).
By convexity of fτ,ξ(η), we have
(1 + |fτ,ξ(η)|) ≥ (1 + |τ + Pη|)
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for 0 ≤ η ≤ R. Thus we have∫ R
0
dη
(1 + |fτ,ξ(η)|)2B ≤
∫ R
0
dη
(1− τ − Pη)2B
=
1
(1− 2B)
1
−P (1 − (1− τ)
1−2B)
≤ C(B) (−τ)
1−2B
P
.
The last inequality follows from the fact that 0 < 1− 2B < 1.
There are two sub-cases to discuss. In case |τ | ≤ Γ, we combine (5.8) and above
to get
(5.9)
(−τ)1−2B
P
≤ 〈Γ〉
1−2B
(ξ + ε2ξ3)
· ξ
ξ
≤ 2ξ〈Γ〉2B ≤ C(B, ε)
1
〈Γ〉2B− 14 .
In case |τ | > |Γ|, we use the fact
R ≤ ε−2/3(−τ
ξ
)1/3.
Combining above inequalities and the relation PR = −τ , we have
(−τ)1−2B
P
=
R
(−τ)2B ≤
C(B, ε)
〈τ〉2B−1/3〈ξ〉1/3 ≤
C(B, ε)
〈Γ〉2B−1/3〈ξ〉1/3 ≤
C(B, ε)
〈Γ〉2B−1/4
since B > 1/6. 
Lemma 5.3 (Two 4th order waves). Assume 1/4 < B1 ≤ B2 and 1/3 < B < 1/2
where 2B = 2B1− [1− 2B2]+. When |ξ| > 1 there exists a constant C independent
of τ and ξ such that for k ≥ 0(∫ ∞
−∞
∫ ∞
−∞
〈ξ1〉−2k〈ξ1 − ξ〉−2k
〈τ1 + φε(ξ1)〉2B1 〈τ1 − τ + φε(ξ1 − ξ)〉2B2 dτ1dξ1
)1/2
≤ C(B, ε) 〈ξ〉
−k
〈Γ〉(B− 18 )
(5.10)
and for −1/4 ≤ k < 0(∫ ∞
−∞
∫ ∞
−∞
〈ξ1〉−2k〈ξ1 − ξ〉−2k
〈τ1 + φε(ξ1)〉2B1 〈τ1 − τ + φε(ξ1 − ξ)〉2B2 dτ1dξ1
)1/2
≤ C(B, k, ε)max{〈A〉
−2k, 〈ξ〉−2k}
〈Γ〉(B− 18 )
(5.11)
where Γ = ξ2 + ε2ξ4 and A = ε−2/3(| τξ |)1/3.
Proof. By Lemma 5.1, we have∫ ∞
−∞
dτ1
〈τ1 + φε(ξ1)〉2B1〈τ1 − τ + φε(ξ1 − ξ)〉2B2 ≤
C
〈τ − φε(ξ1 − ξ) + φε(ξ1)〉2B .
Hence the problem is reduced to proving that
(5.12)
(∫ ∞
−∞
〈ξ1〉−2k〈ξ1 − ξ〉−2k
〈τ − φε(ξ1 − ξ) + φε(ξ1)〉2B dξ1
)1/2
≤ C(ε) 〈ξ〉
−k
〈Γ〉(B− 18 )
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for k ≥ 0 and
(5.13)
(∫ ∞
−∞
〈ξ1〉−2k〈ξ1 − ξ〉−2k
〈τ − φε(ξ1 − ξ) + φε(ξ1)〉2B dξ1
)1/2
≤ C(ε)max{〈A〉
−2k, 〈ξ〉−2k}
〈Γ〉(B− 18 )
for k < 0. Let ξ1 =
1
2ξ + η. We note that
τ − φε(ξ1 − ξ) + φε(ξ1) = τ − φε(η − 1
2
ξ) + φε(η +
1
2
ξ)
= τ + (2ξ + ε2ξ3)η + 4ε2ξη3.
Then ∫ ∞
−∞
〈ξ1〉−2k〈ξ − ξ1〉−2k
〈τ − φε(ξ1 − ξ) + φε(ξ1)〉2B dξ1
=
∫ ∞
−∞
〈η + 12ξ〉−2k〈η − 12ξ〉−2k
〈τ + (2ξ + ε2ξ3)η + 4ε2ξη3〉2B dη.
Case 1. k ≥ 0.
Employing the inequality
〈ξ〉2k ≤ C(k)〈η − 1
2
ξ〉2k〈η + 1
2
ξ〉2k
and the inequality (5.3) in the Lemma 5.2, we can conclude (5.10).
Case 2. −1/4 ≤ k < 0.
We note that 〈η − 12ξ〉2k〈η + 12ξ〉2k is an even function of η. Let fτ,ξ(η) =
τ + 2(ξ + ε2ξ3)η + 4ε2ξη3. By the same discussion as in (5.4) in the proof of
Lemma 5.2, we only have to show∫ ∞
0
〈η − 12ξ〉−2k〈η + 12 ξ〉−2k
(1 + |fτ,ξ(η)|)2B dη ≤ C(ε)
max{〈A〉−4k, 〈ξ〉−4k}
〈Γ〉(2B− 14 )
for ξ > 1. Using the fact
〈η − 1
2
ξ〉−2k〈η + 1
2
ξ〉−2k ≤ 〈η + ξ〉−4k, η > 0, ξ > 0,
it suffices to show
(5.14)
∫ ∞
0
〈η + ξ〉−4k
(1 + |fτ,ξ(η)|)2B dη ≤ C(ε)
max{〈A〉−4k, 〈ξ〉−4k}
〈Γ〉(2B− 14 ) .
There are two sub-cases to consider in the following.
Case 2a. τ ≥ 0.
Because 〈Γ〉1/4 ≤ 2ξ when ξ > 1, we can estimate the integral as∫ ξ
0
〈η + ξ〉−4k
(1 + |fτ,ξ(η)|)2B dη +
∫ ∞
ξ
〈η + ξ〉−4k
(1 + |fτ,ξ(η)|)2B dη
≤ 2〈ξ〉−4k
∫ ξ
0
dη
(1 + (ξ + ε2ξ3)η)2B
+
∫ ∞
ξ
〈η + ξ〉−4k
(1 + Γ + ε2ξη3)2B
dη.
(5.15)
22 JIN-CHENG JIANG, CHI-KUN LIN, AND SHUANGLIN SHAO
From estimate (5.5), the first term of the last line is bounded by
C(B, ε)
〈ξ〉−4k
〈Γ〉2B− 14 .
Let η = ε−1/2〈Γ〉1/4η′. We can estimate the last integral of (5.15) as∫ ∞
ξ
〈η + ξ〉−4k
(1 + Γ + ε2ξη3)2B
dη
= 〈ξ〉−4k 1〈Γ〉2B
∫ ∞
ξ
(
1 +
η
〈ξ〉
)−4k (
1 +
ε2ξη3
〈Γ〉1/4
)−2B
dη
= 〈ξ〉−4k ε
−1/2〈Γ〉1/4
〈Γ〉2B
∫ ∞
ε2/3ξ
〈Γ〉1/4
(
1 +
ε−1/2〈Γ〉1/4η′
〈ξ〉
)−4k
(
1 +
ε1/2ξ
〈Γ〉1/4 η
′3
)−2B
dη′
≤ C(B, ε) 〈ξ〉
−4k
〈Γ〉2B− 14
∫ ∞
ε2/3ξ
〈Γ〉1/4
(1 + 2η′)−4k(1 + ε1/2η′3)−2Bdη′
≤ C(B, k, ε) 〈ξ〉
−4k
〈Γ〉2B− 14
(5.16)
provided 6B + 4k > 1. (Note that the condition −1/4 ≤ k < 0 implies 1/3 < B.)
Case 2b. τ < 0. Let R be the root of fτ,ξ(η) = 0. It is easy to see
(5.17) R ≤ ε−2/3
(−τ
ξ
)1/3
= A.
We consider the following decomposition∫ R
0
〈η + ξ〉−4kdη
(1 + |fτ,ξ(η)|)2B +
∫ R+ξ
R
〈η + ξ〉−4kdη
(1 + |fτ,ξ(η)|)2B +
∫ ∞
R+ξ
〈η + ξ〉−4kdη
(1 + |fτ,ξ(η)|)2B .
(5.18)
The numerator of the integrand in the first two integrals in (5.18) is clearly bounded
by max{R, ξ}−4k. From the estimates (5.6) and (5.7) we know these two integrals
are bounded by
C(B, ε)
max{〈R〉, 〈ξ〉}−4k
〈Γ〉2B− 14 ≤ C(B, ε)
max{〈A〉, 〈ξ〉}−4k
〈Γ〉2B− 14 .
Next, we note that for s ≥ 0
1 + Γ + ε2ξ(ξ + s)3 = 1 + |fτ,ξ(R) + (ξ + ε2ξ3)ξ + ε2ξ(ξ + s)3|
< 1 + |fτ,ξ(R+ ξ + s)|.
Hence, for the third integral of (5.18) we have∫ ∞
R+ξ
〈η + ξ〉−4k
(1 + |fτ,ξ(η)|)2B dη ≤
∫ ∞
ξ
〈η + (R+ ξ)〉−4k
(1 + Γ + ε2ξη3)2B
dη.
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Similar to (5.16), we have∫ ∞
ξ
〈η + (R + ξ)〉−4k
(1 + Γ + ε2ξη3)2B
dη
= 〈R+ ξ〉−4k 1〈Γ〉2B
∫ ∞
ξ
(
1 +
η
〈R + ξ〉
)−4k (
1 +
ε2ξη3
〈Γ〉1/4
)−2B
dη
≤ C(B, ε)max{〈R〉, 〈ξ〉}
−4k
〈Γ〉2B− 14 ≤ C(B, ε)
max{〈A〉, 〈ξ〉}−4k
〈Γ〉2B− 14 .

6. 2nd order wave vs 4th order wave
In this section we shall prove Lemma 6.1 which characterizes the interaction of
a second order wave 〈τ1 − τ ±
√
φε(ξ1 − ξ)〉 with a fourth order wave 〈τ1+φε(ξ1)〉.
The majority part of interaction possesses the features of the second order wave as
well as those of the fourth order wave. Comparing to Lemma 5.2 and 5.3, we see
that its magnitude is of second order while the power of wave is determined by the
fourth order wave.
Lemma 6.1. Assume 0 ≤ B1 ≤ B2, B1 + B2 > 1/2. Let 2B = 2B1 − [1 − 2B2]+.
We also assume 1/8 < B < 1/2. When |ξ| > 32ε−2, k ≤ −1/4 , l ≥ 0 and
8B − 2(l − k) > 1 there exists a constant C(B, k, l, ε) which is independent of τ, ξ
such that (∫ ∞
−∞
∫ ∞
−∞
〈ξ1 − ξ〉2l〈ξ1〉−2kdτ1dξ1
〈τ1 + φε(ξ1)〉2B2〈τ1 − τ ±
√
φε(ξ1 − ξ)〉2B1
)1/2
≤ C(B, k, l, ε)
{
F (ξ,Λ+) + F (ξ,Λ−)
}(6.1)
where
F (ξ,Λ+) =
max{〈ξ〉, 〈Λ+〉1/4}l−k
〈Λ+〉(B− 18 )−
, F (ξ,Λ−) =
max{〈ξ〉, 〈Λ−〉1/4}l−k
〈Λ−〉(B− 18 )−
.
The number 〈Λ+〉 = 〈1〉 if −
√
φε(ξ) ≤ τ ≤ − 12
√
φε(ξ) and 〈Λ−〉 = 〈1〉 if
√
φε(ξ) ≤
τ ≤ 32
√
φε(ξ), otherwise Λ+ = τ + c
√
φε(ξ) for some positive c and Λ− = τ +
c
√
φε(ξ) for some negative c where 3/4 ≤ |c| ≤ 5/4.
With the same conditions but l ≥ 0 being replaced by l < 0 we have
F (ξ,Λ+) + F (ξ,Λ−) +
〈ξ〉−k
〈ξ〉3B−
inside the bracket of the second line of (6.1).
When |ξ| ≤ 32ε−2 and 8B − 2(l − k) > 1, we have the bound(∫ ∞
−∞
∫ ∞
−∞
〈ξ1 − ξ〉2l〈ξ1〉−2kdτ1dξ1
〈τ1 + φε(ξ1)〉2B1〈τ1 − τ ±
√
φε(ξ1 − ξ)〉2B2
)1/2
≤ C(B, k, l, ε).
(6.2)
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Proof. By Lemma 5.1, it suffices to prove that(∫ ∞
−∞
〈ξ1 − ξ〉2l〈ξ1〉−2kdξ1
〈τ ∓
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
)1/2
≤ C(B, ε, k, l)max{F (ξ,Λ+), F (ξ,Λ−)} .
By the decomposition∫ ∞
−∞
〈ξ1 − ξ〉2l〈ξ1〉−2kdξ1
〈τ ∓
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
=
∫ 0
−∞
〈ξ1 − ξ〉2l〈ξ1〉−2kdξ1
〈τ ∓
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
+
∫ ∞
0
〈ξ1 − ξ〉2l〈ξ1〉−2kdξ1
〈τ ∓
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
=
∫ ∞
0
〈ξ1 + ξ〉2l〈ξ1〉−2kdξ1
〈τ ∓
√
φε(ξ1 + ξ) + φε(ξ1)〉2B
+
∫ ∞
0
〈ξ1 − ξ〉2l〈ξ1〉−2kdξ1
〈τ ∓
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
,
we can estimate the four integrals in the last line of the above equation. From the
reduction above, we may assume that ξ ≥ 0. We can also see from the following
that Λ+ comes from the integral with τ +
√
φε(ξ1 − ξ) + φε(ξ1) in the integrand
while Λ− comes from the integral with τ −
√
φε(ξ1 + ξ) + φε(ξ1) in the integrand.
Thus we will use Λ instead of Λ+ or Λ− in the following proof for the simplicity of
notation.
Part I. First, we estimate the integral
(6.3)
∫ ∞
0
〈ξ1 − ξ〉2l〈ξ1〉−2k
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1 .
Before estimating the integral, note that for l ≥ 0 , k < 0 and ξ1 ≥ 0 , ξ ≥ 0, the
inequality
(6.4) 〈ξ1 − ξ〉2l〈ξ1〉−2k ≤ 〈ξ1 + ξ〉2l〈ξ1〉−2k
always holds. But this is not true when ξ1 is close to ξ for l < 0, k < 0 and
ξ1 ≥ 0, ξ > 0. However we have∫ ∞
0
〈ξ1 − ξ〉2l〈ξ1〉−2k
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1
≤
∫ ∞
0
2〈ξ1 + ξ〉2l〈ξ1〉−2k
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1
+
∫ 3
2
ξ
1
2
ξ
〈ξ1 − ξ〉2l〈ξ1〉−2k
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1
(6.5)
for −1/2 < l < 0. This will be used to estimate (6.3). The last integral of (6.5)
will be estimated in Lemma 6.2. Hence we only need to estimate the first integral
in the right hand side of (6.5) where l could be negative or non-negative.
For this purpose, we need to discuss the behavior of 〈τ +
√
φε(ξ1 − ξ) +φε(ξ1)〉.
Define fτ,ξ(ξ1) = τ+
√
φε(ξ1 − ξ)+φε(ξ1). It is easy to see the function fτ,ξ(ξ1) has
the absolute minimum. Let fτ,ξ(ξ1) have the minimum τ +m when ξ1 = Am > 0.
We note that fτ,ξ(ξ1) is not differentiable at ξ and there exists a constant c < 1
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such that if ξ < c then Am = ξ. For ξ ≥ c, we always have Am < ξ and Am satisfies
2Am + 4ε
2A3m −
1 + 2ε2(ξ −Am)2√
1 + ε2(ξ −Am)2
= 0.
By comparing 1 and ε(ξ −Am), we have
(6.6) max
{
1
4
,
1√
2
ε(ξ −Am)
}
≤ Am + 2ε2A3m ≤ max
{
3
2
,
3
2
ε(ξ −Am)
}
.
We also note that the fτ,ξ(ξ1) is convex as one can check that
(6.7) f ′′τ,ξ(ξ1) =
|ξ1 − ξ|(3ε2 + 2ε4(ξ1 − ξ)2)
(1 + ε2(ξ1 − ξ)2)3/2 + 2 + 12ε
2ξ21 > 0 , ξ1 6= ξ.
Case 1. ξ ≥ 32ε−2.
If ε(ξ − Am) ≤ 1, then we have Am + 2ε2A3m ≤ 32 , hence Am < 32 and εξ ≤
1 + εAm < 5/2. Thus the relation ε > 32(ξε)
−1 leads to ε > 645 which contradicts
ε ≤ 1 . Therefore we only have to discuss
1√
2
ε(ξ −Am) ≤ Am + 2ε2A3m ≤
3
2
ε(ξ −Am).
Since Am > 0 we have
(6.8) min
{
(1/
√
2)ε
1 + (1/
√
2)ε
ξ, (
ξ
4
√
2ε
)1/3
}
≤ Am ≤ min
{
(3/2)ε
1 + (3/2)ε
ξ, (
3ξ
4ε
)1/3
}
.
The restriction ξ ≥ 32ε−2 implies that
(6.9) Am = c
(
ξ
ε
)1/3
where 1/2 < c < 1. By Taylor’s expansion, we have
(6.10)
√
φε(ξ) =
√
ξ2 + ε2ξ4 = εξ2
√
1 +
1
ε2ξ2
= εξ2 + l.o.t.
and
m =
√
φε(ξ −Am) + φε(Am)
= ε(ξ −Am)2 + 1
2
(ξ −Am) + ε2A4m +A2m + l.o.t.
= εξ2 + (−2c+ c4)ε2/3ξ4/3 + 1
2
ξ + l.o.t.
(6.11)
where l.o.t. means the lower order terms. We also note that the term 12ξ in the last
line of equation (6.11) can be absorbed by ε2/3ξ4/3 since ξ ≥ 32ε−2. From (6.10)
and (6.11), we have
(6.12)
3
4
√
φε(ξ) ≤ m ≤
√
φε(ξ) .
To estimate (6.3), we need to discuss different cases according to different values of
τ , see Figure 2. Note that
fτ,ξ(ξ1) = τ +m+ (−m+
√
φε(ξ1 − ξ) + φε(ξ1)) .
Case 1a. fτ,ξ(Am) = τ +m ≥
√
φε(ξ)−m.
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Figure 2. Graphs of fτ,ξ(ξ1) for different τ .
In this case, we take Λ = τ +m. The function fτ,ξ(ξ1) decreases from (0, τ +√
φε(ξ)) to (Am, τ +m), then increases from (Am, τ +m) to (∞,∞). We consider
the decomposition
(6.13)
∫ ∞
0
〈ξ1 + ξ〉2l〈ξ〉−2k
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1 =
∫ 5Am
0
· · · dξ1 +
∫ ∞
5Am
· · · dξ1
and estimate each term separately. The condition Λ ≥
√
φε(ξ)−m and (6.9) imply
that 5Am < Cε
−1/2〈Λ〉1/4. Hence (6.9) and the direct estimate yield∫ 5Am
0
〈ξ1 + ξ〉2l〈ξ1〉−2k
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1
≤ C(B) 〈ξ〉
2l−2k
〈Λ〉2B · ε
−1/2〈Λ〉1/4 ≤ C(B, k, ε) 〈ξ〉
2(l−k)
〈Λ〉2B−1/4
(6.14)
provided B > 18 .
From estimates (6.9) and (6.11), it is easy to check that
(6.15) −m+
√
φε(ξ1 − ξ) + 1
4
φε(ξ1) > 0
holds for ξ1 > 5Am. Therefore
(6.16)
∫ ∞
5Am
〈ξ1 + ξ〉2l〈ξ1〉−2k
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1 ≤
∫ ∞
5Am
〈ξ1 + ξ〉2(l−k)
〈Λ + 34φε(ξ1)〉2B
dξ1 .
Let ξ1 = 〈Λ〉1/4η. If 〈Λ〉 ≥ 〈ξ〉4, then∫ ∞
5Am
〈ξ1 + ξ〉2(l−k)
〈Λ + 34φε(ξ1)〉2B
dξ1
=
〈Λ〉 14 (2l−2k)
〈Λ〉2B
∫ ∞
5Am
(
1 + ξ + ξ1
〈Λ〉1/4
)2(l−k) (
1 +
3
4
ξ21 + ε
2ξ41
〈Λ〉
)−2B
dξ1
≤〈Λ〉
1
4
(2l−2k)
〈Λ〉2B 〈Λ〉
1/4
∫ ∞
0
(1 + η)2(l−k)
(
1 +
3
4
( η2
〈Λ〉1/2 + ε
2η4
))−2B
dη
≤C(B, k, l, ε) 〈Λ〉
1
4
(2l−2k)
〈Λ〉2B− 14
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provided 8B − 2(l − k) > 1. If 〈Λ〉 ≤ 〈ξ〉4, then
∫ ∞
5Am
〈ξ1 + ξ〉2(l−k)
〈Λ + 34φε(ξ1)〉2B
dξ1
=
〈ξ〉(2l−2k)
〈Λ〉2B
∫ ∞
5Am
(
1 + ξ + ξ1
〈ξ〉
)2(l−k) (
1 +
3
4
ξ21 + ε
2ξ41
〈Λ〉
)−2B
dξ1
≤ 〈ξ〉
(2l−2k)
〈Λ〉2B 〈Λ〉
1/4
∫ ∞
0
(
1 +
〈Λ〉1/4
〈ξ〉 η
)2(l−k) (
1 +
3
4
(
η2
〈Λ〉1/2 + ε
2η4)
)−2B
dη
≤ C(B, k, l, ε) 〈ξ〉
(2l−2k)
〈Λ〉2B− 14
(6.17)
provided 8B − 2(l − k) > 1.
Case 1b. fτ,ξ(0) = τ +
√
φε(ξ) ≤ 0.
In this case, we take Λ = τ+m again. Let A2 be the number such that fτ,ξ(A2) =
0. Then
ε2A42 +A
2
2 = −τ −
√
φε(ξ −A2)
≤ −τ − ε(ξ −A2)2 = (−τ − εξ2) + 2εξA2 + εA22 ,
(6.18)
hence
ε2A42 ≤ ε2A42 + (1 − ε)A22 ≤ (−τ − εξ2) + 2εξA2
≤ 2max{(−τ − εξ2), 2εξA2}.
(6.19)
In case ε2A42 ≤ 2(−τ − εξ2), we have ε2A42 ≤ 2(−τ − εξ2) ≤ 2(−τ −m). When
ε2A42 ≤ 4εξA2, we have A2 ≤ Cε−1/3ξ1/3. From equations (6.10) and (6.11), we
note that |Λ| = |τ +m| = |τ +
√
φε(ξ)+m−
√
φε(ξ)| ≥ |m−
√
φε(ξ)| ≥ Cε2/3ξ4/3.
Hence A2 ≤ Cε−1/2〈Λ〉1/4. Therefore we can conclude
(6.20) A2 ≤ Cε−1/2〈Λ〉1/4.
From the observation
max{|(ξ − ξ1)|, ε(ξ − ξ1)2} ≤
√
φε(ξ − ξ1) ≤ 2max{|(ξ − ξ1)|, ε(ξ − ξ1)2},
fτ,ξ(Am) = τ +m and fτ,ξ(A2) = 0, it is easy to check that
(6.21) τ +
1
4
φε(ξ1) +
√
φε(ξ − ξ1) ≥ |τ +m| = |Λ|
for ξ1 ≥ Am + 4(A2 − Am). We split the integral∫ ∞
0
〈ξ1 + ξ〉2l〈ξ1〉−2k
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1
into two terms,
(6.22)
∫ 5A2−4Am
0
· · · dξ1 +
∫ ∞
5A2−4Am
· · · dξ1.
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Combining (6.21) and following the same method as Case 1a. in estimating (6.16),
we conclude that∫ ∞
5A2−4Am
〈ξ1 + ξ〉2l〈ξ1〉−2k
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1 ≤ C(B, l, k, ε)F (ξ,Λ+).
To estimate the first term of (6.22), we note that (6.20) and (6.9) together imply
that the numerator of the integrand is bounded by
(6.23) C(l, k, ε)max{〈ξ〉2l−2k, 〈Λ〉 14 (2l−2k)}.
Hence it suffices to prove
(6.24)
∫ 5A2−4Am
0
dξ1
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
≤ C(B, ε) 1〈Λ〉(2B− 14 )− .
The left hand side of (6.24) can be split into∫ Am
0
· · · dξ1 +
∫ A2
Am
· · · dξ1 +
∫ 2A2−Am
A2
· · · dξ1+∫ 3A2−2Am
2A2−Am
· · · dξ1 + · · ·+
∫ 5A2−4Am
4A2−3Am
· · · dξ1.
(6.25)
First of all, we estimate the second term of (6.25), i.e., the integral
(6.26)
∫ A2
Am
dξ1
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
.
It is natural to consider the partition
(6.27) PA = {a0 = Am, a1, · · · , an, A2}
where ai, i = 1, · · · , n, are given by
(6.28) ai = Am +
i
i+ 1
(A2 −Am) = 1
i+ 1
Am +
i
i+ 1
A2
and n is the integer closest to |Λ| − 1. The inequality (6.7) implies that fτ,ξ(ξ1) is
convex. Hence
(6.29) fτ,ξ(ai) ≤ 1
i+ 1
fτ,ξ(Am) +
i
i+ 1
fτ,ξ(A2) =
1
i+ 1
Λ < 0.
By inequality (6.29) and 2B < 1, we have∫ an
Am
dξ1
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
=
∫ an
Am
dξ1
(1 + |f(ξ1; τ)|)2B
≤
n∑
i=1
(i + 1)2B
〈Λ〉2B (ai − ai−1) ≤
1
〈Λ〉2B
n∑
i=1
(i + 1)(ai − ai−1)
=
1
〈Λ〉2B × {2(an − a0) + (an − a1) + · · ·+ (an − an−1)}.
(6.30)
Since an < A2, we have
an − ai ≤ A2 − ai = 1
i+ 1
(A2 −Am) < 1
i + 1
A2.
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Employing (6.20), one can continue to estimate (6.30) as
(6.30) ≤ A2〈Λ〉2B
(
2 +
1
2
+ · · ·+ 1|Λ|
)
≤ Cε
−1/2 ln(|Λ|)
〈Λ〉2B− 14 =
Cε−1/2
〈Λ〉(2B− 14 )− .
Due to the choice of an, the trivial estimate and (6.20) yield∫ A2
an
dξ1
〈τ + ξ41 + (ξ1 − ξ)2〉2B
≤ 1× (A2 − an) ≤ 1
n
A2 =
Cε−1/2
〈Λ〉3/4 .
Thus the estimate of (6.26) is completed.
Equation (6.7) implies that the first derivative f ′τ,ξ(ξ1) is strictly increasing.
Using this fact and fτ,ξ(A2) = 0, one can see that each integral from the third
to the last terms of (6.25) is smaller than the integration from Am to A2. The
estimate of the first term of (6.25) is similar to the above. Let a0 = Am and
ai =
1
i+1Am , i = 1, · · · , |Λ| − 1. From the convexity of fτ,ξ(ξ1), we have
fτ,ξ(ai) ≤ 1
i+ 1
fτ,ξ(Am) +
i
i+ 1
fτ,ξ(0) ≤ 1
i+ 1
Λ.
Following the same arguments as before, we conclude that the estimate holds for
this term.
Case 1c. τ +
√
φε(ξ) > 0 and τ +m <
√
φε(ξ)−m.
We take 〈Λ〉 = 〈1〉. In this case we have
−(√φε(ξ)−m) < τ +m <√φε(ξ)−m.
The equation fτ,ξ(ξ1) = 0 may have two roots (see the third graph of Figure 2), we
let A2 be the largest one. From the above inequality, (6.10) and (6.11), we have
(6.31) A2 < 5Am.
We split the integral into two terms as in (6.13) if τ +m ≥ 0, otherwise it will be
decomposed as in (6.22). The second term of each split can be treated as Case 1a
or 1b respectively. The inequality (6.31) implies that it suffices to estimate∫ 5Am
0
〈ξ1 + ξ〉2l〈ξ1〉−2kdξ1
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
.
Choosing 〈Λ〉 = 〈1〉, we have∫ 5Am
0
〈ξ1 + ξ〉2l〈ξ1〉−2kdξ1
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
≤C〈ξ〉2l〈(ξ/ε)1/3〉−2k · 〈(ξ/ε)1/3〉
≤C(k, ε)〈ξ〉2(l−k)
(6.32)
provided k ≤ −1/4.
Case 2. 0 ≤ ξ < 32ε−2.
In this case, we need more effort in order to locate the value of Am and m.
Fortunately, this information is not necessary for our purpose. The boundedness of
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ξ is sufficient for us to get the desired result. By the discussion after (6.4) and (6.5),
we only need to estimate∫ ∞
0
〈ξ1 + ξ〉2l〈ξ1〉−2k
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1
since the last integral of (6.5) is bounded by C(ε).
If τ > 0, then the integral is obviously bounded by a constant C(B, k, l, ε)
provided 8B − 2(l − k) > 1. If −2φε(ξ) ≤ τ ≤ 0, the condition that ξ is bounded
implies that τ is also bounded. Hence the integral is bounded provided 8B − 2(l−
k) > 1. If τ < −2φε(ξ), we let A2 be the number such that fτ,ξ(A2) = 0. Since
ξ is bounded, A2 ≤ Cε−1/2(−τ)1/4. First we take 〈Λ〉 = 〈τ +
√
φε(ξ)〉 instead of
〈τ +m〉 and consider
(6.33)
∫ ∞
0
〈ξ1 + ξ〉2l〈ξ1〉−2k
〈τ +
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1 =
∫ 2A2
0
· · · dξ1 +
∫ ∞
2A2
· · · dξ1.
Next we note that the condition τ < −2φε(ξ) implies 〈τ〉 ≈ 〈Λ〉 = 〈τ +
√
φε(ξ)〉.
Hence A2 ≤ Cε−1/2〈Γ〉1/4. Using (6.7) and the fact fτ,ξ(A2) = 0, one can prove as
in Case 1b that the both integrals in the right hand side of (6.33) are bounded by
C(B, k, l, ε)
〈Γ〉 12 (l−k)
〈Γ〉(2B− 14 )−
if 8B−2(l−k) > 1. The condition 8B−2(l−k) > 1 also implies the fraction above
is finite.
Part II. Next, we estimate the integral
(6.34)
∫ ∞
0
〈ξ1 + ξ〉2l〈ξ1〉−2k
〈τ −
√
φε(ξ1 + ξ) + φε(ξ1)〉2B
dξ1.
Note that the numerator of the integrand is 〈ξ1 + ξ〉2l〈ξ1〉−2k. The estimates are
similar to those in Part I. First, we define fτ,ξ(ξ1) = τ −
√
φε(ξ1 + ξ) + φε(ξ1)
and discuss the cases ξ ≥ 32ε−2 and ξ < 32ε−2 separately. A straightforward
differentiation yields
(6.35) f ′τ,ξ(ξ1) = 2ξ1 + 4ε
2ξ31 −
1 + 2ε2(ξ1 + ξ)
2√
1 + ε2(ξ1 + ξ)2
,
thus there exists a number Am such that fτ,ξ(ξ1) has the absolute minimum m at
Am.
When ξ > 32ε−2 we have Am = c(
ξ
ε )
1/3 as one can find from (6.35). We also
note that √
φε(ξ) ≤ m ≤ 5
4
√
φε(ξ).
Next we claim that fτ,ξ(ξ1) is a convex function. One finds
f ′′τ,ξ(ξ1) = 2 + 12ε
2ξ21 −
ε2(ξ1 + ξ)[3 + 2ε
2(ξ1 + ξ)
2]
(1 + ε2(ξ1 + ξ)2)3/2
.
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Let a = ε(ξ1 + ξ) and rewrite
ε2(ξ1 + ξ)[3 + 2ε
2(ξ1 + ξ)
2]
(1 + ε2(ξ1 + ξ)2)3/2
= ε
3a+ 2a3
(1 + a2)3/2
= g(a).
It is easy to see g(a), a ≥ εξ, is monotone increasing to 2ε. Hence we have
f ′′τ,ξ(ξ1) > 0.
With this information, we discuss the three cases τ +m ≥ m−
√
φε(ξ), τ −
√
φε(ξ)
and
√
φε(ξ) < τ < 2m−
√
φε(ξ) respectively. Then we can prove the result by the
same method as in Case 1 of Part I.
When 0 ≤ ξ ≤ 32ε−2 we can again get the desired bound for (6.34) by the same
method as in Case 2 of Part I.
Part III. Now we estimate the integral
(6.36)
∫ ∞
0
〈ξ1 + ξ〉2l〈ξ1〉−2k
〈τ +
√
φε(ξ1 + ξ) + φε(ξ1)〉2B
dξ1.
In this case, we define fτ,ξ(ξ1) = τ +
√
φε(ξ1 + ξ) + φε(ξ1) while Am and m are
defined as before. The function fτ,ξ(ξ1) is strictly increasing from 0. Hence Am = 0
and m =
√
φε(ξ). fτ,ξ(ξ1) is convex since
f ′′τ,ξ(ξ1) = 2 + 12ε
2ξ21 +
ε2(ξ1 + ξ)[3 + 2ε
2(ξ1 + ξ)
2]
(1 + ε2(ξ1 + ξ)2)3/2
> 2.
We omit the details since it is easy to follow the same method of Part I to obtain
the desired result.
Part IV. Finally, we estimate the integral
(6.37)
∫ ∞
0
〈ξ1 − ξ〉2l〈ξ1〉−2k
〈τ −
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1.
By Lemma 6.2 and the discussion after (6.4) and (6.5), we only have to estimate∫ ∞
0
〈ξ1 + ξ〉2l〈ξ1〉−2k
〈τ −
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1.
We define fτ,ξ(ξ1) = τ −
√
φε(ξ1 − ξ) + φε(ξ1). We note that fτ,ξ(ξ1) is not differ-
entiable at ξ. From
f ′τ,ξ(ξ1) = 2ξ1 + 4ε
2ξ31 −
(ξ1 − ξ) + 2ε2(ξ1 − ξ)3√
(ξ1 − ξ)2 + ε2(ξ1 − ξ)4
> 0, ξ1 6= ξ
we know f is strictly increasing from 0 and moreover, fτ,ξ(ξ1) is convex since
f ′′τ,ξ(ξ1) = 2 + 12ε
2ξ21 −
ε2|ξ1 − ξ|[3 + 2ε2(ξ1 − ξ)2]
(1 + ε2(ξ1 − ξ)2)3/2 > 0, ξ1 6= ξ.
Therefore we can estimate the integral by the method developed in Part I.

Finally we prove the supplemental lemma.
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Lemma 6.2. If k < 0 , l < 0, 0 < B < 1/2, and ξ > 32ε−2. Then
(6.38)
∫ 3
2
ξ
1
2
ξ
〈ξ1 − ξ〉2l〈ξ1〉−2k
〈τ ±
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1 ≤ C(ε) 〈ξ〉
−2k
〈ξ〉6B− .
Proof. We observe that for l < 0∫ 3
2
ξ
1
2
ξ
〈ξ1 − ξ〉2l〈ξ1〉−2k
〈τ ±
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1
≤ C〈ξ〉−2k
∫ 3
2
ξ
1
2
ξ
1
〈τ ±
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
dξ1.
(6.39)
Let τ = −φε(cτ ξ) and bτ be the number such that
(6.40) τ ±
√
φε(bτ ξ − ξ) + φε(bτ ξ) = −φε(cτ ξ)±
√
φε(bτξ − ξ) + φε(bτξ) = 0.
It is clear that we only have to consider the case where bτ ∈ [ 12ξ, 32ξ]. Let Ib be the
interval with bτ as the center with radius 1. Its intersection with [
1
2ξ,
3
2ξ] is again
denoted by Ib. From the relation (6.40), we know that
C(ε)ξ3 ≤ 〈τ ±
√
φε(ξ1 − ξ) + φε(ξ1)〉
if ξ1 ∈ [ 12ξ, 32ξ] \ Ib. In fact the value of 〈τ ±
√
φε(ξ1 − ξ) + φε(ξ1)〉 increases to
C(ε)ξ4 when ξ1 tends to
1
2ξ or
3
2ξ. Since the length of interval [
1
2ξ,
3
2ξ] \ Ib is of
order ξ. We can estimate the integral∫
[ 1
2
ξ, 3
2
ξ]\Ib
dξ1
〈τ ±
√
φε(ξ1 − ξ) + φε(ξ1)〉2B
by considering the sum of partitions as in the previous lemma and get the desired
bound.
The estimate of integration over Ib is similar by noting that the interval Ib has
length not bigger than 2 and the variation of |τ ±
√
φε(ξ1 − ξ) + φε(ξ1)| on Ib is of
order C(ε)〈ξ〉3.

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