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TRIMMING COMPLEXES AND APPLICATIONS TO
RESOLUTIONS OF DETERMINANTAL FACET IDEALS
KELLER VANDEBOGERT
Abstract. We produce a family of complexes called trimming complexes and
explore applications. We demonstrate how trimming complexes can be used
to deduce the Betti table for the minimal free resolution of the ideal generated
by certain subsets of a generating set for an arbitrary ideal I. In particular,
we compute the Betti table of the ideal obtained by removing an arbitrary
generator from the ideal of submaximal pfaffians of a generic skew symmetric
matrix M . We also explicitly compute the Betti table for the ideal generated
by certain subsets of the generating set of the ideal of maximal minors of a
generic n×m matrix. Such ideals are a subset of a class of ideals called deter-
minantal facet ideals, whose higher degree Betti numbers had not previously
been computed.
1. Introduction
Let (R,m, k) be a regular local ring with maximal ideal m and residue field
k. Given an m-primary ideal I = (φ1, . . . , φn) ⊆ R, one can “trim” the ideal I
by, for instance, forming the ideal (φ1, . . . , φn−1) + mφn. This process is used by
Christensen, Veliche, and Weyman (see [5]) in the case that R/I is a Gorenstein ring
to produce ideals defining rings with certain Tor algebra classification, negatively
answering a question of Avramov in [1].
This trimming procedure also arises in classifying certain type 2 ideals defining
compressed rings. More precisely, it is shown in [12] that every homogeneous grade
3 ideal I ⊆ k[x, y, z] defining a compressed ring with socle Soc(R/I) = k(−s) ⊕
k(−2s + 1) is obtained by trimming a Gorenstein ideal. A complex is produced
that resolves all such ideals; it is generically minimal. This resolution is then used
to bound the minimal number of generators and, consequently, parameters arising
in the Tor algebra classification.
In this paper, we generalize the resolution of [12, Theorem 5.4], mentioned in the
previous paragraph. To be precise, we consider taking an ideal I = (φ1, . . . , φn) and
constructing a resolution of (φ1, . . . , φn−1)+aφn for an arbitrary ideal a; the setting
explored in [12] is for I ⊆ k[x, y, z] a grade 3 Gorenstein ideal and a = (x, y, z).
Moreover, we wish to explore applications of these complexes in situations that are
unrelated to the setting of the previous paragraph. One such case is for computing
the graded Betti numbers of the ideal generated by certain subsets of the standard
generating set of the ideal of maximal minors of a generic n × m matrix M (see
Theorem 5.6).
The homogeneous minimal free resolution of ideals generated by all minors of
a given size of some matrix is well understood (see, for instance, [3]). It is less
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well understood what the minimal resolution/Betti table of the ideal generated
by subsets of these minors must be. Certain classes of subsets have applications
in algebraic statistics, including the adjacent 2-minors of an arbitrary matrix and
arbitrary subsets of a 2×n matrix are considered (see [9], [11] for the former case).
The latter case has been studied by Herzog et al (see [8]); in particular, such ideals
are always radical, and the primary decomposition and Gro¨bner basis are known.
In [7], so-called determinantal facet ideals are studied. Every maximal minor
has an associated simplex, and a collection of minors can then be indexed by the
facets of a certain simplicial complex ∆ on the vertex set {1, . . . , n}, for some n.
Properties of the determinantal facet ideal may be deduced from properties of ∆. A
study of the homological properties of these ideals is conducted in [10]; in particular,
the Betti numbers of the linear strand of the minimal free resolution of these ideals
is computed in terms of the f -vector of the associated clique complex.
In this paper, we consider a subset of the cases addressed in [10]; however, we
compute Betti numbers explicitly in all degrees, instead of just the linear strand,
and our formulas do not depend on any combinatorial machinery. We also deduce
that the ideals under consideration are never linearly presented and hence never
have linear resolutions.
The paper is organized as follows. Sections 2 and 3 introduce the main machinery
of the paper: the trimming complex and iterated trimming complex. We prove that
these complexes are resolutions that are not necessarily minimal. However, due to
the simple nature of the differentials, one can deduce the ranks appearing in the
minimal free resolution of the ideal of interest.
In Section 4, we show how to use the complex of Section 2 to resolve ideals
generated by certain subsets of a minimal generating set of an arbitrary ideal I.
As applications, we compute the Betti tables of the ideals obtained by removing a
single generator from the ideal of submaximal pfaffians (see Proposition 4.4) and
from the ideal of maximal minors of a generic n×m matrix M (see Theorem 4.15).
In Section 5 we use the iterated trimming complex of Section 3 to compute the
Betti tables of ideals obtained by removing certain additional generators from the
generating set of the ideal of maximal minors of a generic n×m matrix M . As an
application, we are able to deduce pieces of the f -vector of the simplicial complex
associated to certain classes of uniform clutters.
2. Trimming Complexes
We begin this section with the following data which will be used to construct a
morphism of complexes q•, as in Propositions 2.3 and 2.4. In Theorem 2.5, we show
that the mapping cone of this morphism of complexes resolves the desired quotient
ring.
Setup 2.1. Let R = k[x1, . . . , xn] be a standard graded polynomial ring over a
field k. Let I ⊆ R be a homogeneous ideal and (F•, d•) denote a homogeneous free
resolution of R/I.
Write F1 = F
′
1 ⊕ Re0, where e0 generates a free direct summand of F1. Using
the isomorphism
HomR(F2, F1) = HomR(F2, F
′
1)⊕HomR(F2, Re0)
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write d2 = d
′
2 + d0, where d
′
2 ∈ HomR(F2, F
′
1), d0 ∈ HomR(F2, Re0). Let a denote
any homogeneous ideal with
d0(F2) ⊆ ae0,
and (G•,m•) be a homogeneous free resolution of R/a.
Use the notation K ′ := Im(d1|F ′
1
: F ′1 → R), K0 := Im(d1|Re0 : Re0 → R), and
let J := K ′ + a ·K0.
Our goal is to construct a resolution of the quotient ring R/J as in Setup 2.1.
Observe that the length of G• does not have to equal the length of F•.
Proposition 2.2. Adopt notation and hypotheses as in Setup 2.1. Then
(K ′ : K0) ⊆ a.
Proof. Let r ∈ R with rK0 ⊆ K
′. By definition there exists e′ ∈ F ′1 such that
d1(e
′ + re0) = 0.
By exactness of F•, there exists f ∈ F2 with d2(f) = e
′ + re0. Employing the
decomposition d2 = d
′
2 + d0, we find
d0(f)− re0 = e
′ − d′2(f) ∈ F
′
1 ∩Re0 = 0
whence d0(f) = re0. By selection of a, we conclude r ∈ a. 
Proposition 2.3. Adopt notation and hypotheses as in Setup 2.1. Then there
exists a map q1 : F2 → G1 such that the following diagram commutes:
F2
q1
~~⑥⑥
⑥
⑥
⑥
⑥
⑥
⑥
d′0

G1 m1
// a,
where d′0 : F2 → R is the composition
F2
d0
// Re0 // R ,
and where the second map sends e0 7→ 1.
Proof. This follows directly from the fact that F2 is projective. 
Proposition 2.4. Adopt notation and hypotheses as in Setup 2.1. Then there exist
maps qk : Fk+1 → Gk for all k > 2 such that the following diagram commutes:
Fk+1
qk

dk+1
// Fk
qk−1

Gk mk
// Gk−1
Proof. We build the qk inductively. For k = 2, observe that
m1 ◦ q1 ◦ d3 = d
′
0 ◦ d3 = 0,
so there exists q2 : F3 → G2 making the desired diagram commute. For k > 2, we
assume that qk−1 has already been constructed. Then
mk−1 ◦ qk−1 ◦ dk+1 = qk−2 ◦ dk ◦ dk+1 = 0,
so the desired map qk exists. 
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Theorem 2.5. Adopt notation and hypotheses as in Setup 2.1. Then the mapping
cone of the morphism of complexes
(2.1) · · ·
dk+1
// Fk
qk−1

dk
// · · ·
d3
// F2
d′2
//
q1

F ′1
d1

· · ·
mk
// Gk−1
mk−1
// · · ·
m2
// G1
−m1(−)·d1(e0)
// R
is acyclic and is a free resolution of R/J .
Proof. We first verify that the maps given in the statement of Theorem 2.5 form a
morphism of complexes. To this end, it suffices only to show that the first square
commutes. Let f ∈ F2; moving counterclockwise around the first square, we see
f 7→ −m1(q1(f)) · d1(e0)
= −d′0(f) · d1(e0)
= −d1(d
′
0(f)e0)
= −d1(d0(f)) = d1(d
′
2(f)).
Thus we have a well defined morphism of complexes. Let q• denote the collection
of vertical maps in 2.1, F ′• the top row of 2.1, and G
′
• the bottom row of 2.1. There
is a short exact sequence of complexes:
0→ F ′• → Cone(q•)→ G
′
• → 0,
which induces the standard long exact sequence in homology. Using this long exact
sequence of homology, Cone(q•) will be a resolution of R/J if:
(1) The top row of 2.1 is a resolution of K ′/(K ′ ∩K0).
(2) The bottom row of 2.1 is a resolution of R/(aK0).
(3) The induced map on 0th homology
K ′
K ′ ∩K0
→
R
aK0
is an injection.
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To prove (1), observe that the top row of 2.1 appears as the bottom row in the
short exact sequence of complexes
(2.2) 0

0

0 // Re0
d1
//

K0

// 0
· · · // F2
d2
// F1

d1
// I

// 0
· · · // F2

d′2
// F ′1

d1
// K
′
K′∩K0

// 0
0 0 0
The top row of 2.2 is exact since R is a domain. The middle row is exact since
F• is a resolution of R/I, so the bottom row must also be exact. Notice that the
rightmost column is exact since I/K0 = (K
′ +K0)/K0 ∼= K
′/(K ′ ∩K0).
Similarly, (2) holds because R is a domain. More precisely, if g ∈ G and m1(g) ·
d1(e0) = 0, then m1(g) = 0. Since G• is exact by assumption, g ∈ Im(d2).
Lastly, to prove (3), simply observe that K ′ ∩ aK0 ⊆ K
′ ∩K0. 
Definition 2.6. The trimming complex associated to the data of Setup 2.1 is the
resolution of Theorem 2.5.
Remark 2.7. Notice that in Definition 2.6, the associated trimming complex de-
pends on a chosen generating set for I, not just the ideal itself.
In general, the trimming complex associated to the data of Setup 2.1 need not be
minimal. However, the following Corollary allows us to deduce the (graded) Betti
numbers even for a nonminimal resolution.
Corollary 2.8. Adopt notation and hypotheses of Setup 2.1. Assume furthermore
that the resolutions F• and G• are minimal. Then for i > 2,
dimk Tor
R
i (R/J, k) = rankFi + rankGi − rank(qi−1 ⊗ k)− rank(qi ⊗ k),
and
µ(J) = µ(I) + µ(a)− 1− rank(q1 ⊗ k).
Proof. Resolve R/J by the mapping cone of the diagram in Theorem 2.5, and let
ℓi denote the ith differential. Then for i > 2,
dimk Tor
R
i (R/J, k) = dimk Ker(ℓi ⊗ k)/ Im(ℓi+1 ⊗ k).
Since the resolutions F• and G• are minimal by assumption,
rank(Im(ℓi+1) = rank(qi ⊗ k), and
rank(Ker(ℓi ⊗ k)) = rankFi + rankGi − rank(qi−1 ⊗ k).
For the latter claim, observe that ℓ1 ⊗ k = 0, so
dimk Tor1(R/J, k) = rankF
′
1 + rankG1 − rank(q1 ⊗ k).
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Since rankF ′1 = µ(I) − 1 and rankG1 = µ(a), the claim follows after recalling
dimk Tor1(R/J, k) = µ(J). 
Remark 2.9. Observe that if in the setting of Corollary 2.8, the resolutions F• and
G• are also, then we may restrict the equalities to homogeneous pieces to find the
graded Betti numbers as well.
3. Iterated Trimming Complexes
In this section, we consider an iterated version of the data of Setup 2.1. There
will be multiple morphisms of complexes involved in this case, whose existence is
proved in the same way as Propositions 2.3 and 2.4. We conclude this section with
a concrete example illustrating the construction.
Setup 3.1. Let R = k[x1, . . . , xn] be a standard graded polynomial ring over a
field k. Let I ⊆ R be a homogeneous ideal and (F•, d•) denote a homogeneous free
resolution of R/I.
Write F1 = F
′
1 ⊕
(⊕t
i=1Re
i
0
)
, where each ei0 generates a free direct summand
of F1. Using the isomorphism
HomR(F2, F1) = HomR(F2, F
′
1)⊕
( t⊕
i=1
HomR(F2, Re
i
0)
)
write d2 = d
′
2 + d
1
0 + · · ·+ d
t
0, where d
′
2 ∈ HomR(F2, F
′
1) and d
i
0 ∈ HomR(F2, Re
i
0).
Let ai denote any homogeneous ideal with
di0(F2) ⊆ aie
i
0,
and (Gi•,m
i
•) be a homogeneous free resolution of R/ai.
Use the notation K ′ := Im(d1|F ′
1
: F ′1 → R), K
i
0 := Im(d1|Rei0 : Re
i
0 → R), and
let J := K ′ + a1 ·K
1
0 + · · ·+ at ·K
t
0.
The next few Propositions are directly analogous to those of the previous section;
the proofs are omitted since they are identical.
Proposition 3.2. Adopt notation and hypotheses of Setup 3.1. Then for each i =
1, . . . ,m there exist maps qi1 : F2 → G
i
1 such that the following diagram commutes:
F2
qi1
~~⑥⑥
⑥
⑥
⑥
⑥
⑥
⑥
di0
′

G1
mi1
// ai,
where di0
′
: F2 → R is the composition
F2
di0
// Rei0 // R ,
and where the second map sends ei0 7→ 1.
Proposition 3.3. Adopt notation and hypotheses as in Setup 3.1. Then for each
i = 1, . . . ,m there exist maps qik : Fk+1 → G
i
k for all k > 2 such that the following
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diagram commutes:
Fk+1
qik

dk+1
// Fk
qik−1

Gik
mik
// Gik−1
Theorem 3.4. Adopt notation and hypotheses as in Setup 3.1. Then the mapping
cone of the morphism of complexes
(3.1)
· · ·
dk+1
// Fk


q1k−1
...
qtk−1



dk
// · · ·
d3
// F2
d′2
//


q11
...
qt1



F ′1
d1

· · ·
⊕
mik
//
⊕t
i=1G
i
k−1
⊕
mik−1
// · · ·
⊕
mi2
//
⊕t
i=1G
i
1
−
∑
t
i=1 m
i
1(−)·d1(e
i
0)
// R
and is a free resolution of R/J .
The proof of Theorem 3.4 follows from iterating the mapping cone of Theorem
2.5. There is some careful bookkeeping needed to deduce that the mapping cone of
3.1 can be obtained by iterating the mapping cone construction of Theorem 2.5.
Proof of Theorem 3.4. Adopt notation and hypotheses of Setup 3.1. Let (F 1• , d
1)
denote the complex of Theorem 2.5 applied to the direct summand Re10 of F1; that
is, the mapping cone of:
(3.2) · · ·
dk+1
// Fk
qk−1

dk
// · · ·
d3
// F2
d12
′
//
q1

F 11
′
d1

· · ·
mk
// Gk−1
mk−1
// · · ·
m2
// G1
−m1(−)·d1(e0)
// R
Observe that F 11
′
= F ′1 ⊕
(⊕t
i=2 Re
i
0
)
. Proceed by induction on t. Observe that
Theorem 2.5 is the base case t = 1. Let t > 1 and recall the notation of Setup 3.1.
We may write
d12 =
(
d′2 0
−q11 m
1
2
)
+
(
d20 0
0 0
)
+ · · ·+
(
dt0 0
0 0
)
where for each i = 2, . . . , t, (
di0 0
0 0
)
: F 12 → Re
i
0.
This means we are in the situation of Setup 3.1, only instead trimming t − 1
generators from the ideal K ′ + a1K
1
0 + K
2
0 + · · · + K
t
0. Observe that the maps
8 KELLER VANDEBOGERT(
qij 0
)
: F 1j+1 = Fj+1 ⊕ G
1
j+1 → G
i
j make the diagram of Proposition 3.3 com-
mute. By induction, the mapping cone of
· · ·
d1k+1
// F 1k


q2k−1 0
...
qtk−1 0



d1k
// · · ·
d13
// F 12

 d
′
2 0
−q11 m
1
2


//


q21 0
...
qt1 0



F ′1
d1−m
1
1(−)·d1(e
1
0)

· · ·
⊕
mik
//
⊕t
i=2G
i
k−1
⊕
mik−1
// · · ·
⊕
mi2
//
⊕t
i=2G
i
1
−
∑t
i=2
mi1(−)·d1(e
i
0)
// R
forms a resolution of K ′+a1K
1
0+
(
a2K
2
0+ · · ·+atK
t
0
)
(recall that the top row forms
a resolution of K ′ + (K20 + · · ·+K
t
0) + a1K
1
0 by Theorem 2.5). The differentials of
this mapping cone are the same as the differentials induced by the mapping cone
of diagram 3.1 as in the statement of Theorem 3.4. 
Definition 3.5. The iterated trimming complex associated to the data of Setup
3.1 is the complex of Theorem 3.4.
As an immediate consequence, one obtains the following result (the proof of
which is identical to that of Corollary 2.8):
Corollary 3.6. Adopt notation and hypotheses of Setup 3.1. Assume furthermore
that the complexes F• and G• are minimal. Then for i > 2,
dimk Tor
R
i (R/J, k) = rankFi+
t∑
j=1
rankGji−rank
(q
1
i
...
qti
⊗k)−rank(
q
1
i−1
...
qti−1
⊗k),
and
µ(J) = µ(I)− t+
t∑
j=1
µ(aj)− rank
(q
1
1
...
qt1
⊗ k). 
Example 3.7. Let R = k[x, y, z],
X =

0 0 0 −x2 −z2
0 0 −x2 −z2 −y2
0 x2 0 −y2 0
x2 z2 y2 0 0
z2 y2 0 0 0
 ,
and I = Pf(X), the ideal of submaximal pfaffians of X . Let F• denote the complex
0 // R
d∗1
// Rn
X
// Rn
d1
// R,
with
d1 =
(
y4 −y2z2 −x2y2 + z4 −x2z2 x4
)
.
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This is a minimal free resolution of R/I (see [4]). In the notation of Setup 3.1, let
K ′ := (−x2y2 + z4,−x2z2, x4), K10 := (y
4), K20 := (−y
2z2),
and a1 = a2 := (x, y, z). Let G
1
• = G
2
• denote the Koszul complex:
0 // R


z
−y
x


//// R3


−y −z 0
x 0 −z
0 x y


// R3
(
x y z
)
// R .
Then, one computes:
q11 =
0 0 0 −x 00 0 0 0 0
0 0 0 0 −z
 : R5 → R3,
q12 =
 0−x3z
0
 : R→ R3,
q21 =
0 0 −x 0 00 0 0 0 −y
0 0 0 −z 0
 : R5 → R3,
q22 =
−x3yx z3
0
 : R→ R3.
Then, the mapping cone of Theorem 3.4 forms a resolution ofR/(K ′+a1K
1
0+a2K
2
0 ).
In particular, we deduce that this mapping cone is a minimal free resolution and
hence the above quotient ring has Betti table
0 1 2 3
total: 1 9 11 3
0: 1 . . .
1: . . . .
2: . . . .
3: . 3 . .
4: . 6 11 2
5: . . . .
6: . . . .
7: . . . 1.
4. Betti Tables for Ideals Obtained by Removing a Generator from
Generic Submaximal Pfaffian Ideals and Ideals of Maximal Minors
In this section, we demonstrate how to use trimming complexes to compute the
Betti table of the ideal generating by removing a single generator from a given
generating set of an ideal I.
Setup 4.1. Let R = k[x1, . . . , xn] be a standard graded polynomial ring over a field
k, with R+ := R>0. Let I ⊆ R be a homogeneous R+-primary ideal and (F•, d•)
denote a homogeneous free resolution of R/I.
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Write F1 = F
′
1 ⊕ Re0, where e0 generates a free direct summand of F1. Using
the isomorphism
HomR(F2, F1) = HomR(F2, F
′
1)⊕HomR(F2, Re0)
write d2 = d
′
2 + d0, where d
′
2 ∈ HomR(F2, F
′
1), d0 ∈ HomR(F2, Re0). Let a denote
a homogeneous ideal with
d0(F2) = ae0,
and (G•,m•) be a homogeneous free resolution of R/a.
Use the notation K ′ := Im(d1|F ′
1
: F ′1 → R), K0 := Im(d1|Re0 : Re0 → R), and
let J := K ′ + a ·K0.
Proposition 4.2. Adopt notation and hypotheses as in Setup 4.1. Then the reso-
lution of Theorem 2.5 resolves K ′.
Proof. It will be shown that a = K ′ : K0. Observe that K
′ : K0 ⊆ a by Proposition
2.2. Let r ∈ a; by assumption, there exists f ∈ F2 such that d0(f) = re0. Since F• is
a complex, d1(re0) = −d1(d
′
2(f)), so that rK0 ⊆ K
′. This yields that a = K ′ : K0.
In particular, we find that aK0 ⊂ K
′. The resolution of Theorem 2.5 resolves
K ′ + aK0 = K
′, so the result follows. 
Notation 4.3. Given a skew symmetric matrix X ∈Mn(R), where R is some com-
mutative ring, the notation Pfj(X) will denote the pfaffian of the matrix obtained
by removing the jth row and column from X .
Proposition 4.4. Let R = k[xij | 1 6 i < j 6 n] and let X denote a generic n×n
skew symmetric matrix, with n > 7 odd. Given 1 6 i 6 n, the ideal
J := (Pfj(X) | i 6= j)
has Betti table
0 1 2 3 · · · k · · · n− 1
0 1 · · · · · · · · · ·
...
(n− 3)/2 · n− 1 1 · · · · · · · ·
...
(n− 1)/2 · ·
(
n−1
2
) (
n−1
3
)
· · ·
(
n−1
k
)
· · · 1
...
n− 3 · · · 1 · · · · · · · ·
In the case where n = 5, the Betti table is
0 1 2 3 4
0 1 · · · ·
1 · 4 1 · ·
2 · · 6 5 1
Proof. In view of Corollary 2.8, it suffices to compute the ranks of the maps qi ⊗ k
for all appropriate i. Let F• denote the minimal free resolution of the ideal of
submaximal pfaffians of X . Observe that F• is of the form
0 // R
d∗1
// Rn
X
// Rn
d1
// R,
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where d1 = (Pf1(X),−Pf2(X), . . . , (−1)
n+1Pfn(X)) (see, for instance, [4]). Fix an
integer 1 6 ℓ 6 n and let K ′ := (Pfi(X) | i 6= ℓ), K0 := (Pfℓ(X)). Observe that ℓth
row of X generates the ideal
(x11, . . . , x1n) if ℓ = 1,
(x1ℓ, . . . , xℓ−1,ℓ, xℓ,ℓ+1, . . . , xℓ,n) if 1 < ℓ < n,
(x1n, . . . , xn−1,n) if ℓ = n.
Notice that this ideal is a complete intersection on n−1 generators; in the notation
of Setup 4.1, the ideal a is this complete intersection (so that aK0 ⊆ K
′). Let G•
denote the Koszul complex resolving a.
Observe that for i > 3,
qi : Fi+1 = 0→ Gi,
so qi⊗ k = 0 for i > 3. By counting degrees, one finds q2⊗ k = 0. Finally, the map
q1 is simply the projection
q1 : F2 ∼= R
n → G1 ∼= R
n−1
onto the appropriate summands; this map has rank(q1 ⊗ k) = n − 1. Combining
this information with Corollary 2.8 and Remark 2.9, for i > 4,
dimk Tor
R
i (R/J, k) =
(
n− 1
i
)
.
For i = 3 and n > 7,
dimk Tor
R
3 (R/J)(n+5)/2 = rankG3
=
(
n− 1
3
)
dimk Tor
R
3 (R/J)n = rankF3
= 1.
For i = 3 and n = 5, observe that n = (n+ 5)/2, so
dimk Tor
R
3 (R/J) = rankF3 + rankG3
= 1 +
(
n− 1
3
)
= 5.
Finally, for i = 2 and n > 5,
dimk Tor
R
2 (R/J)(n+1)/2 = rankF2 − rank(q1 ⊗ k)
= n− (n− 1) = 1
dimk Tor
R
2 (R/J)(n+3)/2 = rankG2
=
(
n− 1
2
)
.

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Observe the difference between the Betti table of Proposition 4.4 and the classical
case of the ideal generated by all submaximal pfaffians of a generic skew symmetric
matrix. In the latter case, this ideal is always a grade 3 Gorenstein ideal (in
particular, the projective dimension is 3). After removing a generator, one sees
that the projective dimension can become arbitrarily large based on the size of the
generating set.
Next, we want to compute the graded Betti numbers when removing a generator
from an ideal of maximal minors of a generic n×m matrix. This case requires more
work since the qℓ maps of Proposition 2.4 must be computed explicitly in order to
compute the ranks. For convenience, we recall the definition of the Eagon-Northcott
complex.
Notation 4.5. Let V be a k-vector space, where k is any field. The notation
∧i V
denotes the ith exterior power of V and Di(V ) denotes the ith divided power of V
(see [6, Section A2.4] for the definition of Di(V )).
Definition 4.6. Let φ : F → G be a homomorphism of free modules of ranks f
and g, respectively, with f > g. Let cφ be the image of φ under the isomorphism
HomR(F,G)
∼=
−→ F ∗ ⊗G. The Eagon-Northcott complex is the complex
0→ Df−g(G
∗)⊗
f∧
F → Df−g−1(G
∗)⊗
f−1∧
F → · · · → G∗⊗
g+1∧
F →
g∧
F →
g∧
G
with differentials in homological degree > 2 induced by multiplication by the ele-
ment cφ ∈ F
∗ ⊗G, and the map
∧g
F →
∧g
G is
∧g
φ.
Setup 4.7. Let R = k[xij | 1 6 i 6 n, 1 6 j 6 m and M = (xij)16i6n,16j6m
denote a generic n × m matrix, where n 6 m. View M as a homomorphism
M : F → G of free modules F and G of rank m and n, respectively.
Let fi, i = 1, . . . ,m, gj, j = 1, . . . , n denote the standard bases with respect to
which M has the above matrix representation. Write
n∧
F = F ′ ⊕Rfσ
for some free module F ′, where σ = (σ1 < · · · < σn) is a fixed index set, and
the notation fσ denotes fσ1 ∧ · · · ∧ fσn . Recall that the Eagon-Northcott complex of
Definition 4.6 resolves the quotient ring defined by In(M), the ideal of n×n minors
of M .
We will consider the submodule of
∧n+ℓ
F generated by all elements of the form
fσ,τ , where τ = (τ1 < · · · < τℓ) and σ ∩ τ = ∅. The notation fσ,τ denotes the
element fσ ∧ fτ . If τ = (τ1 < · · · < σn), let ∆τ denote the determinant of the
matrix formed by columns τ1, . . . , τn of M . Then, in the notation of Setup 4.1,
K ′ = (∆τ | τ 6= σ)
and K0 = (∆σ).
Observe that the Eagon-Northcott differential d2 : G
∗⊗
∧n+1 F → ∧n F induces
a homomorphism d0 : G
∗ ⊗
∧n+1
F → Rfσ by sending
g∗i ⊗ f{j},σ 7→ xijfσ,
and all other basis elements to 0. In the notation of Setup 4.1,
a = (xij | i = 1, . . . , n, j /∈ σ).
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This means a is a complete intersection generated by n(m−n) elements, and hence
is resolved by the Koszul complex. Moreover, aK0 ⊆ K
′. Let
U =
⊕
16i6n
j /∈σ
Reij
with differential induced by the homomorphism m1 : U → R sending eij 7→ xij . If
L = (i, j) is a 2-tuple, then the notation eL will denote eij.
The proof of the following Proposition is a straightforward computation.
Proposition 4.8. Adopt notation and hypotheses of Setup 4.7. Define q1 : G
∗ ⊗∧n+1
F → U by sending g∗i ⊗ f{j},σ 7→ eij and all other basis elements to 0. Then
the following diagram commutes:
G∗ ⊗
∧n+1
F
q1
yytt
t
t
t
t
t
t
t
t
t
d′0

U m1
// a,
where d′0 : G
∗ ⊗
∧n+1
F → R is the composition
G∗ ⊗
∧n+1
F
d0
// Rfσ // R ,
and where the second map sends fσ 7→ 1.
We will need the following definition before introducing the qi maps for i > 2.
Definition 4.9. Let τ = (τ1, . . . , τℓ) be an indexing set of length ℓ with τ1 < · · · <
τℓ. Let α = (α1, · · · , αn), with αi > 0 for each i. Define Lα,τ to be the subset of
size ℓ subsets of the cartesian product
{i | αi 6= 0} × τ,
where {(r1, τ1), . . . , (rℓ, τℓ)} ∈ Lα,τ if |{i | ri = j}| = αj .
Observe that Lα,τ is empty unless α1 + · · ·+ αn = ℓ.
Example 4.10. One easily computes:
L(2,0,1),(1,2,3) = {{(3, 1), (1, 2), (1, 3)}, {(1, 1), (3, 2), (1, 3)}, {(1, 1), (1, 2), (3, 3)}}
L(2,0,2),(1,2,3,4) ={{(3, 1) , (3, 2) , (1, 3) , (1, 4)} , {(3, 1) , (1, 2) , (3, 3) , (1, 4)} ,
{(1, 1) , (3, 2) , (3, 3) , (1, 4)} , {(3, 1) , (1, 2) , (1, 3) , (3, 4)} ,
{(1, 1) , (3, 2) , (1, 3) , (3, 4)} , {(1, 1) , (1, 2) , (3, 3) , (3, 4)}}
Lemma 4.11. Let τ = (τ1, . . . , τℓ) be an indexing set of length ℓ with τ1 < · · · < τℓ.
Let α = (α1, · · · , αn), with αi > 0 for each i. Use the notation α
i := (α1, . . . , αi −
1, . . . , αn). Then any L
′ ∈ Lαi,τ\τk is contained in a unique element L ∈ Lα,τ .
Proof. Given L′, take L := L′∪(i, jk), ordered appropriately. Assume that L
′ ⊆ L′′
for some other L′′ ∈ Lα,τ . It is easy to see that L
′′\L′ = (a, σk), where a is some
integer. However, since αi differs by α by 1 in the ith spot, a = i, whence L = L′′
and L is unique. 
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Lemma 4.12. Adopt notation and hypotheses of Setup 4.7. Define
qℓ : Dℓ(G
∗)⊗
n+ℓ∧
F →
ℓ∧
U, ℓ > 2,
by sending
g
∗(α1)
1 · · · g
∗(αn)
n ⊗ fτ,Iσ 7→
∑
L∈Lα,τ
eL1 ∧ · · · ∧ eLℓ ,
where Lα,τ is defined in Definition 4.9. All other basis elements are sent to 0. Then
the following diagram commutes:
Dℓ(G
∗)⊗
∧n+ℓ
F
qℓ

dℓ
// Dℓ−1(G
∗)⊗
∧n+ℓ−1
F
qℓ−1
∧ℓ
U mℓ
//
∧ℓ−1
U.
Proof. We first compute the image of the element
g
∗(α1)
1 · · · g
∗(αn)
n ⊗ fτ,σ
going clockwise about the diagram. We obtain:
g
∗(α1)
1 · · · g
∗(αn)
n ⊗ fτ,σ 7→
∑
{i|αi 6=0}
16j6ℓ
(−1)j+1xiτjg
∗(α1)
1 · · · g
∗(αi−1)
i · · · g
∗(αn)
n ⊗ fτ\τj,σ
+
∑
{i|αi 6=0}
16j6n
(−1)m−n+j+1xiσjg
∗(α1)
1 · · · g
∗(αi−1)
i · · · g
∗(αn)
n ⊗ fJ,σ\σj
7→
∑
{i|αi 6=0}
16j6ℓ
∑
L∈L
αi,τ\τj
(−1)j+1xiτj eL1 ∧ · · · ∧ eLℓ−1
where in the above, denote αi := (α1, . . . , αi − 1, . . . , αn) and Li the ith entry of
L ∈ Lα,τ\τj . According to Lemma 4.11,∑
{i|αi 6=0}
16j6ℓ
∑
L∈L
αi,τ\τj
(−1)j+1xiτjeL1 ∧ · · · ∧ eLℓ−1
=
∑
16j6ℓ
∑
L∈Lα,τ
(−1)j+1xLjeL1 ∧ · · · ∧ êLj ∧ · · · ∧ eLℓ .
Moving in the counterclockwise direction, we obtain:
g
∗(α1)
1 · · · g
∗(αn)
n ⊗ fτ,σ 7→
∑
L∈Lα,τ
eL1 ∧ · · · ∧ eLℓ
7→
∑
L∈Lα,τ
∑
16j6ℓ
(−1)j+1xLjeL1 ∧ · · · ∧ êLj ∧ · · · ∧ eLℓ

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Lemma 4.13. Adopt notation and hypotheses of Setup 4.7. Then the maps
qℓ : Dℓ(G
∗)⊗
n+ℓ∧
F →
ℓ∧
U
have rank(qℓ⊗k) =
(
n+ℓ−1
ℓ
)
·
(
m−n
ℓ
)
for all ℓ = 1, · · · ,m−n+1 and rank(qℓ⊗k) = 0
for all ℓ = m− n+ 2, . . . , n(m− n).
Remark 4.14. If we use the convention that
(
r
s
)
= 0 for s > r, then the above says
that rank(qℓ ⊗ k) =
(
n+ℓ−1
ℓ
)
·
(
m−n
ℓ
)
for all ℓ > 1.
Proof. First observe that since the Eagon-Northcott complex is 0 in homological
degrees > m − n + 2, it is immediate that qℓ = 0 for ℓ > m− n + 2. For the first
claim, this follows from the fact that for α 6= α′,
Lα,τ ∩ Lα′,τ = ∅,
which implies that the image of each element g
∗(α1)
1 · · · g
∗(αn)
n ⊗ fτ,σ ∈ Dℓ(G
∗) ⊗∧n+ℓ
F under qℓ has maximal rank (recall that these are the only elements with
nonzero image). This rank is computed by counting all such basis elements; it is
clear that there are
(
m−n
ℓ
)
possible elements of the form fτ,σ, since σ is a fixed
index set of length n. The rank of Dℓ(G
∗) is
(
n+ℓ−1
ℓ
)
, therefore we conclude that
the rank of each qℓ is (
n+ ℓ− 1
ℓ
)(
m− n
ℓ
)

Theorem 4.15. Adopt notation and hypotheses of Setup 4.7. If τ = (τ1 < · · · <
σn), let ∆τ denote the determinant of the matrix formed by columns τ1, . . . , τn of
M . Then the ideal
K ′ := (∆τ | τ 6= σ)
has Betti table
0 1 · · · ℓ · · · n(m− n)− 1 n(m− n)
0 1 · · · · · · · · · ·
...
n− 1 ·
(
m
n
)
− 1 · · ·
(
n+ℓ−2
ℓ−1
)((
m
n+ℓ−1
)
−
(
m−n
ℓ−1
))
· · · · ·
n · · · · ·
(
n(m−n)
ℓ
)
−
(
n+ℓ−1
ℓ
)(
m−n
ℓ
)
· · · n(m− n) 1
Proof. We employ Corollary 2.8 and Remark 2.9. By selection, aK0 ⊆ K
′. Let E•
denote the Eagon-Northcott complex as in Setup 4.7. For ℓ > 1,
rankEℓ =
(
n+ ℓ− 2
ℓ− 1
)(
m
n+ ℓ− 1
)
.
Similarly, let K• denote the Koszul complex resolving a as in Setup 4.7. Then
rankKℓ =
(
n(m− n)
ℓ
)
.
Combining the information above with that of Lemma 4.13, Corollary 2.8, and
Remark 2.9, we have:
dimk Tor
R
ℓ (R/K
′, k)n+ℓ = rankEℓ − rankk(qℓ−1 ⊗ k)
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=
(
n+ ℓ− 2
ℓ− 1
)(
m
n+ ℓ− 1
)
−
(
n+ ℓ− 2
ℓ− 1
)(
m− n
ℓ− 1
)
,
dimk Tor
R
ℓ (R/K
′, k)n+ℓ+1 = rankKℓ − rankk(qℓ ⊗ k)
=
(
n(m− n)
ℓ
)
−
(
n+ ℓ− 1
ℓ
)(
m− n
ℓ
)
.
This concludes the proof. 
5. Betti Tables for a Class of Determinantal Facet Ideals
In this section we consider the case for removing multiple generators from the
ideal of maximal minors of a generic n × m matrix M . Such ideals belong to
the class of ideals called determinantal facet ideals, which were studied in [7] and
[10]. Graded Betti numbers for these ideals appearing in higher degrees have not
been previously computed, even in simple cases. In Theorem 5.6, the graded Betti
numbers of an infinite class of determinantal facet ideals defining quotient rings of
regularity n + 1 are computed explicitly in all degrees. In [10] the linear strand
for such ideals is computed in terms of the f -vector of some associated simplicial
complex. We use the linear strand of Theorem 5.6 to deduce the f -vector of the
simplicial complex associated to an n-uniform clutter obtained by removing pairwise
disjoint subsets from all n-subsets of [m] (see Corollary 5.14).
Setup 5.1. Let R = k[xij | 1 6 i 6 n, 1 6 j 6 m] and M = (xij)16i6n,16j6m
denote a generic n × m matrix, where n 6 m. View M as a homomorphism
M : F → G of free modules F and G of rank m and n, respectively.
Fix indexing sets σj = (σj1 < · · · < σjn) for j = 1, . . . , r pairwise disjoint; that
is, σi ∩ σj = ∅ for i 6= j (this intersection is taken as sets).
Let fi, for i = 1, . . . ,m, and gj, for j = 1, . . . , n denote the standard bases with
respect to which M has the above matrix representation. Write
n∧
F = F ′ ⊕Rfσ1 ⊕ · · · ⊕Rfσr
for some free module F ′, where the notation fσj denotes fσj1 ∧· · ·∧fσjn . Recall that
the Eagon-Northcott complex of Definition 4.6 resolves the quotient ring defined by
In(M). If τ = (τ1 < · · · < σn), let ∆τ denote the determinant of the matrix formed
by columns τ1, . . . , τn of M . Then, in the iterated version of Setup 4.1,
K ′ = (∆τ | τ 6= σj , j = 1, . . . , r)
and Kj0 = (∆σj ).
Observe that the Eagon-Northcott differential d2 : G
∗⊗
∧n+1
F →
∧m
F induces
homomorphisms dℓ0 : G
∗ ⊗
∧n+1 F → Rfσj by sending
g∗i ⊗ f{ℓ},σj 7→ xiℓfσj ,
and all other basis elements to 0. In the notation of Setup 4.1, this means we are
considering the family of ideals
aj = (xiℓ | i = 1, . . . , n, ℓ /∈ σj).
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For each j = 1, . . . , r, aj is a complete intersection generated by n(m−n) elements,
and hence is resolved by the Koszul complex. Let
Uj =
⊕
16i6n
ℓ/∈σj
Reiℓ
with differential induced by the homomorphism mj1 : Uj → R sending eiℓ 7→ xiℓ. If
L = (i, j) is a 2-tuple, then the notation eL will denote eij.
Remark 5.2. The assumption σi ∩ σj = ∅ for i 6= j implies that, if we define
K ′ := (∆τ | τ 6= σj , j = 1, . . . , r), each ∆σj satisfies aj∆σj ⊂ K
′. This is
significant since it allows us to use the resolution of Theorem 3.4. If the indexing
sets were not pairwise disjoint, then we would have to apply Theorem 2.5 iteratively
and compute the minimal presenting matrix at each step explicitly.
Proposition 5.3. Adopt notation and hypotheses of Setup 5.1. Define qj1 : G
∗ ⊗∧n+1 F → Uj by sending g∗i ⊗ f{ℓ},σj 7→ eiℓ and all other basis elements to 0. Then
the following diagram commutes:
G∗ ⊗
∧n+1
F
qj
1
yyss
s
s
s
s
s
s
s
s
s
d′0

Uj
mj
1
// aj,
where d′0 : G
∗ ⊗
∧n+1 F → R is the composition
G∗ ⊗
∧n+1
F
d0
// Rfσj // R ,
and where the second map sends fσj 7→ 1.
Proposition 5.4. Adopt notation and hypotheses of Setup 5.1. Define
qjℓ : Dℓ(G
∗)⊗
n+ℓ∧
F →
ℓ∧
Uj , ℓ > 2,
by sending
g
∗(α1)
1 · · · g
∗(αn)
n ⊗ fτ,σj 7→ (−1)
n
∑
L∈Lα,τ
eL1 ∧ · · · ∧ eLℓ ,
where Lα,τ is defined in Definition 4.9. All other basis elements are sent to 0. Then
the following diagram commutes:
Dℓ(G
∗)⊗
∧n+ℓ F
qj
ℓ

dℓ
// Dℓ−1(G
∗)⊗
∧n+ℓ−1 F
qj
ℓ−1
∧ℓ
Uj
mj
ℓ
//
∧ℓ−1
Uj
,
where mjℓ is the standard Koszul differential induced by the map m
j
1 as in Setup
5.1.
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Lemma 5.5. Adopt notation and hypotheses of Setup 5.1. Then
rankk
(q
1
ℓ
...
qrℓ
⊗ k) = (n+ ℓ− 1
ℓ
)
·
r∑
i=1
(−1)i+1
(
r
i
)(
m− in
ℓ− (i− 1)n
)
Proof. For convenience, use the notation
rkℓ := rankk
(q
1
ℓ
...
qrℓ
⊗ k).
As already noted, Lα′,τ ∩ Lα,τ = ∅ for α 6= α
′, so rkℓ 6 r
(
n+ℓ−1
ℓ
)(
m−n
ℓ
)
. We want
to count all elements
g
∗(α1)
1 · · · g
∗(αn)
n ⊗ fτ
such that there exists 1 6 j 6 r with
0 6= qjℓ (g
∗(α1)
1 · · · g
∗(αn)
n ⊗ fτ ),
taking into account the fact that some elements will have nonzero image under
multiple qjℓ . Thus, we count all elements
g
∗(α1)
1 · · · g
∗(αn)
n ⊗ fτ
such that the image under at least i distinct qjℓ is nonzero, then apply the inclusion
exclusion principle.
It is easy to see that this set is obtained by choosing all indexing sets τ with
|τ | = n+ ℓ such that τ = σj1 ∪ · · · ∪ σji ∪ τ
′ for some i and τ ′ with τ ′ ∩ σjs = ∅ for
each s = 1, . . . , i. Fixing i, there are
(
r
i
)
unique choices for the union σj1 ∪· · ·∪σji .
For the indexing set τ ′, there are m− in total choices of indices after removing all
elements of the union σj1 ∪ · · · ∪ σji , and we are choosing ℓ+ n− in = ℓ− (i− 1)n
elements. Using the inclusion-exclusion principle, the total number of indexing sets
τ as above is
r∑
i=2
(−1)i
(
r
i
)(
m− in
ℓ− (i− 1)n
)
.
Multiplying by rankDℓ(G) and subtracting from r
(
n+ℓ−1
ℓ
)(
m−n
ℓ
)
, we obtain the
result. 
Theorem 5.6. Adopt notation and hypotheses as in Setup 5.1. Define
rkℓ :=
(
n+ ℓ− 1
ℓ
)
·
r∑
i=1
(−1)i+1
(
r
i
)(
m− in
ℓ− (i− 1)n
)
.
If τ = (τ1 < · · · < τn), let ∆τ denote the determinant of the matrix formed by
columns τ1, . . . , τn of M . Then the ideal
K ′ := (∆τ | τ 6= σj , j = 1, . . . , r)
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has Betti table
0 1 · · · ℓ · · · n(m− n)− 1 n(m− n)
0 1 · · · · · · · · · ·
...
n− 1 ·
(
m
n
)
− r · · ·
(
n+ℓ−2
ℓ−1
)(
m
n+ℓ−1
)
− rkℓ−1 · · · · ·
n · · · · · r ·
(
n(m−n)
ℓ
)
− rkℓ · · · r · n(m− n) r
Proof. Let E• denote the Eagon-Northcott complex as in Setup 5.1. For ℓ > 1,
rankEℓ =
(
n+ ℓ− 2
ℓ− 1
)(
m
n+ ℓ− 1
)
.
Similarly, let Kj• denote the Koszul complex resolving aj as in Setup 5.1. Then for
each j = 1, . . . , r,
rankKjℓ =
(
n(m− n)
ℓ
)
.
Combining the information above with that of Lemma 5.5, Corollary 3.6, and the
iterated version of Remark 2.9, we have:
dimk Tor
R
ℓ (R/K
′, k)n+ℓ = rankEℓ − rankk
(q
1
ℓ−1
...
qrℓ−1
⊗ k)
=
(
n+ ℓ− 2
ℓ− 1
)(
m
n+ ℓ− 1
)
− rkℓ−1,
dimk Tor
R
ℓ (R/K
′, k)n+ℓ+1 =
r∑
j=1
rankKjℓ − rankk
(q
1
ℓ
...
qrℓ
⊗ k)
= r ·
(
n(m− n)
ℓ
)
− rkℓ.

The following definitions assume familiarity of the reader with the language of
simplicial complexes. For an introduction, see, for instance, Chapter 5 of [2]. Given
a pure (n− 1)-dimensional simplicial complex ∆, the determinantal facet ideal J∆
associated to ∆ is generated by all maximal minors det(Mτ ), where τ = (τ1 < · · · <
τn) ∈ ∆ is a facet of ∆.
Definition 5.7. Let ∆ be a simplicial complex. The f -vector (f0(∆), . . . , fdim∆(∆))
is the sequence of integers with
fi(∆) = |{σ ∈ ∆ | dimσ = i}|.
Definition 5.8. A clutter C on the vertex set [n] := {1, . . . , n} is a collection of
subsets of [n] such that no element of C is contained in another. Any element of C
is called a circuit. If all circuits of C have the same cardinality m, then C is called
an m-uniform clutter.
If C is an m-uniform clutter, then a clique of C is a subset σ of [n] such that
each m-subset τ of σ is a circuit of C.
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Definition 5.9. Let M be a generic n × m matrix, with n 6 m. Given an n-
uniform clutter C on the vertex set [m], associate to each circuit τ = {j1, . . . , jn}
with j1 < · · · < jn the determinant det(Mτ ) of the submatrix formed by columns
j1, . . . , jn of M .
The ideal JC := {det(Mτ ) | τ ∈ C} is called the determinantal facet ideal
associated to C.
Similarly, define the clique complex ∆(C) as the associated simplicial complex
whose facets are the circuits of C.
The following definition is introduced in [10].
Definition 5.10. Let φ : F → G be a homomorphism of free modules of rankm and
n, respectively. Let f1, . . . , fm and g1, . . . , gn denote bases of F and G, respectively.
Let ∆ be a simplicial complex on the vertex set [m]. Then the generalized Eagon-
Northcott complex C•(∆;φ) associated to ∆ is the subcomplex
0→ Cm−n+1 → · · · → C1 → C0
of the Eagon-Northcott complex with C0 =
∧nG and Cℓ ⊆ Dℓ−1(G∗)⊗∧n+ℓ−1 F
for ℓ > 1 the submodule generated by all elements g
∗(α1)
1 · · · g
∗(αn)
n ⊗ fσ, where
σ ∈ ∆ and dimσ = n+ ℓ− 2.
Remark 5.11. Notice that by definition of the f -vector in Definition 5.7 combined
with Definition 5.10, for ℓ > 1,
rankCℓ(∆;φ) =
(
n+ ℓ− 2
ℓ− 1
)
fn+ℓ−2(∆).
Definition 5.12. Let F• be a minimal graded complex of free R-modules. The lin-
ear strand F lin• of F• is the complex with F
lin
i = degree i part of Fi, and differentials
induced by the differentials of F•.
The following result illustrates the connection between the complex of Definition
5.10 and resolutions of determinantal facet ideals.
Theorem 5.13. [10, Theorem 4.1] Let φ : F → G be a homomorphism of free
modules of rank m and n, respectively. Let C be an n-uniform clutter on the vertex
set [m] with associated simplicial complex ∆(C). Let JC denote determinantal facet
ideal associated to C, with minimal free resolution F•. Then,
F lini = Ci(∆(C);φ),
where F lin• denotes the linear strand of the complex F•.
Corollary 5.14. Let C denote the n-uniform clutter on the vertex set [m] obtained
by removing r pairwise disjoint elements from all n-subsets of [m]. Then for ℓ > 1,
fn+ℓ−2(∆(C)) =
(
m
n+ ℓ− 1
)
−
r∑
i=1
(−1)i+1
(
r
i
)(
m− in
ℓ− (i − 1)n
)
Proof. Let φ : F → G be a generic homomorphism of free modules of rank m and
n, respectively, and let JC denote the determinantal facet ideal associated to C
with minimal free resolution F•. By Theorem 5.6 with ℓ > 1,
rankF linℓ =
(
n+ ℓ − 2
ℓ− 1
)((
m
n+ ℓ− 1
)
−
r∑
i=1
(−1)i+1
(
r
i
)(
m− in
ℓ− (i− 1)n
))
.
Combining this with Theorem 5.13 and Remark 5.11, the result follows. 
TRIMMING COMPLEXES 21
References
1. Luchezar L Avramov, A cohomological study of local rings of embedding codepth 3, Journal
of Pure and Applied Algebra 216 (2012), no. 11, 2489–2506.
2. Winfried Bruns and H Ju¨rgen Herzog, Cohen-macaulay rings, no. 39, Cambridge university
press, 1998.
3. Winfried Bruns and Udo Vetter, Determinantal rings, vol. 1327, Springer, 2006.
4. David A Buchsbaum and David Eisenbud, Algebra structures for finite free resolutions, and
some structure theorems for ideals of codimension 3, American Journal of Mathematics 99
(1977), no. 3, 447–485.
5. Lars Winther Christensen, Oana Veliche, Jerzy Weyman, et al., Trimming a gorenstein ideal,
Journal of Commutative Algebra 11 (2019), no. 3, 325–339.
6. David Eisenbud, Commutative algebra: with a view toward algebraic geometry, vol. 150,
Springer Science & Business Media, 2013.
7. Viviana Ene, Ju¨rgen Herzog, Takayuki Hibi, Fatemeh Mohammadi, et al., Determinantal facet
ideals, The Michigan Mathematical Journal 62 (2013), no. 1, 39–57.
8. Juergen Herzog and Takayuki Hibi, Ideals generated by adjacent 2-minors, Journal of Com-
mutative Algebra 4 (2012), no. 4, 525–549.
9. Ju¨rgen Herzog, Takayuki Hibi, Freyja Hreinsdo´ttir, Thomas Kahle, and Johannes Rauh, Bino-
mial edge ideals and conditional independence statements, Advances in Applied Mathematics
45 (2010), no. 3, 317–333.
10. Ju¨rgen Herzog, Dariush Kaini, Sara Saeedi Madani, et al., The linear strand of determinantal
facet ideals, The Michigan Mathematical Journal 66 (2017), no. 1, 107–123.
11. Serkan Hos¸ten and Seth Sullivant, Ideals of adjacent minors, Journal of Algebra 277 (2004),
no. 2, 615–642.
12. Keller VandeBogert, Structure theory for a class of grade 3 homogeneous ideals defining type
2 compressed rings, arXiv preprint arXiv:1912.06949 (2019).
