A one-counter automaton is a pushdown automaton over a singleton stack alphabet. We prove that the bisimilarity of processes generated by nondeterministic one-counter automata (with no ε-steps) is in PSPACE. This improves the previously known decidability result (Jančar 2000), and matches the known PSPACE lower bound (Srba 2009). Moreover, we prove PTIME-completeness of regularity of one-counter processes (i.e., their finiteness up to bisimilarity).
Introduction
Among the different notions of behavioral equivalences the notion of (strong) bisimulation plays an important rôle (cf, e.g., [13] ). For instance, various logics can be characterized as the bisimulation-invariant fragment of richer logics. A famous theorem due to van Benthem states that the properties expressible in modal logic coincide with the bisimulation-invariant properties expressible in first-order logic [25] . Similar such characterizations have been obtained for the modal µ-calculus [6] and for CTL * [14] . Another important notion is weak bisimulation that generalizes strong bisimulation by allowing distinguished ε-moves in the transitions that allow to mimic internal behavior.
There are numerous further notions of equivalences. For more a more detailed treatment of the different behaviorial equivalences in the context of concurrency theory we refer to [26] .
Hence it is natural to formulate the (weak/strong) bisimilarity problem, i.e. to decide if two given states of a given transition system are weakly/strongly bisimilar. On finite transition systems both weak and strong bisimilarity is well-known to be complete for deterministic polynomial time [1] .
In the last twenty years a lot of research has been devoted to checking behavioral equivalence of infinitestate systems, see [20] for an up-to-date record. In the setting of infinite-state systems, see also [11] for Mayr's classification of infinite-state systems, the situation is less clear. There are numerous classes of infinite-state systems for which decidability of bisimilarity is not known. Two such intricate open problems are (i) weak bisimilarity on basic parallel processes (a subclass of Petri nets) and (ii) bisimilarity of PA/PAD. On the positive side we mention an important result by Sénizergues who shows that bisimilarity on equational graphs [17] (a slight generalization of pushdown graphs) is decidable. See also in Stirling's unpublished paper [22] for a shorter proof of this by using ideas from concurrency theory.
When focussing on the computational complexity of bisimilarity checking of infinite-state systems for which this problem is decidable, the sitution becomes even worse. There are only very few classes for which the precise computational complexity of checking bisimilarity is known. For instance, when coming back to the above-mentioned positive results by Sénizergues/Stirling concerning (slight extensions of) pushdown graphs, a primitive recursive upper bound is not yet known. To mention one of the few results on infinite systems where the upper and lower complexity bounds match, we refer to [8] , where it is shown that bisimilarity on basic parallel processes is PSPACE-complete.
In this paper we study the computational complexity of deciding strong bisimilarity over processes generated by one-counter automata. One-counter automata are pushdown automata over a singleton stack alphabet. In recent years, one-counter automata have gained interest in the verification community, see for example [2, 4, 5, 3, 23] . On one-counter processes weak bisimilarity is shown to be undecidable in [12] via a reduction from the emptiness problem of Minsky machines.
For strong bisimilarity the third author established decidability in [7] , however without providing any precise complexity bounds. In an unpublished article [27] Yen analyses the approach of [7] and is able to derive a triply exponential space upper bound from it. A PSPACE lower bound for bisimilarity is proven by Srba [21] . This lower bound already holds over one-counter automata that cannot test for zero and whose actions can moreover be restricted to be visible (so called visibly one-counter nets), i.e. that the label of the action determines if the counter is incremented, decremented, or not modified respectively. For visibly one-counter automata it is proven in [21] that strong bisimilarity is in PSPACE via a reduction the model checking problem of the modal µ-calculus over one-counter processes [18] . For bisimilarity on general one-counter processes, in particular when dropping the visibility restriction, the situation is surely more involved.
The main main result of this paper is that we close the complexity gap for bisimilarity on one-counter processes from above and hence establish PSPACE-completeness. We provide a nondeterministic procedure implementable in polynomial space which generates a bisimulation relation on-the-fly. In a nutshell, for checking bisimilarity for a given pair (p(m), q(n)) of processes, the output of our procedure is either (i) surely bisimilar, (ii) surely non-bisimilar, or (iii) it cannot make any sure statement and declares the currently checked pair of processes as a candidate. Our algorithm needs in fact only polynomial time for making sure answers (i) and (ii). For checking if a candidate pair is bisimilar our procedure guesses the bisimilarity status of pairs of processes that are close in a polynomially bounded neighborhood of (p(m), q(n)). We establish correctness of our procedure by proving that we need to postpone candidate checking only for exponentially many steps.
Another natural problem we consider is deciding regularity (with respect to bisimulation) which asks if, for a given a one-counter process, there is a state of some finite system that is bisimilar to it. Decidability of this problem was proven in [7] and according to [21] it follows from [1] and [19] that the problem is also hard for P. We prove that regularity is P-complete and hence give a new upper bound and a simpler lower bound proof than the one that one obtains by combining [1] and [19] .
This paper is organized as follows. In Section 2 we introduce basic notation and define the algorithmic problems that we are interested in. The PSPACE upper bound for bisimilarity of one-counter processes is proven in Section 3. However, the proofs of some of the technical lemmas in Section 3 are postponed to Section 4 and Section 5. Our results on regularity checking of one-counter proceeses are proven in Section 6.
Definitions
Let N denote the set of nonnegative integers {0, 1, 2, . . .}, and Z the set of all integers. For each i, j ∈ Z we define [i, j] = {k ∈ Z | i ≤ k ≤ j} and [j] = [1, j] . Given a set X, by |X| we denote its cardinality.
Transition systems. A (labeled) transition system is a triple
, where S is a set of states, A is a set of actions, and a −→⊆ S × S is a set of a-labeled transitions for each action a ∈ A. We define −→= a∈A a −→ and prefer to use the infix notation
. We say that T is finite if S and A are finite; we then define the size of 
We say that states s 1 and s 2 are bisimilar, abbreviated by s 1 ∼ s 2 , whenever there exists a bisimulation R such that (s 1 , s 2 ) ∈ R. We observe that bisimilarity is an equivalence relation on S. We note that the union of bisimulations is a bisimulation and that ∼ is the maximal bisimulation on S. Bisimilarity is naturally defined also between states of different transition systems (by considering their disjoint union).
One-counter automata. A one-counter automaton (OCA) is a tuple M = (Q, A, δ 0 , δ >0 ), where Q is a finite non-empty set of control states, A is a finite set of actions, δ 0 ⊆ Q×{0, 1}×A×Q is a finite set of zero transitions, and δ >0 ⊆ Q×{−1, 0, 1}×A×Q is a finite set of positive transitions. We note that there are no ε-steps in M . The size of a one-counter automaton is defined as
if and only if either n = 0 and (q, i, a, q ′ ) ∈ δ 0 , or n > 0 and (q, i, a, q ′ ) ∈ δ >0 .
We will also denote this by (q, n) Decision problems. We are particularly interested in the following two decision problems.
BISIMILARITY OF ONE-COUNTER PROCESSES

INPUT:
A one-counter automaton M with two one-counter processes p 0 (m 0 ) and q 0 (n 0 ) of T M , where both m 0 and n 0 are given in binary.
We say that a one-counter process q(n) is ∼-regular (or finite up to bisimilarity) if there is a finite transition system with some state s such that q(n) ∼ s.
∼REGULARITY OF ONE-COUNTER PROCESSES
INPUT:
A one-counter automaton M and a one-counter process p 0 (m 0 ) of T M , where m 0 is given in binary. QUESTION: Is p 0 (m 0 ) ∼-regular?
Stratified bisimilarity and finite transition systems Given a transition system T = (S, A, { a −→| a ∈ A}), on S we define the family of i-equivalences, i ∈ N, ∼ 0 ⊇ ∼ 1 ⊇ ∼ 2 ⊇ · · · as follows. We put ∼ 0 = S × S, and we have s 1 ∼ i+1 s 2 if the following two conditions hold:
The following proposition is an instance of the result for image finite systems [13] .
Proposition 1. On states of T M we have
Standard partition arguments imply the following proposition [10, 16] .
Proposition 2. Given a finite transition system
Moreover, (the partition of Q corresponding to) ∼ can be computed in polynomial time.
A PSPACE upper bound for bisimilarity
In this section we prove that bisimilarity of one-counter processes is in PSPACE. If the context does not indicate otherwise, in what follows we (often implicitly) assume a fixed one-counter automaton M = (Q, A, δ 0 , δ >0 ), using k for |Q|.
We proceed in five steps. In Section 3.1 we show that when comparing a one-counter processes p(m) with states of the underlying finite transition system of M (where the control states of M are the states and we have q
there is an a-labeled positive transition from q to q ′ ), one can already gain some information concerning bisimilarity. In particular, inspired by [7] , we prove that there is a polynomial-time computable set of incomparable processes that are useful to proving that certain pairs of processes are surely bisimilar or surely non-bisimilar. A necessary condition for two processes to be bisimilar it that their minimal distances to any incomparable process are the same.
In Section 3.2 we prove that for each process q(n), where n is sufficently large, already the residue class modulo an exponentially large number determines if q(n) can reach some incomparable process. Moreover, if the minimal distance from q(n) to an incomparable process is finite, then we prove that this distance can be expressed as α · n + β, where α and β are rationals which can take only few values.
We call the pairs of one-counter processes that are neither surely bisimilar nor surely non-bisimilar candidates. We prove in Section 3.3 that candidates lie either in a small initial area or in few thin belts.
In Section 3.4 we view the (bisimulation) relations between one-counter processes from a different angle by regarding colorings, which are simply mappings from Q × Q × N × N → {•, •}. We call such a coloring locally consistent, if it does not violate the bisimulation condition with respect to the transition system T M . Hence, there is a natural one-to-one correspondence between locally consistent colorings and bisimulations. Then we prove a characterization of bisimilarity of one-counter processes: Two one-counter processes p(m) and q(n) are bisimilar if and only if there is a coloring χ that maps (p, q, m, n) to • and that is locally consistent only in some exponentially sized subset of
We implement the characterization of bisimilarity given in Section 3.4 in Section 3.5: We guess such a suitable coloring and check local consistency. However, a naïve implementation would only yield a NEXPTIME upper bound. For proving implementability in PSPACE, we employ the result obtained in Section 3.3, namely that the actual guessing only needs to be done for candidate pairs: they in a small initial area or in in few thin belts.
The proofs of some lemmas of this section are postponed to later sections. We will prove precise bounds and give explicit polynomials. Therefore, we decided to list all constants c 1 < c 2 < c 3 < c 4 < c 5 that appear in the rest of the paper below: We start by observing that if the counter value is large, then M behaves, for a long time, like a (nondeterministic) finite transition system; this is expressed by the following proposition. By F M we denote the finite transition system underlying M ; we put This implies, e.g., that if p ∼ q (i.e., p ∼ k q) and m, n ≥ k, then p(m) ∼ k q(n) (and thus p(m) ∼ q(n)). If p ∼ q then we can have p(m) ∼ q(n), due to the possibility of reaching zero. For making this more precise, we define the following set (as in [7] ).
The configurations in INC are incompatible with F M in the sense that they are not bisimilar upto k moves with any state of F M . The next proposition is straighforward. Let p(m) and q(n) be processes. Let us define the distance between p(m) and
It is obvious that if p(m), q(n) are bisimilar then they must agree on the distance to INC; this is formalized by the next lemma. We define
as the length of the shortest distance to some process in INC. Note that we put dist(p(m)) = ω if INC is unreachable from p(m), denoted p(m) −→ * INC.
The next lemma clarifies the opposite direction in the case of infinite distances.
Proof. Firstly, we prove that the relation
is a bisimulation. For this, let (q 1 (n 1 ), q 2 (n 2 )) ∈ R and assume q 1 (n 1 )
2 ) for some a ∈ A can be proven analogously. Secondlly, since R is a bisimulation and dist(p(m)) = dist(q(n)) = ω we can deduce
⊓ ⊔
In Subsection 3.2 we look in more detail at the function dist(p(m)), which provides a useful constraint on bisimilar pairs. But before that, we partition the set (Q × N) × (Q × N) into three categories. We say that a pair (p(m), q(n)) is
(and thus surely p(m) ∼ q(n)), -candidate otherwise, i.e., if p(m) ∼ k q(n) and dist(p(m)) = dist(q(n)) < ω.
In the following, let SURE = SUREPOS ∪ SURENEG denote the union of all surely positive pairs SUREPOS and all surely negative pairs SURENEG. By CAND we denote the set of candidates. Without risk of confusion, we will treat pairs of processes p(m), q(n) as the four-tuple (p, q, m, n) ∈ Q × Q × N × N and vice versa. Proof. The lemma follows immediately from Lemma 8 and from the fact that membership in ∼ k obviously decidable in polynomial time. ⊓ ⊔
On distances to INC
The goal of this this section is to extract more information from states that have the same distance to INC. We prove that for states p(m), where m is sufficiently but polynomially large, dist(p(m))
Before me make this statement more precise, let us introduce some more notation. Let LCM[k] be the least common multiple of the numbers 1, . . . , k. Nair proved in [15] 
Moreover dist(q(n)) is computable in polynomial time (even) when n is given in binary.
Section 4 is devoted to proving Lemma 8.
Candidates lie in some small initial square and then in few thin belts
An area is a set B ⊆ N × N of points. By B = N × N \ B we denote the complement of B. Let
Observe that in particular independent areas are disjoint.
A slope is a rational µ ∈ Q such that µ = a b for some a, b ∈ [k 2 ]. Let c 4 = 4c 3 . For each slope µ let B(µ) be the belt corresponding to µ be the following area:
Note that there are at most k 4 slopes/belts. Let B = µ B(µ) denote belt area, i.e. the union of all areas covered by belts. The following lemma states that candidates lie in some initial polynomially-sized square or in the belt area. A visualization of the following lemma is given by Figure 1 . Let us define c 5 = 4c 4 .
Lemma 9. CAND
Proof. The lemma follows from the following two statements:
(1) If dist(p(x)) = dist(q(y)) < ω and x, y > c 4 k 8 , then (x, y) ∈ B(µ) for some µ. 
For point (1) let us fix p, q ∈ Q and x, y > c 4 k 8 such that dist(p(x)) = dist(q(y)) < ω. Let i (resp. j) be be residue class of x (resp. y) modulo LCM [k] . By Lemma 8 there are ratios α(p, i) and α(q, j) and offsets β(p, i) and β(q, j) with
Since dist(p(x)) = dist(q(y)) we have . Moreover we have |d| ≤ c 4 k 4 .
Thus (x, y) ∈ B(µ). For point (2) we prove the implication only for assumption (i). The case for assumption (ii) can be proven analogously. Let assume 0 ≤ x ≤ c 4 k 8 and y > c 5 k 10 . Assume by contradiction dist(p(x)) = dist(q(y)) < ω. On the one hand, it follows from Lemma 8
On the other hand, since y > c 5 k 10 > c 3 k 6 we have by Lemma 8
Thus dist(p(x)) < dist(q(y)), a contradiction.
⊓ ⊔
The following lemma states that different belts are independent once we are outside some polynomially large initial area.
Lemma 10. B(µ) >c5k 8 and B(µ
Proof. It suffices to prove that for all slopes µ, µ ′ with µ ′ = µ and all x > c 5 k 8 we have
We only treat the case µ ′ > µ, the case µ ′ < µ can be proven analogously. Observe that
The desired inequality follows by deducing from c 5 k 8 < x the following:
Interpretation of ∼ in terms of colorings
A coloring is a mapping χ : Q × Q × N × N → {•, •}. Note that each coloring gives rise to a binary relation on the one-counter processes generated by M . Conversely each binary relation on the set of onecounter processes gives rise to a coloring. We define the bisimulation coloring χ M that corresponds to the bisimilarity relation ∼ of M as expected:
• otherwise for each p, q ∈ Q and x, y ∈ N Let χ be a coloring. We call the tuple (p, q, x, y) ∈ Q × Q × N × N is locally consistent whenever χ(p, q, x, y) = • implies the bisimulation conditions, i.e.
We call χ locally consistent if χ locally consistent for every element of Q × Q × N × N. Note that p(x) ∼ q(y) if and only if there is some locally consistent coloring χ such that χ(p, q, x, y) = •. The next lemma establishes a characterization of bisimilarity of one-counter processes in terms of colorings. In a nutshell, it says for proving bisimilarity of two one-counter processes p(x) and q(y) it is sufficient to look at a coloring χ that agrees with χ M on the sure pairs, that satisfies χ(p, q, x, y) = •, and that is locally consistent only in an exponentially-sized area. where
Lemma 11 can be seen as the core of the correctness proof of our polynomial space procedure that we provide in the next section. Lemma 11 is proven in Section 5.
The polynomial space procedure Theorem 12. Bisimilarity of one-counter processes is PSPACE-complete.
Proof. The PSPACE lower bound for this problem was proven by Srba in [21] . For the PSPACE upper bound, let us fix some one-counter automaton M = (Q, A, δ 0 , δ >0 ) with k = |Q| and two one-counter processes p 0 (x 0 ) and q 0 (y 0 ) of T M . We now use the characterization of p 0 (x 0 ) ∼ q 0 (y 0 ) given by Lemma 11. Let Ω = x 0 + 2c 5 k 10 + 2
2 be the natural from Lemma 11. We demonstrate that we can check the existence of some coloring χ that satisfies conditions (1), (2) and (3) of Lemma 11 in polynomial space. Note that point (1), i.e. checking if χ agrees with χ M on the set SURE of sure pairs can be solved even in polynomial time by Lemma 7. Let us explain how to decide in polynomial space if point (2) holds, i.e. if χ is locally consistent on all Q × Q × Ω 2 . Since χ's coloring on SURE is decidable in polynomial time, it suffices to guess χ's coloring CAND inside Q × Q × [0, Ω + 1]
2 . Note that we cannot guess simply all of χ's colors inside [0, Ω + 1] 2 at once, since there are exponentially many such colors to be guessed. This would lead to a NEXPTIME upper bound only. Instead, we guess these colors on-the-fly. For this, it will be useful to view the set CAND of all candidate pairs as the union
where CAND i contains the candidate pairs at vertical level i, i.e. the pairs p(x), q(y) ∈ CAND with x = i. By Lemma 9 we know that CAND ⊆ Q × Q × ([0, c 5 k 10 ] 2 ∪ B). Since B was the union of all belt areas and since there are at most k 4 belts of thickness 2c 3 k 4 + 1 each, we obtain that CAND i is polynomially bounded for each i ≥ 0.
For each set
, q(y) ∈ C : (x ′ , y ′ ) ∈ cube(x, y)} to be the neighbors of C that can influence the bisimilarity condition of members of C. Our nondeterministic algorithm is depicted in algorithm environment 1.
Algorithm 1 Checking if
Guess χ's colors on CANDi−1,CANDi and CANDi+1 if not already guessed 3:
Check local consistency for each (p, q, x, y) ∈ cube(CANDi) with x = i.
4:
Forget χ's colors on CANDi−1 but not χ(p0, q0, x0, y0) if inside. 5: end for 6: return χ(p0, q0, x0, y0) = •.
It is clear that we can implement Algorithm 1 in polynomial space.
⊓ ⊔
Proof of Lemma 8
Let Γ = Q × {−1, 0, 1} × A × Q be the set of all possible transitions of our one-counter automaton M . Let s, t and be states in T M . A path in T M from s to t is a finite sequence of transitions
with q 0 (n 0 ) = s and q l (n l ) = t. By |σ| = l we denote the length of σ. We call σ minimal, if the length of every path from s to t is at least |σ|. We also denote this by dist(s, t) = |σ|. We call σ positive if n i > 0 for each i ∈ [0, l] and zero otherwise. A path σ is called elementary cycle if it induces an elementary cycle in the control state set Q. Such a cycle has length at most |Q|, and its effect on the counter value is non-zero and thus in {−|Q|, −|Q| + 1, . . . , |Q|}.
We note that the following Lemma from [24] was proven in the context of deterministic one-counter automata (with ε-steps) but the lemma obviously applies to our nondeterministic case as well (since we can view the transitions themselves as the actions). Lemma 2 in [24] can directly expressed in our setting as follows.
Lemma 13 (Lemma 2 in [24]).
If there is a positive path from p(m) to q(n) and m−n ≥ k 2 and n ≥ k From the previous lemma and a simple pigeonhole argument, we can prove the following lemma. We define c 1 = 4.
Lemma 14.
If there is a path from p(m) to q(n) and n < k, then there is such a shortest path p(m) Proof. Before we prove the lemma, we will prove the following claim.
Claim: For every
to q(n) does not visit any process of counter value strictly larger than 3k 2 ; hence in particular |π| ≤ 3k 3 .
Proof of Claim:
Fix some minimal path π = q 1 (n 1 )
Assume by contradiction some process q j (n j ) where n j > 3k 2 is maximal among all counter values n i .
Now we can modify the path π replacing the subpath from f (h) to g(h) by the subpath from f (h ′ ) to g(h ′ ), where all heights are lowered by d. But the resulting path contradicts minimality of π.
This concludes the proof of the claim.
Recall that c 1 = 4. To prove the lemma, we distinguish two cases,:
-m ≤ 2k 2 : Then we can apply the above claim and we are done. -m > 2k
2 : Let us fix some shortest path π from p(m) to q(n). Hence there is some intermediate proceess
corresponding to the form of Lemma 13. This means τ is of the form τ = τ 1 (τ 2 ) l τ 3 , where |τ 1 τ 3 | < k 2 and τ 2 is an elementary decreasing cycle with |τ 2 | ≤ k. By the above claim, the length of π's subpath from p ′ (k 2 ) to q(n), let us call this subpath π ′ , has length at most 3k
3 . We put σ 1 = τ 1 , σ 2 = τ 2 and σ 3 = τ 3 π ′ . The path σ = σ 1 σ l 2 σ 3 is hence a shortest path from p(m) to q(n) with |σ 1 σ 3 | ≤ k 2 + 3k 3 ≤ c 1 k 3 and thus the lemma follows.
⊓ ⊔
We define the constant c 2 = 7c 1 .
Lemma 15.
For every q ∈ Q, every 0 ≤ i < LCM [k] and every p(m) with m < k there exists some ratio α = α(q, i, p(m)) and some offset β = β(q, i, p(m)) ∈ Q with |β| ≤ c 2 k 4 such that for every n > c 2 k
the following two statements hold:
Proof. Let us fix some n 1 , n 2 > c 2 k 6 with n 1 ≡ n 2 ≡ i mod LCM [k] . We assume that n 1 < n 2 and let D = n 2 − n 1 , which is a multiple of LCM [k] .
Let us first prove point (1). We prove that q(n 2 ) −→ * p(m) implies q(n 1 ) −→ * p(m) (the converse direction can be proven analogously). So let us assume q(n 2 ) −→ * p(m). Hence there is a path σ = σ 1 (σ 2 ) l σ 3 with q(n 2 ) σ −→ p(m) that satisfies the conditions of Lemma 14. Observe that l > 0 and since |σ 2 | ≤ k we have that |σ 2 | divides LCM [k] . Moreover since m + |σ 1 σ 3 | ≤ k + c 1 k 3 < c 2 k 6 it follows that there exists some l ′ < l such that σ 1 σ l ′ 2 σ 3 is a path from q(n 1 ) to p(m). Thus q(n 1 ) −→ * p(m). Let us prove point (2) . Let us assume q(n 1 ) −→ * p(m) and q(n 2 ) −→ * p(m). Then there is a minimal path τ 1 (resp. τ 2 ) from q(n 1 ) to p(m) (resp. from q(n 2 ) to p(m)) that satisfies the conditions of Lemma 14. Let γ 1 (resp. γ 2 ) denote the elementary decreasing cycle of τ 1 (resp. τ 2 ), let d 1 (resp. d 2 ) denote its counter effect (which is a negative integer from {−k, . . . , −1}).
We will first prove that dist(q(n 2 ), p(m)) = dist(q(n 1 ), p(m)) + α · D, where α is some ratio that is determined by q, i, and p(m). Define the ratio α j = |γj| dj for each j ∈ {1, 2}. We have the following claim, whose proof we postpone to the end of the lemma.
In analogy to the proof of point (1) one can prove that by traversing the elementary decreacing cycle γ 2 in τ 2 fewer times one can construct a path from q(n 1 ) to p(m) of length smaller than |τ 1 |, hence contradicting minimality of τ 1 . The case dist(q(n 2 ), p(m)) > dist(q(n 1 ), p(m)) + α · D can be dealt with analogously.
To finally prove the lemma it remains to prove an upper bound for the absolute value of β, where β ∈ Q is the rational that satisfies dist(q(n 1 ), p(m)) = α · n 1 + β. Assume τ 1 is of the form σγ l 1 ψ. Recall that γ 1 is the elementary decreasing cycle of τ 1 . Let H be the counter gain/loss of σψ. Since |σψ| ≤ c 1 k
Since 1 ≤ α ≤ k and c 2 = 6c 1 it follows (generously)
Proof of the above claim: Without loss of generality let us assume α 1 > α 2 . Let τ ′ 1 be the path from q(n 1 ) to p(m) that is obtained from τ 2 by traversing its elementary decreasing cycle γ 2 appropriately often (i.e. fewer). We prove that |τ ′ 1 | < |τ 1 |, hence contradicting minimality of τ 1 . We derive the contradiction |τ 1 | − |τ ′ 1 | > 0 as follows:
We define the constant c 3 = 2c 2 . We conclude this section with the proof of Lemma 8.
Proof of Lemma 8
So let us fix a coloring χ that satisfies points (1),(2) and (3). We set χ ′ to agree with χ M on SURE. It remains to define χ ′ on members of CAND. We will give the coloring of χ ′ for each candidate (p, q, x, y) ∈ CAND dependent on the belt in which (x, y) lies. More precisely, we are in particular interested in candidates (p, q, x, y) ∈ CAND with x > 2c 5 k 10 + x 0 . For the latter candidates it follows (even when x 0 = 0) that (x, y) ∈ B by Lemma 9. Moreover it follows y > c 5 k
Hence for each (p, q, x, y) ∈ CAND with x > 2c 5 k 10 we have that (x, y) lies in precisely one belt B(µ). Let us fix one belt B(µ) with slope µ. We aim to prove that the colors of χ will repeat periodically in the belt B(µ) as depicted in Figure 2 . To prove this, we look at certain vertical positions x > 2c 5 k
2 that we call cuts. Since the denominator of each slope is some number from {1, . . . , k 2 } it follows that µx ≡ 0 mod LCM[k] for each cut x. If x is a cut, note that the elements inside the belt B(µ) with vertical value x are precisely the pairs
Define the cut square (as depicted in Figure 2 ) to be the mapping
for each cut x. Note that there are at most 2
6 − 1 many different cut squares. Hence between 2c 5 k 10 + x 0 and 2c 5 k 10 + x 0 + 2
= Ω there two distinct cuts x 1 < x 2 with S x1 = S x2 by the pigeonhole principle. This siutation is depicted in Figure 2 . Let Υ = x 2 − x 1 .
Recall that on members of SURE the mapping χ ′ is defined the same way as χ M (or χ). We will define that on candidates (p, q, x, y) ∈ CAND with (x, y) ∈ B(µ), the coloring χ ′ differs from χ only (if at all) in case x > x 2 . Note that for each candidates (p, q, x, y) inside B(µ) with x > x 2 we can express (x, y) as (x 1 + iΥ + s, µ(x 1 + iΥ ) + t) for some unique vector (s, t) ∈ N × N provided i ≥ 1 is maximal. We then define χ ′ (p, q, x, y) as χ(p, q, x 1 + s, µx 1 + t). ⊓ ⊔
∼-Regularity
We can easily derive the next lemma, which tells us that p(m) is not ∼-regular iff it allows to reach states with arbitrarily large finite distances to INC.
Lemma 16. Given p(m) for a one counter automaton M , p(m) is not ∼-regular iff for any d ∈ N there is q(n) such that p(m) → * q(n) and d ≤ dist(q(n)) < ω.
The next proposition gives a more convenient characterization. Proof. We use a reduction from bisimilarity on finite transition systems which is PTIME-complete [1] . Given a finite transition system (Q, A, { a −→} a∈A ), and f, g ∈ Q, it is easy to construct a one counter net which has the following behaviour Theorem 20. Deciding ∼-regularity of one-counter processes is PTIME-complete.
