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We demonstrate the correspondence which lies behind certain partition iden- 
tities used by Andrews in his partition sieve. This leads to an extension of his 
methods and a generalization of his results. 
1. INTRODUCTION 
In 1971, Andrews [2; see also 1, 31 introduced his partition sieve in an 
attempt to obtain a combinatorial interpretation of Schur’s [IO] analytic 
proof of the Rogers-Ramanujan-Schur identities. (For a history of these 
identities, see Hardy [8, p. 913). While his sieve yielded several new results, 
it was only partially successful in its original purpose. Two steps of his proof, 
the second involving the partition sieve, had to be proved analytically. In this 
paper, we give a combinatorial interpretation of his first step, and indicate 
how this leads to more general applications of the partition sieve. 
The partition sieve relies on the notion of successive rank. Dyson [6] defined 
the rank of a partition to be the largest part minus the number of parts. 
Thus the rank of the partition 6 + 3 + 3 + 2 + 2 + 2 + 1 of 19 is 
6 - 7 = - 1. If we represent this partition by its Ferrars graph: 
. . . . . . 
. . . 
. . . 
. . 
. . 
we see that the rank can also be defined as the number of nodes in the first 
row minus the number of nodes in the first column. 
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DEFINITION. A subgruph of the Ferrars graph of a partition is that 
portion of the Ferrars graph which lies below a given row and to the right 
of a given column. The ith proper subgraph is the subgraph lying below the 
ith row and to the right of the ith column. 
Atkin [4] has given the following definition: 
DEFINITION. The ith successive rank (here denoted SR(i)) of a partition is 
the rank of its (i - 1)st proper subgraph. 
For the preceding partition of 19, SR(1) = -1, SR(2) = -3, and 
SR(3) = 0. 
In his 1971 paper [2], Andrews announced the following result which arises 
out of the partition sieve. As he shows, for M = 5 and r = 1 or 2 it is 
equivalent to the Rogers-Ramanujan identities. The notation used here is 
different from that employed by Andrews. 
THEOREM 1. Given positive odd integer M and integral r, 0 < r < M/2, 
let AMM.T(n) denote the number of partitions of n into parts +O, &r (mod h4). 
Let BM,(n) denote the number of partitions of n whose successive ranks lie in 
the interval [-r + 2, M - r - 21. Then AM,r(n) = B,,,(n) for all n. 
In the proof of this theorem, Andrews uses the concept of oscillations of 
the successive ranks. In a notational change from Andrews, we make the 
following definitions: 
DEFINITION. A partition has an (a, b)-positive oscillation of length p if 
there exists a sequence j, < j, -C *me < j,, such that SR(j,) 3 a - 1, 
S’R(&) < -b + 1, S’R(j,) Z a - 1, SR(j,) < -b + 1, and so on. 
DEFINITION. A partition has an (a, b)-negative oscillation of length TV if 
there exists a sequence j, < j, < -*a <j, such that SR(j,) < -b + 1, 
5X(&J > a - 1, SR(j,) < -b + 1, SR(j,) > a - 1, and so on. 
DEFINITION. pa,&; n) denotes the number of partitions of n with an 
(a, b)-positive oscillation of length p. 
DEFINITION. m&p; n) denotes the number of partitions of n with an 
(a, b)-negative oscillation of length p. 
The first step in proving Theorem 1 involves verifying the following four 
equations. p(n) is the number of partitions of n. 
If a, b > 0 have opposite parity and p is odd, then 
P~PL; 4 = p(n - A& + 042 + (II - W/W, (1.1) 
m,,b(p; 4 = p(n - P((P + W/2 + (EL - lh$W. (1.2) 
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If a, b > 0 have opposite pairty and TV is even, then 
pa,&; n) = p(n - +pc(((cl - lb + (P + ‘Y4h 
rn&,~; n) = p(n - 8p((p - l)b + (P + lb>>. 
(1.3) 
(1.4) 
Andrews proves these equations analytically, and asks if they have a 
combinatorial proof which shows the correspondence. We shall demonstrate 
this correspondence and exhibit several new results which arise out of it. 
We shall generalize Eqs. (l.l)-(1.4), first showing that the parity condition on 
a and b is unnecessary, and then extending these equations to cover more 
general types of oscillations. Finally, we shall prove 
THEOREM 2. Theorem 1 holds for any positive integer M. 
2. A LEMMA 
We shall prove (1. I)-( 1.4) without parity restrictions on a and b. We first 
observe that for each partition with an (a, b)-positive oscillation of length p, 
its conjugate (the reflection over the main diagonal of its Ferrars graph) 
has a (b, a)-negative oscillation of length p. Therefore, (1.1) and (1.2) are 
equivalent, as are (1.3) and (1.4). 
Second, we claim that (I. 1) and (1.3) are consequences of the following 
lemma: 
LEMMA. Let r&p; n) denote the number ofpartitions (4 + d3 + .a. + d,) 
of n such that di 3 d$+, andfor 1 < i < CL, 
&-, - & 2 a, if i is odd, 
> b, if i is even. 
Ifa, b > 0, then r&p.; n) = pa&; n) for all n. 
To see how (1.1) and (1.3) arise from this lemma, we consider a partition 
counted by r&p.; n). We subtract a from the largest part, then subtract b 
from each of the three largest parts, then subtract a from each of the five 
largest parts, then subtract b from each of the seven largest parts, and so 
on until we subtract a (if p is odd) or b (if t.~ is even) from each of the 2~ - 1 
largest parts. We are left with a partition of n - p((p + 1)a + (II - l)b)/2 
(if p is odd) or of n - p((p - 1)~ + (p + l)b)/2 (if p is even). Given 
integers CL, a, and b and a partition of n - &L + 1)~ + (p - l)b)/2 (if ~1 
is odd) or of n - p((p - 1)~ + (p + l)b)/2 (if p is even), we reverse this 
process to give us a partition counted by r&p; n). This establishes a one-to- 
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one correspondence between partitions counted by r,,&; n) and the partition 
of n - &.L + I)a + (CL - l)b)/2 (if p is odd) or of 12 - &cc - I)a + 
(p + l)b)/2 (if p is even). Thus, (1.1) and (1.3) follow from the lemma. 
We shall prove this lemma by establishing a one-to-one correspondence 
between partitions counted by r&p; n) and partitions counted by P,&L; n). 
3. PROOF OF LEMMA, PART I 
In this section we demonstrate how to transform a partition counted by 
pa,(p; n) into a partition counted by r&p; n). 
Step 1. Given positive integers CL, a, and b and a partition P with an 
(a, b)-positive oscillation of length p, we define the following integers: 
s = max{i 1 SR(I’) 3 a - 1 and the ith proper subgraph of P has an 
(a, b)-negative oscillation of length p - l}, (3.1) 
t = max{SR(i) 1 1 < i < s}, (3.2) 
k = min{i 1 1 < i 6 S, SR(1’) = t}, (3.3) 
and,for I \<j,(s, 
c(j) = min{t -sR(i)I 1 <i <,j}. (3.4) 
Remark. t>SR(s)>a-1. For j<k, c(j)>O. For k,(j<s, 
c(j) = 0. 
We now work with the Ferrars graph of P. For eachj, 1 <j < s, subtract c(j) 
nodes from the jth column and add them to the (j + l)st row (see Fig. 3.1). 
This yields a graph in which the number of nodes in the first row minus the 
number of nodes in the first column equals t, and only the second row may be 
longer than the row above it. 
Furthermore, let x(j) [ v(j)] denote the number of nodes lin the jth row 
[column] of our original graph. Then SR(j) = x(j) - u(j). By definition, 
c(j) < c(j - 1). If c(j) = c(j - l), then y(j) - c(j) < u(j - 1) - c(j - 1). 
If c(j) < c(j - l), then c(j) = t - (x(j) - v(j)), and therefore 
Y(j) - co’> = Y(j) - 0 - (x(j) - Y(j))) 
= x(j) - t 
<x(j- 1) -t 
= Y(j - 1) - 0 - W - 1) - y(j - 1))) 
< y(j - 1) - c(j - 1). 
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FIG. 3.1. Example for (1,3)-positive oscillation of length 2; s = 3, t = 0, k = 3, 
c(1) = 1, c(2) = 1, c(3) = 0. 
Thus, in the transformed graph, no column is longer than the column to the 
left of it. 
Step 2. Consider the subgraph now lying below the first row. We con- 
jugate it (see Fig. 3.2). 
For the entire graph thus obtained, no column is longer than the column 
to the left of it, no row is longer than the row above it, and the difference 
between the number of nodes in the first and second rows equals t + 1 
which is greater than or equal to a. 
. . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . r-- . . . . . . . . . . . . . . . . . . . 
step 2 
-----a 
FIG. 3.2. Example for (1, 3)-positive oscillation of length 2. 
We note that the subgraph which lies to the right of the (s - 1)st column 
and below the (S + 1)st row is the conjugate of the sth subgraph of the 
original Ferrars graph of P, and thus has a (b, a)-positive oscillation of 
length p - 1. Therefore, the subgraph lying below the second row has a 
(b, a)-positive oscillation of length ,u - 1. 
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We restrict out attention to this subgraph lying below the second row, 
and repeat steps 1 and 2 with the new parameters: p - 1, b, and a. This 
yields a new subgraph in which the difference between the number of nodes in 
its first and second rows in greater than or equal to b. 
We continue this process through a total of 2~ steps. After every second 
step, we restrict our attention to the subgraph lying below the first two rows 
of the subgraph we have just transformed, and we apply steps 1 and 2 to 
this new subgraph. 
At the completion of 2~ steps, we have a graph of a partition of n in 
which di 3 di+l and for 1 < i < ~1, 
dzi-1 - & Z a, if i is odd, 
t b, if i is even. 
4. PROOF OF LEMMA, PART II 
If we are given a partition of n which satisfies di > di+, and for 1 < i < ~1 
Ai-, - & 2 a, if i is odd, 
3 b, if i is even, 
we want to be able to reverse the process described in Section 3 to give us a 
partition of n with an (a, b)-positive oscillation of length p. This will establish 
a one-to-one correspondence between partitions counted by r&p; n) and 
P&&; FZ), and thus prove the lemma. 
We begin with the Ferrars graph of the given partition and restrict our 
attention to the subgraph lying below the (2~ - 2)th row. 
Step 1. Given integers 7, a, and b, and the graph of a partition for which 
the difference between the number of nodes in the first and second row is 
. . . . . . . . . . . . . . . . . . 
. . . . . . . . 
. . . . . . . . 
. . . . . . 
. . . . . . 
. . . . . . 
. . . 
. . 
. . 
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FIG. 4.1. Example for a = 1 and a subgraph with (3, I)-positive oscillation of length 1. 
PARTITION SIEVE 93 
greater than or equal to a, and the subgraph lying below the second row has 
a (b, a)-positive oscillation of length 7, we conjugate the subgraph lying 
below the first row (see Fig. 4.1). (Note: initially 7 = 0.) 
This obviously reverses step 2 of Section 3. The first proper subgraph of 
our graph now has an (a, b)-negative oscillation of length 7, and the difference 
between the number of nodes in the first row and the first column is greater 
than or equal to a - 1. Also, no column is longer than the column to the 
left of it, and only the second row can be longer than the row above it. 
Step 2. Let x(i) [y(i)] denote the number of nodes in the ith row [column]. 
We define the following integers: 
0 = max{i j SR(i) > a - 1, and the ith proper subgraph has an 
(a, b)-negative oscillation of length v}, (4.1) 
T = 41) - Y(l), (4.2) 
K = max{i I 1 < i < (3, SR(i) > T} (= 1 if this set is empty), (4.3) 
and, for 2 < ,j < K, 
r(j) = max{SR(i) - 7 lj < i < K}. (4.4) 
Remark. ,SR(l) = 7 3 a - 1, and thus u is well defined. r(j) 3 0. 
For each j, 2 < j < u, subtract r(j) nodes from the jth row and add them 
to the (j - 1)st column (see Fig. 4.2). In the resulting graph, &X(K) = 7 and 
SIX(j) < T for 1 G-j < 0. No column is longer than the column to the left 
of it. The second row now has length 
$2) - $1 < 49 - (x(2) - J’(2) - T) 
= Y(2) + 7 
= YW + x(l) - Y(l) 
< x(l). 
We claim that no other row is longer than the row above it. By definition, 
r(j) 2 Y(j + 0 rfy(j) = Aj + 0, then x(j) - r(j) 3 x(j + 1) - y(j + 1). 
If r(j) > r(j f l), then r(j) = SR(j) - 7 = x(j) - y(j) - 7, and there- 
fore 
x(j) - r(j) = .X0’> - (X(j) - V(j) - T> 
=J’o’)+T 
= x(j + 1) - txtj + 1) - Y(j f 1) - T) 
3 x0’ + 1) - r(j + 1). 
641/12/r-7 
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Therefore, step 2 leaves us with a graph of a partition with an (a, b)- 
positive oscillation of length r] + 1. 
To prove that step 2 reverses step 1 of Section 3, it is sufficient to prove that 
u, 7, K, and the r(j) equal s, t, k, and the c(j - I), respectively. 
From definitions (3.1) and (4.1), it is clear that s = CT. Since at the end of 
step 1 of Section 3, SR(1) = t, and at the end of step 2 of Section 4, 
max{SR(i) 1 1 < i < u} = 7, we see that t = T. 
Let x(j) [v(j)] denote the number of nodes in the jth row [column] before 
applying step 1 of Section 3, and define x’(j) = x(j) + c(j - 1) [y’(j) = 
y(j) - c(j)], the number of nodes in the jth row [column] after applying 
step 1 of Section 3. 
......... ... 
........ ... 
........ ... 
. . . 
. . . 
. . . 
. . . 
. . 
. . 
. . . 
I . 
. . 
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FIG. 4.2. Example for a = 1 and a subgraph with (3, I)-positive oscillation of length 1; 
0 = 3, 7 = 0, K = 3, r(2) = 1, y(3) = 1. 
Now, K = max{i / x’(i) - y’(i) > T, 1 < i < a} (=I if this set is empty). 
If k > 2, then 
x’(k) - y’(k) = x(k) + c(k - 1) - (y(k) - c(k)) 
= x(k) - y(k) + c(k - 1) 
> x(k) - y(k) = t = T. 
SinceK>l,~>k.Sincek>l,ifK==1,thenK=k.IfK>k>l,then 
X’(K) - J”(K) > 7. But 
X’(K) - J”(K) = X(K) + C(K - 1) - (y(K) - C(K)) 
= X(K) - J’(K) (Since K > k) 
<t=r. 
Therefore, K = k. 
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Now 
r(j) = max{x’(i) - y’(i) - I 1 j < i < K = k: 
=max{x(i)+c(i-1)--y(i)tc(i)---tJjGiGk) 
= max{c(i - 1) + c(i) - (t - (x(i) - .WN 1.i G i G k:. 
Since c(i) < t - (x(i) - y(i)), 
r(j) < max{c(i - 1) 1.j < i < k] 
= c(.j - 1). 
Let h be the smallest integer such that j < h < k and c(h) = t - (x(h) - y(h)). 
Such an h exists since c(k) = t - (x(k) - y(k)). Then 
r(j) 3 x’(h) - y’(h) - t 
= c(h - 1) + c(h) - (t - (.x(h) - J’(h))) 
= c(h - 1) 
= c(h - 2) 
= c(j - 1). 
Thus, r(j) = c(j - 1) for 2 < j < u = s. (Note: Since s > k, c(s) = 0.) 
We have shown that step 2 of this section uniquely reverses step 1 of 
Section 3. If we continue to apply first step 1, then step 2 of this section, after 
every second step expanding our attention to include the two rows imme- 
diately above the subgraph we have just transformed, then after 2~ steps 
we obtain the graph of a partition of n with an (a, b)-positive oscillation of 
length p. Furthermore, as we have shown, this uniquely reverses the process 
described in Section 3. 
Thus, we have established a one-to-one correspondence between partitions 
counted by r,,,(p; n) and partitions counted by P&EL; n). This proves the 
lemma and so also proves (l.l)-(1.4) without parity restrictions on a and b. 
5. OBSERVATIONS 
The lemma in Section 2 can be extended. In the correspondence established 
in Sections 3 and 4, the largest part in a partition is left untouched. We 
therefore have 
COROLLARY 1. Let P&L; A; n) [ra,&; A; n)] denote the number of 
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partitions counted by pa&; n) [r&p; n)] which have Iargest part equal to A. 
If a, b > 0, then 
r,,&; k 4 = Pi,&; A; 4 for all n. 
The proof given in Sections 3 and 4 will also work for a more generally 
defined oscillation. 
DEFINITION. A partition has an (al , a2 ,..., a,)-positive oscillation if there 
exists a sequence jr <j, < *a. < j, such that 5R( jr) 3 a, - 1, sR(j,) < 
-a, + I, sR(j,) 3 a, - 1, and, in general, if i is odd [even] 
SR(jJ > ai - 1 [<-ai + 11. 
DEFINITION. A partition has an (aI , a2 ,.,., a,)-negative oscillation if there 
exists a sequence jr < j, < *a. < j, such that SR(j,) < -a, + 1, SR(j,) 3 
a2 - I, SR( j,> G -a, + 1, and in general, if i is odd [even] 
SR(jJ < -ai + 1 [>ai - 11. 
DEFINITION. Let p(a, , a2 ,..., au ; n) denote the number of partitions of n 
with an (al , a, ,..., a,)-positive oscillation. 
DEFINITION. Let m(al , a2 ,..., au ; n) denote the number of partitions of n 
with an (a, , a2 ,..., a,)-negative oscillation. 
Remark. 
Pi.&; 4 = ph b, a, b,...; 4, (5-l) 
m,,&; n) = m(b, a, b, a ,.,.; n). (5.2) 
The proof of the lemma works equally well for an (a, , a, ,..., a,,)-positive 
oscillation. We therefore have 
COROLLARY 2. Let r(al , a, ,..., a, ; n) denote the number of partitions 
(4 + 4 + *a- + d,) of n such that. di > di+l and for 1 < i < /.L, 
d,i-1 - dsi 3 ai. If ai > 0 for all ai, then r(al , a2 ,..., a,, ; n) = 
p(aI , a2 ,..., a, ; n) for all n. 
From this corollary, we deduce the following equations 
da1 , a2 ,. . ., a, ; 4 = m(al , a2 ,.. ., a, ; 4 
= p 
( 
n - i (2i - 1) ai . 
i=l 1 
(5.3) 
Note that Eqs. (1.1)-(1.4) are special cases of (5.3). 
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6. PROOF OF THEOREM 2 
We follow Andrew’s proof of Theorem 1 [l, 2, 31 using our notation. The 
only significant difference is that the parity restrictions on a and b have been 
removed. 
Let Qa&) denote the number of partitions of n such that all successive 
ranks lie in the interval [--b + 2, a - 21. (Note: Qa&) = B,+,,,(n).) 
Qa,b(0) = 1. Let 
(6.1) 
By Andrews’ sieving technique [ 1, pp. 153-I 541 
Qo,bW = P~.~(O; 4 + f (--1Y A,~(cL; 4 + f C-1)” mdp; n). (6.2) 
LL=l IL=1 
We now apply Eqs. (1. I)-( 1.4), 
Pa&) = z-0) + f P@ - A(2cl - 1) 0 + (2~ + 1) 6)) 
AI=1 
- gl(fl - (2p - l)(PU + (II - 1) b)) 
+ f p(n - /4(2p - I> b + (2~ + 1) ~1) 
- fl P(n - (2/i - l)(pb + (P - 1) 4). (6.3) 
Define (q)m = I-IL=, (1 - 4”). From (6.1) and (6.3) it follows that 
20,b(q) = (q);l 1 + f quu2u-l)a+c?ut-l)b) _ f q(2u--lhn+h4)b) 
Ll=l LL=l 
u(~2u--l)b+l2u+l)a) _ (tu-l)(ub+(u-l)o) 
j&l l&=1 
= m’ (,f, 4 u((2u--l)a+(2u+l)b) _ (2u-lNeb+lu-1)~) 
*=--a 
= (d2 ( c 9 
u((u-l)a+(u+l)b)/l _ 
cq 
u((u--l)a+(u+l)b)/2 
u even uodd 
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= (q&l f (- 1)~ qu((wl)a+(u+l)b)/2 
w=-cc 
= (@zl f (-1)” qu(a+b)!2+u(b-a)/2 
rr=--m 
= (4);' fi (1 - @+b)n+a)(l _ @+b'n+b)(l _ qWb)ntotb)e (6.4) 
7Z=O 
The last line uses Jacobi’s triple product identity [9, 19.9.11. 
If a, b > 0 and a # b, then the last expression is the generating function 
for &+b,b(n), th e number of partitions of PI into parts +O, -&b (mod a + 6). 
Thus 
&+bab@) = &b+> = &+b,b@) for all n. 
If we let b = r, a = M - r, then our restrictions on a and b become 
0 < r < 44, M # 2r. For reasons of symmetry, we can restrict r to 
0 < r < M/2 without losing any generality. Therefore, if 0 < r < M/2, 
then 
for all n regardless of the parity of M. This is Theorem 2. 
7. CONCLUSION 
Let C,,,(n) denote the number of partitions of n into parts with minimal 
difference 2, and C,,,(n) denote the number of partitions of IZ into parts with 
minimal difference 2 and no part equal to 1. Andrews [I, 2,3] has proved by 
exhibiting the correspondence that 
for all n, 
for all n. 
(7.1) 
(7.2) 
If we compare this with Theorem 1, we see that 
&,(4 = G,*W 
&1(n) = Cd4 
for all n, 
for all n. 
(7.3) 
(7.4) 
(7.3) and (7.4) are the Rogers-Ramanujan identities. 
Let fi denote the frequency of the part i in a given partition. For M odd, 
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let C,,,(r) denote the number of partitions of n such that fi < r - 1 and 
h +& < (M - 3)/2. If 0 < r < M/2 and M is odd, then Gordon’s 
Theorem [7] states that 
for all n. (7.5) 
From this, we deduce that if 0 < r < M/2 and M is odd, then 
for all n. (7.6) 
Andrews [l, 2, 31 has asked if there exists a correspondence which will 
independently prove (7.6). 
Recently, Bressoud [5] announced the following result: 
THEOREM 3. Let [a] denote the greatest integer <a. For arbitrary positive 
M, let C,,,(n) denote the number of partitions of n such that fi < r - 1, 
A +.h+, < [(M - WI, andiff;l ++ti+, = [(M - 2Wlthen tfi + (i + I)fi+I =: 
r - 1 (mod 2 - A4 + 2[M/2]). For 0 < r < M/2, 
&f,,(n) = C,,,(n) for all n. (7.7) 
From Theorems 1 and 3, it follows that for 0 < r < M/2, 
&f,,(n) = Ch4,,(4 for all n. (7.8) 
Andrews’ question can now be extended to include (7.8). 
Finally, we ask whether the general oscillation defined in Section 5 can be 
used to equate other partition conditions with restrictions on successive 
ranks. 
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