An evidence theoretic classification method is proposed in this paper. In order to classify a pattern we consider its neighbours, which are taken as parts of a single source of evidence to support the class membership of the pattern. A single mass function or basic belief assignment is then derived, and the belief function and the pignistic ("betting rates") probability function can be calculated. Then the (posterior) conditional pignistic probability function is calculated and used to decide the class label for the pattern.
Introduction
The Dempster-Shafer theory of evidence [1] is now widely accepted as a rich and flexible framework for representing and reasoning with imperfect information. Situations of weak knowledge and heterogeneous information sources can be easily modelled, making them quite suitable for many application domains such as medical diagnosis and pattern recognition [2] .
Denoeux proposed an evidence theoretic k-nearest neighbour (kNN) method for classification based on Dempster-Shafer theory, which is also called the TBM classifier [3, 4] , where TBM is short for Transferable Belief Model [5] . In this method, each neighbour of a pattern to be classified is considered as a piece of evidence to support certain propositions about the class membership of the pattern. Based on the evidence, basic beliefs are assigned to the subsets of all classes. Such basic belief assignments are obtained for each of the k nearest neighbours and aggregated using the Dempster Rule. In order to improve the classification accuracy of this method, a procedure is proposed [6] to determine the optimal or near-optimal parameter values from the data by minimising an error function. This method proves to be very competitive with the standard kNN methods.
With the TBM classifier k basic belief assignments are derived and then combined into a single basic belief assignment using Dempster Rule. It is well known, however, that combining basic belief assignments is computationally expensive [2, 7] . As remarked in [2] , the demands in space and time of the combination operation are so high that the operation becomes impractical when the frame of discernment Ω has more than 15 to 20 elements.
Many methods have been designed to speed up the combination process [2, [8] [9] [10] [11] [12] . These solutions are approximations of the combined basic belief assignment. If we need an exact solution to the combination for large Ω, we have yet to explore new efficient methods [2] . For applications with large number of classes (e.g., text categorisation, where there are usually tens or even hundreds of categories) the TBM classifier may not be applicable without an efficient combination method.
In this paper we suggest an alternative method for evidence theoretic classification to avoid the need of combination and the problem of choosing the best k for kNN. Instead of k basic belief assignments as used in the TBM Classifier we construct a single basic belief assignment from the neighbours. A classification rule is designed based on the basic belief assignment. This rule is shown to be an extended kNN method and an approximation of the optimal Bayes classifier. Experimental results are presented to show the competence of this rule.
Related work

A review of k-nearest neighbour rule
k-Nearest neighbour rule [13] , kNN, is well known in the pattern recognition literature. According to this rule, an unclassified pattern (sample, instance) is assigned to the class represented by a majority of its k nearest neighbours. This rule is nowadays usually called voting kNN rule. Cover and Hart [14] have shown that, as the number N of patterns and k both tend to infinity in such a manner that k/N → 0, the error rate of the kNN rule approaches the optimal Bayes error rate.
kNN is popular in pattern recognition community due mainly to its good performance and its simple-to-use feature.
Since the inception of kNN some variations have been proposed in order to improve its performance.
Distance weighted kNN rule
In voting kNN the k neighbours are implicitly assumed to have equal weight in decision, regardless of their distances to the pattern x to be classified. It is intuitively appealing to give different weights to the k neighbours based on their distances to x, with closer neighbours having greater weights.
Let d be a distance measure, and
. So x 1 is the first nearest neighbour of x. [15] proposes to assign to the ith nearest neighbour x i a weight w i defined as
Pattern x is assigned to the class for which the weights of the representatives among the k nearest neighbours sum to the greatest value. This rule was shown by Dudani to yield lower error rates than those obtained using the voting kNN rule. However some other researchers reached less optimistic conclusions [16] [17] [18] . [3] provides an excellent and detailed review of distance weighted kNN.
Evidence theoretic kNN rule
The evidence theoretic k-nearest neighbour rule [3] is a pattern classification method based on the Dempster-Shafer theory of belief functions. In this approach, each neighbour of a pattern to be classified is considered as an item of evidence supporting certain hypotheses concerning the class membership of that pattern. Based on this evidence, basic belief masses are assigned to each subset of the set of classes. Such masses are obtained for each of the k nearest neighbours of the pattern under consideration and aggregated using the Dempster's rule of combination. In [6] Zouhal and Denoeux state "· · · in many situations, this method was found experimentally to yield lower error rates than other methods using the same information". They then proposed an optimisation procedure to determine optimal or near-optimal parameter values from the data by minimizing an error function. This refinement of the original method is shown experimentally to result in substantial improvement of classification accuracy.
Classifier combination
Researchers have long pursued the promise of harnessing multiple classifiers to synthesize a more accurate classification procedure via some combination of the outputs of the contributing classifiers to build a multiple classifier system (MCS) [19, 20] . The development of multiple classifier systems has received increasing attention recently [21] [22] [23] [24] . It should be noted that, in general, there is no guarantee that a multiple classifier system will be more robust or more accurate than either the individual classifiers of which it is comprised or than the best single classifier that might otherwise be built [22] .
Classifier combination strategies
Since the best combination of a set of classifiers depends on the application and on the classifiers to be combined, there is no single, best combination scheme nor any unequivocal relationship between the accuracy of a multiple classifier system and the individual constituent classifiers.
Here are some typical combination strategies:
• A classifier is composed from multiple distinct classifiers by selecting the best classifier to use in different situations or contexts. For example, we may perform analytical or empirical studies to identify the most accurate classifier in some setting, seeking to learn about accuracy over output scores or some combination of output scores and features considered in the analysis.
• Another procedure for combining classifiers considers outputs generated by the contributing classifiers. For example, in a voting analysis, a combination function considers the final decisions made by each classifier as votes that influence an overall decision about the best classification.
• In a finer grained approach to combining multiple classifiers, the scores generated by the contributing classifiers (e.g., confidence measures or estimates of the posterior probabilities of the output classes, as Bayes classifiers and properly trained feed-forward neural networks do) are taken as inputs to a combination function.
• More complex strategies are used in ensemble methods. They first solve a classification or regression problem by creating multiple learners that each attempt to solve the task independently, then use the procedure specified by the particular ensemble method for selecting or weighting the individual learners. Ensemble methods include such techniques as Bayesian averaging, bagging, boosting, stacking, cascade generalization, and hierarchical mixture of experts.
Much of the work on combining text classifiers has centred on the use of basic strategies for selecting the best classifier or for combining the output of multiple classifiers. As some examples, [25] used weighted linear combinations of system ranks or scores; [26] used linear combinations of probabilities or log odds scores; [27] used a linear combination of normalized scores; [28] used voting and classifier selection techniques; and [29] used category-averaged features to pick a (potentially different) classifier to use for each category. [20] presents a probabilistic combination procedure that uses the context-sensitive reliabilities of classifiers [30] -a set of features that provide a low-dimensional abstraction on the discriminatory context for learning about reliability, along with the outputs or scores of classifiers and the domain-level features.
Definition and notations
Let Ω be a finite set called frame of discernment. A mass function or basic belief assignment is a mapping m :
The mass m(X) measures the amount of belief that is exactly committed to
we assume so to simplify the presentation and this does not affect the validity of our results.
Given two mass functions m 1 and m 2 defined over the same Ω we can combine them using the Dempster Rule of Combination 1 as follows:
The pignistic probability function [5, 31] associated with m is BetP :
For E 1 , E 2 ⊆ Ω, we can define conditional pignistic probability BetP(E 1 |E 2 ) as follows, in a way similar to conditional (classical) probability:
This conditional pignistic probability is different in general from the pignistic probability computed from conditional belief functions [5] . A full discussion of this issue is beyond the scope of this paper 2 .
Classification based on a single mass function from neighbours
In the TBM classifier, k mass functions are derived from neighbours for classification.
In this section we show how to derive a single mass function from neighbours and how such a mass function is used for classification.
Probabilistic modelling of classification
Classification is a process to assign patterns to predefined categories (classes) [3] . The patterns are described by two variables:
• x: vector of d attributes or features. The ith attribute is x i whose domain is denoted by dom(x i ), and the domain of x is denoted by
• y: class variable, whose domain is a finite set denoted by W .
A classifier is a mapping
which generates a class value (label) for any new pattern described by feature vector x. Building a classifier from data is usually called supervised learning. The data for building the classifier, or training dataset, can be specified as
It is usually assumed that D is a sample drawn from an (unknown) distribution p over V ×W , and that new examples will be drawn from the same distribution.
Deriving mass function
We take the frame of discernment to be V , i.e., Ω def = V . We are to show how to derive a mass function from given dataset D.
Suppose we want to classify t ∈ Ω. In order to classify t we consider h neighbourhoods of t: E 1 , E 2 , · · · , E h . Each neighbourhood is a region in Ω (V ) covering a set of neighbours of t. For simplicity we take E i as a set of the neighbours, so
k i -the total number of neighbours considered. The neighbourhoods may overlap, therefore it is likely that |E| < N. Some neighbours are counted more than some others so they play more important roles. This is in spirit similar to the weighted kNN methods [15, 32] . Figure 1 shows an example of 3 neighbourhoods.
The neighbours provide a source of evidence supporting propositions concerning the class membership of t. In the standard kNN, one neighbourhood of k neighbours is considered and classification is done, for example, by a majority voting among the neighbours. In the TBM classifier one neighbourhood of k neighbours is considered. The neighbours are taken as separate sources of evidence and used to generate k mass functions, each of which represents the support by a single neighbour.
Here we consider h neighbourhoods. Each neighbourhood is taken as one part of a source of evidence, and all neighbourhoods -together as a source of evidenceare used to generate a single mass function representing partial supports by different neighbourhoods.
Consider E i ∈ 2 Ω and c ∈ W . We are interested in the joint probability P(E i , c) -the probability that a randomly selected element x of Ω belongs to E i and is in class c, i.e., x ∈ E i and f (x) = c. Having no specific knowledge about the distribution p we can apply the principle of indifference to approximate P(E i , c) by
Then we define a function m[t], induced for t from the h neighbourhoods, as a mapping m[t]
Here K is a normalising factor. It follows that
, which is similar to the interpretation of joint probability P(X, c) (see, for example, [33] ).
Clearly m[t] is a mass function. In particular
Classification based on m[t]
We propose to classify new patterns through conditional pignistic probability. For this we specify the joint pignistic probability as BetP :
The following proposition confirms that this is indeed a probability function.
Proposition 1.
BetP is a probability function on Ω. That is,
1. For any X ∈ 2 Ω and c ∈ W , BetP(X, c) ≥ 0;
2. BetP(Ω) = 1;
Proof. The first claim is true following the fact that m[t](X, c) ≥ 0 for any X ∈ 2 Ω . The second claim is true since
Now we consider the third claim.
Note that E i is a region covering some neighbours of t so we have t ∈ E i . We can understand t as a singleton set, therefore t ∩ E c i = {t} and |{t}| = 1. Then we have the following joint, marginal and conditional pignistic probabilities for t ∈ Ω,
Classification then proceeds using the following rule:
If h = 1 and we use Rule 1 for classification, then BetP(c|t) = δ(t)|{x ∈ E 1 : f (x) = c}|/|E 1 | and we end up with a majority voting kNN. Therefore Rule 1 is an extended majority voting based kNN.
Note that we don't assume that classes are exactly known for the neighbours. Consider a neighbour s. It is possible that the class label f (s) is either known or unknown. It turns out that both cases can be dealt with by our kNN method. If f (s) is known, the contribution of s in classifying t is accounted for as above. If f (s) is unknown, s is not counted in any class in the calculation of BetP(c|t). Therefore s has no contribution to the classification of t. We argue that this agrees well with our intuition about the role of s if f (s) is unknown.
An approximation of optimal classifiers
Here we discuss the relationship between our classifier and the Bayes optimal classifier from a theoretical perspective.
If the distribution p is known, then P(X) is available for every X ∈ 2 Ω . We can then define a mass function not specific to t as m : 2 Ω → [0, 1] such that, for any E ∈ 2 Ω and c ∈ W ,
m(E, c) = P(E, c)/K (4)
where K def = ∑ X∈2 Ω ,c∈W P(X, c) is a normalising factor. We then have BetP(E, c) as in the previous section.
Optimal Bayes classifier
The optimal (Bayes) classifier f * : Ω → W is defined by
and L(c * , c) is the loss incurred if the actual class is c * but the assigned class is c. f * minimizes the overall risk:
We take a simplistic approach by setting
Thus the optimal classifier can be described by the following rule.
Rule 2. For x
Similarly if the pignistic probability is known completely we have the following optimal pignistic classifier. 
BetP(c|t) vs P(c|t)
Assume that Ω is finite. Let N n be the combinatorial number representing the number of ways of picking n unordered outcomes from N possibilities. From combinatorics we know that
Proof.
The claim then follows.
Since both P and BetP are probability functions they are both additive. Following Theorem 1 we then have:
Corollary 2.
BetP(E) = αP(E) + β|E|
The following theorem establishes the connection between BetP(c|t) and P(c|t).
Theorem 2. Let t ∈ Ω, and c
BetP(c 1 |t) ≤ BetP(c 2 |t) ⇐⇒
This theorem says that P(c|t) and BetP(c|t) are equivalent in classifying t ∈ Ω. Therefore Rule 3 is as optimal as Rule 2.
Approximating the optimal classifier
We have discussed two optimal classifiers, Rules 2 and 3, and have shown their equivalence. In practice, however, the distribution is usually unknown and we can only approximate the optimal classifiers. We usually approximate the optimal Bayes classifier (Rule 2) by estimating the posterior probability P(c|x). Estimation strategies include parametric or non-parametric estimation of the class-conditional densities p(x|c) in combination with priors P(c), and direct estimation of P(c|x) [2] .
The method presented in Section 4 is in fact an approximation of the optimal classifier (Rule 3) by estimating the posterior probability BetP(c|x).
A classifier
Based on Rule 1 we can devise classifiers. The key issue is how neighbourhoods are interpreted and selected. For example we can interpret a neighbourhood as a set of nearest i neighbours (the neighbours are decided according Euclidean distance), denoted by iNN, and we consider neighbourhoods iNN for i = 1, 2, · · · , h. h can be a given value or it can be set to the number of data instances in the dataset. We can also interpret a neighbourhood as hyperrectangles (or hyperspheres or hypercubes) surrounding a data instance, and take all or part of the hyperrectangles (or hyperspheres or hypercubes) as the neighbourhoods needed to calculate BetP(c|t).
Clearly there are other possible interpretations of neighbourhood and neighbourhood selection strategies. A theoretical analysis or a comprehensive experimental study is beyond the scope of this paper. This task will be the subject of future work.
In this paper we adopt the hypercube interpretation of neighbourhood along with a simple selection strategy. We assume that the attributes in the dataset are all numerical. For a positive integer d we partition every attribute into d + 1 equal-sized intervals. This effectively gives equal weights to all attributes. Consider an attribute A, and let dom(A) be its domain. We arrange the intervals in ascending order as
Then every value of the attribute belongs to one and only one interval. For a value a of A, i.e., a ∈ dom(A), let v i be the interval that a belongs to. For a non-negative integer q ≤ d we call the following extended interval the qth order interval of a, written as v q (a):
where t(A) is the projection of t to attribute A. Furthermore we let cov(V q (t)) be the coverage of V q (t), i.e., the number of data instances in the hypercube.
We take each V q (t) as a neighbourhood of t, and so we have d + 1 neighbourhoods
Our neighbourhood selection strategy is as follows: for a given h we consider h neighbourhoods iNN for i = 1, 2, · · · , h where 1NN is a non-empty V q (t) with the smallest q, and 2NN is V q+1 (t), and so on.
Classification is done according to Rule 1. We call this classification procedure as ekNN, or extended kNN based on evidence theory.
Discussion
The essence of the way in which BetP(c|t) is estimated is averaging the conventional k-NN estimates of the posterior probabilitiesp k (c|t) over different k-NN subsets. This coincides with some heuristics used in classifier combination. As discussed in [20] , classifiers can be combined by a combination function whose inputs are the scores generated by the contributing classifiers. The scores can be, for example, confidence measures or estimates of the posterior probabilities of the output classes, as Bayes classifiers and properly trained feed-forward neural networks do.
The contribution of this paper in this respect is the following.
1. First of all, although such a heuristic is implied in some discussions a theoretical justification for the heuristic is still needed. kNN as a classification heuristic was first proposed in [13] , but it didn't gain popularity until after Cover and Hart [14] have shown that, as the number N of patterns and k both tend to infinity in such a manner that k/N → 0, the error rate of the kNN rule approaches the optimal Bayes error rate.
As discussed above, Rule 3 is equivalent to the optimal Bayes classification Rule 2, and Rule 1 is an approximation of Rule 3. We can therefore say that the principle behind rule 1 is theoretically justified.
2. Secondly, although such a classifier combination heuristic is implied in some discussions a comprehensive evaluation of a multiple classifier system, where kNN classifiers are combined by a linear function and the inputs are the posterior probabilities, is yet needed. This paper serves this purpose.
3. Thirdly, it has been accepted that there is no guarantee that the combined classifier is better than any single one of the component classifiers, or the more classifiers the better [34] . According to the proved relationship between the above classification rules, the more neighbourhoods we use the closer the estimated posterior probability is to the true posterior probability. We can therefore conclude that if we combine more kNN classifiers this way we end up with a combined classifier more robust, stable, and accurate than the component single classifiers.
Evaluation
The evaluation was done via experiments. The purpose of the evaluation is to show if and how the above classification procedure improves upon the standard kNN and the weighting kNN. The data used in the experiments are public datasets from UC Irvine Machine Learning Repository 3 . General information about these datasets is shown in Table  1 .
In our experiments we set d = 30 (i.e., all attributes are partitioned into 30 equalsized intervals), h to various values, and recorded the classification accuracy. As a comparison we implemented the voting based kNN classifier (referred to by kNN) and the distance weighted kNN classifier (referred to by wkNN) as discussed in Section 2.1.1 4 , and experimented with various values for k (from 1 to 10) and recorded the classification accuracy for each k values. To make the results comparable we used the same interpretation of neighbourhood as for ekNN, as discussed above. In other words the neighbourhood of t used in kNN and wkNN with k is V q (t) such that cov(V q (t)) ≥ k and q is the smallest such value. As a result, ekNN with h = 1 should be the same as kNN with k = 1, but not the wkNN with k = 1.
We also include the C4.5 and SVM (support vector machine) 5 results on the same set of data. However the purpose of this inclusion is not for comparison but as a ref- 3 http://www.ics.uci.edu/~mlearn/MLRepository.html 4 The weighting function used is Eq. 1 5 Support vector machines are a recent development and are gaining popularity while decision trees are a classical type of classifiers and are still the most widely used machine learning/data mining technique [35] . C4.5 is a popular implementation of decision tree induction technique. For an overview of various machine learning/data mining techniques, the readers are invited to consult http://www.kdnuggets.com/ publications/surveys.html.
erence. Note that ekNN assumes a simple neighbourhood interpretation and equal weighting for the attributes; furthermore, the implementations of ekNN, kNN and wkNN were not as optimised as the versions of C4.5 and SVM we used. Throughout the experiments the validation method is 5-fold cross validation.
The results for C4.5 and SVM are shown in Table 2 , and the results for kNN, wkNN and ekNN are shown respectively in Tables 3, 5, and 4 .
From the results we observe the following facts:
• On average ekNN performed better than kNN and wkNN on these datasets.
• For h ≥ 3 ekNN performed as well or better than the voting kNN with best k values.
• For h ≥ 3 the performance of ekNN did not change much with different values of h. Such a saturation property is useful since it relieves the designer of kNN system from the burden of searching for the optimal value of k.
• In the cases of kNN and wkNN, the best performance comes with varied k while in the case of ekNN the best performance saturates or stablises as h goes higher. This observation leads us to conclude that making better use of the same set of neighbours can give rise to better performance.
Summary and conclusion
Based on the conceptual framework of Dempster-Shafer theory and TBM, a new nonparametric classifier has been proposed. To classify a pattern, this method considers several neighbourhoods, each of which is a set of neighbours. These neighbourhoods are taken as a single source evidence supporting propositions about the class membership of that pattern. This evidence is represented as a single mass function in order to quantify the uncertainty attached to the class membership of that pattern. This classifier is shown to be an extension of the standard voting based kNN. This classifier is different from the TBM classifier in that it does not use the time consuming Dempster Rule of Combination to aggregate mass functions for classification.
On a theoretical side we discussed an optimal classifier based on pignistic probability. It was shown to be equivalent to the optimal Bayes classifier. Our kNN classifier (Rule 2) is an approximation of the optimal classifier.
In experiments using real world datasets this classifier outperformed on average the voting kNN and distance weighted kNN, and performed as well as or better than the voting kNN with best k values. Its performance became stable when the number of neighbourhoods considered is greater than 3. Such a property is useful since it relieves the designer of a kNN system from the burden of searching for the optimal number of neighbours.
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