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RESUMEN En este artículo, se presenta un algoritmo de 
clasiﬁ cación binaria basado en Support Vector Machi-
nes (Máquinas de Vectores de Soporte) que combinado 
apropiadamente con técnicas de Boosting consigue un 
mejor desempeño en cuanto a tiempo de entrenamien-
to y conserva características similares de generalización 
con un modelo de igual complejidad pero de represen-
tación más compacta.
KEYWORDS
Boosting, generalization, SMO, SVM.
ABSTRACT In this paper we present an algorithm of bi-
nary classiﬁ cation based on Support Vector Machines. It 
is combined with a modiﬁ ed Boosting algorithm. It run 
faster than the original SVM algorithm with a similar 
generalization error and equal complexity model but it 
has more compact representation.
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I N T R O D U C C I Ó N
Las máquinas de vectores de soporte (SVM por sus 
siglas en inglés) han sido, en los últimos años, una 
técnica ampliamente aplicada a problemas de clasi-
ficación y regresión [1]. Desde el punto de vista de 
aprendizaje estadístico, una de las razones de su éxito 
es que para ciertas funciones kernel se ha demostra-
do que SVM es un aprendiz fuerte [2], es decir que 
puede alcanzar un error de generalización arbitraria-
mente cercano al error de Bayes con un conjunto de 
entrenamiento lo suficientemente grande. La princi-
pal desventaja de SVM es la complejidad temporal del 
algoritmo. Siendo m el número de elementos del con-
junto de entrenamiento, SVM resuelve un problema 
de programación cuadrática que implica inicialmen-
te complejidad O(m3). Múltiples investigaciones han 
propuesto métodos para mejorar esta complejidad [3] 
[6] llegando a que sea O(m2).
Por otra parte, algoritmos como Adaboost [7] en-
cuentran una buena hipótesis combinando adecuada-
mente hipótesis dadas por un aprendiz débil, es decir 
un algoritmo que retorna una hipótesis cuyo desem-
peño es mejor que adivinar. Sin embargo, usar un al-
goritmo fuerte como clasificador base de Adaboost 
no representa gran ventaja desde el punto de vista de 
la generalización. Wickramaratna, Holden y Buxton 
han usado SVM como clasificador base de Adaboost, 
pero el desempeño del clasificador resultante se de-
grada con el aumento del número de rondas [8]. Por 
esta razón puede ser útil hacer de SVM un algoritmo 
débil para aprovechar las ventajas de Adaboost. 
Adicionalmente, el debilitar SVM trae otras ventajas 
ya que puede utilizarse para reducir el conjunto de 
entrenamiento con el fin de simplificar la represen-
tación de SVM [9], lo que se conoce como algoritmo 
de editing.
A continuación, en la sección II se revisan los con-
ceptos básicos de clasificación, así como los fundamen-
tos de los algoritmos de Boosting y SVM. La sección 
III presenta el algoritmo propuesto de Boosting Support 
Vector Machines (BSVM). La sección IV muestra el 
análisis de los experimentos realizados y finalmente 
la sección V presenta las conclusiones.
P R E L I M I N A R E S
Sea ? un espacio de entrada, ? un espacio de etique-
tas y ? una distribución sobre??. Dada una secuencia 
? ? 1,
m
i i i
x y
?
?S  de ejemplos etiquetados donde cada 
xi???es independiente e idénticamente distribuido de 
acuerdo a ?, se asigna cada yi?? de acuerdo a una 
regla posiblemente estocástica. En el caso de clasifi-
cación binaria se restringe ? = {-1,+1}
Se define una regla de clasificación llamada hipótesis como 
una función h: ????? que asigna una etiqueta a cada 
elemento en el espacio de entrada. En el problema de 
clasificación binaria se tiene que h: ???[-1,+1], donde 
el signo de h(x) es interpretado como la predicción de 
la etiqueta a ser asignada a la instancia x, mientras que 
la magnitud |h(x)| es interpretada como la “confian-
za” de esta predicción. Adicionalmente una clase de 
hipótesis?? es un conjunto compuesto por diferentes 
hipótesis en el espacio de entrada.
El desempeño de una hipótesis será evaluado utili-
zando el error de generalización R y el error empírico Remp
definidos como:
? ? ? ? ? ?? ?? ?, ~ sgnyR h P h y?? ?x x   (1) 
? ? ? ? ? ?? ?
1
, , sgn
m
emp
i
R h D D i h y
?
? ?? xS ? ?? ?   (2)
Donde mD R?  es una distribución discreta sobre el 
conjunto de muestras etiquetadas y ???  es la función 
indicadora.
Un algoritmo de aprendizaje es un procedimiento efi-
ciente que toma como entradas un conjunto de mues-
tras etiquetadas ? y una distribución discreta D para 
retornar una hipótesis h??. Un clasificador combinado
H(x) es la combinación convexa de varias hipótesis 
ih (clasificador base) de tal forma que
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A .  B O O S T I N G
Las estrategias de Boosting pretenden elevar el des-
empeño de un algoritmo de aprendizaje débil com-
binando varias hipótesis adecuadamente y generan-
do un algoritmo de aprendizaje fuerte. El algoritmo 
Adaboost [10] o Boosting adaptativo introducido en 
[11] es un meta-algoritmo (un procedimiento que usa 
otro procedimiento como subrutina) que toma un 
conjunto de muestras etiquetadas ?, una distribución 
discreta D y un aprendiz débil Weak para retornar un 
clasificador combinado en T iteraciones. En cada ite-
ración t Adaboost ejecuta Weak sobre el conjunto ??
con la distribución Dt para obtener la hipótesis ht. De 
acuerdo al desempeño de ht, el algoritmo modifica Dt
dándole menor peso a las muestras bien clasificadas 
y mayor peso a las muestras mal clasificadas con el 
objetivo que el siguiente clasificador se concentre en 
estas últimas, maximizando la cantidad de informa-
ción que obtendrá en la siguiente ronda. La figura 1
muestra este algoritmo como fue presentado en [10]. 
B .  S U P P O R T  V E C T O R  M A C H I N E S
El objetivo de Support Vector Machines en el proble-
ma de clasificación binario es encontrar el hiperpla-
no separador óptimo (aquel que maximiza el margen 
geométrico) en el espacio de características ??‘. Éste está 
relacionado con el espacio de entrada?? (espacio original 
de los datos) por medio de una transformación no 
lineal ?(x) de altas dimensiones que busca que los da-
tos del conjunto de elementos etiquetados ? sean se-
parables. Cuando el conjunto de ejemplos etiquetados 
no es linealmente separable, el interés es encontrar 
el hiperplano con el menor error empírico. Sin em-
bargo, el problema de encontrar este clasificador es 
NP-Hard [12], razón por la cual se pueden descartar 
algunos puntos con algún margen positivo fijado, en 
cuyo caso el problema tiene complejidad polinomial.
Cortes y Vapnik [13] [14] proponen resolver el si-
guiente problema de optimización, formulación co-
nocida como C-SVM
      (4)
Fig. 1. Algoritmo Adaboost.
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Donde C >0 es una constante que controla el “tra-
de-off ” entre minimizar el error de entrenamiento y 
maximizar el margen. Nótese que cuando ? i = 0, no 
existe un margen de error, sin embargo ??i > 0 implica 
que las clases se traslapan. Adicionalmente, este pro-
blema requiere el cálculo de la transformación ?(x)
para todos los datos de entrenamiento y de la minimi-
zación de w en el espacio de características. Por estas 
razones se plantea el problema dual de (4)
         (5)
Donde Qij = yi yj k(xi ,xj ) y e el vector de todos unos, 
definiendo
'
( , ) ( ), ( )i j i jk x x x x? ? ? X
como un kernel 
positivo definido. Adicionalmente la hipótesis está 
dada por
? ? ? ?,
1
sgn ,
m
b i i i
i
h x y k x x bα
?
? ?
? ?? ?
? ?
?w          (6)
Es de destacar que este hiperplano en el espacio de 
características 'X  está en función de los datos de 
entrenamiento para los que ?i ? 0, éstos son los vec-
tores de soporte. Es claro que (5), el problema dual de 
(4), es un problema de programación cuadrática con 
restricciones lineales mucho más sencillos de resolver 
que el original puesto que únicamente está en función 
de los kernel. Sin embargo, no puede ser fácilmente 
resuelto por técnicas tradicionales dado que involucra 
una matriz Hessiana de dimensión m?m. Por esta ra-
zón, para resolver (5) han surgido múltiples métodos 
que buscan ser más eficientes [3] [6] destacándose Se-
cuential Minimal Optimization (SMO) en donde se des-
compone el problema original de tal forma que sólo 
se requiere resolver problemas cuadráticos de dos va-
riables de forma analítica. La combinación de SMO
con técnicas de shrinking y caching [5] ha permitido que 
la complejidad computacional en la resolución de (5) 
esté entre cuadrática y cúbica, dependiendo del tipo 
de problema y dominada básicamente por el número 
de evaluaciones que se requieren de la función kernel 
[15].
B O O S T I N G  S U P P O R T  V E C T O R  M A C H I N E S
Debido a que la complejidad de SVM depende intrín-
secamente del número de datos de entrenamiento, se 
busca que en el planteamiento del problema cuadrá-
tico intervenga sólo un subconjunto de los datos ori-
ginales, sin que esto implique que se descarten total-
mente. Razón por la cual las estrategias de Boosting 
son una alternativa para combinar varias hipótesis ge-
neradas de esta forma. Adicionalmente, entrenar con 
una fracción de los datos ?m y combinar q hipótesis 
puede demorar mucho menos tiempo que entrenar 
con los datos completos, pues si la complejidad del al-
goritmo original está acotada por xAm  con A R? , al 
entrenar con la fracción ?m está acotado por A(?m)x;
y combinando q hipótesis por Aq(?m)x (despreciando 
la complejidad del algoritmo que las combina). Con x
> 1, 0 1μ? ?  y 1q μ?  se tiene que:
? ? ? ? 1x x x x xAAq m m A m Amμ μ μμ
?? ? ?  (7)
De donde aunque el algoritmo resultante sigue siendo 
O(mx), la constante que lo acota es menor.
Por esta razón se busca utilizar SVM como clasifi-
cador débil de un algoritmo de Boosting similar a 
Adaboost, para ello se hace necesario modificar el 
problema de optimización (5) para tener en cuenta las 
distribuciones y garantizar que SVM es un algoritmo 
débil.
A .  S U P P O R T  V E C T O R  M A C H I N E S  P A R A  D I S T R I B U C I O N E S
Para el caso en el que se tenga una distribución discre-
ta mD R?  sobre el conjunto de muestras etiquetadas 
?, se hace necesario dar mayor importancia a aquellos 
datos con mayor peso dentro de la distribución, en 
otras palabras es más grave tener un bajo margen o 
un margen negativo para un dato o conjunto de datos 
con peso considerable que para uno con bajo peso, 
66 por esta razón se deben involucrar los valores de las 
distribuciones en el planteamiento original de C-SVM
. Por lo cual se modifica el planteamiento original de 
SVM en términos de distribuciones penalizando en la 
función objetivo las variables de holgura ? i de forma 
proporcional al peso del dato xi de acuerdo a D. De 
esta forma el planteamiento del problema de optimi-
zación y su dual son
         (8)
         (9)
B .  S U P P O R T  V E C T O R  M A C H I N E S  C O M O  A L G O R I T M O 
D É B I L
Debido a la degradación del desempeño que experi-
mentan las técnicas de Boosting con SVM respecto 
al número de rondas [8], resulta útil debilitarlo para 
aprovechar las ventajas de Boosting con respecto a la 
generalización.
Para hacer de SVM un clasificador débil y teniendo 
en cuenta que la complejidad está entre cuadrática y 
cúbica respecto al número de datos, es posible des-
preciar cierta cantidad de datos ?, de tal forma que se 
resuelva el problema con un porcentaje mucho me-
nor, siempre y cuando con respecto al conjunto total, 
el error pesado no supere el 50%.
Adicionalmente, los datos que se descarten deben ser 
los menos representativos del conjunto, es decir los 
que tengan menos peso en la distribución. De esta 
forma el subconjunto ????? estará definido por ? j???
Dj ? (1??) donde ? tiene mínima cardinalidad, pre-
sentando como ventaja adicional que el nuevo con-
junto de entrenamiento es el más pequeño posible, 
minimizado al máximo el tiempo de entrenamiento. 
? es un parámetro adicional del algoritmo el cual se 
puede determinar mediante alguna estrategia de selec-
ción de modelo.
C .  B O O S T I N G  S U P P O R T  V E C T O R  M A C H I N E S
Luego de tener un algoritmo debilitado para SVM, se 
puede aplicar directamente un algoritmo de Boosting 
como Adaboost, con lo cual la hipótesis final del cla-
sificador combinado de acuerdo a (6) está dada por
     (10)
Sin embargo, es claro que no es un hiperplano clasifi-
cador en el espacio de características y que la comple-
jidad de la hipótesis HT(x) es mucho mayor que la de 
SVM dada por (6) Por esta razón se desea modificar 
el algoritmo Adaboost de la figura 1 de tal forma que 
el clasificador combinado también tenga la forma de 
(6). Este algoritmo denominado BSVM se detalla en 
la figura 2.
El algoritmo BSVM conserva las características prin-
cipales de Adaboost. En cada iteración modifica de 
la misma forma la distribución de los datos; sin em-
bargo, la principal diferencia radica en que, debido a 
que la hipótesis final es también un hiperplano clasi-
ficador en el espacio de características, la forma de 
hallar los coeficientes ?t de cada hipótesis base se 
hace planteando un problema de optimización cuyo 
objetivo es minimizar el error en los datos de entre-
namiento de la combinación convexa de la hipótesis 
actual ht(x) y la hipótesis combinada de los clasifica-
dores anteriores H(x). Por esta razón el problema de 
hallar ?t en cada ronda se reduce a un problema de 
búsqueda de línea con restricciones, de fácil resolu-
ción por métodos numéricos como búsqueda dorada 
o interpolación con la cúbica.
Adicionalmente, puesto que BSVM no aumenta la 
complejidad del modelo y por esta razón cada vez se 
( ) ( )
1 1
sgn sgn ,
T m
t
T i i i
tt it
H x y k x x b
α
α
α= =
⎛ ⎞⎛ ⎞
= +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑ ∑∑
( ) 1min
2
. . 0
0 1,...,
m
T T
R
T
i i
f Q
s a
C D para i mα
∈
= −
=
≤ ≤ ⋅ =
α
α α α e α
y α
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hace más difícil encontrar un hiperplano combinado 
mejor, existe otro criterio de parada diferente al nú-
mero de rondas, el criterio es ?t =0 pues esto implica 
que el error de entrenamiento no mejoró y que la hi-
pótesis resultante H(x) no sufre modificaciones. Tam-
bién lo es Remp(H(x),?,D1) = 0 pues cuando el error de 
entrenamiento es cero, no es posible mejorar más.
Teniendo en cuenta que el objetivo de este proceso 
de entrenamiento es la generalización, no necesaria-
mente el obtener el error más bajo en entrenamiento 
implica un error bajo de generalización, puesto que se 
puede presentar sobre ajuste a los datos, por lo cual se 
hace necesario incluir otros criterios de parada cuyo 
objetivo sea prevenir esto. Una primera alternativa es 
utilizar un sistema de parada temprana en donde a par-
tir de un subconjunto de los datos de entrenamiento 
se verifique y controle cuando existe sobre ajuste y 
así finalizar el algoritmo. Otra alternativa es utilizar 
los valores de error de entrenamiento de rondas an-
teriores para, aprovechando que forman una sucesión 
descendente, hallar en qué porcentaje se mejoró el 
error; un porcentaje muy bajo es indicio de sobre 
ajuste. Con lo cual se puede utilizar
? ? ? ?? ? ? ? ? ?. . .1 1emp train emp train emp trainR t R t R t f t? ? ? ?
siendo f[t] decreciente o constante. Así mismo los ??
forman una sucesión, en la mayoría de los casos des-
cendente, y valores muy bajos son prohibitivos para 
la generalización. De allí que otro criterio de termina-
ción es ?t ? g[t] con g[t] decreciente o constante.
E X P E R I M E N T O S
En esta sección se muestran algunos experimentos 
de clasificación binaria aplicando el algoritmo BSVM
propuesto, utilizando tanto datos artificiales como de 
problemas reales de diversas características respecto 
a dimensión y número de datos de entrenamiento y 
validación.
Para el conjunto de datos MNIST de dígitos manus-
critos [16] se toma el problema binario de clasificar 
las clases 3 y 8 por su alta complejidad, es un conjun-
to de gran tamaño y de altísimas dimensiones. Four-
norm es un problema de clasificación binario de 20 
dimensiones en donde los datos de la primera clase 
Fig. 2. Algoritmo BSVM.
68 provienen con igual probabilidad de dos distribucio-
nes normales con matriz de covarianza identidad y 
medias en (a,a,...,a) y (-a,-a,...,-a), mientras los datos de 
la segunda clase provienen con igual probabilidad de 
dos distribuciones normales con matriz de covarianza 
identidad y medias en (a,-a,...,a,-a) y (-a,a,...,-a,a) para 
este caso se toma 2a ? , se destaca en este con-
junto, adicional a su dimensión, que las clases están 
bastante superpuestas, razón  por  la cual el error  de 
Bayes es apreciable, pero a diferencia de un problema 
real, es calculable teóricamente. Breast cancer, diabetes 
y australian son tres bases de datos del repositorio de 
UCI [17]; la primera para identificar si un tumor es 
benigno o maligno, separable fácilmente, la segunda 
para diagnosticar diabetes y la tercera para aprobar 
créditos; este grupo aunque es de menor número de 
datos respecto a las primeras, los datos son de dimen-
siones apreciables. En los casos en los que el conjun-
to no está fraccionado en entrenamiento y validación, 
se toma el 90% para entrenamiento y el 10% para 
validación. En todos los experimentos se utilizó un 
kernel gaussiano 2( , ) exp( || || / )i j i jk x x x x σ? ? ? .
Las características de las bases de datos y los paráme-
tros del kernel utilizado en cada caso se encuentran 
en la tabla I.
Para el algoritmo de SVM con distribuciones se usa 
la misma filosofía de SMO [6] así como las mejoras 
propuestas por otros autores [18] [15] haciendo las 
modificaciones necesarias para resolver (9). Por el 
amplio número de datos en entrenamiento y valida-
ción, se utiliza MNIST para hacer un análisis general 
del algoritmo. Durante los experimentos se utilizó 
f[t]=0.25 y g[t]=1/t2. Aunque para el entrenamiento 
no se disminuya tanto el error a medida que se recha-
zan datos, para la evaluación sí se mejora el desem-
B A S E S 
D E 
D A T O S
#  E L E M E N T O S 
E N T R E N A M I E N T O 
#
E L E M E N T O S 
VA L I D A C I Ó N
D I M . ? C
E . 
VA L I D. 
S V M 
( % )
? #I T E R
E . 
VA L I D. 
B S V M
( % )
T .  B S V M 
/  T . 
S V M
#
S V  C 
S V M
#
S V  C    
B S V M
MNIST 11982 1984 784 4M 10 0.45 0.64 3 0.60 0.0762 1417 1012
Four norm 1000 10000 20 1k 200 19.68 0.60 4 18.48 0.5617 688 454
B. Cancer 615 68 9 100k 100 0.00 0.7 3 0.00 0.9286 78 46
Diabetes 692 76 8 40 50 19.74 0.7 3 22.37 0.3636 327 147
Australian 621 69 14 10 100 18.84 0.7 3 15.94 0.135 202 104
TABLA I. Características de las bases de Datos y Comparación  de  SVMy BSVM
Fig. 3. Relación entre el error de validación, el tiempo de entrenamiento y el 
porcentaje de datos rechazados μ.
Fig. 4. Relación entre el número de vectores de soporte y el porcentaje de 
datos rechazados μ sin sobreentrenamiento.
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peño, disminuyendo el error sobre todo a medida que 
se rechazan más datos y mejorando la generalización 
con los criterios de parada aplicados. 
La figura 3 muestra la relación entre el error de vali-
dación (sin sobre entrenamiento) y el tiempo de en-
trenamiento a medida que se rechazan más datos. A 
pesar que el algoritmo sigue generalizando a valores 
similares a los del modelo obtenido sin rechazar datos, 
el tiempo de entrenamiento decrece dramáticamente 
a valores inferiores a 1/10 del tiempo original. Sin 
embargo, el modelo no generaliza bien si se despre-
cian demasiados datos. Respecto al número de vecto-
res de soporte, la figura 4. muestra cómo, aplicando 
los criterios de parada descritos, a medida que se re-
chazan más datos el número de vectores de soporte 
también disminuye independientemente del error de 
entrenamiento y de evaluación; pero, se destaca que 
en pruebas preliminares en ausencia de estos criterios 
el sobre ajuste del modelo también implicaba, en al-
gunos casos, un incremento sustancial en el número 
de vectores de soporte, lo que puede aprovecharse 
como un criterio adicional de parada.
La tabla I. también resume los resultados obtenidos 
para los diferentes conjuntos probados. De acuerdo 
a esto hay varios aspectos a destacar. El primero de 
ellos hace referencia a que en todos los casos BSVM
obtuvo con muy pocas rondas un error de generali-
zación similar al del algoritmo original, demostrando 
la efectividad y rápida convergencia del algoritmo di-
señado. Adicionalmente, en la mayoría de los casos lo 
hace en un tiempo menor, en particular con MNIST
y australian, conjuntos con muchos datos y/o altas di-
mensiones. En relación con el número de vectores de 
soporte se puede apreciar como BSVM obtiene un 
número reducido de vectores de soporte, sin compro-
meter la generalización del modelo, esta reducción es 
mucho mayor en aquellas clases que son no separa-
bles y por lo tanto tienen un error de Bayes aprecia-
ble, como es el caso de four-norm o diabetes.
C O N C L U S I O N E S
El algoritmo propuesto BSVM combina eficiente-
mente diversos clasificadores SVM por medio de 
técnicas de Boosting, sin aumentar la complejidad de 
la hipótesis resultante y en un tiempo mucho menor, 
en particular cuando el conjunto de entrenamiento es 
extenso y/o la dimensión de los datos es alta.
Adicionalmente, con esta implementación los mode-
los son mucho más compactos puesto que poseen un 
número menor de vectores de soporte.
Las estrategias propuestas para evitar el sobre ajuste 
son efectivas, de tal forma que BSVM presenta valo-
res similares en cuanto a generalización respecto a la 
implementación original.
Quedan planteados como temas de investigación fu-
turos: el hallar cotas teóricas más ajustadas para el 
porcentaje de datos rechazado y determinar criterios 
analíticos de parada más precisos.
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