In this paper we prove the existence of a nontrivial non-negative radial solution for the quasilinear elliptic problem
Introduction
This paper deals with the following quasilinear elliptic equation
where φ ∈ C 1 (R + , R + ) has a different growth near zero and infinity. Such a type of behaviour occurs, for example, when φ(t) = 2[(1 + t) known as the prescribed mean curvature equation or the capillary surface equation. Such a kind of problems has been deeply studied in the recent years: existence and non-existence results of solutions decaying to zero at infinity have been proved by [2, 8, 10, 11, 12, 14, 19, 20, 22] , among others, under different assumptions on the nonlinearity f and on the function φ. Moreover, for bounded domains, we recall [7, 13, 17, 18] .
More precisely we are interested in the existence of solutions of the following quasilinear elliptic problem −∇ · φ (|∇u| 2 )∇u + |u| α−2 u = |u| s−2 u, x ∈ R N , u(x) → 0, as |x| → +∞,
where N 2, φ(t) behaves like t q/2
for small t and t p/2 for large t, 1 < p < q < N , 1 < α p * q /p and max{q, α} < s < p * = pN N −p , being p and q the conjugate exponents, respectively, of p and q.
Our aim is to approach the problem variationally by using the tools of critical points theory. A non-trivial difficulty, which immediately appears, consists in identifying the right functional setting for the problem. Solutions of (P) are, at least formally, the critical points of the functional
where φ(|∇u| 2 ) |∇u| p , if |∇u| 1, |∇u| q , if |∇u| 1. This different growth at zero and at infinity of the principal part and the unboundedness of the domain advise us not to use classical Sobolev spaces and to introduce a new functional framework. So, we define a sort of Orlicz-Sobolev space with respect to which the functional is well defined and C
1
. In this direction, a first step is to show, by suitable embedding theorems, that all the parts of the functional are finite and controlled by the norm of our space. In particular, since there are power-like nonlinearities, we need to study the embedding of our space into a Lebesgue ones. At this stage, we look at the results obtained in [3, 4, 9] on the sum of Lebesgue spaces to recover some useful known properties on our space and prove a fundamental continuous embedding theorem. Afterwards we deal with the compactness properties of the functional. Actually, as in the situation of semilinear elliptic equations, the main difficulty to get compactness lies in the fact that in unbounded domains the group of translations constitutes an obstruction to compact embeddings. To overcome this difficulty, as in [5, 25] , we need to constrain the functional to a suitable space which is not invariant with respect to the translations. In view of this, we restrict the domain of the functional to the Orlicz-Sobolev space obtained by density starting from radially symmetric test functions. Proceeding in analogy with the well known result due to Strauss [25] , we are able to get uniformly decaying estimates that we use to show that our space compactly embeds into certain Lebesgue spaces. As a consequence it is easy to check that our functional satisfies the Palais-Smale condition, a first step in view of the application of the Mountain Pass Theorem. At this point, we test the geometrical assumptions of Mountain Pass Theorem in this setting and get our goal.
In order to state more precisely our results, let 1 < p < q and φ ∈ C 1 (R + , R + ) be such that (Φ1) φ(0) = 0; (Φ2) there exists a positive constant c such that
(Φ3) there exists a positive constant C such that
(Φ5) the map t → φ(t 2 ) is strictly convex.
Remark 1.1.
Observe that by (Φ4) and (Φ5), we infer that φ(t) < 2φ (t)t sµφ(t), for all t > 0, and so sµ > 1.
Remark 1.2.
As an example, a function that satisfies all the previous assumptions is
In this case the problem (P) becomes
Let us observe that even if Franchi, Lanconelli & Serrin in [11] treat a very general quasilinear equation, Theorem A does not apply to problem (2) since, with their notation, in this case we have
Now we state our main results.
and (Φ1-Φ5), there exists a nontrivial non-negative radially symmetric solution of (P). [23, 24] , if α q, we infer that the solution found is positive; on the contrary it has compact support, if α < q and requiring in addiction that there exists 1 < ν sµ such that
for t sufficiently small. Theorem 1.5. Assuming that 1 < p < q < min{N, p * }, 1 < α p * q /p , max{q, α} < s < p * and (Φ1-Φ5), there exist infinitely many radially symmetric solutions of (P). Remark 1.6. Any couple (p, q) in the interior of the coloured region in Figure 1 is admissible for our problem. Remark 1.7. Theorem 1.3 holds also if in the right hand side of (P), instead of a pure power nonlinearity, we consider a more general one which satisfies the AmbrosettiRabinowitz growth condition. More precisely, using slightly modified arguments, we can treat the following problem
where f ∈ C(R, R) satisfies
and (Φ4 ) there exists 0 < µ < 1 such that 2φ (t)t θµφ(t), for all t 0. Theorem 1.5 holds requiring also that
The paper is organized in the following way. In Section 2 we introduce the functional framework and list some fundamental properties of the space. In particular in this part we study the relation between our space and the classical Lebesgue spaces and provide new continuous and compact embedding theorems. In Section 3 we verify that the functional has a good geometry and compactness to apply both the classical Mountain Pass Theorem and its Z 2 -symmetric version. We also show that, strengthening a little bit our assumptions, we are able to prove the existence of a ground state solution in the set of all the radially symmetric solutions.
Notation
• K = R or K = R N according to the case.
• If r > 0, we denote by B r the ball of center 0 and radius r.
• Everytime we consider a subset of R N , we assume it is measurable and we denote by | · | its measure.
) and by W m,τ (Ω) the usual Sobolev spaces.
The functional setting
This section is devoted to the construction of the functional setting. As a first step, we have to recall some well known facts on the sum of Lebesgue spaces.
The spaces
, where a slightly different definition is given, but it can be easily shown that the two definitions are equivalent. Moreover, in [3] , it has been shown that
In the next proposition we give a list of properties that will be useful in the rest of the paper.
Proof. For the proof of properties (i)-(vii) we refer to [3, Section 2]. Here we give only the proof of (viii).
Then, if
We can now define the Orlicz-Sobolev space where we will study our problem. Definition 2.3. Let and α > 1. We denote with W the completion of
Let us now study some properties of the space W.
. We want to prove that ∇u = a in the distributions sense, i.e. that for every ϕ ∈ C ∞ c (R N )
So it is sufficient to prove that
Moreover, for every n ∈ N, from (v) of Proposition 2.2, we can consider
we can also consider the following norm
and then, on W, the norm 
is uniformly convex and then (W, · # ) is reflexive. But, since the norm · # is equivalent to · , then, also (W, · ) is reflexive.
Adapting some classical arguments (see e.g. [6] ) we prove the following embedding result. 
If we take t such that
, the inequality (4) can be written as
We notice that, since p < q, thenᾱ < p * . Moreover, for every i = 1, . . . , N ,
Since 1 < α ᾱ < p * , then, by interpolation and Young inequalities, we have
Thus, from (5), we obtain that for every
We claim that the previous inequality holds for any u ∈ W. Indeed, for every u ∈ W, we can consider a sequence
lim n ϕ n = u a.e. in R N .
Applying (6) to ϕ = ϕ n − ϕ m for n, m 1, we deduce that {ϕ n } n is a Cauchy sequence in L p * (R N ) and, as a consequence, it converges in L p * (R N ) to a function v. On the other hand, by (7) and the uniqueness of the limit a.e., we deduce that v = u and then lim
So, applying (6) to {ϕ n } n and passing to the limit we deduce our claim. The continuous embedding W → L p * (R N ) can be deduced reasoning as follows: if {u n } n is a sequence in W that converges to u in W, we have that
Remark 2.7. By interpolation we have that W is continuously embedded into
Requiring somethings more with the respect to the assumptions of Theorem 2.6, we could have a more precise description of the space W. Theorem 2.8. If 1 < p < min{q, N }, 1 < p * q p and q < p * , then, for every α ∈ 1, p * q p , we have that
we have to show that W = W. By definition of W and by Theorem 2.6, we have that W ⊂ W. Now, let u ∈ W, we have to prove that it can be approximated in the W-norm by smooth functions with compact support. We will follow some ideas of [15] .
As a first step, we prove that u can be approximated in the W-norm by compact support functions. Let k :
We have easily that
where o M (1) denotes vanishing functions as M → +∞. Then we have to show
and
Since u ∈ L p * (R N ), by Hölder inequality, we get that
and by (8) and (viii) of Proposition 2.2, we have
and (9), we have that
Therefore, we can conclude that v M → u in the W-norm, as M → +∞.
As a second step, let us show that u ∈ W can be approximated by smooth functions. Let j : R N → R + be in C ∞ c (R N ) a function inducing a probability measure, j ε (x) = ε −N j( x ε ) and u ε = u * j ε ∈ C ∞ (R N ) the convolution product of u with j ε . Since {j ε } ε are approximations to the identity, certainly
Hence we can conclude that u ε → u in the W-norm, as ε → 0.
The conclusion of the proof follows immediately observing that {v M * j ε } M,ε are in C ∞ c (R N ) and approximate u in the W-norm.
In order to prove some compactness results, we consider radially symmetric functions of W.
Definition 2.9. Let us denote with
and let W r be the completion of (C ∞ c (R N , R)) rad in the norm · , namely
Remark 2.10. In general it is not clear to see if W r coincides with the set of radial functions of W. While, if 1 < p < min{q, N }, 1 < α < p * q p and q < p * , then, arguing as in the proof of Theorem 2.8, we can prove that the two sets are equal.
The following compact embedding result holds. Theorem 2.11. If 1 < p < q < N and 1 < p * q p then, for every α ∈ 1, p * q p , W r is compactly embedded into L τ (R N ) with α < τ < p *
.
To show this result we apply [5, Theorem A.I], that we recall here.
Theorem 2.12. Let P and Q : R → R be two continuous functions satisfying
{v n } n be a sequence of measurable functions from R N to R such that
Moreover, if we have also
In order to use the previous result, we need a uniform decaying estimate on the functions of our space. The radial symmetry of the functions allows us to prove the following lemma which is the analogous of the well known result due to Strauss (see [5] or [25] ). Lemma 2.13. If 1 < p < q < N , there exists C > 0 such that for every u ∈ W r |u(x)| C |x| N −∇u p,q , for |x| 1.
Proof.
the boundary of the N dimensional sphere. If r 1,
Passing to the infimum, we deduce that (10) holds for any u ∈ (C ∞ c (R N )) rad . By the density of (C ∞ c (R N )) rad and the convergence a.e. in R N , we have that (10) is true for every u ∈ W r .
Proof of Theorem 2.11. Let {u n } n be a bounded sequence in W r . By Lemma 2.13 we have that lim |x|→+∞ |u n (x)| = 0 uniformly with respect to n. Up to a subsequence {u n } n converges weakly to a function u ∈ W. We prove that u n → u a.e. in R N . For every n ∈ N and for every
and, passing to the infimum,
If |K| 1 the constant C does not depend on K and then {u n } n is bounded in W 1,σ (K). Thus we get that u n → u a.e. in K. Covering R N with sets with measure less than 1, we deduce that u n → u a.e. in R N and u ∈ W r . Hence we apply Theorem 2.12 with P (t) = |t| τ , Q(t) = |t| α + |t| p * , v n = u n − u and v = 0, and we get that lim n u n = u (strongly) in L τ (R N ).
Existence and multiplicity of solutions
In this section we prove our main existence and multiplicity results. From now on we suppose that all the assumptions of Theorem 1.3 hold. Let us define the functional I : W → R as:
Proposition 3.1. The functional I is well defined and it is of class C
1
Proof. The conclusion follows easily from, for example, [9, Lemma 2.2].
We will find solutions of (P) as critical points of the functional I.
In the following proposition, we show that the functional I satisfies the geometrical assumptions of the Mountain Pass Theorem. More precisely, we have: 
Let us check iii).
Let u ∈ C ∞ c (R N ), then by (Φ3), for all t > 0, we get
Therefore, I(tu) < 0, for a t sufficiently large.
By Remark 2.10, using the standard Palais' result (see [21] ), we infer that W r is a natural constraint for the functional I. So we consider I restricted to this space and we prove that here the Palais-Smale condition holds. Proof. Let {u n } n ⊂ W r be a PS-sequence for the I, namely for a suitablec ∈ R I(u n ) →c and I (u n ) → 0 in W r .
Let us show that {u n } n is bounded. Indeed, by (Φ4), we havē
Therefore, by Proposition 2.5 and Theorem 2.11, there exists u 0 ∈ W r such that
Inspired by [16] , we write I(u) = A(u) − B(u), where A(u) = A 1 (u) + A 2 (u) and
With these notations, we have
By (12), we infer that
Since A is convex, we have
and so, by (11) and (13), we get
Moreover, by the weak lower semicontinuity (A is convex and continuous)
and therefore
By (11) and arguing as in [15, page 208], we have
and so by the weak lower semicontinuity (A 1 and A 2 are convex and continuous)
This, together with (14) , implies that
By (16) and (18), we infer that
By (15) and (17) and by [9, Lemma 2.3], we have that
and the proof is concluded.
Proof of Theorem 1.3. The existence of a nontrivial solution follows immediately by Propositions 3.2 and 3.3.
To find a nontrivial and non-negative solution, we repeat all the previous arguments showing the existence of a nontrivial solutionū ∈ W r of the following problem
where g : R → R is so defined:
Sinceū solves (19) and since, by Theorem 2.8,ū − = min{ū, 0} ∈ W r , multiplying the equation byū − , we get
where Ω − = {x ∈ R N |ū(x) < 0}. Since φ (t) 0, for all t 0, we argue that u 0 and so it is a nontrivial and non-negative solution of (P).
Proof of Theorem 1.5. By the Z 2 -symmetric version of the Mountain Pass Theorem [1] , we need only to prove that there exist {V n } n , a sequence of finite dimensional subspaces of W r with dim V n = n, and {R n } n , a sequence of positive numbers, such that I(u) 0 for all u ∈ V n \ B Rn . Consider {ϕ n } n a sequence of radially symmetric test functions such that, for any n 1, the functions ϕ 1 , ϕ 2 , . . . , ϕ n are linearly independent. Denote by V n = span{ϕ 1 , ϕ 2 , . . . , ϕ n } ⊂ (C ∞ c (R N , R)) rad ⊂ W r . By (Φ3) and since V n is a finite dimensional space of test functions, we conclude observing that, if u ∈ V n \ B Rn and R n is sufficiently large, I(u) C ∇u 
Ground state solution in W r
In this section, we will show how, requiring something slightly more on φ, we can find a ground state solution in W r . Let us suppose that φ satisfies:
(Φ2 ) there exists a positive constant c such that 
Of course (Φ2 ) implies (Φ2).
Let us indicate with S the set of all nontrivial solutions of (P) in W r , namely S = {u ∈ W r \ {0} | I (u) = 0}.
By Theorem 1.3, we know that S = ∅.
The following lemmas hold for the set S. and the next theorem shows that this infimum is achieved.
Theorem 3.7. Assuming that 1 < p < q < N , max{q, α} < s < p * , 1 < α p * q /p and (Φ1,Φ2 ,Φ3-Φ5), then in the space W r , there exists a ground state solution for the problem (P), namely there exists a nontrivial solutionū ∈ W r , such that I(ū) = min u∈S I(u).
Proof. Let {u n } n ⊂ S be a minimizing sequence, namely I(u n ) → σ and I (u n ) = 0.
Then {u n } n is a PS-sequence for I and we conclude by means of Proposition 3.3.
