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Abstract
Basal melting of ice shelves is causing accelerating mass loss from the Antarctic Ice
Sheet, yet the oceanographic processes which drive this are rarely observed. This thesis
uses new observations from phase sensitive radar and moored oceanographic instruments
to describe the processes which drive rapid basal melting of the north-western Ross Ice
Shelf.
Oceanographic conditions at the mooring site are strongly influenced by the neigh-
bouring Ross Sea Polynya. High Salinity Shelf Water fills the lower water column
continuously, but during summer a southward flow ventilates the cavity bringing Antarc-
tic Surface Water (AASW) to the site. Tides account for half of the flow speed variance,
and low frequency variability is influenced by local winds, and eddies associated with
sea ice production in the polynya.
Four years of basal melt rate observations show a mean melt rate of 1.8 m yr−1 at
the mooring site and a strong seasonal cycle driven principally by water temperature
variations. Radar observations show that melt rates vary rapidly and continuously in
response to flow speed variability, and rapid melting occurs only when flow speeds are
high.
Radar observations of melt rates from 78 sites on the Ross and McMurdo ice shelves
show an area-averaged annual-mean basal melt rate of 1.35 m yr−1, implying a net
basal mass loss of 9.6 Gt yr−1 from the region. Melt rates are highest near the ice front
where annual-mean and short-term summer rates reached 7.7 m yr−1 and 53 m yr−1,
respectively. The seasonal and spatial variations in melt rate are consistent with melting
driven by the summer inflow of AASW.
Observations of boundary layer water temperature, flow speed and melt rates indicate
that melt rates scale linearly with current speed, but sub-linearly with temperature in
the outer boundary layer, possibly due to the stabilising effects of melt water input.
Existing melt rate parameterisations which account for flow speed can be tuned to
match the observations when thermal driving is low, but overestimate melt rates at
higher temperatures, implying the need for further refinements to the models.
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CHAPTER 1
Introduction
1.1 Context
The floating ice shelves that fringe Antarctica provide a direct interface between
the Antarctic Ice Sheet and the Southern Ocean, and heat and mass transfer
through this vast surface are of central importance to both the ice sheet and
the ocean. Although seawater can freeze to the ice base, melting dominates,
causing a total mass loss of 1325± 235 Gt yr−1 from the Antarctic Ice Sheet
(Rignot et al., 2013). This exceeds the total mass loss due to ice berg calving
(1089± 139 Gt yr−1), and basal melting is now considered the single largest cause
of mass loss from Antarctica (Rignot et al., 2013).
Rapid basal melting of ice shelves in some regions is now causing ice shelf thin-
ning (Shepherd et al., 2004; Pritchard et al., 2012), and acceleration and lowering
of the huge interior ice-sheet drainage basins (Rignot et al., 2002; Pritchard et al.,
2009). As a result of these processes the Antarctic Ice Sheet is losing mass at an
accelerating rate (Rignot et al., 2011b; Velicogna et al., 2014) and contributing to
global sea level rise (Vaughan et al., 2013; Church et al., 2013). If sustained, the
present ocean driven retreat may lead to larger scale unstable retreat of the ice
sheet (Joughin et al., 2014), and the potential for such dynamical changes remain
one of the greatest uncertainties in long-term sea level predictions (Vaughan et al.,
2013).
Increased melt water input from rapid ice shelf basal melting is causing far
reaching changes in the Southern Ocean, resulting in freshening of shelf sea waters
(Jacobs et al., 2002; Jacobs and Giulivi, 2010) and freshening and warming of
globally significant Antarctic Bottom Water (Rintoul, 2007; Purkey and Johnson,
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2013). Melt water from ice shelf cavities also aids sea ice growth (Langhorne et al.,
2015), influencing large scale sea ice trends (Hellmer, 2004), and may have played
a role in the expansion of Antarctic sea ice in recent years (Bintanja et al., 2013).
Oceanographic models suggest that further freshening could stratify coastal shelf
seas (Fogwill et al., 2015), allowing warmer waters to enter the major ice shelf
cavities with vast increases in basal melting (Timmermann and Hellmer, 2013).
Despite the central importance ice shelf-ocean interactions to ice sheet mass
balance and polar oceanography, direct observations of sub-ice shelf oceanography
and basal melting are rare due to the difficulty of accessing the sub-ice shelf
cavity (Jenkins et al., 2010b). This thesis uses new long-term observations of
oceanographic conditions beneath the Ross Ice Shelf and direct observations of
basal melt rates from a ∼7000 km2 sector of the shelf to describe the oceanographic
processes driving basal melting of the world’s largest ice shelf.
1.2 Sea level rise
Earth’s glaciers and ice sheets adjust continuously to climatic forcing, and over
glacial time scales mass transfer between the ice sheets and the ocean are the
primary driver of global sea level change (Allison et al., 2009; Lambeck et al.,
2014). Due to deglaciation, global mean sea level (GMSL) has risen by ∼130 m
over the last 25 000 years; however sea level rise proceeded more slowly over the
last 4000 years, with a total increase of ≤1 m over this period (Lambeck et al.,
2014). This period of relative stability ended approximately 100 to 150 years ago
(Church et al., 2013), and throughout the 20th century GMSL rose at a higher
rate than any time within the last 2700 years (Kopp et al., 2016).
Twentieth century GMSL rise was principally due to thermal expansion of the
oceans and mass loss from mountain glaciers outside of polar regions (Church et al.,
2011). However, in recent decades the rate of sea level rise has increased (Watson
et al., 2015), and this acceleration is attributed to increases in both radiative
forcing and ice sheet mass loss (Church et al., 2013). The Intergovernmental Panel
on Climate Change (IPCC) Fifth Assessment Report (Church et al., 2013) predicts
further rises throughout the 21st century with rates that are strongly dependent
on atmospheric greenhouse gas concentrations. For rapidly increasing atmospheric
greenhouse gas concentrations, global mean sea level in 2100 is estimated to be
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0.52 to 0.98 m above the 1986-2005 average; however, the potential for rapid mass
loss from marine ice sheets remains a significant source of uncertainty (Church
et al., 2013).
Although the contribution of ice sheets to sea level rise is currently less than
thermal expansion or melting of mountain glaciers, ice sheets have the greatest
potential to cause large changes in sea level. For example, loss of the West
Antarctic Ice Sheet (WAIS) alone would cause GMSL rise of 3.3 to 4.3 m (Bamber
et al., 2009; Fretwell et al., 2013). There is also evidence that the Antarctic Ice
Sheet contributed significantly to sea level high-stands during previous interglacial
periods, when GMSL was 6 to 10 m higher than today (Dutton et al., 2015; Kopp
et al., 2009).
1.3 Ice shelves and the Antarctic Ice Sheet
The Antarctic Ice Sheet is composed of three glaciologicallly distinct catchment
regions; the vast East Antarctic Ice Sheet (EAIS) (9.8× 106 km2), the WAIS
(1.8× 106 km2) and the much smaller Antarctic Peninsula (0.3× 106 km2) (Drewry
et al., 1982). Surrounding each of these ice bodies are ice shelves where the glacial
ice floats freely on the ocean. In Antarctica, ice shelves account for approximately
44 % of the coastline and 40 % of the continental shelf surface area, and their
∼1.5× 106 km2 basal surface lies in direct contact with the Southern Ocean
(Drewry et al., 1982; Fretwell et al., 2013).
Ice shelves gain mass through inflow from the grounded ice sheet, snow accu-
mulation at the upper surface and in some cases marine ice accumulation on the
basal surface. Ice shelves lose mass through iceberg calving and surface and basal
melting. Ice shelves typically thin from the grounding line, where the ice begins to
float, towards the ice shelf front as a result of both gravity driven spreading and
the effects of basal melting (e.g. Robin, 1979). Basal melting can be significant,
with early observations indicating that some 85 % of ice crossing the grounding
line on the Ronne Ice Shelf was lost through basal melting before reaching the ice
front (Jenkins and Doake, 1991). Basal melting is now recognised as the dominant
ablation process in Antarctica, driving a total mass loss which exceeds that due
to iceberg calving (Depoorter et al., 2013; Rignot et al., 2013). Ice can also be
accreted at the basal surface if sub-ice shelf ocean conditions are suitable, and
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large sections of the Amery and Ronne ice shelves contain basal marine ice formed
from freezing sea water (e.g. Fricker et al., 2001; Lambrecht et al., 2007). This
relatively warm and flexible marine ice is thought to resist fracture propagation,
stabilising ice shelves against breakup (Jansen et al., 2013; McGrath et al., 2014).
1.3.1 Antarctic ice shelves: present state
Over recent decades, ice shelves in Antarctica have undergone dramatic changes
with widespread thinning and retreat which in some cases is unprecedented within
the Holocene (Domack et al., 2005). While these changes are far from universal
(e.g. Depoorter et al., 2013), the distribution of thinning and retreat suggest that
ice shelves are sensitive to both atmospheric and ocean temperatures.
Over recent decades ice shelves throughout the Antarctic Peninsula have
progressively retreated in response to warming air temperatures (Vaughan and
Doake, 1996; Cook et al., 2005). In many cases retreat has been preceded by melt
water pooling on the surface (Rack and Rott, 2004), and crevasse opening through
hydro-fracture (Scambos et al., 2000; McGrath et al., 2012) is thought to play
a role in the retreat. Large scale surface water pooling has also been associated
with catastrophic disintegration of some shelves, possibly due to lake drainage
events which cause bending of the shelf and further fracture (Banwell et al., 2013).
Although the collapse of floating ice causes little immediate sea level rise (Jenkins
and Holland, 2007), post-collapse acceleration of upstream glaciers significantly
increases the discharge of grounded ice (Rignot et al., 2004; Scambos et al., 2004).
This observation provides strong evidence that ice shelves stabilise the inland ice
sheet (Dupont and Alley, 2005).
Antarctica’s more southerly ice shelves have little surface melt due to their
relatively low air temperatures, and are unlikely to be affected by surface melt
water driven processes in the near future (Vaughan and Doake, 1996); however,
ice shelves within the Amundsen Sea sector have thinned in recent decades due
to rapid basal melting (Shepherd et al., 2004; Pritchard et al., 2012). Melt rates
beneath the floating portions of Pine Island and Thwaites glaciers, two of the
most rapidly thinning ice shelves, average ∼16 m yr−1 with a combined basal melt
rate of 200 Gt yr−1. The spatial distribution of melt is complex, with rates of up
to 100 m yr−1 near the grounding line (Dutrieux et al., 2013) forming a complex
terraced basal topography (Dutrieux et al., 2014).
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This rapid melting is driven by relatively warm Circumpolar Deep Water
(CDW) with temperatures of ∼1 ◦C, which enters the ice shelf cavities after
flowing though deeply incised channels across the continental shelf (Jacobs et al.,
1996; Walker et al., 2007). The volume and temperature of CDW entering the
Pine Island Glacier cavity has increased in recent years, resulting in an increase in
basal melting of ∼50 % (Jacobs et al., 2011) which is causing thinning of the ice
shelf and a rapid retreat of the grounding line (Park et al., 2013). These changes
are associated with acceleration and lowering of the ice sheet up to 150 km inland
(Rignot et al., 2002; Shepherd et al., 2002), and a net mass loss from the region of
∼100 Gt yr−1 (Velicogna et al., 2014).
In contrast to the rapid changes seen on the Antarctic Peninsula and within the
Amundsen Sea region, the two largest and most southerly ice shelves in Antarctica
are relatively stable. The vast Ronne-Filchner and the Ross ice shelves have a
combined surface area of 944× 103 km2 accounting for 61 % of total Antarctic
ice shelf area; however, with average basal melt rates estimated at 0.13 m yr−1,
they produce just ∼15 % of total ice shelf melt water (Rignot et al., 2013). These
relatively low melt rates are attributed to the cold water masses which form on the
adjacent continental shelves and fill the deeper regions of the ice shelf cavities (e.g.
Jacobs et al., 1970; Nicholls et al., 2009). Although these ”cold water” ice shelves
currently appear to be close to equilibrium (Shepherd et al., 2010; Pritchard et al.,
2012), even these large shelves may undergo significant changes within this century
(Timmermann and Hellmer, 2013).
1.3.2 Antarctic ice shelves: predicted change
Much of the WAIS, and 44 % of the entire Antarctic Ice Sheet, rests on bed rock
which lies below sea level (Fretwell et al., 2013). These Marine Ice Sheets rest on
bedrock up to 2.5 km below sea level, and are considered to be vulnerable to rapid
deglaciation for several reasons (e.g. Hughes, 1973; Mercer, 1978). Rapid basal
melting caused by exposure to warm water may initiate grounding line retreat,
and once started this retreat may continue with little further melting due to a
fundamental instability of the grounding line position where the bed bedrock
deepens inland (Weertman, 1974). This Marine Ice Sheet Instability (MISI) may
play a role in long term ice sheet dynamics, and evidence that GMSL during the
last interglacial (Marine Isotope Stage 5e 130 to 115 kyr ago) was >6 m higher
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than at present implies a strong contribution from the WAIS (Schoof, 2007).
Although the MISI mechanism was first proposed over 40 years ago (Hughes,
1973), lateral drag can act to stabilise grounding lines (Gudmundsson et al., 2012)
and until recently there was insufficient evidence to assess the stability of the
WAIS (Vaughan, 2008). However, recent observations of rapid grounding line
retreat (Jenkins et al., 2010a) and accelerating mass loss from the Amundsen Sea
region (Sutterley et al., 2014) are consistent with an unstable retreat. Furthermore,
a range of modern ice sheet models now demonstrate that continued rapid retreat
of the Pine Island Glacier grounding line is likely over the next few decades (Favier
et al., 2014), although the extent of this retreat is still strongly dependent on
assumed basal melt rates (Seroussi et al., 2014).
At a larger scale, models of the wider WAIS indicate that if grounding line
retreat within the Amundsen Sea region proceeds unabated, a wide scale MISI
will be initiated resulting in the loss of the WAIS and subsequent sea level rise
of >3 m (Joughin et al., 2014). Although models indicate an initial sensitivity
to basal melt rates, after grounding lines retreat beyond a threshold level, the
retreat proceeds regardless of reductions in basal melting leading to a long term
commitment to sea level rise (Feldmann and Levermann, 2015). Recent modelling
of the entire Antarctic Ice Sheet under predicted climate change scenarios also
shows the potential for rapid collapse of WAIS, triggered in this case by the loss
of the large cold water ice shelves (Golledge et al., 2015). While the degree of
sub-ice shelf ocean warming applied to this model is arguably high (c.f. Kusahara
and Hasumi, 2014), such models highlight the threshold response of ice shelves
to ocean warming, and the degree of uncertainty which remains in predictions of
future Antarctic mass balance.
1.3.3 Glaciological significance of basal melting
Multiple ice sheet models now indicate the possibility of rapid deglaciation of the
WAIS triggered by ocean melting of ice shelves. Although individual ice sheet
models show significant differences in the rate and extent of predicted retreat
(Durand and Pattyn, 2015), these results appear to confirm that the Antarctic Ice
Sheet is more vulnerable to rapid retreat than previously thought and that the
ocean plays a central role in initiating these changes. The response of an ice sheet
to basal melting depends not just on the total melt, but on the spatial distribution
6
of melt rates under the ice shelf (Gagliardini et al., 2010). Conversely, melt rates
depend strongly on cavity geometry (Holland et al., 2008), implying that accurate
prediction of long term ice sheet response to changes in ocean temperature will
require coupled ice-ocean models with accurate representations of the ice-ocean
interactions (Seroussi et al., 2014). Our limited understanding of these dynamics
was highlighted by the IPCC Fourth Assessment Report as the reason that an
effective upper bound could not be placed on sea level predictions for 2100 (IPCC,
2007).
1.4 Polar oceanography
Basal melting is driven by heat and salt transfer from the ocean to the ice base,
and the rate at which this can occur is limited by both the large scale circulation
which influences the ambient oceanographic conditions on the continental shelf and
within the ice shelf cavity, and the small scale physics of the ocean boundary layer.
These processes are described in more detail below with a particular emphasis on
processes and properties of the Ross Sea.
1.4.1 Large scale circulation and water masses
Flow within the Southern Ocean is dominated by the wind-driven Antarctic
Circumpolar Current which drives a net eastward flow around Antarctica of
∼150× 106 m3 s−1 (Mazloff et al., 2010). Significant cyclonic gyres lie within the
Ross and Weddell seas while further south, the Antarctic Slope Front separates
relatively cold and fresh waters on the continental shelf from the warmer saltier
water offshore (Jacobs, 1991).
A number of distinct Antarctic water masses have been identified including
Circumpolar Deep Water, Shelf Water, Antarctic Surface Water, Ice Shelf Water
and Antarctic Bottom Water (Jacobs et al., 1970; Jacobs et al., 1985; Orsi and
Wiederwohl, 2009). Of these, CDW is the warmest and saltiest with potential
temperatures (θ) typically >0.5 ◦C and salinity (S) >34.6 psu. CDW is widespread
at mid-depths throughout the entire Antarctic Circumpolar Current north of the
continental shelf break, but found in only limited regions on the continental
shelves.
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On the continental shelves the predominant water mass is Shelf Water, charac-
terised by temperatures close to the surface freezing point. This water mass is
formed by sea ice production during winter as brine at the surface freezing point
drains from the sea ice, setting the water temperature and driving convective
mixing.
The lowest density water mass on the continental shelf is AASW which is found
within the surface mixed layer during summer. Influenced by solar heating and sea
ice melt, AASW is relatively warm and fresh with typical potential temperature
and salinity of −1 ◦C and 34.1 psu (Jacobs et al., 1985).
The coldest water mass in the global oceans is ISW, with temperatures by
definition below the surface freezing point. Produced by basal melting of ice
shelves, ISW is typically found within ice shelf cavities and on the adjacent
continental shelf. Temperatures below the surface freezing point are made possible
by hydrostatic pressure at the ice base, which lowers the in-situ freezing point
by 0.75 K km−1 depth (Fofonoff and Millard Jr, 1983). Although temperatures
Acronym Name Characteristics Distribution
AASW Antarctic Surface Water S <34.3 psu wide
range of θ
Continental shelf sur-
face
CDW Circumpolar Deep Water θ >0.5 ◦C and S
>34.6 psu
Circum-Antarctic
north of shelf break
mCDW modified Circumpolar
Deep Water
θ ∼0 ◦C and S
∼34.6 psu
Ross Sea continental
shelf
AABW Antarctic Bottom Water γn >28.27 kg m−3 Continental slope and
abyssal ocean
SW Shelf Water θ near surface freezing
point <− 1.85 ◦C
Ross Sea continental
shelf
LSSW Low Salinity Shelf Water S <34.62 psu Eastern Ross Sea con-
tinental shelf
HSSW High Salinity Shelf Water S >34.62 psu Western Ross Sea con-
tinental shelf
ISW Ice Shelf Water θ ¡ surface freezing
point (∼− 1.92 ◦C)
Ice shelf cavity and in-
ner shelf
Table 1.1: Water masses of the Ross Sea referred to in the text. Temperature and
salinity characteristics principally drawn from Figure 2 of Orsi and Wiederwohl, (2009).
Note the values are representative only, and varying definitions and interpretations for
the water masses have been used in the literature (see e.g. Jacobs et al., 1970; Jacobs
et al., 1985; Budillon et al., 2003; Smethie and Jacobs, 2005). γn used to define AABW
is the neutral density of Jackett and McDougall, (1997).
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significantly below the surface freezing point are a clear indicator of ice-ocean
interactions at depth, not all water influenced by ice shelves is below the surface
freezing point, and melt water exiting the Pine Island Glacier cavity remains well
above the surface freezing point (Jacobs et al., 2011).
Near the continental shelf edge, under the influence of strong tidal mixing,
AASW, High Salinity Shelf Water (HSSW), ISW and CDW combine to form
AABW, the densest water mass in the world’s oceans. The high density of AABW
is due in part to the density of the parent water masses, and also non-linearity
in the equation of state which causes the mixture to have a higher density than
any of the constituents. After formation, AABW flows in basal plumes down the
continental slope (Gordon et al., 2009), ventilating deep basins of the Southern
Ocean and ultimately much of the world’s abyssal oceans (Orsi et al., 2001;
Kusahara and Hasumi, 2014), forming the deepest limb of the global overturning
circulation.
1.4.2 Sub-ice shelf circulation
Globally, ocean circulation is powered principally by wind and tides, with surface
heating and cooling setting the water mass properties, but unable to power
significant motion (Wunsch, 2002). In contrast, ice shelf cavities are completely
isolated from wind stress but are subject to deep buoyancy input due to melting at
the ice shelf base. Combined with significant buoyancy loss at the surface on the
adjacent open continental shelf during winter, this buoyancy forcing provides a net
energy input and consequently mean sub-ice shelf circulation is often considered
to be essentially thermohaline.
Basal melting of ice shelves cools and freshens the underlying seawater, causing
the water properties to evolve along a nearly straight line in θ − S space (Gade,
1979). The gradient of this melt water mixing line, or Gade line, is set primarily
by the ratio of the latent heat of fusion to the specific heat capacity of water and
the salinity difference between the ice and seawater, and these factors imply a
gradient of 2.4 K psu−1. Heat loss to the ice shelf during melting absorbs further
heat from the water and for a typical internal ice temperature of −25 ◦C, a θ − S
gradient of 2.8 K psu−1 is expected (Nicholls et al., 2001; Nicholls et al., 2009).
Cooling and freshening of the ambient seawater caused by basal melting
have opposing influences on density, however for ice shelf-ocean interactions the
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Figure 1.1: Modes of sub ice shelf overturning circulation proposed by Jacobs et al.,
(1992) and described below. Figure reprinted from the Journal of Glaciology (Jacobs
et al., 1992) with the permission of the International Glaciological Society.
resulting meltwater is buoyant with significant implications for large scale sub-ice
shelf circulation. Where the ice shelf base slopes, the ISW forms a buoyant
plume, flowing up the base of the shelf (MacAyeal, 1984). This plume can be
self-sustaining, with cooling and freshening due to melt water input balanced by
entrainment of ambient water from below (Jenkins, 1991). If the plume is close to
the in-situ freezing point and rises rapidly, the decrease in pressure can cause the
water to become ”supercooled”, with temperatures below the ambient freezing
point. Under these conditions, ice crystals form in the supercooled plume, and
this frazil ice can precipitate upward to the ice base (Holland and Feltham, 2006),
forming in some cases masses of basal marine ice up to 300 m thick (Lambrecht
et al., 2007). This mechanism, which drives a net transfer of ice from deeper
regions of the ice shelf to shallower, is known as the ”ice pump” (Lewis and Perkin,
1986). If the ISW plume does not become supercooled, it continues, entraining
heat from the underlying water masses until it either reaches the ice shelf front or
detaches from the ice shelf base at its neutral density (Jenkins, 1991).
Based on the source water masses driving melting, Jacobs et al., (1992) identi-
fied three modes of sub-ice shelf overturning circulation each with characteristic
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spatial patterns of melt (Fig. 1.1). Mode 1 circulation occurs when HSSW flows
beneath the ice shelf due to the inland-deepening sea bed. When HSSW at the
surface freezing point comes into contact with the base of the ice shelf near the
grounding line, melting occurs, initiating a buoyant plume of ISW and possible
refreezing at shallower depths. This mode of melting is considered the dominant
process beneath the cold water ice shelves and is responsible for the large masses
of marine ice observed beneath the Ross (Neal, 1979), Ronne (Lambrecht et al.,
2007) and Amery (Fricker et al., 2001) ice shelves.
The two remaining modes of circulation described by Jacobs et al., (1992)
involve warmer water masses which can cause melting at the surface. Mode 2
involves relatively warm CDW with temperatures up to more than 3 K above the
in-situ freezing point at deep grounding lines (Fig. 1.1). Although typically located
north of the continental shelf break, where CDW can cross the shelf and access ice
shelf cavities, it can drive rapid melting throughout the cavity, as observed at Pine
Island Glacier (Jenkins et al., 2010a). The final mode of circulation and melting
identified by Jacobs et al., (1970) is enhanced frontal melting within ∼100 km
of the ice front, where tidal pumping and coastal currents are thought to bring
AASW into contact with the ice base (Jacobs et al., 1992). While ocean models
(e.g. Assmann et al., 2003) and glaciological observations (Horgan et al., 2011)
suggest that frontal melting accounts for a significant component of net mass loss,
there are few observations of the oceanographic process which drive this.
The classical view of plume driven sub-ice shelf circulation described above
provides a useful framework for understanding sub-ice shelf oceanography; however,
the three-dimensional circulation in real ice shelf cavities is significantly more
complex. Large and small scale circulation is deflected by Earth’s rotation, causing
buoyant plumes to deflect left in the Southern Hemisphere (Holland and Feltham,
2006), and causing enhanced outflow in the western margins of Antarctic ice shelf
cavities (e.g. Holland et al., 2008). Cavity wide circulation is affected by spatial
and temporal variations in water density along the ice front (Nicholls, 2004), and
despite the dynamic barrier presented by the step change in water column depth
at the ice front (Nicholls et al., 2009), frontal eddies can enter the cavity (A˚rthun
et al., 2013). Circulation is also strongly influenced by topographic control from
the cavity geometry (Schodlok et al., 2012) and tides which enhance vertical
mixing and basal melting (e.g. MacAyeal, 1984; Makinson et al., 2011). Due to
the buoyancy of melt water, some feedback between melt rate and circulation
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is expected, and models suggest that warming of frontal waters will cause an
above-linear increase in mean melt rates due to increases in mean current speeds
in the cavity (Holland et al., 2008).
1.4.3 Modelling ice-ocean interactions
While the large scale circulation sets the ambient water properties within ice shelf
cavities, basal melting is limited by the rate of diffusion of both heat and salt
through the oceanic boundary layer beneath the ice base. As ice shelves melt,
the buoyant melt water stabilises the water column, isolating the ice shelf from
the warmer sea water below. For further melting to occur, heat and salt must
be transported through the stratified boundary layer requiring energy input from
tides and/or buoyancy driven flows (see Holland and Jenkins, 1999; Jenkins et al.,
2010b).
A primary consideration of thermodynamic models of ice-ocean interactions is
heat balance at the ice-ocean interface. Heat is supplied from the ocean primarily
by turbulent diffusion and lost to the ice shelf through conduction. The difference
between these quantities determines the heat available for melting or freezing at
the ice base. In freshwater, this balance, combined with an estimate of turbulent
heat flux, would be sufficient to determine melt rates; however, in the ocean the
effect of salinity must also be considered. As melt water is introduced at the
ice base, the interface freshens and consequently warms to remain at the salinity
dependent freezing point. Warming of the interface reduces the temperature
difference across the boundary layer (thermal driving), and heat flux and melting
are reduced slightly as a consequence. Although this effect would occur even if
heat and salt diffused at the same rate, freshening of the interface is enhanced
significantly by double diffusion near the ice base, where heat is diffused many
times faster than salt (Jenkins et al., 2010b).
Expressions for the conservation of heat and salt, combined with an expression
for the salinity dependent freezing point, can be combined to form a system of
three equations which describe the heat and salt balance of an ice-ocean interface
in thermodynamic equilibrium. For specified heat and salt fluxes, these so called
”three-equation” systems can be solved for interface temperature, salinity and melt
rates (Holland and Jenkins, 1999). Although equilibrium rates of heat conduction
into the ice shelf can be incorporated into this system relatively easily (Holland and
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Jenkins, 1999), the rates at which heat and salt are transported through the ocean
boundary layer are not well constrained. Models typically assume either constant
rates of thermal and haline diffusion (e.g. Hellmer and Olbers, 1989; Determan
and Gerdes, 1994), or velocity dependent rates which account for the relationship
between turbulent transport in the boundary layer and current speed (e.g. Jenkins,
1991). Although the current speed dependent models are clearly more physically
based (Holland and Jenkins, 1999), even these parameterisations are based on
laboratory studies of smooth boundary surfaces without stratification or rotation
(Kader and Yaglom, 1972), and there is little evidence for their applicability under
ice shelves (Nicholls et al., 2009).
Three-equation melt rate parameterisations are widely used in modern ocean
models; however, significant differences remain in the implementation of such
models. A review of basal melt parameterisations with constant heat and salt
fluxes showed melt/freeze rates which vary by a factor of five for identical ocean
forcing depending on the choice of exchange velocities (Holland and Jenkins, 1999).
Models which account for velocity dependent flux are in closer agreement with
observations of heat flux under sea ice (Holland and Jenkins, 1999); however, the
only direct validation of such parameterisations based on sub-ice shelf observations
indicates significantly higher rates of diffusion than previously assumed (Jenkins
et al., 2010b). The differences between such models are not trivial, and a recent
comparison of simulated circulation in an ice shelf cavity with both fixed and
velocity dependent diffusion showed large differences in predicted circulation and
melting (Dansereau et al., 2014). Despite this, velocity independent models are
still widely used, including for future climate sensitivity studies (e.g. Kusahara
and Hasumi, 2013).
To date, almost all attempts to model heat and salt flux near the ice base
assume a well mixed boundary layer maintained by turbulent mixing driven by
energy loss from the background flow, however, recent observations suggest that
under high thermal driving a radically different regime is possible. When current
speeds are insufficient to fully mix the boundary layer, double-diffusive convection
cells form, producing a layered sub-ice shelf density structure with drastically
lower heat flux and melt rates (Kimura et al., 2015). This effect was recently
observed under George VI Ice Shelf. Although the underlying water was warm
enough to drive melt rates of 50 m yr−1 if well mixed, melt rates of just ∼1.5 m yr−1
were observed (Kimura et al., 2015). While this clearly provides a strong negative
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feedback on ice ocean interactions, such processes are yet to be incorporated into
ocean models.
1.4.4 Southern ocean: observed and predicted changes
The Antarctic Circumpolar Current is presently warming and freshening, appar-
ently in response to anthropogenic climate change (Bo¨ning et al., 2008). In the
Ross Sea, marked freshening has occurred over the past 40 years (Jacobs et al.,
2002; Jacobs and Giulivi, 2010) and this appears to be a response to increased
meltwater input in the Amundsen Sea (Nakayama et al., 2014). How basal melt
rates will respond to future changes in open ocean conditions is not yet clear due
to the complex interplay of processes which drive this; however, several studies
now suggest significant changes may occur within the next century.
Reductions in HSSW formation due to atmospheric warming have been used
to argue that Mode 1 cavity circulation and melting would reduce beneath large
ice shelves under a warmer climate (Nicholls, 1997). However, numerical models
now suggest that other modes of circulation may become possible even under
the cold water ice shelves in the near future. Southward shifts in the position
of circumpolar winds could lead to reduced coastal downwelling, and consequent
shoaling of CDW leading to a rise in bottom water temperatures on the continental
shelf (Spence et al., 2014). Such changes have been observed in the Amundsen
and Bellingshausen seas within the last two decades (Schmidtko et al., 2014).
Increasing meltwater input could restrict deep mixing on the continental shelf,
strengthening stratification and allowing CDW onto the shelf (Fogwill et al.,
2015). Where CDW can access the continental shelf, increases in the strength and
frequency of storms may enhance cross-shelf CDW transport (Dinniman et al.,
2011). Several simulations now show that these effects could divert modified CDW
into the Ronne Ice Shelf cavity within the 21st century (Hellmer et al., 2012;
Timmermann and Hellmer, 2013), resulting in significantly increased basal melt
rates. Warm water associated with such a diversion has recently been observed at
the ice front of the Ronne Ice Shelf (Darelius et al., 2016).
These studies illustrate the complex range of processes that may influence
Antarctic ice shelves in the future. A consensus on which processes will dominate
is yet to form, and models indicate a wide range of possibilities. The limited
range of high-resolution circum-Antarctic ocean models used to investigate the
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effects of predicted climate change show scenarios ranging from very little change
(Kusahara and Hasumi, 2013) to vast increases in basal melting throughout the
next two centuries (Timmermann and Hellmer, 2013). These studies illustrate
the high level of uncertainty that remains in predicting the future of the Southern
Ocean.
1.5 Ross Ice Shelf
The Ross Ice Shelf is the world’s largest ice shelf by surface area and the second
largest by mass, and ∼25 % of snow which falls on Antarctica is estimated to
pass through the shelf (Hughes, 1973). The ice shelf fills the southern Ross Sea
embayment covering approximately 525× 103 km2 (Fahnestock et al., 2000) (Fig.
1.2), although the exact area of the ice shelf is continuously changing as the
∼800 km ice front moves seaward at up to 1000 m yr−1 (Rignot et al., 2011a) and
large icebergs periodically calve from the front. The Ross Ice Shelf is of particular
significance to the long term stability of the West Antarctic Ice Sheet due to its
shared grounding line along the Siple Coast.
1.5.1 Glaciology
The Ross Ice Shelf was the first major ice shelf to be studied intensively through a
number of projects including the Ross Ice Shelf Project (RISP) and the subsequent
Ross Ice Shelf Geological and Geophysical Survey (RIGGS) focussing on the shelf
during the 1970s. These projects used seismic, glaciological and airborne radio
echo sounding surveys to map ice thickness, velocity, strain rates, accumulation
and bathymetry (e.g. Heap and Rundle, (1964), Crary et al., (1962) and Thomas
et al., (1984)). During RISP, a single borehole was melted through the central
shelf (site J9) and biological, oceanographic and geological observations were made
(Clough and Hansen, 1979).
The Ross Ice Shelf receives ice from both the West and East Antarctic Ice
Sheets via ice streams on the Siple Coast and glaciers which cross the Trans-
Antarctic Mountains (Fahnestock et al., 2000) (Fig. 1.2). Ice shelf thickness
ranges from 200 to 400 m along the ice front up to nearly 1000 m at the Siple
Coast grounding line (Griggs and Bamber, 2011) (Fig. 1.2). Ice flow speeds
vary from near zero in parts of the McMurdo Ice Shelf to over 1000 m yr−1 at the
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central ice front (Rignot et al., 2011a).
Modelling suggests that the WAIS has repeatedly expanded and contracted
throughout the last 5 million years (Pollard and DeConto, 2009), and sediment
records from beneath the McMurdo Ice Shelf support this, showing cyclic variations
between diatom rich marine sediments indicating past periods of open water, and
conglomerates and sandstones deposited beneath the ice sheet (Naish et al.,
2009). Since the Last Glacial Maximum (∼20 kyr before present) the grounding
line within the Ross Sea has retreated approximately 1300 km from near the
continental shelf edge, to its present location (Conway, 1999; Anderson et al.,
2014). Fields of deep iceberg scours on the outer continental shelf and changes in
sediment chemistry suggest that the retreat occurred in two phases; rapid collapse
and grounding line retreat in the early Holocene, followed by more widespread
retreat leading to the present configuration ∼1500 years ago (Yokoyama et al.,
2016).
Surface features on the ice shelf revealed by satellite imagery suggest glaciers
flowing through the Transantarctic Mountains feeding the western half of the ice
shelf have provided a relatively stable ice flux from East Antarctica over the last
∼600 years (Fahnestock et al., 2000). In contrast, the Siple Coast ice streams
which drain the WAIS show flow line meanders (Fig. 1.2) indicating large changes
in flux from individual ice streams including the recent shut-down of the Kamb
Ice Stream (Fahnestock et al., 2000; Hulbe and Fahnestock, 2007).
Several recent studies have described the distribution of basal melting beneath
the Ross Ice Shelf using remotely sensed surface elevation and velocity, and
modelled surface accumulation. These studies indicate a net basal mass loss across
the Ross Ice Shelf of ∼50 Gt yr−1, indicating mean basal melt rates of 0.076 to
0.11 m yr−1 (Rignot et al., 2013; Depoorter et al., 2013; Moholdt et al., 2014).
The uncertainties associated with these calculations are large, with the most
sophisticated analysis suggesting uncertainty of ±64 Gt yr−1, slightly larger than
the net mass loss. Oceanographic estimates of net basal mass loss from portions
of the ice base below 300 m based on temperature and salinity budgets, range
from 20 to 60 Gt yr−1 (Smethie and Jacobs, 2005), providing some support for the
glaciological estimates.
The glaciological estimates indicate that the highest melt rates occur near
the deep grounding lines, close to the ice front, and in the north-west sector
of the shelf near Ross Island. The spatial distribution roughly matches various
16
oceanographic models, which also indicate high melt rates near the ice front
and the north-western sector (Holland and Jenkins, 1999; Assmann et al., 2003;
Dinniman et al., 2007). Satellite laser altimetry shows little surface elevation
change over the period 2003-2008 suggesting the ice shelf is near equilibrium
(Pritchard et al., 2012); however, longer records now suggest that between 1994
and 2012 the Ross Ice Shelf thinned at a rate of 0.21 m yr−1 with significant
inter-annual and low frequency variability (Paolo et al., 2015).
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Figure 1.2: Regional map of the Ross Ice Shelf and continental shelf sea illustrating
ice shelf thickness (Griggs and Bamber, 2011), bathymetry (Davey, 2004) and place
names referred to in the text. Currents referred to in the text are illustrated with
labelled arrows while this study’s mooring site (M1) and the historic RISP borehole
(J9) are also shown. Background imagery on the ice shelf is from the MODIS Mosaic of
Antarctica (Scambos et al., 2007).
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1.5.2 Oceanographic context
The Ross Sea north of the ice shelf front has a relatively well described water
mass distribution and circulation (e.g. Jacobs et al., 1970; Jacobs, 1985; Orsi and
Wiederwohl, 2009). Ocean circulation on the continental shelf during summer is
generally cyclonic, aided by southerly winds blowing off the ice shelf which drive
a westward coastal current near the ice front (Jacobs et al., 1970; Budillon et al.,
2003). At the northern limit of the shelf, the Ross Sea Gyre flows westward along
the continental slope isolating shelf waters from warmer water north of the shelf
break (Jacobs et al., 1970) (Fig. 1.2).
The 5 main water masses described previously are present within the Ross
Sea with some local variants. Shelf Water, the predominant water mass on the
Ross Sea continental shelf may be divided into Low Salinity Shelf Water (LSSW)
(S¡34.62 psu), found exclusively east of 180◦, and HSSW found near the Ross Sea
and Terranova Bay polynyas where it is produced during winter (Smethie and
Jacobs, 2005; Orsi and Wiederwohl, 2009; Budillon et al., 2003).
Although CDW is primarily found north of the continental shelf break, some
CDW reaches the Ross Sea continental shelf, where it mixes with shelf waters
forming modified Circumpolar Deep Water (mCDW). This water mass flows
southward across the shelf, typically on the eastern flank of depressions (Dinniman
et al., 2011) and these mid-depth ”cores” of relatively warm water are a persistent
feature on the central shelf, often reaching the ice front between 170◦W and 180◦
(Jacobs et al., 1970; Smethie and Jacobs, 2005; Orsi and Wiederwohl, 2009).
On the Ross Sea shelf, ISW can be subdivided into shallow and deep variants
(Jacobs, 1985). Deep ISW exits the ice shelf cavity in a broad tongue below 300 m
depth, across the central-western ice front from 170◦E to 175◦W (Jacobs et al.,
1970; Smethie and Jacobs, 2005) (Fig. 1.2). Shallow ISW is more widespread,
being observed between 50 to 250 m across most of the ice front (Jacobs, 1985).
Above these water masses lies relatively fresh (S¡34.3 psu) AASW, which enters
the Ross Sea from the east (Orsi and Wiederwohl, 2009). In the south-western
sector of the continental shelf, close to the ice front, solar heating of AASW during
summer forms a characteristic warm surface mixed layer known as Western Ross
Sea Surface Water (WRSSW) (Smethie and Jacobs, 2005).
In contrast to the open continental shelf, very few observations have been
made beneath the ice shelf, and consequently the sub-ice shelf circulation is
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poorly understood. Early work focussed on the influence of mCDW which is
observed entering the cavity near 172◦W (Pillsbury and Jacobs, 1985), and for
some time this was considered a primary heat source for melting of the ice shelf
(e.g. Jacobs et al., 1979). mCDW is now thought to recirculate out of the cavity
(Smethie and Jacobs, 2005), and more recent work has focussed on the effects of
HSSW, which due to its greater density, can access deeper regions of the cavity.
Using temperature, salinity and chloroflurocarbon (CFC) concentrations from
Conductivity Temperature Depth (CTD) profiles along the ice front, Smethie and
Jacobs, (2005) estimated residence times and basal melt rates for the portion of
the ice shelf below 300 m. They found a cavity residence time of 3.5 years and net
basal melt rates of 55 Gt yr−1 from a salinity budget, and 18 Gt yr−1 based on a
thermal energy budget assuming an inflow of pure HSSW. The large discrepancy
between these estimates suggests that the mean source water for melting is either
warmer or fresher than HSSW.
A number of numerical ocean models have also been used to investigate
circulation and melting within the Ross Ice Shelf cavity (e.g. Assmann et al.,
2003; Holland et al., 2003; Dinniman et al., 2007). Although these models contain
significant differences in their implementation, a number of findings appear to be
robust to these differences. All models indicate an inflow in the western sector of
the ice shelf, with frontal waters entering the cavity through McMurdo Sound and
east of Ross Island (Assmann et al., 2003; Dinniman et al., 2007). Flow in this
region is complex and seasonally variable, and the inflow shifts from the east of
Ross Island during summer to eastern McMurdo Sound during winter (Assmann
et al., 2003). The models also show an outflow of ISW near the centre of the ice
shelf, as implied by ISW observations, and this broad pattern of circulation is
interpreted as an anticyclonic gyre driven by the production of dense HSSW on
the western shelf (Assmann et al., 2003).
All three models show high basal melt rates near the ice front and in the
north-west sector and these are attributed to the inflow of warm surface waters
during summer. Assmann et al., (2003) found a mean melt rate of 1.87 m yr−1
within the model cells (grid-size ∼40 km) closest to the ice front, implying that
frontal melting accounts for ∼40 % net melting beneath the shelf. Limited regions
of rapid melting are also indicated near the deep grounding lines where thermal
driving is enhanced by elevated pressure. Over the central sector of the ice shelf the
models indicate typical melt/freeze rates of −0.02 to 0.02 m yr−1. In comparison
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to the Ronne Ice Shelf, melt and freezing in the interior is weak, and this is
attributed to the low basal gradients beneath the Ross Ice Shelf which limits the
effect of the ”ice pump” mechanism (Holland et al., 2003).
Recent results from two short-term summer mooring deployments near the
present study site provide some of the first time series observations from beneath
the Ross Ice Shelf (Arzeno et al., 2014). Currents at the mooring sites were
characterised by a diurnal tide and strong sub-tidal variability thought to be
associated with waves dynamically trapped to the ice shelf edge. Observed
temperature and current speeds were used to infer a mean basal melt rate of
1.2± 0.5 m yr−1 at each site, suggesting that melt rates may be enhanced near
the ice front.
1.6 This thesis
1.6.1 Context
The research outlined in this chapter indicates that basal melting of ice shelves
strongly influences the mass balance of Antarctica. Basal melting is causing
rapid mass loss from WAIS (Pritchard et al., 2012) which could lead to unstable
ice sheet retreat and a long term commitment to global sea level rise of >3 m
(Joughin et al., 2014). Melt water input into coastal seas is freshening waters
on the Antarctic continental shelf (Jacobs and Giulivi, 2010; Nakayama et al.,
2014) and in the deep Southern Ocean with far reaching implications (Purkey and
Johnson, 2013). Despite the central role of ice-ocean interactions in Antarctic
mass balance and oceanography, the oceanographic processes beneath ice shelves
are rarely observed and sub-ice shelf cavities remain some of the least sampled
sectors of the ocean.
Due to the difficulty of accessing the cavities, basal melting is similarly difficult
to observe directly. Although recent satellite altimetry provides valuable insights
into the spatial distribution of ice shelf thinning (e.g. Pritchard et al., 2012; Rignot
et al., 2013; Helm et al., 2014), significant uncertainty remains in basal melt rates
calculated from these methods (Moholdt et al., 2014) and they provide only limited
indications of the temporal variability of melting (Paolo et al., 2015).
In order to predict the response of the southern ocean and Antarctic Ice
Sheet (AIS) to climate change, numerical ocean models which simulate sub-ice
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shelf circulation and melting are required. A critical component of such models
is the representation of ice-ocean interactions, as this directly determines the
basal ablation of the ice shelf, and due to the dynamics of buoyant meltwater,
influences the sub ice shelf circulation itself (Holland et al., 2008). A range of
melt rate parameterisations of varying complexity have been formulated (Holland
and Jenkins, 1999) and are currently in use in ocean models. Although differences
between the formulations have a direct impact on the predicted melt rates and
large scale circulation (Dansereau et al., 2014), there are very few simultaneous
observations of oceanographic conditions and basal melt rates beneath ice shelves
with which to evaluate the models (Jenkins et al., 2010b).
1.6.2 Observations
This thesis uses a range of new in-situ observations to investigate ice-ocean
interactions beneath the Ross Ice Shelf. The observations include a four-year
oceanographic record from the Ross Ice Shelf cavity made by an oceanographic
mooring deployed beneath the shelf. An acoustic Upward Looking Sounder
(ULS) mounted beneath the ice shelf was used to determine basal melt rates at
the mooring site over the same four-year period. In addition, a surface based
Autonomous phase-sensitive Radio Echo Sounder (Nicholls et al., 2015) was used
to measure basal melt rates, producing a 13-month time series of precise melt
rate observations at the mooring site, and annual average melt rate estimates
at a further 78 sites on the Ross and McMurdo ice shelves. The author was
involved in all aspects of the fieldwork including preparation and deployment of
the oceanographic mooring and ULS, and the design and implementation of the
three radar surveys.
1.6.3 Aims
The primary aim of this thesis is to identify and describe the processes which
influence basal melting of the north-western Ross Ice Shelf. This goal is achieved
in three steps. Firstly, the mooring record and related oceanographic observations
are used to identify the dominant water masses and oceanographic processes
occurring at the mooring site. Secondly, melt rate temporal variability at the
mooring site is described using the ULS and radar time series and compared with
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oceanographic variability. Thirdly, the spatial variability of melt rates across
the north-western Ross Ice Shelf is described using radar observations from the
regional network of sites, providing a spatial context for time series observed at the
mooring site. Considered together, these data sets provide a basis for identifying
the drivers of melting in the region.
The secondary aim of the thesis is to describe the more general relationship
between oceanographic conditions in the sub-ice shelf boundary layer and ice shelf
basal melt rates. To this end, the precise radar melt rate measurements made at
the mooring site are compared with concurrent observations of water temperature
and current speed in the sub-ice shelf boundary layer. The observations are used
to test a selection of commonly used basal melt rate parameterisations.
1.6.4 Structure
This thesis is structured as follows:
In Chapter 2, data from the sub-ice shelf oceanographic mooring and CTD
profiles are used to describe the oceanographic conditions within the cavity.
The analysis explores water column structure, water masses and water mass
variability, flow variability and the role of the Ross Ice Front polynya in influencing
oceanographic conditions beneath the shelf.
In Chapter 3, a four-year record of basal melting from a mooring mounted
ULS is used to describe seasonal and inter-annual basal melt rate variability and
identify the factors that drive this.
In Chapter 4, precise high resolution melt rate observations made by phase-
sensitive radar are used to describe temporal melt rate variability at the mooring
site. Two periods illustrating the maximum and minimum observed melt rates
are examined in detail to illustrate the processes at work.
In Chapter 5, the spatial distribution of melting beneath the north-western
Ross Ice Shelf and the McMurdo Ice shelf is characterised using surface based
phase sensitive radar observations. Based on a network of 84 sites, the distribution
of melting is used in conjunction with oceanographic observations to identify the
processes driving melting within the frontal zone (within ∼20 km of the ice front),
and over the broader survey region.
In Chapter 6, the high resolution time series of melt rates are used in conjunc-
tion with the mooring records of boundary layer water temperature and current
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speed to test existing melt rate parameterisations. The observations are used to
determine optimum heat transfer coefficients for use with commonly used parame-
terisations, and to assess the ability of such models to simulate the observed melt
rate variability.
In Chapter 7, the results are summarised and directions for future work
discussed.
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CHAPTER 2
Sub-ice shelf oceanography
2.1 Introduction
Although ocean-driven basal melting of ice shelves is currently causing significant
changes in the West Antarctic Ice Sheet (Shepherd et al., 2004; Joughin et al.,
2014), oceanographic observations from beneath ice shelves are rare due to the
difficulty of accessing the sub-ice shelf cavity. This chapter describes oceanographic
conditions beneath the frontal zone of the Ross Ice Shelf using data from CTD
casts and from an oceanographic mooring deployed beneath the ice shelf. The
mooring is one of very few sub-ice shelf moorings worldwide, and provides the
first multi-year record of oceanographic conditions beneath the Ross Ice Shelf.
2.2 Methods
2.2.1 Mooring
Deployment
In November 2010, two oceanographic moorings were deployed beneath the north-
western Ross Ice Shelf to characterise currents in the region for the ANDRILL
geological drilling programme1. Both moorings were deployed through access holes
in the ice shelf bored by a hot water drill and suspended from the ice shelf. Mooring
M1, deployed by the National Institute of Water and Atmospheric Research (NZ),
was located 7 km south of the ice shelf front. Mooring M2, deployed by Woods
1www.andrill.org
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Figure 2.1: (a) Map of the Ross Sea continental shelf and Ross Ice Shelf indicating
study area (red box) and the location of the J9 borehole. (b) Map of the study
region including mooring sites M1 and M2, and the CTD borehole. Also shown are
Automatic Weather Stations Laurie II (AWS1) and Ferrell (AWS2) referred to in the
text. Coastline and ice shelf frontal positions are taken from the SCAR Antarctic Digital
Database (www.add.scar.org) modified to reflect recent changes near the mooring site.
Bathymetry is from Davey, (2004).
Hole Oceanographic Institute (US), was located 10 km south of M1, some 17 km
from the ice front. Both moorings operated from November 2010 until January
2011 when the access holes were re-bored and the instruments recovered. An
analysis of these initial deployments is presented by Arzeno et al., (2014).
On 21 January 2011, after servicing and reconfiguration of the instruments, the
northern mooring (M1) was redeployed at 77◦29.315′ S, 171◦34.272′ (Fig. 2.1b)
for long-term operation. Ice shelf and water column thickness at the deployment
site were 266.5 m and 578 m, respectively, and the sea bed depth was 798.5 m.
Although the mooring moved with the ice shelf at a rate of ∼700 m yr−1, the
mooring remained 7 km from the ice front throughout the deployment as no
significant calving occurred. This chapter presents results from the first four years
of the long term mooring deployment and associated CTD profiles.
Instrumentation and sampling
The mooring was equipped with four Nortek Aquadopp IM6000 Acoustic Current
Meters (ACMs), each paired with a Seabird Electronics SBE 37-IM MicroCAT
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high-accuracy temperature-conductivity-pressure recorder (hereafter Temperature-
Salinity (TS) logger) (Figure 2.2). A fifth ACM, located close to the ice base was
equipped with an acoustic altimeter designed to measure basal ablation of the ice
shelf. This instrument and the resulting melt rate record are described in Chapter
3.
The eight primary instruments sampled hourly with a design life of 4 years.
All ACMs operated continuously over the first four years, however the TS loggers
suffered battery failures during the deployment, producing record lengths of 323
to 1807 days. Instrument positions, sampling schedule and stop dates through to
the last download date (21 January 2015) are summarised in Table 2.1.
All instruments contained inductive modems used to transfer data via the
mooring wire to a Campbell CR1000 data logger located at the surface. The
surface logger, housed in a waterproof enclosure operated continuously throughout
the deployment powered by a bank of primary lithium metal batteries. Data was
manually downloaded from the surface logger during servicing visits each summer.
Data processing
Telemetry errors Telemetry errors caused occasional bad lines within data
files from both ACMs and TS loggers. Robust error detection and correction was
possible for the ACM records, as these instruments transmitted a 32-bit checksum
with each sample. Using this, an automated routine was developed to identify
Instrument SN Depth Depth Height Interval Record ends Duration
(m msl) (m below ice) (m above bed) (minutes) (yyyy-mm-dd) (days)
Data logger -46.1 -266.5 844.6
TS logger 4440 225.9 5.5 572.6 60 2012-09-27 612
ACM 8083 227.9 7.5 570.6 60 2015-01-21 1458
ACM (ULS) 6711 232.9 12.5 565.6 120 2015-01-21 1458
TS logger 4441 385.9 165.5 412.6 60 2012-12-17 693
ACM 8099 387.9 167.5 410.6 60 2015-01-21 1458
TS logger 5224 560.9 340.5 237.6 60 2011-12-13 323
ACM 8104 562.9 342.5 235.6 60 2015-01-21 1458
TS logger 8097 757.9 537.5 40.6 60 2014-01-15 1087
ACM 8086 759.9 539.5 38.6 60 2015-01-21 1458
anchor 762.9 542.5 35.6
Table 2.1: Mooring data summary. Depths below ice and heights above sea bed are
estimated for the start of the deployment. As the mooring is moving with the ice the
bed depth will change in time as will the depth below ice due to basal melting.
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Figure 2.2: Mooring schematic indicating instrument serial numbers and deployment
depths.
and repair lines based on a trial and error approach. The repair was successful
in nearly all cases, and in the very few cases where the checksum could not be
matched, missing values were filled by linear interpolation.
Checksums were not transmitted by the TS loggers, so quality control was per-
formed manually on these records. Errors which caused changes to the data format
such as missing field separators were easily identified and corrected. Transmission
errors which affected sensor readings were more difficult to detect; however, due to
the very stable oceanographic conditions under the ice shelf, many of these errors
were obvious. Outliers in the time series which were not physically plausible were
manually replaced using linear interpolation. A small number of errors within the
range of natural variability remains in the record.
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Calibration
All moored instruments were factory calibrated in 2010 prior to the deploy-
ment, and these calibrations provided initial temperature accuracies of 0.1 ◦C and
0.002 ◦C for the ACMs and TS loggers, respectively (Table 2.2). Although the
ACMs temperature calibration was relatively coarse, in-situ comparison with the
TS observations indicated that the sensor precision was significantly higher. As
the ACMs ultimately provided a much longer temperature record than the TS
loggers, small offsets were made to the ACMs temperature records to improve
their absolute calibration based on in-situ comparison with the TS loggers.
For the three deepest instrument pairs, offsets were calculated as the mean
temperature difference between the adjacent TS logger and ACM over their
common period of operation, ignoring any real temperature difference due to their
2 m vertical separation. This approach was not appropriate near the ice base where
significant temperature gradients were frequently observed. Calibration of the 3
instruments located within the 20 m of the ice base was restricted to periods when
the instruments were believed to be in a well mixed basal layer. Three such periods
occurred during November 2012, and in each period all instruments recorded
nearly constant temperatures at or below the local freezing point, characteristic
of an ISW plume (Figure 2.3).
Based on these observations the temperature records from ACM 8083 and
6711 were adjusted by +0.025 ◦C and +0.036 ◦C respectively. Residual differences
with the TS logger temperature record suggest that the precision of the ACM
temperature sensors is close to their 0.01 ◦C resolution. A further comparison of
temperature records from the two upper current meters during December 2013
showed no relative offset, suggesting that drift over this period was also less than
the 0.01 ◦C resolution.
Current meter compasses were checked at the mooring site prior to deployment
by aligning the instruments on the surface with a GPS derived north mark, then
rotating the instrument through the cardinal directions while sampling. Despite
the very high local magnetic dip angle (∼80◦), mean and root mean square (rms)
compass errors were below 1◦ and 10◦ respectively. All directions were corrected
for a local magnetic declination of 134◦ E, as determined by the International
Geomagnetic Reference Field 20112, for 1 January 2013.
2www.ngdc.noaa.gov
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Instrument Parameter Accuracy Resolution Stability Units
per month
Aquadopp
vertical speed 1.4 0.1 cm s−1
horizontal speed 0.9 0.1 cm s−1
direction 2 0.1 ◦
temperature 0.1 0.01 ◦C
pressure 0.25 % 0.001 dbar
Microcat
conductivity 0.0003 0.00001 0.0003 S m−1
salinity 0.003 0.0001 0.003 psu
temperature 0.002 0.0001 0.0002 ◦C
pressure 0.1 % 0.002 % 0.005 % dbar
Table 2.2: Instrument manufacturers specifications. Note the horizontal and vertical
velocity errors are the standard error for the deployment settings used. Salinity is
derived from observed conductivity, temperature and depth and is provided for reference
for typical conditions.
Figure 2.3: (a) Temperature records for TS logger 4440 (red), ACM 8083 (green) and
ACM 6711 (blue) prior to calibration. (b) As for (a) after applying temperature offsets
described in the text. Also shown are the periods used for calibration (grey shading)
and the in-situ freezing point (black).
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2.2.2 CTD profiles
CTD profiles were recorded with a pumped Seabird Electronics SBE19-plus CTD
probe deployed through a hot water drilled access hole. The CTD was not
equipped with an altimeter, however contact with the seabed was avoided by
hanging a small weight 6 m below the instrument and monitoring line tension with
a load cell mounted above the CTD block. Data were processed using the SBE
Data Processing suite (v 7.23.1) following the manufacturer’s recommendations.
This included applying sensor calibrations, smoothing the time series with a 0.5 s
low-pass filter, applying relative time shifts to account for sensor lag, and averaging
the data into 1 dbar pressure bins.
Deployment of the CTD through the ice shelf borehole caused some data
quality issues which become apparent when comparing downward and upward legs
of the same cast. During down-casts, conductivity measurements within the upper
levels of the sub-ice shelf water column were lower than during the up-cast. This
effect was attributed to icing of the conductivity cell within the borehole where
supercooling and platelet ice crystals were frequently observed (Hughes et al.,
2013). Beyond ∼100 m from the ice base, salinity profiles from the down-casts
matched those from up-casts, indicating that after exiting the borehole, the ice
was either flushed or melted from the conductivity cell. To avoid bias due to
conductivity cell icing, the solitary profiles presented in Fig. 2.6 are based on
data from the upward leg of the cast only. For periods of continuous profiling
(Fig. 2.7), all salinity observations within 135 m of the ice base after a borehole
traverse were excluded from the analysis.
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2.3 Results
2.3.1 Hydrography
Water masses
Water masses observed at the mooring site lie within a roughly triangular potential
temperature-salinity (θ − S) space, bounded by HSSW, AASW and melt waters
influenced by both parent water masses (Fig. 2.4).
HSSW, the densest water observed at the mooring, is present nearly continu-
ously at the sea bed throughout the record. HSSW is set at the surface freezing
point during its production, and over the first 2 months of the record, potential
temperatures near the seabed match the surface freezing point within instrument
precision. At this depth, over the entire record potential temperature ranges from
−1.925 to −1.902 ◦C, with 93 % of observations falling within 0.01 K of the surface
freezing point.
Although the maximum observed salinity of ∼34.75 psu is ∼0.1 psu lower than
the historical definition of HSSW on the Ross Sea shelf (Jacobs et al., 1985), this
difference is consistent with the observed long term freshening of −0.003 psu yr−1 in
the area (Jacobs and Giulivi, 2010). The rapid freshening trend of ∼0.01 psu yr−1
apparent in near-bed salinity record (Fig. 2.5) is within the stated stability of the
conductivity cell (Table 2.2) and may be due to sensor drift.
Higher in the water column, conditions are more variable, and the upper
instrument recorded both the lowest and highest water temperatures observed.
The highest water temperatures of ∼− 1 ◦C are associated with salinities of
∼34.3 psu, characteristics typical of AASW. A diagonal band of observations
appears to link the freshest water observed (∼34 psu) to relatively warm AASW
(Fig. 2.4). This series of observations lies along a Gade line with the characteristic
θ − S gradient of 2.6 K psu−1 indicative of interactions between the water mass
and the ice base (Sec. 1.4.2).
Except near the sea bed, where HSSW is observed continuously, water tem-
peratures are frequently below the surface freezing point, indicating some level
of contact with the ice base. This ISW is the predominant water mass at the
upper three TS loggers, accounting for ∼70 % of all observations at these depths.
Although ISW is observed with similar frequency throughout the upper water
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Figure 2.4: Water mass potential temperature (θ) and salinity characteristics from
moored TS loggers at nominal pressures of 229 dbar (red), 394 dbar (yellow), 573 dbar
(green) and 775 dbar (blue). Grey crosses indicate water mass definitions from Jacobs
et al., (1985). Black lines indicate the surface freezing point (dotted) and the potential
temperature of the in-situ freezing point for typical salinity near the ice base (dashed).
column, mean temperatures are lowest near the ice base. At the upper TS logger
∼6 to 10 m below the ice base, 0.6 % (93/14 694) of observations were below the
in-situ freezing point, potentially indicating supercooling. In most cases the level
of supercooling indicated is less than the combined uncertainty in the observed
temperature and calculated freezing point; however several periods appear to
indicate that supercooling did occur. These, and further observations outlined
in Section 4.4.4 suggest that while supercooled seawater may occasionally be
observed at the mooring site, it is rare and has little impact on basal mass balance.
At the mooring site, the extremes of temperature and salinity occur at the
instruments closest to the ice base and the sea bed. The two mid-depth instruments
show water of intermediate temperature and salinity which may be produced
by mixing of the water masses above and below. The entire water column is
dominated by the influences of AASW, HSSW and meltwater mixtures derived
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from these two water masses. No influence from CDW, or mCDW is apparent at
the mooring site.
Seasonal variability
Water properties at the mooring site display a clear annual cycle which is most
pronounced near the ice base (Fig. 2.5). From May to November, temperatures
at the upper instrument lie at or below the the surface freezing point (−1.89 ◦C)
and rapid fluctuations between the surface and in-situ freezing points (−2.07 ◦C)
indicate the alternating influence of HSSW and ISW. ISW is observed more
frequently near the ice base in late winter (September-November), leading to lower
average temperatures. It is not clear whether this is due to the more frequent
occurrence of an ISW plume in later winter, or the thickening of an existing plume
which lies above the upper instrument during early winter.
Beginning in early December, temperatures near the ice base begin to rise as
pulses of warmer water reach the mooring site. Throughout summer, temperature
and salinity near the ice base show strong variability with rapid fluctuations;
however, the broad characteristics of the seasonal cycle can be described by
considering the temperature and salinity records smoothed by a 30 day running
mean (Fig. 2.5). Near the ice base the seasonal temperature cycle peaks during
February, approximately 1 month after maximum air temperatures. The phase of
the temperature cycle is further delayed with depth and at the upper-mid water
instrument (394 dbar) the annual maximum occurs in March-April. Below this
there is little seasonal temperature variability.
Salinity in the upper water column is negatively correlated with temperature,
indicating the contrasting characteristics of HSSW and AASW. Salinity minima
occur several weeks after temperature peaks presumably due to basal melting
which further freshens the AASW. The salinity cycle is attenuated and delayed
with depth, the freshest water is observed during February-March near the ice
base, April-May at 394 dbar and May at 573 dbar. Near the seabed there is no
clear salinity cycle.
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Figure 2.5: (a) potential temperature (θ) derived from the ACM records (b) salinity
from TS loggers at nominal pressures of 229 dbar (red), 394 dbar (yellow), 573 dbar
(green) and 775 dbar (blue). In each case thin lines indicate the raw record, while bold
lines indicate a 30 day running mean.
2.3.2 Water column structure
Winter
CTD casts taken through the mooring borehole on 22 November 2010 and 18
January 2011 illustrate late winter and summer conditions, respectively (Fig.
2.6). In both cases the water column is stably stratified, with density variations
controlled by salinity, and temperature effectively a passive tracer.
During November, mixed layers are apparent at both the ice shelf base and
the sea bed, and between these levels the water column temperature and salinity
vary nearly linearly. Below the upper mixed layer, potential temperatures remain
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within 0.02 K of the surface freezing point, indicating Shelf Water that is only
slightly cooled by the ice shelf. In contrast, the 34 m thick upper mixed layer
consists of considerably cooler ISW at −1.99 ◦C and 34.57 psu (Fig. 2.6a-b). The
mixed layer is separated from the ambient water mass by a 4 m thick pycnocline
with a θ−S gradient of 1.9 K psu−1 (Fig. 2.6d) suggesting that the ISW is closely
related to the underlying water mass.
The ∼40 m thick bottom boundary layer is composed of HSSW at −1.91 ◦C
and 34.74 psu. Although the CTD observations give no indication of current
direction, this water column structure is consistent with the classical notion of a
deep HSSW inflow and a basal plume of ISW indicative of Jacobs et al., (1992)
”Mode 1” circulation (Fig. 1.1).
Summer
The January 2011 cast shows a significantly different boundary layer structure
with a significantly thinner mixed layer bounded by a pycnocline just 7 m below
the ice base (Fig. 2.6b). Analysis of the θ − S characteristics of the profile (Fig.
2.6d) indicates that this new upper layer was not formed from the underlying
water, but from water with a substantially lower salinity. Most of the changes
to the θ − S characteristics of the upper water column can be explained by the
intrusion of a single water mass with a temperature of ∼− 1.8 ◦C and salinity
of ∼34.4 psu. Basal melting driven by the water mass could form water with
the properties observed at the ice base, while mixing of the same water with
the underlying water mass would produce the linear banding seen from 34.4 to
34.5 psu (Fig. 2.6d). While other scenarios could produce the observed profiles,
this presents the simplest explanation of the θ − S characteristics of the upper
boundary layer in January 2011.
Interestingly, the temperature profile from January 2011 shows a strong tem-
perature maximum at the base of the upper mixed layer, and this may be a
characteristic feature of such intrusions. A warm layer adjacent to the shelf will be
cooled by melt water from above and mixing from below, forming a temperature
maximum near the base of the mixed layer where the intrusion has been modified
least. Considering this, the complex temperature structure apparent in the upper
100 dbar of the water column in January 2011 (Fig. 2.6a) may indicate a sequence
of such intrusions.
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Figure 2.6: (a) Potential temperature (b) salinity and (c) potential density (σθ) for
CTD casts at the mooring site on 22 November 2010 (blue) and 18 January 2011
(red). Also shown in (a) are the surface freezing point of water at the observed salinity
(θSfp) and the potential temperature of the in-situ freezing point (θ
I
fp). (d) Potential
temperature-salinity plot of the same casts with water mass definitions from Jacobs
et al., (1985) (black crosses), the surface freezing point (grey line) and melt-water mixing
lines with gradients of 2.4 K psu−1 (grey dashed lines). The large grey dot indicates the
θ − S characteristics of a single water mass which could cause the observed boundary
layer structure through interaction with the ice base (light blue arrow with gradient of
2.4 K psu−1) and mixing with the underlying water mass (dark blue arrow).
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High frequency variability
CTD profiles at the mooring site taken in November and January indicate that
the upper water column evolves significantly throughout summer, but give little
indication of the rate of this transformation. To investigate high frequency water
column variability, periods of continuous CTD profiling were undertaken on the 9th
and 14th December 2010. During each session, the water column was continuously
profiled for 28 hours, resulting in 66 profiles per period. The borehole used for
the CTD time series was located at 77◦31.56′ S, 171◦20.14′ E, 7 km south west of
the mooring site and 13 km from the ice front (Fig. 2.1b). Ice shelf and water
column thickness at the borehole were 253 m and 658 m, respectively and the sea
bed depth 870 m.
Several issues affected data quality during the sampling. Down-casts which
traversed the borehole showed anomalously low salinity after exiting the borehole
due to platelet ice obstructing the conductivity cell. Close inspection of the
temperature record showed a similar effect, with temperatures below the borehole
0.01 to 0.1 K warmer than casts which did not traverse the borehole. Although
subtle, this effect was detectable due to the near isothermal conditions within the
upper boundary layer and may indicate the effect of ice growth on the temperature
sensor. To mitigate these effects, temperature and salinity observations taken
within ∼135 m of the ice shelf base following a borehole traverse were excluded
from the analysis. Approximately 6 hours of salinity observations from 9 December
were also excluded due to biofouling of the conductivity cell. During the second
profiling period, varying biases of up to 20 dbar were observed in the pressure
record between casts when the instrument was at atmospheric pressure. These
were corrected by applying a constant pressure offset to each cast equal to the
value of the bias observed between casts.
Throughout the first sampling period (9 December), a 15 to 30 m thick, well
mixed layer of ISW was present at the ice shelf base (Fig. 2.7a). This layer was
supercooled with temperatures near the ice base typically 10 to 15 mK below the
in-situ freezing point. Accounting for the pressure dependence of the seawater
freezing point, and this level of supercooling implies contact with the ice where
the ice base was at least 20 m deeper. Radio echo sounding observations (see Fig.
5.9a) suggest possible source regions to the south and east of the borehole within
a range of 10 km.
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Below the well mixed layer, temperature and salinity increase towards the
characteristic values of HSSW seen near the sea bed. Although the temperature
increase is generally monotonic with depth, a 3 m thick layer with temperatures
∼0.1 K above the surrounding water is seen intermittently at ∼275 dbar (Fig.
2.7a). θ − S characteristics indicate this is the only water mass in the profile
with sufficiently low salinity to produce the ISW observed near the ice base (see
Gade line in Fig. 2.7c), and this layer may be a remnant of the water mass which
produced the overlying ISW layer.
By the beginning of the second sampling period (14 December), the upper
water column had changed significantly, with a layer of warmer and fresher water
intruding between the ISW and the ice base (Fig 2.7d,e). Throughout the sampling
period this layer thickened from ∼20 m to ∼80 m, depressing the underlying ISW.
Temperatures near the ice base range from 0.2 to 0.3 K above the in-situ freezing
point, driving melting which is suggested by the near ice-base θ − S gradients of
∼2.4 K psu−1 (Fig. 2.7f). The upper boundary layer is not well mixed during the
second sampling period, indicating that basal shear was insufficient to overcome
the stabilising effects of melt water input.
At the start of the second sampling period, the ISW layer appears to have
recently detached from the ice base and retains its signature of strong supercooling
with minimum temperatures <− 2 ◦C. However, isolated from the ice base, the
plume warms as it mixes with the adjacent water masses. Midway through the
sampling period (13:00 Coordinated Universal Time (UTC), 13/12/2010) the ISW
layer thickens rapidly from approximately 30 to 100 m (Fig 2.7d) as a front passes
the borehole. Loops within the θ − S trace through the front (Fig. 2.7f, cast 35)
indicate static instabilities which imply active overturning and mixing.
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Figure 2.7: (a) temperature (b) salinity and (c) θ − S for the period of continuous
CTD profiling at Hole 3 on 9/12/2010. (d-f) show the same plots for the profiling on
14/12/2010. For clarity θ − S plots show only every sixth cast, and the corresponding
cast profiles are shown in (a-b) and (d-e) (black). θ−S traces are colour coded according
to cast number as indicated by the labels in (b) and (e). Also shown in (c) and (f) are
the surface (black) and ice base (blue) freezing point lines, melt-water mixing lines at
2.4 ◦C psu−1 (light grey) and lines of constant potential density (dashed black).
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2.3.3 Flow power spectrum
Spectral analysis of the depth-averaged currents at the mooring site indicates
strong signals within three distinct frequency bands; tidal currents at diurnal and
semi-diurnal frequencies, strong weather band variability with periods (T ) of 4 to
10 days, and low frequency variability with periods above 60 days (Fig. 2.8). Due
to the high latitude, inertial oscillations (T =12.258 hours) fall within the semi-
diurnal tidal band and are indistinguishable from the tides. While tides provide a
relatively continuous source of energy, the weather band and low frequency signals
are episodic and strongly seasonal.
Decomposition of the power spectrum into circularly polarised spectra with
clockwise (S−) and counter-clockwise (S+) components (Gonella, 1972) shows
some interesting features of the flow (Fig. 2.9a). At low frequency, S− and S+ are
nearly equal, indicating rectilinear flow, while at frequencies above 1 cpd, S+/S−
is typically 1.5 to 2 indicating a weakly counter-clockwise rotation. However,
within the weather band, the flow is strongly polarised with S+/S− > 4 indicating
that current vectors within this frequency range rotate counter-clockwise in time,
with little variation in strength.
The spectrogram of depth averaged currents (Fig. 2.8) gives some indication
of seasonal variability, and this variability is explored further by assessing the
power spectrum over summer (December-March) and winter (April-November)
periods. Low frequency components of the flow are enhanced during winter at
all frequencies except the diurnal and semi-diurnal (Fig. 2.9b). This winter
amplification is most apparent in the counter-clockwise component of the weather
band which is enhanced by a factor of 6.2 relative to summer levels. This strong
counter-clockwise rotation of currents with a period of ∼7 days during winter
causes the principal peak in the long term average power spectra (Fig. 2.9a). This
is one of the most distinctive characteristics of currents at the mooring.
In the following sections the three major components of the sub-ice shelf water
flow at the mooring site as identified above are explored in more detail.
2.3.4 Mean currents and low frequency variability
Averaged across the entire record, mean ocean flow at the mooring site is directed
westward near the ice base, possibly indicating the influence of the westward
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Figure 2.8: Power spectra for depth averaged currents at the mooring site as a function
of time. Spectra were calculated as the power spectral density using Welch’s method
with a block averaging period of 60 days and an overlap of 45 days. Labels indicate the
weather band (WB) and the diurnal (D) and semi-diurnal (SD) tidal freqencies.
Figure 2.9: Rotary current spectra. (a) Depth averaged rotary current spectra showing
the counter-clockwise (S+ black) and clockwise (S− grey) components of the current.
(b) Depth averaged rotary current spectra averaged over summer (December-March,
red) and winter (April-November, blue). Thick and thin lines indicate the S+ and S−
flow components, respectively.
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Figure 2.10: Mean flow direction for (a) all seasons (b) winter (April-November), (c)
early summer (December-January) and (d) late summer (February-March).
coastal current thought to flow along the ice front (Jacobs et al., 1970) (Fig.
2.10a). Below this depth, the mean current vectors are rotated ∼20◦ clockwise,
indicating a slight outflow which strengthens with depth.
Marked seasonal changes in mean current speed and direction occur throughout
much of the water column (Fig. 2.10b-d). Near the ice base, the mean current
vector is aligned with the ice front during winter, but northward then south-
westward during early and late summer, respectively. In the mid and lower water
column, the seasonal variation is even stronger. Strong north-westward water flow
during winter persists into early summer, but during late summer an inflow is
directed almost due south into the cavity. The differences in current direction
between the upper and lower three ACMs may indicate the influence of buoyant
plumes of ISW which due to rotation are expected to move obliquely up the ice
base, nearly normal to the local ice base gradient (Holland and Feltham, 2006).
The net drift associated with low frequency currents is illustrated by Progressive
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Figure 2.11: Progressive Vector Diagram for current meters at (a) 232 dbar, (b)
398 dbar, (c) 576 dbar and (d) 777 dbar. PVDs are presented for each year of observations
using a start date of the 21 January of each year (black dot). PVDs were calculated
after low-pass filtering the time series to remove variability above 0.1 cpd.
Vector Diagrams (PVDs) obtained by cumulative addition of the observed velocity
vectors (Fig. 2.11). Although these pseudo-drift tracks diverge from the actual
particle trajectories due to spatial variations in the flow, the PVDs provide some
insight into the timing and variability of the seasonal cycle. At the deepest
instrument, where the seasonal cycle is most apparent, a sustained southward
flow begins abruptly in late summer each year and persists for 2 to 4 months
(Fig. 2.11d). This pattern of summer inflow and oblique winter outflow is seen at
each of the lower three instruments. Currents are most consistent near the seabed
where annual mean flow speed and direction vary by just 4 % and 10◦ respectively
(1σ) over the four years.
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The southward net flow observed at the mooring site during summer has the
potential to draw large quantities of water from the open continental shelf into
the ice shelf cavity. Although local recirculation out of the cavity is possible, the
absence of any large topographic barriers south of the mooring site (Fig. 2.1b)
suggests that the flow may continue southward potentially ventilating a wide area.
Assuming that the observed summer inflow is representative of flows in the wider
region, the PVDs indicate southward advection length scales of 60 to 250 km with
net displacement scaling with the duration of the inflow.
2.3.5 Tides
Tidal currents, clearly evident in the raw current meter records, were quantified
by harmonic tidal analysis using the UTide package (Codiga, 2011). This classical
tidal analysis determines the amplitude and phase of tidal constituents by optimally
fitting a series of harmonic signals at tidal frequencies to the velocity time series
(e.g. Foreman, 1979). The 4 year ACM records analysed here permitted the direct
estimation of 68 tidal constituents with periods of up to 1 year. Both the depth-
mean flow and the individual ACM records were analysed and the resulting tidal
constituents are presented in Tables 2.3 and 2.4.
Tides at the site are predominantly diurnal, with a diurnal/semi-diurnal semi-
Name Major Minor Inclination Phase R+ R− P
cm s−1 cm s−1 ◦ ◦ cm s−1 cm s−1
K1 5.53± 0.04 0.37± 0.06 97.1 ± 0.6 301.5 ± 0.5 2.95 2.58 0.07
O1 3.84± 0.05 −0.27± 0.06 97.3 ± 0.8 272.4 ± 0.7 1.79 2.06 −0.07
P1 1.74± 0.04 0.18± 0.06 97.6 ± 1.8 296.5 ± 1.9 0.96 0.78 0.11
M2 0.83± 0.02 0.02± 0.02 101.3 ± 1.6 304.4 ± 1.6 0.43 0.40 0.03
S2 0.90± 0.02 0.05± 0.02 96.2 ± 1.3 261.7 ± 1.3 0.47 0.43 0.05
N2 0.77± 0.02 0.01± 0.02 91.5 ± 1.9 225.8 ± 1.5 0.39 0.38 0.01
Sa 2.74± 0.44 −0.30± 0.46 141.3 ± 9.2 245.7 ± 9.8 1.22 1.52 −0.11
Ssa 1.12± 0.42 0.38± 0.43 83.7 ± 30.9 118.6 ± 22.4 0.75 0.37 0.34
Msm 1.00± 0.43 −0.24± 0.50 67.3 ± 31.9 280.8 ± 28.2 0.38 0.62 −0.24
Msf 0.75± 0.37 0.31± 0.41 58.5 ± 43.4 24.5 ± 45.5 0.53 0.22 0.41
Table 2.3: Tidal current constituents for depth-mean flow at the mooring. Shown
are ellipse major and minor axis velocities, inclination of the semimajor axis counter-
clockwise from east, and phase of the tidal vector relative to the equilibrium tide at
Greenwich. The last three columns indicate the counter-clockwise (R+) and clockwise
(R−) rotary flow components and their ratio P .
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major form ratio K1+O1
M2+S2
(Kantha and Clayson, 2000) of 5.4. K1 and O1 are
the leading constituents with ellipse semi-major velocities of 5.53 and 3.84 cm s−1,
respectively. The dominance of these two constituents provides a strong fortnightly
neap-spring cycle. The three largest diurnal constituents, K1, O1 and P1, are
nearly rectilinear, with semi-minor/semi-major axis ratios (or polarisation P ) of
0.07, −0.07 and 0.11, respectively. Here, negative values for the ellipse semi-minor
axis and P indicate clockwise rotation of the current vector. Depth averaged
currents in the semi-diurnal bands are even closer to rectilinear with P of 0.01 to
0.05. Both diurnal and semi-diurnal tidal ellipses are orientated nearly north-south,
approximately normal to the ice front. Ellipse parameters presented here match
those determined from the initial 2-month mooring deployment (Arzeno et al.,
2014) within the stated uncertainty. Due to the longer records used here, the
present estimates have significantly lower uncertainty, and allow rotation direction
to be determined unambiguously for all three principal diurnal constituents.
In addition to the diurnal and semi-diurnal constituents, long-period tidal con-
stituents including the Solar Annual (Sa), Solar Semi-annual (SSa) and the Solar
monthly (Sm) were directly estimated (Table 2.3). Combined these constituents
account for 16 % of the energy within the tidal frequencies, a contribution far
greater than expected considering their equilibrium-tide magnitudes (Thomson
and Emery, 2014). This implies that the low frequency flow variability is not a
direct response to astronomical forcing. Relatively large error estimates on the
long period constituents (Table 2.3) also suggest that the signals are non-stationary
and may be related to seasonal changes in wind speed and atmospheric pressure
as discussed in Section 2.3.6.
Although the depth averaged semi-diurnal tides are nearly rectilinear, tidal
constituents estimated from the individual instruments indicate a more complex
structure (Fig. 2.12 and Table 2.4). All three semi-diurnal constituents show
weakly counter-clockwise rotation at all depths except near the ice base where
the rotation direction is reversed. This effect is most pronounced for the M2
constituent, for which polarisation ranges from 0.10 to 0.11 across the lower three
instruments, but near the ice base is −0.49. The decomposition of each tidal
constituent into counter-clockwise (R+) and clockwise (R−) circularly rotating
vectors (Thomson and Emery, 2014) provides some insight into the nature of the
changes. Rotary decomposition shows that for all three semi-diurnal constituents
the shift to more negative polarisation near the ice base is due to a reduction in
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Name Pressure Major Minor Inclination Phase R+ R− P
dbar cm s−1 cm s−1 ◦ ◦ cm s−1 cm s−1
K1 232 5.71± 0.08 0.72± 0.10 88.9 ± 1.0 305.3 ± 0.7 3.22 2.50 0.13
K1 398 5.38± 0.06 0.35± 0.07 101.1 ± 0.8 301.6 ± 0.7 2.86 2.52 0.06
K1 576 5.68± 0.06 0.28± 0.07 96.9 ± 0.7 300.4 ± 0.6 2.98 2.70 0.05
K1 777 5.41± 0.04 0.29± 0.06 99.2 ± 0.6 299.5 ± 0.5 2.85 2.56 0.05
O1 232 3.97± 0.08 −0.11± 0.12 88.9 ± 1.4 276.0 ± 1.2 1.93 2.04 −0.03
O1 398 3.71± 0.07 −0.29± 0.07 101.1 ± 1.3 271.5 ± 0.9 1.71 2.00 −0.08
O1 576 3.95± 0.06 −0.30± 0.06 97.6 ± 1.0 271.9 ± 0.8 1.83 2.12 −0.08
O1 777 3.81± 0.05 −0.29± 0.05 99.0 ± 0.8 271.0 ± 0.6 1.76 2.05 −0.08
P1 232 1.85± 0.09 0.35± 0.10 92.9 ± 2.8 298.2 ± 2.7 1.10 0.75 0.19
P1 398 1.63± 0.07 0.21± 0.08 100.6 ± 2.6 295.3 ± 2.7 0.92 0.71 0.13
P1 576 1.82± 0.05 0.15± 0.07 96.0 ± 2.0 297.6 ± 1.9 0.98 0.84 0.08
P1 777 1.68± 0.04 0.07± 0.05 100.4 ± 1.5 294.5 ± 1.5 0.88 0.81 0.04
M2 232 0.64± 0.05 −0.31± 0.05 95.3 ± 6.8 303.5 ± 7.1 0.16 0.48 −0.49
M2 398 0.79± 0.05 0.09± 0.05 104.9 ± 3.3 303.9 ± 3.5 0.44 0.35 0.11
M2 576 0.96± 0.05 0.11± 0.04 99.1 ± 2.1 307.0 ± 2.4 0.53 0.43 0.11
M2 777 0.87± 0.04 0.08± 0.04 104.9 ± 2.5 303.4 ± 2.6 0.48 0.39 0.10
S2 232 0.70± 0.05 −0.17± 0.05 98.6 ± 5.4 260.9 ± 5.4 0.27 0.44 −0.24
S2 398 0.89± 0.04 0.09± 0.05 96.6 ± 3.3 262.6 ± 3.1 0.49 0.40 0.10
S2 576 1.00± 0.04 0.11± 0.04 93.9 ± 2.2 262.6 ± 2.2 0.55 0.45 0.11
S2 777 0.91± 0.04 0.07± 0.04 98.2 ± 2.6 258.7 ± 1.9 0.49 0.42 0.08
N2 232 0.68± 0.06 −0.10± 0.05 75.9 ± 5.1 239.5 ± 4.0 0.29 0.39 −0.15
N2 398 0.80± 0.04 0.03± 0.05 92.5 ± 4.1 224.3 ± 3.4 0.41 0.38 0.04
N2 576 0.82± 0.04 0.05± 0.04 94.2 ± 2.5 222.5 ± 2.7 0.43 0.38 0.06
N2 777 0.78± 0.05 0.05± 0.04 94.5 ± 3.4 226.2 ± 3.1 0.42 0.37 0.06
Table 2.4: Tidal current constituents for individual ACM records. Shown are ellipse
major and minor axis velocities, inclination of the semimajor axis counter-clockwise
from east, and phase of the tidal vector relative to the equilibrium tide at Greenwich.
The last three columns indicate the counter-clockwise (R+) and clockwise (R−) rotary
flow components and their ratio P .
the strength of counter-clockwise component near the ice base. It should be noted
that these results are not influenced by compass calibration errors in the upper
instrument, as R+, R− and P are rotationally invariant properties of the flow.
Depth variations in the polarisation of the semi-diurnal tides are predicted by
theory (Prandle, 1982), and have been observed at several locations in polar seas
(Foldvik and Nygaard, 2001; Makinson et al., 2006). In polar regions, close to
the critical latitude where the tidal frequency is equal to the magnitude of the
Coriolis parameter (f), these changes are attributed to the development of large
frictional boundary layers that are sensitive to the rotational direction of the flow
(Makinson et al., 2006). Prandle, (1982) showed that in a homogeneous rotating
fluid, the thickness of the boundary layers for periodic flow at frequency ω are
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Figure 2.12: Tidal ellipses for the diurnal and semi-diurnal tides at the mooring site.
The ellipses describe the trajectory of the tip of the current vector over a tidal cycle.
The rotation direction is specified by polarisation P in Table 2.4.
given by:
δ+ ≈
(
2Km
|ω + f |
)1/2
, (2.1a)
δ− ≈
(
2Km
|ω − f |
)1/2
. (2.1b)
Here Km is the vertical eddy viscosity, and δ+ and δ− are boundary layer thickness
for the counter-clockwise and clockwise velocity components, respectively. In the
southern hemisphere, as ω approaches −f , δ+ becomes large reducing the R+
component of flow near the sea bed and ice base.
Equation 2.1a implies that the degree of attenuation of the R+ component
should be related to the ratio ω/|f |, and this is observed. For the N2 constituent,
some 3.16 % below the inertial frequency, R+ near the ice base is attenuated by
31 % relative to that at the lower instruments. For the S2 constituent, 2.15 %
above the inertial frequency, near base attenuation is 47 %. The M2 constituent,
just 1.31 % below the critical frequency, shows the largest attenuation of 67 %
within the upper boundary layer. No corresponding effect is apparent in the
bottom boundary layer.
The direct influence of tides on mean basal melt rates at the mooring site can
be assessed by considering their influence on current speed and water temperature.
While tides presumably drive some warm frontal water beneath the ice shelf
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during summer, tidal analysis of temperatures from the upper ACM show very
little diurnal temperature variability and this can be explained by considering
the tidal advection range. For the major diurnal constituents, integration of the
tidal velocity ellipses indicates typical advection ranges of just 0.5 to 1.6 km. This
indicates a spring-tide range of 3.25 km, approximately half the distance between
the mooring and the ice front.
Although diurnal tides have a relatively insignificant effect on temperature at
the mooring site, tidal currents have a significant impact on total current speed
and therefore melt rates. Reconstruction of tidal currents at the mooring site
based on tidal constituents (Table 2.3) indicates a mean depth-averaged tidal flow
speed of 4.98 cm s−1, some 50 % of the mean observed flow speed (9.90 cm s−1).
Arzeno et al., (2014) found a similar ratio, and by comparing basal melt rates
predicted from the observed flow with those predicted from the tidal reconstruction
alone, attributed approximately half of the observed basal melting to tides. This
value represents the fraction of the total melt which would be produced by tides
in the absence of any other currents. However, many other flow components exist,
and the contribution of these to the mean flow speed is non-linear. For example,
the modulation of a steady flow by periodic flow speed variability (e.g. tides)
causes no change in mean speed if the periodic component is insufficient to cause
flow reversals.
An alternative approach to evaluating the contribution of tides to mean melt
rates is to estimate the mean flow speed in the absence of tides. Subtracting
predicted tidal flow from the observed flow causes a mean flow speed reduction of
just 14 % for the depth averaged flow and 11 % for the upper instrument. This
suggests that in the presence of other flow components, the marginal effect of
tides on mean flow speed and melting is relatively modest.
Interestingly, the removal of the mean component of the flow results in a
reduction in average speed of just 1 % indicating that the residual flow provides
an insignificant component of the energy budget for mixing. Further, to produce
a 20 % increase in mean flow speed, the residual flow would need to be increased
by a factor of 5, suggesting that simple melt rate-flow speed feedbacks proposed
by Holland et al., (2008) are unlikely to be significant at this site.
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2.3.6 Wind forcing
Ice shelf cavities are in general considered isolated from the direct influence of
wind; however, the mooring site is close to the ice front where some influence
from the wind may be expected. For example, wind driven variations in sea
surface slope along the ice front may drive geostrophic flow beneath the shelf if
topographic trapping at the ice front can be overcome. This section explores the
relationship between wind and depth-averaged flow at the mooring.
Winds at the mooring site are influenced by seasonal variations in the regional
scale atmospheric situation. Mean wind and surface pressure fields from the
European Centre for Medium-range Weather Forecasting (ECMWF) ERA-interim
reanalysis project (Dee et al., 2011) show that during winter, strong southerly
winds flow across the Ross Ice Shelf (Fig. 2.13a). This flow is strongly influenced
by katabatic winds from the polar plateau which flow north, steered by the
Transantarctic Mountains to the western Ross Ice Shelf (Bromwich et al., 1992).
During summer the zonal pressure gradient across the Ross Sea is much weaker
due to the weakening and eastward movement of the Amundsen Sea Low (Raphael
et al., 2016), and wind speeds are consequently lower (Fig. 2.13b).
Wind forcing at the mooring site was investigated using surface winds measured
at Automatic Weather Station (AWS) Laurie II, located 18 km west of the mooring
site (Fig. 2.1b). Prior to the analysis numerous small gaps totalling ∼10 % of
the AWS record were filled by linear interpolation. Following this, for the initial
analysis of low-frequency wind-flow coupling, both wind and depth-averaged flow
records were smoothed using a 60 day cut-off low pass filter.
The smoothed time series of winds at the AWS show the dominant features of
the seasonal cycle identified by the ECMWF fields, including a persistent offshore
flow with typical winter speeds of ∼5 m s−1 and a distinct summer minimum of
∼2 m s−1 (Fig. 2.14). In contrast, currents show significant directional variability
as described in Section 2.3.4, with north-westward flow during winter and a
southward flow during late summer.
The time series were compared using the lagged cross-correlation (e.g. Thomson
and Emery, 2014):
Rxy(τ) =
∑
y∗(t)x(t+ τ)√∑|y(t)|2∑|x(t+ τ)|2 . (2.2)
50
Figure 2.13: Mean atmospheric conditions for (a) July and (b) January over 2011-2014,
showing wind speed (background color), sea level pressure (white contours) and wind
vectors (grey arrows). The mooring location is marked by the red dot.
Figure 2.14: Low frequency wind and flow variability. (a) Wind (black) and depth-
averaged flow vectors at the mooring (red). Both time series were smoothed using a
60 day cut-off low-pass filter. (b) Magnitude of the velocity time series shown in (a).
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Here, the correlation coefficient Rxy is a function of time lag τ between the time
series and is normalised to the range 0 to 1. x(t) and y(t) are the time series of
wind and flow velocity respectively. The two-dimensional velocities are represented
using complex notation, x = ua + iva and y = uo + ivo, where u and v are the
eastward and northward components of atmospheric (subscript a) and oceanic
(subscript o) flow, and i =
√−1.
Calculated using the two-dimensional wind and current velocities, Rxy reaches
a maximum of 0.62 at a lag of 58 days, suggesting a relatively weak coupling.
However, if calculated using the wind and current magnitude only (Fig. 2.14b),
the maximum correlation (R|x||y|) becomes 0.9 at a lag of 12.5 days (wind leads
currents). This suggests that at frequencies below 60 cpd wind has a strong if
indirect influence on ocean flow at the mooring site.
To investigate wind forcing of the flow in more detail, a frequency domain
approach is used here to identify the portions of the spectrum that are related.
The magnitude-squared coherence, or coherency (Thomson and Emery, 2014, pp.
509), between time series x(t) and y(t) with Fourier coefficients X(f) and Y (f),
is (e.g. Thompson, 1979):
C2xy(f) =
|
N∑
k=1
X∗k(f)Yk(f)|2
N∑
k=1
|Xk(f)|2
N∑
k=1
|Yk(f)|2
. (2.3)
Here, N is the number of independent realisations of the time series (or data
segments) over which spectra are calculated. The term X∗k(f)Yk(f) is the unscaled
cross-spectrum of the kth data segment, the angle of which is the phase lag
between X(f) and Y (f) within the segment. Normalisation by the product of the
auto-spectra scales coherency to the range 0 to 1. For a single realisation (N = 1),
coherency is 1 at all frequencies and the measure is unhelpful. However, as N
is increased, coherency remains close to 1 only for frequency components of the
two signals which have a consistent relative phase difference throughout the time
series.
Coherency between the wind and current time series was calculated by dividing
both records into N = 23 overlapping data segments of 120 days. For each segment,
the mean was removed and a Blackman window applied prior to the Fast Fourier
Transform (FFT) to reduce spectral leakage. Coherency was calculated for both the
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Figure 2.15: Coherency of winds at AWS Laurie II and depth averaged currents at
mooring M1 (See Fig. 2.1). (a) Magnitude squared coherence (coherency) of the wind
and current speed (black). Also shown is the coherency of wind and current velocity,
showing positive (red) and negative (blue) frequency rotary flow components. The
black dashed line indicates the 99 % confidence level for significant coherence estimated
following Thompson, (1979). (b) Phase lag between wind and currents. Positive phase
lags indicate wind leads currents.
(vector) wind and current velocities, and also for the wind and current magnitude.
Clearly some coherency occurs by chance, and the significance of the estimates
was calculated using the approach of Thompson, (1979). As each data segment
overlapped by 50 % with each of its neighbours, the samples were not strictly
independent, and a further test was made to determine whether the significance
estimate was appropriate for the chosen pre-processing. Coherency was calculated
for 1000 uncorrelated random noise signal pairs, preprocessed in an identical
manner to the observations. Aggregated across the 1000 samples, 1.07 % of all
spectral components showed coherency above the 99 % confidence interval of
Thompson, (1979), confirming the validity of the significance estimate for the
selected preprocessing.
Coherency of the wind and depth-averaged flow velocities (C2xy) is below the
99 % confidence level for most components of the clockwise and counter clockwise
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spectra (Fig. 2.15a). The only frequency at which both clockwise and counter
clockwise components approach significant coherency (at the 99 % level) is at 1 cpd.
Although this could indicate diurnal wind forcing of the flow, it is also possible
that this coherency is due to independent but related diurnal flow variability in
the atmosphere and ocean, which is phase locked by earth’s rotation, rather than
a direct wind-flow coupling at this frequency.
When coherency is calculated using wind and current speed (C2|x||y|) rather
than velocity, a somewhat different picture emerges. All frequencies below 0.07 cpd
(T>15 days) show coherency above the 99 % level. Coherency levels of 0.3 to 0.45,
indicate that 30 to 45 % of the low frequency flow speed variability is related to
wind speed variability. Although coherency at very low frequencies could indicate
independent but phase-locked seasonal variability in the ocean and atmosphere,
the strong coherency at frequencies up to 0.07 cpd suggest that the ocean is
responding to wind forcing. This notion is supported by the observed phase lags,
which show that the ocean response lags the wind by 45◦ to 90◦ (∼2 to 17 days).
These findings suggest that although depth-averaged flow is not directly wind
driven, flow speed is strongly influenced by wind speed variability at periods
greater than 15 days.
2.3.7 Weather band flow variability
The most energetic flow at the mooring site occurs within the so called ”weather
band” with periods ranging from ∼4 to 10 days (Fig. 2.9a), and this flow shows
little direct correlation with wind speed (Fig. 2.15). Power within the band is
highly variable, with a strong winter amplification (Fig. 2.8) and the observed
flow vectors typically rotate counter-clockwise in time (Fig. 2.9b).
Figure 2.16 illustrates aspects of this flow during August and September 2014
when the highest currents in the entire record were observed. Throughout the
period the flow is dominated by strong counter-clockwise rotation with periods of 3
to 10 days and speeds of up to ∼40 cm s−1. This oscillatory flow was superimposed
on a mean depth-averaged flow of 7.26 cm s−1, directed westward along the ice
front (Fig. 2.16). If the oscillatory flow is interpreted as eddies moving past the
mooring, the mean flow speed implies eddy length scales of 18 to 63 km.
Winter enhancement of low frequency flow variability has been observed
previously near the fronts of both the Ross and the Ronne ice shelves (Pillsbury
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Figure 2.16: Current vectors during the high flow period of August-September 2014.
The time series have been smoothed with a 48-hour low pass filter to remove tidal
variability and decimated to every 6th sample. Black dots indicate times when the
depth-averaged flow rotated through 270◦ in a counter-clockwise direction, the interval
between these events in days is numbered providing an approximate measure of flow
periodicity.
and Jacobs, 1985; Nicholls et al., 2003), and on the latter this was attributed to
the formation of baroclinic eddies in the nearby polynya (Nicholls et al., 2003).
Recent numerical modelling supports this interpretation (A˚rthun et al., 2013) and
suggests that similar processes may occur at the mooring site.
Several studies have examined the formation of eddies in regions of deep
convective mixing (e.g. Send and Marshall, 1995; A˚rthun et al., 2013) and the
process can be described as follows. In polynyas, rapid surface freezing during
winter releases brine into the water column which causes convective mixing, and
ultimately raises the salinity of the entire water column. Horizontal pressure
gradients across this ”convective chimney” drive a baroclinic circulation in thermal
wind balance; with cyclonic rim currents forming at the surface and anticyclonic
rim currents near the sea bed. After some time the rim currents become unstable,
producing eddies which detach from the polynya, transporting cones of high
salinity water away from the region. Numerical modelling of this process indicates
that these eddies have typical flow speeds of 10 to 20 cm s−1, periods of 5 to
6 days and horizontal and length scales of 10 to 15 km (A˚rthun et al., 2013);
characteristics which are similar to the enhanced flow observed at the mooring
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site during winter.
If this process is responsible for the winter flow enhancement at the mooring
site, some correlation between the flow and sea ice production within the region
could be expected. To investigate this further a proxy for sea ice production
within the Ross Sea Polynya was developed from the available meteorological
record. Sea ice production rates are a function of polynya area and the net rate of
heat loss at the sea surface. During the Antarctic winter, insolation is negligible
and sensible heat supply from the ocean is low as the underlying water is close to
the freezing point. In these conditions the surface energy budget is dominated
by sensible heat loss to the atmosphere, which is typically assumed to scale with
the ocean-atmosphere temperature difference and wind speed (e.g. Renfrew et al.,
2002; Chapman, 1999). Winds also influence polynya size with offshore winds
enlarging coastal polynyas by driving the sea ice away from the coast. Although
equilibrium modelling suggests that more rapid sea ice growth during strong
winds should counter this expansion (Chapman, 1999), polynyas are seldom in
equilibrium and the area of the Ross Sea Polynya increases rapidly in response to
wind events (Kwok et al., 2007; Dale et al., 2016).
Based on these considerations, a simple sea ice production index was formed
as follows:
ISIP (t) =
0 if Ta(t) > Tfp,|ua(t)|2(Tfp − Ta(t)) if Ta(t) < Tfp (2.4)
Here ua(t) and Ta(t) are the time dependent wind speed and air temperature,
respectively. Tfp is the ocean freezing point assumed to be −1.9 ◦C. This model
assumes that heat flux is a linear function of wind speed and thermal driving, and
that the polynya area scales wind speed. Equation 2.4 is only valid when sensible
heat supply from the ocean is zero, i.e., during the winter months when the ocean
mixed layer is at the freezing point.
A time series of total energy within the weather band component of the flow
was created by averaging the power spectral density across the weather band as
follows:
PSD(uWB)(t) =
|uWB(t)|2
∆fWB
. (2.5)
Here uWB is the depth averaged current velocity after band pass filtering to the
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Figure 2.17: (a) Power spectral density of the depth-averaged flow after band pass
filtering (b) Sea ice production index estimated from meteorological data (black with
left scale) and integrated weather-band power spectral density (red with right scale).
range 0.1 to 0.25 cpd. ∆fWB is the bandwidth of the filter (0.15 cpd).
Baroclinic eddies do not form instantaneously in response to wind forcing and
the ocean adjustment time-scale to equilibrium is ∼10 days (Chapman, 1999).
This response effectively integrates the effects of higher frequency wind forcing
and to account for this, both the sea ice production index and the weather band
power were smoothed with a 20 day cut-off low pass filter.
As expected, the sea ice production index shows a strong seasonal signal
with uniformly low values during summer when air temperatures are close to the
freezing point (Fig. 2.17b). Strong episodic variability occurs during winter when
both temperature and wind variability are important. Integrated weather band
flow variability is strikingly similar to the sea ice index, with peaks in the weather
band flow variability frequently following sea ice production maxima (Fig. 2.17b).
A maximum correlation between the time series of 0.83 (R2 = 0.7) occurs at a
lag of 5.25 days, similar to the time scale estimated for eddies to detach from a
convective chimney (Send and Marshall, 1995).
The correlation between sea ice production and weather band flow variability
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appears to be poor in early winter, possibly due to the assumption that heat
flux from the ocean is zero. Clearly this assumption is incorrect during summer
when sea surface temperatures near the ice front are above the freezing point; and
this heat may also delay the onset of sea ice production in autumn. While the
proxy used for sea ice production is crude, these observations give some support
to the notion that the enhanced weather band flow is driven by baroclinic eddies
generated in the polynya.
Raw observations (Fig. 2.16) and rotary flow spectra (Fig. 2.9) indicate that
flow in the weather band is strongly polarised, with the flow direction rotating
counter-clockwise in time. This strong and persistent polarisation requires some
explanation. Although the flow within individual dense-core eddies is counter-
clockwise at depth (see A˚rthun et al., (2013) their Fig. 6), the apparent rotation
direction for a fixed observer in a field of moving eddies depends on the position of
the observer relative to the eddy trajectory. The observed flow rotation suggests
that the mooring site is to the left of the eddy flow path, and the mean flow
direction suggests that the observed motion is caused by eddies moving westward
along the ice front with the coastal current.
Baroclinic eddies generated in the polynya explain many features of the low
frequency flow variability at the mooring site; however, several other processes
may also contribute, including frontal instabilities and vorticity waves (Arzeno
et al., 2014). In particular, the ice front forms a discontinuity in water column
thickness which could act as a wave guide (Longuet-Higgins, 1968), and wind stress
variations are expected to generate Kelvin waves which then propagate westward
along the discontinuity (Mysak, 1969) with similar periods to the observed flow
(Willmott, 1984). Although these provide plausible explanations for some aspects
of the flow, the near-absence of such flow during summer suggests that the flow is
linked to sea ice production.
2.4 Conclusions
Oceanographic conditions at the mooring site are dominated by the influence of
the nearby Ross Sea Polynya which drives seasonal variations in water masses and
flow beneath the ice shelf. During winter, HSSW formed by sea ice production
in the polynya fills most of the water column, while near the ice base, a thin
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layer of ISW is intermittently observed. Winter currents are enhanced by strong
variability in the weather band (periods of 4 to 10 days). These almost circularly
polarised oscillations, with typical speeds of ∼20 cm s−1, are strongly correlated
with sea ice production rates, suggesting the flow is driven by baroclinic eddies
generated in the polynya. At lower frequencies, flow and wind speed variability are
strongly correlated, suggesting that wind plays an important role in modulating
low frequency flow at the mooring site.
At the mooring site, water temperature and salinity near the sea bed are
extremely stable throughout the year due to the continuous presence of HSSW;
however, near the ice base there is a strong seasonal cycle. During summer
relatively warm and fresh AASW is observed intermittently near the ice base
indicating that surface waters from north of the ice front are entering the cavity.
While the mooring is only 7 km from the ice front, current meter records show
a sustained southward flow each summer, which may ventilate up to ∼200 km
of the outer cavity. The inflow is preceded each year by a marked weakening of
wind speeds in early January, however it is unclear whether the reduction in the
offshore wind stress or the development of near surface stratification in summer
control the intrusion.
These observations highlight the important role that winds on the Ross Ice
Shelf play in setting oceanographic conditions within the ice shelf frontal zone.
During winter, strong offshore katabatic winds open the polynya, where brine
rejected during sea ice production provides the potential energy to drive deep
mixing, and ultimately the kinetic energy of eddies which propagate beneath the
shelf. During spring, winds expand the polynya, and the resulting open water
provides an albedo feedback leading to solar heating of the surface layer, some
of which is transferred to the ice shelf base. Both of these processes are likely
to influence ice shelf basal melt rates, and this coupling implies that the frontal
zone of the ice shelf is likely to respond rapidly to future changes in sea surface
conditions on the open shelf.
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CHAPTER 3
Basal melting: Low frequency variability
3.1 Introduction
This chapter presents a 4 year record of basal melting in the frontal zone of
the Ross Ice Shelf using observations from an Upward Looking Sounder (ULS)
deployed at the mooring site (Fig. 2.1). The ULS record is used to characterise
seasonal and inter-annual melt rate variability at the site, and in conjunction with
oceanographic data from the mooring, is used to identify the drivers of this low
frequency variability.
The use of ULS for ice shelf basal melt rate measurement is relatively novel.
The record presented here is the first multi-year record of its type, and possibly
the longest time series of basal melt rates produced from any in-situ observations.
The technique provides a practical approach to measuring basal melting even
under marine ice which may obscure radar observations, and for this reason a
detailed description of the instrument, data processing and error estimation is
given.
3.2 Methods
3.2.1 Instrumentation and sampling
In order to monitor basal melt rates throughout the mooring deployment, a
ULS which measured the elevation of the ice base relative to the instrument was
developed and installed on the sub-ice shelf mooring (Fig. 3.1a). The primary
sensor on the ULS was a Tritech PA-500 acoustic altimeter which measured range
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Figure 3.1: (a) The assembled ULS mounted to the mooring wire during deployment.
(b) ULS and oceanographic instrument deployment schematic with nominal depths of
the instruments below the ice base during deployment.
to the ice base with a nominal resolution of ∼1 cm. The altimeter was mounted
to a Nortek Aquadop ACM that provided power, data logging and telemetry for
the sensor. In addition, the ACM measured water temperature and instrument
tilt, and these observations enabled post processing which significantly improved
the quality of the melt rate record.
The altimeter was powered on for 10 s every 2 hours throughout the deployment,
and while powered operated with a ping rate of 10 Hz. Bed ranges were calculated
by the altimeter and returned continuously as a 0 to 5 V analogue signal that
was averaged by the ACM to produce a single range per interval. To minimise
acoustic interference between the altimeter and other ACMs, ULS sampling was
delayed by 2 minutes relative to the other ACMs.
Prior to the deployment there was some concern that the range record could
be biased if lateral melting within the base of the hole caused the borehole to
widen significantly. To avoid this potential effect, the ULS was mounted 15 m
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below the ice base and the acoustic beam directed away from the mooring wire
(Fig. 3.1b), providing range measurements to points approximately 3 m from the
borehole. Although this approach provided reasonable confidence that ranges
would not be influenced by the borehole, the relatively long range and oblique
view of the ice base caused scatter in the observations which reduced the record
quality. This issue is discussed further in Section 3.2.2. The ULS operated in
conjunction with the moored instruments described in Section 2.2.1, including an
ACM located 5 m above the ULS and a TS logger located a further 2 m closer to
the ice base (Fig. 3.1b).
3.2.2 Data processing
A number of preprocessing steps were required to convert the raw slant-range
observations into a usable melt rate record. These included data cleaning, sound
speed and instrument tilt corrections, low pass filtering and averaging. These
steps are described below.
The raw slant range record contained numerous outliers which were not physi-
cally plausible (Fig. 3.2a). These points, possibly caused by the acoustic beam’s
side lobes, were removed by applying an 18-point running median filter, and
removing raw ranges which differed from the smoothed series by more than 1 m
(Fig. 3.2a-b).
Ranges reported by the altimeter were calculated using a constant assumed
sound speed of 1473 m s−1.To account for in-situ sound speed variability, the raw
ranges were rescaled using an estimate of in-situ sound speed based on temperature
measurements at the upper ACM and the mean salinity observed at the upper
TS logger prior to its failure (34.43 psu). The available salinity record indicates
that range errors due to the assumption of constant salinity are typically <1 cm.
Mooring swing caused slant range variations of up to ±2 m when flow speeds
were high and this effect accounts for a significant proportion of the variance
after outlier removal (Fig. 3.2c). This effect was corrected using precise tilt
measurements made by the ACM during each observation. Although mooring
swing affects both the observed slant range and the vertical distance of the ULS
from the ice base, the length of wire between the instrument and the ice base (R)
provides a measure of ice base elevation which is insensitive to swing (Fig. 3.1b).
Assuming that the ice base is flat and the mooring wire pivots at the ice base, R
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Figure 3.2: ULS time series processing: (a-b) Slant ranges before (a) and after (b)
outlier removal, showing raw ranges (black points) and the running median (grey line).
(c-d) Cleaned ranges before (c) and after (d) tilt and swing correction by Equation
3.1. (e-f) Vertical ranges before (e) and after (f) removal of observations biased by low
battery voltage.
can be determined from the observed slant range and sensor tilt as follows:
R = r
cos(α− φ)
cos(φ)
. (3.1)
Here r is the observed slant range, φ the ULS pitch and α the 13◦ tilt of the
ULS beam relative to the wire (Fig. 3.1b). Equation 3.1 was applied to cleaned
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and sound-speed corrected slant ranges to create a time series of basal elevation
relative to the nominal ULS depth (Fig. 3.2c-d).
Throughout the deployment, the voltage of the ULS battery declined and
during several periods, supply to the altimeter dropped below its minimum
specified operating level of 9.5 V. During these periods ranges were biased low
(Fig. 3.2e). To remove this effect, all observations made with a battery voltage
<10 V were removed. Gaps in the time series were filled using the median of the
remaining observations sampled within ±2 days of the missing observation. A
single 10 day gap in September 2013 could not be replaced in this way and this
was filled by linear interpolation. The time series was truncated at 31 November
2014 after which battery voltages were frequently below 10 V causing large gaps
in the record.
Although swing correction reduced high frequency variability in the time series
considerably, the processed time series shows scatter of ±0.2 m. This scatter,
which is much larger than that expected for the sensor, can be explained by
considering the geometry of the ice base and the acoustic beam in detail. Imagery
of the ice shelf base (Fig. 6.10) suggests that at the scale of the acoustic wavelength
(2.9 mm) the base is smooth and is likely to act as a specular reflector. At larger
scales the base undulates, and under these conditions the echo from the base is
likely to be dominated by isolated ”bright points” where the ice base is normal to
the acoustic beam. From 15 m range, the altimeter’s 6◦ acoustic beam insonifies
a ∼2 m diameter region of the ice base. Due to the oblique view angle of the
altimeter, individual reflectors from within the acoustic footprint vary in range by
−0.19 to 0.24 m about the mid-point. This scatter closely matches that observed
in the time series, suggesting that the noise is a product of the roughness of the
ice base and the orientation of the sensor.
Although the high frequency scatter effectively overwhelms the melt signal at
time scales of days to weeks, the long term trend and low frequency variability
in the the time series is dominated by melting. This signal was recovered by low
pass filtering the record. To determine an effective cut-off frequency, the ULS
range record was compared with a range record derived from ApRES observations
at the mooring site during 2014 (Chapter 4). Power spectra of the two time series
(Fig.3.3) show that at frequencies below ∼0.02 cpd, variability in the ULS record
closely matches the radar observations. At higher frequencies the ULS spectrum
flattens, indicating a noise floor of 0.01 m2 cpd−1, while the radar spectrum
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Figure 3.3: Power spectra of the ULS (black) and ApRES (red) range records calculated
using Welch’s periodogram technique after de-trending the time series. Shading around
these lines represents the 95 % confidence interval of the spectral estimate. Background
shading indicates the cut-off band of the filter chosen for the ULS range record.
continues to decrease throughout the observed frequency range indicating its
much higher precision. Based on this, the ULS time series was smoothed using a
low-pass filter with a cut-off frequency of 0.02 cpd (Fig. 3.4a). Residuals between
the raw and smoothed records (Fig. 3.4c) show a skewed distribution which
matches that expected from the ULS beam geometry. Melt rates calculated from
the smoothed time series (Fig. 3.4b) were then averaged to produce a 45 month
series of monthly mean melt rates.
3.2.3 Validation
The accuracy of the resulting monthly-mean melt rates was assessed by comparing
these with melt rates derived from a time series of phase sensitive radar observations
made at the mooring site during 2014 (Chapter 4). To aid the comparison, the
radar range time series was firstly filtered and averaged to match the processing
of the ULS observations, and the first and last months of the overlapping period
were omitted to avoid filter end effects. This left a 10-month comparison period of
January-October 2014. Over this period the records show a reasonable agreement,
with a mean difference of 0.14± 0.43 m yr−1 (1σ) (Fig. 3.5). Radar derived melt
rates have very low formal errors and differences between the two melt rate records
66
Figure 3.4: ULS filtering: (a) ULS ranges before (grey) and after (black) filtering with
a cut off frequency of 0.02 cpd, (b) Meltrates derived from the smoothed range record,
(c) range residuals between raw and filtered time series.
are interpreted as errors in the ULS observations due to low frequency noise which
remains after filtering. Radar observations of net melting between 16 January 2013
and 10 Jan 2014 (Chapter 5) provide an additional check on the ULS record. Over
this period the ULS and radar estimates of net melt were 1.63 m and 1.55± 0.02 m,
respectively.
The mean differences between the radar and ULS melt rates for 2013 and 2014
of 0.14 m yr−1 and 0.08 m yr−1, suggest that there may be a small systemic bias in
the ULS observations. Although the difference is similar to the standard error of
the mean for the 10 month ensemble, cable slip provides a plausible explanation
for the ULS overestimate of melting in both years. ULS melt rates are calculated
assuming that the mooring cable is fixed rigidly to the ice shelf base, and any
movement of the cable relative to the ice shelf will appear as melt in the ULS
record.
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A basic force balance suggests that after the borehole refreezes the ice shelf
can support the mooring cable with very low average shear stress; however, firn
compaction and strain thinning of the ice shelf acts to relieve tension on the upper
sections of the cable, progressively moving the load bearing section closer to the
ice base. With sufficient strain, it appears possible that viscous shear may allow
the cable to slide relative to the base of the ice shelf.
Precise pressure records from TS loggers on the mooring provide an independent
means to investigate cable slip at the site. After removing pressure changes due to
atmospheric pressure variations, mooring swing, melting and surface accumulation,
the observed pressure records suggest that any bias is likely to be within the range
0 to 0.1 m yr−1. This is considered the lower bound on melt rate uncertainty from
the ULS regardless of averaging period. If the movement is intermittent this may
explain larger discrepancies in individual months, however the following analysis
of seasonal and inter-annual variability is relatively insensitive to these effects.
Figure 3.5: Comparison of monthly-mean melt rates observed by the ApRES and
ULS.
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3.3 Results
3.3.1 Seasonal cycle
Between February 2011 and November 2014 the ULS recorded a range increase
of 6.72 m indicating a mean basal melt rate of 1.8 m yr−1. Melt rates show some
seasonal variability and to quantify this, melt rate statistics were calculated for
each of the 12 calendar months (Table 3.1). For the purpose of the analysis, the
year was also divided into summer (December-March) and winter (April-November)
- seasons which broadly reflect the seasonal variation in water temperature at the
site.
To aid interpretation of melt rate variability, Table 3.1 also shows mean flow
speed and thermal driving (T∗) near the ice base. Thermal driving, defined as
the difference between the water temperature and its in-situ freezing point, was
calculated from the upper ACM temperature record assuming a constant in-situ
freezing point of −2.057 ◦C. To ensure consistency with the monthly-mean melt
rates, thermal driving and current speed records were filtered and averaged using
the same process applied to ULS record.
Melt rates show an asymmetric annual cycle with relatively constant melt
rates throughout much of winter (April to September), and a short period of rapid
melting during summer (Table 3.1 and Fig. 3.6a). Mean melt rates during winter
are 1.4 m yr−1 and the minimum monthly-mean rate of ∼1.1 m yr−1 occurs during
October and November. During summer, melt rates average 2.7 m yr−1 with a
maximum rate of 4.2 m yr−1 during February.
Thermal driving and flow speed show clear annual cycles which explain the
major features of the melt rate variability. Throughout winter, thermal driving
remains at or below 0.2 K, gradually reducing to a minimum of ∼0.1 K in late
winter (September-November). Throughout spring thermal driving increases
rapidly, reaching a maximum of 0.56 K in February. Mean flow speeds show a less
pronounced seasonal cycle, with minimum speeds of ∼10 cm s−1 during summer
and maximum speeds of >14 cm s−1 during late winter when eddy activity is
strongest (Fig. 3.6c). The seasonal temperature and flow speed cycles are out of
phase, and flow variations appear to moderate the annual melt rate cycle slightly.
Although thermal driving declines throughout most of winter, gradually increasing
mean flow speeds from April to September compensate for this, causing the nearly
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constant melt rates in this period. In contrast, from September to November,
thermal driving remains nearly constant, and melt rates reduce in response to the
weakening flow.
Correlation of the 45-month time series of mean melt rates and thermal driving
indicate a coefficient of determination (R2) of 0.7, suggesting that 70 % of low-
frequency melt rate variability at the mooring site is driven by changes in water
temperature. In order to determine the additional impact of flow speed variability,
melt rates were also compared with a simple proxy for the total oceanographic
forcing, defined here as the product of thermal driving and flow speed. Correlation
of melt rates against this proxy gave an R2 of 0.77, indicating that while flow
speed does measurably influence melt rates at the mooring site, the seasonal melt
rate cycle is primarily driven by temperature variability.
Month Melt rate T∗ Speed
m yr−1 K cm s−1
Dec 1.7 ± 0.2 0.17± 0.05 9.5 ± 1.2
Jan 2.7 ± 0.4 0.30± 0.05 10.1 ± 0.4
Feb 4.2 ± 1.0 0.53± 0.16 11.2 ± 0.2
Mar 2.3 ± 0.5 0.40± 0.16 9.8 ± 1.1
Apr 1.5 ± 0.6 0.19± 0.04 11.1 ± 0.4
May 1.5 ± 0.5 0.16± 0.03 12.5 ± 0.7
Jun 1.6 ± 0.4 0.12± 0.01 12.8 ± 1.7
Jul 1.4 ± 0.4 0.11± 0.01 12.4 ± 0.3
Aug 1.5 ± 0.4 0.11± 0.02 14.6 ± 3.0
Sep 1.4 ± 0.6 0.10± 0.03 14.2 ± 3.7
Oct 1.1 ± 0.3 0.10± 0.01 12.1 ± 1.9
Nov 1.1 ± 0.3 0.10± 0.03 10.4 ± 0.8
Table 3.1: Monthly mean melt rates, thermal driving (T*) and current speed. Error
estimates are one standard deviation.
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Figure 3.6: (a) ULS melt rate, (b) thermal driving and (c) flow speed averaged per
calendar month over the entire deployment (main bars). Maximum and minimum values
for each monthly mean are indicated by the light grey bars.
3.3.2 Inter-annual variability
To investigate inter-annual variability, mean melt rates were calculated for the four
winters, three summers and three complete years (December-November) observed
(Fig. 3.7 and Table 3.2). Although the record is too short to provide robust
statistics, it provides some indication of the scale of inter-annual variability at the
mooring site.
Over the three full years, annual-mean melt rates range from 1.65 to 2.14 m yr−1,
with an inter-annual variability of ±14 % of the mean rate. Winter melt rates also
show considerable variability, ranging from 1.19 to 1.78 m yr−1. Melt rates were
highest during 2014 and this appears to be primarily due to rapid winter melting
driven by the unusually strong (>18 cm s−1) mean flow speeds during August and
September. This flow is associated with eddies (Fig. 2.17) ultimately attributed
to the strong winds which drive rapid sea ice production during this period (Fig.
2.14). These observations imply that rapid cooling of the sea surface during winter
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ultimately increases basal melt rates within the ice shelf cavity.
Mean summer melt rates show inter-annual variability which appears to be
primarily driven by changes in water temperature. Over the 3 summers observed,
thermal driving ranged from 0.31 to 0.48 K, whereas flow speeds varied by just
3 % from 9.99 to 10.29 cm s−1. The relatively constant mean summer flow speeds
are attributed to the diurnal tides, which provide a consistent background flow
when the strong low-frequency variability seen in winter is absent.
Period Melt rate Temp. T∗ Speed
m yr−1 ◦C K cm s−1
winter 11 1.38 −1.96 0.10 12.02
winter 12 1.28 −1.94 0.11 12.47
winter 13 1.19 −1.93 0.13 12.07
winter 14 1.76 −1.92 0.14 13.51
summer 12 2.37 −1.75 0.31 10.29
summer 13 2.85 −1.71 0.35 9.99
summer 14 2.89 −1.57 0.48 10.26
2012 1.65 −1.88 0.18 11.74
2013 1.75 −1.85 0.20 11.38
2014 2.14 −1.80 0.25 12.43
Table 3.2: Seasonal mean melt rates, thermal driving and flow speed for sum-
mer (December-March), winter (April-November) and the full melt-years (December-
November).
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Figure 3.7: Monthly mean time series of (a) ULS melt rates, (b) thermal driving and
(c) current speeds from the upper Aquadop. Shading indicates the periods used for
seasonal averaging.
3.4 Discussion
The ULS record indicates a long-term mean melt rate of 1.8 m yr−1 at the mooring
site. This value is approximately an order of magnitude greater than estimates
of the shelf-wide average basal melt rate (Smethie and Jacobs, 2005; Moholdt
et al., 2014), but broadly consistent with remote sensing estimates of melting
in the north-west sector of the shelf (Rignot et al., 2013; Moholdt et al., 2014).
Oceanographic models also indicate high melt rates near Ross Island (Holland
et al., 2003; Dinniman et al., 2007) and very high rates near the ice front during
summer (Stern et al., 2013).
The most directly comparable estimate of basal melting was made at the M1
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mooring site immediately prior to the ULS deployment (Arzeno et al., 2014). This
estimate was based on a GPS elevation record made at the site between November
2010 and January 2011. After correction for barometric pressure variations the
GPS record showed an elevation trend of −0.22 m yr−1 which was used to infer a
maximum basal melt rate of 2.1 m yr−1 over the period. This estimate is similar
to mean ULS melt rates for this time of year; however, the estimate was given as
an upper bound as it did not take into account strain thinning, firn compaction
or surface accumulation, all of which influence surface elevation trends.
Direct observations of strain thinning and firn compaction by ApRES at the
mooring site (Section 4.3.3), can now be used to refine the estimate. These
estimates indicate a surface lowering of 0.13 m yr−1 due to firn compaction, and
0.03 m yr−1 due to strain thinning. Together these processes account for a surface
lowering rate of 0.16 m yr−1, leaving surface accumulation and basal melting to
account for the remaining −0.06 m yr−1. Although surface accumulation was not
measured at the site, acoustic depth gauge measurements of surface height at
nearby AWS Ferrell (Fig. 2.1b) indicate minimal accumulation during the period
(Cohen and Dean, 2013). This implies that the residual elevation trend was caused
by a basal melt rate of ∼0.6 m yr−1. This rate is lower than any monthly-mean
melt rate measured by the ULS over the following 4 years, and approximately
30 % of the mean rate observed during November-January.
Although this appears to indicate a significant difference between the GPS and
ULS estimates, the absolute magnitude of the GPS elevation change is small. For
example, over the 70 day deployment, the GPS elevation trend of −0.21 m yr−1
indicates a net lowering of 4 cm, 3 cm of which is accounted for by compaction and
strain. The two estimates would be reconciled if the net lowering over the GPS
record was ∼2 cm greater, and considering the accuracy of GPS elevation estimates,
the difficulties of removing all tidal effects from the record, and the potential
effects of ocean dynamic topography, this seems plausible. This illustrates the
difficulty of estimating ice shelf basal melt rates from surface elevation records,
even when using precise ground-based sensors.
A key finding from the ULS record is the strong seasonal cycle in melt rates
within the frontal zone primarily driven by the seasonal appearance of AASW which
provides heat for rapid summer melting. The notion that warm surface waters
drive rapid melting within the frontal regions of ice shelves is well established (e.g.
Jacobs et al., 1992), and numerical models (e.g. Assmann et al., 2003; Dinniman
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et al., 2007) and observations of warm AASW beneath the McMurdo Ice Shelf
(Stern et al., 2013) support this idea. The present observations support the finding
of these earlier studies and provide the most direct evidence to date that frontal
melting is driven by warm surface water entering the cavity.
Mean melt rates at the mooring site show inter-annual variability which is
associated with summer water temperature variability and to a lesser extent winter
flow speed variability. To investigate whether melt rates at the mooring site are
influenced by regional scale sea surface temperature (SST) variability, the melt
rate record was compared to SST fields from the ECMWF ERA Interim reanalysis
project (Dee et al., 2011). The SST fields (Fig. 3.8) show a pool of relatively
warm (>0 ◦C) water which develops in the Ross Sea Polynya due north of the
mooring site each summer. Localised warming is first apparent during December,
peaks in January, and by March the surface is again close to the freezing point.
The SST fields show some inter-annual variability, with a significantly smaller pool
of warm water and lower maximum SST during 2012 than either of the following
two summers. This qualitatively matches the observed inter-annual variability
in melt rate, and although the record is not sufficiently long to provide a robust
correlation, this suggests that inter-annual melt rate variability at the mooring
may be at least partly driven by the availability of warm surface water within the
Ross Sea Polynya region. Clearly, surface waters can only influence melt rates
within the cavity if an inflow exists, and inter-annual variability in the summer
inflow is also likely to influence the extent and quantity of melting.
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Figure 3.8: ECMWF Sea Surface Temperature for the 2012 (top), 2013 (middle) and
2014 (bottom) summers. Red dots indicate the mooring location.
3.5 Conclusions
Four years of ULS observations from beneath the Ross Ice Shelf provide one of
the first multi-year records of ice shelf basal melting made for any ice shelf. The
observations were made with readily available oceanographic instruments, and
present an accessible method for long-term monitoring of basal melt. Due to
scatter in the individual range observations, low pass filtering of the signal was
required to achieve an acceptable signal to noise ratio. Although this caused the
loss of high frequency variability in the record, the smoothed record still provides
an adequate basis for the characterisation of seasonal and inter-annual variability
in basal melting at the mooring site.
Basal melt rates at the mooring site averaged 1.8 m yr−1 over the deployment,
an order of magnitude greater than the estimated shelf wide average. Melting
shows strong seasonal variability with monthly mean melt rates ranging from
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1.1 m yr−1 in late winter, to 4.2 m yr−1 during February. 70 % of this variability
can be explained by changes in thermal driving, which are primarily due to
the appearance of warm AASW near the ice base at the mooring site during
summer. Flow speeds are highest when water temperatures are lowest, so flow
speed variability acts to moderate the melt rate cycle somewhat. This is most
evident during winter when increasing flow speeds compensate for a gradual
decrease in thermal driving, resulting in relatively constant winter melt rates.
Approximately half of net melting occurs within the summer months (December-
March) when relatively warm AASW reaches the mooring site. During winter,
melt rates at the mooring site are still well above the shelf wide average due to
higher than average flow speeds and thermal driving. Both of these effects are
consistent with the presence of energetic baroclinic eddies formed in the polynya
which transport HSSW into the cavity throughout winter. Combined, these ob-
servations suggest that melt rates at the mooring site are strongly influenced by
surface processes within the neighbouring Ross Sea Polynya, both in winter when
sea ice formation drives eddy formation and during summer when warm AASW
enters the cavity.
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CHAPTER 4
Basal melting: High frequency variability
4.1 Introduction
This chapter describes basal melt rate variability at the Ross Ice Shelf mooring
site using high-resolution observations made by surface-based phase-sensitive
radar. These observations complement the ULS record of low frequency melt rate
variability (Chapter 3) by resolving melt rate variability up to sub-daily time
scales of tidal forcing.
The melt rate time series are presented with observations of oceanographic
conditions beneath the ice shelf, and the conditions leading to the highest and
lowest observed melt rates are examined in detail. These observations are some
of the highest-resolution time series of ice shelf basal melting to date, and were
made using a phase-sensitive radar designed specifically for ice shelf melt rate
monitoring. In addition to the observations, this chapter provides a description of
the instrument, its operating principle and the data processing methods used to
determine melt rates from the raw observations.
4.2 Phase-sensitive radar in glaciology
4.2.1 Development
Radio Echo Sounding is a commonly used glaciological technique for determining
the thickness of glaciers and ice sheets (Bogorodski et al., 1985; Dowdeswell and
Evans, 2004). The technique relies on the precise measurement of the time-of-flight
for a Radio Frequency (RF) signal transmitted from the antenna to travel to the
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ice base and back to the antenna. This delay, or two-way travel time, can be used
to estimate the target range R as follows:
R =
τci
2
. (4.1)
Here τ the two-way travel time, and ci the mean signal propagation speed in ice.
The technique is typically used to map spatial variations in ice thickness, but due
to its limited range resolution, time-domain Radio Echo Sounding is seldom used
to detect temporal changes in ice thickness (Dowdeswell and Evans, 2004).
The development of modern phase-sensitive Radio Echo Sounding began in
the 1970’s when researchers at the University of Bristol proposed a technique,
which by utilising the phase of the RF carrier, could dramatically improve range
resolution (Nye et al., 1972). Using this technique the authors proposed repeated
surveys of a fixed point in space in order to monitor thickness changes of the
Antarctic Ice Sheet.
Although early trials were made (Walford et al., 1977), the technique was not
commonly used in ground-based glaciology until nearly three decades later when
the stepped-frequency phase-sensitive Radio Echo Sounder (pRES) was developed
at British Antarctic Survey (BAS) (Corr et al., 2002). This device was designed
to measure thickness changes in a reference frame moving with the ice, in order
to estimate basal melt rates directly. This instrument was used in the Antarctic
(e.g. Corr et al., 2002; Nicholls et al., 2004; Jenkins et al., 2006) and the Arctic
(Dutrieux et al., 2014), making some of the first direct observations of ice shelf
basal melting. While the pRES opened new possibilities for glaciological research,
the instrument was temperature sensitive, and due to its high power consumption,
long term autonomous operation was not practical.
To overcome these limitations, BAS in conjunction with University College
London developed a phase-sensitive radar specifically for ice shelf basal melt rate
monitoring (Brennan et al., 2014; Nicholls et al., 2015). This Autonomous phase-
sensitive Radio Echo Sounder (ApRES) uses a Frequency Modulated Continuous
Wave (FMCW) signal, making use of recent advances in digital signal synthesis
and timing (Brennan et al., 2014). The ApRES is light, robust and can sample
autonomously, making long-term monitoring of ice shelf basal melting possible for
the first time. Several prototypes of this new instrument were used in this study.
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4.2.2 FMCW radar operating principle
FMCW radars are characterised by continuous transmission of a frequency modu-
lated carrier wave over periods much greater than the target two-way travel time.
For the ApRES, transmission is broken into discrete ”chirps”, within which the
carrier frequency ramps linearly over a 1 s period. Reflections from the target are
received throughout each chirp transmission, and for a linear chirp, the instanta-
neous frequency difference between the Transmit (Tx) and Receive (Rx) signals is
proportional to target range (see Fig. 4.1).
To determine this frequency difference, the Tx and Rx signals are combined
using a frequency mixer. Mixing combines the Tx and Rx signals, producing
output at two side-bands corresponding to the sum and difference of the two
input frequencies (e.g. Marki, 2010). After low pass filtering, the remaining signal,
known as the Intermediate Frequency (IF) or ”deramped” signal, is at the Tx-Rx
frequency difference.
The phase of the deramped signal is also proportional to target range, providing
a vernier scale to the range measurements. For the ApRES instrument with a
centre frequency of 300 MHz, phase variations of 2pi accompany every 0.28 m
of range change. With suitable processing this fine-scale range estimate can
be combined with the frequency-derived total range to produce absolute range
measurements with sub-mm precision (Brennan et al., 2014). A quantitative
description of FMCW radar theory is given below.
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τfd
τ = 2pifdK
Figure 4.1: Schematic of FMCW radar operating principle for a single reflector. The
Tx signal (red) linearly increases from 200 MHz to 400 MHz over the 1 s chirp duration.
The Rx signal (blue) is identical to the Tx, but delayed by the two-way travel time τ . The
inset equation shows how the two-way travel time is related to the instantaneous Tx−Rx
frequency difference fd and the chirp gradient K. τ and fd have been exaggerated for
the illustration.
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4.2.3 FMCW radar theory
Following Brennan et al., (2014) it can be shown that the instantaneous phase
φd(t) of a deramped linear FMCW chirp is:
φd(t) = φTx − φRx = ωcτ +Kτ
(
t− T
2
)
− Kτ
2
2
. (4.2)
Here φTx and φRx are the instantaneous phase of the Tx and Rx signals, ωc the
angular centre frequency of the chirp and t the time elapsed since the chirp start.
K is the chirp gradient (rad s−2) which is a function of the bandwidth B (Hz) and
the chirp duration T :
K =
2piB
T
(4.3)
Differentiating equation 4.2 with respect to t indicates that the angular frequency
of the deramped chirp is directly proportional to the two-way travel time:
ωd =
dφd
dt
= Kτ. (4.4)
By combining Equations 4.1, 4.3 and 4.4, target range can be restated for a linear
FMCW chirp in terms of the deramped signal frequency fd =
ωd
2pi
, i.e.:
R =
fdciT
2B
, (4.5)
fd is typically determined by Discrete Fourier Transform (DFT) of the de-
ramped signal, resulting in a spectral estimate with a frequency resolution of
∆fd = 1/T . This implies a range resolution between DFT bins of:
∆Rc =
ci
2B
, (4.6)
and a total range of the nth (zero based) DFT bin centre of:
Rc(n) =
nci
2B
. (4.7)
This so called ”coarse-range” (Brennan et al., 2014) relation is valid for DFT bin
n = 0 to n = (N/2)− 1 where N is the number of samples in the digitised signal.
For the ApRES with B =200 MHz, ∆Rc =0.43 m in ice.
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Although the DFT provides spectral estimates at discrete frequencies, each
component of the DFT spectrum represents the total energy from a band with
a nominal width of ∆fd. Considering the frequency-range equivalence implied
by Equation 4.5, this implies that each component of the spectrum represents
the coherent sum of all signals from within the range bin (nominally ±∆Rc
2
of
the bin-centre). Many discrete reflectors may contribute to this signal, and
components of the DFT spectrum are called ”effective reflectors” in the following
analysis to indicate the (potentially) distributed nature of the target. In practice,
neighbouring spectral lines are not completely independent as some degree of
spectral leakage is inevitable. The extent of this effect is determined by the
windowing function used to taper the time series during signal processing.
Equation 4.7 indicates the range of each DFT bin centre, but provides no
indication of the distance of the effective reflector from the bin centre. This latter
value can be estimated from the phase of the deramped signal as shown below.
Evaluating equation 4.2 at the chirp centre (t = T/2), removes the time dependent
term, leaving:
φdc = ωcτ − Kτ
2
2
. (4.8)
Here φdc is the instantaneous phase of the deramped signal at the chirp centre.
For typical ranges the second term on the right hand side is negligible. Ignoring
this and substituting in the centre frequency wavelength λc = 2pici/ωc gives:
R (mod
λc
2
) =
λcφdc
4pi
. (4.9)
This indicates that the instantaneous phase of the deramped signal at the chirp
centre gives a precise, although ambiguous mod λc/2, estimate of the total range
of the effective reflector. If the range from the corresponding bin centre is required,
this can be calculated by applying a range-dependent phase offset to the spectrum
to account for the expected signal phase at the bin centre (see Brennan et al.,
2014, Equation 17). The resulting estimate of the distance between the effective
reflector and its bin centre is known as ”fine range” (Brennan et al., 2014).
The distinction between the two estimates of range provided by Equations 4.7
and 4.9 is critical to understanding phase sensitive FMCW observations. For each
of the N/2− 1 spectral lines, Equation 4.7 indicates the range of the bin centre,
whereas Equation 4.9 indicates total range (mod λc/2) to the corresponding
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effective reflector. With care these two estimates of range can be combined for
an unambiguous estimate of total reflector range with phase precision (Brennan
et al., 2014).
4.2.4 Estimating melt-rate from range observations
A number of processes affect the range of the ice shelf base as observed by surface
based radar, and careful consideration of these effects is required to determine
basal melt rates from sequential range observations. Over time, the observed
two-way travel time between the radar and the ice shelf base can be influenced
by surface accumulation, firn compaction, vertical strain and basal melting. In
addition, changes in radar hardware and performance may also influence the
observations.
The ability to determine melt rates from ApRES observations relies on the
detection of stable internal reflectors within the ice shelf which provide a reference
frame for the observations. A single identifiable reflector below the firn used as a
vertical reference level, can be used to eliminate the effects of hardware changes,
surface accumulation and firn compaction (Jenkins et al., 2006). After removing
these effects, remaining thinning or thickening between the reference reflector and
the ice base is only influenced by vertical strain within the ice shelf and basal
melting. To determine basal melting an estimate of vertical strain is required, and
early studies inferred vertical strain from the divergence of a surface stake network
(Corr et al., 2002). More recently, it has been shown that vertical strain rates
can be inferred directly from the radar observations of internal layer displacement
(Jenkins et al., 2006; Nicholls et al., 2015), removing the need for an independent
estimate of divergence.
Using this method, radar observations are made on a moving column of
ice marked at the ice shelf surface by stakes. The Lagrangian nature of the
measurement means that in contrast to many previous methods, the technique
does not require an assumption of steady-state melting or rely on models for an
estimate of firn compaction.
The accuracy of the ApRES method depends on the extent to which the
effective reflectors seen by the radar are material surfaces within the shelf which
move vertically with the ice. Horizontal banding is ubiquitous within the upper
regions of ice sheets and ice shelves, and these layers are typically considered to be
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isochronal, formed primarily by density variations (Dowdeswell and Evans, 2004).
The primarily horizontal nature of the reflecting layers suggests that in general
the effect of off nadir reflectors will be weak; however, interference by multiple
unresolved reflectors within the same range bin has the potential to cause some
movement of the effective reflector relative to the ice.
Despite these considerations, field observations indicate that the internal
structure observed by the ApRES is stable over intervals of at least a year even
under relatively high strain rates (Nicholls et al., 2015). This suggests that the
structure is dominated by horizontal layering and the effects of off nadir reflectors
are relatively minor. In addition, ApRES observations from below the firn on
the Ross Ice Shelf show the linear strain expected for a freely floating ice shelf,
with individual displacement estimates typically within ∼20 mm of the linear
trend (see Nicholls et al., 2015, Figure 4). This suggests that although individual
displacement estimates may be biased, internal reflectors do, on average, follow
material surfaces and provide an appropriate vertical reference for melt rate
observations.
4.3 Methods
4.3.1 Instrumentation
Two prototypes of the ApRES FMCW radar were used in this study. These
instruments used Direct Digital Synthesis (DDS) to generate a linear chirp with a
centre frequency of 300 MHz and bandwidth of 200 MHz. The receivers included
fixed-level low-noise amplifiers and user-configurable attenuation to control the gain
of the RF signal. An active filter was used to preferentially amplify higher frequency
components of the deramped signal (deep reflectors), partially compensating for
geometric spreading and absorption within the ice. The resulting audio-range
deramped signal was sampled at 40 kHz by a 16 bit Analogue to Digital Converter
(ADC). Both the DDS board and ADC were driven by a high performance
temperature compensated crystal oscillator master clock ensuring that signal
generation and recording were precisely synchronised. Full details of the instrument
are given by Brennan et al., (2014).
Operation of the ApRES instrument was controlled by a data acquisition and
control sub-module which permitted manual control or autonomous operation on
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a programmed sampling interval. In both cases, when triggered, the instrument
transmitted an ensemble of chirps known as a burst. On-board averaging of chirps
within a burst, or chirp stacking, was used when storage was limited.
4.3.2 Deployments
Three separate ApRES radar deployments were made at the Ross Ice Shelf mooring
site during the study period and full deployment details are listed in Table 4.1.
During each deployment the radar was located ∼20 m from the mooring wire, and
both radar and battery were buried to provide physical stability and insulation
during winter. During the first two deployments, the radar was configured with
identical transmit and receive broadband skeleton-slot antennas with a forward
gain of 10 dBi. The antennas were buried with a separation of ∼3 m and covered
with plywood lids to prevent snow infill. During the final year-long deployment,
the radar was equipped with low cost cavity-backed bow tie antennas (Nicholls
et al., 2015) housed within sealed plywood boxes and buried with a separation
of ∼8 m. Throughout each deployment, oceanographic instruments sampled the
sub-ice water temperature and current speed hourly (see Section 2.2.1).
Deployment Name Feb 2013 Dec 2013 Jan 2014
Start date 02/02/2013 08/12/2013 15/01/2014
Stop date 26/02/2013 09/01/2014 21/01/2015
Duration (days) 22 31 371
ApRES model RMB-1a RMB-1b RMB-1a
Antenna type SS SS CBBT
Antenna separation (m) 3 3 8
Burst interval (minute) 104 30 30
Total bursts 315 1501 17831
Chirps per burst 23 10 10
Burst averaging off off on
Table 4.1: Radar deployment dates and instrument settings for the three deployments
at the M1 mooring site, nominal location 77◦ 29.315′ S, 171◦ 34.272′ E, (Fig. 2.1).
Antenna types indicate skeleton slot (SS) and cavity backed bow tie (CBBT)
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4.3.3 Data processing
Melt rates were determined from the ApRES time series following the general
approach of Corr et al., (2002) and Jenkins et al., (2006). However, in order to
resolve melt rate variability to nearly hourly time scales, several deviations from
standard processing methods were required and these are described below.
Preprocessing
When on-board averaging was not used, occasional chirps with significantly
elevated noise levels were apparent. To minimise the impact of these outliers,
three chirps from each burst were removed using an automated iterative process
which removed chirps based on their root-mean-square (RMS) difference from the
burst-mean signal.
Phase processing
Phase-sensitive processing of the radar data followed the technique described by
Brennan et al., (2014). Firstly each deramped chirp was weighted by a Blackman
window to reduce artefacts in the spectrum caused by the finite length of the time
series. Without this windowing, spectral leakage from the strong basal return
would obscure internal reflectors near the ice base. Following this, the signal
was rotated using a circular shift of half the signal length, to produce a modified
chirp starting at the centre of the original chirp. This shift has no impact on the
frequency content of the sample, but ensures that the phase determined by DFT
represent the instantaneous phase at t = T/2 as required by Equation 4.9. The
spectrum s of each modified chirp was then calculated by FFT, and a burst-mean
spectrum s¯ calculated for each burst. These spectra were concatenated into a
single matrix S(i, n) with one burst-mean spectrum per row (index i) and one
range bin per column (index n).
Phase differencing
In order to calculate the rate of thinning between the reference reflector and the
ice base, two phase differencing operations are required. Temporal (inter-burst)
differencing is used to determine the rate of phase change for each component
of the spectrum. In addition differencing between the internal reflector and the
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ice base is required to isolate the effects of melting and strain from those due to
hardware changes and firn compaction. While these steps could be performed in
either order, temporal differencing was applied first so that displacement time
series for multiple reflectors could be averaged to reduce phase noise in the time
series (see below).
In order to retain the amplitude content of the spectrum, all phase differencing
operations were performed by evaluating the conjugate product of the complex
valued spectra. For example, differences between bursts i and j were evaluated as:
S˙(i, n) = S(i, n)∗ · S(j, n), (4.10)
where ∗ indicates the complex conjugate. Here the inter-burst phase difference is
given by the phase of S˙.
The time series of basal reflector phase shifts was simply defined as the
component of S˙ within the basal range bin nb, i.e.:
S˙b(i) = S˙(i, nb(i)). (4.11)
Due to melting and other effects, the range bin containing the basal reflector
changed throughout the deployment; however as the basal reflector was the
strongest reflector in the profile at all times, the basal range bin was defined as:
nb(i) = argmaxn|S˙(i, n)|. (4.12)
The most direct approach to determining thinning rates from the observations,
is to simply subtract the time series of phase shifts observed at a prominent
reference reflector from those at the ice base. However, due to the very high
sampling rate used, phase changes due to melting over the sampling interval were
typically smaller than the phase noise from the relatively weak internal reflectors.
To prevent significant degradation of the melt rate time series an alternative
approach was required.
A more robust phase reference was created by averaging phase differences
observed at multiple internal reflectors:
S˙crr(i) =
∑
S˙(i, ncrr). (4.13)
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Here S˙crr is the composite reference reflector and ncrr is a vector of range bin
indices for the contributing levels. The phase of S˙crr(i) is the amplitude weighted
mean of the phase differences from each constituent reflector. To achieve adequate
signal quality for the present time series, 9 strong reflectors from a depth range
of 15 to 60 m were averaged. The use of reference reflectors from within the firn
necessitates correction for firn compaction below the reference level, and this is
described in the following section.
The difference in the rate of phase change at the internal and basal reflector
were calculated as follows:
∆φ(t) = ∠(S˙∗crr · S˙b), (4.14)
where ∠x = atan
(
imag(x)
real(x)
)
. From this, thinning rates were then determined using
Equation 4.9. Due to the short sampling interval, phase shifts were always  pi
and range changes were unambiguous.
Although the use of a composite reference reflector significantly lowered phase
noise, further improvements in the signal to noise ratio of the melt rate record
were required. These were achieved by trading temporal resolution for precision
by calculating range changes over longer intervals. For the December 2013 and
January 2014 records differencing between every fourth burst provided a melt rate
averaging interval of 2 hours and an adequate signal to noise ratio. This approach
was not required for the February 2013 record, which used a raw sampling interval
of 104 min.
Vertical strain and compaction correction
Melt rates were calculated from the observed thinning rates by correcting for
vertical strain and firn compaction between the reference reflector and the ice
base. Vertical strain and compaction rates were estimated by fitting a model of
the form:
∆R = A+BR + Ce
(−R
R0
)
, (4.15)
to radar observations of internal layer displacement. Here R is range and δR
the vertical displacement between observations. The model allows for an offset
A due to hardware changes and surface accumulation, and a constant vertical
strain B as expected for a freely floating ice shelf. Firn compaction is represented
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Range (m)
Figure 4.2: Vertical displacement rates of internal reflectors as measured by the
radar over a 359 day period (black dots). Models of linear vertical strain (blue) and
exponential firn compaction (grey shading) are combined to produce the full model of
reflector displacement (black line). All thinning rates are relative to the nominal depth
of the ice base.
by a simple exponential model with a surface value of C and a decay scale of
R0. Model parameters were determined using a non-linear least squares search
based on displacement observations over the period January 2013-January 2014.
The model provided a good fit to the observations, with individual observations
typically deviating from the model by <0.03 m yr−1 (Fig. 4.2). These differences
are greater than the theoretical performance of the radar (Brennan et al., 2014)
and may indicate the effect of interference between unresolved reflectors. The
model estimates thinning between the composite reference reflector and the ice
base due to strain and compaction of 0.25 m yr−1. This value was subtracted from
the observed thinning rates to determine melt rates.
Error estimates
Uncertainty in ApRES derived melt rates is caused by several factors including
phase noise from the internal and basal reflector, uncertainty in the mean value of
ci and error in the estimates of vertical strain and compaction due to inappropriate
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model choice. Formal error estimates were made based on errors due to phase
noise and uncertainty in the mean propagation velocity.
The simplest approach to estimating phase noise within burst mean observa-
tions is to evaluate the inter-chirp phase variance within a burst, i.e.:
σφ(n) =
σs(n)√
2|s¯(n)| . (4.16)
Here σs(n) is the standard deviation of s(n) across all chirps in the burst and s¯(n)
is the nth element of the burst-mean spectrum. Assuming that phase errors were
normally distributed, phase standard error SEφ for the burst-mean spectrum was
calculated as:
SEφ =
σφ√
Nc − 1
, (4.17)
where Nc is the number of chirps used in the estimate. Although the phase noise
calculated above provides a good estimate of phase error when the noise is random,
an alternative approach is required when non-random signals are present.
The phase history of internal reflectors from the December 2013 deployment
(Fig. 4.3a) shows several periods when apparently non-random signals bias the
phase observations. Each of the nine plotted reflectors shows a nearly linear
phase trend indicating relatively constant firn compaction rates. As expected the
phase gradient increases with reflector depth indicating the cumulative effects of
compaction. While the long term trend is linear for each reflector, rapid fluctua-
tions are apparent during two periods around 23 and 26 December. Somewhat
surprisingly, phase noise calculated using Eq. 4.17 during these periods is not
elevated (Fig. 4.3b), indicating that the signal causing the temporal phase is
identical within bursts. This suggests an instrumental origin and this signal is
hereafter referred to as system noise.
In order to quantify errors from all sources including system noise, an alterna-
tive approach calculating phase noise was taken. Phase noise in the composite
reference reflector was calculated by assessing the difference between phase shifts
observed at the 9 individual reference reflectors. This inter-internal phase shift
variance was calculated from the normalised cross correlation, or coherence γ of
the two complex vectors (e.g. Rosen et al., 2000):
γ =
∑
(F ∗ ·G)√∑ |F |2 ·√∑ |G|2 . (4.18)
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Figure 4.3: December 2013 time series: (a) time series of phase at discrete internals
(coloured) and the composite reference (black) generated from the nine discrete reflectors.
The inset amplitude profile shows the location and strength of the colour coded internals.
(b) Inter-burst phase difference error of the composite internal calculated from both
inter-chirp phase noise (black) and inter-internal coherence (grey).
Here F = S(i, ncrr) and G = S(j, ncrr) are the burst-mean spectral components
of the selected internals (ncrr) of the ith and jth bursts in the time series,
respectively. Coherence ranges from 0, indicating that the phase of the two
vectors is uncorrelated (i.e. pure noise), to 1, indicating that phase shifts observed
at each of the selected internals is identical.
Phase variance of the composite reference reflector σ∆φcrr , was then estimated
from the coherence as follows (Rosen et al., 2000, Equation 67):
σφd =
1
|γ|
√
1− |γ|2√
2Ncrr
, (4.19)
where Ncrr is the number of elements in ncrr. This approach was taken in
preference to direct calculation of the phase variance in order to preserve the
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relative weighting of the internals based on their amplitude. Assessed in this way,
the elevated periods of phase noise apparent in the December 2013 deployment
are clearly identified (Fig. 4.3b).
Phase noise in the basal reflector signal is typically much lower than for internal
reflectors due to its large amplitude. Where on-board burst averaging was not
used, phase noise of the basal reflector was assessed from its intra-burst phase
variability (Eq. 4.17); however, as phase noise on the reference reflector dominates
the error budget, this term has little effect on the total error.
Melt rate errors were calculated by combining error estimates for the internal
and basal reflectors with an estimate of the error in vertical displacement due
to strain and compaction, as determined from the model fit. Finally, following
Jenkins et al., (2010b) melt rate errors were then set to a minimum of 1 % of the
melt rate, to account for uncertainty in the electromagnetic wave speed (Fujita
et al., 2000).
Sample data
Data from a subset of 7 burst-mean chirps, sampled at daily intervals between
6-12 February 2013 illustrate aspects of the observations and processing (Fig. 4.4).
Although the raw signals appear superficially identical (Fig. 4.4a), close inspection
shows phase shifts in the principal frequency component which represent movement
of the basal reflector (Fig. 4.4b). Figure 4.4c shows spectrum amplitudes (|S|)
for the 7 bursts plotted against nominal range using a propagation velocity of
1.68× 108 m s−1. This shows the distinct and stable internal reflectors apparent
between the surface and the base at 260 m. Panels 4.4d-f show extracts of the
signal amplitude and phase for a prominent internal reflector at 53 m and for the
ice base. While the amplitude and phase of the internal reflector appear stable
over the period, analysis indicates a phase change of −0.091 rad. This implies that
the reflector moved 4.2 mm closer to the antenna throughout the period as a result
of firn compaction. In contrast, movement of the basal reflector is clearly evident
even in the amplitude profile (Fig. 4.4f). The basal phase change of −2.97 rad
(Fig. 4.4g) indicates that the ice base moved 0.134 m closer to the antenna over
the six days, implying a mean melt rate of 7.9 m yr−1.
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Figure 4.4: Sample ApRES radar observations from 7 burst-mean chirps sampled at
daily intervals between 6-12 February 2013. (a) Complete chirps, as recorded by the
ADC. (b) a 5 ms segment of each chirp shown in (a). (c) Spectrum amplitude for the
same signals after phase processing. Grey shaded regions indicate a prominent internal
reflector at 53 m and the basal reflector at 261 m. (d) and (e) show the amplitude and
phase of the internal reflector. (f) and (g) show equivalent plots for the basal reflector.
95
4.4 Results
In this section, melt rate time series from the February 2013, December 2013 and
January 2014 deployments (Table 4.1) are presented in conjunction with records of
water temperature and current speed from the sub-ice shelf mooring. The general
characteristics of each record are described before two periods are investigated in
detail to illustrate the processes leading to the maximum and minimum observed
melt rates.
4.4.1 February 2013
The February 2013 record of basal melting at the mooring site shows high mean
melt rates and extreme variability (Fig. 4.5). Although the deployment-mean
melt rate of 4.27± 0.04 m yr−1 matches the ULS estimate of 4.0± 0.4 m yr−1 for
February 2013 (Section 3.3), the radar shows that within this period melt rates
vary from ∼0 to >17 m yr−1. Melt rates show almost continuous high-frequency
variability, frequently varying by >10 m yr−1 within a day.
Melt rates exceed 12 m yr−1 during three distinct periods during the February
deployment, and in each case maximum melt rates occurred with current speeds
>20 cm s−1 (Fig. 4.5). While these melt rate maxima are clearly associated with
periods of strong currents, numerous other periods in the record with similar
oceanographic conditions show much lower melt rates. This suggests that for
at least some of the record, the ACM is not providing an accurate measure of
thermal driving.
This record is one of the first time series of basal melting at sub-annual time
scales. The observations highlight the dynamic nature of basal melting and suggest
that variations in flow speed due to tides and other high frequency processes play
a significant role in modulating melt rates. Although predictions of tidally driven
melt rate variability have been made on the basis of observed tidal flow, (e.g.
Nicholls et al., 2004; Jenkins et al., 2010b), these are the first direct observations
of such variability. The poor correlation of observed melt rates with temperature
and current speed measured ∼12 m of the ice shelf base highlights the difficulty of
predicting melt rates without resolving details of the basal boundary layer.
96
Figure 4.5: Melt rates and sub-ice shelf oceanographic conditions: February 2013.
(a) Radar derived melt rates (black) and formal melt rate errors at 1σ (grey shading).
(b) Water temperature at the upper (black) and lower (red) ACMs with an estimated
in-situ freezing point range of −2.059 to −2.028 ◦C (grey band). This estimate is based
on the salinity range observed by the upper TS logger prior to its failure. (c) Flow
speed at the upper ACM.
4.4.2 December 2013
The December 2013 deployment (Fig. 4.6) shows spring conditions, with average
temperatures and melt rates significantly lower than the February record. Prior to
18 December, water temperatures are typically below −1.8 ◦C and sustained small
temperature differences between the ACM records indicate relatively little structure
within the basal boundary layer. The lowest melt rate observed in any of the three
deployments occurred on 12 December when temperatures dropped to below the
in-situ freezing point, and melt rates fell to a minimum of −0.51± 0.14 m yr−1.
These observations, which suggest that basal freezing may have occurred, are
investigated in more detail in Section 4.4.4.
Following 18 December, a net southward drift of 9.9 km delivered warmer
water to the mooring site indicating the onset of summer conditions. Shortly after
this the ACM temperature records diverge, indicating the thermal structure in
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Figure 4.6: Melt rates and sub-ice shelf oceanographic conditions: December 2013 -
January 2014. Caption as for Fig. 4.5
the boundary layer which is sustained throughout the remaining record.
Throughout the deployment flow speeds vary continuously, showing periods
of both diurnal and semi-diurnal periodicity. These variations are attributed to
the interaction of the diurnal tide with the low frequency flow. When residual
flow is near zero (e.g. 29-31 December), flow speed maxima occur during both the
flood and ebb phases of the diurnal tide. However, when the residual flow is of
similar magnitude to the peak tidal flow, and the flow directions are aligned (e.g.
1-3 January), a single flow speed minimum and maximum occur each day. These
observations illustrate the sometimes non-linear flow interactions which can have
a direct impact on melt rates.
4.4.3 January 2014
The 2014 radar record provides a unique record of melt rate variability throughout
an entire year, with 2-hour mean melt rates calculated every 30 minutes throughout
the deployment (Fig. 4.7). Monthly-mean melt rates from the radar are consistent
with those based on concurrent ULS observations (Section 3.2.3) but provide a
vastly improved temporal resolution, showing pervasive high frequency melt rate
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variability throughout the year.
Some 19 % of the observations, including extended periods during winter,
were affected by elevated instrument noise resulting in range difference errors of
≥0.07 mm which correspond to melt rate errors of ≥0.3 m yr−1. Although errors
exceed the melt rate estimates in a small number of cases, errors are estimated to
be much less than the observed melt rate for most of the record.
Throughout the record, melt rates vary from near zero to 25.5 m yr−1, with
maximum rates occurring during January and February. In contrast to seasonal
melt rate variability, which appears to be primarily driven by water temperature
(Section 3.3), the radar record suggests that high frequency melt rate variability
is closely linked to flow speed.
The importance of flow speed in driving melting is illustrated by examining
the two days with the highest melt rates in the time series; 29 January, and
11 February 2014. During both periods, rapid changes in both flow speed and
water temperature were associated with equally rapid changes in basal melt rate
(Fig. 4.8). On 29 January, melt rates ranged from ∼1 m yr−1 during the early
morning, when water temperatures were close to the freezing point and flow speeds
<10 cm s−1, up to a maximum of 24.8 m yr−1 some 12 hours later, when the water
temperature and flow speed were ∼− 1 ◦C and 36 cm s−1, respectively (Fig. 4.8).
The rapid melting observed on 11 February indicates a similarly dynamic regime,
with melt rates ranging from <1 m yr−1 to 25.5 m yr−1 within the day.
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Figure 4.8: (a) Melt rates, (b) water temperature and (c) current speed for January-
February 2014. Temperature and flow speed are from the upper ACM.
Although melt rates during these events were significantly higher than at
any other time in the record, these periods did not coincide with maximum
water temperatures, but rather with the two periods of highest flow speed ob-
served during the summer months. The record’s maximum water temperature
of −0.35 ◦C, observed on 7 February 2014 was associated with relatively low flow
speeds (4 cm s−1), and melt rates below 3 m yr−1. These observations support the
established theory (e.g. Holland and Jenkins, 1999)) that shear dissipation of the
flow plays an important role in driving turbulent transport across the boundary
layer and basal melting. The relationship between temperature, flow speed and
melt rates is examined more quantitatively in Chapter 6.
Perhaps more surprising than the high summer melt rates are the peaks in
melt rate which occur during late winter. Although water temperatures remain at
or below the surface freezing point throughout late winter, melt rates frequently
exceed 5 m yr−1 from August to October due to the strong flow during this time.
This strong periodic flow is associated with eddies formed in the polynya during
sea ice production which propagate along the ice front and beneath the shelf edge
(Sec. 2.3.7).
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4.4.4 Basal freezing
Observations
Melt rates approaching zero occur frequently during late winter when ISW (T <
−1.93 ◦C) is observed at the mooring site; however, only a single event within the
three melt rate records strongly implies basal freezing. This period is examined in
detail below in order to determine whether basal freezing did occur, and the role
of the ocean and ice shelf in driving this.
The minimum observed melt rate occurred on 12 December 2013 when water
temperatures close to the in-situ freezing point were observed at both upper ACMs
over a 27 hour period (Fig. 4.9). During this period a persistent north-westward
flow was observed, suggesting that the ISW formed a plume obliquely ascending
the ice shelf under the influence of the earth’s rotation and basal friction.
Following the arrival of the supercooled plume at 00:00 UTC on 12 December,
water temperatures remained constant within sensor resolution at −2.055 ◦C
for ∼16 hours. Although concurrent salinity measurements were not available,
statistics from the available record (prior to September 2012) suggests that the
plume was at the in-situ freezing point of the ice shelf base. Throughout this
initial period, melt rates decreased from ∼1 to 0 m yr−1 (Fig. 4.9a).
At 16:00 UTC on 12 December, temperatures at both instruments dropped
by 0.01 K suggesting that at the ice base the water was supercooled. Although
this change is at the resolution of the instruments and within the measurement
uncertainty of the freezing point, melt rate observations provide an independent
line of evidence which is consistent with supercooling. As the plume becomes
supercooled, radar observations indicate a transition from basal melting to freezing,
following which freezing persists for ∼11 hours. Although none of the individual
2-hour mean melt rate observations are significantly different from zero at the
3σ level, calculated over a 6 hour period, the observations indicate a maximum
accretion rate of 0.44± 0.07 m yr−1.
These observations indicate that supercooled ISW plume caused a 0.4 mm thick
film of marine ice to form at the mooring site over an 11 hour period. Although
supercooling is implied by the temperature measurements, echo amplitudes from
the upper ACMs (not shown) reduce during the presence of the ISW, suggesting
that frazil ice crystals were not present in the water column. This suggests that
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Figure 4.9: (a) Melt rates, (b) water temperature and (c) current speed from the
December 2013 deployment. In panel a, grey shading indicates formal errors on the
melt observations at 1σ level. Melt rates predicted by a three-equation parameterisation
are shown for basal temperature gradients of 0 K m−1 (green) and −0.7 K m−1 (red).
the basal accretion was due to contact freezing rather than the deposition of frazil
crystals.
Marine ice forms a significant fraction of total ice shelf thickness in places (e.g.
Fricker et al., 2001), but despite this, the formation of marine ice beneath ice
shelves has not been observed previously. The following section explores the basal
energy balance of this process and assesses the relative importance of heat loss
into the ice shelf and the ocean.
Heat transport into the ice shelf
During steady state melting, conduction into the ice shelf base is a relatively
small term in the basal heat budget, typically accounting for ∼10 % or less of the
heat flux from the ocean (e.g. Holland and Jenkins, 1999). During steady state
freezing, new ice is accreted at the freezing point, and consequently ice shelf basal
temperature gradients are generally considered negligible. However, when heat
flux from the ocean varies rapidly, transient thermal gradients in the ice base may
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affect the heat flux significantly. The role of this effect in the present observations
is explored below.
The dynamics of heat flux into the ice shelf in the present observations was
assessed using a one-dimensional vertical advection-diffusion model of the form:
∂T
∂t
= κi
∂2T
∂z2
− wi∂T
∂z
. (4.20)
Here T is temperature, t time and z is the vertical distance above the ice base.
κi the thermal diffusivity of ice, set as 1.14× 10−6 m2 s−1, and wi the vertical
velocity of ice relative to the ice ocean interface. The left hand side represents the
rate of temperature change within each model cell, while the terms on the right
represent the rate of heating due to thermal diffusion and advection.
The model was solved over a vertical domain of 260 m representing the entire
ice shelf thickness, with a logarithmic grid spacing providing 55 cells within 1 m of
the base. The model was initialised with an internal temperature profile specified
by the analytical solution to steady state heat flux for the mean observed melt
rate (Holland and Jenkins, 1999, Equation 25). The upper surface temperature
was fixed at the annual average air temperature of −22 ◦C, whereas the time
dependent temperature of the ice-ocean interface was specified by inversion of the
observed melt rates. By assuming that the base remains at the in-situ freezing
point, basal temperature is dependent only the interface pressure and salinity, the
latter of which can be determined from the melt rate and flow speed (Section 6.1.2).
Inversion of the observed melt rates and flow speeds indicates basal temperature
variations of ∼0.1 K over the modelled period (Fig. 4.10d). With the vertical
reference frame fixed to the ice base, the time dependent vertical velocity of the
ice shelf was specified from the melt rate (i.e. wi(t) = −ab(t) where ab is melt
rate).
Equation 4.20 was solved using the Matlab function pdepe.m and the modelled
basal temperature profile is shown in Fig. 4.10. The advection-diffusion model
shows that basal temperature variations rapidly affect the lower 0.1 m of the ice
shelf and cause basal temperature gradients to range from −1.5 to −0.5 K m−1
throughout the modelled period (Fig. 4.10e). During the period of observed basal
freezing, the model indicates a relatively stable basal temperature gradient of
∼− 0.7 K m−1, which without heat flux from the ocean would cause freezing at
a rate of ∼0.15 m yr−1. The observed freezing rate of 0.38 m yr−1 is somewhat
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Figure 4.10: (a) Modelled ice shelf internal temperatures, (b) raw (red) and smoothed
(black) melt rate observations (c) current speed (d) basal temperature from melt rate
inversion (e) modelled basal temperature gradient.
higher, suggesting that heat transfer to the ocean may also play a role during this
period.
Heat transport into the ocean
To determine whether turbulent heat loss to the ocean could account for the
additional freezing, heat transport was modelled using a three-equation melt
rate parameterisation (Jenkins et al., 2010b). The model used observed water
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temperature and flow speed, with heat and salt transfer coefficients recommended
by Jenkins et al., (2010b). The unknown basal drag coefficient was tuned to
1.5× 10−3 to allow the model to match observed melt rates before and after
the ISW plume. To account for the absence of double diffusion during freezing
(McPhee et al., 2008), the salt transport coefficient was reset to the value of
the heat transport coefficient when freezing was indicated. To investigate heat
transport during the freezing, the model was run with specified constant basal
temperature gradients of 0 K m−1 and −0.7 K m−1. Observed and modelled melt
rates are shown in Figure 4.9.
The predicted melt rates capture much of the variability in the observations,
however, significant differences are apparent on 11-12 December. During the first
12 hours of 12 December, observed melt rates are significantly higher than the
predictions (Fig. 4.9a), suggesting that water temperatures at the ice base were
higher than those at the ACM ∼14 m below. One possible scenario consistent
with the observations is that the leading edge of the ISW was detached from the
base by a buoyant basal melt water layer, and the gradual reduction of melt rates
indicates the cooling of this layer by melting and mixing with the ISW plume.
This scenario appears energetically feasible, requiring a ∼0.4 m thick layer of water
at −1.83 ◦C (the ambient temperature prior to the ISW plume) to drive the the
net melting of 1 mm which occurred during this period.
From 19:00 UTC 12 December until 02:00 UTC 13 December temperatures at
the upper ACM remained constant at the minimum recorded value of −2.065 ◦C.
Throughout this period, observed accretion rates averaged 0.38 m yr−1, while
modelled rates average 0.47 m yr−1 with conduction and 0.32 m yr−1 without.
Unfortunately, due to the large uncertainty in thermal driving the estimated errors
on the predictions are of similar magnitude to the predictions, and both values
are consistent with the observations.
Although the calculations of turbulent flux are compromised by the large
uncertainty in thermal driving, they confirm that the radar derived freezing rates
are thermodynamically feasible; i.e. freezing rates observed by the radar are
consistent with the net heat loss from the interface due to conductive heat loss to
the ice shelf and turbulent heat loss to the ocean. Based on the observed freezing
rates and modelled conduction, conductive heat loss into the ice shelf accounts
for ∼40 % of the freezing rate during this brief period.
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4.5 Conclusions
This chapter presents three high resolution time series of basal melting of the north-
western Ross Ice Shelf spanning a total period of 14 months. The observations
were made using the newly developed ApRES radar (Nicholls et al., 2015) and are
some of the first observations from this instrument. The processed time series have
a temporal resolution of 2 hours or less, and several modifications to standard
FMCW radar processing techniques were required achieve this high temporal
resolution with an adequate signal quality. Theoretical and practical aspects of
the phase-sensitive data processing used to produce the time series are described
in detail.
The time series show that ice shelf basal melt rates at the mooring site are
highly dynamic, varying rapidly and continuously throughout the year in response
to both temperature and flow speed variability. Instantaneous melt rates of up
to 25 m yr−1 were observed during summer, some two orders of magnitude faster
than the estimated annual average rate across the Ross Ice Shelf (Rignot et al.,
2013). Although the highest melt rates occur during summer when thermal
driving is typically ≥0.5 K, high flow speeds are also necessary to produce rapid
melting. Melt rates above 10 m yr−1 are rarely observed with flow speed below
20 cm s−1, and melt rates above 20 m yr−1 were only observed during the two
periods in summer (December-March) when flow speed exceeded 30 cm s−1. When
flow speeds were low, water up to ∼1.5 K above the in-situ freezing point was
observed within 14 m from the ice base while melt rates remained <5 m yr−1.
These observations highlight the importance of currents in driving the turbulent
mixing required to drive heat and salt flux through the ice shelf-ocean boundary
layer, and in breaking down near base stratification caused by melting.
The radar observations suggest that basal freezing is rare at the mooring site,
and strong evidence for freezing is given only by a single event during December
2013. During this period, a basal accretion of 0.4 mm was observed over an 11 hour
period. The accretion was associated with observations of supercooling by the
oceanographic instruments. Modelling of thermal conduction within the ice shelf
suggests that ∼40 % of the observed freezing was due to heat loss into the shelf,
and the remainder is consistent with expected rates of heat loss to the underlying
supercooled seawater. While freezing constitutes a negligible component of the
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site’s basal mass balance, this is the first direct observation of ice shelf basal
freezing and suggests that conduction into the ice shelf base can play a significant
role in the instantaneous basal energy balance.
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CHAPTER 5
Basal melting: Spatial variability
5.1 Introduction
ULS and ApRES observations (Chapters 3 and 4) show that mean melt rates at the
mooring site are substantially higher than estimates of the shelf-wide average (e.g.
Rignot et al., 2013). The mooring record (Chapter 2) provides some indication of
the oceanographic processes that contribute to this. During summer, a southward
flow transports solar heated AASW into the ice shelf cavity, supplying heat to the
ice base. During winter baroclinic eddies formed in the frontal polynya propagate
along the ice front, elevating flow speeds and transporting HSSW into the cavity.
These observations suggest that the elevated melt rates at the mooring site
are related to its proximity to the ice front; however, the time series provide no
indication of the spatial extent of the effect. To determine whether the rapid
melting at the mooring is simply a frontal effect or indicative of a wider regional
melt enhancement, a ground based survey of basal melting over the broader study
region was conducted.
This chapter uses ApRES observations at 86 sites on the north-western Ross
Ice Shelf and the McMurdo Ice Shelf to map melt rates within the region. The
observations, made during November 2012, January 2013 and January 2014 were
used to determine annual-mean basal melt rates and summer rates at a subset of
sites. The observations provide a spatial context for the oceanographic record and
are used to estimate total basal mass loss from the region, providing a benchmark
for remote sensing estimates of melting.
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5.2 Methods
5.2.1 Survey design
In order to design a sampling strategy that would resolve the large-scale spatial
melt rate variability near the mooring site, equilibrium basal melt rates for the
entire Ross Ice Shelf were calculated from published glaciological data sets following
the approach of Joughin and Padman, (2003).
Equilibrium basal melt rates for the entire Ross Ice Shelf were calculated
using published gridded data sets of velocity (Rignot et al., 2011a), ice shelf
thickness (Griggs and Bamber, 2011) and surface accumulation rates (Arthern
et al., 2006), each interpolated onto a 1 km grid. The calculation of mass flux
divergence is based on gradients in the underlying data so several steps were
taken to suppress high frequency noise in the source data. Prior to calculating
melt rates, the velocity field was smoothed with a 3× 3 running mean filter. The
derived equilibrium basal melt rate field was further smoothed with a Gaussian
filter (full-width at half maximum of 14 km) to minimise the impact of remaining
errors and real small-scale features in the velocity and thickness data.
The resulting equilibrium basal melt rate field (Fig. 5.1a) indicates that over
much of the Ross Ice Shelf equilibrium basal melt rates are within the range −0.5
to 0.5 m yr−1. Several flow-normal bands of very high and low equilibrium melt
rates in the central region of the ice shelf (Fig. 5.1a) are artefacts caused by rifts
which are visible in surface imagery. These features illustrate the limitations of
the equilibrium approach. The highest equilibrium melt rates not associated with
rifting are found at the Byrd Glacier grounding line, and across a broad region
extending southward from the ice front east of Ross Island towards Minna Bluff
(Fig. 5.1b).
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Figure 5.1: (a) Equilibrium basal melt rates for the Ross Ice Shelf. Also shown are
flow lines derived from InSAR surface velocities (Rignot et al., 2011a) (grey). (b)
Equilibrium melt rates for the study region (red box in (a)). Background imagery in
both plots is the MODIS Mosaic of Antarctica (Scambos et al., 2007). Also shown are
the 2013 ice front position (white), mooring location (green dot) and radar melt rate
sites (grey dots).
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The spatial survey was designed to sample both the large scale variability
apparent in Figure 5.1b, and the frontal melt enhancement reported by Horgan
et al., (2011). Large-scale melt rate variability was sampled using 40 sites on the
Ross Ice Shelf and 16 sites on the McMurdo Ice Shelf (Fig. 5.2). The frontal effect
was investigated using a further 30 sites located on three transects reaching up to
12 km from the ice front. Transect B passed directly through the mooring site,
whereas Transects A and C lay 20 km east and west of B, respectively. Practical
considerations also influenced the network layout, and sites were excluded from
the US Antarctic Programme’s ”white-out landing zone” and the ”shear zone” of
active crevassing between the Ross and McMurdo ice shelves (Fig. 5.2).
The sites were established and surveyed over three separate trips by a 3-person
field team travelling with linked skidoos. During the first trip in November 2012,
equipment and field techniques were tested while establishing the McMurdo Ice
Shelf sites over a 3 day period. The second field trip in January 2013 was used
to establish the Ross Ice Shelf sites and resurvey the McMurdo sites. This was
accomplished over a three-week period and required ∼900 km of linked skidoo
travel. The third field season, completed in January 2014, was used to re-survey
all sites. A number of sites within the frontal transects were also resurveyed within
the second and third seasons to provide short-term summer melt rate estimates.
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Transect A
Transect B
Transect C
Figure 5.2: Survey plan of basal melt rate radar sites with site names. Also shown are
InSAR derived flow lines (Rignot et al., 2011a) (grey), the US Antarctic Programme’s
”white-out landing zone” (blue) and the ”shear zone” of active crevassing between the
Ross and McMurdo ice shelves (pink).
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5.2.2 Instrumentation and sampling
Melt rate observations were made using two prototypes of the ApRES instrument
described in Chapter 4 (see also Brennan et al., 2014; Nicholls et al., 2015). The
instrument was housed in an insulated weatherproof enclosure which allowed the
author to operate the instrument in most weather conditions. The instrument and
identical Tx and Rx broadband panel antennas were mounted rigidly on a wooden
Tamworth sled to minimise set-up time at each site (Fig. 5.3). The antennas
were placed at the front and rear of the sled deck, resulting in a centre-to-centre
separation of 2.93 m. Each radar site was marked with two bamboo poles allowing
the instrument to be precisely repositioned during each occupation. Allowing for
some pole movement, horizontal relocation errors are estimated as <0.05 m.
Chirp stacking was used to improve the signal to noise ratio of the observations.
During November 2012, each site was surveyed using an ensemble (or burst) of
35 chirps. During the following two campaigns, bursts of 100 chirps were used
at each site. Attenuator levels were adjusted manually at each site to ensure
adequate dynamic range while avoiding saturation.
Figure 5.3: The ApRES complete with panel antenna located at a survey site. Bamboo
marker poles allow for precise relocation of the antennas during site revisits.
114
5.2.3 Data analysis
In principle, calculating basal melt rates from ApRES site revisits is similar to
processing adjacent bursts in a continuous times series as described in Chapter 4.
In practice the problem is more difficult due to the longer observation interval.
Firn compaction and strain deform the internal reflector profile, and melting
can move the basal reflector by many metres. Changes in radar hardware (e.g.
cable length) and surface accumulation can also cause offsets between the profiles,
and identifiable reflectors are typically displaced by more than the coarse-range
resolution of the instrument (0.43 m).
As displacement estimates from phase shifts are ambiguous (mod λc/2) (Equa-
tion 4.9), shifts greater than ±0.28 m cannot be determined unambiguously from
the interferometric phase alone. Larger offsets can be determined but require the
two profiles to be precisely co-registering before phase differencing. This is usually
achieved by cross-correlation of the amplitude profiles (e.g. Jenkins et al., 2006).
Further complications can arise due to deformation of the shelf. As the observed
internal reflection profile is itself an interference pattern produced by multiple
unresolved reflectors, significant strain or compaction can cause qualitative changes
in the profile which make cross-correlation unreliable.
In order to make robust melt rate estimates from ApRES site revisits with
large intervals between the observations several new approaches to data processing
were developed and these are described below.
Pre-processing
The initial processing of the ApRES site revisit data was similar to the time-series
processing described in Chapter 4 but included several extra steps. The first of
these is zero-padding of the deramped signal. After tapering the deramped chirp
with a Blackman window, the chirp was extended to a multiple (or ”pad factor”)
p of its original length by appending trailing zeros. This ”zero padding” has no
effect on the frequency content of the signal, but increases the DFT frequency
resolution, effectively producing a range-interpolated profile. Brennan et al., (2014)
show that for the ApRES instrument, with a fractional bandwidth (B
fc
) of 2/3,
a pad-factor of 2 is required to unambiguously determine range. Testing on the
present observations showed that higher values of p improve the quality of range
offsets determined from cross-correlation of the two profiles, ultimately reducing
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half-wavelength ambiguities due to phase wrapping. While melt rate estimates
are typically robust to a range of p values, a pad-factor of 8 was used in this
analysis in order to maximise performance in marginal cases. This resulted in an
interpolated coarse range resolution ∆R of 0.053 m.
The second additional processing step required for site revisits is the application
of a range-dependent phase offset to the spectrum. This step is required to re-
reference the phase observations so that fine range (determined from Equation
4.9) is zero at the bin centre, rather than at the antenna. The magnitude of the
required offset can be calculated by considering the expected phase of a reflector
located at the bin centre. From Equations 4.1 and 4.7 it can be shown that the
two way travel time associated with range bin n is τ(n) = n
B
, and considering
a zero-padded spectrum this can be stated as τ(np) =
np
pB
, where np is the bin
number within the padded spectrum. Substituting this expression for τ into
Equation 4.8 gives the signal phase at bin centre np as (see Brennan et al., 2014,
Equation 17):
φdc(np) =
nωc
Bp
− n
2K
2B2p2
. (5.1)
Following Brennan et al., (2014), this phase shift was applied by multiplying the
observed spectrum with a reference array as follows:
s′(np) = s(np) · exp (−iφdc(np)) . (5.2)
This phase shift is essential if offsets are to be determined using the complex
cross-correlation method described below.
Internal reflector displacement
The vertical displacement of internal reflectors between surveys was assessed using
the complex correlation of the two profiles. To account for the depth-varying
displacements caused by strain and compaction, the initial profile was divided
into multiple segments, and each segment cross-correlated with the second profile
as follows:
γ(L) =
∑
(F (ns)
∗ ·G(ns + L))√∑ |F (ns)|2√∑ |G(ns + L)|2 . (5.3)
Here, and in the following analysis F and G indicate the phase-shifted burst-mean
spectra (or profiles) measured during the initial and repeat surveys, respectively.
116
ns is a vector of range bin indices which defines the segment,
∗ indicates the
complex conjugate, and L is the integer range-bin offset between the two profiles
or bin lag. Summations are over all elements of ns. As both F and G are complex,
γ is also complex. The magnitude of γ, often known as coherence (Rosen et al.,
2000), indicates the similarity of the segments, whereas the phase of γ represents
the vector-averaged phase difference between the segments.
The coarse-range offset between segments was calculated as the product of
the lag at maximum correlation (Lcm = argmaxL |γ(L)|) and the coarse range
resolution ∆Rc =
ci
2B
:
δc = ∆RcLcm. (5.4)
Fine-range displacement of the segments was assessed by substituting the
mean phase difference of the segments at maximum correlation into Equation 4.9:
δf (mod
λc
2
) =
λc∠γ(Lcm)
4pi
. (5.5)
Here λc is the centre-frequency wavelength in ice and ∠γ = atan
(
imag(γ)
real(γ)
)
. The
two estimates can be added for an estimate of total displacement.
δt = δc + δf . (5.6)
If the estimate of δc from cross-correlation is within
λc
4
(±0.14 m) of the true
displacement, δt will be correct to phase precision. However, if δc is in error by
more than λc
4
, phase wrapping will cause δf and therefore δt to be in error by an
integer multiple of λc
2
.
Prior to cross-correlation, cable delays were removed by shifting each profile
to align the direct breakthrough between the antennas with the first sample. This
shift was implemented by applying a phase gradient in the frequency domain,
or electrical delay, equal to the breakthrough range. The first profile was then
divided into 6 m segments each overlapping by 50 %. Each of these was cross-
correlated with the corresponding portions of the second profile according to
Equation 5.3 for a range of lags spanning physically reasonable displacements. For
each segment total displacement was estimated using Equations 5.4-5.6, resulting
in displacement estimates every 3 m throughout the shelf. Reflectors within 15 m
of the ice shelf base are frequently contaminated by spectral leakage from the
much stronger basal return, and these were omitted from the analysis.
117
Figure 5.4 shows field observations which illustrate aspects of the data and
processing described above. Amplitude profiles (Fig. 5.4a) show a prominent
basal reflector at ∼170 m, and internal structure within the shelf which is visually
similar during both occupations. Inter-profile coherence (|γ|) (Fig. 5.4b) gives a
more quantitative indication of changes between the profiles. In the upper 50 m of
the shelf, where the amplitude profiles are visually similar, coherence is typically
>0.9 with a clearly defined peak. Deeper in the profile, regions with low amplitude
returns (e.g. ∼80 m) are associated with significant changes in the profile shape
(Fig. 5.4a) and relatively low coherence. The nearly linear increase in Lcm with
depth indicates a positive (extensional) vertical strain in the shelf.
Figure 5.4c shows mean phase difference between profile segments (∠γ) as a
function of range and lag. Most estimates of Lcm fall within a single phase band,
i.e. the points can be joined without crossing a 2pi phase difference fringe. This is
interpreted as the band centred on the true lag, and points within this range are
not subject to phase wrapping. Several estimates of Lcm, particularly those with
low coherence, lie outside this region and will be subject to phase wrapping.
The displacement model
Although cross-correlation of noisy segments can cause errors in δc seen above,
physical constraints on segment displacement can be used to guide the estimate
of displacement when coherence is low. Internal reflector displacement due to
strain and compaction is expected to be a smooth function of depth, and this
expectation can be used to refine the estimate of bin lag.
A selection of models were used to represent the various physical processes
affecting the ice shelf, the simplest of which represents a bulk offset and vertical
strain only:
δm(R) = A+BR. (5.7)
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Figure 5.4: (a) Amplitude of the burst mean spectra F (red) and G (blue) showing
the ice shelf base as a prominent reflector at ∼170 m. (b) Coherence (|γ|) of the two
profiles as a function of range and relative range offset (lag) between the profiles. White
dots indicate the lag of maximum-coherence (Lcm) for each segment, and the green line
a linear fit to Lcm. (c) Mean phase difference (∠γ) between the profiles as a function of
lag and range. Lcm for each segment is shown again for reference (white dots), and in
some cases varies from the final estimate of bin lag (black dots) derived from the interim
displacement model. (d) Final reflector displacement estimates (green and black dots).
Those above the coherence threshold (green) are used to tune the final displacement
model (blue line), which provides the expected displacement of the base in the absence
of melting (red dot). 119
Here δm(R) is the modelled displacement, A offset, B vertical strain and
R range from the antenna. The model was fitted in a least squares sense to
displacement estimates from the initial cross-correlation to determine optimum
values for A and B. To avoid the effects of compaction, only observations from
below 70 m were used. This model was used for summer melt rate estimates on
the ice front transects and the McMurdo sites, for which compaction estimates
were unreliable. This approach was not possible on the thinnest segments of ice
shelf surveyed (sites m13, m14 and tc n00130-tc 01750) where few high quality
reflectors were seen below 70 m.
Reflector displacements measured over longer intervals clearly showed surface
compaction, and this effect was incorporated into the displacement model as
follows:
δm(R) = A+BR + Ce
(
−R
R0
)
. (5.8)
Here C and R0 are the firn compaction magnitude and length scale, respectively.
The model parameters A, B and C were solved for using a non-linear least squares
search. As many sites had insufficient depth to allow the compaction length scale
to be determined reliably, R0 was set to a constant value of 21 m which was typical
for sites where R0 could be determined reliably. This implies a compaction profile
reaching 1 % of its surface value at 100 m. While this approach provides nearly
identical melt rates to those determined from a linear strain model applied below
the firn, this approach allows the entire displacement profile to be used, and this
was valuable at sites where few displacement observations were available from
below the firn. It should be noted that to be successful, the displacement model
need only predict the bin-lag to within < λc
4
of the true offset to avoid phase
wrapping.
Both models described above assume a constant vertical strain rate throughout
the shelf, consistent with the expectation that ice shelves resting freely on the
ocean have negligible vertical shear (Sanderson and Doake, 1979). Near grounding
lines, where tidal flexure can be significant, this assumption is not true and pRES
observations have been used to describe tidal bending in the Rutford Ice Stream
grounding zone (Jenkins et al., 2006). Although none of the present survey sites
are near grounding lines, a number of sites lie close to the ice front where bending
stresses are also expected to be high (Reeh, 1968). To account for the possibility
of bending, a third model which includes a quadratic displacement due to bending
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(Jenkins et al., 2006) was used:
δm(R) = A+BR + Ce
(
−R
R0
)
+D(R−Rn)2. (5.9)
Here D is bending magnitude and Rn the neutral depth at which vertical strain
due to bending is zero. This model was tested at a number of sites; however,
the only site where the bending model showed significant improvements over
the simpler models was the frontal site on Transect B (tb 00000). Interestingly,
at this site the ice front was visibly higher than the survey site, suggesting an
upward bending which could be caused by a subsurface keel extending from the
ice front (see Robin, 1979, Figure 4b). At this site the expected displacement of
the base was determined using Equation 5.9, however this added complexity was
not justified at the other sites.
The displacement model was used to make a final estimate of bin lag (Lf =
nint
(
δm
∆Rc
)
) for each profile segment as shown in Figure 5.4c. Lf was then used
in place of Lcm in Equation 5.4 to make a final displacement estimate (Fig. 5.4d).
Basal melt rates
The final estimate of internal reflector displacement was used to retune the
displacement model, and this was then used to estimate the expected displacement
of the base at the time of the second survey (Fig. 5.4d).
The actual displacement of the basal reflector was calculated using a process
similar to that for the internal reflectors. Firstly, a 10 m segment of the basal
return from F was cross-correlated with G to determine the optimum bin lag and
coarse displacement (Fig. 5.5a-b). Following this, a 0.86 m segment of the leading
edge of the basal return of F was cross-correlated with G to determine the phase
difference and fine range component of the reflector displacement. The possibility
of a half-wavelength error due to phase wrapping was investigated by visually
comparing the solution with alternatives shifted by ±λc
2
(Fig. 5.5c).
Basal melt rates were calculated by subtracting the expected basal displacement
from the observed displacement (Fig. 5.4) and normalising by the observation
interval.
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Figure 5.5: Radar processing for basal displacement. (a) Coherence and (b) total
displacement as a function of lag calculated by cross-correlation of the basal segments.
Maximum coherence occurs at a lag of −3 indicating a total displacement of −0.189 m
(red circle). (c) Basal amplitude profiles of F (red) and G (blue). Also shown is a
replica of F range-shifted by −0.189 m (green) indicating the displacement derived from
cross-correlation. Further replicas of F are shown with additional displacements of ±λc2
(grey-dashed lines), indicating the effect of a half-wavelength error on the solution.
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Field observations of strain, compaction and melting
The importance of strain and offset correction is illustrated by field observations
from site c11 (Figures 5.4 and 5.5). Although the observed basal displacement
was just −0.189 m over the 360 d interval, the expected basal displacement based
on the movement of internal reflectors was 1.786 m, and the difference indicates
an average melt rate of 2.00 m yr−1 (Fig. 5.4d). The positive vertical strain rate
of 0.0104 yr−1 was the maximum observed, and appears to be a result of the
buttressing effect of Ross Island (Fig. 5.2).
Firn compaction is also clearly evident within the surface 50 m of the profile
as a deviation from the linear displacement trend that is apparent in the lower
half of the shelf (Fig. 5.4d). While strain and compaction typically act together
to produce rapid thinning of the upper firn layers, at c11 the extensional strain
negates the effect of compaction over the upper 20 m of the profile, resulting in a
nearly constant reflector displacement over this range (Fig. 5.4d).
Error estimates
Errors for each displacement estimate were assessed by determining the variance
of phase-difference across the segment using equation 4.19. For the basal reflector,
these formal errors were often much smaller than the uncertainty in the prediction
of basal displacement by the displacement model; however, in most cases both of
these were lower than the estimated 1 % uncertainty in the propagation speed.
Formal errors calculated in this way may underestimate the total melt rate
uncertainty. For example, if the displacement model used is not appropriate
for the site, or if a phase wrapping error goes undetected. This uncertainty is
not included in the error budget. Testing of various displacement models and
processing parameters showed melt rate differences typically within ∼0.02 m yr−1,
and in most cases the estimates were consistent within the total stated confidence
intervals.
Vertical strain rates provide a further opportunity to test the uncertainty
estimates. If vertical strain rates are assumed to be constant over periods of
several years, then vertical strain rates estimated for the same site from independent
observations periods should match within the specified uncertainty. Examination
of the observations (Tables A.2-A.1) indicates that strain rates derived from
independent periods are almost always consistent at a 3σ level, but suggest that
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the formal errors on vertical strain underestimate uncertainty somewhat.
Unprocessed sites
A small number of sites showed complex basal returns where a single reflector
could not be clearly identified, or where the shape of the basal return changed
significantly between visits. Such returns indicate a complex basal topography
which makes interpretation difficult, and these sites were excluded from the
analysis.
A number of other sites showed no basal return, and these generally coincide
with regions of low basal reflection coefficients found by Neal, (1979) during
airborne radio echo sounding surveys. While increased basal roughness (Neal,
1979) and the presence of liquid water within the ice (Smith and Evans, 1972) can
reduce signal strength, the spatial pattern suggests a layer of basal marine ice, as
found on other large ice shelves (e.g. Thyssen, 1988; Fricker et al., 2001). Flow
lines on the ice shelf surface indicate that these sites lie downstream from the thin
suture zones which lie east and west of the Byrd Glacier grounding zone (Fig. 5.6).
Similar suture zones are known to accumulate marine ice (McGrath et al., 2014),
and the steep basal gradients and rapid melting near the Byrd glacier grounding
line are likely to support a strong ice pump circulation (Lewis and Perkin, 1986)
and marine ice formation.
Several sites on McMurdo Ice Shelf appear to be influenced by marine ice
within relict rifts originally formed at Minah Bluff (Fig. 5.6). Closer to the
McMurdo Ice Shelf ice front, several sites were affected by the brine layer known
to penetrate the shelf (Kovacs and Gow, 1975; Kovacs et al., 1982; Morse, 1994).
Although the brine layer caused high attenuation, near its inland limit the ice
shelf base could still be identified and an annual melt rate determined.
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Figure 5.6: Map of survey region showing sites where the basal melt rates could not
be determined (red dots). Regions downstream from the suture zones flanking the Byrd
Glacier are marked by flow trajectories (green) dervied from InSAR velocity estimates
(Rignot et al., 2011a). These contemporary flow lines diverge slightly from flow tracers
visible in the Modis background imagery (Scambos et al., 2007) which can be traced
directly from the suture zones to the radar sites with low reflection coefficients.
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5.3 Results
5.3.1 Frontal zone
In order to characterise spatial melt rate variability within the frontal zone of the
Ross Ice Shelf, 30 melt rate sites were established within 12 km of the ice front
on three transects (Fig. 5.7a). Each transect was surveyed in January 2013 and
January 2014, allowing annual-mean melt rates to be calculated for most sites.
A subset of the sites were also resurveyed within seasons, providing estimates of
summer melt rates. Melt rates from all surveys are summarised in Table 5.1 and
full results are given in Appendix A.
Annual-mean melt rates at the 27 sites where melt rates could be determined
ranged from 0.83 to 7.71 m yr−1. Melt rates at all sites are significantly higher
than the shelf-wide average, which is estimated as 0.1 m yr−1 (Rignot et al., 2013).
Melt rates reduce rapidly with distance from the front (Fig. 5.7b), and this
nearly exponential dependence on frontal distance matches that found by Horgan
et al., (2011). Short term summer melt rates averaged over periods of 3 to 7 days
show a similar frontal effect (Fig. 5.7c), but with absolute rates some 1.2 to 6.9
times higher than the annual mean. Although few observations are available to
investigate inter-annual variability, summer melt rates on Transect B during 2013
and 2014 are similar, suggesting that rapid melting occurs each summer.
Although melt rates could not be determined for all sites on Transect A, the
available data indicate a zonal gradient in melt rates, with faster melting in the
west (Fig. 5.7b). This gradient is also apparent in the summer observations, with
melt rates on Transect C approximately a factor of 3 higher than corresponding
sites on Transect B (Fig. 5.7c). The fastest melting was observed near the ice
front on Transect C where the annual mean melt rate was 7.7 m yr−1. During
January 2013 the same site showed a net basal ablation of 0.713 m over a 4.9 day
period, indicating a mean melt rate of 53.3 m yr−1.
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Figure 5.7: (a) Map of frontal transects, showing radar sites (shaded by melt rate)
and the mooring site (red cross). (b) Annual-mean melt rates vs. frontal distance. (c)
Summer melt rates vs. frontal distance.
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Transect D H Melt rate
Annual 2013 Summer 2013 Summer 2014
km m m yr−1 m yr−1 m yr−1
A 0.6 224 3.15± 0.03 - -
A 0.9 229 2.43± 0.02 - -
A 2.7 246 1.54± 0.02 - -
A 5.0 240 0.83± 0.02 - -
A 9.1 257 1.38± 0.01 - -
B 0.3 208 4.86± 0.05 13.8 ± 0.1 12.5 ± 0.2
B 0.7 218 4.06± 0.04 10.8 ± 0.2 11.1 ± 0.2
B 1.1 225 3.53± 0.04 9.8 ± 0.1 8.2 ± 0.2
B 1.8 231 2.97± 0.03 7.95± 0.08 5.5 ± 0.2
B 2.5 238 2.68± 0.03 6.9 ± 0.1 3.8 ± 0.1
B 3.5 244 2.32± 0.02 5.5 ± 0.1 2.1 ± 0.1
B 4.9 249 1.91± 0.02 3.48± 0.09 1.7 ± 0.1
B 6.8 256 1.58± 0.02 2.72± 0.09 2.2 ± 0.1
B 7.2 258 1.58± 0.02 - -
B 8.6 260 1.38± 0.01 2.0 ± 0.1 1.9 ± 0.1
B 11.4 266 1.23± 0.01 1.5 ± 0.2 2.19± 0.09
C 0.1 117 7.71± 0.08 53.3 ± 0.5 -
C 0.3 123 7.08± 0.07 45.9 ± 0.5 -
C 0.7 138 5.46± 0.05 29.6 ± 0.3 -
C 1.2 148 4.71± 0.05 24.5 ± 0.2 -
C 1.9 159 3.89± 0.04 18.8 ± 0.2 -
C 2.7 167 3.28± 0.03 14.5 ± 0.2 -
C 3.6 174 2.76± 0.03 10.9 ± 0.2 -
C 5.1 182 2.23± 0.02 6.5 ± 0.1 -
C 7.0 190 1.92± 0.02 6.1 ± 0.1 -
C 9.0 195 1.78± 0.02 2.7 ± 0.3 -
C 12.0 204 1.75± 0.02 3.7 ± 0.2 -
Table 5.1: Annual and summer melt rates from the three frontal transects. D is
distance to the nearest point of the ice front, H nominal ice thickness in January 2013.
Full results including site positions and estimated vertical strain rates are given in
Appendix A.
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5.3.2 Regional network
In addition to the 30 sites within the frontal transects, regional melt rate variability
was characterised using a further 40 sites on the Ross Ice Shelf, and 16 sites on
the McMurdo Ice Shelf (Fig. 5.2). Each site was surveyed in January 2013
and January 2014, and from these observations annual average melt rates were
determined for 78 sites. Individual site results are presented in Appendix A.
Over the entire network, annual-mean melt rates ranged from a minimum of
0.47 to 7.71 m yr−1. The slowest melting was found at site d03, some 63 km from
the ice front, where ice shelf thickness was 310 m. As previously discussed, the
fastest melting occurred near the ice front on Transect C, where the ice shelf
thickness decreased from 117 to 110 m over the observation period. Melt rates
are strongly correlated with frontal distance (Fig. 5.8a), and more weakly with
ice shelf thickness (Fig. 5.8b) although these parameters also weakly related.
Strong frontal melt enhancement appears to be the dominant signal over the wider
network.
The median annual melt rate over all sites is 1.43 m yr−1; however, this value is
likely to be higher than the true spatial average due to sampling bias which favours
the rapidly melting frontal zone. In order to improve the estimate of mean melt
Figure 5.8: (a) Melt rate as a function of distance to the ice front and (b) ice thickness
indicating sites on the Ross Ice Shelf (red) and McMurdo Ice Shelf (blue). In (b) sites
within 20 km of the front are marked with a cross.
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rates across the the survey region, the observations were mapped onto a regular
grid using a linear least squares optimal interpolation technique known as Kriging.
Using this technique melt rates at an unsampled location are estimated from a
weighted sum of neighbouring observations, where the weights are determined
from the distance to each observation, and spatial covariance of the observations.
The observations are assumed to be realisations of an underlying stochastic process
with a mean value which can be assumed constant across the entire domain (simple
Kriging), constant locally near each estimation point (ordinary Kriging), or a
linear function of position (Kriging with a trend) (Thomson and Emery, 2014).
The frontal transects show that melt rates are strongly dependent on frontal
distance, and this non-linear effect dominates melt rate variations across the whole
network. Clearly, the standard assumptions used in Kriging mentioned above
are inappropriate in the presence of a strong frontal effect. To address this issue,
the interpolation was performed on a melt rate anomaly field after first removing
the component of melt which can be explained by a simple model of frontal melt
enhancement.
Following Horgan et al., (2011), frontal melt enhancement was assumed to be
an exponential function of frontal range; however, to accommodate the non-zero
melt rates apparent at sites furthest from the ice front (Fig. 5.8), a spatially
constant term was also included. This provided a melt rate model of the form:
Mm = A+Be
−D/Df . (5.10)
Here Mm is the modelled melt rate and A a spatially constant background melt
rate. The second term on the right hand side indicates the frontal effect, with B
the magnitude of melt enhancement at the ice front, D the distance to the ice
front, and Df an e-folding length scale.
Least squares fitting of the model to melt rate observations provided parameter
estimates of A =1.3± 0.1 m yr−1, B =4.9± 0.4 m yr−1 and Df =2000± 300 m.
Although this frontal length scale is approximately half that reported by Horgan et
al., (2011) (4300 to 4700 m for region C19), the results are not directly comparable
as the present model differs through the inclusion of the constant A, and the
inclusion of observations within the frontal kilometre. The model provides a good
fit to the observations (see Fig. 5.8a) with R2 = 0.76, confirming that most of the
melt rate variability within the network can be described by this simple model of
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frontal melt enhancement.
Modelled melt rates for each site were subtracted from the observed melt rates
to produce melt rate anomalies more suited to interpolation by Kriging. The
anomalies were then interpolated onto a 1 km grid covering the survey region
by Kriging with a linear trend using the mGstat toolbox1. Spatial covariance
of the anomaly field was represented by a spherical semivariogram with a sill
of 0.45 m2 yr−2 and a range of 40 km, properties based on the observed spatial
covariance of the melt rates. After Kriging, the modelled melt rates were added
to the gridded anomaly field to produce the final gridded melt rate estimate.
Kriging produces estimates of the melt rate anomaly and the variance of the
estimate, and the resulting melt rate field was cropped to exclude land, sea, and
regions where the standard deviation estimate was >0.5 m yr−1. Nominal ice shelf
thickness was also interpolated using a similar technique, although in this case no
correction was made for frontal distance, as frontal distance is a poor predictor of
ice shelf thickness over the survey region.
Figure 5.9a shows the interpolated ice shelf thickness calculated assuming a
mean propagation velocity of 1.68× 108 m s−1. The survey network lies within a
region of strong ice shelf thickness gradients, with maximum ice thickness of 325 m
in the south-east of the survey region (site d1), and minimum ice thickness of 82 m
in the western McMurdo Ice Shelf (site m14) (Fig. 5.9a). Although estimates of ice
shelf thickness are available from surface altimetry (e.g. Griggs and Bamber, 2011),
these rely on the inversion of surface elevation for ice thickness, and this is sensitive
to errors in the assumed mean ice shelf density. Over the network, differences
between the Griggs and Bamber, (2011) and ApRES estimated thickness range
from near zero at the mooring site, to −88 m at site m12. While a component
of this difference may be due to thickening over the 20 years since the ERS1
observations, the entire difference could be explained by an error of 10 m in the
Griggs and Bamber, (2011) firn air content estimate.
The interpolated annual-mean basal melt rate field for the entire survey region
is shown in Figure 5.9b. The most prominent feature of Figure 5.9b) is the
rapid melting occurring close to the Ross and McMurdo ice fronts. Although
the interpolated field should be treated with caution near the McMurdo ice front
where sampling is sparse, the raw observations (Table A.1) confirm rapid melting
1http://mgstat.sourceforge.net/
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Figure 5.9: Interpolated fields of (a) ice thickness and (b) melt rate as measured by
the ApRES survey showing survey sites (black dots) and the mooring location (green
dot). Background contours indicate bathymetry from Davey, (2004).
132
in this region. Melting is fastest beneath the thinnest sections of the ice shelf,
and melt rates >1.8 m yr−1 were observed at all three sites (m13−m15) where
ice thickness was <100 m. Frontal proximity again appears to be important and
although brine intrusions within the ice shelf prevented melt rate measurements
within 6 km of the ice front, the mean melt rate of 2.54 m yr−1 observed 6.4 km
from the McMurdo ice front (site m15) was higher than those at similar frontal
distances on any of the Ross Ice Shelf transects (Tables A.3 and A.1).
Beyond the frontal zone the most distinctive feature is a band of rapid melting
extending almost due south from the ice front ∼20 km east of Ross Island (Fig
5.9b). Within this band, the 1.5 m yr−1 contour reaches up to 30 km from the
front, and melt rates above 1.3 m yr−1 are seen at the inland limit of the network
∼80 km from the front. Melt rates are much lower on thicker ice at the eastern
edge of the network. A second region of relatively low melt rates <1 m yr−1 is
observed on the eastern McMurdo Ice Shelf.
Averaged across the entire region where the standard deviation in the Kriged
field was less than 0.5 m yr−1, the mean basal melt rate was 1.35 m yr−1. Integrated
over this 7782 km2 region this indicates a net basal mass loss of 9.6 Gt yr−1, some
20 % of the estimated net mass loss from the entire Ross Ice Shelf (47.7 Gt yr−1
Rignot et al., 2013). This loss occurs over just 1.5 % of the ice shelf’s area,
indicating the significance of the region for ice shelf water production.
Although rates vary significantly across the survey region, the field is relatively
smooth, with few ”bulls eyes” which are often associated with outlying samples
in Kriged fields (Thomson and Emery, 2014). While more observations would
almost certainly reveal further complexity, especially between inland transects c
and d, the lack of patchiness suggests that aliasing of small-scale variability has
little impact on the large scale melt rate patterns observed.
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McMurdo Ice Shelf seasonal variability
In addition to the January 2013 and January 2014 surveys, the McMurdo Ice Shelf
sites were also surveyed in November 2012, allowing melt rates to be calculated
for the period November 2012 - January 2013 (Fig. 5.10). As expected, melt
rates over this period of early summer are higher than the annual mean at all
sites, but in contrast to the mean rates, there is little indication of a frontal effect,
and the most rapid melting is seen some 30 km from the ice front. The most
obvious spatial pattern is a north-south division, with melt rates at the northern
sites (m1 − 5 and m18) ranging from 1.04 to 1.54 m yr−1, and at the southern
sites (m6− 14) typically above 2.5 m yr−1. The exception to this pattern is site
m12, located close to the northern tip of White Island, where the summer melt
rate of 1.55 m yr−1 is significantly less than the adjacent sites. This site overlies a
shallow water column close to the coast of White Island and may be influenced
by Ice Shelf Water known to exit the Ross Ice Shelf cavity into the western side
of McMurdo Sound (Lewis and Perkin, 1985; Robinson et al., 2010; Langhorne
et al., 2015).
Figure 5.10: Summer melt rates for McMurdo Ice Shelf sites. Black contours indicate
nominal ice thickness while the grey contours indicate bathymetry (Davey, 2004).
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Mass balance
Comparison of the observed melt rates with equilibrium rates calculated pre-
viously (Section 5.2.1) shows that melt rates typically differ from equilibrium
rates by <0.5 m yr−1 over the survey region. Large scale features predicted by the
equilibrium analysis are present in the observations (Fig. 5.11), and both data
sets indicate the band of rapid melting extending south from the ice front. This
suggests that the rapid melting observed here is a persistent feature of the region.
Although the 1 year measurement interval is relatively short to infer long-term
trends, the similarity between the observed and equilibrium melt rates suggests
that the relatively thin ice south-east of Ross Island is a product of locally enhanced
basal melting, as suggested by Bamber and Bentley, (1994).
Figure 5.11: Observed melt rates (shaded dots), Kriged melt rate field (black contours),
and equilibrium melt rates from Section 5.2.1 (background shading).
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5.4 Discussion
5.4.1 Frontal melt enhancement
Attribution
Rapid basal melting appears to be a persistent feature of the Ross Ice Shelf frontal
zone, with high frontal melt rates and a rapid reduction of melt rates with distance
from the ice front evident on all three frontal transects, over both summer and
annual intervals. As basal melting is primarily a function of water temperature
(more specifically thermal driving) and flow speed, the spatial differences in melt
rates must indicate spatial variations in one or both of these factors.
Horgan et al., (2011) attributed rapid melting near the ice front primarily to
changes in flow speed, invoking plume dynamics to support a feedback between
flow speed and ice shelf frontal morphology. Using the 1-dimensional plume model
of Jenkins, (1991), they showed that the steep gradient of the ice shelf base near
the front causes the buoyant basal melt water to accelerate. This increases melt
rates near the front ultimately amplifying any existing basal curvature near the
ice front.
Although the gradient of the ice base is clearly expected to influence the speed
of buoyant plumes, increases in plume speed will only have a significant impact
on basal melt rates when plumes provide a controlling influence on mean flow
speed. When tides and other processes dominate, such variations will have little
impact on the mean current speed, and this appears to be the case at the mooring
site. For example, over the radar observation period (15/01/2014 to 21/01/2015),
mean flow speeds near (15 m below) the ice base were 12.19 cm s−1, while those in
mid-water (175 m below the base) were 11.24 cm s−1. This suggests that the effect
of the plume on mean current speeds is relatively modest at the mooring site.
Higher plume speeds are expected near the ice front where the ice base slopes
steeply; however the very high melt rates observed near the ice front would
require exceptionally high mean flow speeds. For example, mean melt rates at
the ice front on Transect B are 3 times higher than those at the mooring, and if
water temperature is assumed to be the same at both sites, mean current speeds
of 36 cm s−1 would be required produce the observed annual mean melt rates.
Significantly higher current speeds would be required to explain the summer melt
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rates observed near the ice front, and such rates are considered unlikely.
An alternative explanation for basal melt enhancement near the ice front
is spatial variations in mean water temperature across the frontal zone. One
mechanism which seems consistent with the observations is the intrusion of warm
frontal waters into the cavity. Such an inflow could cause relatively rapid melting
near the ice front, and exponentially decreasing melt rates further inland as
inflowing water is cooled (primarily) by the addition of meltwater. Although
the classical notion of sub-ice shelf overturning circulation includes a buoyant
basal plume which drives a net outflow near the ice base (see Fig. 1.1), this
residual effect is superimposed on tides and other periodic motions, and at the
mooring site southward and northward flow are observed with similar frequency.
The appearance of AASW at the mooring site during late summer provides
unequivocal evidence that frontal waters are drawn at least 7 km into the cavity,
and current meter records suggest the incursion may be much larger (Fig. 2.11).
If the frontal effect is primarily driven by the inflow of warm surface waters,
then melt rates should vary seasonally in response to surface water temperature,
and this is seen in the observations. Summer basal melt rates are on average
2.5 times higher than annual mean rates on Transect B, and 6.9 times higher on
Transect C (Table 5.1).
The large differences between the summer and annual mean basal melt rates
near the ice front raise the possibility that the increases in mean basal melt rates
seen near the ice front are caused entirely by rapid melting during summer. To
determine if this is plausible, the duration of observed summer melt rates required
to produce the entire annual melt signal was calculated. Assuming that all sites
melt at a constant rate of 1.2 m yr−1 throughout winter, (i.e. that observed at
the mooring site, Table 3.2), the observed annual basal ablation on Transect B
could be generated by summer seasons of 101 (142) days at the rate observed
during summer 2013 (2014). For Transect C, where summer melt rates were
significantly higher, a summer melt season of only 53 days is required. Given
the strong temporal variability in melt rates during summer (e.g. Fig. 4.5), the
observed summer rates may differ substantially from the true summer average
rate; however, the calculation indicates that a large component of the total frontal
effect is produced during summer.
The highest melt rate recorded in this study was observed near the ice front
on Transect C from 18-23 January 2013 when melt rates averaged 53.3 m yr−1.
137
To determine whether such rapid melting is consistent with the inflow of surface
water without elevated flow speeds, a three-equation melt rate parameterisation
(Appendix B) was inverted to estimate the water temperature from the observed
melt rate and assumed current speed. Current speed was set to the mean speed
observed at the mooring over the corresponding period (11.8 cm s−1) and the
ice shelf basal drag coefficient was set to a nominal value of 0.0025. With this
configuration, the model indicates a water temperature of 1.1 ◦C. Although this
is substantially higher than temperatures observed at the mooring, ECMWF
reanalysis products indicate temperatures approaching this value in the Ross Sea
Polynya during January 2013 (Fig. 3.8), and historic CTD records (Levitus et al.,
2013) show that the surface mixed layer in this region can reach up to 2 ◦C during
summer (Fig. 5.13). These observations suggest that the maximum observed melt
rate is consistent with a warm surface inflow, and although some localised flow
acceleration likely occurs near the ice front, this is not required to explain the
observed rates of basal melting.
Long term effects
Radar observations reveal strong frontal melt enhancement, especially during
summer; however, the melt rate observations within the frontal zone were made
over a one-year period and it is not clear that these are representative of long-term
average rates. Further insight into the persistence of frontal melting is provided
by the ice shelf thickness observations, which show significant thinning near the
ice front. Although vertical strain, surface accumulation and compaction all
contribute to net thinning rates, these glaciological contributions are relatively
small, typically accounting for net thinning rates of ∼0.5 m yr−1 with little spatial
variability, and the frontal thinning is interpreted as the result of frontal melt
enhancement.
Although curvature in the present day thickness profiles (Fig. 5.12) is indicative
of sustained frontal melt enhancement, a more quantitative assessment of melt
rates can be made by considering the calving history of the ice front. The ice front
in this region was formed during May 2002 when the giant iceberg C19 calved,
removing 200 km of the western Ross Ice Shelf some 30 km from the front (Martin
et al., 2007; MacAyeal et al., 2008). Considering that curvature in the present
day thickness profiles is restricted to the frontal 10 km of the shelf (Fig. 5.12),
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it appears likely that after calving, ice thickness in the new frontal region was a
nearly linear function of frontal distance.
Assuming that the ice shelf thickness was a linear function of frontal distance
after the May 2002 calving, curvature in the present day profile indicates the net
effect of frontal melt enhancement over the subsequent 11 years. To determine
whether the present-day thickness and melt rate observations are consistent with
a linear thickness profile in 2002, the post-calving ice thickness was estimated for
each site on Transects B and C assuming that the long-term average melt rate is
equal to the observed annual melt rate.
The resulting post-calving ice thickness profiles calculated for Transects B
and C are nearly linear (Fig. 5.12), indicating that curvature in the 2013 frontal
thickness profiles can be explained by frontal melt enhancement alone. Although
the actual ice thickness profile in 2002 is unknown, and consequently other scenarios
cannot be ruled out, this provides a simple explanation for the present day frontal
profile which is consistent with the known calving history. This interpretation
implies that the frontal melt rates observed in 2013 are representative of the
average effect over the preceding 11 years, a situation unlikely if a strong positive
melt rate feedback is occurring.
Figure 5.12: Observed frontal ice thickness profiles (black) for Transects B (a) and C
(b). Also shown is the estimated thickness of the ice shelf prior to the calving of iceberg
C19 in May 2002 assuming constant melt since calving.
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5.4.2 Regional melt enhancement
Mean melt rates across the entire survey region are an order of magnitude higher
than the shelf-wide average, and the seasonal inflow of AASW provides a plausible
mechanism for this regional melt enhancement. A sustained southward flow occurs
during February and March each year (Chapter 2), soon after peak sea surface
temperatures occur on the open shelf. The duration and strength of this flow
implies a net southward drift of 100 to 200 km over most of the water column,
and this length scale matches the broad regional melt enhancement identified in
the equilibrium melt rates and in the field observations.
This inflow provides a low-frequency analogue of the frontal effect, transporting
solar-heated surface water into the cavity over a period of several months. This
interpretation suggests that the broad band of rapid melting near the centre of the
network is the core of an inflow which crosses the ice front ∼20 km east of Ross
Island where frontal draft is ∼100 m (Fig. 5.9). The eastern limit of this band
is aligned closely with the 280 m ice thickness contour (∼240 m draft) suggesting
that the buoyant inflow is steered by the ice shelf.
To determine whether such an inflow contains sufficient heat to drive the
observed melting, a simple heat budget was undertaken. The annual net basal
melting of 9.6 Gt over the survey region requires a total energy input of 3.2× 1018 J;
however, a significant fraction of this ablation occurs during winter with water
at or below the surface freezing point which is unrelated to the summer inflow
(see Chapter 3). Considering only the summer mass loss, estimated at 5.3 Gt,
the required heat input of 1.8× 1018 J could be supplied by an inflow of width
∼50 km, thickness ∼20 m and initial temperature of 0 ◦C, reaching 200 km south
of the ice front. Archived CTD data (Levitus et al., 2013) show that surface
mixed layers up to 50 m thick with temperatures above 0 ◦C can occur during
summer on the open shelf close to the mooring site (Fig. 5.13a). Although crude,
these estimates indicate that during summer the surface mixed layer within the
adjacent shelf sea contains sufficient heat to drive elevated melt rates observed
within the survey region.
Comparison of temperature records from the mooring with the CTD profiles
(Fig. 5.13a) provides some insight into processes occurring at the ice front.
Maximum temperatures near the ice base at the mooring site are over 1 K higher
than the maximum temperatures recorded by CTD at the same depth outside the
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cavity. Although the observations are not contemporaneous, this suggests that
surface waters are not simply advected horizontally into the cavity, but downwell
at the ice front, presumably in response to wind and tidal forcing.
The CTD archive also shows that the western shelf front near the mooring
site is the only sector of the ice front with surface mixed layer temperatures
significantly above 0 ◦C (Fig. 5.13b). The proximity of this warm pool to the ice
front, combined with the late summer inflow appear to provide the necessary heat
source required to drive rapid melting within the region.
The role of surface waters in driving summer melting near the ice front has
Figure 5.13: (a) CTD temperature profiles close to the Ross Ice Shelf front from the
World Ocean Database (WOD) (Levitus et al., 2013). Profiles from within 80 km of
the mooring site are shown in black while those further from the site are shown in
grey. Temperature statistics from the sub-ice shelf mooring are shown in red indicating
the median (circle), the inter-quartile range (heavy line) and the full range (thin line)
at each instrument depth. Ice draft at the mooring is shown, as is ice front draft for
Transects B and C (dashed lines). (b) Location map indicating the mooring site (red
dot), WOD CTD stations <80 km from the mooring site (black dots) and more distant
stations (grey dots).
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been investigated by Stern et al., (2013). Using a numerical ocean model, Stern
et al., (2013) attributed warming observed beneath the McMurdo Ice Shelf in
summer to an inflow of warm surface water, which after forming in the Ross Sea
Polynya, flowed around Ross Island and into McMurdo Sound (Stern et al., 2013).
Although Stern et al., (2013) focussed on the McMurdo Sound pathway, the model
also indicated that AASW penetrates directly into the Ross Ice Shelf cavity east
of Ross Island, as suggested by the present observations. This study supports
the notion that the elevated local melt rates are closely linked to the high surface
temperatures within Ross Sea Polynya during summer.
5.5 Conclusions
ApRES observations from 78 sites on the Ross and McMurdo ice shelves indicate
annual-mean basal melt rates ranging from 0.47 to 7.71 m yr−1, with the highest
rates observed near the ice front. Melt rates are elevated during summer especially
near the ice front, where a maximum rate of 53.3 m yr−1 was observed over a 4.9
day period during January. Interpolation and extrapolation of the point melt
rate observations over the entire survey region indicates a mean melt rate of
1.35 m yr−1, and a net basal mass loss of 9.6 Gt yr−1. This represents some 20 %
of the estimated net basal mass loss of the entire Ross Ice Shelf (Rignot et al.,
2013) from just 1.5 % of its area.
Melting within the frontal zone is characterised by an exponential decay in
melt rates with distance from the ice front as previously observed by Horgan et al.,
(2011). This characteristic feature of frontal melting is attributed to the inflow of
warm frontal water during summer which progressively cools as it interacts with
the ice base. Although the melt rate observations are limited to a one-year period,
curvature in the frontal thickness profile suggests that similar rates of frontal melt
enhancement have occurred since the present day ice front was formed by calving
in May 2002.
The high average melt rates observed across the broader survey region are
consistent with rates implied by a number of glaciological (Neal, 1979; Bamber
and Bentley, 1994) and oceanographic (e.g. Holland et al., 2003; Dinniman et al.,
2007) investigations. The observed melt rates are similar to equilibrium rates,
suggesting that rapid melting is a persistent feature of the region. Oceanographic
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observations suggest that large-scale melt enhancement could be a low frequency
analogue of the frontal effect, whereby warm AASW is drawn into the cavity by a
sustained southward flow which occurs each summer.
This mechanism appears to be energetically feasible, requiring (for example)
a ∼20 m thick layer of AASW at 0 ◦C to enter the cavity between the mooring
site and Ross Island. CTD observations indicate that a warm surface mixed layer
with similar properties forms in the Ross Sea Polynya each summer. Sea surface
temperatures here are higher than anywhere else along the ice front, presumably
due to the wind-driven export of sea ice from the polynya. Seasonal warming
seen under McMurdo Ice Shelf has been attributed to the inflow of this water
mass (Stern et al., 2013), and the elevated melt rates observed in this study are
attributed to the direct inflow of this solar energy into the Ross Ice Shelf cavity.
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CHAPTER 6
Parameterisation of ice shelf basal melting
6.1 Introduction
Ice shelf basal melting accounts for over half of the present day mass loss from
the Antarctic Ice Sheet (Rignot et al., 2013) and is causing accelerating mass
loss from the WAIS (Shepherd et al., 2004; Pritchard et al., 2012). Further
increases in basal melt rates are expected in the coming century (e.g. Hellmer
et al., 2012) with potentially significant implications for Antarctic mass balance
and sea level. In order to predict the response of the Antarctic Ice Sheet and sea
level to changing ocean conditions, models must accurately simulate the physical
processes occurring at the ice-ocean interface.
Numerical ocean models with an ice shelf component typically parameterise
melt rates as a function of water temperature and flow speed. While such models
are thermodynamically consistent, conserving mass and energy at the interface,
they rely on empirical models of turbulent heat and salt flux through the sub-
ice shelf boundary layer which are not well constrained by observations. These
formulations, based on laboratory observations, do not account for rotation or
stratification which influence planetary boundary layers (Holland and Jenkins,
1999). Although field observations beneath sea ice provide some validation for
the existing approach (McPhee, 2008), very few observations are available from
sub-ice shelf cavities (Jenkins et al., 2010b) and several model parameters remain
poorly constrained.
This chapter uses the time series of oceanographic conditions and basal melt
rates described in Chapter 4 to assess the performance of existing melt rate
parameterisations and to estimate appropriate basal drag coefficients for the site.
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6.1.1 Context
Ice shelf basal melt rates are influenced by both the cavity-scale circulation, which
determines the bulk temperature and salinity of water beneath the shelf, and by
turbulent mixing in the sub-ice shelf boundary layer, which delivers heat and salt
to the ice base. Although the large scale circulation is adequately resolved by
typical ocean models, direct numerical simulation of turbulence is computationally
prohibitive, and the net heat and salt flux through the boundary layer caused
turbulence must be parameterised in terms of grid scale properties of the model.
The ice shelf-ocean boundary layer is the portion of the sub-ice water column
where the ambient flow is influenced by the base. This region is influenced by
buoyancy and rotation, and is dynamically similar to both the benthic boundary
layer and the more widely studied atmospheric boundary layer.
Boundary layers can be divided conceptually into three regions based on the
dominant forces within each zone. Closest to the boundary is the laminar sub-
layer (thickness 1 to 10 mm) where turbulence is suppressed and shear stress is
transferred by molecular viscosity (e.g. Boudreau and Jorgensen, 2001). Beyond
this region the flow is turbulent, with greatly enhanced heat, salt and momentum
diffusivity. The portion of the turbulent boundary layer closest to the interface
is known as the inner or surface layer, and this region is strongly influenced by
basal roughness. In this region, which is typically 2 to 4 m thick in polar oceans
(McPhee, 2008), velocity increases logarithmically with distance from the wall as
described by the ”law of the wall” (e.g. Tennekes and Lumley, 1972). Further from
the boundary, the effect of earth’s rotation becomes significant and in this outer or
Ekman region, the mean flow direction rotates with depth towards the direction
of the underlying geostrophic flow. The thickness of the Ekman boundary layer
is proportional to basal shear stress (e.g. Boudreau and Jorgensen, 2001) and is
typically between 2 m and 40 m.
In addition to the dynamic structure described above, boundary layers can also
be described by the concentration gradients of scalar properties such as heat and
salt. This approach leads to the identification of thin thermal and haline diffusive
sub-layers within the laminar sub-layer, where molecular diffusivity dominates the
transport of heat and salt. Beyond the laminar sub-layer, turbulent mixing can
reduce concentration gradients to the extent that a ”mixed layer” can often be
identified (Fig. 6.1). At some distance from the ice base, velocity shear becomes
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insufficient to drive rapid mixing and a strong vertical density gradient is formed.
This pycnocline separates the mixed layer from the ambient cavity water below
(Fig. 6.1), limiting the vertical transport of heat, salt and momentum.
The ”bulk” or ”slab” parameterisations described in this chapter are designed
to model fluxes between a relatively well mixed basal boundary layer and the
ice base. Although these parameterisations directly or indirectly include the
influence of the laminar sub-layer, they are not designed to simulate flux through
the pycnocline, and this process is typically treated by other components of the
parent model. In plume models, flux from the ambient water into the well mixed
layer is estimated from plume entrainment parameterisations (Jenkins, 1991). In
three-dimensional primitive-equation ocean models (e.g. Dansereau et al., 2014),
vertical heat and salt flux away from the ice-ocean interface is calculated using
the model’s built-in parameterisations of vertical diffusivity.
mixed
layer
ambient
cavity
water
Figure 6.1: Ice-ocean boundary layer schematic illustrating a typical sub-ice shelf
temperature profile and the partitioning of temperature change across the laminar
sub-layer ∆TLSL, mixed layer ∆TML, and pycnocline ∆TP .
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6.1.2 Physical considerations
The freezing point of sea water
A number of physically-based parameterisations of ice shelf basal melt rates with
varying degrees of sophistication have been developed (see Williams et al., 1998;
Holland and Jenkins, 1999; Jenkins et al., 2010b). The first assumption made by
these approaches is that melting takes place near thermodynamic equilibrium, and
as such, the interface temperature remains at the freezing point of seawater. This
is typically represented by a linearised approximation of more complex expressions
for the seawater freezing point (Millero, 1978), e.g.:
Tf = λ1S + λ2 + λ3P. (6.1)
Here Tf is the freezing point temperature of sea water with salinity S, and at
pressure P . λ1−3 are constant coefficients (see Jenkins et al., 2010b, Table 1).
Heat conservation
The second major consideration is conservation of heat at the ice shelf base. This
requires that latent heat used for melting or freezing (QTL) is the difference between
the turbulent heat flux from the ocean (QTO) and conductive loss to the ice shelf
(QTI ), i.e.:
QTL = Q
T
O −QTI . (6.2)
Here upward heat transport and melting are indicated by positive values of QT .
When stratification and buoyancy flux at the interface are negligible, heat
flux across the oceanic boundary layer is expected to be a function of basal shear
stress and the temperature difference across the boundary layer. Shear forces
from the boundary increase turbulent mixing, which in the presence of a vertical
temperature gradient, drives heat flux through the boundary layer. Assuming
these dependencies, a dimensionless thermal exchange coefficient ΓT can be defined
as follows (Jenkins et al., 2010b):
ΓT =
QTO
ρwcwu∗[Tf (Sb, Pb)− Tw] . (6.3)
Here, ρw and cw are the density and specific heat capacity of water, respectively.
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u∗ is a velocity scale known as the friction velocity which is commonly used to
characterise shear in boundary layers (e.g. Thorpe, 2005). u∗ is defined as the
square-root of kinematic shear stress at the boundary; i.e. u∗ =
√
τ0
ρw
where τ0
is the basal shear stress. The term in brackets in Equation 6.3 describes the
difference across the boundary layer measured between the sea water at Tw, and
the interface, which is at the in situ freezing point Tf . Here Tf is a function of
the salinity Sb and pressure Pb at the base (see Equation 6.1). ΓT can be viewed
as a modified thermal Stanton number where the free stream velocity has been
replaced by the friction velocity (Jenkins et al., 2010b).
Assuming that an appropriate value for ΓT can be found, Equation 6.3 can
be used to determine QTO, and with appropriate expressions for the Q
T
L and Q
T
I ,
Equation 6.2 becomes (Jenkins et al., 2010b):
ρiabLi = ρiciκi
∂Ti
∂z
|b − ρwcwu∗ΓT [Tf (Sb, Pb)− Tw]. (6.4)
Here ab is the ablation rate at the base (i.e. basal melt rate) and ρi, LI , κi and ci
are the density, latent heat of fusion, thermal diffusivity and specific heat capacity
of ice, respectively. ∂Ti
∂z
|b is the vertical temperature gradient at the ice base of
the ice shelf. Here, the energy available for melting or freezing (left hand side) is
determined by the difference between the rate of heat conduction into the the ice
shelf and that supplied by the ocean (the first and second terms on the right hand
side, respectively). Heat conduction into the ice shelf can be solved in a number
of ways if the ice shelf thickness and surface temperature are known (see Holland
and Jenkins, 1999), however in typical conditions this term accounts for just 10 %
of the interface heat balance.
Salt conservation
A further consideration to satisfy continuity at the ice-ocean interface is salt
conservation. This can be considered a balance between freshwater input at the
ice base due to melting that causes a salinity gradient across the boundary layer,
and the resulting turbulent salt flux that balances this. Following the arguments
used to define the the heat transfer coefficient ΓT , an analogous salt transfer
coefficient ΓS can be defined and used to model salt balance at the interface:
ρiab(Sb − Si) = −ρwu∗ΓS(Sb − Sw). (6.5)
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Here Si, Sb and Sw are the salinity of the ice shelf, the ice base and the seawater,
respectively. The left hand side represents the vertical salt flux required to
maintain the interface at Sb in the presence of melt-water input, and the right
hand side represents salt flux through the ocean boundary layer. For ice shelves
basal salinity is typically close to zero and in this case the first term reduces to
ρiabSb.
6.1.3 Model classes
Two-equation parameterisations
”Two-equation” parameterisations consider the temperature of the interface (Eq.
6.1), and conservation of heat at the ice-water interface (Eq. 6.2) but ignore
freshening due to meltwater input at the ice base. With this assumption the
interface temperature can be defined in terms of the mixed layer salinity (i.e.
Tf (Sw, Pb)) and Equation 6.4 becomes:
ρiabLi = ρiciκi
∂Ti
∂z
|b − ρwcwu∗ΓTS[Tf (Sw, Pb)− Tw]. (6.6)
Here a combined heat and salt flux coefficient ΓTS is used in place of ΓT . The
principal advantage of the two-equation approach is simplicity, as the melt rate
can be determined directly by calculating the freezing point from the far field
salinity, and substituting this into Equation 6.6.
Three-equation parameterisations
”Three-equation” models also consider the effect of freshening at the ice-ocean
interface due to meltwater input. Due to the salinity dependence of the freezing
point, freshening at the ice base causes the interface temperature to increase slightly.
This lowers the temperature difference across the boundary layer, reducing heat
flux.
This process leads to a distinction between two measures of the potential for
water to drive melting. The temperature difference between the mixed layer and
the interface as used in the two-equation approach is known as thermal driving
(T∗) (Holland and Jenkins, 1999). This is equal to the elevation of the mixed layer
water above its freezing point at the ice base pressure (Tw − Tf(Sw, Pb)). The
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actual temperature difference between the mixed layer and the interface, as used
in the three-equation approach is known as thermal forcing (Holland and Jenkins,
1999). Although the two-equation approach overestimates temperature differences
across the boundary layer, this can be compensated for by setting ΓTS to a lower
numerical value than ΓT .
The three-equation method requires interface temperature, salinity and basal
melt rate to be solved simultaneously. This is achieved by combining Equations
6.1, 6.4 and 6.5 into a single quadratic in terms of melt rate as described in
Appendix B.
Over a wide range of melt rates three-equation models are expected to outper-
form two-equation models due to their explicit accounting for freshening at the
interface; however, the non-linearity introduced by this effect is relatively weak
and the two-equation approach is favoured by some authors (see Jenkins et al.,
2010b).
6.1.4 Representations of heat and salt flux
Velocity independent flux
As heat flux through the ocean boundary layer is the dominant term in the sensible
heat flux at the interface, accurate representation of the turbulent exchange
coefficient ΓT is key to accurate prediction of melt rates. Various approaches to
the representation of heat and salt flux have been taken. Early models treated
both ΓT and u∗ as constant and defined the product of these terms as the thermal
exchange velocity γT (e.g. Hellmer and Olbers, 1989). This parameter was tuned
to match observations of melt with the implicit assumption that temperature
variability, rather than flow speed variations, were the main driver of melt rate
variability. These site specific exchange velocities provide poor predictions of melt
when applied to sites with different mean flow speeds (Jenkins et al., 2010b), but
despite this, many recent models still use this approach (e.g. Dinniman et al., 2007;
Little et al., 2008). Modelling has recently shown that the difference between
these representations is not trivial; and both the mean modelled melt rate, and
the spatial distribution of melting are influenced by the choice of flux formulation
(Dansereau et al., 2014).
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Velocity dependent flux
Most recent approaches recognise the role of shear in driving turbulent transport
in the boundary layer, and include this effect by representing heat and salt flux
as linear functions of the friction velocity u∗. As basal shear stress is seldom
observed, u∗ is typically parameterised using a quadratic drag law:
u∗ =
√
CdhU
2
h . (6.7)
Here Uh is the mean flow speed observed at a distance h from the interface and Cdh
is a dimensionless basal drag coefficient for the observation level. While quadratic
drag laws are widely used for homogeneous fluids, the relationship is known to
break down when stratification or rotation become significant (Green and McCave,
1995; McPhee, 2008).
The laminar sub-layer
Early observations under sea ice showed melt rates that were much lower than
expected for turbulent flux (McPhee et al., 1987). This suggested that the
laminar sub-layer played an important role in limiting vertical flux to the ice base
(Steele et al., 1989). Drawing upon laboratory studies of boundary layer fluxes
for hydraulically rough surfaces, Steele et al., (1989) proposed a model for ΓT
including explicit turbulent and laminar sublayer components. Following this
approach, but in the absence of information on ice shelf basal roughness, Jenkins,
(1991) adapted the laboratory results of Kader and Yaglom, (1972) and Kader and
Yaglom, (1977) for hydraulically smooth pipe flow for ice shelf use. This approach
has been used widely, most recently with the following form (e.g. Holland and
Jenkins, 1999; Jenkins et al., 2010b):
ΓT =
1
2.12 ln(u∗hb/ν) + 12.5Pr2/3 − 9 (6.8)
ΓS =
1
2.12 ln(u∗hb/ν) + 12.5Sc2/3 − 9 (6.9)
Here Pr is the molecular Prandtl number (the ratio of kinematic viscosity to
molecular thermal diffusivity) and Sc is the molecular Schmidt number (the
ratio of kinematic viscosity to molecular haline diffusivity). hb is the boundary
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layer thickness and ν the kinematic viscosity of seawater. The first term in the
denominator represents resistance to flux through the turbulent boundary layer,
and the second represents resistance through the laminar sub-layer. Evaluating
the two terms for a boundary layer thickness of 10 m and free stream velocity of
0.1 m s−1 indicates that for heat, resistance to flux through the diffusive sub-layer
is ∼3 times greater than that in the turbulent boundary layer. For salt transport,
resistance through the diffusive sub-layer is ∼100 times greater than through the
turbulent layer.
In this form, ΓT and ΓS are weakly dependent on both boundary layer thickness
and flow speed. To date, this weak dependence has not been observed in sea ice
experiments, and it has been suggested that constant values for ΓT and ΓS are
more appropriate considering the available evidence (McPhee, 2008).
Rotation and stratification
The parameterisations of heat and salt flux described above are derived from
laboratory experiments on well mixed fluids and do not represent the full range
of processes occurring within the planetary boundary layer beneath an ice shelf.
More sophisticated expressions for ΓT and ΓS that account for the effects of
rotation and stratification in the outer layer have been developed (McPhee et al.,
1987); however, in typical conditions these effects appear to have relatively small
effects on predicted melt rates (Holland and Jenkins, 1999).
Although few observations of sub-ice shelf boundary layers exist, stratified
planetary boundary layers have been studied widely in the atmosphere. This
research lead to the development of Monin-Obukhov similarity theory (Monin
and Obukhov, 1954) which proposes that all wall bounded flows have the same
dynamic structure if non-dimensionalised by the characteristic length scale LO
(the Obukhov length):
LO =
u3∗
κB
. (6.10)
Here B is the buoyancy flux (m2 s−3=W kg−1) and κ von Karman’s constant. This
length scale represents the ratio of shear production of turbulent kinetic energy
to the vertical buoyancy flux (Thorpe, 2005). If the buoyancy flux is positive,
as in melting, LO is positive and the buoyancy flux stabilises the water column
and extracts energy from the turbulent motion. As LO → ∞ shear production
greatly exceeds that required to mix the meltwater and conditions near the ice
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base (< 0.03|LO|) become well mixed (Thorpe, 2005).
In the case of melting, the dependence of LO on oceanographic conditions can
be further explored by considering that, to a first approximation, melt rate and
hence buoyancy flux are proportional to T∗u∗. This indicates that:
LO ∝ u
2
∗
T∗
, (6.11)
suggesting that low current speeds combined with high thermal driving may lead
to the suppression of turbulence near the boundary.
While sub-ice shelf boundary layers are widely assumed to be turbulent, an
instance of such suppression leading to a dramatically altered boundary layer
structure was recently observed beneath George VI Ice Shelf (Kimura et al., 2015).
CTD profiles showed that high water temperatures and low flow speeds lead to
the development of a thermohaline staircase, driven by double diffusive convection.
Melt rates beneath the shelf were suppressed to a small fraction of those expected,
and a novel parameterisation of heat and salt flux based on overturning velocities
within double-diffusive convection cells was required to accurately simulate melt
rates (Kimura et al., 2015). These observations indicate that more sophisticated
melt rate parameterisations which can accurately predict melt rates over a wide
range of Obukhov length scales are required. However, the development of such
models is severely limited by the lack of observations from beneath ice shelves.
6.1.5 Validation
Due to the difficulty of measuring basal melt rates and accessing the sub-ice shelf
cavity, few studies have compared parameteristions with in-situ observations of
melt rates and oceanographic conditions. The most comprehensive comparison
to date is that of Jenkins et al., (2010b), who used the pRES observations of
basal melt rates and oceanographic observations from a co-located mooring on
the Ronne Ice Shelf. Melt rates were measured over intervals of 37 and 351 days
and compared with simultaneous temperature observations and predictions of
flow speeds based on prior observations at the same site. Jenkins et al., (2010b)
showed that velocity independent models provide a poor match to the data,
whereas velocity dependent models with appropriately tuned drag coefficients
were able to match observations within the measurement uncertainty. Due to
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the small number of melt rate observations and the limited range of thermal
driving, the observations could not be used to discriminate between the two- and
three-equation approaches, or to independently estimate ΓT and ΓS. Consequently,
Jenkins et al., (2010b) recommended a three-equation model with constant heat
and salt transfer coefficients determined from the observations and from prior
estimates of the thermal to haline diffusivity ratio.
6.1.6 This study
This chapter uses the time-series of sub-ice shelf oceanographic conditions and
simultaneous ApRES melt rates observations described in Chapter 4 to assess and
compare existing parameterisations of basal melting. The approach follows that
of Jenkins et al., (2010b) but benefits from a significantly larger number of melt
rate observations (n = 17824) over a wider range of oceanographic conditions.
6.2 Methods
6.2.1 Instrumentation and sampling
Melt rates were calculated from a time series of ApRES observations at the
mooring site throughout 2014 as described in Chapter 4. Observations of water
temperature and flow speed within the sub-ice shelf boundary layer were made
using moored oceanographic instruments described in Section 2.2.1. By the time
of the radar deployment the upper TS logger had failed, and due to the cumulative
effects of melting, the two upper ACMs were located ∼15 m and ∼20 m below the
ice base (cf. Fig. 3.1). As described in Section 2.2.1, temperature records from
the two upper ACMs were calibrated against the TS logger located 2 m above the
upper ACM.
Due to the failure of the upper TS logger in September 2012, salinity was not
measured in the boundary layer during the radar deployment. In lieu of direct
salinity observations, monthly-mean salinities from the available record (January
2011 to September 2012) were used to estimate the freezing point. Observed
intra-monthly salinity variability of ∼0.08 psu will cause the actual freezing point
to vary by at least ∼0.005 K from the estimated value. Allowing for this, and some
undetected sensor drift, uncertainty in the resulting thermal driving is estimated
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as ±0.02 K.
6.2.2 Timing errors
For the inter-comparison of melt rates and ocean observations to be valid, the
observations must be synchronised to within a small fraction of the averaging
interval. Due to the high sampling rate, clock drift on either the ApRES or the
ACMs could cause mismatch between the observation intervals. For the ACMs,
a nominal clock stability1 of 1 min yr−1, implies absolute timing errors of ∼4
minutes during 2014. The stability of the ApRES real-time clock is not well
known; however, a drift of up to ∼30 min within the deployment was considered
possible (K. Nicholls, pers. coms. 2015). This suggests that sampling period
mismatch may be a significant issue for the raw observations.
Assuming that melt rates are a direct function of the observed oceanographic
conditions, gross timing errors should be indicated by lag between the oceano-
graphic and melt rate time series. This magnitude of this lag was investigated
by comparing the observed melt rates with predictions based on oceanographic
conditions at the upper ACM using a three-equation melt rate parameterisation.
Visually the predicted and observed records match well (Fig. 6.2), suggesting that
the timing offset was less than a sampling interval during this period.
A quantitative estimate of the lag was made by cross-correlating the predicted
and observed melt rates after resampling both series onto a common hourly interval.
Parabolic interpolation of the correlation peak was used to estimate the lag to less
than the hourly sampling interval. Observed melt rates are delayed relative to
the predictions in all months, with monthly mean lags ranging from 2 to 137 min
(Table 6.1). The lag varies with an annual cycle similar to temperature, suggesting
that this may represent an environmental rather than instrumental effect. For
example, the large lags in February and March may imply that stratification delays
the transport of heat through the boundary layer during summer. Minimum lags
of 2 to 12 min are observed in late winter when flow speed is highest, and as the
boundary layer is expected to be well mixed during this period, the lag observed
during these periods is considered most representative of true instrument clock
offsets. Considering this, the radar-ACM clock offset is estimated to be ∼10 min
or less.
1http://www.nortek-as.com/
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To minimise the impact of timing errors on the comparison, melt rates were
recalculated using a 4 hour averaging interval. Oceanographic observations were
averaged over the same intervals. Based on a sampling offset of 10 minutes, these
intervals overlap by 95 %. Errors due to this mismatch are 5 % of the melt rate
gradient over the averaging interval and this is typically smaller than the melt rate
measurement error. As melt rates are expected to be an almost linear function
of temperature and water speed, averaging over these longer intervals should
introduce little error.
ApRES observations were used to estimate 4 hour mean melt rates every 30
minutes throughout the 371 day deployment providing 17 824 melt rate estimates.
Although the number of independent sampling periods is lower by a factor of
8 (2228), the observations used to make the estimates are independent, and all
estimates were retained in order to maximise the range of oceanographic conditions
sampled.
Figure 6.2: (a) Flow speed (b) water temperature and (c) melt rates for a sub-
set of the 2014 deployment. (c) Melt rate observations based on the raw 30-minute
sampling interval (black dots) are shown with 1-hour melt rate averages re-sampled
onto the oceanographic sampling times (red). Melt rate predictions based on the ACM
observations are shown in blue.
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Month Melt rate Melt prediction Correlation Lag
m yr−1 (pred/obs) minute
Jan 3.1 1.4 0.78 8
Feb 4.1 3.2 0.63 96
Mar 2.6 3 0.73 137
Apr 2.1 1.7 0.58 19
May 1.6 1.5 0.67 35
Jun 1.1 1.4 0.72 40
Jul 1.3 1.4 0.81 23
Aug 2.4 1.1 0.79 12
Sep 2.2 1.1 0.89 11
Oct 1.3 1.1 0.71 2
Nov 1.1 1.5 0.78 6
Dec 1 1.7 0.83 14
Table 6.1: Monthly mean basal melt rate observations with melt rate predictions
based on a three-equation parameterisation. Also shown are the observation/prediction
correlation coefficient and relative delay between the time series.
6.2.3 Heat conduction
Parameterisations of basal melting require an estimate of the vertical temperature
gradient in the base of the ice shelf to determine conductive heat loss into
the shelf. If the ice shelf is assumed to be in thermal equilibrium, melt rate
parameterisations can be formulated to account for equilibrium conduction (see
Appendex B); however, considering the short observation interval used here, basal
temperature gradients are unlikely to be in equilibrium with the instantaneous
melt rate. In order to determine an appropriate value for the basal temperature
gradient, an advection-diffusion model (Section 4.4.4) was used to simulate basal
temperature dynamics throughout the deployment.
For the May-November period, which contained most of the observations
ultimately used to tune the models, the advection-diffusion model indicated
a basal temperature gradient of −1.05± 0.10 K m−1 (1σ). Basal temperature
gradients calculated assuming equilibrium with the instantaneous melt rates
(i.e. Holland and Jenkins, 1999, Equation 26) indicate a similar mean value of
−0.89 K m−1, but with instantaneous values ranging from zero when melt rates
were negligible, to −4 K m−1 during the most rapid melting. The large differences
between the instantaneous temperature gradients determined by the two methods
confirms that basal temperature profiles do not approach equilibrium on this time
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scale.
For the purpose of assessing the melt rate parameterisations, ∂T
∂z
|b was set
to a constant value of −1.05 K m−1, equal in energy flux to a freezing rate of
∼0.24 m yr−1. Errors in modelled melt rates due to the assumption of a constant
basal temperature gradient are typically much less than the measurement error.
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6.3 Results
6.3.1 Data summary
The resulting data set consists of melt rate estimates ranging from near zero
to 25.5 m yr−1. The estimates were made over a wide range of oceanographic
conditions, with water temperatures ranging from −2.06 to −0.35 ◦C and flow
speeds from 0.5 to 46.7 cm s−1 (Fig. 6.3). Although the maximum observed
temperature corresponds to a thermal driving of nearly 1.5 K, most observations
are within within the range 0 to 0.25 K. The large number of observations within
the range 0.10 to 0.15 K indicate water near the surface freezing point which is
seen frequently throughout winter (Fig. 6.3a). Melt rates are clearly influenced
by both thermal driving and flow speed, with rates approaching zero when either
the flow speed or thermal driving approach zero (Fig. 6.3b). Rapid melting
requires high flow speeds and water temperature, and melt rates above 10 m yr−1
are observed most often with flow speeds and thermal driving above 25 cm s−1
and 0.5 K, respectively.
Figure 6.3: (a) Number of observations and (b) mean melt rate as a function of flow
speed and thermal driving.
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6.3.2 Drag coefficient estimation
Melt rate parameterisations are derived by combining expressions for mass and
energy conservation at the ice-ocean interface with parameterisations of heat and
salt flux through the boundary layer. The least well constrained parameters in
these models are the coefficients ΓT and ΓS which represent the efficiency of heat
and salt transfer across the boundary layer, and the drag coefficient Cd used to
estimate shear stress at the ice base (Jenkins et al., 2010b).
Although the oceanographic observations are insufficient to determine Cd
directly, the melt rate observations can be used to determine the net heat flux
to the ice base. In this section, the net heat flux and observed oceanographic
conditions are used to determine an estimate of the thermal Stanton number,
which corresponds to the term C
1/2
d ΓT in the parameterisations considered here.
To aid comparison with previous work, published values of ΓT and ΓS are then
used to calculate optimum corresponding values for Cd.
Optimisation
For each parameterisation, the optimum value of Cd was determined by using
unconstrained non-linear optimisation to minimise the total model-observation
mismatch (E) evaluated across the entire ensemble of observations:
E =
∑(abO − abM
δabO
)2
. (6.12)
Here abO and abM are the observed and modelled melt rates, and δabO the melt
rate observation error.
The sensitivity of Cd to uncertainty in various model parameters was assessed
by modifying each parameter by its expected uncertainty, and recalculating Cd.
This process was undertaken for a range of parameter offsets including offsets in T∗
of ±0.01 K, offsets in ∂T
∂z
|b of ±1 K m−1, offsets in abO of ±0.25 m yr−1, and offsets
in Sw of ±0.16 psu. This analysis showed that uncertainty in thermal driving is
the principal source of error, causing Cd variations of ∼15 %. In the following
analysis, error bounds on Cd are based on uncertainty in thermal driving alone.
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Data selection
Although drag coefficients could be determined for each observation period, CTD
profiles (Section 2.2.2) show that during summer the entire mixed layer can
lie above the upper temperature sensor. As bulk parameterisations require the
mixed layer temperature to be specified, these periods are unsuitable for model
evaluation.
To determine periods suitable for model evaluation, temperature differences
(∆T ) between the ACMs located at 15 m and 20 m from the ice base were examined.
While large temperature differences indicate that either one or both instruments
lie outside the mixed layer, sustained small temperature differences, within the
range expected for the mixed layer, suggest that both instruments are likely to
be within the basal well mixed layer. For this approach to be effective, the two
ACM temperature records must be well calibrated with respect to each other, and
this appears to be the case. Temperature differences between the upper ACMs
reduce with increasing flow speed (Fig. 6.4), and for flow speeds above 40 cm s−1
differences between the 4-hour mean temperatures at the two instruments are
<0.005 K.
While these observations suggest that ∆T is indicative of the state of mixing
in the outer boundary layer, it is not immediately clear what range should be used
Figure 6.4: Flow speed vs. temperature difference between the upper ACMs.
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to define well mixed conditions. In general, vertical temperature gradients are
expected to be negative within the basal boundary layer due to cooling from the ice
shelf base. Positive gradients indicate warm water intrusions near the ice base, and
during these periods the ACM records are unlikely to give an accurate indication
of thermal driving. These events were excluded by removing observations when
∆T (upper minus lower) was >0.0015 K. While negative temperature gradients
are expected in the boundary layer during melting, observations with ∆T <0.05 K
were excluded to avoid periods when one or both instruments lay below the mixed
layer. The significance of this threshold was evaluated by estimating Cd for a
range of ∆Tmin. To reduce the probability of misidentifying well mixed periods,
observations were only included if the ∆T criteria were satisfied over a 3 hour
period centred on the observation.
Sensitivity of drag coefficients to data selection
The sensitivity of Cd to the data selection criteria described above was assessed
by determining Cd for a range of ∆T thresholds using a three-equation parame-
terisation. For the widest definition of well mixed conditions (−0.05 K < ∆T <
0.0015 K), 45 % of the observations are retained. In these conditions the model
accounts for just over half of the variance in the observations (R2 = 0.63) with a
RMS error of 1.2 m yr−1 (Fig. 6.5a). The largest model-observation mismatches
occur during several periods when observed melt rates are up to ∼7 m yr−1 higher
than predictions. These outliers are attributed to intrusions of warmer water
which lie entirely above the ACMs during summer.
The most restrictive definition of well mixed conditions (−0.0015 K < ∆T <
0.0015 K) requires that temperature variability recorded at the two ACMs was
identical over the four-hour averaging interval. With this strict criteria, only 6 %
of the original samples are retained. With this high level of mixing the model
provides a good match to the observations with R2 = 0.90 and RMS errors of
0.5 m yr−1 (Fig. 6.5b). Considering that at flow speeds of 20 cm s−1, melt rate
variations of of this magnitude can be caused by variations in T∗ of just 0.02 K,
the match is considered close to the level of observational uncertainty.
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Figure 6.5: Melt rate observations vs. predictions from a three-equation parameteri-
sation with optimally tuned drag coefficient. (a) less well mixed conditions (−0.05 K <
∆T < 0.0015 K) and (b) well mixed conditions (−0.0015 K < ∆T < 0.0015 K). The
dashed diagonal line indicates the 1:1 ratio.
Figure 6.6: (a) Estimated optimal drag coefficient Cd, (b) fraction of observed melt
rate variance explained by model (R2) and (c) number of samples used (n). Each
parameter is plotted as a function of the minimum allowable value of ∆T .
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As ∆Tmin is increased from −0.05 to −0.0015 K, Cd increases from 0.0011 to
0.0018 (Fig. 6.6). During the most well mixed conditions the model-observation
difference is close to the observational error, however, it is not clear that Cd has
converged to a stable value. A smaller limit on |∆T | cannot be justified, but
some indication of the magnitude of Cd at even higher levels of mixing can be
assessed by considering only periods of high flow speed. If the well-mixed data
set is further restricted to periods with flow speeds above 24 cm s−1, Cd becomes
0.0022± 0.0003.
A significant disadvantage of estimating Cd based only on observations with the
highest levels of mixing, is that the number of observations and parameter space
are limited, reducing the applicability of the resulting drag coefficient. A further
disadvantage of limiting the observations to the small range of conditions for which
the model is designed, is that structural deficiencies in the models which may be
identifiable over a wider parameter space cannot be identified. These issues are
addressed in Section 6.3.3. However, if the parameter space is widened at the cost
of increased uncertainty in thermal driving, any systematic differences between
the observations and the model may be due to incorrect specification of thermal
driving. For this reason the following comparison of melt rate parameterisations
is based on the 6 % of samples samples obtained when the outer boundary layer
was most homogeneous.
Parameterisation comparison
In this section the reduced data set is used to estimate Cd for a selection of
parameterisations currently used by numerical models. The parameterisations
tested include a two-equation formulation with constant ΓTS, and a three-equation
formulation with constant ΓT and ΓS. In both cases numerical values for Γ were
taken from Table 2 of Jenkins et al., (2010b). A model with velocity dependent
heat and salt flux coefficients based on the approach of Jenkins, (1991) was also
tested. The final model accounts for the influence of rotation and stratification on
boundary layer flux using Equations 14-18 of Holland and Jenkins, (1999).
After tuning, all of the parameterisations showed similar skill, with RMS errors
of 0.49 to 0.51 m yr−1 and R2 values of 0.90 (Table 6.2). The almost identical
performance of the models indicates that over the parameter space measured,
differences between the models are small relative to the observational error.
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Class ΓT ΓS Cd Cd range RMS Error R
2
(T∗ ±0.01 K) m yr−1
2-eq 0.006 ∞ 0.0020 0.0018-0.0023 0.49 0.90
3-eq 0.011 3.4× 10−4 0.0018 0.0016-0.0021 0.50 0.90
3-eq Eq. 6.8 Eq. 6.9 0.0013 0.0011-0.0015 0.51 0.90
3-eq variable† variable† 0.0015 0.0013-0.0017 0.50 0.90
Table 6.2: Model-observation errors and optimum drag coefficients for four melt rate
parameterisations. † The final parameterisation tested has variable effective heat and
salt flux coefficients as determined by Equations 14-18 of Holland and Jenkins, (1999).
While the models show similar performance, the optimum drag coefficient
for the models differ, and these are listed in Table 6.2. For the two- and three-
equation parameterisations with constant values of Γ, optimum drag coefficients
are 0.0020 and 0.0018, considerably lower than the value of 0.0097 recommended
by Jenkins et al., (2010b). Bearing in mind that ΓTS, ΓT and ΓS are poorly
constrained, more generic recommendations for the thermal and saline-diffusion
Stanton numbers for this site are; C
1/2
d ΓTS = 2.7× 10−4 for the two-equation
form; and C
1/2
d ΓT = 4.7× 10−4 and C1/2d ΓS = 1.4× 10−5 for the three-equation
form.
For completeness, a model with velocity independent flux (Hellmer and Olbers,
1989) was also compared to the observations. In this case no tuning was possible
and the predicted melt rates reach a maximum of ∼1 m yr−1, a factor of 8 lower
than maximum observed melt rates in the reduced data set. Although the absolute
values of γT and γS could be optimised to match mean melt rates, currents clearly
play a significant role in modulating melting, and velocity independent heat flux
parameterisations are not appropriate at this site.
6.3.3 Model-observation differences
Well mixed conditions
In order to investigate the nature of the mismatch between the observations and
the models, the observations and model predictions are plotted for six ranges of
thermal driving (Fig.6.7). Figure 6.7 shows that most (86 %) of the observations
lie within a narrow range of thermal driving (0.125 to 0.175 K) associated with
water near the surface freezing point. Due to the relatively small number of
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observations outside this range of thermal driving, melt rates in the well-mixed
sub-set are much more strongly correlated with flow speed (R2 = 0.85) than
thermal driving (R2 = 0.03).
Within each thermal driving band, melt rates appear to be a linear function
of flow speed. Although there are limited data outside the thermal driving range
of 0.125 to 0.175 K, melt rates also show a clear dependence on thermal driving.
As expected, when T∗ is close to zero (Fig. 6.7a), melt rates remain near zero
regardless of current speed. As T∗ increases, melt rates increase, but there appears
to be some systematic bias between the observations and the models. This bias is
investigated in more detail in the following section.
Figure 6.7: Melt rates as a function of flow speed for the ranges of thermal driving
listed in the sub-plots. The observations are restricted to those sampled during the most
well mixed periods (|∆T | < 0.0015 K, n = 1063). Each panel shows raw observations
(grey dots) and melt rate predictions from tuned two-equation (red) and three-equation
(black) parameterisations. Also shown are mean melt rates (coloured dots) and 1σ
variability calculated over flow speed bins of ±2.5 cm s−1. The ⊕ in (b) indicates the
approximate parameter space of the long term observations described by Jenkins et al.,
(2010b).
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Less well mixed conditions
The preceding analysis shows that when the boundary layer is well mixed, as
assumed by the models, melt rate is a linear function of flow speed. In these
conditions and with appropriate tuning, the four melt rate parameterisations
assessed can reproduce the observed melt rate variability. While this provides
some support for existing melt rate parameterisations, the observations do not
imply that such models are in general appropriate for predicting melt rates beneath
ice shelves under a wider range of conditions. For example, melt rate variability
in the reduced data set is almost entirely due to flow speed variability, as most
observations are clustered within the thermal driving range of 0.125 to 0.175 K.
The small number of observations made outside this range suggest that heat flux
may not be a linear function of thermal driving.
In addition, the observations suggest that the boundary layer is seldom com-
pletely homogeneous, even during winter when both ACMs are expected to be
within the mixed layer. The sensitivity of Cd to temperature gradients in the
boundary layer suggests that this stratification plays a role in limiting vertical
flux, and a more generally applicable melt rate parameterisation should include
such effects.
In reality, the ”well mixed layer” is seldom fully mixed (e.g. McPhee, 2008) and
the criteria used to define well mixed periods in Section 6.3.2 may unnecessarily
exclude many samples where the upper ACM was within the mixed layer. In
order to assess model-observation differences over a wider range of conditions, a
less restrictive definition of ∆T is sought which accounts for expected thermal
gradients within the boundary layer.
Turbulent heat transport is often expressed as the product of the mean
temperature gradient and a thermal eddy diffusivity (KTz) (e.g. Thorpe, 2005):
QT = −ρwcwKTz
∂T
∂z
. (6.13)
Here QT is turbulent heat flux (W m
−2), and as before ρw and cw are the density
and specific heat capacity of sea water. As QT can be determined from the
melt rate observations, Equation 6.13 may be used to estimate temperature
gradients in the mixed layer if an appropriate expression for KTz can be found.
Following McPhee, (2008), vertical thermal diffusivity in the boundary layer may
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be expressed as the product of the friction velocity and a mixing length λ:
KTz = λu∗. (6.14)
λ increases with distance from the boundary, but in the outer layer reaches a
maximum value which can be expressed as (McPhee, 2008):
λmax =
Λ∗u∗(
f + Λ∗u∗
κRcLO
) . (6.15)
Here f is the Coriolis parameter, κ von Karman’s constant, Λ∗ an experimentally
determined similarity constant, Rc a critical flux Richardson number, and LO the
Obukhov length.
Expected temperature gradients in the mixed layer were calculated based
on the observed melt rates and flow speeds using Equations 6.13-6.15. Com-
parison of the observed and expected temperature gradient distributions (not
shown) indicate that distributions match relatively well within the range 0 to
−0.003 K m−1. This suggests that most of these observations were made within
the mixed layer. Accounting for the 5 m vertical separation of the ACMs, this
suggests that ∆Tmin may be extended to −0.015 K without compromising the
estimate of T∗ significantly.
Using this definition of well mixed conditions (i.e. −0.015 K< ∆T <0.0015 K)
the number of samples included in the analysis increases to 5316, representing
30 % of the entire data set. Over the expanded data set, the performance of the
parameterisations is only slightly reduced, with R2 values of 0.84 and RMS error
of 0.54 m yr−1. Melt rate again appears to be an approximately linear function of
flow speed in each range of thermal driving (Fig. 6.8).
The expanded data set provides stronger evidence that there is a systematic
bias in the predictions which is a function of thermal driving. With thermal
driving within the range 0.075 to 0.125 K, melt rates are underestimated by ∼20 %
(Fig. 6.8c). In contrast, with thermal driving in the range 0.175 to 0.225 K, melt
rates are overestimated by ∼35 % (Fig. 6.8e), and the increase in melt rates
associated with this doubling of thermal driving is only ∼20 %. This indicates
that melt rate is a sublinear function of thermal driving, suggesting that ΓT
and/or u∗ are inversely related to T∗. Such effects are expected when stratification
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inhibits vertical heat flux as implied by Equation 6.11.
The nature of the model-observation mismatch is further illustrated by Figure
6.9a, which displays the ratio of observed to predicted (three-equation) melt rates
as a function of flow speed and thermal driving. This confirms that the model
significantly overestimates melt rates when thermal driving is high.
For reference, Figure 6.9b shows the same ratio calculated for the entire
data set regardless of ∆T . This shows that the melt rates continue to weaken
relative to predictions as thermal driving increases, and for T∗>1 K, melt rates are
overestimated by a factor of 5. The magnitude of the overestimate is a relatively
smooth function of thermal driving, possibly indicating a physical effect such as
suppression of turbulence. However, T∗ in some of these observations is likely to
be overestimated due to temperature measurements made outside of the mixed
layer, and considering this, these results must be treated with caution.
Figure 6.9 suggests that stratification may play a role in limiting vertical flux
Figure 6.8: As for Figure 6.7 but for the selection criteria −0.015 K < ∆T < 0.0015 K,
(n = 5316).
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Figure 6.9: Ratio of melt rate observations to predictions made using a tuned three-
equation parameterisation for (a) the extended data set described in Section 6.3.3
(n = 5316), and (b) all observations regardless of ∆T . Labelled contours indicate absolute
melt rates (m yr−1) from the tuned three-equation parameterisation (Cd = 0.0018). The
⊕ indicates the approximate parameter space of the long term observations described
by Jenkins et al., (2010b)
through the boundary layer; however, the magnitude of the effect is much greater
than predicted by the approach of McPhee et al., (1987). Holland and Jenkins,
(1999) estimated that the inclusion of rotation and stratification within melt rate
parameterisations (as implemented by their Equations 14-18) cause melt rate
reductions of <10 % when T∗ is ≤2 K (see their Figure 6a). Jenkins et al., (2010b)
attribute the relative weakness of this effect to the dominant role of the interfacial
sublayer in limiting flux to the ice base.
If the sub-layer provides the principal control on heat flux through the boundary
layer, and the observations suggest buoyancy effects strongly affect melt rates,
this raises the question of whether buoyancy effects could influence the thickness
of the laminar sub-layer. Some evidence for such an effect exists. Examining the
atmospheric surface layer over sea ice, Joffre, (1982) observed the drag coefficient
and thermal Stanton number drop significantly below Obukhov theory as stabilising
buoyancy flux became large relative to shear. Further evidence for such an effect is
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provided by heated wind tunnel experiments that suggest the viscous and diffusive
sub-layers both thicken in response to increased buoyancy flux (Arya, 1975). If this
process is responsible for the suppression of melting observed here, modifications
to the existing parameterisations will be required to represent this non-linearity.
6.4 Discussion
The optimum thermal and saline transfer coefficients estimated here (Table 6.2)
are approximately half of those found by Jenkins et al., (2010b) in the only similar
study. If ΓT and ΓS are assumed constant with values recommended in Jenkins
et al., (2010b), the present results indicate a three-equation drag coefficient of
0.0018, a factor of ∼5 lower than found in the previous study. For the purpose of
simulating ice-ocean interactions these differences are significant, representing a
factor of 2 difference in predicted melt rates. The extent to which these differences
can be explained by experimental error and deficiencies in the parameterisations
is explored below.
The estimates of Cd are sensitive to errors in both thermal driving and current
speed, and the methodology used in the two studies to estimate these factors
differs. Jenkins et al., (2010b) used temperature measurements from 1.9 m below
the ice base to estimate T∗, and also showed that due to temperature gradients
in the boundary layer, estimating T∗ from temperature measurements further
from the base causes melt rates to be overestimated. At 12 m, this effect caused
melt rates to be overestimated by ∼20 %. Although this suggests that the present
study may be compromised by the lack of temperature observations within 15 m
of the ice base, the careful selection of periods when the boundary layer was well
mixed is expected to minimise this effect. Any remaining overestimate of thermal
driving in this study appears insufficient to explain the 5-fold difference in Cd.
A further difference between the two studies is the method used to estimate
flow speed. In the absence of direct flow speed measurements, Jenkins et al.,
(2010b) estimated the mean flow speed based on prior observations of flow at
the same site but deeper in the water column. They note that errors of 1 cm s−1
in their estimate of mean flow speed will cause errors of ∼30 % in Cd. Given
the potential for differences in mean flow speed between the observation and
prediction period and depth, this appears to be a potentially significant source of
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error, but this also appears unlikely to be the sole cause of the large discrepancy
in Cd.
These considerations suggest that although errors in the estimate of thermal
driving in the present study, and errors in the mean flow speed estimate in Jenkins
et al., (2010b) may contribute to the discrepancy in Cd derived from the two studies,
the difference is somewhat larger than expected due to methodological differences
alone. An alternative explanation for the different values of Cd determined by
the two studies is simply that these reflect real differences in basal roughness of
the two sites. The values of Cd derived here are close to the canonical seabed
drag coefficient of 0.0025 (MacAyeal, 1984; Green and McCave, 1995), but little
is known about ice shelf basal roughness except that it can be highly variable
at multiple scales (Nicholls et al., 2006; Dutrieux et al., 2014). As ice shelf
basal roughness varies spatially, it is reasonable to expect spatial variation in
Cd. However such variations are not random; as the basal bed-form is generated
by melting, small-scale roughness and hence Cd is presumably also a function of
oceanographic conditions. This suggests that the differences in Cd between sites
may indicate real roughness differences caused by the different mean oceanographic
conditions at the two sites.
A further confounding factor in the comparison, and in estimating ice shelf
basal roughness generally, is the discovery made during the mooring deployment
that the ice shelf base at the mooring site is colonised by sea anemones (Daly et al.,
2013). The newly discovered species, Edwardsiella Andrillae, burrows into the
ice base and extends its tentacles into the water column (Fig. 6.10), presumably
increasing basal drag. However, as the drag coefficient estimated for this site is
lower than that estimated by Jenkins et al., (2010b), the anemones do not provide
an explanation for the difference in observed Cd.
173
Figure 6.10: Base of ice shelf imaged by remotely operated vehicle SCINI. The new
species of anemone (Edwardsiella Andrillae) discovered inhabiting the ice shelf base has
a body length of approximately 5 to 10 cm (Daly et al., 2013).
6.5 Conclusions
This chapter presents a unique set of observations of ice shelf basal melting
and sub-ice shelf oceanographic conditions that are used to test commonly used
melt rate parameterisations. Although the ACMs used to determine mixed
layer temperature were located 15 m and 20 m below the ice base, biases due to
temperature gradients within the boundary layer were minimised by reducing the
data set to periods when temperature gradients in the outer boundary layer were
close to zero. During these periods, both instruments are assumed to lie within
the basal well mixed layer, providing accurate estimates of thermal driving. This
subset of the observations was used to assess the performance of various melt
rate parameterisations and evaluate optimum values for the ice shelf basal drag
coefficient.
The ability of melt rate parameterisations to successfully predict melt rates
increases as temperature gradients in the boundary layer approach zero. With
negligible thermal structure (n = 1063), both two- and three-equation param-
eterisations match the observations within the expected level of experimental
uncertainty (R2 = 0.9, rmse = 0.5 m yr−1). Within this subset, melt rate vari-
ations were principally a result of flow speed variations (R2 = 0.85). Due to
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the small range of thermal driving observed when the boundary layer was well
mixed, all melt rate parameterisations with velocity dependent flux were able to
fit the data equally well. Using the constant heat and salt transfer coefficients
recommended by Jenkins et al., (2010b), the calibration indicates optimum drag
coefficients of 0.002 for the two-equation parameterisation, and 0.0018 for the
three-equation parameterisation.
These values of Cd are approximately a factor of five lower than found in the
only similar study (Jenkins et al., 2010b), implying melt rates ∼50 % lower for the
same oceanographic conditions. While some of the difference may be accounted
for by experimental error and differences in thermal driving, the discrepancy may
also indicate a real difference in basal roughness between the sites. Assuming
that the basal roughness is some function of melt rates, these differences hint at a
non-linearity in ice-ocean interactions due to melt rate-basal morphology feedback,
a process not currently incorporated in ice-shelf ocean models.
The observations indicate that when the boundary layer is homogeneous, bulk
parameterisations adequately simulate heat transfer as a function of flow speed.
However, such conditions are rare, and by limiting the analysis to well mixed
periods, no assessment can be made of whether such models are more generally
applicable. If the definition of well mixed conditions is relaxed slightly, to allow
for the range of expected temperature gradients in the ”mixed layer”, a much
greater number of observations (n = 5316) is available to assess the models.
Over this expanded data set, melt parameterisations show a systematic bias
which scales with thermal driving. This suggests that u∗ and/or ΓT reduce as T∗ is
increased, possibly due to buoyancy effects as the ratio of buoyancy flux increases
relative to shear. The magnitude of this effect is greater than that predicted by
melt rate parameterisations that account for stratification and rotation, and this
suggests that processes not currently accounted for are limiting flux under high
thermal driving. One possible explanation for this is buoyancy flux suppressing
turbulence near the interface, leading to greater diffusive and laminar sub-layer
thickness. Such a process would directly impact heat and momentum flux through
the laminar sub-layer, providing a first order control on basal melting at high
thermal driving.
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CHAPTER 7
Summary and conclusions
This thesis presents new observations of melt rates and oceanographic conditions
from the frontal zone of the north-western Ross Ice Shelf. This chapter summarises
key findings of the study and discusses the broader implications of the work.
7.1 Oceanography
7.1.1 Water masses and water column structure
Four years of observations from an oceanographic mooring deployed beneath
the frontal zone of the Ross Ice Shelf (Fig. 2.1) indicate that oceanographic
conditions within the ice shelf cavity are strongly influenced by the adjacent Ross
Sea Polynya.
Two principal water masses are observed at the mooring site; HSSW produced
by sea ice formation in the polynya during winter, and AASW produced by solar
heating and sea ice melting on the open shelf during summer (Fig. 2.4). Due to
its high density, HSSW is found near the seabed throughout the year. As HSSW
is formed at the surface freezing point during sea ice production, temperatures in
this water mass are remarkably stable and variations of just ±0.01 K are observed
throughout the record at the deepest instrument. In contrast, the upper water
column shows a marked seasonal cycle. Throughout winter, temperatures near the
ice base fluctuate between the surface freezing point and the in-situ freezing point,
indicating the alternating influence of HSSW and ISW. During summer, mean
temperatures and temperature variability are higher, and the highest observed
temperatures indicate relatively unmodified AASW. No evidence of CDW or
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mCDW, which has been observed in the Ross Sea near the central ice front
(Jacobs et al., 1985), is found at the mooring site.
CTD observations show that the upper water column structure can change
rapidly. CTD profiles from November 2010 show a 30 m thick layer of well mixed
ISW overlying HSSW at the mooring site (Fig. 2.6). By January 2011, this layer
had thinned, and the main pycnocline lay just 7 m below the ice base. Continuous
CTD profiling over several periods in December 2010 showed that large changes
in upper water column structure can occur within hours, and these observations
show an ISW plume detach from the ice base as a lower salinity layer intrudes
above (Fig. 2.7).
7.1.2 Flow
Flow at the mooring site is characterised by strong low frequency variability and a
diurnal tide which accounts for ∼50 % of the flow variance. The most distinctive
feature of the flow is a strong spectral peak within the weather band (4 to 10 day
period) which is strongest in winter (Fig. 2.9). Rotational decomposition shows
that this flow is strongly polarised, with flow vectors rotating counter-clockwise
in time, tracing an almost circular path indicative of eddy like flow (Fig. 2.16).
Similar flow variability observed near the ice fronts of the Ronne and Amery
ice shelves have been attributed to baroclinic eddies (Nicholls et al., 2003; Herraiz-
Borreguero et al., 2016) that are expected to form in polynyas during sea ice
production (A˚rthun et al., 2013). This mechanism appears to provide a plausible
explanation for the present observations. Energy within this frequency band is
strongly correlated with estimated rates of sea ice production near the mooring site
(Fig. 2.17), and the observed flow speeds and frequencies are similar to modelled
values (A˚rthun et al., 2013). The counter-clockwise rotation observed suggests
that the mooring is influenced by the southern edge of eddies that propagate
westward along the ice front.
While direct wind forcing of the flow is not expected at the mooring site due
to the presence of the ice shelf, flow speed is strongly correlated with wind speed
but not direction, at low frequencies (Fig. 2.15). This suggests an indirect transfer
of energy from the atmosphere. Mean flow at the mooring site is directed west
to north-west at all depths indicating an oblique outflow that is strongest during
winter. In contrast, flow with a southward component is observed at all depths
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during late summer (Fig. 2.10), and the observations of AASW at the mooring
confirm that this flow draws frontal water into the cavity.
7.2 Basal melting
7.2.1 Temporal variability
Four years of observations by a sub-ice ULS at the mooring site indicate an annual
average melt rate of 1.8 m yr−1 and a strong seasonal cycle, with high summer
rates reflecting the availability of heat to drive melting (Fig. 3.7). Approximately
half of the net melt occurs during the summer (December-March) when AASW is
observed at the mooring site. Melt rates reduce through early winter as water
temperatures drop; however, monthly-mean melt rates of ≥1 m yr−1 are maintained
throughout winter as water temperatures remain at least 0.1 K above the in-situ
freezing point, and mean flow speeds increase due to strong eddy activity. Summer
melt rates show significant inter-annual variability which appears to be linked to
SST variability within the Ross Sea Polynya.
A one year record of ApRES melt rate observations at 2-hour intervals show that
melt rates fluctuate rapidly and continuously throughout the year (Fig. 4.7). The
highest melt rates were observed during periods of moderate water temperature
and very high (>30 cm s−1) flow speeds, rather than when the maximum water
temperatures were observed. This suggests that high flow speeds are required to
overcome the stabilising effects of meltwater input at the ice base. Basal freezing
plays a negligible role in basal mass balance at the mooring site and was observed
during a single event, during which 0.4 mm of accretion was observed over a
12 hour period when supercooled ISW was observed at the mooring.
7.2.2 The frontal effect
Phase-sensitive radar observations within the frontal zone of the Ross Ice Shelf show
that melt rates are highest near the ice front, and decrease nearly exponentially
with distance from the front (Fig. 5.7) as indicated by previous observations
(Horgan et al., 2011). The highest melt rate of 53 m yr−1 was observed near the
front during summer, when a net ablation of 0.71 m was measured over a 4.9
day period. While this observation was an outlier, melt rates ≥10 m yr−1 were
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observed at all sites within 1 km of the ice front, and up to 3.6 km from the front
during summer. Annual mean melt rates show a similar dependence on frontal
distance, but with significantly lower absolute rates. This suggests that frontal
melt enhancement may be a predominantly summer effect.
The characteristic frontal melt rate profiles observed are interpreted as the
signature of warm surface water inflows into the cavity during summer. Rapid
initial melting is expected to progressively slow as the intruding water is cooled by
the ice base, and this mechanism provides a natural explanation for the exponential
reduction in melt rates. The proposed mechanism is consistent with the observed
flow directions at the mooring site, and the observation of AASW at the mooring
site some 7 km from the ice front. The observed frontal melt rate decay scale of
approximately 3 to 5 km, is similar to, but slightly larger than the tidal advection
range. This suggests that tidal flushing and lower frequency flow variability both
contribute to the effect.
7.2.3 Regional melt rate variability
ApRES measurements of basal melting at 78 sites on the north-western Ross
and McMurdo ice shelves show a spatially averaged annual-mean melt rate of
1.35 m yr−1. This implies a net basal mass loss of 9.6 Gt yr−1 from the region.
Although the survey area represents only 1.5 % of the total area of the Ross Ice
Shelf, the net mass loss is some 20 % of the estimated total mass loss from the
entire ice shelf (see Rignot et al., 2013). Beyond the frontal zone, the highest
melt rates are found within a broad band which is approximately aligned with the
180 m ice thickness contour, and crosses the ice front ∼20 km east of Ross Island
(Fig. 5.9).
The inflow of solar heated surface water also provides a plausible explanation
for enhanced basal melting over the broader survey region. During late January,
a marked shift in mean flow direction occurs at the mooring site, marking the
beginning of a net southward flow which lasts for 2 to 4 months. The strength
and duration of the inflow suggest that this may ventilate the outer region of the
ice shelf cavity up to 200 km from the ice front (Fig. 2.11). While the dynamic
processes causing the inflow are unknown, the inflow occurs soon after a weakening
and rotation of the local wind in early summer (Fig. 2.14), suggesting wind stress
may play a role. This flow delivers relatively warm AASW at least as far as the
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mooring site 7 km from the ice front, and the absence of similar water at this
depth on the open shelf (Fig. 5.13) indicates that the water downwells at the ice
front.
Continuity implies that a steady inflow will draw much of the surface mixed
layer from beyond the ice front into the cavity, and this water mass appears to be
capable of driving much of the observed melting. Assuming that HSSW causes half
of the total annual melt, the energy required to drive the observed summer melting
could be supplied by a 20 m thick layer of AASW at 0 ◦C entering the cavity
between the mooring site and Ross Island over the period of the observed inflow.
Archived CTD profiles from the adjacent coastal shelf sea (Levitus et al., 2013)
show that mixed layer temperatures and thickness frequently exceed these values
near the western ice front during summer (Fig. 5.13), suggesting the mechanism
is plausible.
CTD observations and ECMWF sea surface temperature estimates (Fig. 3.8)
also show that this is the only sector of the ice front with such warm surface
waters, explaining why the rapid melting seen within the region is not observed
further eastward.
7.3 Parameterisation of basal melting
A high-resolution time series of ApRES melt rate observations was made at
the mooring site during 2014. These observations, in conjunction with the
measurements of flow speed and water temperature made by the moored ACMs,
provide a unique data set with which to test parameterisations of basal melting.
After reprocessing the observations to ensure synchronisation of the two records,
estimates of basal melt rate, ocean temperature and flow speed were available for
over 2200 independent 4-hour periods (Fig. 6.3).
The observations indicate that within the parameter space observed, basal
melt rates scale linearly with flow speed (Fig. 6.7). When the sub-ice shelf
boundary layer is well mixed, and with appropriate tuning, both two- and three-
equation parameterisations match the observed melt rates within the uncertainty.
Optimum thermal Stanton numbers are derived for both models types and these
are significantly lower than the only comparable study (Jenkins et al., 2010b).
While various methodological differences could account for some of the discrepancy,
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the difference may indicate real differences in basal roughness, and hence drag
coefficients, of the two sites.
The model validation described above was based on periods when the boundary
layer was well mixed, and the bulk of these observations fall within a narrow range
of water temperatures. Consequently, the ability of the model to simulate melt
rate variability in the reduced data set does not prove that the models functional
dependence on thermal driving is appropriate. If the data set is expanded to
include periods when the boundary layer was less well mixed, melt rate appears
to be a sub-linear function of temperature in the outer boundary layer.
This effect is consistent with the expectation that the stabilising buoyancy flux
produced by melting extracts energy from the turbulent motions, reducing mixing
in the boundary layer. The scale of the effect is much greater than predicted by
models of stratification in the outer layer as presented by Holland and Jenkins,
(1999), and the observations raise the possibility that the stabilising influence of
melt water has a strong impact on basal melt rates (Fig. 6.9) well before the
transition to the double diffusive regime observed by Kimura et al., (2015).
7.3.1 Future directions
The present study illustrates the utility of the ApRES as a glaciological and
oceanographic tool that can measure basal melting with unprecedented precision,
and by inference, heat transport through the ice-ocean boundary layer. The present
assessment of melt rate parameterisations is limited by a lack of observations
within the upper 15 m of the sub-ice shelf boundary layer, but suggests that near
base stratification, not accounted for in existing melt rate parameterisations, plays
an important role in limiting basal melting.
In order to accurately forecast the future evolution of the Southern Ocean
and Antarctic Ice Sheet, melt rate parameterisations which are demonstrably
accurate over a wide range of oceanographic conditions are required. The present
observations suggests this not yet the case; however, the tools required to observe
ice-ocean interaction with sufficient accuracy now exist. A dedicated study of
the sub-ice shelf boundary layer in conjunction with high resolution melt rate
measurements over a wide range of oceanographic conditions could provide the
observations required to develop and validate the next generation of melt rate
parameterisations.
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APPENDIX A
ApRES site data
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Site Lat Lon D Survey 1 ∆t H VSR Melt Melt rate
km dd/mm/yy days m 10−3 yr−1 m m yr−1
A
n
n
u
a
l
m1 77 47.772 S 167 19.722 E 13.3 31/01/13 360 155 0.70 ± 0.05 1.29 ± 0.01 1.31± 0.01
m2 77 46.530 S 167 32.556 E 18.8 31/01/13 360 188 0.69 ± 0.03 0.910± 0.009 0.92± 0.01
m3 77 47.002 S 167 56.155 E 26.7 31/01/13 360 197 2.27 ± 0.02 1.02 ± 0.01 1.04± 0.01
m4 77 49.389 S 168 00.385 E 27.1 01/02/13 360 184 2.91 ± 0.02 0.887± 0.009 0.90± 0.01
m5 77 52.641 S 168 01.059 E 26.9 01/02/13 360 - 4.03 ± 0.09 - -
m6 77 56.069 S 167 58.925 E 26.6 01/02/13 360 153 4.94 ± 0.08 0.75 ± 0.01 0.76± 0.02
m7 77 58.838 S 167 54.291 E 26 01/02/13 360 144 2.61 ± 0.05 0.78 ± 0.01 0.79± 0.01
m8 77 58.716 S 168 06.215 E 30.4 01/02/13 360 155 3.99 ± 0.05 0.699± 0.009 0.71± 0.01
m9 78 02.418 S 168 09.684 E 33.6 29/01/13 359 - 1.85 ± 0.05 - -
m10 78 01.959 S 167 59.290 E 29.7 29/01/13 359 167 2.18 ± 0.03 0.813± 0.008 0.83± 0.01
m11 78 01.434 S 167 48.007 E 25.4 29/01/13 359 154 1.77 ± 0.07 0.73 ± 0.01 0.74± 0.01
m12 77 58.339 S 167 30.650 E 17.1 30/01/13 359 111 1.18 ± 0.04 1.18 ± 0.01 1.20± 0.01
m13 77 56.623 S 167 22.308 E 13.3 30/01/13 359 91 0.81 ± 0.07 1.88 ± 0.02 1.91± 0.02
m14 77 55.042 S 167 14.637 E 9.7 30/01/13 359 82 - 1.90 ± 0.02 1.93± 0.02
m15 77 53.558 S 167 07.495 E 6.4 30/01/13 359 91 - 2.54 ± 0.03 2.58± 0.03
m18 77 48.462 S 167 09.798 E 9.3 31/01/13 360 121 1.43 ± 0.05 1.05 ± 0.01 1.06± 0.01
S
u
m
m
er
20
12
-1
3
m1 22/11/12 70.2 155 0.8 ± 0.4 0.28 ± 0.01 1.45± 0.05
m2 22/11/12 70.2 - 1.9 ± 0.5 - -
m3 23/11/12 69.6 197 1.9 ± 0.1 0.242± 0.004 1.27± 0.02
m4 23/11/12 69.5 184 2.6 ± 0.1 0.215± 0.003 1.13± 0.02
m5 23/11/12 69.5 163 2.8 ± 0.6 0.19 ± 0.02 1.0 ± 0.1
m6 23/11/12 69.4 153 6.1 ± 0.6 0.48 ± 0.02 2.53± 0.09
m7 23/11/12 69.5 144 3.2 ± 0.8 0.56 ± 0.01 2.94± 0.07
m8 23/11/12 69.4 155 3.9 ± 0.4 0.62 ± 0.01 3.25± 0.06
m9 23/11/12 67 177 0.7 ± 0.5 0.47 ± 0.02 2.59± 0.09
m10 24/11/12 66.5 168 1.6 ± 0.8 0.63 ± 0.01 3.46± 0.07
m11 24/11/12 66.5 154 1.5 ± 0.5 0.58 ± 0.01 3.16± 0.06
m12 24/11/12 66.5 111 1.0 ± 0.2 0.283± 0.006 1.55± 0.03
m13 24/11/12 66.4 91 0.1 ± 0.3 0.479± 0.005 2.64± 0.03
m14 24/11/12 66.4 83 −0.7 ± 0.5 0.551± 0.009 3.03± 0.05
m18 19/11/12 73.5 121 1.7 ± 0.5 0.310± 0.008 1.54± 0.04
Table A.1: ApRES basal melt and vertical strain rates: McMurdo Ice Shelf. D
indicates the site distance from the ice front, ∆t the time between surveys, H the
nominal ice shelf thickness, and V SR the vertical strain rate. Site positions and ice
thickness relate to the first site visit.
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Site Lat Lon D Survey 1 ∆t H VSR Melt Melt rate
km dd/mm/yy days m 10−3 yr−1 m m yr−1
a01 77 28.423 S 171 33.735 E 7.2 16/01/13 359 258 −1.02 ± 0.02 1.55 ± 0.02 1.58± 0.02
a02 77 28.176 S 171 16.584 E 7.4 17/01/13 360 236 −0.79 ± 0.03 1.53 ± 0.02 1.56± 0.02
a03 77 27.986 S 171 00.917 E 6.6 17/01/13 360 211 −0.75 ± 0.04 1.66 ± 0.02 1.68± 0.02
a05 77 27.497 S 170 25.999 E 5.5 17/01/13 360 143 −0.44 ± 0.04 2.90 ± 0.03 2.94± 0.03
b01 77 36.395 S 171 37.627 E 21.0 24/01/13 358 280 −1.04 ± 0.02 0.98 ± 0.01 1.00± 0.01
b02 77 36.150 S 171 20.484 E 22.1 24/01/13 358 261 −0.87 ± 0.02 0.901± 0.009 0.92± 0.01
b03 77 35.915 S 171 04.932 E 21.2 24/01/13 358 250 −0.67 ± 0.01 1.32 ± 0.01 1.35± 0.01
b04 77 35.652 S 170 48.587 E 20.7 24/01/13 358 225 −0.65 ± 0.02 1.62 ± 0.02 1.66± 0.02
b05 77 35.339 S 170 30.402 E 16.0 24/01/13 358 190 −0.19 ± 0.02 2.04 ± 0.02 2.08± 0.02
b06 77 35.057 S 170 14.804 E 13.0 24/01/13 357 159 0.09 ± 0.04 2.32 ± 0.02 2.37± 0.02
b07 77 34.740 S 169 58.370 E 11.2 24/01/13 357 145 1.83 ± 0.04 1.98 ± 0.02 2.03± 0.02
b08 77 34.481 S 169 45.471 E 11.0 24/01/13 357 141 2.78 ± 0.07 1.16 ± 0.01 1.19± 0.01
c01 77 45.654 S 171 39.892 E 37.6 25/01/13 359 299 −1.06 ± 0.01 0.700± 0.007 0.71± 0.01
c02 77 45.320 S 171 22.572 E 38.2 25/01/13 359 286 −1.07 ± 0.01 0.786± 0.008 0.80± 0.01
c03 77 45.000 S 171 06.976 E 37.9 25/01/13 359 275 −0.75 ± 0.01 1.11 ± 0.01 1.13± 0.01
c04 77 44.651 S 170 50.572 E 34.7 25/01/13 359 259 −0.59 ± 0.01 1.28 ± 0.01 1.30± 0.01
c05 77 44.246 S 170 32.466 E 31.2 25/01/13 359 231 −0.42 ± 0.01 1.90 ± 0.02 1.93± 0.02
c06 77 43.872 S 170 16.881 E 29.0 25/01/13 360 200 0.17 ± 0.02 1.73 ± 0.02 1.76± 0.02
c07 77 43.458 S 170 00.031 E 27.1 25/01/13 360 174 1.89 ± 0.02 1.77 ± 0.02 1.80± 0.02
c08 77 43.088 S 169 45.431 E 26.5 25/01/13 360 159 4.31 ± 0.08 1.14 ± 0.01 1.16± 0.01
c09 77 42.735 S 169 31.991 E 27.0 25/01/13 360 158 7.96 ± 0.04 1.11 ± 0.01 1.13± 0.01
c10 77 42.450 S 169 21.719 E 27.2 25/01/13 360 164 9.37 ± 0.02 1.40 ± 0.01 1.42± 0.01
c11 77 42.144 S 169 10.693 E 26.8 25/01/13 360 169 10.36 ± 0.03 1.97 ± 0.02 2.00± 0.02
d01 78 01.072 S 171 39.241 E 65.6 26/01/13 360 325 −1.118± 0.007 0.636± 0.006 0.65± 0.01
d02 78 00.639 S 171 21.830 E 65.8 26/01/13 360 316 −1.261± 0.009 0.588± 0.006 0.60± 0.01
d03 78 00.244 S 171 06.435 E 63.2 26/01/13 360 310 −1.10 ± 0.02 0.461± 0.008 0.47± 0.01
d04 77 59.800 S 170 49.997 E 60.3 27/01/13 358 293 −0.94 ± 0.02 0.805± 0.008 0.82± 0.01
d05 77 59.315 S 170 32.525 E 57.9 27/01/13 358 280 −0.78 ± 0.01 1.03 ± 0.01 1.05± 0.01
d06 77 58.860 S 170 16.681 E 55.9 27/01/13 358 252 −0.66 ± 0.01 1.34 ± 0.01 1.37± 0.01
d07 77 58.319 S 169 58.748 E 54.2 27/01/13 358 - 0.01 ± 0.08 - -
d08 77 57.827 S 169 42.892 E 53.4 28/01/13 358 191 0.62 ± 0.03 1.32 ± 0.01 1.34± 0.01
d09 77 57.361 S 169 28.167 E 53.3 28/01/13 359 176 1.61 ± 0.04 1.42 ± 0.01 1.45± 0.01
d10 77 56.909 S 169 14.582 E 53.7 28/01/13 359 164 3.28 ± 0.04 1.60 ± 0.02 1.63± 0.02
d11 77 56.418 S 168 59.948 E 49.8 28/01/13 359 159 6.05 ± 0.08 1.05 ± 0.01 1.07± 0.01
e07 78 13.596 S 169 53.847 E 77.7 29/01/13 358 264 −0.43 ± 0.03 1.37 ± 0.01 1.39± 0.01
e08 78 12.929 S 169 38.440 E 72.0 29/01/13 358 - −0.45 ± 0.02 - -
e09 78 12.277 S 169 23.637 E 66.5 28/01/13 358 222 0.14 ± 0.03 0.876± 0.009 0.89± 0.01
e10 78 11.664 S 169 10.061 E 61.4 28/01/13 358 211 0.34 ± 0.01 0.881± 0.009 0.90± 0.01
e11 78 10.969 S 168 54.814 E 55.8 28/01/13 358 197 0.61 ± 0.02 1.07 ± 0.01 1.09± 0.01
e12 78 10.290 S 168 40.435 E 50.5 28/01/13 359 178 1.33 ± 0.04 1.15 ± 0.01 1.17± 0.01
Table A.2: ApRES basal melt and vertical strain rates: Ross Ice Shelf regional network.
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Site Lat Lon D Survey 1 ∆t H VSR Melt Melt rate
km dd/mm/yy days m 10−3 yr−1 m m yr−1
T
ra
n
se
ct
A
:
A
n
n
u
a
l
tab 00000 77 26.037 S 172 26.591 E 0.6 17/01/13 360 224 −1.95 ± 0.04 3.11 ± 0.03 3.15± 0.03
tab 00500 77 26.229 S 172 26.742 E 0.9 17/01/13 360 229 −2.14 ± 0.03 2.40 ± 0.02 2.43± 0.02
tab 01000 77 26.575 S 172 26.898 E 1.5 17/01/13 360 - −1.29 ± 0.04 - -
tab 02500 77 27.311 S 172 28.832 E 2.7 17/01/13 360 246 −1.61 ± 0.03 1.51 ± 0.02 1.54± 0.02
tab 03500 77 27.892 S 172 28.029 E 3.8 17/01/13 360 - −1.94 ± 0.03 - -
tab 05000 77 28.570 S 172 28.117 E 5 17/01/13 360 240 −1.89 ± 0.04 0.82 ± 0.01 0.83± 0.02
ta 07000 77 29.689 S 172 23.527 E 7.1 16/01/13 360 - −1.53 ± 0.02 - -
ta 09000 77 30.775 S 172 24.062 E 9.1 16/01/13 360 257 −2.08 ± 0.02 1.36 ± 0.01 1.38± 0.01
ta 12000 77 32.401 S 172 24.767 E 12.1 16/01/13 360 - −1.92 ± 0.07 - -
T
ra
n
se
ct
B
:
A
n
n
u
al
tb 00000 77 24.416 S 171 31.045 E 0.3 16/01/13 363 208 −0.79 ± 0.03 4.83 ± 0.05 4.86± 0.05
tb 00500 77 24.684 S 171 31.198 E 0.7 16/01/13 364.1 218 −0.95 ± 0.01 4.05 ± 0.04 4.06± 0.04
tb 01000 77 24.953 S 171 31.380 E 1.1 16/01/13 364.1 225 −0.79 ± 0.03 3.52 ± 0.04 3.53± 0.04
tb 01750 77 25.359 S 171 31.620 E 1.8 16/01/13 364.1 231 −1.07 ± 0.02 2.96 ± 0.03 2.97± 0.03
tb 02500 77 25.764 S 171 31.913 E 2.5 16/01/13 364.2 238 −0.95 ± 0.02 2.67 ± 0.03 2.68± 0.03
tb 03500 77 26.301 S 171 32.271 E 3.5 16/01/13 364.2 244 −0.99 ± 0.01 2.32 ± 0.02 2.32± 0.02
tb 05000 77 27.113 S 171 32.814 E 4.9 16/01/13 364.3 249 −1.04 ± 0.01 1.90 ± 0.02 1.91± 0.02
tb 07000 77 28.191 S 171 33.550 E 6.8 16/01/13 364.1 256 −1.03 ± 0.01 1.58 ± 0.02 1.58± 0.02
tb 09000 77 29.273 S 171 34.243 E 8.6 15/01/13 366 260 −1.037± 0.009 1.39 ± 0.01 1.38± 0.01
tb 12000 77 30.900 S 171 35.166 E 11.4 15/01/13 366 266 −1.108± 0.008 1.23 ± 0.01 1.23± 0.01
T
ra
n
se
ct
B
:
S
u
m
m
er
2
0
13
tb 00000 16/01/13 7.1 208 −0.6 ± 0.4 0.269± 0.003 13.8 ± 0.1
tb 00500 16/01/13 7.1 218 −2.2 ± 0.7 0.211± 0.003 10.8 ± 0.2
tb 01000 16/01/13 7.1 225 −1.1 ± 0.5 0.191± 0.002 9.8 ± 0.1
tb 01750 16/01/13 7.1 231 −1.8 ± 0.3 0.155± 0.002 7.95± 0.08
tb 02500 16/01/13 7.1 238 −1.0 ± 0.4 0.135± 0.002 6.9 ± 0.1
tb 03500 16/01/13 6.2 244 −1.0 ± 0.5 0.093± 0.002 5.5 ± 0.1
tb 05000 16/01/13 6.2 249 −0.8 ± 0.4 0.059± 0.002 3.48± 0.09
tb 07000 16/01/13 6 256 −1.0 ± 0.4 0.045± 0.002 2.72± 0.09
tb 09000 15/01/13 6 260 −0.5 ± 0.4 0.034± 0.002 2.0 ± 0.1
tb 12000 15/01/13 6 266 −1.7 ± 0.7 0.024± 0.003 1.5 ± 0.2
T
ra
n
se
ct
B
:
S
u
m
m
er
2
01
4 tb 00000 11/01/14 3.1 203 −2 ± 1 0.105± 0.002 12.5 ± 0.2
tb 00500 11/01/14 4.1 215 1.7 ± 0.7 0.125± 0.002 11.1 ± 0.2
tb 01000 11/01/14 4.1 222 −3 ± 1 0.092± 0.003 8.2 ± 0.2
tb 01750 11/01/14 4.2 228 −1 ± 1 0.062± 0.003 5.5 ± 0.2
tb 02500 11/01/14 4.2 235 −0.9 ± 0.4 0.043± 0.001 3.8 ± 0.1
tb 03500 11/01/14 4.2 241 −1.2 ± 0.4 0.025± 0.001 2.1 ± 0.1
tb 05000 11/01/14 4.2 247 0.2 ± 0.4 0.020± 0.001 1.7 ± 0.1
tb 07000 11/01/14 4.1 255 −0.5 ± 0.4 0.024± 0.001 2.2 ± 0.1
tb 09000 10/01/14 5.9 259 −1.5 ± 0.3 0.030± 0.002 1.9 ± 0.1
tb 12000 10/01/14 6 264 −0.7 ± 0.3 0.036± 0.001 2.2 ± 0.1
T
ra
n
se
ct
C
:
A
n
n
u
al
tc n00130 77 24.298 S 170 42.122 E 0.1 18/01/13 360.1 117 −0.56 ± 0.03 7.60 ± 0.08 7.71± 0.08
tc 00000 77 24.371 S 170 42.179 E 0.3 18/01/13 360 123 −0.38 ± 0.04 6.97 ± 0.07 7.08± 0.07
tc 00500 77 24.635 S 170 42.340 E 0.7 18/01/13 360 138 −0.30 ± 0.05 5.38 ± 0.05 5.46± 0.05
tc 01000 77 24.911 S 170 42.525 E 1.2 18/01/13 360 148 −0.39 ± 0.03 4.65 ± 0.05 4.71± 0.05
tc 01750 77 25.314 S 170 42.792 E 1.9 18/01/13 360 159 −0.34 ± 0.02 3.83 ± 0.04 3.89± 0.04
tc 02500 77 25.724 S 170 43.064 E 2.7 18/01/13 360 167 −0.34 ± 0.02 3.23 ± 0.03 3.28± 0.03
tc 03500 77 26.265 S 170 43.397 E 3.6 18/01/13 360 174 −0.48 ± 0.02 2.72 ± 0.03 2.76± 0.03
tc 05000 77 27.072 S 170 43.957 E 5.1 17/01/13 360.2 182 −0.55 ± 0.02 2.20 ± 0.02 2.23± 0.02
tc 07000 77 28.148 S 170 44.677 E 7 17/01/13 360.2 190 −0.48 ± 0.02 1.89 ± 0.02 1.92± 0.02
tc 09000 77 29.232 S 170 45.367 E 9 18/01/13 360.1 195 −0.52 ± 0.02 1.75 ± 0.02 1.78± 0.02
tc 12000 77 30.858 S 170 46.346 E 12 18/01/13 360.1 204 −0.50 ± 0.02 1.73 ± 0.02 1.75± 0.02
T
ra
n
se
ct
C
:
S
u
m
m
er
20
13
tc n00130 18/01/13 4.9 117 1.0 ± 0.8 0.714± 0.007 53.3 ± 0.5
tc 00000 18/01/13 4.9 123 −0.1 ± 0.4 0.611± 0.006 45.9 ± 0.5
tc 00500 18/01/13 4.9 138 0.2 ± 0.5 0.394± 0.004 29.6 ± 0.3
tc 01000 18/01/13 4.9 148 −0 ± 1 0.326± 0.003 24.5 ± 0.2
tc 01750 18/01/13 4.9 159 −2.7 ± 0.5 0.250± 0.003 18.8 ± 0.2
tc 02500 18/01/13 4.9 167 0 ± 1 0.193± 0.002 14.5 ± 0.2
tc 03500 18/01/13 4.9 174 0 ± 1 0.145± 0.002 10.9 ± 0.2
tc 05000 17/01/13 5.1 182 −2.1 ± 0.9 0.090± 0.002 6.5 ± 0.1
tc 07000 17/01/13 5.1 190 −0.1 ± 0.8 0.085± 0.002 6.1 ± 0.1
tc 09000 18/01/13 4.9 195 −8 ± 2 0.036± 0.004 2.7 ± 0.3
tc 12000 18/01/13 4.9 204 −3 ± 1 0.049± 0.003 3.7 ± 0.2
Table A.3: ApRES basal melt and vertical strain rates: Frontal transects
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APPENDIX B
The three-equation melt rate parameterisation
with equilibrium heat conduction
This appendix describes the formulation of the three-equation melt rate parame-
terisation including equilibrium heat conduction into the ice shelf as described by
Holland and Jenkins, (1999).
Melting ice shelves typically have interior temperatures significantly below the
basal temperature, which is fixed at the salinity and pressure dependent freezing
point. The temperature gradient at the ice base drives conductive heat flux into
the shelf which typically accounts for ∼10 % of the heat transported from the
ocean, reducing melt rates accordingly. If the ice shelf temperature profile is
assumed to be in equilibrium with the basal melt rate, then heat conduction
depends only on the basal melt rate, and the temperature difference between the
surface and base of the ice shelf. Using this approximation for basal heat flux
Jenkins et al., (2010b) recommended the following form for the heat conservation
equation:
ρiabLi = ρiciab(Ti − Tb)− ρwcwu∗ΓT [Tb − Tw]. (B.1)
The three-equation method requires interface temperature, salinity and basal
melt rate to be solved simultaneously, and this is achieved by combining Equations
6.1, 6.4 and 6.5 into a single quadratic in terms of (for example) interface salinity
with the following form.
Aa2b +Bab + C = 0. (B.2)
Where basal temperature gradients are not known, Equation B.1 may be used in
place of Equation 6.4, to determine melt rates consistent with equilibrium heat
conduction. Using this approach, Equations 6.1, B.1 and 6.5 can be rearranged to
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define the following coefficients:
A = ρ2i (ci(Ti − λ2 − λ3Pb)− Li) (B.3)
B = ρi(d(ci(Ti − λ1Sw − λ2 − λ3Pb)− Li) + f(Tw − λ2 − λ3Pb)) (B.4)
C = fd(Tw − λ1Sw − λ2 − λ3Pb). (B.5)
Here for convenience heat and salt transport factors are defined as:
d = ρwu∗ΓS, (B.6)
f = ρwcwu∗ΓT . (B.7)
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