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The problem of the decomposition of a sequential machine into 
smaller submachines has been treated by Hartmanis (1961, 1962) 
through the algebra of partitions. Using partitions, we have faced 
the problem of the decomposition of a synchronous sequential ma- 
chine into a state synchronous machine, a state asynchronous 
machine, and a combinational output circuit. Two types of decom- 
position are studied : (1) the serial decomposition i  which the syn- 
chronous ubmachine drives the asynchronous one, and (2) the par- 
allel decomposition. The problem of the physical realization of a 
synchronous machine having a nontrivial serial or parallel decom- 
position is examined, and it is shown that these decompositions are 
useful for economical realizations since they reduce the number of 
delay elements necessary for storing the internal state of the ma- 
chines. Synchronous machines considered in this paper are chiefly 
of the Mealy and Moore type. However, another type of synchronous 
machine is defined which is found to be of particular interest for the 
decompositions studied. 
I. NOTATION AND INTRODUCTION TO THE PROBLEM 
Let M be a sequential  machine, and let us denote by  {S}, {I}, and 
IQ} the sets of the internal ,  input,  and output  states of M,  respect ively.  
The behavior  of M can be defined by a state table and an output  table  
which give for any  pair  ( I ,  S)  of states the next state N(I ,  S) and the  
output  state O( I, S). 
A Mea ly  sequential  machine (Mealy ,  1955) is a machine wherein the 
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Q(t) 
S(t)[ S(~+~) 
FIG. 1. Structural  model for Mealy and Moore machines 
output state depends on both the input and the present state. The func- 
tions which represent the mathematical model of a Mealy machine can 
be expressed by 
S(t q- 1) = NI(t)  (1) 
Q(t) = OI(t) (2) 
where t is the present time and t + 1 the next time. 
A Moore sequential machine (Moore, 1956) is a machine in which the 
output state depends only on the present state. For a Moore-type ma- 
chine Eq. (2) reduces to Q(t) = O(S(t)) .  A state machine is a Moore 
sequential machine such that the output state is identical to the present 
state; that is, Q(t) = S(t). The structural model for Mealy and Moore 
machines i shown in Fig. 1, where 2~ is the delay unit, and the combina- 
tional network is ideal (no transmission delay is supposed to exist). 
Let the state behavior of M be described by a state table. The internal 
state S, is said to be stable for the input I if and only if N(I ,  S~) = S~. 
We shall say that a state table is fundamental if and only if it satisfies 
the following condition: 
(i) for any pair (I, Si) for which N(I ,  S~) = Sj ,  we have 
N(I ,  St) = Sj .  Condition (i) states that in any column of a fundamen- 
tal state table, for each unstable state entry, a stable state entry having 
the same symbol exists. An example of fundamental state table is given 
in Fig. 2. 
A state machine with a fundamental state table will be called a funda- 
mental state machine. In this machine we shall say that for the input I 
the machine makes a transition from S~ to the stable state Sj when 
N([, S~) = S~'. 
This paper is divided into two parts. In the first, we shall study the 
problem of the serial and parallel decomposition of the state behavior 
of a sequential machine M into two state submaehines Ms and Mu, MF 
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II 12 I3 
1 1 2 3 
2 1 2 2 
3 3 - 3 
Fro. 2. A fundamental state table 
being a fundamental state machine. In the serial decomposition stud- 
ied, Mr receives the information from M~. We shall denote the above 
serial and parallel decomposition by Ms --~ M~ and Ms II respec- 
tively. 
In the second part, the problem of the physical realization of a se- 
quential machine having a nontrivial M~ --~ Mr or Ms II Mr decomposi- 
tion is studied, and the conditions for M~ to be realizable by an asyn- 
chronous network are given. Thus the problem solved by this paper is 
that of the serial or parallel decomposition of a synchronous machine 
into one synchronous, and one asynchronous, ubmachine. We shall 
show that these decompositions are useful for reducing the number of 
delay elements necessary for storing the internal state of the machine. 
For the above decompositions, we shall chiefly consider machines of 
the Mealy and Moore types. The type will be specified only when neces- 
sary. However, another type of sequential machines, which is found to 
be of particular interest for the decompositions studied, will be defined 
and briefly discussed. 
In the following, only machines M without "don't-care" conditions 
will be considered. The possibility of state splitting (Hartmanis and 
Stearns, 1962) will not be taken into account. Arguments and notation 
developed in Hartmanis (1961 and 1962), are assumed to be known. 
II. DECOMPOSITION OF THE STATE BEHAVIOR 
A. SERIAL DECOMPOSITION Ms-~ Mr 
We know from Hartmanis (1962) that the state behavior of a given 
sequential machine M has a nontrivial serial decomposition if and only 
if there exists a nontrivial partition 7r on the set of the states of M with 
substitution property (S.P.). 
Let Ms be the ~r-image machine of M, and ~r* be a partition on the set 
of the states of M such that 7r. 7r = 0. Then 7r and 7r* define a machine 
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Table 1 
I,K 
I I 
I I 
1 | 
M2 such that Ms --* M2 realizes the state behavior of M (Hartmards, 
1962). To obtain the decomposition Ms --~ M~ we have only to define 
the properties which v and v* must satisfy for M2 to have a fundamental 
state table. 
THEOREM I. The state behavior of a sequential machine M can be decom- 
posed into the nontrivial serial connection Ms --~ M~ if and only if two 
nontrivial partitions ~r and ~r*, on the set of the states of M, exist which 
satisfy the following conditions: 
(a) ~-.~r* = O; 
(b) ~r has the subtitution property on M; 
(e) For any state a and any input I of M, denote by A and K the 
blocks of 7r* and ~r, respectively, containing a, and by B the block of 7r* con- 
taining N( I ,a) .  I f  B [T K ~ ~, then state b = B • K is such that 
N(I ,  a) = N(I,  b). 
Proof. The conditions (a) and (b) are the necessary and sufficient 
conditions for the existence of a serial decomposition Ms --~ Ms which 
realizes the state behavior of M. Hence we have only to show that ma- 
chine Ms has a fundamental state table if and only if condition (c) holds. 
Let us assume that condition (c) holds. Let I and a be a given input 
and a given present state ef M, and let us use the notation defined in 
condition (c). If B = A, M2 is in a stable state for state A and input 
(I, K). If B ~ A, we must distinguish two eases. If B FI K ~ 0, then 
state b = B fl K is such that N(I ,  b) = N(I,  a) because of condition 
(c) ; this implies N(I ,  b) C B. Therefore, state B of M2 is stable for input 
(I, K), and M2 makes a transition from state A to the stable state B for 
this input. Table I shews the pattern in the state table of Ms. 
If B ['l K = 0, then for state B and input (I, K), machine M2 has a 
"don't-care" condition which can be filled with B to make B stable for 
input (I, K). Since the previous argument holds for any pair (/, a) of 
M, M2 has a fundamental state table or it has "don't-care" conditions 
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which can be filled in such a way that a fundamental state table is ob- 
tained. 
Conversely, let us assume that M2 -- Mr .  Let a be a given state and 
I a given input of M. Let A and K be the blocks of r* and z, respec- 
tively, containing a. Since Ms is fundamental, either A is stable for input 
(I, K),  or Mr  makes a transition to a stable state. In the first case, we 
have N(I, a) E A, since the next state of Mr is given by the block of ~* 
containing N(I, a). Condition (c) is therefore satisfied because B = A 
implies b = a. In the second case, denote by B the next state of M~ for 
state A and input (I, K).  Since MF has a fundamental state table, a 
state B of Mr, stable for input (I, K), exists as shown in Table I. There- 
fore, if K f3 B ¢ ~, state b = K f3 B is such that N(I, b) E B. How- 
ever, r has S.P., and a and b are in the same block K of ~r. Consequently, 
N(I, a) and N(I, b) are in a common block of ~r, and since they are in 
the same block B of ~*, we have N(I, a) = N(I, b) because of condition 
~r. ~r* = 0. Since the previous argument holds for any state a and any 
input I of M, condition (c) is met. 
For a given machine M with S.P. partitions, it is possible that for a 
given ~, no 7r* exists. If some partitions 7r* exist, we are interested in 
choosing ~* with the least number of blocks in order to reduce the num- 
ber of states of Mr .  Let us denote by nor) the number of states in the 
largest block of r. Since, in Theorem I, no condition is imposed on the 
number of blocks of ~r*, the ~r* with the least number of blocks has either 
n(~r) blocks or more than nor) blocks. The first case corresponds to the 
Ms ~ MF decomposition where M~ has no more states than those any 
M2 needs; a method for obtaining the n(~)-bloek partitions ~*, if any, 
is described in the next section. By generalizing this method, a more 
general method could be given to obtain for a given 7r the partition 7r* 
with the least nmnber of blocks. 
B. COMPUTATION OF THE ~'~ ~'* PAIRS 
For a given sequential machine M to obtain the pairs (v, ~*) satis- 
fying Theorem I, we must first compute the set of partitions with S.P. on 
M. Given a nontrivial S.P. partition, the method for computing the 
n(z)-block partitions ~*, if any, such that the pairs (z, z*) satisfy 
Theorem I, is a straightforward consequence of condition (c) of the 
same theorem. For a given block K of ~r, let us denote by n(K) the 
number of states contained in it. Let n(K) = nor);  that is, let K be 
one of the largest blocks of ~. Then, denote by B a block of any parti- 
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ti()n 7r* ~ith n(Tr) blocks such that ~. = 0. Hence B I1 K ca, lulo~ be 
void for any B. Then, with reference to condition (c) of Theorem I, 
state b must exist and satisfy N(I, a) = N(I, b). Therefore, let a be 
any state of M belonging to a block K of ~ such that n(K) = n(~r). For 
any input I of M, the following situations are possible: 
(1) No state b, b C K, exists such that N(I, a) = N(I, b). In this 
case, to satisfy condition (c) of Theorem I for state a and input I, a 
and N(I, a) must be identified in ~r*. ~However, observe that if 
N(I, a) ~ K, this is possible only if N(I, a) = a since 7r-Tr* = 0. 
(2) One state b, b C K, exists such that N(I, a) = N(I, b). In 
this case, to satisfy condition (c) of Theorem I for state a and input I, 
two alternative solutions are possible: Identify in 7r* either a and N(I, a) 
or N(I, a) and b. If N(I, a) C K, the second solution is possible only if 
N(I, a) = b. 
(3) l states bl, bi C K, i = 1, 2, . . .  , l, exist such that N(I, a) = 
N(I, b). In this case l -k 1 alternative solutions are possible: The solu- 
tion given for situation (1), or any of the 1 solutions of the second type 
given for situation (2). If N(I, a) E K, the ith solution of the second 
type is possible only if N(I, a) = b~. 
We shall call Rule I the above-described process of determining what 
situation is present for a given pair a, I and of deriving the corresponding 
* 
conditions on ~ . 
Let us now consider the states belonging to the blocks K of 7r such 
that n(K) < n(Tr), if any. Let a be a given state of M belonging to a 
block K with n(K) < n(Tr), and I a given input state of M. If K is . 
mapped by I into itself, the conditions on 7r are derived by Rule I for 
the pair a, I. In fact, with reference to condition (c) of Theorem I, in 
this case B N K cannot be void since B [7 K = N(I, a). Otherwise, if K 
is mapped by I into a different block of ~r, condition (c) can also be satis- 
fied for the pair a, I by making B n K void. This corresponds to the fol- 
lowing rule: 
Rule II. Put N(I, a) in one of the n(v) - n(K) blocks of 7r* which 
does not contain any state of M belonging to K. (Trivially, Rule II  
determines n(~r) - n(K) alternative solutions.) 
To obtain ~r*, all the pairs (I, a) of M are examined and the cor- 
responding conditions on ~r are listed. If a belongs to a block of 7r with 
n(K) = n(Tr), the conditions are obtained by Rule I for any input I. 
If a belongs to a block K of ~r with n(K) < n(Tr), the conditions are 
obtained by Rule I for ~he inputs I mapping Kinto itself, if any, and by 
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1 4 9 6 
2 5 8 6 
3 6 9 6 
4 7 1 1 
5 8 1 2 
6 9 3 1 
7 2 4 4 
8 2 5 6 
9 3 6 6 
FIG. 3. State machine R 
Rules I and II for the inputs mapping K into a different block. If no 
solution exists for some pairs (this may happen only for the pairs (a, I) 
such that a belongs to a block of ~ mapped by I into itself, as was ob- 
served in discussing situations (1), (2) and (3)), the process stops, . 
since in this case no ~r exists for the given ~-. Otherwise, any arbitrary 
selection of one condition for each pair determines a partition ~r* which, 
. 
if ~r.~r = 0, is such that the pair (~r, ~r*) satisfies Theorem I and has 
n(~r) blocks. It is possible that no such ~r* exists. 
Of course, if we are interested in determining the serial decomposition 
for which Ms has the least number of states, the analysis of the S.P. 
partitions ~r starts from the nontrivial S.P. partition with the least num- 
ber of blocks and proceeds from larger to smaller partitions until a ~* is 
found. 
For example, let us consider the machine R whose state table is given 
in Fig. 3. The nontrivial S.P. partition with the least number of blocks 
is given by 
~r={1,2 ,3 ;  4 ,5 ,6 ;  7,8,4} ={a,~,~'}. 
Let us see if a three-block partition 7r* exists such that the pair ~r, ~r satis- 
fies Theorem I. Since all the blocks of ~r have three states, the conditions 
on 7r are obtained by Rule I for all the pairs (a, I) of R. The pairs 
(1, I,), (2, I~), (3, I,), (4, I1), (5, I,), (6, I,) 
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I1 I2 I~ . 
A A C C l 
OCB B B C! 
OC A A A A] A 
~ B B A BI  B 
~" C C C A I C 
A B A A I 
Ms t B B B c, MF 
C C B C L 
FIG. 4. Serial decomposition f the sta~e machine R
$ 
determine, respectively, the following identifications on ~r : 
1,4; 2, 5; 3, 6; 4, 7; 5, 8; 6, 9. 
In fact, for these pairs we are in situation (1). By the transitive law we 
obtain 
1,4,7;  2,5,8;  3,6,9.  
Any new identification on =* destroys the condition ~. ~* = 0. So, if a 
~* exists, it is given by 
= {1,4,7; 2 ,5,8;  3,6,9} = {A,B ,C} .  
We must now verify if ~* satisfies the conditions of identification given 
by the pairs not yet analyzed. The pair (7, I1) gives two alternative 
7F $ solutions: 7, 8 or 2, 8. Since 2 and 8 are identified in ~*, satisfies this 
pair; in the same way it can be seen that r* satisfies the conditions deter- 
mined by the remaining pairs (a, I) of M. Therefore the pair w, 
satisfies Theorem I. 
The two machines M~ and Mr are now obtained from the two parti- 
tions ~ and ~*, as explained in Hartmanis (1962). M~ is the r-image 
machine of R; therefore the state table of M~ is reported in Fig. 4a. 
The state table of MF is constructed by replacing states in the state 
table of R by the corresponding blocks of v* (Fig. 4b), and by rearrang- 
ing the information to obtain MF as shown in Fig. 40. 
Another example is given by the machine T in Fig. 5a. The partition 
~r -- {1,2,3; 4,5} = {a,#} 
has S.P. for machine T. 
576 GERACE AND GESTRI 
I1 I2 
1 4 1 
2 5 2 
3 4 3 
4 3 I 
5 2 3 
/$ s 
Ms C 
M~ 
b) 
Fro. 5, (a) State machine T; (b) Serial decomposition f state machine T
Since we have n(~) = n(~) = 3 for the block ~ of ~, the specification 
of the conditions determined by states 1, 2, and 3 follows Rule I. For 
example, the pair (1, I1) determines the conditions 1, 4 or 3, 4 since we 
are in situation (2). By this, we see that two three-block partitions atisfy 
the conditions determined by states 1, 2, and 3: 
r l -  {1,4; 2,5; 3} = {A,B ,C}  
42 = {3, 4; 2, 5; 1}. 
For the block ~ of ~r we have n(fl) = 2; for the inputs I1 and/2 ,  B is 
mapped into a. Therefore for states 4 and 5 we must apply, for input 
I1 and for input /2, both Rules I and II. For example, for the pair 
(4, I i), Rule I determines the condition 3, 4, and Rule II  determines 
the following condition: The states 3 and 4 and the states 3 and 5 are 
not contained in the same block of ~r*. Therefore, both partition r l  and 
~ satisfy the conditions determined by the pair (4, I1), 7rl through the 
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1 4 6 4 
2 4 5 5 
3 6 6 5 
4 1 3 i l  
[ 
5 1 ]2  2 
Fro. 6. State machine P
condition determined by Rule II, 7r2 through the condition determined 
by Rule I. It is easily seen that both 7rl and 7r2 satisfy the conditions 
determined by tile pairs (4, Is) and (5, I i), while the pair (5, I2) can 
be satisfied only by partition ~rl through the condition determined by 
Rule II. Therefore, the only 7r* for the given 7r is r l .  The state tables of 
machines M8 and M~ corresponding to partitions 7r and 7rl are shown in 
Fig. 5b. Note that in the state table of MF,  the "don't-care" conditions 
for state C (circled in the figure) have been filled to make C a stable 
state. 
C. PARALLEL DECOMPOSITION Ms ]] Mr  
The conditions of existence of the parallel decomposition M~ II Mr  
are obtained by imposing on the pair of partitions ~r, 7r* of the Theorem I 
the further condition that ~r* is a S.P. partition. In fact, machine Mr  
does not need the information from M~ if and only if 7r* is a S.P. parti- 
tion. 
To determine for a given sequential machine M the pairs of partitions 
v, 7r*, if any, leading to the parallel decomposition Ms II M~,, we first 
determine the pairs of S.P. partitions vl and 7r2 such that 7rt-Ir2 = 0, if 
any. Then these pairs are examined to verify, by Theorem I, if ~r~ is a 
~r* for 7r2, or if ~r2 is a ~r* for ~r~. 
An example of a sequential machine having a nontrivial Ms I1 M~ 
decomposition is given by the machine P whose state table is given in 
Fig. 6. The S.P. partitions 
~1={1,2,3; 4,5,61={~,~} 
7r2 = {1,4; 2,5; 3,6} = {A,B,C} 
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II I2 I3 
• I1 , I2 ,  I3 A a ¢ A 
C C C B 
Ms M~ 
FIG. 7. Parallel decomposition of state machine P
satisfy ~rl.Tr2 = 0. Furthermore, it is easily seen that ~r~ is a ~r* for ~rl. 
The corresponding Ms II MF decomposition of P is shown in Fig. 7, 
where Fig. 7a shows the state table of Ms, and Fig. 7b the state table of 
M~. We see that Ms turns out to be a clock; thus P is decomposable 
into a clock and a fundamental state machine operating in parallel. 
I I I .  PHYSICAL REALIZATIONS 
A. T~EALIZATION OF M~ BY AN ASYNCHRONOUS DEVICE 
In the previous ection we have studied the decomposition f the state 
behavior of a sequential machine M into two state submachines M8 and 
MF connected in series or in parallel. 
Let us now consider the decomposition f M into two submachines 
and an output circuit Co. Suppose that a Ms ---> Mr or a MF II M8 non- 
trivial decomposition f the state behavior of M exists. In this case, M 
can be split into machines Ms and M~ and an output circuit Co. Now 
we shall consider the problem of the physical realization of M. In this 
section we suppose that M corresponds to the Mealy or the Moore 
model. Synchronous machines corresponding to another model will be 
discussed in the next section. 
Let us denote by A the time interval between any two consecutive 
changes of the input state I of M. The physical structure of the sequential 
device which realizes the state behavior of M is reported in Fig. 8a. 
Assuming that a finite time d is necessary to the combinational circuit C 
for the computation of the next state, the delay element A1 which stores 
the present state must be such that A = 51 -[- d. We shall call synchronous 
device I a device of this type. Both the machines M8 and MF, obtained 
from the decomposition of M, can be thought of as realized by syn- 
chronous devices, since they are submachines of the synchronous ma- 
chine M. However, My has a fundamental state table and we can put 
the question of what happens if My is realized by a device where the 
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I --° 
b) 
~0 c) 
FIG. 8. (a) synchronous device I; (b) asynchronous device; (c) synchronous 
device I I .  
storage lement A1 is removed. A device of this type, reported in Fig. 8b, 
wdll be called an asynchronous device. 
Let us see how the state behavior of MF, realized ~dth A1, differs 
from that of MF, realized without A1. Assume that at any time t~ of the 
input sequence, the input state of Me is (I, K) and the present state is A. 
The combinational portion of M~ computes the next state, sav B, in a 
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finite time d. If M~ is realized by the device in Fig. 8b, the present state 
becomes B at time t~ -~ d. Since MF has a fundamental state table, the 
device is found to be in the stable state B. So at time t~ + A = tn+l, 
when the input state of M~ changes, the present state is B. If, instead, 
MF is realized by the device in Fig. 8a, the present state remains A 
until t~+l, and it becomes B only at this time. Thus the state sequence 
of the device does not change, but the next state becomes the present 
state either at time t~ ~- d if A1 is removed, or at time t~ ~ A if it is not. 
Let us now consider the output circuit Co of M. Denote by C(I, K, A) 
the output state of Co at any time tn, where I is the input of M, and K 
and A are the present states of Ms and M~, respectively. If A1 is present, 
the output of Co is given by C(I, K, A) from t~ until t~+l. If A~ is re- 
moved, the output is given by C(I, K, A) from t~ until t~ -t- d, and by 
C(I, K, B) from t~ -t- d until t~+l. Therefore, the external behavior of M 
remains unchanged after the remotion of the storage lement A1 in the 
device realizing MF, if and only if for any state K of Ms and any input 
I of M producing a transition from a state A to another state B of M~, 
the following is true: 
C(I, K, A) = C(I, K, B). 
The above condition holds for any sequential machine M of the Mealy 
or Moore type. If a Moore-type machine is specifically considered, the 
condition reduces to 
C(K, A) = c (g ,  B), 
since the output of M does not depend on I. 
To see how the conditions on the output function of Co can be ex- 
pressed in terms of conditions on the output function of M, let us con- 
sider condition (e) of Theorem I. For any pair (I, a) we have C(I, 
K, A) = O(I, a), since K N A = a and Co realizes the output function 
of M. Moreover, if K n B ~ ~, C(I, K, B) = O(I, b), since K N B = b. 
Thus, if K fl B ~ 0, condition C(I, K, A) = C(I, K, B) is satisfied for  
Co if and only if condition O(I, a) = O(I, b) is satisfied for M. Note 
that if K [~ B = 0, a "don't-care" condition exists for C(I, K, B). In 
this ease, we must therefore nsure that the "don't-care" condition can 
always be filled so that C(I, K, A) -- C(I, K, B). This is the line of the 
proof of the following theorem. 
THEOREM II. A sequential machine M has a nontrivial Ms -+ M~ 
decomposition such that MF can be realized by an asynchronous device 
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without changing the output sequence ofM if and only if two partitions, 
and ~*, satisfying Theorem I exist for M, and ~ satisfies the following 
condition: 
(a) any two states of M in a common block of ~ which have the same 
next state for some input I, also have the same output state for I. 
Proof. Let Ms --+ Mr be the decomposition f M corresponding to the 
pair of partitions v and ~*. We have only to show that whenever Mr 
makes a transition, the output state of M is unchanged if and only if 7r 
satisfies condition (a). Assume that the output state of M is unchanged 
whenever Mr makes a transition. Let a and b be any two states in a 
common block of v, say K, such that for the input state I we have 
N(I,  a) = N(I,  b). Let A be the block of ~r* containing a, B the block 
of ~* containing b, C the block of ~* containing N(I, a) = N(I, b). If 
C = B, M~ makes a transition from A to B for input (I, K) when M 
is in state a and input I is applied. Since the output state of M is un- 
changed, we have C(I, K, A) = C(I, K, B). Therefore, since a = K fl A, 
and b = K N N, we have O(I, a) -- O(I, b). If C = A, Mr makes a 
transition from B to A when M is in state b and input I is applied. Then 
C(I, K, A) = C(I, K, B), which implies O(I,) a = O(I, b). Finally, if 
C ~ A and C # B, state C is stable for input (I, K), since M~ is funda- 
mental. Therefore, when M is in state a and input I is applied, M~ makes 
a transition from A to C, and C(I, K, A) = C(I, K, C) since the output 
of M does not change. When M is in state b and input I is applied, Mr 
makes a transition from B to C, then C(I, K, B) = C(I, K, C). Conse- 
quently C(I, K, A) = C(I, K, B), which means 0(I, a) = 0(I, b), and 
condition (a) is proved. 
Conversely, assume that condition (a) holds. Let a be any state of 
M, A and K the blocks of 7r* and 7r, respectively, containing a, and for 
any I denote by B the block of 7r* containing N(I, a). When M is in 
state a and input I is applied, M~ makes a transition from A to B. If 
B ['] K ~ 0, let b be the state of M defined by b = K [7 B. Since con- 
dition (a) holds, we have O(I, a) = 0(I, b), which implies C(I, K, A) = 
C(I, K, B), thenthe output of M is unchanged. If B N K ~ 0, we have 
a "don't-care" condition for C(I, K, B), and we must show that this 
condition can always be filled so that C(I, K, B) = C(I, K, A). For 
this we have only to show that no other state C of MF exists, such that 
for input (I, K) MF makes a transition from C to B, and for which 
C(I, K, C) ~ C(I, K, A). In fact, if C N K ~ 0, let c be the state of M 
defined by c = C ['l K. If the next state of C for input (1, K) is B, we 
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have N(I, a) = N(I, c). In fact, N(I, a) and N(I, c) belong to the 
same block B of 7r* and to the same block of 7r, since a and c belong to the 
same block K of the S.P. partition r. Because of condition (a), N(I, a) = 
N(I, c) implies O(I, a) = O(I, c) ; that is, C(I, K, A) = C(I, K, C). 
Since the previous argument holds for any I and a of M, Theorem II is 
proved. 
To obtain the conditions for the existence of a parallel decomposition 
JlI~ II M~ such that MF can be realized by an asynchronous device with- 
out changing the output sequence of M, we have only to impose on the 
partition z* of Theorem II the further condition that z* has the substi- 
tution property. We shall now give a statement which shows that the 
parallel decomposition may be useful only for Mealy machines. 
Statement I. I f  M is a strongly-connected Moore machine and a pair 
7r, 7r* of partitions for M exists which satisfies Theorem I I  for M, if ~r* has 
S.P., then 7r is output consistent as defined by H artmanis (1961). 
The proof, which is not difficult to obtain, will be omitted. This state- 
ment shows that a strongly-connected Moore machine M, having a 
Ms II MF decomposition such that M~, can be realized by an asynchronous 
device, can be reduced by state reduction to Ms. 
B. A NEW TYPE OF SYNCHRONOUS MACHINE 
In the previous ection, we have discussed the conditions a Moore or 
Mealy type machine must satisfy for the existence of a Ms --> M~, or 
Mz II M~, decomposition such that Mp can be realized by an asyn- 
chronous device. 
Let us now consider a sequential machine such that the output func- 
tion is a hmction of the present state through the next-state function; 
that is, a machine wherein the next-state and the output functions can 
be expressed by 
and 
or  
S(t q- 1) = N(I(t), S(t)) (3) 
Q(t) = o(z(t), s(t + i)) (4) 
Q(t) = o (s ( t  + 1)). (5) 
The structural models of machines of this type are shown in Fig. 9a 
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]:(t) F~ 
sct) 
~ Q 
I 
Q(~) b) 
Fla. 9. Structural models for synchronous machines of the new type: (a) the 
output depends only on the present state; (b) the output depends on both the in- 
put and the present state. 
and 9b which refer to machines defined by (3) and (5), and (3) and (4), 
respectively. As an example, Fig. 10 shows a state table and an output 
table describing the performance of a specific machine defined by (3) 
and (4). Machines of the type now defined will be called anticipated 
machines. 
It can easily be seen that for a given machine M1 of the Mealy type, 
there exists an equivalent anticipated machine M2 defined by (3) and 
(4) which has the same state table as M1, if and only if the states of M1 
having for a same input I the same next-state, also have for the same I
the same output state. For example, the Mealy machine in Fig. 11 is 
equivalent to the machine in Fig. 10 and it has the same state table. 
For a machine M defined by the functions (3) and (4) or (5), it is 
evident hat if the remotion of some delay elements in the structural 
model preserves the state behavior, then the output sequence remains 
unchanged. Hence, if for an anticipated machine a pair of partitions 
satisfying Theorem I exists, M can be split into Ms, MF and Co, where 
Ms is realized by the synchronous device II shown in Fig. 8c, and Mr 
can always be realized by an asynchronous device without changing the 
output sequence of M. 
As a final remark on the anticipated machines, let us consider a Moore 
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S(t) I1.  Iz S(t+I) h I2 
1 2 3 I Q2 Q3 
2 4 1 2 q3 - 
3 1 5 3 - Q2 
4 2 1 4 01 -- 
5 4_~ 5 -- I Q~I 
sCt+1 O(~) 
FzG. 10. State table and output table of a specific anticipated machine 
s(t) I_.AL I_. L 
1 2,Q3 3,Q~ 
2 4,Q1 1,Q3 
3 1,Q2 5,03 
4 4,QI 1,Q3 
5 2,Q3 3,02 
s(~+I),Q(~) 
FzG. 11. The machine of the MeMy type equivalent to the anticipated 
machine in Fig. 9 
machine M1. Let {S}, {I}, {Q} be the set of internal, input and output 
states of M1, respectively, and let 
S(t + 1) - Nl(I(t), Z(t)) 
Q(t) = 01(S(t)) 
be the next-state and output functions for Mt.  The machine Ms defined 
by {S}, {I}, {Q} and by the functions 
S(t + 1) = N~(I(t), S(t))  
Q(t) = O~(S(t + 1)) 
is ~n anticipated machine. The output sequences of MI and Ms, corre- 
sponding to the same input sequence which starts from the same present 
state, are identicM except that the output sequences ofM2 are anticipated 
one time unit. Let M1 have a state behavior decomposition Ms --* Mp or 
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l| 12 h 
I 000 I l l  I10 
2 001 000 110 
3 010 I l l  [ I0  
4 011 lOOl I I I  
5 IOOiO01 IO0 
6 I01 010 ]] I 
7 110 011 OOl 
8 110 I00 010 
9 I1 |  I IOl~OlO 
01,Q2,Q~ 
I"IG. 12. The output able of machiae R1 
Ms II M~ such that M~ cannot be realized by an asynchronous device. 
However, if we don't care to anticipate the output sequence of M1 one 
unit, the Moore machine M1 can be transformed into an anticipated 
machine M~, having the same state table and the same decomposition. 
The transformation is obtained by realizing MF by an asynchronous 
device and Ms by a synchronous device II. 
C. EXAMPLES 
We shall now give some examples of physical realizations for machines 
of the Mealy or Moore type. 
For the computation of the pairs ~r, ~r* satisfying Theorem II we can 
apply the same method escribed in Section II.B for the computation of
the pairs satisfying Theorem I, but considering only the partitions with 
S.P. which satisfy condition (a) of Theorem II. 
To give an example, let us consider two Mealy machines, R1 and R2, 
which have the state table of the state machine R in Fig. 3 and the out- 
put tables respectively sho~m in Fig. 12 and Fig. 13. The S.P. partition 
on machine R
~r ={1,2 ,3 ;  4,5,6;  7,8,9}, 
discussed in Section II.B, satisfies the condition (a) of Theorem II for 
machine R1, while it does not for machine R2 • Let us consider, for exam- 
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I1 r2  [3 
I 000 001 010 
2 001 010 011 
3 010 011 I00 
4 Ol I I00 I01 
5 I00 I01 tllO 
6 I01 II0 111 
7 II0 III 000 
8 III 000 001 
9 000 001 010 
QI,Qz,Q~ 
Fze. 13. The output table of machine R2 
Ns l  ' M~ 
I ! 
_ I i - 
i i, I 
I I 
t-_ l t~. . . . . . . . . . .  
Fro. 14. Realization of machine R, 
pie, the input state 11 ; for this input the states 7 and 8, which are in 
the same block of r, have the same next state. In the output table of R1 
these states have the same output state for the input/1,  while in the 
output able of R2 these states have different output states. 
It was seen in Section II.B that for the above partition ~r a partition 
~r* exists, and the corresponding Ms --+ MF decomposition has been 
shown in Fig. 4. Therefore, machine R1 can be realized by the syn- 
chronous device realizing Ms,  connected in series to the asynchronous 
device realizing MF, and by the combinational network realizing the 
output function. The output function of the combinational network is, 
in this case, completely specified by the output function of machine R1, 
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Ms I 
i - 
l 
F~o. 15. Realization of machine R2 
A 1 O0 at !  
i 
(~ B 20 I  I0  t 
I C 3 O0 I I  
./3 A 4 I0 O0 
B 5 I I 0_.~j 
a) 
Q~ Qz 
587 
~Q 
B b) 
c 
FIG. 16. (a) output table of machine T1 ; (b) output table of the combina- 
tional network C0, in the serial decomposition f machine T1. 
since for any block X of ~r and any block L of ~r* we have X N L ¢ 0. 
The realization of R1 is shown in Fig. 14. On the contrary, machine R2 
cannot be realized according to this scheme. However, since Ms --+ Mr 
realizes the state behavior of R2, machine R2 can be realized according 
to the scheme in Fig. 15. Machine M~ does not require storage lements 
in the feedback loops, but the storage elements are necessary for the 
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II I; . Gi Q~ 
1 4 0 0 
2 4 0 0 
3 5 0 I 
4 6 I I 
5 1 3 1 0 
6 1 4 I 0 
FIG. 17. Machine Q 
realization of the output function. Hence, the possibility of realizing a 
synchronous sequential machine according to the scheme in Fig. 15 holds 
for any sequential machine having a nontrivial Ms --~ Mr decomposition 
which does not satisfy Theorem II. This realization, however, does not 
reduce the number of delay elements. 
Another example is given by machine T1, defined by the state table 
of state machine T, shown in Fig. 5a, and by the output table shown in 
Fig. 16a. The S.P. partition on machine T 
7r = {1,2,3; 4,5} = {~,fl} 
discussed in Section II.B, satisfies the condition (a) of Theorem II. 
It was seen that for ~ a partition ~* exists, namely the partition 
~ = {1 ,4 ;  2, 5; 3} = {A,B ,C} .  
Therefore, we can realize T1 by the synchronous device realizing Ms 
connected in series to the asynchronous device realizing Mr ,  and by an 
output circuit Co. The state tables for machines Ms and Mr have al- 
ready been obtained and are shown in Fig. 5b. The output function of 
Co is not completely specified by the output function of machine TI • In 
fact, fl FI C = 9, and we have two "don't-care" conditions, namely 
Co(It, ~, C) and Co(I~, f~, C). As it is evident from the proof of Theorem 
II, these "don't-care" conditions must be filled carefully. From the 
state table of machine Mr ,  in Fig. 5b, we see that for input (fl, I1), Mr 
makes a transition from A to C. Therefore, Co(I1, ~, C) must be filled 
with Co( I1, ~, A ). In the same way, we obtain Co( I2 , f3, C) = Co( I2 , 
B, B). The output function of Co is now completely specified as shown in 
Fig. 16b. The "don't-care" conditions ~re circled in the figure. 
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¢ (XIi 0[I2,/~ I1 ,~I2, ~'I1 ,~I2~ 
A B A A A 
B B B B A 
Ms MF 
Fla. 18. Serial decomposition of machine Q 
An example of a Moore machine, which can be realized by one syn- 
chronous device and one asynchronous device connected in series, is given 
by the machine Q in Fig. 17. The S.P. partition 
= {1,2 ;  3 ,4 ;  5 ,6} = 
satisfies the condition of Theorem II. Applying to this partition the 
method for the computation of partition ~*, we obtain 
= {1,3,5; 2,4,6} = {A,B}. 
The corresponding state machines Mz and Ms are described by the tables 
in Fig. 18. 
IV. CONCLUSIONS AND COMMENTS 
In this paper, two decompositions of a synchronous machine into 
one synchronous M~ and one asynchronous Ms submachine have been 
studied, namely the parallel decomposition a d the serial decomposition, 
where the synchronous submachine drives the asynchronous one. The 
physical realization of machines defined by Mealy and Moore models, 
and by a new model which has been defined in the course of the paper, 
has been discussed. It has been shown that using the new model, more 
delay elements can, in general, be eliminated in the physical realiza- 
tion. 
In the synthesis of a sequential machine we have to tackle the problem 
of reducing the cost of the machine by the choice of appropriate internal 
codes. The cost depends on the number of combinational e ements and 
on the number of delay elements necessary for storing the internal state. 
The decomposition of a sequential machine into smaller machines gen- 
erally decreases the cost of the combinational part of the machine, as 
shown by Hartmanis (1961). The decomposition studied in this paper 
also decreases the number of delay elements which store the internal 
state. For instance, the realization, using binary variables of a syn- 
chronous machine M with n internal states, requires [log2 n] delay ele- 
590 GERACE AND GESTRI 
merits at least. However, if M has a nontrivial decomposition satisfying 
Theorem II, a realization which makes use of this decomposition requires 
only [log2 n~] delay elements, where n~ is the number of internal states 
of Ms • 
In a previous paper (Gerace and Gestri, 1967), a method was given 
for selecting the internal state assignments which minimize the number 
of delay elements in sequential machines realized with "PFM circuits" 
(Gerace, 1966). The method was based on the selection of the NNP 
pairs (Try* --~ 7ri), where ~ is a S.P. partition, ~r~* a binary partition with 
the "nonnegation" property with respect o v~, and v~*.~ri = 0. It can 
now be recognized that each NNP pair defines a M j  --+ Me ~ decomposi- 
tion, where Me i is a two-state machine with a fundamental state table; 
in fact, a two-state machine has a fundamental state table if and only if 
its next state variable depends on the present state variable through its 
uncomplemented form. It can also be recognized that the method for the 
minimization, consisting in the determination of the largest set of NNP 
pairs satisfying a given set of conditions, corresponds to the determina- 
tion of the Ms --> Me decomposition, where Me is in turn decomposed 
into a set of two-state fundamental machines in parallel and Ms has the 
least number of states. Therefore the decomposition studied in that paper 
is a particular case, closely related to the modular structure of a PFM 
realization, of the decomposition studied in this paper. 
Aside from the problem of economical realizations of sequential ma- 
chines, we feel that the decomposition studied in this paper may be useful 
for a better understanding of the role of delay dements in synchronous 
machines. 
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