Phylogenetics seeks to deduce the pattern of relatedness between organisms by using a phylogeny or evolutionary tree. For a given set of organisms or taxa, there may be many evolutionary trees depicting how these organisms evolved from a common ancestor. As a result, consensus trees are a popular approach for summarizing the shared evolutionary relationships in a group of trees. We examine these consensus techniques by studying how the pantherine lineage of cats (clouded leopard, jaguar, leopard, lion, snow leopard, and tiger) evolved, which is hotly debated. While there are many phylogenetic resources that describe consensus trees, there is very little information regarding the underlying computational techniques (such as sorting numbers, hashing functions, and traversing trees) for building them written for biologists. The pantherine cats provides us with a small, relevant example to explore the computational techniques (such as sorting numbers, hashing functions, and traversing trees) for constructing consensus trees. Our hope is that life scientists enjoy peeking under the computational hood of consensus tree construction and share their positive experiences with others in their community.
Introduction
For millennia, scholars have attempted to understand the diversity of life, scrutinizing the behavioral and anatomical form of organisms (or taxa) in search of the links between them. These links (or evolutionary relationships) among a set of organisms form a phylogeny, which served as the only illustration for Charles Darwin's landmark publication The Origin of Species. Phylogenetic trees most commonly depict lines of evolutionary descent and show historical relationships, not similarities [2] . That is, evolutionary trees communicate the evolutionary relationships among elements, such as genes or species, that connect a sample of taxa. Figure 1 shows several phylogenies that hypothesize how the pantherine lineage of cats (clouded leopard, jaguar, leopard, lion, snow leopard, and tiger) evolved. The evolution of these big cats is hotly debated [5, 7] . Being one of the most threatened of all carnivore groups, we must understand all that we can about these [7] , respectively. Each tree was reconstructed using different biological data. For all trees, clouded leopard is the most distantly related taxon and serves as the outgroup to root each tree.
great cats. The true phylogeny for a group of taxa such as the pantherine cats can only be known in rare circumstances (for example, where the pattern of evolutionary branching is created in the laboratory and observed directly as it occurs [12] ). Since fully resolved and uncontroversial phylogenies are rare, the generation, testing, and updating of evolutionary hypotheses is an active and hotly debated area of research [10] .
In this paper, we examine how to summarize the different hypotheses reflected in a group of phylogenetic trees into a single, evolutionary history (or consensus tree). We use the phylogenies of the pantherine lineage of cats as the basis for understanding evolutionary trees and constructing their consensus. The appealing feature of consensus trees is that life scientists can study a single tree with the most robust branching patterns of how the taxa evolved from a common ancestor. While there is some debate over the use of consensus trees [4] , they remain critical for phylogenetics.
Many references exist to describe the numerous types of consensus tree approaches [4, 9, 18] . Unfortunately, little information is provided to help life scientists understand the computational ideas behind the algorithms. The consensus tree problem encompasses several fundamental computational concepts such as sorting branching patterns, hashing functions, and traversing trees. Computational thinking [24] is a new way of solving problems that leverages fundamental concepts in computer science. Furthermore, computational thinking is very relevant for life scientists. In a recent report [6] , the Committee on Frontiers at the Interface of Computing and Biology for the National Research Council concluded that computing and biology have converged and that "Twenty-first century biology will be an information science, and it will use computing and information technology as a language and a medium in which to manage the discrete, nonsymmetric, largely nonreducible, unique nature of biological systems and observations." We hope that by Figure 2: Unrooted phylogenies of the Panthera genus based on the trees in Figure 1 .
providing a window into the underlying algorithms behind building consensus trees, life scientists will appreciate the computational ideas involved in solving biological problems and share their experiences with their colleagues.
Evolutionary Trees and the Big Cats
The pantherine lineage diverged from the remainder of modern Felidae less than 11 million years ago.
The pantherine cats consist of the five big cats of the genus Panthera: P. leo (lion), P. tigris (tiger), P. onca (jaguar), P. pardus (leopard), and P. uncia (snow leopard) as well as the closely related Neofelis species (clouded leopards), which diverged from Panthera approximately 6 million years ago. These cats have received a great deal of scientific and popular attention because of their charisma, important ecological roles, and conservation status due to habitat destruction and overhunting. Dissimilar patterns of diversification, evolutionary history, and distribution make these species useful for characterizing genetic processes. Furthermore, extensive descriptive information is available on their natural histories, morphology, behavior, reproduction, evolutionary history, and population genetic structure, which provides a rich basis for interpreting genetic data. Despite their highly threatened status, the evolutionary history of these cats has been largely obscured. The difficulty in resolving their phylogenetic relationships is a result of (i) a poor fossil record, (ii) recent and rapid radiation during the Pliocene, (iii) individual speciation events occurring within less than 1 million years, and (iv) probable introgression between lineages following their divergence [7] . Multiple groups have attempted to reconstruct the phylogeny of these cats using morphological as well as biochemical and molecular characters. However, there is great disparity between these phylogenetic studies.
Evolutionary hypotheses for the pantherine lineage
Davis et al. [7] show fourteen phylogenetic trees (including the tree that they reconstructed) from different studies of these cats. Figure 1 shows four of the fourteen pantherine trees in the Davis et al. work. Trees T 1 , T 2 and T 4 produce the hypothesis that the Panthera genus is composed of two main clades consisting of (i) snow leopard and tiger and (ii) jaguar, leopard, and lion. Furthermore, in trees T 1 and T 4 , lion and leopard are sister taxa with jaguar sister to these species. Tree T 3 shows a completely different evolutionary picture, in which snow leopard and lion are sister taxa. Based on numerous phylogenetic studies, clouded leopard is assumed to be the most distantly related species and serves as the outgroup taxon in order to root the phylogenetic tree. However, the relationships among the five big cats of the Panthera genus are still under debate given the numerous incongruent findings by scientists. Thus, unrooted trees are used to focus attention on the big cats in the Panthera genus as shown in Figure 2 . The resulting consensus trees for the Panthera genus are shown in Figure 3 . While there are a variety of approaches for building consensus trees, we concentrate on majority and strict consensus trees, which are the most commonly used approaches. Majority consensus trees consist of those branching patterns that exist in a majority of the trees. Strict trees contain evolutionary relationships that appear in all of the trees. For example, one branching pattern that appears in the majority tree is the relationship that shows snow leopard and tiger as sister taxa, which appears in three of the four trees in Figure 2 . Instead of looking at all four pantherine trees, one simply examines the consensus trees to understand the evolutionary relationships among the taxa.
Finally, we note that while we show topological conflict among phylogenetic studies performed by different research groups, there can also be topological conflict within the same phylogenetic study. Such conflicts are often resolved using consensus trees as well.
Methodology for reconstructing pantherine phylogenetic trees
Below, we summarize how the four trees shown in Figure 1 were reconstructed. Although each of the studies below were conducted on the pantherine lineage of cats, no one phylogenetic study was performed in exactly the same manner. Tree T 1 is based on RFLP (Restriction Fragment Length Polymorphisms) of complete mtDNA genomes using 28 restriction endonucleases [14] . Johnson, Dratch, Martenson, and O'Brien believed that mitochondrial DNA (mtDNA) has several traits which make it useful for phylogenetic analysis, including nearly complete maternal, clonal inheritance, a general lack of recombination, and a relatively rapid rate of evolution, and that RFLP analysis has the advantage of rapidly sampling the entire mitochondrial genome. In their study, estimated sizes of fragments were summed for general concordance with domestic cat mitochondrial DNA, which has a length of 17 kb, disregarding putative nuclear mitochondrial (numt) DNA fragments. Percentage interspecies variation was estimated using FRAG NEW. Phylogenetic relationships among individuals within each set of RFLP data were constructed from the distance data by the minimum-evolution method estimated by the Neighbor-Joining algorithm [20] of PHYLIP [8] , and from the character data using the Dollo parsimony model with the heuristic option of PAUP* [22] , followed by the bootstrapping option with 100 resampling. For comparison, trees were also reconstructed by maximum parsimony using the heuristic option of PAUP*. Johnson et al. [15] found tree T 2 using the largest molecular database to date, consisting of Xand Y-linked DNA, autosomal DNA, and mitochondrial DNA sequences, which consisted of 19 autosomal, 5 X, 4 Y, 6 mtDNA genes (23,920 bp) sampled across the 37 living felid species plus 7 outgroup species representing each feliform carnivoran family. They present a phylogenetic analysis for nuclear genes (nDNA). First, the eight Felidae lineages are strongly supported by bootstrap analyses and Bayesian posterior probabilities (BPP) for the nDNA data and most of the other separate gene partitions. Second, the four species previously unassigned to any lineage have been placed, and the hierarchy and timing of divergences among the eight lineages are clarified. Third, the phylogenetic relationships among the nonfelid species of hyenas, mongoose, civets, and linsang corroborate previous inferences with strong support.
Tree

Tree T 3 : Wei, Wu, and Jiang
Tree T 3 was found by Wei, Wu, and Jiang [23] based on 7 mtDNA genes (3816 bp). They constructed the tree based on the concatenated 7 mtDNA genes from 10 species with the dataset obtained from GenBank. Maximum likelihood using PAUP* and Bayesian inference using MrBayes [19] were used for the reconstruction of the phylogenetic tree. Their result indicated that snow leopard and tiger are sister taxa, which is incongruent with previous findings.
Tree T 4 : Davis, Li, Murphy
Most recently Davis, Li, and Murphy [7] published tree T 4 using intronic sequences contained within single-copy genes on the felid Y chromosome which was combined with previously published data from Johnson et al. [15] , and newly generated sequences for four mitochondrial and four autosomal genes, highlighting areas of phylogenetic incongruence. More specifically, they sequenced the 12S, CYTB, ND2, and ND4 gene segments using in-house DNAs with reagent and thermal cycler protocols. Their 47.6 kb combined dataset was analyzed as a supermatrix with respect to individual partitions using maximum likelihood and Bayesian phylogenetic inference, in conjunction with Bayesian estimation of species trees (BEST) [16, 17] which accounts for heterogeneous gene histories. They emphasized that the Y chromosome has a very low level of homoplasy in the form of convergent, parallel, or reversal substitutions and renders the vast majority of substitutions phylogenetically informative. Their analysis fully supported the lion and leopard as sister taxa with the jaguar being sister to these species. In Figure 1 
Implications of consensus trees on the phylogeny of the big cats
The majority consensus tree in Figure 3 (a) shows that the four phylogenetic studies considered in this paper agree that there are two distinct clades of the big cats. Lions, leopards, and jaguars share a specific set of common characteristics that distinguish them from the second clade consisting of tiger and snow leopard. Moreover, this majority consensus tree agrees with studies by Hemmer that examined morphological, ethological, and physiological features [11] . The analysis of excretory chemical signals by Bininda-Emonds et al. [3] also support these two distinct clades. Davis et al. [7] TID BID Bipartition Bitstring Figure 2 . The bistrings are based on the taxa being in the following order: snow leopard, tiger, jaguar, lion, and leopard, where snow leopard represents the first bit, tiger the second bit, etc.
state that published molecular studies that failed to fully support this two clade distinction (lionleopard-jaguar and tiger-snow leopard) probably relied heavily on mtDNA sequences that had not been vetted as true cytoplasmic mitochondria (cymt) amplifications, suffered from species misidentification, or lacked sufficient phylogenetic signal. The strict tree in Figure 3 (b) shows a star tree topology and gives us no information regarding the evolution of the big cats. Even if 99.9% of the trees agree on a clade, it would not appear in the strict consensus tree. Hence, majority trees are preferred over their strict counterparts.
Consensus Trees and Bipartitions
As shown in Figure 2 , there is incongruence among the trees across different phylogenetic studies of the Panthera genus. While we are able build a consensus tree by hand for this small dataset, much larger trees are also of interest to the phylogenetic community. For example, Janecka et al. [13] analyzed 8,000 trees on 16 Euarchontoglires using MrBayes [19] . Hence, we need computational approaches for building consensus trees-especially as the size of phylogenetic studies continue to increase. The key to computational approaches for constructing majority and strict consensus trees is identifying the shared evolutionary relationships (or bipartitions) among a group of trees.
Phylogenetic trees and their bipartitions
Let T represent the set of trees of interest that we want to summarize into a single consensus tree. For example, in Figure 2 , T = {T 1 , T 2 , T 3 , T 4 }. The branches (or bipartitions) of interest in the trees are denoted by vertical bars. In tree T 1 , there are two bipartitions labeled B 1 and B 2 . If we remove the bipartition B 1 , then the tree will be split into two pieces. One part of the tree will have snow leopard and tiger. The other side will contain jaguar, lion, and leopard. We will represent this bipartition B 1 as {snow leopard, tiger | jaguar, lion, leopard}, where the vertical bar separates the taxa from each other. Bipartition B 2 represents the bipartitions {snow leopard, tiger, jaguar | lion, leopard}. For any bipartition, how taxa are ordered on a particular side of tree has no impact on its meaning. That is, {tiger, snow leopard, jaguar | leopard, lion} is another valid representation of bipartition B 2 . Table 1 provides a listing of the bipartitions for each of the four trees. Each tree has two bipartitions. Every evolutionary tree is uniquely and completely defined by its set of bipartitions. That is, bipartitions B 5 and B 6 can only define the relationships in tree T 3 . It is not possible for two different trees to have the same bipartitions. If two trees share the same bipartitions, then they are equivalent. So, based on Table 1 , trees T 1 and T 4 are identical although in Figure 2 they are drawn differently in terms of the placement of the lion and leopard taxa names. Finally, we note that the bipartitions in Figure 2 are non-trivial bipartitions. Trivial bipartitions are bipartitions that every tree is guaranteed to have. These are branches that connect to a taxon such as {snow leopard | tiger, jaguar, lion, leopard}, {jaguar | snow leopard, tiger, lion, leopard}, etc. Every tree must have n of these bipartitions, where n is the number of taxa. In order to build a consensus tree, every input tree must be over the same taxa set, which results in every tree having the same set of trivial bipartitions. Thus, we do not consider trivial bipartitions in our explanation of algorithms for building consensus trees.
Representing bipartitions as bitstrings
A convenient way to represent a bipartition is as a bitstring. Each taxon will be represented by a bit, which means that the bitstring length will be equal to the number of taxa in our trees. Taxa that are on the same side of the tree receive the same bit value of either a '0' or a '1'. To use a bitstring notation, we need to establish the ordering of the taxa. Any ordering will do as long as the taxa names are not duplicated. We choose the following taxa ordering: snow leopard, tiger, jaguar, lion, and leopard. So, snow leopard will represent the first leftmost bit, tiger the second leftmost bit, jaguar the third leftmost bit, etc. In Figure 2 , bipartition B 2 , which is {snow leopard, tiger, jaguar | lion, leopard}, would be represented by the bitstring 11100. Here, taxa on the same side of a bipartition as taxon snow leopard receive a '1'. For every bipartition shown in Figure 2 , Table 1 also shows its shorter bitstring representation. PAUP* [22] , a generalpurpose software packages for phylogenetics, uses the symbols '.' and '*' (instead of '0' and '1') to represent bipartitions when outputting them to the user.
Constructing Consensus Trees
The consensus tree algorithm consists of the following three steps: (i) collecting bipartitions from a set of trees, (ii) selecting consensus bipartitions, and (iii) constructing the consensus tree. Steps 1 and 3 are the same regardless of whether a majority or strict consensus tree is the desired result. For step 2, if a majority tree is desired, then the consensus bipartitions are those that appear in over half of the trees. For strict trees, consensus bipartitions appear in all of the trees. In the subsections that follow our examples will be based on building a majority consensus tree. The examples can be adapted easily to accommodate building strict consensus trees.
Step 1: Collecting bipartitions from a set of trees
Our first step in building a majority consensus tree is collecting all of the bipartitions from the phylogenetic trees of interest. For our big cats example, it is not difficult to list the bipartitions in the trees by hand. However, for larger trees, we would like a computational procedure to make the task easier. Consider Figure 4 . The left side of the figure shows tree T 1 and the two bitstrings that represents its bipartitions. The right side of the figure shows how to obtain those bitstrings. First, we root tree T 1 arbitrarily, which in this example is at bipartition B 2 . A rooted tree allows us to use a depth-first traversal of the tree to obtain the bipartitions systematically. Secondly, we initialize each taxa with a 5-bit bitstring to represent the trivial bipartitions. Starting at node D, we visit each left-hand side node (D → B → A). Upon reaching node A, we gather the bitstrings of its children (snow leopard and tiger bitstrings) and OR them together. Computing the OR between the two child bipartitions requires visiting each of the 5 columns of these two bitstrings. To compute the OR operation, if one of the children's bits in column j is a '1', then a '1' bit is produced for column j in the bitstring representation of the parent. The result of the OR operation at node A produces a bitstring of 11000, which reflects that snow leopard and tiger are on one side of the tree and jaguar, lion, and leopard are on the other side of the tree. Moreover, bitstring 11000 is also identified as bipartition B 1 in tree T 1 .
After visiting node A, we return to node B since we know node A's bitstring. The result of the OR operation on the bitstrings of node A and the jaguar bitstring results in a bitstring of 11100 for node B. Next, we return to node D to get its bitstring, but we do not yet know the bitstring of node C. Once the bitstring of node C is known (which is 00011), then we can compute the bitstring for the root node D, which is 11111. Given that this is a star bitstring, we do not collect it explicitly, but we do take advantage of its presence in our consensus tree building routine described in Section 4.3. The root node's bitstring will always consist of ones since there is no division of the taxa on a particular side of the tree. Notice that the bipartition for node C is the exact complement of the bitstring for node A. Both of these bitstrings represent the bipartition {snow leopard, tiger | jaguar, lion, leopard}. As a result, both of these bipartitions are not needed, and node C's bitstring is thrown out since we assume that any taxa on the same side of snow leopard will be represented by a '1' bit. Node C assumes the opposite.
The above depth-first traversal procedure is applied to each tree to obtain all of the bipartitions across the trees. For this example, there are eight total bipartitions.
Step 2: Selecting consensus bipartitions
Our first selection algorithm: Sorting bitstrings
Once we have collected all of the bipartitions, then we are in a good position to select the majority bipartitions, which we will later use to build the majority consensus tree. Table 2 : Processing the bitstrings from Table 1 . The first (leftmost) column puts the bitstrings in order based on the trees they originated from. The first column also shows the value of the conversion from a bitstring (binary number) to a decimal value. The second (middle) column puts the bitstrings in sorted ascending order based on their decimal value, and the final (rightmost) column removes the redundant bitstrings and shows the frequency that each unique bitstring or bipartition appeared in the trees.
represent the bipartitions. Every bitstring is a binary number that can be represented by a decimal value. The rightmost bit has a decimal value of 2 0 or 1, the second rightmost bit has a value of 2 1 or 2, etc. For example, the bitstring 11000 for bipartition
or a decimal value of 24. Next, we sort the collected bipartitions according to their decimal representations. The second column of Table 2 shows the result. Given the sorted bitstrings, it is easier to find the frequencies of the bipartitions. First, we start a new empty list to store unique bipartitions. Then, we scan our sorted list starting at our first sorted bipartition. We copy this bipartition to our list of unique bipartitions and set the frequency count of this bipartition to one. We visit the next bipartition in the sorted list. If it is the same bipartition that we just visited, then we increment its frequency counter in the unique bipartition list by one. If it is not the same, then we have found a new unique bipartition, and copy it to the unique bipartition list, and we initialize its frequency count to 1. We repeat the above process until all bipartitions in our sorted list have been processed.
The final column of Table 2 shows the result of filtering the unique bipartitions and the resulting frequency counts. There are four unique bipartitions out of the eight processed. The only majority bipartition is 11000 (or {snow leopard, tiger | jaguar, lion, leopard}), which occurs three times in the input trees. From our list, we can also see that the bipartition {snow leopard, tiger, jaguar | lion, leopard} represented by bitstring 11100 appeared twice, which was not enough for it to be a majority bipartition. We'll discuss how to use the majority bitstrings to build a majority tree in Section 4.3.
Our second selection algorithm: Using hash tables
Now that we have a technique for finding the majority bipartitions within a set of trees can we do better? Our first approach collected the bipartitions from each of the trees, sorted them, and ended with a filtering process to collect the unique bipartitions and their frequency. In Table 1 , the first column is the input to constructing a majority consensus tree. The final column is the desired output in terms of producing a frequency table of the unique bipartitions. Is it possible to get rid of the sorting step (the second column) so that we can perform the computation faster? In our second attempt at constructing majority consensus trees, we will use a technique known as hashing in order to get rid of the sorting step in our first selection algorithm. A few algorithms [1, 21] have been developed that leverage the power of hash functions to construct consensus trees. A hash function examines the input data (hash keys) and produces an output hash value (or code). For us, the input data is the list of bipartitions. The output data is the list of unique bipartitions. The advantage of hashing is that each time we put our data through the hash function we know exactly where to find it in the table. In our first selection algorithm, once we put the bitstrings in the table, we had to perform a number of steps to organize the list later so that it would be useful. With hash tables, our hashing function will keep our data organized and quickly accessible. Figure 5 shows an example of how to using hash tables to organize the bipartitions of our big cat trees. We have a hash table with 13 slots labeled from 0 to 12. The arrows show where each bitstring will be placed in the hash table. For example, the bitstring for bipartition B 1 will be placed in location 11 of the hash table. Bipartition B 8 is placed in location 2. It appears that the bipartitions are placed randomly in the hash table. However, if placement in the hash table was purely random, then bipartitions with the same bitstring would not be placed in the same location making it difficult to update our frequency counts.
Each bitstring in Figure 5 is given to a hash function h defined as
where x is the decimal value of a bitstring b and m is the size of the hash table. In our example, m is 13. The output of the function h provides the location in the hash table to store the bipartition. The notation mod is shorthand for the modulo function. Given two numbers, a (the dividend) and b (the divisor), a modulo b (abbreviated as a mod b) is the remainder on division of a by b. For instance, 24 mod 13 would evaluate to 11, while 28 mod 13 would evaluate to 2. Each tree's bipartition bitstrings are fed to a hashing function h and the output determines the location where the bitstring will reside in the hash While hash functions are elegant, there is one caveat to using them. There is a possibility for two different bitstrings to reside in the same location in the hash table. Such a condition is called a collision. Different bitstrings colliding to the same location in the hash table is analogous to different people having the same credit card number. Collisions not only slow down the algorithm, but could lead to erroneous results. Ideally, we would like a perfect hash function which maps different inputs to different outputs. Thus, much research has been conducted on how to construct good hashing functions that attempt to simulate the behavior of a perfect hashing function.
Both Amenta et al. [1] and Sul et al. [21] employ more sophisticated hashing techniques such as universal hashing functions to reduce the probability of different bipartition bitstrings colliding in the hash table. In our examples, the decimal value of the bitstring b 4 b 3 b 2 b 1 b 0 is evaluated as 
If r 4 = 197, r 3 = 17, r 2 = 49, r 1 = 997, and r 0 = 5, then the bitstring 11001 evaluates to 219. Under universal hashing, a different set of random numbers is generated each time the algorithm is used. Since the hashing function is being changed each time with a different set of random numbers, the bitstrings will evaluate to different values. As a result, the probability of two different bitstrings hashing (or more appropriately colliding) at the same location will be very low. Imagine the chance of identity theft if you received a new credit card number each time you made a purchase. While inconvenient for credit card use, a new set of random numbers is quite convenient when using universal hashing functions to organize bipartitions in a hash table in a collision-free manner to construct consensus trees.
Step 3: Constructing consensus trees from consensus bipartitions
Initially, the majority consensus tree is a star tree of n taxa. In Figure 6 , the leftmost tree is a star of five taxa since there are no bipartitions that separate the taxa on different sides of the tree. This star tree is represented by the bitstring 11111. Bipartitions are added to refine the majority tree based on the number of 1's in its bitstring representation. (The number of 0's could have been used as well.) The greater the number of 1's in the bitstring representation, the greater the number of taxa that are grouped together by this bipartition. For each of the majority bitstrings, we count the number of 1's it contains. Bitstrings are then sorted in descending order, which means that bipartitions that group the most taxa appear first. The bipartition that groups the fewest taxa appears last in the sorted list of '1' bit counts. For each bipartition, a new internal node in the consensus tree is created. Hence, the bipartition is scanned to put the taxa into two groups: taxa with '0' bits compose one group and those with '1' bits compose the other group. The taxa indicated by the '1' bits become children of the new internal node. The above process repeats until all bipartitions in the sorted list are added to the consensus tree.
In Figure 5 , for example, bitstring 11000 appears in three trees among four input trees which means it is a majority bipartition. Figure 6 shows the steps to construct a majority consensus tree using this bipartition. Starting from a star tree constructed from the bitstring 11111, the majority bipartition 11000 determines that the taxa snow leopard and tiger should be in the same group. Two internal nodes are inserted into the starting star tree and the edges are updated. Since we have only one non-trivial majority bipartition in our example, the construction of the majority tree is finished. The resulting tree is converted into an unrooted tree, which is also the majority tree shown in Figure 3 . Rooting the tree is done in order to construct the consensus tree, but it has no biological meaning. A separate process is performed in order to root the tree for biological significance. For example, for the Panthera genus, the clouded leopard is used as an outgroup taxon in order to root the tree. As previously mentioned, this is a separate process from building consensus trees.
Suppose we have more than one majority bipartition. Figure 7 provides an example of two majority bipartitions (11000 and 11100) making up the majority consensus tree. Again, the bipartitions are sorted in descending order by the number of 1's. Thus 11100 is first selected for processing which shows that the snow leopard, tiger, and jaguar taxa reside in the same group. Next, 11000 is used to further resolve the intermediate tree. In other words, the {snow leopard, tiger, jaguar} clade can be resolved so that snow leopard and tiger exist in a same group. Finally, as described in the previous example, the root tree is converted to an unrooted, majority consensus tree.
Conclusions
In this paper, we explored several fundamental computational techniques (sorting bitstrings, hashing functions, traversing trees) to build consensus trees using phylogenies constructed from the pantherine lineage of cats. The Panthera genus consists of the lion, tiger, jaguar, leopard, and snow leopard. There is much dispute concerning the true phylogeny of these big cats. Given that there is no universally accepted tree at this time, we used several published trees depicting different hypotheses of evolution. Afterward, we used those trees to explore how to build a consensus tree to summarize the various hypotheses of how these big cats evolved.
While many phylogenetic resources give a definition of how to construct a consensus tree, few resources actually give the reader insight into the computational techniques for solving the problem. While a few published algorithms describe how to build majority consensus trees [1, 21] , they are not suitable for someone not well-versed in computer science. In this paper, we give scientists a taste of the beauty of computational ideas as they relate to phylogenetics. Although constructing majority consensus trees is a simple problem to explain, it has a wealth of hidden jewels that form the foundation of many computational algorithms such as sorting numbers, hashing bitstrings, and traversing trees.
Overall, we hope that our investigation of consensus tree computation inspires life scientists to learn about other computational ideas in bioinformatics. Furthermore, we encourage scientists well-versed in computational ideas to seek opportunities to share their experiences in a language that interdisciplinary scientists can appreciate and share with their colleagues.
