Optimal decision making requires that we integrate mnemonic information regarding previous decisions with value signals that entail likely rewards and punishments. The fact that memory and value signals appear to be coded by segregated brain regions, the hippocampus in the case of memory and sectors of prefrontal cortex in the case of value, raises the question as to how they are integrated during human decision making. Using magnetoencephalography to study healthy human participants, we show increased theta oscillations over frontal and temporal sensors during nonspatial decisions based on memories from previous trials. Using source reconstruction we found that the medial temporal lobe (MTL), in a location compatible with the anterior hippocampus, and the anterior cingulate cortex in the medial wall of the frontal lobe are the source of this increased theta power. Moreover, we observed a correlation between theta power in the MTL source and behavioral performance in decision making, supporting a role for MTL theta oscillations in decision-making performance. These MTL theta oscillations were synchronized with several prefrontal sources, including lateral superior frontal gyrus, dorsal anterior cingulate gyrus, and medial frontopolar cortex. There was no relationship between the strength of synchronization and the expected value of choices. Our results indicate a mnemonic guidance of human decision making, beyond anticipation of expected reward, is supported by hippocampal-prefrontal theta synchronization.
Introduction
Mnemonic information can guide optimal human decision making. As memory and value information are represented in different brain regions, optimal decision making requires a mechanism for integrating among and between such distributed neural populations (Buzsaki and Draguhn, 2004) . This is likely to involve orchestration of memory signals in the hippocampus, a structure that represents memory for past events (Eichenbaum et al., 2007) , and sectors of prefrontal cortex that encode value representations (Rushworth et al., 2011) . Studies in rodents have shown that the hippocampus and medial prefrontal cortex are synchronized by neural oscillations in the theta frequency range (4 -8 Hz) (Jones and Wilson, 2005; Siapas et al., 2005; Benchenane et al., 2010; Sigurdsson et al., 2010; Fujisawa and Buzsaki, 2011; Kim et al., 2011) . The generality of these observations is limited by the fact that they rest heavily on studies that involve spatial navigation, working memory, and episodic memory with fixed reward expectations (Jones and Wilson, 2005; Siapas et al., 2005; Benchenane et al., 2010; Sigurdsson et al., 2010; Fujisawa and Buzsaki, 2011; Kim et al., 2011) .
To investigate interregional synchronization during decision making, we studied 20 healthy human participants using magnetoencephalography (MEG). There is now good evidence that hippocampal activity can be detected and localized using MEG (Cornwell et al., 2008; Poch et al., 2011; Quraan et al., 2011; Kaplan et al., 2012) . We hypothesized that rather than spatial navigation and reward anticipation, the key aspect underlying this synchronization is the need to use a memory-guided contextual rule to make the correct choice (Jones and Wilson, 2005; Benchenane et al., 2010; Fujisawa and Buzsaki, 2011; Kim et al., 2011) . To address this hypothesis we designed a new decisionmaking task, devoid of spatial learning, that included active choice trials with different levels of reward and punishment where decisions were informed by memory of past trials. Furthermore, by acquiring MEG whole-head recordings, we determined whether the predicted synchrony between hippocampus and prefrontal cortex during decision making was anatomically specific or instead reflected a more extensive synchronized network.
We show theta synchronization between the medial temporal lobe (MTL) and the prefrontal cortex while human participants engaged in memory-guided decision making. This synchronization is related to decision making per se and not the expected value of any likely reward. The findings indicate that a mnemonic underpinning of human decision making, beyond anticipation of expected reward, involves theta synchronization between the hippocampus and sectors of prefrontal cortex.
Materials and Methods
Subjects. Twenty adults participated in the experiment (10 female; age range, 19 -30 years; mean, 22.4; SD ϭ 2.98 years). A further seven participants were recruited but not scanned, as they failed to learn the dynamics of the task during training. All participants were healthy, righthanded, and had normal or corrected-to-normal visual acuity. None of the participants reported a history of neurological, psychiatric, or any other current medical problems. All experiments were run with each subject's written informed consent and in accordance to local ethics clearance (University College London, London, UK).
Experimental design and task. Participants engaged in a new decisionmaking task (Fig. 1 ) designed to emulate, but also go beyond, tasks used in rats to study hippocampal-prefrontal synchrony. We hypothesized that the key aspect in these tasks is a need to deploy a memoryguided contextual rule so as to make the correct choice (Jones and Wilson, 2005; Siapas et al., 2005; Benchenane et al., 2010; Sigurdsson et al., 2010; Fujisawa and Buzsaki, 2011; Kim et al., 2011) . On each trial, participants saw six distinct geometrical items in two groups, one to the right and one to the left of the screen. These geometric items varied in terms of shape and color. Participants were instructed to fixate their gaze on a black question mark in the middle of the screen (decision period). After 2000 ms the question mark turned white and participants had to choose one of the groups of items (response period). Following their response, the three nonchosen items were removed and the three chosen items remained on screen for a further 500 ms. Finally, after 500 ms an outcome (i.e., reward or punishment) was shown for 1000 ms. On each trial, the distinct geometric items were presented in different and random positions on the screen, and therefore the groups of three items were changed on a trial-by-trial basis. The task consisted of four experimental blocks and two control blocks. At the beginning of each block a new group of six items was selected and they were used throughout the block.
In experimental blocks (active choice conditions), a decision was correct if participants selected the group of items containing the geometric item that was set to be rewarded at the beginning of the block. This rewarded item was presented with different items and in different positions on every trial. Participants were required to discover the rewarded item based on the reward/loss feedback at the end of each trial. The reward item switched, without prior warning, 20 -25 trials after participants had learnt the correct item-reward contingency. Learning was assumed to have occurred after six consecutive correct choices (see below, next paragraph). If participants failed to learn, the rewarded item was switched after 40 trials. There were three item switches within each block. In experimental blocks, the outcome was probabilistic; correct choices were rewarded with a probability of 0.8 and punished with a probability of 0.2; incorrect choices were always punished. The magnitudes of the outcomes were manipulated in a 2 ϫ 2 design with two levels of reward (high and low, £1 and £0.1, respectively) for correct choices and two levels of punishment (high and low, Ϫ£1 and Ϫ£0.1, respectively) for incorrect choices. Before acquisition of MEG data, participants were first trained on an experimental block and we restricted scanning to those participants that learned three of the four rewarded items during this training block.
Our approach to defining a learning criterion is based on the observation that in many learning tasks, including the present, the learning process is not cumulative but instead is steplike as if resulting from an "aha" moment in which participants apprehend the correct response (Gallistel et al., 2004) . In the present experiment it was not possible to define the learning trial using the quantitative analysis outlined by Gallistel et al. (2004) as participants tended to learn the identity of the rewarded stimulus too quickly, which does not allow for the establishment of a reliable prelearning baseline. This resulted in an arbitrary choice of learning criterion. However, by setting the learning criterion to six con- Figure 1 . Memory and decision-making task. A, Example of the active choice condition (experimental task). B, Example of the forced choice condition (control task). C, Example timeline of the experiment. D, Probability of making a correct choice across all experimental blocks (mean Ϯ SEM). The x-axis represents the trial index relative to the last error trial before learning occurred (highlighted in red) that was defined using an arbitrary criterion (last error trial before participants performed six or more consecutive correct choices). Participants required on average 8.31 trials to reach this criterion (highlighted in green), and during this period performance was at chance. The first six trials after the criterion did not involve any error trial, because the learning criterion was determined based on the performance of six correct trials (highlighted in blue).
secutive correct trials we were conservative and ensured that participants were performing based on acquired knowledge of the correct stimulus. In fact, the mean accuracy (percent of correct choices) after learning as defined with the current criterion is 98.63 (range 94 -100%). In this measure we did not find any main effect of reward (F (1,19) In control blocks (forced choice conditions) participants saw the same sequence of stimuli as in the experimental condition, but on every trial an item was randomly selected and circled. In this condition, participants had to choose the group containing the circled item. This condition was analogous to the forced choice trials used in animal experiments where one of the arms of a maze is blocked (Jones and Wilson, 2005; Siapas et al., 2005; Benchenane et al., 2010; Sigurdsson et al., 2010; Fujisawa and Buzsaki, 2011; Kim et al., 2011) . The circle was displayed during the whole delay period to avoid differences in working memory load between the experimental and control conditions. At the end of each trial, feedback was given in the form of "correct" or "incorrect" with no monetary reward or loss. Each control block contained 76 trials. The order of experimental and control blocks was pseudo-randomized to ensure that the experiment started with an experimental block and that one control block occurred in the first half and one in the second half of the experimental session. Other than that, the order of the different experimental blocks was randomized across participants.
Behavioral data analysis. Prelearning and postlearning trials were designated as those preceding and following the last error trial in experimental blocks. The number of prelearning trials, the number of postlearning errors, and the response times on prelearning and postlearning trials were analyzed with a two-way, repeated-measures ANOVA with reward (high/low) and punishment (high/low) as factors.
Eye-tracking data acquisition and analysis. Eye-tracking data were acquired using a high-resolution eye tracker (EyeLink 2000, SR Research) synchronized with the experimental protocol and MEG recordings. Data were imported into MATLAB (MathWorks), and artifact periods (such as blinks and potential losses of pupil tracking) were eliminated using a semiautomatic rejection tool analogous to the FieldTrip artifact rejection for electrophysiological data (Bauer et al., 2006; Oostenveld et al., 2011) . To this end, a histogram of the time series of the pupil size recordings was calculated and any periods exceeding a standardized threshold (z-value) were rejected, for the horizontal and vertical eye position signals, from further analysis. The threshold was chosen by the user interactively, as pupil size and its variation differ greatly between subjects. To identify saccades, the toolbox from Engbert, 2006 was used. The data were first smoothed using the function "smoothdata.m," then the velocities were computed using "vecvel.m," and finally saccades were classified using "microsaccades.m" (with an exceedance threshold of ϭ 3.5 standard deviations for at least 10 ms). Note that this algorithm does not treat ordinary saccades and microsaccades differently and is suitable for the detection of both, as there is no specific difference in the kinetics of microsaccades and saccades, and the overall distinction is not well defined (van Beers, 2007; Yuval-Greenberg et al., 2008; Dimigen et al., 2009) . Furthermore, for each trial and time bin saccades were counted, as was the associated angular displacement (gaze shift) along the horizontal and vertical dimension. These values were then smoothed over time (with a box car function of 50 ms) to allow for efficient averaging of these otherwise highly temporally localized signals. Before averaging the gaze shift values, the absolute values were taken (separately for vertical and horizontal eye movements) to prevent the cancellation of saccades of opposing direction across trials.
MEG data acquisition and preprocessing. MEG data were recorded in a magnetically shielded room using a 275 channel CTF MEG system (MEG International Services) in third-order gradiometer configuration at a sampling rate of 600 Hz. Analyses were conducted using SPM8 [Statistical Parametric Mapping (SPM); http://www.fil.ion.ucl.ac.uk/spm] as well as using custom-made scripts within MATLAB (MathWorks). The continuous MEG data from each block were high-pass filtered at 0.2 Hz using a fifth-order Butterworth filter, downsampled to 300 Hz, and epoched from Ϫ1000 to 3000 ms relative to the start of the decision period of each trial. Error trials were not epoched together with the correct trials and do not contribute to reported differences between experimental and control conditions. Any epochs with field magnitudes of Ͼ1e-11 tesla in any channel were discarded as artifactual.
Time frequency analysis. Time frequency (TF) analysis of MEG oscillatory activity was quantified by continuous Morlet wavelet transformation (factor 5). The wavelet decomposition was applied to each trial, sensor, and subject across the frequency range 1-20 Hz. Epochs were cropped from Ϫ200 to 2000 ms relative to the start of the decision period and averaged across the postlearning trials of the same condition. The resulting TF spectrograms were rescaled to a percentage of the power in the baseline, and the control condition was subtracted from each experimental condition. The TF data for the theta range (4 -8 Hz) were subsequently converted into NIfTI (Neuroimaging Informatics Technology Initiative) format. This produced a 3D image of channel space ϫ time (averaged across 4 -8 Hz). The 2D channel space was created by projecting the sensor locations onto a plane followed by a linear interpolation to a 64 ϫ 64 pixel grid. The time dimension consisted of 660 3.33 ms samples per epoch. Finally, these images were smoothed across time using an isotropic Gaussian kernel [full-width at half-maximum (FWHM)] of 40 voxels. No smoothing was applied on the spatial dimensions. This left four 3D images per participant (one per experimental condition after subtraction of the control condition). For each participant these four different images were entered into a second level random effects 2 ϫ 2 analysis of variance (ANOVA) with the factors reward (high and low) and punishment (high and low). Using this analysis we tested for average effects of condition, that is effects that were significant across all experimental conditions relative to the control condition, as well as the main effects of reward and punishment and their interaction. To correct for multiple comparisons, we used the standard method implemented in SPM comprising a familywise error (FWE) correction using a Gaussian Random Field Theory method (Worsley et al., 1996; Kiebel and Friston, 2004a; Kiebel and Friston, 2004b; Worsley et al., 2004) . Therefore, all reported statistical parametric maps were thresholded at p Ͻ 0.05 FWE for all space and time voxels within our 3D images.
Source localization. The linearly constrained minimum variance scalar beamformer spatial filter algorithm (Sekihara et al., 2004a; Sekihara et al., 2004b) , implemented in SPM8, was used to generate maps of source activity in a 10 mm grid. Coregistration to the Montreal Neurological Institute (MNI) coordinates was based on three fiducial points: nasion and left and right preauricular points. We used a single-shell (rather than single sphere) model fit, based on spherical harmonic series (Nolte, 2003) , to the inner skull surface of the inverse normalized SPM template to more precisely characterize the MEG forward model. The beamformer source reconstruction calculates the weights that map sensors to source locations (constructed based on the data covariance window and the source space lead fields). To obtain a time series estimate at each source location, the raw data are multiplied by these weights. In this case, the time-varying estimate of the electromagnetic activity at each of the locations of the brain image was projected through the spatial filter constructed based on the covariance matrix of all trials in the frequency range of 4 -8 Hz. We used a time window ranging from 200 to 2000 ms relative to the onset of the decision period until the end of decision period. This time window was selected based on the results on the sensor space showing enhanced theta power in the experimental conditions when compared to the control in this time epoch.
As the beamformer source reconstruction did not include a baseline period, the source analysis did not involve baseline correction. To rule out any differences in theta power at baseline between the experimental and the control condition, we performed the same beamformer analysis that we used to detect differences in theta power between the experimental and the control conditions on a purely baseline time window (Ϫ600 -0 ms). We found no increase in theta power during the baseline in the hippocampus or the medial prefrontal cortex, although there were two small but significant clusters in unrelated areas (data not shown).
As a check, we computed the relative lead field magnitudes within the hippocampus and the primary somatosensory cortex as compared to the primary auditory cortex for each subject (Garrido et al., 2012) . The sensitivities of the MEG system to voxels within the hippocampus and the primary sensory cortex relative to the auditory cortex were 64.8 Ϯ 2 and 183.4 Ϯ 20%, respectively. This demonstrates that we do not lose much sensitivity in the hippocampus when compared to the auditory cortex, a structure extensively studied with MEG yet already rather far from the sensors (Hillebrand and Barnes, 2002) .
We created four normalized whole brain images depicting the difference in theta (4 -8 Hz) power between experimental and control conditions. The resulting images were then smoothed using a Gaussian kernel at 10 mm FWHM and subjected to a group random effects analysis using a 2 ϫ 2 ANOVA with reward (high/low) and punishment (high/low) as factors. Using this analysis, we tested for average effects of condition, that is, effects that are significant across all experimental conditions relative to the control condition as well as the main effects of reward and punishment and their interaction. To correct for multiple comparisons, we used the standard method implemented in SPM comprising a FWE correction using a Gaussian Random Field Theory method (Worsley et al., 1996; Kiebel and Friston, 2004a; Kiebel and Friston, 2004b; Worsley et al., 2004) . All reported statistical parametric maps were thresholded at p Ͻ 0.05 FWE for the whole brain volume.
Synchronization analysis. To quantify synchronization, we calculated an index of phase consistency between a seed voxel and every other voxel in the brain. For this analysis, the seed voxel was the MTL peak source of theta power compatible with an anterior hippocampus source (identified from the group image in the preceding analysis as showing higher theta power under experimental conditions when compared to control conditions). We used the time series estimate in the frequency range of 4 -8 Hz at each source location obtained with the beamformer and used continuous single-trial Hilbert transformation to obtain a phase difference between the seed and all other voxels on each sample within every trial. To remove effects due to volume conduction, we used the phase lag index (PLI) metric to test for phase relationships between voxels (Hillebrand et al., 2012) . Briefly, this entails assigning each sample a value of ϩ1 or Ϫ1 depending on whether the phase difference to the seed voxel is positive or negative. For each trial, the absolute value of the sum of these integers (which will be zero for a random phase difference) divided by the number of samples gives a measure of PLI. Therefore, this computation yielded a value of phase synchronization ranging from 0 to 1. A value of 1 would correspond to perfect phase consistency across samples and a value of 0 to random phase variation across samples. These trial-by-trial PLI values are then averaged within each condition to give a total of five (one for the control condition and one for each experimental condition) mean PLI values per voxel.
We first performed this analysis on a time window ranging between 200 and 2000 ms, which includes the whole time used for the source localization algorithm. To test which sources in the brain showed a significant synchronization with the MTL peak across the whole time window, we created four normalized images depicting the difference in PLI between each experimental condition and the control condition in this time window. The resulting images were then smoothed using a Gaussian kernel at 10 mm FWHM and subjected to a group random effects analysis using a 2 ϫ 2 ANOVA with reward (high/low) and punishment (high/ low) as factors. Using this analysis we tested for average effects of condition, that is, effects that are significant across all experimental relative to the control condition as well as the main effects of reward and punishment and their interaction. To correct for multiple comparisons, we used the standard method implemented in SPM comprising a FWE correction using a Gaussian Random Field Theory method (Worsley et al., 1996; Kiebel and Friston, 2004a; Kiebel and Friston, 2004b; Worsley et al., 2004) . All reported statistical parametric maps were thresholded at p Ͻ 0.05 FWE for the volume of the whole frontal lobe. The mask of the prefrontal cortex used to this end was generated using MarsBaR (Brett et al., 2002) and included the anterior and middle cingulate gyrus, the inferior, middle, and superior frontal gyrus (including lateral and orbital portions), the rectus gyrus, the supplementary motor area, and the precental gyrus regions of interest available in MarsBaR.
To check for the evolution over time of the synchronization between the identified prefrontal sources and the medial temporal seed, we extracted PLI values of all experimental conditions and the control condition in three consecutive time windows of 600 ms duration that cover the whole period used to identify the synchronized source. The first time window started at 200 ms after the onset of the decision period. Note that there is some tradeoff here between time resolution and sensitivity-the shorter the time window used, the closer to unity will be the PLI values (as there is not sufficient time for the theta phase to change); in contrast, if we consider longer time windows it becomes more difficult to establish when the phase locking occurs. Critically, however, we are only interested in the differences in PLI over conditions. Effects of time were assessed using repeated-measures ANOVA. Post hoc tests were made using one sample t tests on each time window with a Bonferroni correction for three comparisons.
Correlative analysis approach. To assess whether medial temporal theta or phase synchronization between the MTL and the prefrontal cortex were predictive of the level of performance in our decision-making task, we correlated the total number of incorrect choices in the postlearning period across participants with the following: (1) the mean theta power difference between experimental and control conditions in the MTL; and (2) the mean PLI across experimental conditions in the peak prefrontal voxel resulting from the synchronization analysis.
Results

Performance on the decision-making task
Participants required on average 8.31 trials before they reached a learning criterion in the experimental conditions, and they had an accuracy higher than 94% in the postlearning phase (Fig. 1D ). Choices were executed faster in high reward trials as indicated by a main effect of reward on response times (F (1,19) ϭ 4.45, p ϭ 0.049) in the absence of a main effect of punishment or a reward by punishment interaction (see Table 1 for details). Similar to previous reports (Cools et al., 2005; Guitart-Masip et al., 2011) , these results show that participants were sensitive to the value of outcome magnitude. However, we did not find any effect of reward or punishment on the number of trials required to reach a learning criterion (main effect of reward: F (1,19) ϭ 0.049, p ϭ 0.827; main effect of punishment: F (1,19) ϭ 1.256, p ϭ 0.276; interaction: F (1,19) ϭ 0.004, p ϭ 0.948; see Table 1 for details) or the number of decision errors after learning (main effect of reward: F (1,19) ϭ 0.065, p ϭ 0.802; main effect of punishment: F (1,19) ϭ 2.545, p ϭ 0.127; interaction: F (1,19) ϭ 0.789, p ϭ 0.385; see Table 1 for details), suggesting that expected outcome value or valence did not impact on task performance.
Increased theta power in the MTL during the decision period
We first checked that our task modulated theta power during the decision period in the postlearning phase, specifically within the 2000 ms time window when participants were presented with the items that preceded a requirement to execute their choices. We performed a TF analysis on MEG sensor space and compared the experimental and the control conditions in theta power (4 -8 Hz), across all sensors and time points (see Materials and Methods for details). We found a significant ( p Ͻ 0.05, FWE) enhancement of theta power over frontomedial sensors (peak at 830 ms; Fig. 2 A, C) across all active choice conditions compared to forced choice conditions. Furthermore, our analysis revealed an increase in theta power over centrotemporal sensors (peak at 853 and 563ms; Fig. 2 B, D) . Source analysis revealed that two regions showed increased theta power in the active conditions (see Fig. 2E ): one over the medial prefrontal cortex encompassing the anterior cingulate cortex (ACC) (Brodmann areas 25 and 32) [MNI space coordinates (x, y, z) 0, 16, Ϫ4; peak Z ϭ 4.67; p Ͻ 0.05 FWE; and MNI coordinates 2, 14 ,42; peak, Z ϭ 4.14; p Ͻ 0.05 FWE], and the other in the MTL, a localization compatible with an anterior hippocampus source [MNI coordinates Ϫ22, Ϫ2, Ϫ26; peak Z ϭ 3.86; p Ͻ 0.05 FWE]. We did not find any effect of the level of reward or punishment on the magnitude of theta power at either sensor or source level. As shown in Figure 3 , the difference in theta power between experimental and control conditions during the decision period was negatively correlated with the number of decision errors (R 2 ϭ 0.421; p ϭ 0.002). This robust correlation supports the notion that the measured electrophysiological phenomena are related to the performance of the cognitive task.
Previous work has shown that selective attention samples multiple stimuli rhythmically, as target detection fluctuates rhythmically in the theta range (Landau and Fries, 2012). Similarly, exploration behaviors, such as saccadic eye movements, also occur in the theta range (Otero-Millan et al., 2008) . While beamformer methods are very efficient in suppressing even high amplitude activity from outside the region of interest (Van Veen et al., 1997; Litvak et al., 2010) , to rule out confounds in our data whereby the detected differences in cortical or MTL theta power or synchronization were potentially linked to differences in eye movements, we analyzed saccadic and eye position data on the same epochs. Specifically, we calculated the frequency of saccades during the decision period for control and experimental conditions. We also calculated the horizontal or vertical gaze shift introduced by a saccade during the same time window. We found a significantly higher frequency of saccadic activity during the decision period in the control compared to the experimental condition (Fig. 4) . When looking at the average absolute horizontal or vertical gaze shift (to avoid cancellation of saccades in opposite directions, the absolute value was taken for each trial) introduced by a saccade, no significant differences between experimental and control conditions were revealed (with a clear but nonsignificant trend for smaller amplitudes in the experimental condition compared to the control condition at the time of peak saccadic activity). These results thus show that the increase in theta power and phase synchrony observed during the decision period in the experimental condition cannot be explained by differences in saccadic eye movements.
Theta phase synchronization between the hippocampus and the prefrontal cortex
We next tested our key hypothesis that a prefrontal source would show theta synchronization with MTL. We first looked for synchronization spanning a time window ranging between 200 and 2000 ms. Importantly, we adopted an unbiased whole brain approach wherein for each voxel in the brain we calculated a phase lag index in relation to a seed voxel, in this case the peak of MTL theta power change (see Materials and Methods for details). PLI is an index of phase synchronization ranging from 0 to 1. A value of 1 corresponds to perfect phase consistency across trials and a value of 0 to random phase variation across trials. PLI is not sensitive to zero lag relationships and therefore to effects due to volume conduction (Hillebrand et al., 2012) , a potential problem with MEG. Not considering zero lag is appropriate in this study, because previously reported rodent studies have shown a nonzero lag relationship between hippocampus and prefrontal cortex (Jones and Wilson, 2005; Siapas et al., 2005; Benchenane et al., 2010; Sigurdsson et al., 2010; Kim et al., 2011) .
Across the whole brain we found three prefrontal sources that showed increased phase synchronization in the theta range with a peak voxel in the left MTL (compatible with an anterior hippocampus source) in the active choice conditions compared to the forced choice conditions (Fig. 5A-C) . These sources of synchronization with the medial temporal seed were located in the right lateral superior frontal gyrus, an area corresponding to Brodmann area 8 (MNI: 18, 18, 66; peak, Z ϭ 4.53; p Ͻ 0.05, FWE); the right dorsal ACC, an area corresponding to Brodmann area 32 (MNI: 16, 36, 38; peak, Z ϭ 4.67; p Ͻ 0.05, FWE); and the medial frontopolar cortex, an area corresponding to Brodmann area 10 (MNI: 0, 50, Ϫ4; peak, Z ϭ 4.04; p Ͻ 0.05 FWE; for a volume encompassing the entire frontal lobe. Note that this effect was detected by averaging across all experimental conditions. In none of these sources was it the case that mean PLI correlated with the number of incorrect choices in the postlearning period across participants ( p Ͼ 0.05).
As the main effects of reward and punishment, as well as their interaction, are orthogonal to the average effect of condition, it is possible that there are differences between conditions on the magnitude of synchronization between the MTL and the prefrontal cortex. To test this possibility we performed a 2 ϫ 2 ANOVA with reward and punishment as factors on the PLI difference between experimental and control within the sources showing an average effect of condition. No differences among experimental conditions were detected with this analysis in any of the sources ( p Ͼ 0.05 for both main effects and interaction). This lack of modulation by reward or punishment illustrates that synchronization was not a function of the magnitude of the expected reward.
To reveal the temporal evolution of synchronization between the identified prefrontal sources and the medial temporal peak, we extracted the average PLI for all experimental conditions and the average PLI for the control condition in three consecutive time windows of 600 ms duration that cover the whole period used to identify the synchronized sources (see Materials and methods for details). A repeated-measures ANOVA with time and experimental condition (experimental versus control) as factors on PLI showed a main effect of time in all three sources (right lateral superior frontal gyrus: F (2,38) ϭ 15.752, p Ͻ 0.001; the dorsal ACC: F (2,38) ϭ 16.186, p Ͻ 0.001; medial frontopolar cortex: F (2,38) ϭ 7.6, p ϭ 0.002), reflecting an increase in synchronization between the MTL and the three prefrontal sources as the time to emit the decision approached. We also found a significant main effect of experimental condition in the dorsal ACC (F (1,19) ϭ 8.757, p ϭ 0.008) and a trend in the medial frontopolar cortex (F (1,19) ϭ 3.785, p ϭ 0.067) in the absence of any interaction in any of the sources ( p Ͼ 0.1). Post hoc t test revealed some subtle differences on the time when the experimental conditions differed from the control condition in synchronization between the MTL and these different prefrontal sources (see Fig. 5D-F ) . Whereas in the dorsal ACC synchronization was stronger in the experimental condition when compared to the control condition on the first and third thirds of the time window, in the medial prefrontal cortex/frontal pole synchronization this Quantitative eye movement analysis. Probability of a saccade across the decision period is shown. On average, a higher frequency of saccades was observed in the control than in the experimental condition. The line on the top highlights significant differences between control and experimental conditions on a related samples t test ( p Ͻ 0.05).
difference was only observed on the last time window. Finally, in the superior lateral frontal gyrus we did not detect any significant main effect of condition ( p Ͼ 0.3) or interaction ( p Ͼ 0.4). One untested possibility is that in this source synchronization occurs in an intermediate time window overlapping with the first two time windows.
Discussion
Our data show that the power of theta oscillations over frontal and temporal sensors increases while human participants make nonspatial decisions based on memories of past events. Using source reconstruction we found that the ACC in the medial prefrontal cortex and the MTL (a location compatible with the anterior hippocampus) are the likely sources of this increased theta power. These MTL theta oscillations were synchronized with medial frontopolar cortex, the dorsal ACC, and the lateral superior frontal gyrus. Our decision-making task was inspired by animal experiments that described hippocampal and prefrontal synchronization in decision making (Jones and Wilson, 2005; Siapas et al., 2005; Benchenane et al., 2010; Sigurdsson et al., 2010; Fujisawa and Buzsaki, 2011; Kim et al., 2011) . However, studies in humans have the advantage that decision making can be investigated independently of spatial navigation, a key component in these animal studies. Instead, the key requirement in our task, after learning the identity of a rewarding item, was for participants to use this knowledge on every subsequent active choice trial until a reversal occurred. Therefore, on each trial subjects needed to remember which item they had chosen on the preceding trial.
As in our experiment, increased theta power over midline and frontal sensors has been observed previously to precede choice and behavioral adjustments when decision conflict is high (Cavanagh et al., 2011; Cohen and Cavanagh, 2011) . Our source analysis highlighted increased decision-related theta power in the anterior cingulate. This source location accords with a wealth of lesion and fMRI studies showing involvement of cingulate cortex in action monitoring and cognitive control (Botvinick, 2007; Shackman et al., 2011) .
Increased theta power was also seen in MTL in a location compatible with the anterior hippocampus. Note that despite our strong a priori hypothesis about this source, our analysis was unconstrained in terms of anatomical location. showing MTL theta (compatible with a hippocampal source) in nonspatial, memory-guided decision making. The lack of a spatial component in our task fits with the anterior location of the medial temporal source. Whereas the posterior hippocampus (dorsal and septal in rodents) is more closely related to spatial navigation and contextual memory, the anterior hippocampus (ventral and temporal in rodents) is more closely related to motivational and emotional behavior, including single item (noncontextual) memory (Fanselow and Dong, 2010) . In this context it is interesting to highlight the intimate interrelation of the anterior hippocampus with the amygdala, noting that both structures share massive bidirectional connections (Pitkänen et al., 2000) and connections with some prefrontal cortex regions (Thierry et al., 2000; Hoover and Vertes, 2007) , and both structures Figure 5 . Theta phase synchronization between the hippocampus and the prefrontal cortex during decision making in the postlearning phase. A, Phase locking index, PLI, of the theta rhythm to the medial temporal lobe theta rhythm was higher in the active choice conditions when compared to the forced choice condition in the lateral superior frontal gyrus ( p Ͻ 0.05, whole brain FWE). PLI was calculated within a time window spanning 200 to 2000 ms after the start of the decision period. B, Time course of PLI for the active and forced choice conditions for the peak voxel identified in A. For this analysis, the original time window was divided into three 600 ms time windows. C, PLI of the theta rhythm to the medial temporal lobe theta rhythm was higher in the active choice conditions when compared to the forced choice condition in the dorsal anterior cingulate cortex ( p Ͻ 0.05, whole brain FWE). PLI was calculated within a time window spanning 200 to 2000 ms after the start of the decision period. D, Time course of PLI for the active and forced choice conditions for the peak voxel identified in C. For this analysis, the original time window was divided into three 600 ms time windows. E, PLI of the theta rhythm to the medial temporal lobe theta rhythm was higher in the active choice conditions when compared to the forced choice condition in the medial frontopolar cortex ( p Ͻ 0.05, whole brain FWE). PLI was calculated within a time window spanning 200 to 2000 ms after the start of the decision period. F, Time course of PLI for the active and forced choice conditions for the peak voxel identified in E. For this analysis, the original time window was divided in three 600 ms time windows.
are known to be synchronized at theta frequency (Seidenbecher et al., 2003) . Therefore, it is possible that both structures cooperate also in our task.
Our data show synchrony between the MTL and a set of three distributed prefrontal sources in the theta range. Our experimental design allowed us to rule out a number of potential alternative cognitive accounts of this synchronization, including the need for spatial navigation, anticipation of expected value, and differences in eye movements among conditions. Instead, we show that the key component is the need to deploy a memory-guided contextual rule to make the correct choice (the common factor across all active choice conditions). It remains a possibility that this memory involves an emotional element, as all experimental conditions involved rewards and punishments.
Medial temporal lobe-prefrontal theta synchrony is also compatible with the possibility that memory about the decision in the preceding trial is maintained in working memory rather than retrieved. Indeed, previous studies in animals (Siapas et al., 2005) and humans (Cashdollar et al., 2009; Poch et al., 2011) have shown that prefrontal theta and hippocampal theta can be synchronized during working memory maintenance. Furthermore, there is converging evidence from imaging and lesion studies in humans that the hippocampus is recruited (Hannula and Ranganath, 2008) and may even be critical (Hannula et al., 2006; Cashdollar et al., 2009 ) for working memory. On the other hand, in classical multi-item perceptual short-term memory tasks, theta oscillations are induced in occipital, parietal, and temporal cortices (including the hippocampus), but not in the prefrontal cortex (Rizzuto et al., 2003; Raghavachari et al., 2006) . These findings raise the possibility that theta oscillations in the prefrontal cortex are not required for maintenance itself and that the role of the prefrontal cortex is to provide executive control of the task at hand (Miller and Cohen, 2001) . To disentangle whether the rule was retrieved on every trial or was maintained in working memory across trials is a question for future research and one that does not affect the main conclusion of the current experiment, namely that medial temporal lobe-prefrontal theta synchrony is associated with memory-guided decision making.
The presence of three prefrontal sources synchronized to MTL theta suggests these brain areas belong to an extensive synchronized network that is recruited during memory-guided decision making. Lesion studies have shown that disconnection of the inferotemporal and prefrontal cortex disrupts certain rulebased decision-making tasks (Gutnikov et al., 1997; Browning and Gaffan, 2008) . Interestingly, lesions to dorsal ACC impair performance in a rule-based decision-making in monkeys (Buckley et al., 2009) , presumably by disrupting the maintenance of extended sequences of correct choices between abstract rules (Kennerley et al., 2006; Buckley et al., 2009 ). On the other hand, prior fMRI studies have shown that the frontal pole is implicated in decision-making tasks that require participants to keep track of the value of an unchosen option (Daw et al., 2006; Boorman et al., 2009) or its uncertainty (Yoshida and Ishii, 2006; Badre et al., 2012) . These observations are entirely compatible with the idea that this set of brain regions may integrate memory signals into the decision-making process.
A recent study with anesthetized rats showed that dopamine infusion into prefrontal cortex induces prefrontal synchronization with an ongoing hippocampal theta rhythm (Benchenane et al., 2010) . Given the well established hypothesis that dopamine cells report reward prediction errors (Schultz et al., 1997), this synchronization could be triggered by reward expectation. Our data indicate synchrony is triggered in a broader context not limited to reward expectation, as the extent of the synchronization was not modulated by the amount of reward or punishment associated with the choices. This is compatible with the possibility that dopamine has a broader role in decision making beyond reward prediction errors extending to signaling punishments (Bromberg-Martin et al., 2010) , action requirements (GuitartMasip et al., 2012) , and modulating cognitive flexibility and working memory (Cools, 2008) .
Our source localization analysis of MEG data suggests the existence of oscillatory synchrony between the MTL and prefrontal regions in humans while performing memory-based decisions. These results open a new avenue for research into the real-time functional interaction of memory and value processes in human decision making. Up to now the major constraint was the difficulty in simultaneously performing recordings from distant locations, such as MTL and prefrontal cortex. Furthermore, intracranial recordings in humans are limited to individuals with a pathological condition. The ability to detect hippocampal sources using MEG is a feature of an increasing number of empirical (Cornwell et al., 2008; Poch et al., 2011; Quraan et al., 2011; Kaplan et al., 2012) and simulation studies (Stephen et al., 2005) . Furthermore the hippocampus can be differentiated from other cortical structures in the MTL (Stephen et al., 2005; Attal et al., 2007) . We should note that although we had a strong prior hypothesis for hippocampal involvement, both the sourcelocalization algorithm (Quraan et al., 2011) and subsequent statistics were spatially unbiased, the latter based on a conservative familywise error correction for the whole brain volume. However, we acknowledge potential source reconstruction inaccuracy because of close to radial sources in the MTL or inaccurate source models (Hillebrand and Barnes, 2002; Quraan et al., 2011) . Such limitations are not serious because adjacent sources (e.g., perirhinal and entorhinal cortices) are part of the same hippocampal prefrontal circuit (Murray et al., 2007) .
Our data highlight that theta synchronization between the MTL/hippocampus and prefrontal cortex is a feature of memoryguided nonspatial decision making. An interesting question for future research is how synchrony and power relate to distinct components of decision making, including memory-guided valuation, choice, maintenance, and execution of choice. Addressing this will rest upon an ability to track choice processing in the brain. This will require new approaches to decode the neural signals of the choice process and cannot be precisely determined on the basis of reaction time alone. Furthermore, this avenue of research can help testing disconnection-based models of cognitive dysfunction in neuropsychiatric disorders (Sigurdsson et al., 2010) , including schizophrenia (Friston and Frith, 1995) .
