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ABSTRACT
RESPONSE OF OUTER RADIATION BELT ELECTRONS
TO A MAGNETIC STORM
by
Donald Hugh Brautigam
University of New Hampshire, December, 1997

To advance our understanding o f the magnetic storm dynamics of the outer
radiation belt relativistic electrons, the magnetic storm which commenced on 9 October
1990 was analyzed in detail using data from the Combined Release and Radiation Effects
Satellite (CRRES) and the Los Alamos National Laboratory geosynchronous satellite
1989_046. Electron differential flux was transformed into phase space density as a
function o f the three adiabatic invariants. The invariants were determined by magnetic
field data from CRRES and the Tsyganenko 1989 Kp driven model. The unique work of
this thesis is the storm time radial diffusion modeling performed using time dependent
radial diffusion coefficients ( D ll ) and a time dependent outer boundary condition. The
results show that DLL(t), parameterized by Kp, can efficiently couple outer boundary
condition variations (sources and sinks) to deep into the radiation belt interior, thus
accounting for both significant flux decreases and increases throughout the region. It
was found that an internal source is required to account for the gradual increase in the
highest energy electrons throughout the recovery phase. A potential source mechanism
is energy diffusion via wave particle interactions with whistler chorus waves which were
observed by CRRES to be greatly enhanced throughout the recovery phase.

xi
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CHAPTER 1

INTRODUCTION

When one looks up at the stars at night, one perceives the vast space between the
Earth and the stars as a great empty void. Yet we now know that this is far from the
truth. In particular, the 'near-Earth-space', that region which is home to increasingly
more and more satellite traffic, is home to numerous populations of charged particles
which participate in an intricate balance o f energy between the Sun and the Earth. Those
electrons and protons which orbit the Earth, trapped within the confines of its magnetic
field, are collectively known as the Van Allen radiation belts, named after the scientist
credited with their discovery in 1958, Dr. James Van Allen.
As traditionally described, the radiation belts form a two zone structure,
envisioned as two concentric doughnuts centered about the Earth, symmetric about the
Earth’s magnetic equator. This clear separation into two distinct zones is somewhat
artificial and overly simplistic since the distinction is strongly dependent upon the particle
species and energy ranges being considered, as well as upon the magnetospheric activity
at the moment and recent past. However, empirical radiation dose models help sharpen
the definition o f the two zone structure.
Figure 1.1 shows two CRRESRAD models [Kerns and Gussenhoven, 1992;
Gussenhoven, et a l, 1992] giving average dose maps produced from data taken over an

R ep ro d u ced with p erm ission o f th e copyright ow ner. Further reproduction prohibited w ithout perm ission.

eight month period from two dosimeter channels on the CRRES satellite. Both models
give average dose rates (Rads per second) received behind a specified shielding thickness
(82.5 mils o f aluminum) within 8 Re of the Earth (azimuthal symmetry about the Earth is
assumed). The top panel is a map of average dose rates from a channel which measured
the response to >20 MeV protons. The bottom panel is a map o f average dose rates
from a channel which measured the response to both >1 MeV electrons and >100 MeV
protons (the >100 MeV protons are limited to the inner zone).
Dose rate from >20 MeV protons________________
2 .0 0 E - 2

i

i
«.

t
2 .0 0 E - 4

Dose rate from >1 MeV electrons and >100 MeV protons
1.00E -2

d ip o le Axis
5 .0 0 E - *

Figure 1.1 : CRRESRAD radiation dose rate models [Kerns and Gussenhoven, 1992],
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From these dose maps, the separation of the radiation belts into two distinct
zones is clear. Considering the dose rates from protons and electrons at these energies,
the inner zone extends from ~1.2 to —2.5 Re (Re= Earth radius = 6371 km) and is
dominated by >20 MeV protons. There are still large uncertainties in the intensity of the
>1 MeV electron population in the inner zone (bottom panel). The outer zone (bottom
panel) extends from -2.8 to -6.8 Re , where the primary source o f dose shown is from
>1 MeV electrons. In the bottom panel, the region from -2 to 2.8 Re is void o f
significant dose and is referred to as the slot region. Relative to the inner zone, the outer
zone electrons are an extremely variable population, with intensities varying by orders of
magnitude within a time scale of hours. During very large magnetic disturbances, the
slot region is filled by intense radiation.
Understanding the morphology and dynamics of the radiation belt particle
populations is not only o f academic interest, but is also of great practical importance.
The network o f satellites in orbit is growing at a fast pace. Once only the realm of
government surveillance and weather satellites, an increasing number o f commercial
communication satellites now pass through the radiation belts which represent a
hazardous environment to on board radiation-sensitive microelectronic devices.
Statistical, long term average static models of the electron [Vette, 1991] and
proton [Sawyer and Vette, 1976] radiation belts were developed from satellite data
collected over the 1960s and 1970s. A theoretical framework for interpreting the long
term average features o f the radiation belts was well established by the early 1970s
[Northrop, 1963; Roederer, 1970; Schulz and Lanzerotti, 1974], and research in the field

*
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subsequently declined significantly. However, in 1990, a joint effort by the USAF and
NASA led to the launch of the Chemical Release and Radiation Effects Satellite
(CRRES). One of CRRES's primary goals was to accurately characterize the radiation
belt environment and its effect on a wide range of microelectronic devices. Despite
CRRES’s premature failure after a 14 month lifetime, its unprecedented observations of
an extraordinary magnetospheric event may be credited with the recent revival in
radiation belt studies. On 23 March 1991, a large solar proton event reached the Earth,
followed shortly thereafter, by a very large solar wind shock. CRRES was fortuitously
positioned to witness the dramatic creation o f a secondary high energy proton belt
[Mullen and Gussenhoven, 1991], and the equally dramatic injection (acceleration) o f an
electron population up to 15 MeV deep in the slot region [Blake, et al., 1992]. This
event helped spawn a new wave o f interest and research in radiation belt dynamics.
Not only has the CRRES mission lead to new statistical radiation belt models
[Brautigam, etal., 1992; Gussenhoven, e ta i, 1996a; Gussenhoven, etal., 1996b], but it
still offers an unprecedented opportunity to further our understanding of radiation belt
dynamics. With its extensive array o f instruments, CRRES provides detailed
measurements of not only the radiation belt electron (and proton) populations, but also
the magnetic field which controls the motion o f high energy charged particles to zero111
order, and the electromagnetic waves which randomly perturb this motion and result in
various modes of particle transport.
This thesis will examine in detail the response of the outer zone relativistic
electrons, as observed by CRRES, to the moderate magnetic storm whose storm sudden

I
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commencement (SSC) occurred on 9 October 1990. The response of the outer zone
electrons during all phases of the storm will be explored, including the initial depletion of
electrons during the initial and main phase of the storm, the rapid injection of 100s keV
electrons following the onset of the recovery phase, and the gradual increase in intensity
o f the ~1 MeV electrons throughout the recovery phase.
The uniqueness of this work lies in both the extensive CRRES data sets available
and in the approach followed in modeling the radial diffusion process throughout the
entire storm period. The dynamic variations of the outer zone electrons throughout an
entire magnetic storm have never been modeled in such detail as here, with time
dependent radial diffusion coefficients and boundary conditions. A chapter outline of
this thesis follows.
Chapter 2 presents a brief history leading up to and including the discovery o f the
?

radiation belts. Chapter 3 introduces the solar-magnetosphere system fundamentals

j

which are key to understanding the mechanisms which drive the radiation belt dynamics.

|

Chapter 4 discusses introductory concepts necessary for understanding radiation belt

i
I

diffusion theory, and Chapter 5 outlines the phenomenology and physics o f a generic

•

magnetic storm. Chapter 6 provides a broad overview of the areas of radiation belt

|

electron research that have been pursued in the past, and includes some o f the most

i

I$

recent studies. A more detailed investigation
o f the research which has lead to the
*
radiation belt diffusion paradigm, including results which are used in later chapters, is
presented in Chapter 7. A discussion of previous diffusion modeling studies is given in
Chapter 8. Details of the satellite orbits and data bases used for this study are presented
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in Chapter 9. Chapter 10 provides an overview of the 9 October 1990 magnetic storm.
The selection o f the magnetic field model used in this analysis, and a comparison with
CRRES measurements, is covered in Chapter 11. The computer algorithms employed to
calculate the adiabatic invariants, and the procedures for binning the data, will be
discussed in Chapter 12. The degree to which adiabatic variations are able to account
for the flux dropout during the main phase o f the storm period is determined in Chapter
13. Chapter 14 models the non-adiabatic behavior throughout the storm in terms of time
dependent radial diffusion. Finally, the results will be discussed in Chapter 15, and
conclusions drawn in Chapter 16.

(•
}.

[
i.
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CHAPTER 2

DISCOVERY OF THE VAN ALLEN RADIATION BELTS

The study o f the charged particle environment in the upper atmosphere was well
under way during the early 1900s and provided the necessary backdrop for the imminent
discovery of the radiation belts. During the pre-WWI years, V.F. Hess was responsible
for a series o f balloon flights designed to investigate the radiation environment of the
upper atmosphere. He found that the intensity decreased from the surface o f the Earth
to about 2000 feet (as expected assuming a ground source), but then began to increase
to at least the balloons’ maximum altitude o f30,000 feet. Based upon this intensity
profile, Hess proposed that what was being measured was an extremely energetic form
of radiation from outer space. R.A. Millikan coined the term ‘cosmic radiation’ to
describe this radiation [Haymes, 1971],
Cosmic ray research escalated throughout the 1930s, with a brief interlude during
WWE, and then picked up again in the late 1940s. In 1945, the US Army transferred a
large surplus of German V-2 rocket components back to the US to assemble and test. A
panel (including James Van Allen) was established to promote the scientific utilization of
these rockets. The test flights of the V-2 rockets beginning in 1946 was a significant
landmark in the rocket launching of scientific payloads. During the years 1952-1957,
Van Allen utilized a hybridized form o f launching referred to as a “rockoon” in which a
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s
rocket would be carried aloft by a balloon to about 15 miles, and then fired up to a
maximum altitude of about 60-70 miles. Van Allen used these rockoons to investigate
the cosmic ray intensities at high latitudes. In 1953 two rockoon flights at auroral
latitudes yielded an unexpected signature superimposed upon the typical cosmic ray
signature. These were the first in situ measurements o f ‘soft auroral particle radiation’
(~10 keV electrons) and provided the first glimpse into the yet to be discovered
magnetosphere. [Van Allen, 1983],
On 1 February 1958, Van Allen and his team o f researchers at the University of
Iowa opened the door to magnetospheric research with a successful launch of the
Explorer I satellite into an orbit with an inclination of 33°, a perigee of 360 km, and an
apogee o f 2500 km. There was a single Geiger counter on board, and the scientific
objective was to create a global map o f the cosmic radiation surrounding the Earth. The
1

first data back from Explorer I was sparse because there was no on-board data recorder.

;
rt
t
I«
’

Only 1 to 2 minute real-time data segments, telemetered down while passing directly
overhead o f select groundstations, were retained for archival. Several such passes

t

showed cosmic ray count rates ( extrapolated back to 100 km) which agreed with what

[
j

the researchers were accustomed to from previous rocket flights. However, there were

j
{
i

also several high altitude passes over South America which showed the count rate
abruptly dropping to zero. The University o f Iowa group were perplexed and could not
explain the anomalous readings. Yet, with launch deadlines approaching for the
following Explorer, the researchers felt that the routine analysis of the cosmic ray data
would have to wait.

I
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The data stream from Explorer I ceased on 15 March 1958. Explorer II was
launched, but failed to achieve orbit and fell into the ocean. Explorer III was
successfully launched on 26 March 1958 into an orbit very similar to Explorer I’s. It
carried a Geiger counter essentially identical to that on Explorer I, and also included a
data tape recorder which enabled the acquisition o f continuous data records throughout
entire orbits. On 28 March, Van Allen obtained the first available data listing of a
complete orbit. As recounted by Van Allen, “I put the record in my briefcase and
returned to my hotel room, where, with the aid of graph paper, a ruler, and my slide rule,
I worked out the counting rate of our Geiger tube as a function o f time for a full 102minute period and plotted the data.” [Van Allen, 1983]. A version of this plot, which
was the first explicit evidence o f the newly discovered phenomenon, is provided here as
Figure 2.1 [Van Allen, et al., 1958], As in the case with Explorer I, Van Allen found
that the Geiger counter would jump abruptly from the typical cosmic ray count rates, up
\

to the counter’s maximum rate, and then back down to near zero count rate. Van Allen
sensed the tremendous implications of this plot. Conveying the excitement of discovery,
he recalls that “At 3:00 A.M. I packed my work sheets and graph and turned in for the

j
|

night with the conviction that our instruments on both Explorers I and III were working

j'

properly, and that we were encountering a mysterious physical effect o f a real nature”

i

|
i

[Van Allen, 1983], The following day Van Allen returned to the University of Iowa to
consult with two of his coworkers, Carl Mcllwain and Ernest Ray, about his ‘late night’
plot o f the orbit’s anomalous signature. Mcllwain had conducted tests on a prototype
Geiger counter the previous day, so that when he was shown Van Allen’s plot, it was
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immediately apparent that Explorer I and HI had passed through regions o f very intense
radiation, that the instrumentation was suffering severe dead-time effects, and that this
was pushing the counting rate to its maximum and forcing a reset to nearly zero. The
obvious, but profound conclusion, was that the anomalous readings were not the result
o f equipment error, but were “caused by a blanking o f the Geiger tube by an intense
radiation field.” [Van Allen, etal., 1958],
140
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Figure 2 .1 : D ata from Explorer III showing cosmic ray count rates for the first ten minutes followed by
anomalous recording due to instrument saturation upon entering the ‘yet to be discovered’ inner
radiation belt [Van Allen, e ta l., 1958],

i
The exact nature o f this ‘intense radiation field’ was not absolutely identified
'

immediately, but it was largely assumed that it was due to charged particles. Because of
past low altitude rocket observations o f intense ‘soft auroral’ radiation, it was natural to
speculate that the high intensity radiation detected by Explorer I and III was due to

V
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auroral type particles with a mean energy of -30 keV. The Geiger tubes, it was
speculated, were responding to the bremsstrahlung produced in the satellite shell by the
auroral electrons. An admittedly more remote possibility, was that the Geiger counter
was responding to more energetic directly penetrating particles (protons > 35 MeV
and/or electrons > 3 MeV). It wasn’t until later that it was realized that this ‘remote
possibility’ was in fact the correct explanation [0 'Brien, et al., 1962].
Van Allen was familiar with the fundamentals o f magnetically trapped particle
motion from his earlier laboratory work at Princeton, and he concluded that the particle
population which he and his research team had discovered were trapped in the Earth’s
magnetic field and were executing the three cyclical motions of gyration about a field
line, field line bounce between magnetic poles, and azimuthal drift about the Earth. He
•

also reasoned that as the particles moved to low altitudes during their bounce motion

i

j
i
[
tI
|

that their intensity would diminish due to their interaction with the denser atmosphere.

|

National Academy of Sciences. During the following press conference, a reporter,

On 1 May 1958, Van Allen presented the above picture derived from the
Explorer I and m findings to a joint session of the American Physical Society and the

*

j

confronted with such cumbersome phrases as ‘geomagnetically trapped corpuscular
radiation’ to describe the particle distribution encircling the Earth, asked Van Allen, “Do
you mean like a belt?”. With Van Allen’s reply, “Yes, like a belt”, the discovery o f the

!

Earth’s radiation belt became history. That summer at the International Atomic Energy
Agency meeting, Robert Jastrow coined the term Van Allen radiation belt.

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

At this point, based on Explorer I and III observations, the Van Allen radiation
belt was just that, a single belt. Riding on the wave o f excitement of the new discovery
o f the radiation belt, further satellite explorations were quickly planned. Explorer IV
was launched on 26 July 1958, at a higher inclination (55°) than the previous Explorers
but approximately the same apogee (2200 km). Explorer IV carried a shielded and an
unshielded Geiger counter. The shielded counter responded to > 30 MeV protons, > 3
MeV electrons, and to > 50 keV bremsstrahlung x-rays. Pioneer III, was launched on 6
December 1958 into an orbit with an apogee o f 1.09-105 km and carried two Geiger
counters similar to the shielded detector flown on Explorer IV.
In early 1959, having analyzed the results from Explorer IV, Van Allen and his
coworkers submitted a manuscript to the Journal o f Geophysical Research (JGR) which
was published in March [Van Allen, et al., 1959]. This article included a figure
(reproduced here as Figure 2.2) which depicted a single radiation belt.

Figure 2.2 : Single radiation belt intensity contours based on Explorer IV measurements (solid curves)
and as extended based on speculation (dashed curves) [Van Allen, et al., 1959],
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figure are low altitude contours drawn from Explorer IV measurements (solid curves), as
well as a speculative extension o f these contours which were field-line-mapped out to the
magnetic equator (dashed lines).
However, in the interim between the submission and publication of this JGR
article, the single belt became a double belt. With the extensive low altitude (less than
2200 km) coverage o f Explorer IV, and the high altitude observations from Pioneer m ,
came the realization that there were two distinct regions o f radiation encircling the Earth.
The first picture o f the double belt structure of the radiation belts (reproduced here as
Figure 2.3) appeared in the February issue of Nature [Van Allen and Frank, 1959],

Geomagnetic
Axis

10,000

10,000
1,000

Figure 2.3 : Double radiation belt intensity contours based on Geiger counter data from Explorer IV and
Pioneer m . [Van Allen. 1959|.

The Pioneer III trajectory, going in and out through the heart of the inner and outer belts
(shaded), is shown in dark lines. Accompanying the new figure of the by now double
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radiation belt model, was the following note announcing the obsolescence of the single
belt model described in the yet to be published (but already submitted) March issue of
JGR:

In Fig. 8 o f ref. 7 a speculative extension o f the contours observed with Satellite
e [Explorer IV\ was presented. The diagram given therein was one o f two
types which we had sketched as plausible extensions of the observed contours.
The other one of the two, particularly advocated by C.E. Mcllwain of this
laboratory, regarded the high latitude, tongue-like contours as the tips o f an
outer, banana-shaped region (in meridian cross section). This view implied a
second maximum in intensity as one passes outwards from the Earth in the
plane o f the geomagnetic equator. The new Pioneer m observations show that
this second diagram is indeed more nearly true than the one previously
published. [Van Allen and Frank, 1959]

A later issue o f JGR [Van Allen, 1959] republished the figure depicting the two zone
structure, and provided more extensive results from Explorer IV and Pioneer III, as well
i
|

as from Pioneer IV which was launched on 3 March 1959. These new results helped to

|

confirm the existence of the outer radiation belt in addition to the earlier discovered inner

[
[
>

belt.

{

higher than those observed 15 months earlier by Pioneer III, the outer zone fluxes were

j

Whereas the inner zone fluxes observed by Pioneer IV were only a factor of 2-3

*

?

up to two orders o f magnitude higher. Thus, it was recognized that the inner belt is

:

significantly more stable than the outer belt. It was also clear that the composition and

’

energy spectra o f the two belts are significantly different. The inner zone was believed to
be comprised o f mainly -100 MeV protons and to a lesser degree, < 1 MeV electrons.
The outer zone was erroneously thought to be largely populated by the < 100 keV
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electrons related to the auroral phenomena observed throughout the earlier rocket
programs.
There is very little doubt that the great outer zone and the rich variety of
associated geophysical effects, including auroras, airglow, atmospheric heating,
and geomagnetic storms, are directly attributable to solar gas injected into
temporarily trapped orbits in the geomagnetic field. The mechanism for the
acceleration o f the particles therein to the observed energies constitutes a major
unsettled problem. [Van Allen, 1959]
Today, almost four decades later, we know a great deal more about the
composition and dynamics of the inner and outer Van Allen radiation belts. We now
realize that the outer belt includes a population of > 1 MeV electrons, and yet the
acceleration mechanism responsible for the presence o f these relativistic electrons at
geosynchronous altitude remains a ‘major unsettled problem’.
I
I
I

!i
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CHAPTER 3

THE SOLAR - MAGNETOSPHERE SYSTEM

Although the radiation belt outer zone electrons are confined to a region within
10 RE o f the Earth, their dynamics are intimately tied to a much larger system including
the Sun and its extended solar plasma and magnetic field which pervade interplanetary
space. The purpose of this chapter is to provide a broad overview of this system and to
introduce some o f its key features which play a role in radiation belt dynamics. The
material presented here is general information which can be found in many texts on space
*

science and magnetospheric physics [Lyons and Williams, 1984; Parks, 1991; Kivelson

|

and Russell, 1995].

*

f

The Sun is a continuous source of fully ionized electrically neutral plasma which
continuously expands outward forming a rarefied extension o f the solar corona known as
the solar wind. The solar wind density (nw) and flow speed (V**) exhibit a wide dynamic
range depending upon solar activity, which varies on both a short term (hourly) and long
term (11 year cycle) time scale. In the vicinity of the Earth, n„ typically ranges from 3
to 20 cm'3; and Vjw, from 300 to 800 km/s [Parks, 1991], The upper limit o f these
typical ranges are often exceeded during relatively infrequent, but very large
disturbances.
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The Sun is a magnetized body, and the highly conducting solar wind carries the
solar magnetic field lines (with one end remaining anchored in the Sun) with it as it flows
out into interplanetary space, primarily along the ecliptic plane. The interplanetary
magnetic field (IMF) magnitude at 1 AU ranges from 1 to 30 nT [Parks, 1991]. Because
the Sun rotates with a 27 day period, the solar magnetic field lines form an interplanetary
spiral sector structure as they expand radially outward with the solar wind.
The Earth is also a magnetized body, with a magnetic field generated by its core
dynamo, and may be approximated by a dipole moment (~ .304 G Rej ) tilted ~ 1 1° to the
Earth’s spin axis. If interplanetary space were a vacuum, the Earth’s magnetic field
would remain dipolar at large distances (falling off at a rate o f r'J) and ‘near-Earth space’
would be an axially symmetric, static, and rather boring environment. However, the
r

Earth is embedded within the solar wind, and the continuous flow of magnetized solar

j

plasma interacts with the Earth’s dipole magnetic field in such a way as to confine it to a

|
f
|

magnetic cavity enveloping the Earth known as the magnetosphere. The outer boundary

I

geomagnetic field, is referred to as the magnetopause. As the supersonic solar wind flow

|

is interrupted by the presence of the Earth, a collisionless bow shock is formed upstream

|

o f the magnetopause. At this boundary, the solar wind is transformed to a thermalized

*
|

subsonic plasma (magnetosheath) which flows by the magnetosphere before merging

o f the magnetosphere, marked by the transition between the interplanetary magnetic and

with the supersonic flow beyond the reaches o f the magnetosphere. This flow o f the
shocked solar wind around the magnetopause boundary is represented schematically in
Figure 3.1. Also shown in Figure 3.1 are various regions characterized by their particle
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population. Found in the inner most region (1 R e < r < ~5 R e) on closed magnetic field
lines is the plasmasphere which consists o f a cold plasma (< 1 eV electrons and ions) that
corotates with the Earth. Also found on closed magnetic field lines are the outer
radiation belt electrons (0.1-10 MeV) and ring current (10-100 keV ions and electrons)
which drift around the Earth in the region o f-3.5 Re < r < - 7 Re , overlapping and
coexisting with the plasmasphere. Filling the extended nightside region o f stretched
magnetic field lines is the plasma sheet population o f 1-10 keV particles which is
responsible for the large scale magnetotail current that supports the tail's magnetic field
topology.
In addition to the Earth's relatively constant internal field, the geomagnetic field has a
highly variable external field component as a result of various magnetospheric current systems
driven by the solar wind-magnetosphere coupling. The three major large scale
magnetospheric current systems are the Chapman-Ferraro magnetopause surface currents,
the ring current, and the magnetotail current. As discussed in Chapter 11 , these variable
currents lead to a time dependent external magnetic field which may be parameterized by the
magnetic activity index Kp(t) [Tsyganenko, 1989].

M ag n eto sh eath ^plasma mantle

Plasmasphere
Piasma sheet

Neutral sheet

Radiation belt and
ring current

Magnetopause

Figure 3.1: Schematic of magnetospheric boundaries and regions [Lyons and Williams, 1984].
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The approximate size and shape o f the Earth’s magnetosphere can be derived by
equating the solar wind dynamic pressure (psw=0.5 n^MV^,2, M=ion mass) and the
geomagnetic field energy density (B2/ 87t). This analysis leads to a general agreement
with observations showing a distorted dipole compressed on the dayside and stretched
anti-sunward on the nightside by the solar wind flow [Afess, et al., 1964]. Assuming that
the solar wind impinges upon the magnetopause along the normal to the dayside surface,
this pressure balance leads to the relation : n^M V**,2 = B2/ 47t, where B is the magnetic
field magnitude at the magnetopause. For a dipole field, with B=B0/r3 on the magnetic
i
r B2 V
—
equator, this relation reduces to: r = — 2— ( n T ? ,) 6. Because the dipole is only an

V4k

m )

v

'

approximation to the real geomagnetic field, a better fit to the dayside magnetopause
stand-off distance (R*) can be established by empirically determining the constant in front
of the solar wind pressure term. A consensus was reached at the second Coordinated
I
|
»
f
j

the constant equal to 98, leading to the expression for approximating the stand-off

[

distance [Olson andPfitzer, 1982]:

\

Data Analysis Workshop (CDAW 2) that the best overall agreement is found by setting

R,= 98-(nIWVJW
2)'l/6

(2.1)

%

|

R* estimates the equatorial radial distance between the Earth and the dayside

(
}

magnetopause. With nw in ions/cm'3 and V** in km/s, Rs is given in earth radii (Re). The
stand-off distance, and magnetopause boundary in general, is driven in and out by the
fluctuating solar wind dynamic pressure. A stand-off distance representative of low solar
wind pressure may be determined assuming a period o f low solar wind density (nsw= 5

I
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cm'3) and low solar wind speed (Vjw=420 km/s), with a resultant stand-off distance of R,
=10 Re. In contrast to this ‘relaxed’ magnetosphere, there are occasional periods of
relatively high solar wind pressure (i.e., associated with a solar wind shock) with, for an
example, a relatively high solar wind density (nw=30 cm'3) and solar wind speed (Vjw=
625 km/s). Under such active conditions, the dayside magnetopause may be suddenly
compressed to a distance o f R*=6.5 R e, resulting in a sudden impulse (SI) ground
signature in the global magnetic field. If a magnetic storm (a global magnetospheric
disturbance to be more fully discussed in Chapter 5) follows this impulse, the
perturbation is referred to as a storm sudden commencement (SSC). These magnetic
perturbations (both small continuous fluctuations as well as larger less frequent ones)
play a major role in radial diffusion, as shall be discussed in Chapter 7.
r
;
t
}
j
{

In addition to the Earth's magnetic field, there is a large scale magnetospheric
electric field which arises from two sources - the solar wind and the rotation o f the
Earth. In the model of an open magnetosphere [Dungey, 1961], the condition o f a
southward directed interplanetary magnetic field (IMF) give rise to a class of'open'
magnetic field lines which have one end anchored in the magnetic polar cap region of the
Earth and the other end connected to the IMF. The solar wind flowing across these
open field lines lead to an electric field Eimf = -Vw x B imf which is mapped down to the
ionosphere resulting in a cross polar cap potential. Because o f the topology o f the
Earth’s open and closed field lines, the Eim f results in differential charging between the
dawn and dusk side of the closed magnetosphere. The end result is a large scale dawnto-dusk convection electric field, Ec, imposed across the magnetosphere which convects

n
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magnetospheric plasma sunward [Lyons and Williams, 1984], The leftmost panel of
Figure 3.2 [Lyons and Williams, 1984] shows the equipotentials of a uniform Ec
pointing in the dawn-to-dusk direction. The role which the fluctuations o f this
convection electric field plays in driving radial diffusion will be discussed in Chapter 7.
Besides the E c , there is a second component to the magnetosphere's electric field. The
corotation electric field Er is the consequence o f the corotation of the plasmasphere with
the Earth [Lyons and Williams, 1984]. The middle panel o f Figure 3.2 shows the
equipotentials o f ERwhich encircle the Earth, producing a radially inward electric field.
The sum o f these two electric fields is shown in the rightmost panel, and leads to an E
which is responsible for the ring current to be discussed in Chapter 5.
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Figure 3.2 : Convection plus corotation electric fields [Lyons and Williams, 1984].
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CHAPTER 4

THEORETICAL BACKGROUND

4.0

Introduction
At the time of the Van Allen radiation belt discovery, most of the mathematical tools

for analyzing charged particle motion in the Earth’s magnetic field were available.
Stormer[1955] explored test particle motion in a dipole field using the Lorentz force equation
in his studies of cosmic ray trajectories. Alfven [1950] developed the very fruitful guiding
center approximation which built upon the three fundamental periodic motions of charged
i
j

particles in a magnetic field. Rosenbluth andLongmire [1957] recognized the significance of
casting the guiding center drift motions into the framework of action-angle variables and
adiabatic invariants. These fundamental theoretical developments are the backbone for the
description o f radiation belt particle dynamics, and they will be briefly discussed below.

4.1

Test Particle Motion
Charged particles moving in an electric (E) and magnetic (B) field with momentum

(p) obey the Lorentz force equation (q=charge, v=velocity, c=speed of light):

^ - = q [E ^ v x B ]
dt
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(4.1)

i

When one deals with an entire ensemble o f charged particles, including both ions and
electrons, there are individual as well as collective modes of motion. The differential motion
o f ions and electrons can dramatically alter the initial electric fields (through charge
separation) and magnetic fields (through currents). Solving the Lorentz force equation
(Equation 4.1) in a fully self-consistent manner, whereby the motion of the particles alter the
fields which in turn alter the particle trajectories, is an extremely difficult task. However, in
the case of radiation belt particles, which constitute the high energy tail of the magnetospheric
particle distribution, it is assumed that these complexities may be ignored and that the study
o f particle motion may be approximated in terms of individual test particle trajectories in
external fields.
Theoretical analysis o f radiation belt particles often assumes the most idealized form
i

o f the geomagnetic field, a static dipole field. The earth's internal magnetic field may be

■5

|

idealized by a magnetic dipole with a magnetic moment of ko=0.311 G-Re3. Much of

c

|

radiation belt theory begins with this approximation because it greatly simplifies the problem

f
J

while maintaining many of the important features that a more realistic magnetosphere would

;
i«

yield. The dipole field may be represented in spherical coordinates, using latitude ( X ) for the

'
5

polar angle:

|

r

sin A ;

Bx = —jCosA
r

; B* = 0

(4.2)

To model the fundamental modes o f particle motion, one also neglects the electric
field and solves for the simplified Lorentz equation dv/dt = (q/(my))(v x B). An analytic
solution to this equation of motion of charged particles in a dipole magnetic field has never
been found, and must be solved numerically.

)
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The velocity of a charged particle in a magnetic field may be specified by its speed
and its pitch angle, defined as the angle (a) between the instantaneous particle velocity and
the magnetic field vector [a=SIN'l(vx/ v ) ]. Charged particles with a velocity component
perpendicular to the field (a * 0 °) moving in a constant uniform magnetic field will follow a
circular trajectory (gyration) about the field line in a plane perpendicular to that field line.
Those particles with a velocity component parallel to the magnetic field line (a * 90°) will
trace out a spiral along the field line. In a nonuniform magnetic field where the magnitude
varies in the direction of the field and where the field lines converge, charged particles
spiraling towards a region o f increasing field strength will experience a mirroring force
F = - u ——b where»—
*ds
M
2mB

'

which will cause them to decelerate. The point along

the field line at which a particle reaches zero velocity and reverses its direction (i.e., ‘mirrors’)
is referred to as its mirror point. Particles moving along dipole field lines (which converge at
both magnetic poles) will bounce back and forth between mirror points in the northern and
southern hemispheres, passing through a minimum magnetic intensity at the equator. The
‘loss cone’ angle ( oclc) defines a pitch angle below which a particle’s mirror point falls below
-1 0 0

km altitude, and consequently leads to the electron’s absorption by the atmosphere,

and ‘precipitation’ from the magnetosphere. With the assumption that a particle’s magnetic
moment p is conserved along its bounce motion [Roederer, 1970], the oclc may be
determined by equating a particle’s p(a,B) at an arbitrary point along a field line with that at
its mirror point, taken to be at the top of the atmosphere (-100 km). The result (where Batm
is B at the top o f the atmosphere) is:
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B

cc^. = sin -i

(4.3)

Particles traveling in the dipole-like field of the magnetosphere also experience a force
due to the radial gradient in B plus a centrifugal force associated with the curved path it
follows along a field line. Combined, these forces result in an overall eastward (westward)
azimuthal gradient-curvature drift around the earth for electrons (ions). Radiation belt
particles thus exhibit three simultaneous quasi-periodic motions as illustrated in Figure 4.1:
(1) gyro-motion about the Earth's magnetic field lines, (2) bounce motion between conjugate
northern and southern hemisphere mirror points, and (3) azimuthal drift motion around the
Earth.

F LU X TUBE
north

TR A JE C T O R Y O F
TR A PPE D P A R T IC L E

M IR R O R PO IN T
(PIT C H A N G L E O F H E L IC A L T R A JE C T O R Y • 9 0 ° )

[D R IF T O F
ELECTRONS
M A G N E T IC F IE L D LINE

m a g n e t ic c o n ju g a t e p o in t

Figure 4 .1 : The fundamental periodicities of radiation belt particles [Spjeidvik and Rothwell, 1985],

4.2

Guiding Center Approximation
The next level of simplification beyond the 'test particle' approach is the 'guiding

center1 approximation. Assuming that the magnetic field does not vary significantly over the
space or time scale o f a full gyration, there exists a moving frame o f reference in which an

n
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observer would see a test particle executing circular motion in the plane perpendicular to the
magnetic field. In such a frame, referred to as the guiding center system, the instantaneous
center o f gyration is the guiding center (Rgc) and the radius of the circular gyration is the
gyroradius (Larmour radius, Rl ). The position of a particle may therefore be defined in
terms o f its guiding center vector plus its gyroradius vector (r = Rgc + Rl ).
The description o f magnetospheric particle motion is greatly simplified within the
guiding center system where the gyromotion is averaged out, and one refers to the bounce
motion and azimuthal drift motion o f the particle's guiding center. In a constant but nonuniform magnetic field, the first order guiding center azimuthal drifts due to the magnetic field
gradient (vgj) and magnetic field line curvature (vd) are given as [Roederer, 1970]:
c p ,*

-

juc(BxV,B)

B

)

< 4 ' 5 )

Figure 4.2 illustrates the radial and energy dependence of the gyrofrequency and and
the guiding center bounce and drift frequency for an electron (00 =45 °) in a dipole field. From
the top to bottom panel, the electron gyro, bounce, and drift frequencies are plotted versus L
for a given energy (dotted line, 0.3 MeV; dotted-dashed line, 0.8 MeV; and dashed line, 1.6
MeV). The parameter L labels the set of dipole field lines which cross the magnetic equator
at a radial distance of r = LRg, where an Earth radius Re=6371 km. These curves are drawn
using analytic expressions (approximate for bounce and drift) taken from Schulz end
Lanzerotti [1974].
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Figure 4.2 : L dependence of gyro, bounce, and drift frequencies for 0.3, 0.8, and 1.6 MeV electrons.

The three fundamental periodic motions may be treated independently since the
frequencies for a given particle are separated by roughly three orders of magnitude, with
fgyn,» fiance» finft. For example, a 1.6 MeV electron with an equatorial pitch angle cto= 45°
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which crosses the magnetic equator at a radius of 4 Re will experience a gyro, bounce, and
drift frequency of approximately 10 kHz, 4 Hz, and 15 mHz, respectively.
For an existing electric field, there is also a zero order guiding center drift, the ExB
drift ( y j .
ExB
Vtd = c ~ j f

_
(4.6)

It is significant that whereas the gradient (curvature) drifts are proportional to the particle's
charge and perpendicular (parallel) energy, the ExB drift is independent o f energy and charge.
This difference permits a delineation of particle populations by their different trajectories.

4.3

Equatorial Drifts
The magnetosphere is home to a wide spectrum o f particle populations.

Relativistic electrons (> 0.1 MeV) coexist with both cold (~1 eV) and hot (< 100 keV)
plasma (ring current) throughout various portions of the magnetosphere. The cold plasma
follows the equipotential contours of the magnetosphere's global DC electric field. The hot
plasma is also affected by the magnetosphere's electric fields, but because it is also affected by
magnetic field gradient and curvature drifts, the hot plasma's drift path is perturbed from the
equipotential contours which the cold plasma follows. The relativistic electrons are
sufficiently energetic so that the magnetosphere's convection electric field is negligible in
affecting their drift paths, and may therefore be ignored for the most part. Unperturbed
equatorial particles with zero parallel (to field line) momentum (90° pitch angle) will remain in
the equatorial plane where the magnetic field is at a minimum, and will gradient drift along
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paths of constant magnetic field intensity contours. Figure 4.3 is an empirical model of
equatorial magnetic field contours under quiet magnetic conditions.

EQUATORIAL PLANE
CONSTANT B CONTOURS

SUN 2

Figure 4.3 : Equatorial magnetic field contours [Fairfield,196%].

Evident from the figure is the asymmetry in the geomagnetic field, with steeper gradients on
>
the nightside than on the dayside. Evident also, is that contours of less than -65 nT intersect
|
S
|

\
r.

|

the magnetopause, and do not form closed contours. Only contours > -65 nT will support a
complete drift orbit; particles drifting on contours outside this are only 'quasi-trapped', and
will eventually interact with and be lost through, or scattered by, the magnetopause. Also,

t

;
t

because of the steeper gradients on the night side, electrons drift faster there than on the
dayside. Consequently, radiation belt electrons spend disproportionately more time on the
dayside then the nightside.

4.4

Adiabatic Invariants
There is a well developed description of particle motion in the radiation belts based

on the quasi-periodicities and their hierarchy of well separated characteristic frequencies :
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fgjTO» fbounce» fcrifi. Within the framework of classical Hamiltonian mechanics theory, each
nearly cyclic motion is described by a canonical angular coordinate (the gyro, bounce, and
drift phase angle), and its corresponding canonical angular momentum (Hamilton-Jacobi
action variable, J;).

J, = h p + - A ] - d !
■'i
c

(4.7)

Here, p is the particle momentum., A is the electric vector potential, q is the charge, and c is
the speed of light, and the closed path integral is about the gyro, bounce, or azimuthal drift
path. The contour integral is specified by the near cyclic trajectory of each of the periodic
motions. If the magnetic field (B=VxA) and/or electric field (E=6A/5t) varies by only a small
amount during the time and/or space interval of the specified periodic orbit of the particle,
then the action-angle variable Ji for that specific periodicity is an approximately conserved
quantity (adiabatic invariant). Integration along the gyro motion yields the first action angle
variable, Ji.

B\q\

Convention defines the first adiabatic invariant as a quantity proportional to Ji, in this case
2

given as the relativistic magnetic moment fi = ——— . Integration along the bounce motion
2m0B
yields the second action angle variable J2, which also specifies the second adiabatic invariant J.

S(i)'
2P *smz
p'

1/2

ds-J-2pI
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Integration along the azimuthal drift motion yields the third action angle variable, J3:

(4.10)

Convention defines the third adiabatic invariant (to within constants) as <£, the magnetic flux
through the drift orbit, $>= &B • dS .
Assuming that the forces acting on a particle vary on a space and time scale much
larger than the individual cyclic motions, then the three adiabatic invariants associated with
the particle are approximately conserved. Exact conservation would demand that there were
no spatial or temporal variation in the fields, thus leading to exactly periodic orbits in the
sense of perfect closure upon themselves.

4.5

The ‘L’ Parameter
Figure 4.4 shows an arbitrary point (r,X) on a magnetic dipole field line. The radial

distance at which that field line crosses the equator is r0. The dipole moment, given as k o ,
points south. The dipole field line equation is given by:
r = r0 cos2A..

i

(4.11)

Introducing the dimensionless parameter L s r0 / Re , where Re = 1 Earth radius = 6371 km,
allows one to write:
L = (r

/ R e ) c o s '2 ? . .
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Figure 4.4: Dipole field line coordinates. [Roederer, 1970]

Thus all points along a given field line may be specified by the same L value. A particle
undergoing the three period motions in a dipole field, conserving its three adiabatic invariants,
will complete an azimuthal drift on the same drift shell - the set of dipole field lines with the
same L value. With the dipole magnetic field defined by Equation 4.2, the third invariant in a
dipole field is easily found to be

= -27tB</r. In terms o f the L parameter, the third invariant

for a dipole is given as
O = -27tkoRE/L .

(4.13)

Of course, the real geomagnetic field is not a simple dipole, and the task of
determining the third invariant for a realistic geomagnetic field is computationally very
expensive (particularly decades ago before cheap high speed computers were available!). A
!

i

more feasible approach was developed by Mclhvain [1961], McDwain reasoned that a
particle’s drift shell could be uniquely specified by the particle’s mirror point field Bm, and its
bounce integral I = J/2p (from Equation 4.9). Since a particle drift shell was more easily
visualized by the parameter L (as in the dipole case) than by the bounce integral I, Mcllwain
developed a functional relation which defined L in terms o f I and Bm:
L =
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The function F itself is defined in terms of a dipole field, in that it describes how the relation
between I and Bmvary along a dipole field line. However, the function’s parameters I and Bm
may be determined from a realistic geomagnetic field. The function must be solved for
numerically, and one often uses look-up tables to do so. L calculated in this fashion is
commonly referred to as the ‘Mcllwain L parameter’ LM. Computationally, Lm involves only
one field line tracing to calculate I and so is very ‘cheap’ to calculate compared to that of the
true magnetic flux invariant.
Although the Mcllwain L parameter was originally developed for analyzing the inner
zone for L< 3 where the geomagnetic field is very dipolar, it is almost universally used
throughout magnetospheric research for L ranges way beyond that for which it was
developed. This is particularly of concern for research in the outer belt where the field lines
:

become very dipolar under active conditions, and LMceases to be an invariant. For this

|

reason, Roederer [1970] introduced the generalized L parameter, L* = -2^1co/(<I>Re), where

i
■

<I>is the third invariant calculated with a realistic geomagnetic field. This L* is used to order

|

the electron data throughout this thesis, and its computation is discussed in Chapter 12.

i

r

\
[
|
’•

4.6

Kinetic Theory
The descriptions of particle motion in the preceding sections have all been in terms of

individual particles. The theoretical treatment of large collections of particles, where the
dynamics of the individual particle are considered, is encompassed within plasma kinetic
theory. This treatment describes the evolution of the single-particle phase-space density
(distribution) function,Xriv; t) within six-dimensional (r,v) phase space. The number of
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particles (of a single species) within a 3-D differential volume dJr centered at position r and
traveling within a differential range of velocity dJv centered about velocity v is given byXi\v;
t) d3r d3v. Liouville’s Theorem states that the particle distribution function remains constant
along any dynamical path in phase space [Schulz and Lanzerotti, 1974],
Unfortunately, particle distribution functions are not experimentally determined.
Particle detectors typically provide information about the number of particles within a finite
energy band (dE), which pass within a finite solid angle (dD), through a finite area
perpendicular to the particle velocity, and over a finite time interval. This quantity is referred
to as the unidirectional differential number flux, j(E,a), and is parameterized by an energy (E)
and pitch angle (a) in units of (cm2 s sr keV)'1. This quantity may be transformed to phasespace density via the relation/ = j/ p2
*

\

Variations in particle flux are referred to as adiabatic if all three adiabatic invariants

|

are approximately conserved. Large variations in the outer zone electron fluxes are well

|
\

documented, and it is important to be able to identify and separate out adiabatic versus non-

i

i

adiabatic effects. Large enhancements may be due to the injection of new populations into a

|

region, and abrupt depletions may be due to enhanced wave-particle interactions which

j

scatter the particles into their loss-cone, thus precipitating them into the atmosphere and

i

[

permanently removing them from the radiation belts. However, it could also be the case that

[

with a slowly varying magnetic field, a portion of phase space is merely being adiabatically
redistributed - that is the particle's energy and pitch angle are gradually being changed from
one part of the spectrum to another part in such a prescribed way that their adiabatic
invariants are conserved. A study using the SCATHA satellite data [5ass; et al, 1989] found

l
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that adiabatic responses of the trapped particle distribution could account for a factor of ten in
variation of observed fluxes. A detailed discussion of purely adiabatic variations is the topic
of Chapter 13.
When abrupt forces arise due to electric or magnetic fields varying rapidly relative to
the canonical periodicities, one or more of the adiabatic invariants may be ‘broken’ or
■violated' (i.e., no longer conserved) and particles with different canonical phase angles
respond differently. In such cases, the random perturbations lead to diffusion with respect to
one or more of the adiabatic invariants. This diffusion is discussed in depth in Chapter 7 and
the process of radial diffusion is modeled in Chapter 14.

I
x
k
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CHAPTER 5

GENERIC MAGNETIC STORM PHENOMENOLOGY

A magnetic storm is characterized by the global magnetic disturbance caused by
an enhanced ring current. The Dst index, a measure o f the ring current strength (Chapter
9.5), provides the defining signature of a magnetic storm. Although no two magnetic
storms are exactly a like, there is a sequence of events which they generally do share as a
common denominator. This sequence of events may be generalized into three phases
which form the classic signature of a magnetic storm. These are the initial, main, and
recovery phase. The phenomenology and the associated physics of these phases follow.
A prerequisite for a magnetic storm is a prolonged period of the enhanced dawnto-dusk convection electric field Ec, sustained by a negative IMF Bz [Kivelson and
Russell, 1995] This convection electric field drives electrons and ions earthward to
L=2.5-4.0 via the ExB drift [Lyons and Williams, 1984], The relative strength of the
corotation electric field to the convection electric field (see Figure 3.2) increases moving
to lower L, where the ions (electrons) begin to follow westward (eastward) azimuthal
drifts around the Earth to form the ring current. The maximum ring current intensity is
found around L-3.6, where the dominant contribution to energy density comes from -85
keV protons [Lyons and Williams, 1984], As the ring current grows, the geomagnetic
field earthward o f the ring current becomes depressed, and Dst decreases. This period of
enhanced convection electric field is referred to as the main phase and may last from -3

)
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hours [Lyons and Schulz, 1989] to as long as a day [Kivelson and Russell, 1995], The
onset o f the main phase is referred to as the storm sudden commencement (SSC).
Magnetic storms are often preceded by the arrival of a solar wind pressure
disturbance which enhances the magnetopause currents and compresses the Earth's
magnetic field [Kivelson and Russell, 1995], This compression results in a positive
perturbation in the Earth's surface field which is seen as a positive rise in the Dst index.
Since the solar wind dynamic pressure is independent o f IMF Bz, there may often be a
time lag between the compressive phase and the onset of the main phase (when IMF Bz
turns negative). This period is known as the initial phase, and depending on the time lag
between the solar wind pressure disturbance and the southward turning o f IMF Bz, it
may last from 0 to >25 hours [Kivelson and Russell, 1995],
When IMF Bz turns northward, essentially turning off the convection electric
field and a dominant source of ring current particles, the ring current begins to decay and
the decline in Dst is reversed. This period when the magnetic field is being restored to
its pre-storm configuration is the recovery phase, and can last for on the order of a week.
It is important to distinguish between ring current particle injection which occurs
during the main phase by definition, and the injection of more energetic radiation belt
electrons (> 100 keV) which are not energetically significant to the ring current. The
injection o f radiation belt electrons into the ring current region may occur at the end of
the main phase or during the recovery phase of a storm, as is the case for the storm to be
discussed next.
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CHAPTER 6

OVERVIEW OF ELECTRON RADIATION BELT RESEARCH

6.0

Introduction
Immediately following the discovery o f the radiation belts, scientists began to

hypothesize about possible particle sources, losses, and acceleration mechanisms. To
appreciate early radiation belt research, it is important to keep in mind that this was
space research in its infancy. All knowledge about space acquired up until this point was
from ground measurements or from very low altitude rockets. In the minds of many
researchers, solar-terrestrial coupling consisted of the occasional solar flare which lead to
a short term wave of solar particles buffeting the Earth. This phenomenon lead
Chapman and Ferraro to postulate the transient formation o f magnetopause boundary
currents. The magnetic storm, observed by global depressions of the Earth’s magnetic
field, was presumed to result from such solar flare driven perturbations. It wasn’t until
the late 1950’s and early 1960’s that the picture of a continuously blowing solar wind
dynamically coupled to a permanently formed magnetosphere was developed .

6.1

False Starts
Early on, it was realized that the inner and outer radiation zones were very

different in terms of their dominant species, spectral features, and stability. This led

I
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some to believe that the primary source and loss mechanisms were also different
[Rothwell andMcIhvain, I960], Cosmic ray albedo neutron decay (CRAND) was
shown to be a significant source for the inner zone energetic protons. It was thus
suspected for a while that beta decay of neutrons or mesons may be a significant source
for the outer zone electrons [Dessler and Karplus, 1960; Hess, 1960]. This hypothesis,
however, had a relatively short lifetime since it was shown that the theoretical spectrum
from such a source was dramatically different from that observed [Kellogg, 1960; Walt
and MacDonald, 1961], It was also initially speculated that a source for the outer zone
electrons could be direct injection of solar wind plasma. This early hypothesis was also
dismissed [Dessler and Karplus, 1960; Amoldy, etal., 1960], and re-examined 37 years
later by Li, et al. [1997a] who reached the same conclusion that the phase space density
o f the solar wind was not sufficient to act as the primary source for the outer zone
electrons.

6.2

Early Observations of Magnetic Storm Effects
The tremendous range in flux intensity observed in the outer zone electrons is

particularly asscociated with magnetic storms. Early observations of the response of the
outer zone electrons to a magnetic storm [Rothwell andMcIhvain, 1960; Amoldy, et al.,
1960] led to the classic magnetic storm signature of a sharp electron flux decrease
following the SSC, with a gradual recovery o f fluxes to at least, and sometimes well
above, pre-storm levels. Amoldy, et al. [1960] analyzed Explorer VI data throughout
the 16 August 1959 magnetic storm, and related the flux variations to the specific storm
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phases as defined by the Dst index. They found that the main outer zone peak, centered
at a radius of2.2-104 km (3 .4 5 R e), dropped from around 10 pulses/s during the main
phase, to 2 pulses/s during early recovery phase, and then climbed to 17 pulses/s during
the late recovery phase. Reportedly, the primary population being observed in the outer
zone were auroral electrons (~10s keV).
These early observations were made with the simplest radiation detection
instruments which did not discriminate between directly penetrating multi MeV
electrons, protons, or bremsstrahlung produced in the shielding by low energy (~20 keV)
electrons. The general consensus was that the outer zone was dominated by electrons of
auroral energies and the Geiger counters were primarily responding to bremsstrahlung.
This flawed assumption was corrected after thorough calibration tests and analysis of
;

Explorer 12 data revealed that: “the response of lightly shielded (~1 g/cm2) detectors is

r

|

largely due to direct penetration of the primary electrons, and our 1959 assumptions for

•

the tentative interpretation of Pioneer 3 and 4 observations in the outer zone are seen to
be invalid.” [0 'Brien, et al., 1962],

j

It wasn’t until more sophisticated instrumentation was flown that the response of

}
\¥
j

outer zone electrons to magnetic storms was clearly established with unambiguously

|

low energy component (50-100 keV) and high energy component (>1.5 MeV) of the

identified electron spectra. Using Explorer XII data, Freeman [1964] showed that the

t

outer zone electron population respond in fundamentally different ways throughout a
magnetic storm. During the main phase, the low energy component increases in intensity
while the high energy component decreases. During the recovery phase, the reverse
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occurs. Freeman reported that the time variations in the flux of the low energy
component were correlated with Kp, but those for the high energy component were anticorrelated.

6.3

Adiabatic Variations
The concepts of adiabatic invariants was well established at the time of the

radiation belts discovery, and they became a natural foundation for the subsequent
theoretical work on radiation belt dynamics. The following section discusses the
variations in the outer zone electrons which may be attributed solely to gradual
variations in the Earth’s magnetic field which allows all three adiabatic invariants to
remain conserved.
In their analysis o f the 16 August 1959 magnetic storm using Explorer VI data
i
I
f.
i

Amoldy, etal. [1960] noted that after the main phase ‘dumping’ of particles, the
following recovery of electron fluxes to beyond pre-storm levels was coincident with the

:

recovery of the storm time depressed magnetic field as indicated by increasing Dst.
Although they pointed out the potential significance of this relationship, they did not
|
*

postulate any explanation for it.
Realizing that the radiation belt electrons are trapped on magnetic field lines
which become distorted during magnetic storms, Dessler and Karplus [1960] proposed
that these distortions in the Earth’s magnetic field could be responsible for the observed
variations in storm time electron fluxes. However, Rosen and Farley [1961] concluded
after analyzing Explorer VI data, that the reversible betatron acceleration o f electrons

I
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associated with the magnetic storm modulated geomagnetic field could not fully account
for the flux variations observed. Some other irreversible process had to be acting as
well.
With this in mind, Dessler and Karplus [1961] sought to quantify the adiabatic
effect o f the storm time betatron acceleration on radiation belt particles. They assumed a
model storm diamagnetic ring current which acted as a perturbation to the quiet time
dipole field, and depressed the magnetic field around 4 Rg. Assuming the conservation
of all three invariants, they determined the variation in the particle energies with the
introduction o f a storm time ring current. They found that for a 90 nT main phase storm,
a particle initially on a drift shell positioned around 4 Rg would have its drift shell
displaced outward to 4.5 Rg, so as to conserve the amount of magnetic flux within its
i

i

drift shell (third invariant). Assuming conservation o f its first invariant, it would

|

consequently lose about half its energy as it moved into a region of diminished magnetic
field strength, resulting in a decrease in count rate for a detector counting electrons at a
fixed energy.

r

|

Mcltwain [1966] did a more extensive analysis o f this adiabatic effect over a long

|

period including several storm periods. He concluded that any non-adiabatic effects are

|

approximately o f second order relative to the reversible adiabatic ‘betatron’ effect, and

'

that in order to study these non-adiabatic effects it was crucial to accurately subtract off
the adiabatic effects. However, to do so would require an accurate magnetic field model
which is sensitive to the variations in the magnetospheric currents, o f which the ring
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current is particularly important because o f its coincidence with the particle population
being observed.
The most recent examination of this adiabatic effect is Kim and Chan [1997],
Using the Hilmer-Voigt [Hilmer and Voigt, 1995] and the Ding-Toffoletto-Hill [Ding, et
al., 1995] magnetic field models (both involve realistic external fields driven by Dst),
these authors modeled the adiabatic variations at geosynchronous orbit during a storm of
a magnitude comparable to the one studied in this thesis (Dstmi„ ~ -125 nT). They found
that near the end o f the main phase (Dst~ -100), the 1 MeV electron flux dropped by a
factor o f 55 from pre-SSC levels (Dst- -15 nT). They also concluded that because the
observed loss was greater than the theoretical adiabatic loss throughout the main phase
that the dominant loss mechanism was non-adiabatic. The authors also noted that this
type o f analysis o f adiabatic flux variations is applicable primarily throughout the main
phase o f a storm when the quiet time population within geosynchronous is expanding
outward to geosynchronous, but should be used cautiously during the recovery phase
when newly injected storm time populations are being brought into geosynchronous.

I
t
f

6.4

Non-Adiabatic Processes / Diffusive
When a distribution o f radiation belt electrons is perturbed by a force acting on a

temporal scale comparable to one of its fundamental periodicities (xO then its evolution
may be modeled by a special form of the Fokker-Planck equation as a ‘diffusion’ in the
corresponding adiabatic invariant (J;). This diffusion equation governs the time evolution
o f the distribution as the result o f a random walk, in small steps of AJ;, through a phase
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space defined by the three adiabatic invariants. This form of'diffusion' provides the
fundamental framework for radiation belt physics, and the following chapter is devoted
to its historical development and current status.

6.5

Non-Adiabatic Processes / Impulsive
There are many observed variations, both increases and decreases, which happen

on time scales too fast to be accommodated within the framework o f diffusion theory.
The Fokker-Planck diffusion equation is derived for, and is suitable to modeling the
effects of) electric and magnetic field disturbances which are small in comparison to the
zero* order magnetospheric fields. In discussing the behavior of an electron within the
context of radial diffusion, it is assumed that an electron drifting around the Earth along
s
;

its drift shell may be displaced inwards or outwards from its initial L by some small AL

9

«r

I

within a drift period due to the random action of localized fluctuating magnetospheric

I

fields. In contrast, for example, there are times when a globally coherent electric field

|>
I
■

may be impressed across the magnetosphere as the result of a rapid global
reconfiguration o f the geomagnetic field. In this case, an electron may experience a
relatively large displacement within a single drift period. This sudden radial transport, or
injection, would not be strictly amenable to the perturbative techniques o f radial diffusion
theory.
The most widely recognized case o f an injection to low L in recent years is that
o f the March 1991 event when ~20 MeV electrons were rapidly injected to L ~ 2.5 by
the globally coherent induced electric field associated with the dayside compression by
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an unusually large solar wand shock [Mullen and Gussenhoven, 1991; Blake, et al.,
1992; Li, etal., 1993].
In addition to the sudden inner transport described above, there is the well known
phenomenon o f rapid flux 'dropouts’, most frequently observed immediately following a
SSC. Such drop-outs may be partially attributed to ‘magnetopause shadowing’ [West,
1979], a phenomenon where electrons on closed drift paths become intercepted by an
inwardly displaced magnetopause (to within geosynchronous orbit in extreme cases)
during the compression o f the dayside magnetopause. A portion of these electrons may
scatter through the magnetopause and be lost from the magnetosphere.

6.6
|

High Speed Solar Wind Streams
The response o f the outer zone electron population to high speed solar wind

i
f
f
I

streams which has long been, and remains today, of great interest. It has long been
recognized that the high speed solar wind stream structure observed near Earth is

|

correlated with enhancements in the outer zone electrons [Williams and Smith, 1965;

\

Williams, 1966], These authors, using data taken near solar minimum, observed a 27-

r

|

day periodicity in the outer zone electron flux intensities. They also found that the

I

greatest variations in electron flux intensity were associated with the passage of

|

interplanetary magnetic field sector boundaries.
The launch of the first geosynchronous satellite (ATS 1) lead to numerous
correlative studies between MeV electrons and interplanetary conditions. Paulikas, et
a l [1968] examined the issue using data from near solar maximum and did not find any
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strong correlations. However, Paulikas and Blake [1976] re-examined the issue using
data near solar minimum and found evidence to support Williams [1966] earlier work.
The interval near solar maximum, with its stronger magnetic activity, obscured the
periodic solar stream structures clearly evident during the magnetically quiet times near
solar minimum. Paulikas and Blake [1979] performed correlations between daily
averages o f MeV electron flux and various solar wind parameters, and found the
strongest correlation with solar wind speed. The 27-day periodicity in MeV electrons at
geosynchronous, particularly approaching solar minimum, is well established [Baker, et
al., 1986],
More recent work has been devoted to trying to understand the actual
mechanism by which high speed solar wind streams may lead to the enhancements of
multi-MeV electrons in the outer zone. Li, et al. [1997a] examine the question of
'

whether entry of low energy solar wind electrons (20 keV) into the magnetosphere could

j
i
\

explain the increases o f -M eV electrons at geosynchronous correlated with high speed
streams. They reasoned that a 20 keV electron, if transported from the solar wind in to
geosynchronous orbit while conserving its first invariant, would betatron accelerate to
0.7 MeV. However, the phase space density o f 20 keV solar wind electrons was found
to be an insufficient source for populating geosynchronous altitude with 0.7 MeV
electrons. Thus, they argued, that since the solar wind streams correlated with the
geosynchronous MeV electron population,, there must be some internal acceleration
process which correlates with the streams, and indirectly links the high speed streams to
the MeV electron enhancements.
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There have been other studies examining the electron response to high speed
solar wind streams [Li, etal., 1997a; Hilmer, eta l., 1996], Li, etal. [1997a] provide a
detailed multi-satellite account o f the November 1993 storm. They discuss in a very
general way the various standard mechanisms which presumably contribute to the
electron dynamics (betatron acceleration, radial diffusion, precipitation, magnetopause
leakage). Hilmer, et al. [1996] examine 15 events interpreted as high speed solar wind
streams impacting the magnetosphere. They analyze plots of solar wind data and
electron phase space density derived from GPS and LANL satellite fluxes, and conclude
that in nearly all high speed solar wind stream events studied, that enhanced fluxes at
L=4.2 (GPS satellite) will follow enhancements observed at geosynchronous (LANL
satellite) assuming that there is a positive gradient in phase space density and that there is
;

sustained magnetic activity (Kp > 3) for 2 to 3 days following the solar wind pressure

)

pulse asssociated with the stream. The implication here is that associated with the

i
i>
«
I

increased magnetic activity are enhanced DC electric fields and/or field fluctuations
required to transport the geosynchronous electrons inwards to lower L.

I
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CHAPTER 7

RADIATION BELT DIFFUSION

7.0

Introduction
When radiation belt particles are perturbed by forces acting on temporal (or

spatial) scales comparable to at least one of their fundamental periodicities, their
evolution may be modeled as a ‘diffusion’ in the corresponding adiabatic invariant. The
theoretical treatment o f this 'diffusion' comprises the fundamental framework for
understanding radiation belt physics. Research in this field has largely proceeded under
the assumption that the dynamics may be viewed as comprised o f the two idealized
I
i
t
f
t

invariant is violated while the first two are conserved. In pitch angle diffusion, the first

f

and/or second invariant are violated while the third is conserved. This chapter highlights

independent modes o f radial and pitch angle diffusion. In radial diffusion, the third

the historical developments which have lead to the current paradigm of radiation belt
electron diffusion. The first two sections will cover the conceptual foundations for radial
and pitch angle diffusion, respectively. The third section will discuss how these two
modes o f diffusion are simultaneously modeled. The fourth section compares a number
o f semi-empirically derived radial diffusion coefficients, some o f which will be used in
modeling for this thesis. Because of the extensive coverage given here, the final section
will summarize the key points.
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7.1

Radial Diffusion
The framework for analyzing the three fundamental periodicities of motion for a

test particle in a magnetic field in terms o f adiabatic invariants was in place by the time
o f the discovery o f the radiation belts [Rosenbluth and Longmire, 1957], However, the
question o f how a distribution of radiation belt electrons would evolve when subjected to
a random perturbation of these invariants had not been studied. The perturbation of the
third invariant, or radial diffusion, was the first mode o f diffusion to be studied.
In a qualitative discussion, Gold [1959] suggested that radiation belt
enhancements occur following a solar eruption, during the ensuing magnetic storm, when
the solar particles migrate into the outer reaches of the belts (~ 5 Re) through relatively
small scale irregularities in the geomagnetic field which extend out into the interplanetary
magnetic field. At this time, it was not yet recognized that the solar wind existed as a an
omnipresent source o f solar plasma interacting and shaping the magnetosphere. Once
injected, Gold suggested (incorrectly) that the static non-dipolar components of the
geomagnetic field would be sufficient to lead to radial diffusion. He also recognized
(correctly) that externally driven magnetic variations would lead to greater radial
diffusion with increasing altitude. Gold emphasized that diffusion would proceed in both
radial directions, with outward diffusion leading to a loss through the outer boundary,
and inward diffusion leading to absorption by the atmosphere. However, Gold made no
reference to inward radial diffusion at constant first invariant as a mechanism for
energizing the particle population.
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Kellogg [1 9 5 9 ] avoided the difficult issue o f identifying the source at the outer
boundary (at ~ 5 -7 R e ) and focused on the mechanism which could redistribute and
accelerate the newly injected population. He proposed that fluctuating electric fields
(with zero time average) acting on longitudinally drifting particles would lead to radial
diffusion. With the assumption that the particles diffuse at a constant first invariant, he
concluded that the particles would realize a net energy gain only if they were drifting in
an azimuthally asymmetric, and not a symmetric, magnetic field. It was later shown that
the magnetic field need not be asymmetric to result in a net acceleration by inward radial
diffusion at constant first invariant [Falthammar, 1965]. Kellogg reasoned that the rate
o f radial diffusion would increase with altitude, and therefore, would lead to an inward
motion o f the flux peak. Although he did not introduce a transport equation to model
the time dependence o f the flux profiles, he did provide a rough estimate of a diffusion
rate. Two sources o f electric field suggested were the flute instability (which was never
shown to be a feasible source) and electromagnetic variations caused by magnetic storm
activity.
The problem o f modeling the diffusive transport of the radiation belt particle
population involved identifying the proper form of both the transport equation as well as
the diffusion coefficients embedded in the equation. The early attempts at modeling the
time dependent and steady state solution of the radiation belts [Parker, 1960; Herlofson,
1960] began with the well known diffusion equation as derived from Fick’s Law. Fick’s
Law states that the number o f particles passing through a unit area normal to the
direction o f flow per unit time (current density, j ) is linearly proportional to minus the
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gradient of the particle density ( p ). In the most general form, the proportionality
(diffusion) coefficient D may be a function o f the coordinates. Combined with the
continuity equation, Fick’s Law leads leads to the general diffusion equation:
(7.1)
Parker [1960] used the above diffusion equation for the first in-depth analysis of
radiation belt particle radial diffusion. Parker recognized that there were a large variety
o f geomagnetic disturbances which could significantly contribute to radial diffusion.
These included localized large amplitude geomagnetic fluctuations, global sudden
impulses (not associated with storms), and global storm sudden commencements (SSC).
To simplify the analysis, Parker chose to define the diffusion coefficient (D) in terms of a
specific form o f magnetic storm perturbation [Chapman and Ferraro, 1931], The
Chapman-Ferraro SSC model assumes an abrupt (on a time scale short compared to the
drift period o f the particles o f interest) initial phase of a magnetic storm in which a
transient solar plasma perturbation (the solar wind had not been postulated at the time)
impacts the dayside magnetosphere resulting in an asymmetric compression o f the
idealized (dipolar) geomagnetic field. This initial compression is followed by a more
gradual, azimuthally symmetric, relaxation o f the field back to its dipole configuration.
The abrupt asymmetric perturbation breaks the third invariant o f the particles, with the
individually drifting particles radially displaced by varying amounts depending on their
longitudinal drift phase. Parker analyzed the effects of a magnetic storm compression on
radiation belt particles by assuming an initial distribution of equatorially mirroring
particles gradient (VB) drifting in longitude along a constant B contour at constant

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

52

radius in an undisturbed dipole field. The compression is treated as a small asymmetric
perturbation which displaces the initial distribution o f particles a different radial amount
as a function o f longitude, on a time scale which is short compared to the drift period o f
particles o f interest. T-he initially singular (in radius) distribution is therefore spread out
into a broader radial band. Since the first invariant is conserved (the second invariant is
zero for equatorially mirroring particles), those particles which are displaced to smaller
(larger) radius drift paths on contours o f greater (lesser) B magnitude gain (lose) energy.
Based on this analysis, and an estimate o f the frequency o f magnetic storms, Parker
estimated that a particle initially positioned at a radius o f around 3.5 Re would take ~ 5
years to diffuse inwards about 1 Re. To evaluate the time dependence of an initial
population o f particles responding to a sequence o f storm compressions, Parker
introduced the following diffusion equation (which is in the form of Equation 7.1 in
cylindrical coordinates), where 2tcr cp (r,n) is the number of particles in dr following a
number o f storms (n).

I
\

dy 1 d (
dp'
^ = 7 V r ^ r)r—
d r.

(7.2)

It should be emphasized at this point, that in this analysis (and all others assuming
a dipole field), there is a very simple relation between the third invariant and the radial
coordinate r because the geomagnetic field is idealized as an azimuthally symmetric
dipole field (Chapter 4.5). Perturbing (or cbreaking’)a particle’s third invariant O by an
incremental amount AO may be equivalently expressed in terms of a perturbation of the
particle’s guiding center radius r by an amount Ar. It is because of this relationship that

i
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diffusion with respect to the third invariant can be treated with a diffusion equation and
coefficient given in terms of the particle’s radius r.
Parker eased the constraint o f strictly equatorially mirroring electrons to include
those mirroring ‘very close’ to the equator, enabling him to rewrite the above equation in
terms o f a volume electron density function vF(r,n). He then solved a generalized form
o f this “time” dependent equation and analyzed the evolution of an initial distribution,
showing that the flux peak diminishes in intensity as it travels inwards as a traveling
wave. He also solved for the steady state solution and used the results to predict the
radial profile of observed count rates. Parker predicted count rates that fell off as - r'12
to r*16 and which were claimed to be in agreement with the large radial variations
observed for r>4 Re.
The study by Davis and Chang [1962] was the first to formulate the problem o f
radial diffusion using the Fokker-Planck equation. The Fokker-Planck equation is o f
fundamental importance to statistical and plasma kinetic theory [.Ichimarn, 1973], as well
as to radiation belt diffusion theory. It describes the evolution of a one particle phase
space distribution function, _/[x,t), which varies slowly in time due to large numbers of
random perturbations of the phase space coordinates x. The Fokker-Planck equation can
be used to describe any general phenomenon that approximates a Markoff process - a
process for which temporal variations in f[x,t) depends only upon the instantaneous state
o f the system described by./[x,t), and not on any o f the details of how the system arrived
at that state. The Fokker-Planck equation (to second order in Ax) has the following
general form:
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where x = (x1, x2, ...) are the phase space coordinates and f=f(x,t) is the phase space
distribution function. Dk and Du are the Fokker-Planck coefficients defined below as the
expectation values per unit time of the mean displacement and mean square
displacement, respectively, o f the phase space coordinates. T'foAx) is the probability
that the coordinate x will change by an amount Ax in a time interval At.

Dk = — (*••• f Ax* vF(x,AxWAxI-"c/Axn s (Ax*)
At J J

(7.4a)

Da = -^ jJ ---J a x * A x / ^ (x ,Ax)d&x]•■■dAx" = ~(Ax* Ax')

(7.4b)
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Davis and Chang [1962] assumed a Chapman and Ferraro model of a storm

*

[
c
|
S

sudden commencement [Chapman and Ferraro, 1931], as did Parker [1960], but broke
new ground by using a Fokker-Planck formulation to model the radial diffusion. In
analyzing the evolution o f an injected particle population, they assumed the conservation
o f the first and second (J=0) adiabatic invariant. The third invariant was broken by the

|

magnetic storm compression which occurred on the time scale of the particle drift

;

period. The form o f the Fokker-Planck equation used by these authors was the
following:

-IrM
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where <p (r,n) dr is equal to the number of particles (guiding centers) in dr at equatorial
radius r following n storms. Di=<Ar> and D2s<(Ar)2>/2 are the guiding center’s mean
radial displacement and mean radial displacement squared per storm. Davis and Chang
point out that Parker’s expression for <Ar> needed to be carried out to higher order to
obtain the proper non-vanishing Fokker-Planck diffusion coefficient. Because o f the
non-vanishing Di, Davis and Chang’s steady state solution differs greatly from Parker’s,
leading to much higher fluxes at small radii. Davis and Chang realized that this diffusive
process would be most significant for particle energies on the order o f .1-10 MeV, and
that the existing thermal plasma would not be affected.
Modeling radial diffusion in the radiation belts began with a simple diffusion
equation with a single diffusion coefficient [Parker, 1960], and was soon followed by a
Fokker-Planck equation with the two transport coefficients Di and D2 [Davis and
Chang, 1962; Nakada and Mead, 1964], The determination of the mean displacement
<Ar > is found to be quite intractable for all but the simplest perturbation models, but
neglecting it makes considerable difference in the solution to the diffusion equation
[Davis and Chang, 1962].
Fortunately, Dungey [1964] and Falthammar [1966] derived a relationship
between < Ar > and < ( A r)2 > which allowed the diffusion equation to be written in
terms o f only the more simply derived < ( A r)2 > coefficient. Falthammar [1966]
derived the following explicit relationship between the two Fokker Planck coefficients:
Dx= r —

r

f-|

; where Di =<Ar> and D2=<(Ar) >/2 .
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With this relationship, the two term, one dimensional Fokker-Planck equation for radial
diffusion o f equatorial mirroring particles in a dipolar magnetic field reduces to:
df
dt

2 d A df
r dr /
dr

(7.7)

Up until this point, diffusion coefficients had been derived from the limited type
o f magnetic disturbance associated with SSCs. Since the time scale between magnetic
storms can be months, radial diffusion was envisioned as a process which involved
months to years to lead to any significant redistribution and energization of radiation belt
particles. Falthammar [1965] made the important step of establishing the theoretical
form o f the diffusion coefficient in terms o f the power spectra (non specific) o f both
electrostatic and electromagnetic field fluctuations.
His analysis begins with the guiding center drift equation for equatorially
mirroring particles:
A = - — j-x ( g £ -//V 5 )

(7.8)

where E is the disturbance electric field and B is equal to the unperturbed magnetic
dipole B0 plus the disturbance magnetic field b. To first order in the disturbance fields
(E and b), the guiding center equation of motion in the radial direction is:

dr f
dt \

£ p(r0,<p,t) ^ Q 0r0 d b (r0,<p,t)'
B0
3B0
dcp

(7.9)
«*=CV-a

where H is the azimuthal (<p) drift frequency, and the quantities subscripted with “o” are
evaluated in the unperturbed dipole field. After assuming general series forms for the
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perturbation fields, and performing the proper time averaging integrals, and so forth, the
coefficients <Ar> and <(Ar)2> may be found.
For electrostatic perturbations represented by a Fourier expansion in the
azimuthal angle <p o f E , the mean displacement <Ar> is shown, after an involved
derivation, to vanish. The mean square displacement < (Ar)2 > after a much simpler
derivation, leads to a non-vanishing result. These results are given below [.Falthammar,
1965]:

(A r) = 0

;

((Ar)2) =

(7.10a)

where,
Gn(r,

r)) = 4 f E^,(r0, t)E^(r0, t + r) cos(ror)rfr

(7.10b)

The coefficient < (Ar)2 >=2Drr is related to the sum over all the harmonics of the spectral
power density G„(nn) o f the electrostatic field fluctuations , E^ =

- (E^n) , evaluated

at the same harmonic drift frequency of the diffusing particle. For the dipole field in the
equatorial plane (r/R^L), the diffusion coefficient may be expressed as

!
>

D?L = -£p'Z G .(L ,n C K M .I-j)

(7.11)

(1=1

Thus, the only p (energy) dependence in D El l is through the dependence of Gn on the
particle's drift frequency which is a function of p and L(r). This form of D El l is quite
general in that the form o f the spectral power series is not specified. Examples of D Ell
for specific spectra are presented in Chapter 7.4.

i
R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

58

Following the same formalism as for the determination of the electrostatic
coefficients, Falthammar [1965] determined the mean and mean square displacements
from the magnetic field perturbations associated with inductive electric field fluctuations
The perturbing magnetic field (b) was decomposed into an azimuthally symmetric (S)
and asymmetric (A) component, and was constructed to be curl free. This extended the
previous work on magnetic disturbances which dealt with a very specialized type o f
disturbance (sudden commencements.) The final result for the mean and mean square
displacement is:

(7.12a)

where,
(7.12b)
The coefficient < (Ar)2 >=2Drr is related to the spectral power density Hi(Q) of the
asymmetric component o f the perturbation magnetic field at the particle azimuthal drift
frequency. For the dipole field in the equatorial plane (r/RE=L), the radial diffusion
coefficient may be expressed as:

(7.13)

This form o f D Ml l is quite general in that the form o f the spectral power function is not
specified. Falthammar [1966] analyzed DMl l for two limiting cases o f the magnetic
fluctuation spectrum H. He found that for a spectrum consisting of magnetic pulses with
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a short rise time and very long duration relative to the particle azimuthal drift period (as
is the case for the modeled SSCs), that Hi varies as Cl'2 and therefore cancels out all p
(energy) dependence o f D Ml l - However, a spectrum with both a short rise time and of
short duration leads to a coefficient dependent on p (energy) and with the same L
dependence as D

El l , D Mll ~ P 2L 6 .

Examples of D Mll for specific fluctuation spectra are

presented in Chapter 7.4.

7.2

Pitch Angle Diffusion
Considerable detail has been paid to the historical development of radial diffusion

as a source o f radiation belt particles. In any dynamic process where sources are
involved, sinks are also necessary to maintain a dynamic equilibrium. It is recognized
that Coulomb collisions in the atmosphere pitch angle scatter radiation belt electrons into
their loss cone, causing them to precipitate from the magnetosphere [ Walt, 1966], Early
work modeling this dynamic balance o f sources and losses assumed atmospheric
collisions to be the dominant scattering process [Walt and MacDonald, 1961], and this
has been shown to be true for L<1.25 [Walt and MacDonald, 1964]. However, an
extreme discrepancy existed between observational data which suggested a decay time of
~5 days for outer zone electrons [Roberts, 1969] and theoretical estimates o f a decay
time o f thousands o f years due solely to atmospheric collisions [Schulz and Lanzerotti,
1974], This discrepancy lead researchers to propose non-collisional processes, classified
as wave-particle interactions (WPI), as the dominant scattering mechanism.

*
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A detailed discussion on the theory of plasma waves is beyond the scope of this
work, but the essential elements necessary for a rudimentary understanding of pitch angle
diffusion o f radiation belt electrons will be presented here. Two fundamental plasma
frequencies of importance are the electron plasma frequency and the electron cyclotron
frequency. The electron plasma frequency, Qpes (nee2/meSo)1/2, gives the natural
frequency of electron plasma oscillations arising from charge-density (ne) disturbances.
The electron cyclotron frequency,

IeB/iruc I, gives the frequency with which a cold

plasma electron o f mass me and charge e gyrates about the ambient magnetic field B.
The plasma filled magnetosphere sustains many types of waves, from super high
frequency (GHz) to ultra low frequency (Hz) electrostatic and electromagnetic waves.
Some o f the early work presented observational evidence for WPI-induced electron
precipitation by electrostatic ion waves in the 0.4-15 kHz frequency range [Scarf, et al.,
1965, Paulikas, e t a l , 1966,Koons, etal., 1972]. Others suggested that
electromagnetic ion-cyclotron waves produced by ring current protons could lead to
significant storm time relativistic electron precipitation [Thome and Kennel, 1971;
Vampola, 1971], However, the main focus of research on radiation belt electron WPI
has been on waves commonly referred to as whistlers, and these shall be discussed next.
The following discussion on whistlers and WPI is quite general and is covered in
many magnetospheric texts [Lyons and Williams, 1984; Kivelson and Russell, 1995]. A
whistler wave is an electromagnetic wave which may propagate at an arbitrary angle (0)
to B0 at a frequency ©, with co < Qce- It is a 'right-handed' wave which means that its E
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component rotates about B„ in the same sense as an electron (clockwise looking along
the direction o f B0), and is exactly circularly polarized for parallel propagation (0=0°).
Lyons, etal. [1972] states that although lightning has been identified as a source
o f whistlers, the wave energy generated naturally within the magnetosphere dominates
the wave spectrum. However, the significance that lightning generated whistlers plays in
radiation belt dynamics is still unresolved [Jasna, et al., 1990], Regardless of its origins,
whistlers have been observed to be continuously present throughout the plasmasphere at
significant levels [Thome, et al., 1973],
Since both electrons and whistlers are right hand polarized, there is the
opportunity for a cyclotron-resonant interaction between them. The resonance condition
is given as
to - k||V|, + NQce/Y = 0

(7.14)

where kg is the wave propagation vector parallel to B0, v,j is the electron parallel velocity,
y is the relativistic correction factor, and N is zero or integer (positive or negative). The
wave frequency (oo) and propagation vector number (k) are related through the whistler
dispersion relation. For N=0, the wave's parallel phase speed equals the electron's
parallel speed and the wave interacts with the electron via Landau resonance. When the
resonant condition (7.20) is satisfied for N*0, the wave and electron are said to interact
via cyclotron resonance and N labels the resonant harmonic frequency. For the case
where N<0 and © < NQce/y (© < n cc is true for whistlers by definition), the wave
frequency must be Doppler shifted upward by k||V|| to equal N n ce/y in the electron's
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reference frame. To do so requires that the wave and electron to be traveling along the
magnetic field line in opposite directions (k||Vn<0).
When whistler waves and electrons resonantly interact, there is inevitably energy
exchanged to some degree. However, Kennel and Engelmann [ 1966] showed that for
conditions within the plasmasphere, where the cold plasma densities are high and the
whistler wave frequency co «

, the whistler’s electric field component is negligible

compared to its magnetic field component. The simplest case o f a parallel propagating
whistler with its electric component neglected leaves only a perpendicular magnetic
component to perturb the electron. The result is therefore to alter the electron's parallel
momentum (scatter its pitch angle) while leaving its energy unchanged.
The relevance of this process for pitch angle scattering MeV electrons into the
atmospheric loss cone, thus permanently removing them from the magnetosphere, was
first suggested by Dungey [1963]. Dnngey estimated the extent of pitch angle scattering
from this proposed resonant interaction, and did so as a function of L. He concluded
that whistler interaction with MeV electrons would be significant throughout the interval
2<L<4, and could explain the decay of electrons in this region leading to the ‘slot’
between the inner and outer belts.
Since WPI is presumed to be a stochastic process in which a random background
o f wave fluctuations scatter an electron's pitch angle (a) by a small amount during any
one resonant interaction, it may be described by a Fokker-Planck equation analogous to
that discussed for the radial diffusion process [Kennel and Peischefc, 1966], As was the
case for radial diffusion, the Fokker-Planck equation defines two coefficients, <Aa> and
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<(Aa)2). Kennel and Petschek argue that the original Fokker-Planck equation may be
reduced to a simple form with a single diffusion coefficient, Ds((Aa)2) / A t.
Roberts [1968] derived a crude expression for a pitch angle diffusion coefficient
by assuming a purely parallel propagating whistler wave and ignoring its electric
component. This leads to a simple form of the Lorentz equation giving the change in the
electron's parallel momentum (and hence, pitch angle) in terms of the whistler magnetic
component. After performing the appropriate integrations and considerations for a
spectral distribution o f waves with a peak value of 10'10 nT2/Hz at the resonant
frequency, Roberts arrived at an 'order of magnitude' estimate of D=10‘<s sec'1. With the
approximation that the decay lifetime o f an electron is the reciprocal of D, Roberts
estimated a lifetime o f about 10 days. As seen in Figure 7.1 [Roberts, 1968], this
lifetime is in agreement with observations for >0.5 MeV electrons at L>3 which were
obtained during the early 1960s.

> 0 .5 MEV ELECTRONS
• -U C S 0 EXP 15
0 - 8 TL EXP 15

— I YEAR

0 - 8TL TELSTAR I
& -8 T L EXP 2 6

I MONTH
lli

1 WEEX

L

Figure 7.1 : Empirical electron lifetimes [Roberts, 1968].
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Much of the early theoretical work on whistler-mode resonant interactions with
electrons assumed for analytical simplicity that whistlers propagated parallel to the
ambient magnetic field [Kennel and Petchek, 1966; Roberts, 1968]. This restricted
wave-particle interactions to the fundamental (N = -1) resonance only. However,
whistlers have been observed to propagate within a wide band of wave-normal angles
[Thome, etal., 1973].
Although there had been earlier suggestions that electron scattering by whistler
waves could explain the slot formation [Dungey, 1963], it had not been rigorously
shown how the observed wave power spectra could lead to the observed decay over the
wide range o f energies for which it is observed. Lyons, et al. [1972] found that the
intensity o f pitch-angle scattering required to explain the rate of electron precipitation in
the slot region could be obtained for a wide of energies only if the electrons were
allowed to diffuse at the Landau resonance plus all the cyclotron harmonic resonances
throughout the electron bounce motion. This resonant diffusion could occur only if the
plasmaspheric whistler waves were assumed to propagate obliquely to the ambient
magnetic field.
As will be discussed in Chapter 7.3, the problem of modeling simultaneous radial
and pitch-angle diffusion is a very difficult task, and a compromise which is usually
followed is to reduce the problem of pitch-angle diffusion to a simple exponential loss
rate represented by an electron decay lifetime, x.
Lyons, etal. [1972] determined the lifetimes o f electrons as a function ofL, and
energy (20-2000 keV) assuming both Landau and cyclotron resonances (at all
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harmonics) with obliquely propagating whistlers. This procedure first involves
determining the total pitch-angle coefficient (D«) as a function of electron energy and
equatorial pitch-angle. In this notation, x is equal to the cosine of the equatorial pitch
angle. The coefficient Dxx includes the effects of the Landau resonance and all cyclotron
harmonic resonances, averaged over the electron's bounce motion. The coefficient
satisfies the pitch angle diffusion equation (which assumes a dipole field) given as
Equation 7.24 (Chapter 7.3). The electron lifetime t is defined as:

r=-

1d fY
, / d t.

(7 .1 5 )

where./[x,t) is the solution to Equation 7.24. To simplify the solution, the assumption is
made that the time and pitch-angle dependence of/(x,t) are separable,

= F(t)g(x).

This assumption is somewhat justified by the work by Roberts [1969] who showed that a
transientl distribution with an arbitrary pitch-angle profile (i.e., following an injection)
will rapidly decay to a time independent pitch-angle profile g(x) which will then
exponentially decay in magnitude with some characteristic lifetime x, F(t)~exp(-x).
An example o f these lifetime results is provided in Figure 7.2(a,b) [Lyons, et a i,
1972]. The left panel shows the theoretical lifetimes (days) plotted versus L for a range
o f electron energies from 0.02 to 2.0 MeV. The derivation o f these lifetimes assumed a
whistler spectrum which peaked at 600 Hz with a width of 300 Hz and a peak amplitude
o f 35 pT. A cold plasma density radial profile of n= (1000 cm'',)(4/L)'4 was assumed.
Shown in the right panel are the theoretical lifetimes (days) plotted versus L for 0.5, 1.0,
1.5, and 2.0 MeV electrons compared with lifetimes inferred from observations following
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a large injection event. The lifetime results from Lyons, et al. [1972] will be used in this
thesis.
10*
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Figure 7 .2 a : Theoretical electron lifetimes
[Lyons, et al., 1972].

7.3

Figure 7.2b : Theoretical and empirical electron
lifetimes [Lyons, eta l., 1972],

Multi-modal Diffusion
The simplifying result derived for the one dimensional (radial) Fokker-Planck

equation which corresponds to the violation o f the third invariant (Equation 7.7), was
generalized to n-dimensions by Haerendel [1968] to handle the case in which more than
one invariant is violated. For instance, one may have the situation o f simultaneous pitch
angle and radial diffusion where the second and third invariant are violated. For multi
modal diffusion, Haerendel shows that the general form of the diffusion equation for
radiation-belt particles is:

^f{,x»^) L y y ^
dt " i r j 0 x t

3 D X ,X , '

dX,
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where,
(A *. A * ,)
2Ar

<?{x>,x 2 , x . )

(7.16b)
'

The distribution function_/(X,t) is the phase-averaged particle distribution function. Equation
7.18 is represented in terms of any general, non-canonical, set of coordinates, X.

The

Jacobian, 3 , handles the transformation between the canonical and non-canonical set of
variables. If the three coordinates X are the three adiabatic invariants, then the 3 equals a
constant and cancels out of the Fokker-Planck equation.
Solving the full diffusion Equation 7.18 is not only computationally expensive and
difficult, but is also unrealizable in a practical sense because of the lack o f theoretical
understanding of, and experimental evidence for, all of the diffusion processes represented by
all the components o f the diffusion tensor D.
I
"The general problem, with all diffusion mechanisms acting together in
an asymmetric field is multi-dimensional, with some of the diffusion
mechanisms controlling more than one variable at the same time. It
turns out to be impossible to find for this general case an appropriate set
of variables each one of which is controlled independently by just one of
the interaction mechanisms. ... Simplifications have to be introduced."

[Roederer, 1970, pi 25]

An assumption which is most often made, leading to significant simplification, is that
the process leading to the violation of one adiabatic invariant is uncorrelated with the process
responsible for the violation of another. This means that the cross-coefficients Druj, with Jj
not equal to Jj, are either zero or negligible. These leads to the simplification o f Equation
7.18 to Equation 7.19 below (in terms of the adiabatic invariants) :
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df
4a tr - *■?d
z - ' j t D j‘j' d J .

(7.17a)

where,

(7.17b)

D„ =

Most theoretical work to this date make the simplifying assumption that the dynamic
processes of concern are described in terms of two independent modes of diffusion. One
mode is radial diffusion which results from the violation of the third invariant. In this case,
the variable J3 is transformed to the variable L, resulting in the following equation (compares
with Equation 7.7):
r-2

dt

dL

df

D“ L~ a t

(7.18)

The second independent mode is pitch angle diffusion at constant energy which
results when either or both of the first and second adiabatic invariants are violated. In this
case, it is most practical to transform the variable Ji to x^coscco, the cosine of the equatorial
pitch angle (with yssincto), resulting in the following equation, where T is a bounce averaged
integral specific to the dipole field [Schulz cmd Lcmzerotti, 1974],
¥
dt

/
d x T(y)
xT(y) dx L y 3

(7.19)

&

The above two diffusion equations govern the idealized cases of pure radial
(Equation 7.20) and pitch-angle (Equation 7.21) diffusion proceeding independently of
one another. A more realistic scenario would involve the superposition of these two

1
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diffusion processes. The equation governing this bimodal process is [Schulz and
Lanzerotti, 1974].:
Du^df_
? L =I}±
dt
dL L2 dL MJ

1
x N z(x) dx

(7.20)
E.L

The form o f the diffusion equation most widely used to describe the outer zone electrons
is a reduced form of the above. Assuming that the pitch angle diffusion process may be
approximated as leading to an exponential decay expressed by a lifetime constant x (see
discussion immediately following Equation 7.17), the above equation may be reduced to
the following form:

dt

dL

L
T

(7.21)

This is the 1-dimensional equation which has been (and still is) widely used in empirically
modeling the radial diffusion process and its coefficients D ll - a topic which is addressed in
the following section. It will also be used in the analysis for this thesis (Chapter 14).

7.4

Radial Diffusion Coefficients (Semi-empirical)
Chapter 7.1 examined the theoretical form o f the radial diffusion coefficient

which arise from both potential

( D Ell )

and inductive ( D Ml l ) fields which fluctuate at a

frequency in resonance with a particle's drift frequency. The total radial diffusion
coefficient is expressed as a sum of these two contributions,

D ll ~ D Ell + D Ml l ,

where

the superscripts refer to the component resulting from the electric (E) and the magnetic
(M) fluctuations. The empirically derived coefficients fall into three categories: those
derived from magnetic field data ( D Mll ) , electric field data ( D e Ll ) , and particle data
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(D Pll). Coefficients derived from particle data should include the diffusive effects from
both electric and magnetic fluctuations, and thus in principle, D Pll = D ll. The
coefficients discussed in this section will be included on a composite plot at the end of
the section for comparative purposes.
Historically, the most frequently cited observation in support o f radial diffusion
o f the outer zone electrons is a data set from Explorer 14 involving a single
omnidirectional, integral energy channel o f>1.6 MeV electrons [Frank, etal., 1964;
Frank, 1965]. It is the "systematic movement o f the inner edge o f the intensity profile
from L=3.8 to L=3.3" exhibited in Figure 7.3 [Frank, et al., 1964] which has become the
‘classic’ signature o f radial diffusion. Shown are flux profiles (J0 vs L) for a day

EQUATORIAL INTENSITIES OF ELECTRONS, E 2 1.6 MeV

A

I4567-

DEC. 7, 1962
DEC. 20
DEC. 23
DEC. 29
JAN.8 ,1 9 6 3

(cm - see)

Figure 7.3 : Classic flux profile signature o f radial diffusion [Frank, et al., 1964],

n
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preceding the storm enhancements (curve 1, Dec 7) and four days following the storm
(curves 4-7) showing the inward motion o f the inner edge (with the steep positive
gradient). This data set [Frank, 1965] was later used in the first determination o f D Pll
discussed later in this section.
After separately discussing the various derivations o f D Ml l ,

D El l ,

and D Pl l , a

composite plot of the various determinations of D ll will be made for comparison.

Derivations of D Mll
Nakada and M ead [1965] used a survey of the frequency and amplitude o f storm
sudden magnetic commencements (SSC) over a three year period beginning in 1958 to
arrive at the following diffusion coefficient expression: 2 D Ml l = <(Ar)2> =0.031 R*2
(r/b)10 R£2/day, where b is the stand-off distance used in the Mead model. (Care must be
taken when comparing diffusion coefficients; Falthammar [1966] shows that <(Ar)2> =
2 D ll,

where D ll is the more frequently quoted parameter.) Nakada and Mead derived

this diffusion coefficient independent of particle species, and therefore has relevance to
electrons despite the fact that their modeling focused on outer zone protons.
Starting from the general formalism introduced by Falthammar [1965] (i.e.,
Equation 7.15), Schulz and Eviatar [1969] developed an expression for DMl l assuming a
Mead field model [Mead, 1964] specified by various parameters [magnetic activity
dependent: standoff distance (b), series expansion coefficients (Bi,B 2); and constant
dipole moment (B0)]:
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21B0B J

L10

(7.22)

pz is the spectral density o f field fluctuations (at drift frequency Q3) assumed to be
azimuthally symmetric about, and parallel to, the z component of the main field.
Lanzerotti and Morgan [1973] calculated D0=L*10 DMl l from ground
measurements o f ULF magnetic field fluctuations near L~4 at conjugate points in the
two hemispheres. They began with the theoretical form of DMll (Equation 7.24)
developed by Schulz and Eviator [1969], with a quiet time stand-off distance (b=10 Re).
Using a semi-empirical expression relating field fluctuations at L~4 on the magnetic
equator to those observed at L~4 on the ground, they transformed Equation 7.24 to
accommodate their measurements. They found that D0 depends on p. (or energy) and L
through the relation (L/p)(s'2v2, where s is the logarithmic slope of ground based power
law fluctuation spectrum. Only in the special case o f s=2 is DMu. independent of energy.
Lanzerotti and Morgan experimentally found that s typically varies between 1 and 3, so
that D0 was often independent of energy, or was only slightly directly or inversely related
to energy. By analyzing nearly three weeks of data, Lanzerotti and Morgan determined
DMll as a function of magnetic activity (using the daily average K index from a single
station, Fredericksburg, =<KFR». They determined Dml l separately for local daytime
and nighttime sectors and found the daytime values to be somewhat larger than the
nighttime values. By averaging the two, they obtained an azimuthal drift averaged value
ofD MLL- Figure 7.4 [Lanzerotti and Morgan, 1973] shows this averaged value o f D0=
L'10 DMl l for 750 MeV/G electrons plotted against (KFR). An estimated *best fit' line
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(not included in their original figure, but performed for this thesis) is superimposed over
the data points, and is given as:
D0=10 °-75<KFR>-10-2 (from L=4)

(7.23)

O
e
9

s

-B

Figure 7.4 : Dependence o f D”„ on Kp (L=4)
[Lanzerotti and Morgan, 1973].

|
Ii
|
|
f
i

Figure 7.5 : Dependence o f DM0 on Kp (L=6).
[Lanzerotti, etal., 1978],

Beginning with the same theoretical formalism as Lanzerotti andMorgan [1973],
Lanzerotti, et al. [1978] calculated D0= L'10 DMl l from geosynchronous measurements.
They determined D0 from data obtained from both the daytime and nighttime local time
sectors as a function o f the half-day sum of Kp (=SKp), and found the nighttime sector
result >10 times larger than the daytime result. They seriously considered only the D0
derived from the daytime sector because the magnetic field model used in the derivation
does not include the effects of significant substorm activity which inevitably influences
the nighttime fluctuation power spectra. In Figure 7.5, both the daytime (unfilled
symbols) and nighttime (filled symbols) values o f D0= L'10 DMll for 115 MeV/G (circles)
and 500 MeV/G (triangles) electrons are plotted against SKp. A least squares fit line for

i
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the D0 determined from the daytime measurements (not included on the original figure,
but presented analytically in the text) is given as:
Do=10 007(SkP>-9-6

(7.24)

and is superimposed upon the data points (bottom solid line). It is interesting to note
that later work [.Lanzerotti and Wolfe, 1980] gives more credence to the nighttime
determined D Ml l ( L = 6 . 6 ) which are comparable with the D El l ( L = 6 ) determined by
Holzworth andMozer [1979] from data taken on the same day and in the same local time
(nighttime sector). Because o f the significance later attributed to the nighttime
determination o f D0, a 'best fit' line has been estimated for these data as well, and is
included in Figure 7.5 (top solid line). For the sake of consistency with Lanzerotti and
Morgan [1973], an average o f the daytime and nighttime 'best fit' line was made and is
included in Figure 7.5 (dashed line). The line is parallel to the original referenced line for
|

the daytime derived D0 (Equation 7.24) and is given as

jj

Do=10 °-07(SkpHi-5

(7.25)

i

i
Derivations of D

1

i
i

ll

Beginning from the general results o f Falthammar [1965] (Equation 7.12),

■

Cornwall [1968] derived a form o f D \ l specific to substorm convection electric field

|
ij

fluctuation spectra. He assumed a pulse spectrum characterized by rapid rise times and
exponential decays (with decay time T) and arrived at the following expression:

)E
LL

1
” 4

I

T
B0

J

_l + (fflD7 7 2 )2 _
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\ ~xn(7.26b)

VelFRl)

where ©d is the electron drift frequency,

is the root mean square of the fluctuating

electric field amplitude, B0 is the dipole moment 0.311 G, and E0 is the electron rest
energy. This result o f Cornwall will be used to determine D Ell for the diffusion
modeling in this thesis.
The study by Holzworth andMozer [1979] is the only work to date which
evaluates D Ell directly from electric field measurements. They determined D Ell as a
function o f wave frequency (corresponding to particle resonant drift frequencies, v) from
simultaneous data sets taken at six balloon launch sites spaced in longitude at auroral
latitudes (L~6). Since these were measurements o f ionospheric electric fields, it was
necessary to map the fields back to the equator to determine D Ell for equatorially
mirroring electrons. A major assumption when mapping the fields back to the equator is
that there are no significant field aligned potential drops or inductive electric fields. The
|

quiet magnetic conditions throughout this balloon campaign helped mitigate any such

^

problems with the mapping. Following the general formalism o f Falthammar [1965]
(Equation 7.12), the azimuthal components of these mapped fields were Fourier
transformed in space and time, with the resulting power spectra used to determine D Ell Holzworth and Mozer found for this magnetically quiet time period, at L~6, that:
D Ell( v )= 1 4 .0

v 11 day'1

where v is frequency in cycles/hr.
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Derivations of D Pl l
The data set published by Frank,et al. [1964] was used in the first semi-empirical
derivation of a radial diffusion coefficients for the outer zone electrons [,Newkirk and
Walt, 1968]. Newkirk and Walt assumed radial diffusion at constant first and second
invariant, and using the one-dimensional Fokker-Planck equation for radial diffusion
(Equation 7.23), and a functional form o f D ll = DoLm, determined the values of the
diffusion coefficient D0 for various values o f m. They assumed a lifetime x o f 20 days
independent o f energy and o f radius (for r>2.1

R e ).

In order to model the diffusion

equation, the omnidirectional, integral energy channel had to be converted into a phase
space density/ at fixed first and second (J=0) invariant. S i n c e L ) at fixed p. spans an
•

energy range over an L interval, this conversion from a fixed integral energy channel

f
\

involved significant assumptions about the energy spectra over this range o f L. The

;

initial p. dependence o ff was specified by choosing an exponential spectrum to fit the

|

data at L=4, and then forced the remaining spectra (as a function of L) to fit the

f
j

distribution required by the conservation o f the first two invariants. (This seems like

|

'fixing' the spectra to fit the theory, but with only one channel there were no other viable

[
\
•

alternatives). With this specified initial f and boundary conditions that/ vanish at L=1
and L=8, and the specified functional form o f D l l , the Fokker-Planck equation was
integrated by explicit, finite difference algorithms. The parameters for specifying D ll
were adjusted to yield the best fit to the data. The resulting form of diffusion coefficient
w a s:
D ll

= 5-1 O'9 L10 day1.

I
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(7.28)

As acknowledged by Newkirk and Walt, this analysis does not necessarily
‘prove’ radial diffusion, but simply shows that if the data is interpreted within the context
o f radial diffusion conserving the first two invariants, and all the assumptions made are
valid, then the above quoted diffusion coefficients may be deduced from the data.
It is interesting that a later analysis [„Lanzerotti, et a l, 1970] deduced a radial
diffusion coefficient for the same storm period. Contrary to Newkirk and Walt’s [NW]
admission that their analysis did not constitute a ‘proof o f radial diffusion and need not
rule out other possible scenarios, Lanzerotti, et al. [LMS] state that the results of NW
allow one to "positively state that the data indicated a diffusive, rather than a convective,
inward movement." The study by LMS was based upon two omnidirectional, integral
energy electron channels (>0.5 and >1.9 MeV) from a different satellite than that ofNW.
This was an advantage over NW 's work in that assumptions about the spectral
dependence was partially avoided (LMS used both an exponential and a power law fit to
their two energy channels). That this is o f great significance is highlighted by the
observation made in LMS that the >0.5 MeV electron flux showed no evidence of radial
diffusion (no inward-moving leading edge) contrary to that of the >1.9 MeV electron
flux. This can be seen in Figure 7.6 [.Lanzerotti, et a l, 1970] where the >0.5 MeV flux
channel is plotted in the left and the >1.9 MeV flux channel in the right panel. The five
flux profiles shown are for the same days as shown in Figure 7.3. By assuming the
specific spectral dependence that they did, NW automatically built into their solution a
>0.5 MeV electron population exhibiting the same ‘radial diffusive’ properties as the
>1.6 MeV electrons. LMS emphasize the importance o f reconciling the two disparate

i
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temporal profiles of the >0.5 and >1.9 MeV electrons, although this was not attempted
in their work. LMS assumed the same functional dependence of the radial diffusion
coefficient as NW, but placed no restriction on the radial dependence o f the decay
constant. For their final result, LMS made the assumption that D ll= D 0 L10, and found
that D0 ranged from 1.4-10'9 to 4-10'9 day'1 for 300 to 1000 MeV/G electrons,
respectively. For 550 MeV/G electrons:
DPll = 8.0-10*10L10 day'1

(7.29)

Figure 7.6 : Flux profiles {>0.5 MeV, left; >1.9 MeV, right) used to infer Du. [Lanzerotti, e t al., 1970],

The great uncertainties in deducing D Pll in such studies arise not only from the
assumptions made and methods o f solutions, but also in the particle measurements
themselves. LMS points out the tremendous discrepancy in the measurements made
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from the two different (but near equatorial) satellites, measuring essentially the same
electrons, for the same time period. Although the data used in both studies (> 1.6 MeV
for NW; >1.9 MeV for LMS) show that the electron fluxes have a minimum at L - 3.4
and a maximum at L ~ 4.4, the data used by LMS show a ratio o f j(L=4.4) / j(L=3.4) to
be a factor of -100 times greater than that for the data which NW use (see Figure 7.6).
The most recent determination of a radial diffusion coefficient [Selesnick, et al.,
1997] was made by analyzing a -3 month period when the magnetosphere was relatively
quiet. The standard diffusion equation (Equation 7.23) was used, with the following
functional forms ofDu. and t assumed: D ll=D 0(L/4)“ ; T'l = T0'1(L/4)m. The boundary
conditions were chosen such that_/=0 at L=1 and L=8. The L used was the Roederer
i

generalized L*, calculated with the Tsyganenko-89 (Kp=2) magnetic field model. The
time dependent diffusion equation was used to propagate the initial distribution forward

|

in time, and the four parameters used to define D ll and x were adjusted to provide the

ti
j-

best fit to the data. The derived parameters for D ll were Do=2.1-10 days', n=l 1.7; and

I

for x,

^

first invariant (p. = 6000 MeV/G) which corresponds to an energy range of 3 to 8 MeV

|
I

over the L range of 6 to 3, respectively. This is a much higher p compared to the other

;

p considered in the comparison of D ll, and since it is not clear how such a result scales

to*1=5.0-10'2 days'1,

m=7.6. This analysis was performed for a single value o f the

with p, it will not be included in the composite plot.
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Comparison of Dll
The following table summarizes the D ll determinations discussed in the
preceding section. The first column gives a reference number which corresponds to the
reference number in the symbol key of the composite plot D ll (Figure 7.7). The second
column gives the reference for the expression given in the third column. The fourth and
fifth columns give the L and (j. (or energy) range for which the D ll was determined.
Table 7.1: Radial Diffusion Coefficient Summary
R ef#

Reference

Expression

L

H or Energy

1.M

Nakada and Mead, 1965

D llL '10= 0.015 R,-8

3-6.6

N/A

*2.M

Lanzerotti and Morgan, 1973

Du.L-lo=10°7SKFR- 10-2

4

750 MeV/G

3a.M

Lanzerotti, et al., 1978

DttL‘1°=10 (O-O^SKp-9.6)

6.6

115; 500 MeV/G

*3b.M

Lanzerotti, et al., 1978

D llL 'io=10 <007SKp^ 5)

6.6

115; 500 MeV/G

4.E

Cornwall, 1968

DllL* =(cE/B0)2T/[ 1+(codT/2)21/4

3-6.6

N/A

5.E

Holzworth and Mozer, 1978

D llL ^ U v 11

6

.25-1.25 MeV

6.P

Newkirk and Walt, 1968

D llL '10=5-10‘9

2-5.5

>1.6 MeV

7.P

Lanzerotti, et al., 1970

DllL 'io=8.0-10'10

3.5-4.8

-550 MeV/G

8.P

Selesnick, et al., 1997

DllL"11 7=1.9*10'10

3-6

8000 MeV/G

i
|

I

s
}

i

I

* Note: References (2.M) and (3b.M) are results which are a revision o f the original referenced work.
See the text for discussion (preceding section and below).

;
£

:

A few points should be made about the references marked by an asterisk. The

f

t

expression listed under reference 2.M was inferred from Figure 7.4 (as Equation 7.23)
and is not the original authors' analytic result. The expression listed under reference
3b.M (and Equation 7.25) is a revision of the original authors result given in reference
3a.M (and Equation 7.24). When using the results of reference #2 and #3, it is assumed

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

that Kp is constant throughout the time interval specified in the formula for D 0 (daily
average for reference #2 and half day sum for reference #3).
Figure 7.7 is a composite plot of all the radial diffusion coefficients discussed in
this section.

D ll(L )

[day*1] is plotted against L on a log-Iog scale. The figure key

associates each reference with a reference number (1-7, as in Table 7.1) followed by a
letter (M,E, or P) which indicates whether the coefficient was derived from magnetic
field (M), electric field (E), or particle (P) data.

Electron D,, (Kp=T, /i= 1 0 0 MeV/G)
1

:-u
2-u

1
S-E

7 -P

10

10 - 3

-4

10

-5
3

4

5

6

L
Figure 7.7 : Composite plot o f radial diffusion coefficients (K p=l, p.=100 MeV/G).

R ep ro d u ced with p erm ission o f th e copyright ow ner. Further reproduction prohibited w ithout perm ission.

82

These results were determined either during an explicitly stated magnetically quiet time
(reference 5), during periods of decreasing activity following a storm (references 6,7),
over long periods o f time including a wide range of activity (reference 1), during variable
activity resulting in Kp dependent D ll (references 2 ,3 ), or determined with parameters
compatible with magnetically quiet times (reference 1: R*=10 Re; reference 4: E=0.1
mV/m). Thus, the K p=l in the title o f Figure 7.7 may be either explicit or implicit (in
some averaged sense) depending upon the individual reference. In the same way, the
H=100 MeV/G in the title is loosely used; being explicit in some references, and either
approximately true or irrelevant in others.
Although several references (2,3,5) determined D0=L*" D ll at a single L value
(see Table 7.1), the assumed theoretical L" dependence has been used to extrapolate over
the interval L=3-6.6 for comparison with other results. The L at which the
determination was made is marked on this extrapolated line for reference, with the
symbol mark included in the symbol key. The D Mll and D

Pl l

are determined assuming

an L10 dependence. The D El l determinations assume an L6 dependence.
There is obviously considerable spread in the results. Some o f the spread is likely
the genuine result o f the fact that the determinations were made under a variety of
magnetic activities and thus reflect a variation in the field fluctuations. However, a good
deal o f the spread certainly originates from flawed assumptions and techniques, and
simply the intrinsic difficulties of dealing with limited data sets.

I
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7.5

Summary of Diffusion Topics
The emphasis o f this chapter has been the development of the tools required for

modeling radiation belt electron dynamics as a diffusion process. Chapter 7.1 began with
the radial diffusion equation describing a diffusion of particles through physical
coordinate space (as embodied by Fields Law and Equation 7.1) and evolved to a
modified Fokker Planck equation describing a diffusion in adiabatic invariant space
(Equation 7.20). The field fluctuations which drive radial diffusion are those at the
electron drift frequency harmonics; and the characterization of these fluctuations are
embodied in the radial diffusion coefficient. The radial diffusion coefficient was initially
derived from the induced electric field associated with the magnetic compression o f
storm sudden commencement models. A more general formulation was later developed
i

which enabled the expression of a radial diffusion coefficient in terms of more

:

generalized field fluctuation spectra from both electrostatic disturbances (Equations

|

7.11), D Ell~ L 6, as well as electromagnetic disturbances (Equations 7.13), D Mll~ L 10.

[

Chapter 7.4 discusses and tabulates several diffusion coefficients directly inferred from
electric and magnetic field fluctuations, as well as indirectly from electron flux

i

measurements. These show orders of magnitude differences, pointing out the difficulty
of establishing a single 'standard' DllChapter 7.2 discusses pitch angle diffusion and its role as the major loss

it

'

mechanism for radiation belt electrons, particularly in the 'slot' region where
plasmaspheric whistler waves are abundant. These whistler waves resonantly interact
with electrons and pitch angle scatters them into the atmospheric loss cone leading to

I
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their precipitation from the radiation belts. An effective loss rate (x) may be derived
from the pitch angle diffusion coefficients (Dxx) which finds agreement with the observed
exponential decay of electrons, particularly following a magnetic storm when their fluxes
have been greatly enhanced.
The diffusion equation which incorporates both radial and pitch angle diffusion
simultaneously is introduced in Chapter 7.3 (Equation 7.20). However, because o f the
complexities of solving this 'bi-modal' diffusion equation, the pitch angle diffusion term is
replaced by a simple pitch angle scattering loss rate (x), leading to a much simpler
equation (Equation 7.21) to solve. It is this equation which has been used extensively
throughout outer radiation belt electron diffusion research. By defining Du. and x, and
establishing initial and boundary conditions, both steady state and time dependent
-

solutions may be studied with this equation. Modeling studies which have been

|

performed in the past will be briefly discussed in the following chapter.

f.
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CHAPTER 8

DIFFUSION MODELING

In this chapter, modeling efforts which use the diffusion equation introduced in
the preceding chapter (in one form or another) will be discussed. The steady state
solution represents the electron distribution throughout the radiation belts which is
established once all the transient disturbances have died away, and an equilibrium is
reached between the sources and losses. Boundary conditions are typically defined with
l

an internal boundary condition set to zero at some minimum L,j/(I'mi„)=01 and an external

i
*

boundary condition set to a finite value at some maximum

Thus, the steady

9k

state solution f 0 , where (df0 / dt) = 0, represents the dynamic balance between a source
as specified by the external boundary condition and any sources and losses within the
boundaries.
Lyons and Thome [1973] (LT) and Lyons and Williams [1975] (LW) used
Equation 7.21, reintroduced below, to model observed quiet time ’steady state’ electron
fluxes (with flux j = f p2, where p=momentum) (LT: from Explorer 45 satellite data; LW:
from OGO satellite data).

dt

d L U“ L

dL

-

I
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(8. 1)

They used D ll= D Ell [Cornwall, 1968] given by Equation 7 .2 6 and an electron lifetime t
derived from the combined effects of both pitch angle diffusion [Lyons, et al., 1972] and
Coulomb collisions [Wentworth, et al., 1959], For the energies and L range o f interest
here, the Coulomb collision term is negligible. Convection electric field (Ec) fluctuation
and whistler wave (B w) amplitudes representative of quiet magnetospheric conditions
were used to specify the exact form ofD Eu.(ir: Ec = 0 .1 mV/m; LW: Ec = 0 .0 5 mV/m)
and t (LT, LW: B w= 1 0 pT). They used a constant quiet time electron spectrum
(averaged from the data being modeled) as the outer boundary condition fixed at the
plasmapause (Lm„ ~ 5 .5 ), and set f to zero at Lnu„=l as the inner boundary condition.
Solving Equation 8.1 for 3f73t = 0, they quite successfully reproduced the observed quiet
time flux profiles for a range of energies (LT: 0 .2 - 4 .0 MeV; LW: 3 5 -2 4 0 keV).
Equation 8.1 may also be used to model the evolution of an initial electron
’

distribution_/[L,t<>), which o f course would approach a steady state solution such as
discussed above at a rate dictated by the specified diffusion and loss rates. As discussed

:

|

in Chapters 5 and 6.2, electron behavior throughout a magnetic storm is strongly energy

1
:

dependent. Low energy (<100 keV) electrons (and to a greater degree, ions) contribute

<

I
[

to the ring current build up, and so by definition their fluxes will be found increasing
during the storm main phase. Lyons and Schulz [1989] seek to explain the contribution

\

o f >40 keV electrons (and ions) to the main phase ring current build up by showing that
particles greater than ~40 keV may be 'injected' to L<4 by 'enhanced' radial diffusion
driven by the electric field fluctuations (DEll) associated with the increased substorm
activity. They solve the pure radial diffusion equation (Equation 8 .1, neglecting the loss
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term) with D ll=D El l given by Equation 7.26 [Cornwall, 1968], They assume a pre-SSC
initial distribution f(L,t0) which they evolve in time and compare to a final storm-time
distribution. Assuming a value of E„ns= l-37 mV/m for use in DEll, they claim that
enhanced (Enns is enhanced over the quiet time value of ~ 0.1 mV/m) radial diffusion can
explain the observed main phase injections of two observed storms.
It is interesting to note, however, that the final distributions used for comparison
are from the peak of one storm (just before the recovery phase begins) and 6 hours into
the recovery phase of the other storm [Lyons and Williams, 1980]. Suitable
distributions were not available during the main phase itself for this study on main phase
injections. These storms are discussed in more detail in an earlier paper [Lyons and
Williams, 1975] which indicates that the 'injections' were initiated near the beginning of
i
i
i

the main phase of one storm, but at the very end of the main phase in the second. In
both storms, the 'injection' reached peak fluxes well into the recovery phase, even in the
>35 keV range, which leads one to question these 'injections' as being a source for the

r

main phase ring current. However, the important point here is that ‘enhanced’ radial
diffusion coefficients can bring large numbers of electrons into low L in a short time
period relative to magnetic storm time scales.
<
I
|

More recently, Beutier andBoscher [ 1995] and Bovrdarie, et al. [ 1996]
developed the computer code Salammbo for solving a multi-modal diffusion equation
which includes diffusion in all three invariants plus some of the cross-coupling modes.
Beutier and Boscher [1995] use the NASA static electron models [Vette, 1991] as an
outer boundary condition to run their model, demonstrating their code's capabilities and

l
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making some comparisons with the gross features seen in various CRRES electron data.
Bourdarie, etal. [1996] use the same Salammbo code to model the evolution of CRRES
measured fluxes following a small storm. They model the storm injection using a LANL
geosynchronous average spectrum from the storm period as the external boundary
condition (L=7) for the first hour o f the storm. It is then turned off, and the simulation
allowed to run for ~5 days. The diffusion coefficients and plasmapause location are
constant throughout. They have moderate success at modeling the decay o f 193 keV
electrons and the gradual rise of 1 MeV electrons throughout the recovery phase.
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CHAPTER 9

DATABASES

9.0

Introduction
The Combined Release and Radiation Effects Satellite (CRRES) was a joint

USAF and NASA effort. The ‘Release’ component (NASA) involved several low
altitude releases of chemicals to facilitate the study of diamagnetic cavity formations. The
‘Radiation’ component (USAF) represents the most thorough effort to date to map the
radiation belt environment. It did so with the express purpose of correlating the
radiation environment with the performance of a wide range of microelectronic devices.
CRRES was launched on 20 July 1990, a year following the solar maximum peak
o f Solar Cycle 22. Its data stream was telemetered back to Earth for approximately 14
months before succumbing to a premature failure on 10 October 1991. CRRES traveled
in an elliptical geosynchronous transfer orbit inclined at 18° to the ecliptic plane and with
a perigee o f 350 km. Its apogee o f 33,500 km (radius=6.26 Earth radii) precessed
westward at -0.5° per day from its initial position at 7 hr LT to its final position at 16 hr
MLT. Its orbital period o f 9.4 hours enabled it to pass through the inner and outer
radiation belts about five times per day. CRRES was spin-stabilized, with its spin axis
pointing within 15° of the sun, and spun at two revolutions per minute which provided
the most complete pitch angle distribution when the satellite was closest to the magnetic
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equator. Data files with complete ephemeris information, including universal time (UT)
and satellite position in Earth centered inertial coordinates (see Appendix A for
description o f ECI coordinates) are provided for each orbit.

S atellite

O rbits

CRRES (ascending leg)

L A N L (a eo s y n c h r o n o u s)

CRRES (descending lea)

Ui

QZ
3/»
cO
>-
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-10
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10
X CSM

( ^
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10

e)

Figure 9.1 : CRRES geosynchronous transfer orbit and LANL satellite geosynchronous orbit.

Throughout the storm to be analyzed for this thesis (8-17 October 1990),
CRRES apogee was at ~5 hr LT. Figure 9.1 is a scaled drawing of the CRRES orbit
during this period. The axes tick marks are in 5 Re increments. An approximate

I
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magnetopause boundary is sketched in with a standoff distance R,=10 RE. The CRRES
orbit is shown as a separate ascending leg (bold solid line) and descending leg(boId
dashed line). The bold circle with a radius of 6.6 RE depicts the orbit of the Los Alamos
National Laboratory (LANL) geosynchronous satellite 1989_046 which will be discussed
in Chapter 9.6.
The majority o f the databases used in this thesis were provided by CRRES
(relativistic electrons, electric field, magnetic field, plasma wave, and plasma density).
The geosynchronous electrons were provided by LANL satellite 1989_046. The
instruments providing these measurements are briefly discussed below. In addition, the
solar wind and magnetospheric parameters are also briefly discussed.

9.1

CRRES Electron Magnetic Spectrometer

The Medium Energy Analyzer (MEA) was designed and built by Aerospace
’#
t
|

Corporation for the USAF [Vampola, et al., 1992]. The MEA is a magnetic

|

spectrometer which separates particle species and energies through momentum analysis.

\

i
h
f

After passing through a collimated aperture (with a nominal view angle o f 5-6°),
particles encounter a uniform magnetic field (850 G) which causes ions and electrons to
follow near circular paths in an opposite sense. The electrons travel approximately 180°

!

along their circular path, with the higher energies following a smaller radius of curvature.
The electrons are thus magnetically focused onto the plane of a linear array of 18 ionimplanted silicon plates. Each of these individual plates are electronically configured
with a charged-sensitive amplifier with its lower and upper threshold set for the energy

I
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deposit expected from the radius of curvature. There are seventeen logarithmically
spaced energy channels between 0.15 and 1.58 MeV, plus a background channel which
responds to very energetic protons (confined to the inner zone) and > 6 MeV electrons
which penetrate the MEA housing. A complete energy spectrum is read out every 0.512
seconds, and with a CRRES spin rate of 2 rpms, a full pitch angle distribution (0-180°) is
accumulated every —15 s. The MEA has large geometric-energy factors (from 2 to 6
cm2 s sr keV) which were calculated from calibration data and provide excellent counting
statistics.
During intense fluxes, the two lowest energy channels (0.15 and 0.21 MeV) are
often saturated and therefore are excluded from the study to avoid the uncertainties and
complexities of their correction. There are also times (and regions) when the highest
energy channel fluxes are quite low; these are excluded when their count rates become
less than a factor o f two higher than the background channel count rates. This was
found to be the case near the slot region before the storm.

I
I
|

9.2

CRRES Fluxgate Magnetometer
The magnetic field measurements on board CRRES were made by a triaxial

fluxgate magnetometer [Singer, et al., 1992] built by Schonstedt Instrument Company.
The three sensors are displaced by about 7.5 m from the center o f the satellite by a boom
to minimize the effect o f any residual spacecraft fields. The magnetometer is operated in
both a low and high gain mode, with a dynamic range of ± 45000 nT and ± 850 nT,
respectively (where nT=10‘9 Tesla). The resolution in high gain is 22.0 nT, and in low

*
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gain is 0.4 nT. The sensor signals are sampled at 16 times/s. The database used for this
study provided the 3 components of the field at a resolution of 30 s.

9.3

CRRES Electric Field / Langmuir Probe Instrument
The CRRES electric field / Langmuir probe instrument was built by a group at

the University o f California (Berkeley), Boston University, and the USAF Phillips Lab
{Wygant, eta l., 1992], The instrument consists of a pair o f orthogonal spherical probe
sensors and a pair o f cylindrical antennas, each with a tip-to-tip separation o f about 100
m. The instrument may be operated in one o f two modes. In one mode, the spherical
sensors are voltage biased and can be used to determine plasma densities. This thesis
will use data from only the electric field mode, in which the sensors are current-biased
i
ti
i
j

and measure two electric field components from the potential difference between the
_
_
_

opposing sensors o f the two pairs of orthogonal booms. These sensors measure the
quasi-static electric field in the spin plane o f the spacecraft at a rate of 32 samples/s, with
a sensitivity o f better than 0.1 mV/m.

f

I
I

During the first part o f the CRRES mission (before January 1991), there were
problems with floating voltages and improper biasing of the instrument. Before using
any o f this data, the principal investigator (John Wygant) was consulted to ensure proper
'quality control'.
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9.4

CRRES Plasma Wave Experiment
The CRRES plasma wave experiment was designed and built at the University of

Iowa to measure both electromagnetic and electrostatic plasma waves [Anderson, et al.,
1992], The system includes an electric dipole wire antenna and a search coil
magnetometer. The multichannel spectrum analyzer (MCSA) provides magnetic field
frequency spectra over the range of 5.6 Hz to 10 kHz in 14 logarithmically spaced
frequency channels. The sweep frequency receiver (SFR) provides electric field
frequency spectra over the range of .1 to 400 kHz in 128 logarithmically spaced
frequency channels.

9.5
f

Solar Wind / Magnetospheric Activity Indices
Several different parameters are used to characterize the state of the

j

I

magnetosphere throughout the progression of the magnetic storm. The hourly values of

r

component and total magnitude) were electronically obtained from the National Space

|

Science Data Center (NSSDC) OMNI database : http://nssdc.gsfc.nasa.gov/omniweb.

|

the solar wind speed (V,w) and density Ow), and the interplanetary magnetic field (z-

The magnetic activity indices Kp and Dst were also obtained from the OMNI

‘

database. Kp is a 3-hour averaged index derived from a series of magnetometer stations

’

between 46° and 63° latitude. It is a measure o f the relative variability of each of the
geomagnetic components on a quasi-logarithmic scale varying from 0 to 9 (extremely
quiet to extremely active).

n
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Dst is an hourly index determined from the horizontal component (H) of the
geomagnetic field measured at a number of low latitude ground stations. H is the
projection o f the axial field onto the plane tangent to the Earth at the magnetometer
station. At each station, a reference H from a magnetically 'quiet' period is determined
which is subtracted from every hourly H to give a relative perturbation in H. Dst is the
instantaneous average of this set o f residuals from around the world, and is a measure of
the perturbation from the equatorial ring current [Kivelson and Russell, 1995].
The auroral equatorward midnight boundary index [Gussenhoven, et a l, 1983]
can be obtained electronically from: http://www.plh.af.mil/gps/dmspssj4_midnit.html.
The auroral boundary index is the geomagnetic latitude, normalized in local time to
midnight, o f the equatorward boundary of the auroral oval. The boundary is chosen as
j.
f
i

the magnetic latitude at which the total integrated number flux of 30 eV to 30 keV
precipitating electrons drops below a chosen threshold value. This number flux is
provided by particle sensors from the Defense Meteorological Satellite Program (DMSP)
which typically has a number of satellites in polar orbit at any one time.

9.6

Los Alamos Geosynchronous Electrons
The Los Alamos National Laboratory (LANL) geosynchronous satellite

1989_046 electron data was provided by the LANL website (http://leadbelly.lanl.gov)
maintained by Geoffrey Reeves. The Synchronous Orbit Particle Analyzer (SOPA) is the
instrument on board the LANL satellite which measures the integral electron flux using
energy loss (dE/dx) techniques. The instrument consists of three telescopes which are
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oriented at 30°, 60°, and 90° to the spacecraft spin axis. The data collection cycle is 10 s
which is approximately one spin period of the satellite. The post-flight data analysis
involves the subtraction o f integral energy channels to determine the differential energy
channel spectrum. The principle investigator o f the SOPA instrument is Richard D.
Belian.
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CHAPTER 10

SURVEY OF MAGNETIC STORM

10.0

Introduction
This chapter surveys the magnetic storm initiated on 9 October 1990 with a

sudden storm commencement (SSC). This storm was chosen for study for a number of
reasons. One primary reason is that it is a well isolated storm, and one need not be
concerned with unraveling the effects o f multiple disturbances superimposed upon one
another as is the case during the second half of the CRRES mission. A second reason is
that CRRES was well positioned to witness the injection of electrons into the
geosynchronous region, followed by the sudden transport into the slot region. A third
t
t

reason, is the availability (though incomplete) of interplanetary parameters leading up to
and including the storm main phase. The detailed study of such a well defined event

f

such as this one, with data from the suite of instruments provided by CRRES and LANL,

|

provides a unique and valuable opportunity to explore the storm dynamics of the

\

relativistic electrons.

T

10.1

Interplanetary and Magnetosnheric Parameters versus Electron Fluxes
It is the interplanetary conditions (solar wind and interplanetary magnetic field

parameters) which modulate the energy flow into the magnetosphere, and thus they are

*
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crucial to understanding magnetospheric storm dynamics. Figure 10.1 surveys key
interplanetary parameters, and Figure 10.2 surveys parameters and CRRES electron
fluxes which reflects the magnetosphere's response. Figure 10.3 is a survey of the LANL
geosynchronous (radius = 6.6

R e)

electron data which provide the response of the outer

edge o f the radiation belt (near magnetic equator). The general format o f these figures
will first be discussed, followed by their interpretation.
Figure 10.1 surveys the interplanetary parameters for approximately one and a
half days preceding, and one day following, the SSC on 13:15 UT, day 282 (9 October)
1990. Plotted, from the top panel down, are the interplanetary magnetic field (IMF)
magnitude (B) and z component (Bz), the solar wind speed (V„v) and density OW, and
the standoff distance (R«) which is derived from nswand V** (Equation 3.1). The x-axis
scale is in day o f the year 1990 and spans two and a half days. Unfortunately, according
to the magnetospheric scientist’s version of Murphy's Law, there are inevitable data gaps
I
i
\
j

in the solar wind data at the most critical moments. However, despite Murphy, enough

|
i
■

to the global magnetospheric disturbance studied here.

data remains to allow a reasonable assessment of the interplanetary conditions which lead

Discussed in conjunction with these interplanetary parameters (cause), are the
magnetospheric parameters (effect) plotted in Figure 10.2. The top three panels are the
auroral equatorward boundary(Aeq) and the magnetic activity parameters Kp and Drt (see
Section 6.5 for a description of these parameters). The bottom two panels are the
CRRES electron differential flux (at 0.42, 0.78, 1.09, and 1.37 MeV; for fixed invariant
J) at L* = 5.2 and 3.6. The x-axis scale is in day of year for the top three panels, and is
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in orbit number for the bottom two panels. There are two flux points per orbit, one each
from the ascending and descending leg of the orbit. Obviously, the flux data at L*=5.2
and L*=3.6 were measured at different times during the orbit and thus, the average time
o f these orbital points provides only an approximate alignment with the time scale of the
top three panels o f the figure. The time span is approximately 10 days (25 orbits) as
opposed to the 2.5 days in Figure 10.1.

INTERPLANETARY PARAMETERS
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Figure 10.1 : Survey of interplanetary' parameters.
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Figure 10.3 is a survey o f LANL geosynchronous electron data. The top four
panels plot differential flux for0.22-0.31, 0.31-0.50, 0.50-0.75, and 0.75-1.10 MeV
electrons; the bottom panel is D*. The time scale (x-axis) is in day of year.
The storm, characterized from start to finish by Figures 10.2 and 10.3, is divided
into several time intervals, delineated by vertical dotted lines labeled with letters A-K
(placed along the top of the middle panel in Figure 10.2 and above the bottom panel in
Figure 10.3), in order to aid the visual correlation between the various parameters, as
well as to facilitate discussion. The time interval between point A and B will be
designated AB, and so forth. The intervals AB through EF are common to Figure 10.1
as well as Figures 10.2-10.3, and correspond to identical time intervals.
The interplanetary data (Figure 10.1) during the 18 hour interval AB show a solar
wind flow with nominal values o f Vjw= 400 km/s and njw = 5 cc'1, corresponding to a
I
|
|
*
|

weak dynamic solar wind pressure and a quiet time magnetopause standoff distance
~10.25 Re. The IMF B ~ 4.5 nT and Bz ~1 nT northward, implying very little solar wind
- magnetospheric coupling (as discussed in Chapters 3 and 5, a southward Bz leads to an

f

I
l
i
;

enhanced coupling of solar wind energy into the magnetosphere). Indeed, the
parameters in the top 3 panels o f Figure 10.2 show interval AB indicate a very quiet,

I

stable magnetosphere, with an average Ae<1~660, Kp~l, and D^-O. The electron flux
levels at L*=5.2 remain constant at all energies, and those at L*=3.6 are at background
levels indicative o f an 'empty' slot region.
The interval BC (12 hrs) shows a gradually approaching interplanetary
disturbance. The IMF changes minimally, with B increasing slightly from 4.5 to 7 nT

m
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and Bz remaining predominantly northward at ~2 nT. Vsw decreases from 400 to 360
km/s. However, nw gradually rises from 5 to 15 cc'1 leading to a modest compression of
the dayside magnetosphere, decreasing the empirical standoff distance from R*= 10.25 to
9 R e- Aside from the 'jitter' about their quiet time values, there is no meaningful change
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Figure 10.2 : Survey o f magnetospheric parameters and electron flux.
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in Aeq, Kp, or electron fluxes. Dst does continue to slowly but steadily rise, indicating a
gradual increase in the geomagnetic field due to the compression as R* decreases to 9 RE.
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Figure 10.3 : Survey of LANL geosynchronous electron flux.
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During interval AC, the geosynchronous fluxes (Figure 10.3) exhibit a smoothly
varying oscillation with a period of 24 hours. This diurnal effect [Brown, 1968] is the
result o f the day-night asymmetry of the geomagnetic field, and is quite distinct during
magnetically quiet times. This quiet time diumal variation observed for day 281 has been
reproduced for days 282-289 as a reference with which to measure relative variations
during the disturbed period. The fact that the dayside magnetopause has been
compressed to 9 Re during this interval AC has no apparent effect on geosynchronous
electrons.
Interval CD, which culminates in the sudden storm commencement, shows no
significant changes in B, Bz , or V**, relative to the previous interval. However, nsw
jumps from 15 to at least 36 cc'1. Unfortunately, the precise parameter values at the time
of the SSC are unknown because of a data gap (Murphy!) which extends from ~2 hours
before, to ~7 hours beyond, the SSC. However, from the existing data, it is inferred that
the magnetopause was compressed from Rs=9 to at least 7.5 Re preceding the SSC. This
abrupt compression is mirrored in the sharp rise in Dst from 9 to 27 nT. The Kp index
jumps from 1 to 3, the A«, begins to drop, but no changes are observed in the CRRES
electron fluxes at L*=3.6 or 5.2. In Figure 10.3, however, the effect of the dayside
compression can be seen in the geosynchronous fluxes (with a higher time resolution for
a fixed radial position compared to CRRES). It can be seen that starting at the beginning
of interval CD, the fluxes decrease below day 28 l's quiet time reference flux level. This
flux decrease correlates with the increase in Dst and the decrease in R,, and ends with the
SSC. The close tracking of Dst and geosynchronous fluxes with R* during this interval
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(without any dramatic slope changes) provides reassuring evidence that despite the data
gap in solar wind parameters, the minimum standoff distance is R* * 7.5 Re and that nm
doesn't rise much higher than the observed value. [Note: The dip in Dst right at the SSC
consists o f three points (27, 16, 30 nT) and it is not clear whether this is a real physical
effect or a data glitch o f some sort. In any event, assuming it is real, it is in the wrong
direction to signify a further decrease in RJ This pre-SSC flux decrease may be the
result of'magnetopause shadowing'. This effect is the result o f the dayside
magnetopause being compressed to the point where electrons following once closed drift
shells now intersect with, and are lost through, the magnetopause [West, 1979], The
decrease observed during this interval in the LANL data is certainly not related to the
main phase Dst' effect, as the build up in ring current has not yet begun.
t
j
I

There are no interplanetary parameters available during interval DE, the
beginning of the storm main phase. The auroral boundary drops from Aeq -62° to -58°
and Kp remains steady at a moderate value of 3. Dst drops back to 0, and 7 hours
following the SSC, there is still no enhanced ring current. The CRRES electron fluxes at
L*=5.2 have begun to decrease, but still no change at L*=3.6. At geosynchronous,
fluxes actually increase slightly to a plateau, in contrast to the CRRES fluxes.
Beginning with the -12 hour interval EF, the main phase of the storm really
begins. It is from this point that D* begins its dive to its minimum o f -133 nT which
marks the end o f the main phase and the beginning of the recovery phase o f the storm.
Also during this interval, B remains > 10 nT, while Bz turns southward to as low as -12
nT. This sustained southward Bz (at least 11 hours) greatly enhances the convection

*
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electric field which accelerates 10s of keV electrons and ions into the L*~4 region. This
newly energized particle population pumps up the ring current resulting in a depressed
geomagnetic field signature at Earth, and hence, the abrupt drop in Dst characteristic of
the main phase. As the ring current builds to its maximum, Kp increases to its maximum
o f 6, and Ac, decreases to ~53° signifying the earthward motion of the inner edge of the
tail current sheet and the associated thinning o f the tail field [Kavfmatm, 1987],
Coincident with these changes is an electron flux decrease (to background levels in some
cases) seen at all energies (> .3 MeV) in both CRRES (at L*=5.2) and LANL data.
Large uncertainties still surround these main phase flux decreases. It is difficult to
determine to what extent the decrease is due to the adiabatic 'Dst effect', 'magnetopause
shadowing', pitch angle scattering into the loss cone, or some other loss process. This
I
f

will be discussed further in Chapter 13. At L*=3.6, the 0.42 MeV electrons increase by
a factor of ~5.
The ~1 week long recovery phase (interval FK) begins at point F where the

:
parameters displayed in Figure 10.2 can be seen reversing their main phase trends (the
interplanetary parameters in Figure 10.1 are unavailable until the very end o f the
f
£
f
[
*
i
3

recovery and will not be further referenced). During the ~6 hour interval FG there is a
rapid reconfiguration o f the magnetosphere, when the auroral boundary moves poleward
from Aeq ~53 to ~64° (tail current sheet moves anti-sunward), Kp drops from 6 to 3, and
Dst increases from -133 to -50 nT. Within an hour following the onset of the recovery
phase, an injection o f 100s of keV electrons is observed at CRRES apogee. The
injection leads to flux increases which are most pronounced where the 'slot' fills in (lower
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L* and lower energies). At L*=5.2, by the end of interval FG, fluxes at all energies fall
short of pre-SSC levels, though they are still rising.

0 . 2 7 MeV Electrons (Orbit 1S6)
1Q8 r
- , T,.—

i

3

4.

5

6

7

s

I
\

I
|
!

Figure 10.4 : Orbit 186 survey of 0.27 MeV electron flux with injection at CRRES apogee.

A high time resolution plot o f orbit 186 (Figure 10.4) shows the injection o f 0.27
MeV electrons at CRRES apogee. In this figure, electron flux is plotted versus L, with

|

the ascending leg of the orbit shown with a dashed line and the descending leg, with a
solid line. During the ascending leg, the flux is at background levels for L=7-8. At L~8
(13.25 hr UT), the injection appears as the flux increases nearly three orders of
magnitude above background level. The injection has a very steeply falling spectrum,
j(E) = 14.53-10'7‘352 (cm2 s sr MeV)‘l, with >0.5 MeV electrons below background. It is
interesting to note the periodic dips in flux during the ascending leg of the orbit, from
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which it may be suggested that due to the highly stretched and thinned tail magnetic field
(see Chapter 11), CRRES is skimming the outer belt trapping boundary at these high
magnetic latitudes (>25°). Following the injection, associated with a dipolarization of
the field (see Chapter 11.3), CRRES becomes engulfed by the trapped region with much
elevated fluxes.
Interval GH (—24 hours) is an active but quite variable time period, with the
auroral boundary decreasing from Aeq -64° to -54° and Kp jumping up and down
between 3 and 6. The Dst index does not show as much variability, fluctuating about 50 nT. During this interval, electron fluxes at L*=5.2 reach a local maximum followed
by a short term decrease. At L*=3.6, the 0.42 MeV electrons remain at a fairly constant
level while the higher energies continue to rise.
The magnetospheric parameters show similar behavior throughout intervals HI
(-38 hours) and JK (-5 8 hours), though the behavior is most pronounced in interval HI.
Both intervals show an overall decrease in magnetospheric activity: auroral boundary
retreats poleward (tail current sheet moves tailward), Kp decreases, and Dst increases
(ring current decays). The interval between these two, IJ, shows a very slight trend
towards increasing activity, most obvious in the auroral boundary moving equatorward.
The electron fluxes at L*=5.2 track the magnetic activity inversely, with the greatest rise
through interval HI, a slight fall during IJ, and a slight rise through JK. The electron
fluxes at L*=3.6 are more isolated from the magnetic activity effecting the higher L*.
After responding to the injection into the slot region, beginning around marker H (orbit
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190), the 0.42 and 0.78 MeV electrons continuously decay while the >1 MeV electrons
gradually increase throughout the remaining intervals.
The apparent correlation between the indices in the top three panels and the
electron flux at L*=5.2 (on the time scale o f fractions o f days) is suggestive that the
electrons are responding adiabatically to the gross magnetic field variations reflected in
the magnetospheric activity parameters. However, despite possible adiabatic effects
from the ring current and tail current, there are quite clearly non-adiabatic processes at
work here. The geomagnetic field during orbit 180, and ~10 days later during orbit 204,
is in nearly an identical quiescent state, as can be inferred from a set of nearly identical
magnetospheric activity parameters (Aeq~66°, Kp~l, and Dst~0), as well as nearly
identical orbital B field plots (Figures 11.2 and 11.7). Assuming that only adiabatic
I
j

processes transpired over that 10 day period, then the electron flux profiles measured

i

f
»

during orbits 180 and 204 should be identical. The fact that electron fluxes at L*=3.6 as

|

shown in Figure 10.2 have increased ten-fold clearly points to some non-adiabatic

I.

|

process(es). The issue of adiabatic variations is addressed in Chapter 13.

r

i
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The color survey plot of electron fluxes, included here as Figure 10.5, provides a
more inclusive snapshot o f the storm period for a continuous range of L*. There are no
new features revealed here which haven't already been discussed within the context of
Figure 10.2, so the discussion will be brief. The flux intensity is color coded and is units

j

j

o f electrons/(cm2 s sr MeV). L* is plotted along the y-axis, with orbit number along the
x-axis. From the top panel down, the fluxes plotted are for electron energies 0.34, 0.78,
1.09, and 1.47 MeV; all at fixed second invariant J=1.78'10'16 g(cm/s)R.E. The slot

4
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region is easily identifiable in the 0.34 MeV fluxes (top panel) as the deep blue below
L*=3.for orbits < 186. Since the outer edge of the inner radiation belt is below L*=3,
the full extent o f the slot is not shown in this figure. The fall off in fluxes following the
SSC in orbit 184 can be seen in all energies. If one draws an imaginary line through the
four panels at orbit 187, it is clear that the injection deep into the slot is limited to the
lowest energies. The higher energy fluxes rise gradually through the following several
orbits. The decay o f 0.34 MeV electron flux below L*=3.5 is apparent; the result of the
plasmaspheric whistler waves pitch angle scattering the freshly injected electrons into the
atmospheric loss cone.

10.2

Quasi-Static Electric Field
As discussed in Section 7.1, radial diffusion is proportional to the square o f the

1
j
t

electric field fluctuation amplitude at frequencies comparable to the electron azimuthal

i

drift frequency. It is therefore o f interest to examine how the electric field fluctuation
|
|
J
i

amplitude varies through the storm.
The y-component (MGSE coordinates, see Appendix A) of the CRRES electric
field measurements (Section 9.3) is plotted for several orbits in Figure 10.6. The V,xB
component o f the electric field seen by the moving satellite (V,) has been subtracted from

j

\

the total. Each panel is an orbital plot of Ey versus time (UT,hr) from L*=3 to apogee

i

(ascending leg) and back to L*=3 (descending leg). The top two panels (orbits 182 and
183) represent the magnetically quiet time (Kp~l) period before the SSC. An average
peak to peak amplitude is ~0.4 mV/m which gives Iw -O .14 mV/m (Eirns=0.35-EPk.to-Pk).

I
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During orbits 184 and 185 (the next two panels), the SSC occurs (orbit 184,13.25 hr
UT) and Kp rises from 1 to 6. Some very large amplitude (~5 mV/m) coherent
oscillations (estimated at 3 to 4 mHz by counting peaks) are seen near geosynchronous
altitude during orbit 184, and by orbit 185 the fluctuation amplitudes have become
significantly larger (E,™, -0.3 to 1.0 mV/m) throughout much o f the inner region (L*<5).
For orbits 186, 189, and 190 (bottom three panels) magnetic activity remains moderately
high, with Kp varying between 4 and 6, and significant amplitudes (Iw --0.2 to 2 mV/m)
are observed throughout the inner magnetosphere. The injection of < 0.5 MeV electrons
into the slot region occurred during the second leg of orbit 186 when some very well
ordered 2-3 mHz oscillations are seen for L*<6. This frequency range corresponds to
the drift frequency of-IM eV electrons at L*~5-6. During orbits 189 and 190 there are
i

coherent mHz waves throughout much of the inner magnetosphere (seemingly more

c

I
f

coherent for the descending leg, 6-7 MLT, then for the ascending leg, 2-3 MLT).
Although Ey amplitudes vary widely with L*, the bottom line here is that even a

|

cursory glance at these seven orbits shows that on average Em* significantly increases

■
I
It

with magnetic activity (Kp).

\F
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Figure 10.6 : Electric field survey for orbits 183-186 and 189-190.
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CHAPTER 11

MAGNETIC FIELD MODEL

11.0

Introduction
In order to properly analyze the dynamics of the electron population, it is

necessary to examine the time variation of phase space density in terms of the three
adiabatic invariants. To calculate the three invariants, the magnetic field all along the
electron’s drift shell must be known or assumed. Since it is virtually impossible to
measure the magnetic field at all points for all times, a model magnetic field must be
assumed. In order to compensate for adiabatic variations induced by a gradually
changing magnetic field, it is necessary to use a time dependent model which is
parameterized by some magnetospheric parameter(s). Because the magnetic field plays
such a critical role, effort is made to select a model which most successfully reproduces
the CRRES magnetic field measurements.
The geomagnetic field is modeled as the sum of an internal plus an external
magnetic field. The internal field to be used here is the International Geomagnetic
Reference Field (IGRF). The IGRF model assumes that the internal geomagnetic field is
generated by currents internal to the Earth. The magnetic field within the volume above
the surface of the Earth and below the region o f external currents may thus be expressed
as the gradient of a magnetic scalar potential. This potential may be written as a
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spherical-harmonic expansion (truncated according to desired accuracy and empirical
precision) whose coefficients are fit to observations. The IGRF model is essentially a
table o f these expansion coefficients. One further complication which is accommodated
by the IGRF model is the tilt o f the Earth's dipole moment relative to its spin axis which
introduces a diurnal effect. The universal time (UT) as well as spatial coordinates are
thus provided as the input parameters to the IGRF model. There is also an epochal
variation in the internal field which requires that the IGRF model is updated every five
years. This analysis uses the 1985 version o f IGRF (IGRF85).
Beyond a radius of 2-3 Re the magnetic field becomes increasingly affected by
external current systems so that the field is no longer amenable to spherical-harmonic
analysis. Thus, separate external field models are developed which are combined with
y

the internal model to give the total geomagnetic field. The successful external field

•

model must represent the major magnetospheric current systems, including: the

if

[
I
|
f
?

magnetopause surface current, the tail current, andthe ring current.These current
systems all vary in time and the external fieldmodels must beparameterized in such a

r

!

way as to mimic this time variation.

t

f

I
■

11.1

Selection of Magnetic Field Model
In selecting a magnetic field model to be used in this storm analysis, several

models are compared with the CRRES fluxgate magnetometer measurements. Although
not expected to compete with the success of the external plus IGRF85 field models, two
'internal' field models, the dipole and the IGRF85 model, are compared with CRRES

I
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measurements as a reference. The following three external field models (in combination
with the IGRF85 model) are also compared with CRRES measurements: Hilmer-Voigt
[Hilmer and Voigt, 1995], Olson-Pfitzer dynamic [Olson and Pfitzer, 1982], and
Tsyganenko [Tsyganenko, 1989], The Hilmer-Voigt (HV) and Tsyganenko (T89)
models may both be parameterized by Kp, whereas the Olson-Pfitzer (OP) is
parameterized by Dst and the stand off distance.
A comparison o f the magnetic field magnitude (B) and three components (Bx,
By, and Bz in GSM coordinates) is made between the CRRES field measurements and
the individual models. For every time step (1 minute) o f a given orbit (above a radius of
3 R e),

the model field is determined and its difference from CRRES measurements is

calculated for each o f the three components and magnitude as A = abs[(BcRREsB m o d e i)/B

c r r e s

]

. Individual histograms for this difference are made for three different

time periods: the four quiet orbits (180-184) leading up to the SSC, the twenty orbits
|

following the SSC (185-204), and the entire interval (orbits 180-204). The results are
summarized below (Table 11.1), with a separate table for each of the three orbit
intervals: orbits 180-184 (Table 11.1a), orbits 185-204 (Table 11.1b), and orbits 180-

1

204 (Table 11.1c). The percentage of points which yielded a fractional difference (A)

|

<0.10 and <0.20 are given in the columns for each o f the field components and for each
model.
As would be expected, all model fields show the best agreement with CRRES
measurements during the magnetically quiet time (Table 11.1a) when the geomagnetic

l
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Table 11.1c shows that Tsyganenko (T89) is the most successful in reproducing
CRRES measurements, with 92% of all fractional differences ofB within <0.10 (out of
all 25 orbits). The next most successful was OP with 79%.

N)
OO
u>

Table 11.1a: CRRES and Model Field Comparisons (Orbits 180-184)
ORBITS 180-184
(% o f points with A< 0.1, 0.2)
B
Bx
Bz
By
3
9
,6
4
6
4
,9
2
43
,
77
83
,
100
DIPOLE
47,65
85,94
41 , 77
87, 100
IGRF
67,81
90,96
98, 100
HILMER-VOIGT
77, 94
87 , 95
92, 100
OLSON-PFITZER
55 , 72
54, 75
90,96
97,99
99, 100
TSYGANENKO
Table 11.1 >: CRRES and Model Field Comparisons (Orbits 185-204)
ORBITS 185-204
(% o f points with A< 0.1, 0.2)
Bx
B
Bz
By
47,72
16 , 35
DIPOLE
35 , 56
66,92
43 ,79
39,55
14, 33
65,88
IGRF
57 , 86
HILMER-VOIGT
64,79
50, 75
66,96
49,65
64,89
44, 62
7 6, 9 3
OLSON-PFITZER
84,94
89, 97
65 , 81
59, 81
TSYGANENKO

i

i

i

tr
i

Table 11.1c: CRRES and Model Field Comparisons (Orbits 180-204)
ORBITS 180-204
(% of points with A< 0.1, 0.2)
B
Bx
Bz
By
51 ,76
22,45
70, 94
35 , 57
DIPOLE
53 , 83
70, 91
20,43
IGRF
41 , 58
73 ,97
56,80
65,80
65,88
HILMER-VOIGT
69, 91
79,95
50,67
46,65
OLSON-PFITZER
8 5, 95
68 , 85
92,98
6 6 , 81
TSYGANENKO

[

It is not the intent here to investigate why any one model did better or worse in
reproducing any particular component o f the CRRES measurements. It is apparent that
T89 fared better than the others in agreement with CRRES, and for this reason, it was
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It is not the intent here to investigate why any one model did better or worse in
reproducing any particular component of the CRRES measurements. It is apparent that
T89 fared better than the others in agreement with CRRES, and for this reason, it was
chosen for the modeling of this thesis. In the following sections, a brief description of
T89 will be given, and a comparison between CRRES,T89, and IGRF will be presented
on an orbit by orbit basis.

11.2

Tsyganenko 1989 Magnetic Field Model
The Tsyganenko 1989 (T89) magnetic field model [Tsyganenko, 1989] is a semi-

empirical model which provides a different magnetic field configuration for 6 levels of
magnetospheric activity as specified by Kp (Kp = 0, 1, 2, 3, 4, and > 5). Analytical
expressions are developed to describe the three major magnetospheric current systems
(magnetopause boundary, magnetotail, and ring current) in terms o f various fixed and
adjustable parameters. Two large magnetic field databases are then separated by Kp, and
these subsets are then used to optimally fit the adjustable parameters.
k.

•o.<r

m

Figure 11.1: Model magnetic field line profiles for Kp=0 (left) and Kp£5 (right) [Tsyganenko, 1989].

*
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The magnetic field lines in the x-z plane (in GSM coordinates, see Appendix A)
are shown in Figure 11.la for the lowest activity case (Kp=0), and Figure 11. lb for the
highest activity case (Kp> 5). Both are given for a dipole tilt o f 0° meaning that the solar
wind flow will be approaching the dayside magnetopause essentially head on (in GSM
coordinates, the x-axis points directly towards the sun). The grid is in 5 Re increments,
and the field lines emanate from the poles in 2° magnetic latitude increments. The
nightside field line stretching ('tail thinning’) during active periods is evident when one
compares the 64° field line in the two cases shown here. For Kp=0, the 64° line crosses
the magnetic equator around 5.5 Re and is quite dipolar, whereas for Kp> 5, the same
field line crosses the magnetic equator around 16 Re and is obviously quite 'stressed'
from enhanced magnetotail currents. On the dayside, the 74° field line crosses the
equator around 10 Re in both cases, though for the Kp> 5 model the field line appears
more compressed from enhanced magnetopause boundary currents.
1
i
J
(
lt>
i
*
|

11.3

Comparison of Model Fields With CRRES Measurements
Since the electron dynamics are largely tied to the Earth's magnetic field, the

fidelity of the model field chosen to follow the evolution o f the electron population is of
significant importance. Comparison between CRRES and IGRF fields provides a

!

measure of the strength o f the external fields generated from the various magnetospheric
current systems. These include not only the three major global current systems (the
magnetopause boundary, ring, and magnetotail currents), but also various localized
transient currents associated with magnetospheric disturbances. The T89 model reflects
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the variations of the three major current systems in an average sense, as scaled by the
magnetic activity index Kp, but is not expected to reproduce the short term (<3 hr)
variations observed throughout a storm. However, as the following comparisons show,
it does quite well in following the gross changes of the magnetic field which undergoes
significant distortion over the course o f the several days o f this storm.
Figures 11.2(a-e) compare the CRRES (solid line), IGRF (dot-dash), and T89
(dash) magnetic field for each of the three B components and magnitude for orbits
182,184-187, and 204. In the top to bottom panel, respectively, are plotted Bx, By, Bz,
and B (y-axis) versus the day of year (x-axis). The y-scale is linear with a fixed
magnitude span, but with an origin which may shift up or down to accommodate each
particular orbit's B component range. This facilitates the comparison of the relative size
o f perturbations seen for different orbits. An exception to this is orbit 186 which had an
anomalously large range o f By values and required a scale with twice the span as the
typical orbit. Two auxiliary x-axes (non-linear) giving radial distance (r) and magnetic
latitude (MLat) have been appended to the bottom of the plot. While sequencing
through the sample orbits o f magnetic field data to be discussed, it may be o f interest to
refer back to Figure 10.2 which surveys the magnetospheric parameters throughout the
storm.
Orbit 182 (Figure 11.2a) is representative o f the quiet before the storm (orbits
180-183) when Kp~l. All components vary smoothly, and CRRES and T89 are virtually
indistinguishable.
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Orbit 184 (Figure 11.2b) is a period when Kp is beginning to increase (from
Kp=l to 3) and includes the SSC magnetic field signature between day 282.55 and
282.60. Relative to the IGRF model, CRRES Bx becomes more depressed while By is
enhanced, with the net result being little deviation in the total B magnitude at the storm
onset.
Orbit 185 (Figure 11.2c) follows the SSC and is a period when Kp rises from 3
to 6, and shows significant variability in the various CRRES B components, mainly for r
> 5.2 Re. Since the ascending legs of orbits 182 and 185 pass through similar magnetic
latitudes, it makes for a meaningful comparison between the two orbits. The pre-SSC
orbit 182 shows that at 4.8 Re CRRES Bz is 85% of IGRF Bz. The storm main phase
orbit 185 shows that at 4.8 Re CRRES Bz is 74% of IGRF Bz. This decrease in the
measured Bz component relative to the internal field is attributed to the main phase
j

\
|

enhanced ring current.
The ascending leg o f orbit 186 (Figure 11 -2d) shows the most dramatic variations

\

in the B components seen throughout the storm. Note that the magnitude of the By

I

scale is double that of the preceding figures. For r<4.5 Re, and at relatively high
latitudes (> 20°), the By component is up to -TOO nT above that modeled by either the
IGRF or T89 models. In this same range, Bz drops from 225 nT to 20 nT. After further
abrupt recoveries and drops, Bz goes negative. At 9.4 hrs UT (around day 283.39) Bz
jumps abruptly from 0 to 45 nT, Byjumps ~30 nT, and Bx drops ~120 nT, all, coincident
with the electron injection discussed in Chapter 10.1 and indicative of a dipolarization of
the field.
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By orbit 204 (Figure 11.2e), with Kp back to ~1, the geomagnetic field has
essentially returned to its pre-SSC state, with all its components showing smooth
variations and all within ~5% o f T89.
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Figure 11.2a : Magnetic field comparison for orbit 182.
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Figure 11.2b : Magnetic field comparison for orbit 184.
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Figure 11.2c : Magnetic field comparison for orbit 185.
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Figure 11.2d : Magnetic field comparison for orbit 186.

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

126

ORBIT 2 0 4 . B Field (SM c o o r d ) MODELS: iGRF(dot). T 8 9 ( d o s h - d o t ) . CRRES(soiid)

200

100
h-

c
X

03

-1 0 0

-200
2 9 0 .7 5

2 9 0 .7 0

2 9 0 .8 0

2 9 0 .8 5

2 9 0 .9 5

2 9 0 .9 0

ORBIT 2 0 4 . B Field (SM c o o rd ) MODELS: iG R F(dot). T 8 9 ( d o s h - d o t ) . C R R E S (soiid)

200
150

c
co

100
50

2 9 0 .7 5

2 9 0 .7 0

2 9 0 .3 G

2 9 0 .9 5

2 9 0 .9 0

2 9 0 .8 5

ORBIT 2 0 4 . B Field (SM c o o rd ) MODELS: iG R F(dot). T 8 9 ( d a s h - d o t ) . C R R E S (solid)
600 P
5001
400 b
3

300

(3 200

100
2 9 0 .7 0

2 9 0 .7 5

O R B IT 2 0 4

2 9 0 .8 0

2 9 0 .9 5

2 9 0 .9 0

2 9 0 .8 5

, 3 Fiela (SM c o o r d ) MODELS: lC R F (dot), T 8 9 ( d c s h - a o t ) , C R R E S (solid)

co 2 0 0

D oy

2 9 0 .7 5

2 9 0 .7 0

2 9 0 .8 0

2 9 0 .9 0

2 9 0 .8 5

2 9 0 .9 5

f
r(R e )
M Lat

3' 5
0 .9

4 ‘.4

5 .2

4 .2

6 .0

1
5 .7
6 .9

6 .0
7 .3

6 .2
7 .6

i
6 .3
7 .6

i
6 .2
7 .6

5 .9
7 .5

5 .6
7 .1

Figure 11.2e : Magnetic field comparison for orbit 204.
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CHAPTER 12

TRANSFORMATION OF j(X,E,a) TO f(M ,L *)

CRRES electron measurements were made with a magnetic spectrometer (Chapter
9.1) designed to count the number of electrons within a fixed energy band which pass through
an aperture o f fixed solid angle within a fixed time interval. The directionality o f the electrons
is determined relative to the magnetic field vector as measured by CRRES, and is specified by
a pitch angle a = 0° to 180°. Using calibrated geometric factors, measured count rates are
converted to differential energy fluxes j(Xcci,E,oc,t) giving the number of electrons/(cm2 s sr
MeV) at a given energy, pitch angle, and universal time. The satellite ephemeris file tags each
time with a set of spatial coordinates in Earth centered inertial coordinates Xcc,- (defined in
Appendix A).
To be amenable to theoretical treatment (radiation belt diffusion), the differential
fluxes j(E,a^Ced,t) are transformed to a phase space density as a function of the three
i n v a r i a n t s , t ) =j(E,a^Cd,t) / p2. Figure 12.1 presents a flow diagram o f the overall
data processing scheme for each orbit leg of data for orbits 180-204. One data file
(designated by a set of brackets { } enclosing the pertinent data) for each CRRES orbit leg is
first created which gives the universal time (t), the Earth centered inertial coordinates Xsa,
the CRRES (satellite) measured magnetic field magnitude Bs, and the Kp index for every 30
s. This file is the input to the program roederer.f which calculates both the bounce integral I
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DATA PROCESSING SCHEME

{ t , XECI(t), Bs( t ) , Kp(t) }
At = 30

s

roederer.f

V
{t,XEcn(t),B,(t) ; I(o ,t), L *(a,t))
a = 5,10,..., 90°, At = 30

s

V
aibin.c

< -

{ j( E ,a ,X E c i,t) }

v
Wn,J,L*) )
time resolution = 1 orbit leg (-4.7 hr)

Figure 12.1: Overall data processing scheme for transforming j(X,E,a) to /n J.L * ).
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used to determine the second invariant J=2pl, and the third invariant L* using the T89
magnetic field model [Tsyganenko, 1989]. The output from roederer.f is a file which
includes its input, as well as I(cc,t) and L*(a,t) for each time and pitch angle from 5 to 90° in
intervals of 5°. This file, along with a file o f differential fluxes j(E,a; X ^ t) at identical time
intervals, are input to a program aibin.c which transforms the {j} to {fej/p2}, binning/
according to the three invariants. For each 30 s time step, the flux array j(E,a) is
dimensioned by 14 logarithmically spaced energy channels (0.27-1.58 MeV) and 19 pitch
angle bins (a=0-90°, Aa=5°). The phase space density array/pJ.L’) is defined by 19 pi bins
logarithmically spaced from 20 to 1258 MeV/G; 15 J bins logarithmically spaced from 10'19
to 10'1Sg(cm/s)RE; and 36 L* bins from L*=3.0 - 6.5 (0.1 wide). The simplified algorithms
for the programs roederer.f and aibin.c are outlined in Appendix B.
i

\

It is unusual to see particle (electron) data binned in all three invariants. It is more

‘

typical (provided electron measurements are somewhat near the equator), and far simpler, to

£

assume equatorially mirroring electrons (second invariant J=0). For the case of J>0, a range

I
?

o f pitch angles and energies fall within a given invariant bin, and Figures 12.2 and 12.3

t

illustrate what this range is.
I
|

Figure 12.2consists of four panels, each for a fixed p. (designated in the title of each
panel). For the range o f orbits covered in this study (180-204), J is plotted versus equatorial

t

pitch angle (oco) for L*= 3.5 (+ symbol) and 5.5 (* symbol). For cto= 90°, the electron
mirrors at the equator and its bounce invariant (J=0) obviously can not be included on the log
scale necessarily used here. Since there are relatively few points where J=0, it has been
included in the lowest non-zero J bin. For decreasing Oo, the electron mirrors farther down

I
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the field line towards the Earth, and its J increases. For an intermediate value of p=316
MeV/G, and for J=1.8-10'16g(cm/s)RE, the range of oto is 30 to 55° for the range o f L*=3.55.5 typically found in the analysis in the follow chapters.
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Figure 12.2 Second invariant (J) dependence on equatorial pilch angle for fixed n and L*.

Figure 12.3consists of four panels, each for a fixed J (designated in the title of each
panel). For the range o f orbits covered in this study (180-204), p is plotted versus energy for
L*= 3.5 (+ symbol), 4.5 (* symbol), and 5.5 (x symbol). For a fixed J and p., the energy
increases for decreasing L*. For J=1.8-1 O'16 g(cm/s)RE, p=316 MeV/G corresponds to a
0.45 MeV electron at L* =5.5 and a 1.5 MeV electron at L*=3.5.
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CHAPTER 13

STORM ADIABATIC VARIATIONS

13.0

Introduction
A major obstacle to assessing the dynamic processes affecting the outer zone

electrons is the ability to distinguish between the adiabatic and non-adiabatic variations
of measured fluxes. With the slowly waxing and waning of the major magnetospheric
current systems, the Earth's magnetic field is perpetually changing - displacing electron
drift shells radially in and out, conserving the third invariant. As electrons move outward
(inward) into regions o f lesser (greater) magnetic field strength their energy decreases
(increases) so as to conserve their first invariant. Although the adiabatic invariants o f a
given electron population may be conserved, its energy and radial distribution will vary.
Since particle detectors measure fluxes at a given time and position and in a given energy
§
|

band, a satellite-borne detector will measure temporal flux variations at a fixed point in
its orbit simply due to the gradual variation of the magnetic field. It is a difficult task to
determine to what extent observed flux variations are adiabatic versus non-adiabatic.
The main phase o f a storm is associated with a large build up of the ring current
which subsequently depresses the magnetic field within its bounds. The question of
adiabaticity therefore arises quite frequently in relation to the large flux decreases
observed during the main phase of a magnetic storm, and the ensuing gradual restoration
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o f these fluxes during the recovery phase (Chapter 6.3). This chapter addresses these
issues quantitatively.

13.1

Adiabatic Variation in Flux at Fixed Position and Energy
This section determines the expected flux change, at a fixed position and energy,

which would be expected to occur between orbits 182 (pre-SSC) and 185 (post-SSC)
assuming purely adiabatic variations. These orbits were chosen for the analysis because
they lie nearly in the equatorial plane (within 10°) so that the simplifying assumption of
equatorially mirroring (a=90°) electrons may be made, setting the second invariant J=0.
The survey plot o f magnetospheric parameters (Figure 10.2) indicates that orbit 182 is a
magnetically quiet period with average values ofKp~l and Dst~10 nT, and orbit 185 is a
i

i

|

moderately active period with average values of Kp~5 and Dst~ -100 nT.
Figure 13.1 compares various parameters measured along the ascending legs, for
r=3.5 to 6.2 RE, o f orbits 182 and 185. From the top to bottom panel, the parameters

|

being compared are the measured magnetic field magnitude (B), magnetic local time

|

(MLT), magnetic latitude (MLAT), and the 0.5 and 1.2 MeV electron fluxes. The

[

magnetic field during the post-SSC orbit (185) is depressed relative to the pre-SSC orbit

!
*

(182) by 30-50 nT (25% at r=6 RE ; 10% at r=4 RE). The MLT coverage for each orbit
is essentially identical, spanning the range o f 2 to 5 hr MLT. The satellite trajectory for

•

the 2 orbits is always within 2° MLAT o f each other, and the average MLAT of the 2
orbits varies from 1° at r=3.5 REto 8.5° at r=6.0 Re. The flux plots clearly show a
threshold radius (r=4.5 RE) below which the post-SSC fluxes are greater or equal to the
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pre-SSC fluxes, and above which, the decrease between pre-SSC and post-SSC fluxes
increases with radius. Apparently the innermost region (r<4.5) of the outer zone is
shielded from the process(es) which lead to a decrease in flux for r>4.5 Re- The
remainder of this section will be devoted to quantifying the extent to which the flux
decrease may be attributed to purely adiabatic variations.
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Figure 13.1: Comparison of orbit 182 and 185 parameters (B, MLT, MLAT, and electron flux).
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Figure 13.2a shows an equatorial drift shell (L*=3.93) for equatorially mirroring
electrons for both the magnetically quiet time (Kp=l, orbit 182 : bold trace) and the
magnetically active time (Kp=5, orbit 185 : light trace) as determined from the
Tsyganenko 1989 field model (T89). The two closed drift paths are contours of
constant B which enclose equal amounts o f magnetic flux (<t> = -27tko/L*RE). The value
o f B for each contour is given in parentheses following the Kp label at the top o f the
figure. As the magnetic field evolves from the Kp=l towards the Kp=5 configuration,
the magnetic field becomes more depressed in the inner region, and the drift shell must
expand outward to conserve the magnetic flux enclosed within it. The asterisk on the
Kp=5 drift shell marks the approximate position o f CRRES at a particular point during
orbit 185 (r=4 RE, MLT=3 hr).
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Figure 13.2 : Equatorial drift shells for (a) L*=3.93 ; and (b) L*=5.44.

Figure 13.2b is analogous to Figure 13.2a, but shows the drift shell with L*=5.44. The
azimuthal asymmetry of the field is clearly evident in the distorted drift shell, particularly
for the Kp=5 case where the drift shell extends to r=6 REalong the midnight meridian

n
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and to nearly 8 Re along the noon meridian. In comparison to Figure 13.2a, it is obvious
that variations in the external field become more significant at larger radius. The
approximate position CRRES at a point during orbit 185 (r=6.0 Re, MLT=3 hr) is
marked on the Kp=5 contour with an asterisk.
As Kp increases from Kp=l to 5, a detector positioned at the asterisk (in Figure
13.2b, r= 6 .0 R e , MLT=3 hr) will begin to sample electrons which were initially closer to
the Earth and in a stronger B field. These electrons will lose energy as they move into
the weaker B field (while conserving p,J=0, and L*). The question to be answered at
this point is, "How will the flux spectrum j(E) being sampled at this fixed point evolve
adiabatically?" This question may be answered assuming that the quiet time spectrum is
known as a function of r (at fixed MLT) and that it is known how the magnetic field
evolves. Using Liouville's theorem and the relation f=j/p2, one may then relate the initial
j(E) to the final j(E).
In describing the algorithm followed for this calculation, the following notation
will be used. The subscript 1 or 5 refers to the Kp which specifies the field
configuration. The flux distribution for Kp=l will thus be ji(E,r); and for Kp=5, js(E,r).
The subscript a designates the shell (identified by the fixed position r=ra, MLT=3 hr,
MLAT=0°) on which the comparison of spectra is to be made. Thus the magnetic field
o f shell a will be given as Ba. The subscript b designates the shell (identified by the fixed
position r=Tb, MLT=3 hr, MLAT=0°) which is to be adiabatically transformed into the
shell designated as a. The following sequence o f steps is followed for four different radii
at which the modeled and observed spectrum for orbit 185 will be compared.
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Algorithm followed for determining adiabatically transformed spectrum:
1. Fix radius at ra = 4.5, 5.0, 5.5, 6.0 Re
2. Fix energy at Ea
3. For fixed ra, determine Ba from Kp=5 T89 model. Ba contour defines drift shell a.
4. Determine L*a for drift shell a.
5. From Ea, calculate pa2 = (yMjEo^c2, where y=(Ea +E0)/E0 and E0 is the electron rest
energy.
6. Calculate pa = pa2 / (2mBa)
7. Using Kp=l T89 model, guess an initial value of rb at MLT=3 hr ; determine Bb and
trace out drift shell b. Determine L*b. Iterate in radius rb until L*b = L \ = L*. Save final
iterated value o f rb and Bb.
8. Assuming conservation of p (pa = pb= p), and using the new Bb (from step 7),
determine a new pb2 = 2pmBb, and Eb= (pb2 c2 + E02) 1/2 - Ee.
9. Use Liouville's theorem : ft(p , L*) = f5(p, L*) and f=j/p2, to get
ji(Eb ,rb) / pb2 = js(Ea,ra) / pa2, o r, js(Ea,ra) = ji(Eb ,rb) [pa / pb]2.
I
i
i
f
I
I
i

10. Return to step 2; increment to next E until a complete spectrum is constructed.
II. When complete spectrum constructed for given ra, return to step 1 and increment in
radius for next spectrum.

Thus, given the Kp=l spectrum from orbit 182, ji, the adiabatically transformed
;

Kp=5 spectrum for orbit 185, j5, may be determined. The comparison between j5(Ea,ra)

t

y

'

and ji(Ea ,ra) can then be made, where js(Ea,ra) gives flux at energy Ea on position a
under Kp=5 conditions (orbit 185), and ji(Ea,ra) gives the flux at the same energy and at
the same position a under Kp=l conditions (orbit 182). The comparison shows the
extent to which adiabatic variations cause a flux decrease at the fixed position a.
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Figures 13.3(a,b) show the results of adiabatically transforming orbit 182 (Kp=l)
spectra to orbit 185 (Kp=5) spectra. Figure 13.3a are the results from using the T89
model for calculating L* (B is not known globally), and CRRES B measurements for
calculating n=p2/2mB (B need only be known locally). Figure 13.3b are the results from
using the T89 model for calculating both L* (tracing out drift shells) as well as
calculating |i=p2/2mB. Each figure includes four separate panels showing spectra at
different radii (r = 4.5, 5.0, 5.5, and 6.0 R e) . The symbol key in the top left panel of
each figure labels three spectra: the CRRES spectrum for orbit 182 (square), the CRRES
spectrum for orbit 185 (triangle), and the theoretical spectrum for orbit 185 which was
adiabatically transformed from an orbit 182 spectrum at a smaller radius.
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Figure 13.3a : Comparison of observed and adiabatically transformed spectra, using CRRES and T89 B.
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For the two energy channels (0.5 and 1.2 MeV) shown in Figure 13.1, electron
fluxes observed during orbits 182 and 185 are approximately equal at r=4.5 Re. Above
4.5 Re the ratio o f orbit 185 fluxes to orbit 182 fluxes decreases with increasing radius.
This trend is seen in the observed spectra for orbits 182 and 185 shown in Figures 13.3a
and 13.3b (up to a factor o f ~70 decrease at the high end o f the spectrum is observed at
r=6 R e ). In both Figures 13.3a and 13.3b, the largest predicted adiabatic flux decrease
between orbit 182 and 185 is seen at r=4.5 Re (factor o f ~6 decrease in Figure 13.3a and
a factor o f ~10 decrease in Figure 13.3b). The predicted adiabatic flux decreases at the
larger radii are somewhat smaller (factor of ~3 decrease in Figure 13.3a and a factor
of~7 decrease in Figure 13.3b). The results shown in Figure 13.3a are expected to be
more
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Figure 13.3a : Comparison o f observed and adiabatically transformed spectra, using T89 B only..
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accurate than those in Figure 13.3b, particularly at larger radius, since the measured B is
used to calculate p. and the model B decreases in accuracy at larger radius.
Within the accuracy o f T89, the adiabatic transformation predicts too large a flux
decrease at small radius, and not enough o f a decrease at large radius. At r=6.0 Re, it is
estimated that less than 10% o f the flux decrease may be attributed to purely adiabatic
variation. At r=4.5 Re, an adiabatic flux decrease by a factor o f-6 is predicted but not
observed. For some intermediate radii the agreement between theory and observation is
reasonable. As discussed in Chapter 11.1, the T89 model showed superior overall
agreement with observations as compared to the Hilmer-Voigt and Olson-Pfitzer field
models, and significant improvement in modeling the adiabatic effect with alternate
magnetic field models is not anticipated in the near future.

13.2

Evidence for Non-Adiabatic Flux Losses
The LANL geosynchronous data discussed in Chapter 10.1 indicated that flux

losses at all energies (by up to a factor of ~10) during the pre-SSC period may be
attributed to magnetopause shadowing, representing a real loss of electrons from the
magnetosphere. Of course, magnetopause shadowing need not be restricted to the preSSC period, but may contribute to a significant loss of electrons throughout the main
phase, as long as the stand off distance maintains its pre-SSC value of R* = 7.5 REwhich
it does through most o f the storm main phase.
One by-product o f magnetopause shadowing is the formation of'butterfly' (after
their shape in a velocity space plot) pitch angle distributions [West, 1979]. As a result of

I
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TL-shell splitting' [Stone, 1963; Roederer, 1967], electrons with a pitch angle (a) o f 90°
will azimuthally drift further out on the dayside than electrons with lower pitch angles.
Thus, in the course of their eastward drift about the Earth, the higher pitch angle
electrons are more likely to encounter the magnetopause than the lower pitch angle
electrons. If a satellite is in the position to sample the electron drift shells which have
been depleted of the higher pitch angle population, it will observe a pitch angle
distribution which has a local minimum at 90°. An example of such a ’butterfly' pitch
angle distributions observed by CRRES following the SSC is shown in Figure 13.4.
0.5 MeV Electron Pitch Angle Distribution

10'

>■

2

10‘

0

20

4.Q

60

80

p ; t c * A n g ie ( d e g )

Figure 13.4 : Observed 'butterfly' pitch angle distribution following the SSC (orbit 185).
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The differential flux o f 0.5 MeV electrons is plotted versus pitch angle for intervals
during the quiet pre-SSC period (orbit 182, solid curve), following the SSC (orbit 185,
dash-dot curve), and following the injection (orbit 187, dot curve). These pitch angle
distributions were all observed near 6° magnetic latitude at a radius ~5.4 Re and a
magnetic local time o f 3.7 hrs. Following the SSC, the electron flux at oc~90° decreased
by a factor o f -30, and at a ~ 3 0 °, by a factor o f -6 . This preferential loss at a~90° is
evidence for the non-adiabatic ‘magnetopause shadowing’ loss mechanism.
For a more in depth analysis o f the storm dynamics of the outer radiation
electrons, which involves adiabatic and non-adiabatic variations, it is necessary to resort
to the time evolution of phase space density at fixed adiabatic invariants (ji.,J,L*). This
task is taken up in the following chapter.
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CHAPTER 14

STORM DYNAMICS

14.0

Introduction
As discussed in the preceding chapter on adiabatic variations, there is clear

evidence that there are nonadiabatic as well as adiabatic processes taking place
throughout the storm interval under study here. In this chapter, the role which radial
diffusion may play throughout the storm is examined. Radial diffusion studies have
typically focused on the time period following a storm, after an impulsive process has
elevated the intensity of energetic electrons deep within the trapping region and the
magnetosphere has begun its gradual approach towards equilibrium [Newkirk and Walt,
■

1968; Lanzerotti, etal., 1970; Lyons and Williams, 1975; West, etaL, 1981; Boitrdarie,

i

j
{i
j
t

etal., 1996; Selesnick, etal., 1997], In these cases, time (magnetic activity) independent
diffusion coefficients were either derived from the radiation belt electrons, or used for
modeling them.
Here, for the first time to my knowledge, time dependent radial diffusion
coefficients and time dependent outer boundary conditions are used to model the radial
diffusion of the radiation belt electrons through all phases of a magnetic storm.
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14.1

Phase Space Density Survey
Radiation belt diffusion analysis requires that particle fluxes be transformed to

phase space density (as described in Chapter 12), and this has been done for the 25 orbits
of CRRES electron data spanning the storm period o f interest. To limit the scope o f this
study, a large part o f the analysis will be restricted to a single value o f the second
invariant (J=1.78-10'16 REg cm/s). Examination of Figure 12.3 shows that at this fixed J,
the equatorial pitch angle varies between 30-50°. From Figure 12.4, it can be seen that
for (1=100 MeV/G, the electron energy ranges from -0.27 MeV (at L=5.5) to 0.8 MeV
(at L=3.5). For 1000 MeV/G, the range is from 0.7 MeV (at L=5.5) to 1.5 MeV (at
L=4.5). Considering the problems with saturation at the lowest energy channels and
background at the highest energy channels, this span o f p. represents the maximum
coverage o f electron measurements for this L* range.
i

'
f
S
|
H
;
*
fr
|

Figure 14.1 is a color coded 'snapshot' of the storm time phase space density
_/[s3/km6] variations at fixed J (1.78-10'16 REg cm/s) and fixed p (top to bottom panel,
respectively: 100, 316, and 1000 MeV/G). L* is scaled along the y-axis (L* =3 to 6)
and orbit number (180 to 204) is scaled along the x-axis. The./(L*) profile for each leg

i

(ascending and descending) of an orbit is plotted individually as a vertical color bar. It is

*

evident that the coverage at low L* is most complete for the 100 MeV/G electrons, with

•

increasingly sparse L* coverage at the higher p due to the upper limit of the energy
channels. Aside from these energy limitations, the most complete coverage is from those
orbits which traverse the outer belt within 10° of the magnetic equator, and thus sample
the equatorial pitch angle distribution most completely. A convention followed in the
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discussion below uses fractional orbit numbers to identify individual legs o f an orbit (i.e.,
orbit 180.0 refers to the ascending leg and 180.5, the descending leg).
Orbits 180.0 to 183.5 are during the quiet period before the SSC. The f t L*)
profile is quite stable during this time, and monotonically increases from low to high L
values for all p, with a steep gradient below L*=4.5 as seen for the lower p electrons.
The SSC occurs during orbit 184.0, and significant decreases in/ are observed for all L*
during orbits 184.5-186.0 following the SSC. The extent to which the decrease in flux
observed during this period is adiabatic versus non-adiabatic was addressed in the
preceding chapter. However, any temporal variation in^t) at fixed p, J, and L \ is by
definition a non-adiabatic variation, and is potentially explicable in turns o f some
combination o f diffusive processes. As discussed in Chapter 10.1, an abrupt
?

enhancement (injection) o f <0.5 MeV electrons was observed at apogee during orbit

|

186.5, and by orbit 187.0_/(p= 100 MeV/G, L*<4) has increased by a factor of ~10 over

j

its pre-injection value. The rate o f increase in/Y) following the dropout decreases with

|

increasing p. By orbit 192,_/(t) has nearly reached its maximum for all (4, and from that

i

;

point on, the magnetosphere appears to have stabilized at a fairly constant f which for

i

'
i

L*>5.6, is approximately equal to that during the pre-SSC period, even for p=1000
MeV/G.

!

Although the radial diffusion will be modeled at a single value o f the second
invariant (J=1.78-10*16 Reg cm/s), Figure 14.2 is included to show that there are
differences in seen at different J for a given p. In this figure,/is plotted versus orbit at
three fixed values of p (100, 316, and 1000 MeV/G, for top to bottom panels) and at a

I
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Figure 14.2 : J dependence o f/(n J,L * ).

fixed L*=4.1 Re. For each value of j i,/is plotted for three values of J(0.2-10'16, 10'16,
and 5.6-10*16 Reg cm/s) which are labeled by the symbol key in the lower right comer. A
vertical line is drawn at orbit 187.0 as a reference to the first post-injection orbit. The
correspondence between J and pitch angle (a) may be approximated from Figure 12.3,
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and varies with pi. For the range of J's shown in Figure 14.2, a ranges from 20°-60°
(high to low J) for (4=100 MeV/G; from 35°-70° (high to low J) for (4=316 MeV/G ; and
up 80° (low J) for (4=1000 MeV/G (where data for low a becomes very limited). One
important point shown here is that the electrons (for (4=100 and 316 MeV/G) with the
lowest J (largest a), which are most closely confined to the magnetic equator, respond
most quickly to the injection. These electrons reach their maximum/ almost immediately
following the injection, and then remain at these levels, or proceed to decay slightly. The
electrons with the highest J (smallest a), which are mirroring farthest down the field line,
show a much more gradual increase (even while the more equatorial electrons are
decaying). These trends seen for electrons at different a will be discussed in the
following chapter.

!
f
i

|

14.2

Time Dependent Dr.r.
Before discussing the details o f the radial diffusion modeling itself, the time

dependence o f D ll needs to be addressed. In the early years of radial diffusion research

i

t

'

[Kellogg, I960, Parker, I960, Davis and Chang, 1962; and Nakada and Mead, 1965]

|

the isolated SSC was considered to be the primary driver of radial diffusion. A

>

meaningful time scale for the diffusion process was thus measured in terms of the months

j

. over which a statistically significant number of SSCs occurred and could be averaged
over. Consequently, early research fostered the notion of a single average diffusion
coefficient,

D ll(L ),

which was relevant for a long term steady state solution. However,

once Falthammer [1965] developed the theoretical tools for evaluating time dependent

l
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DEll and DMll from general power spectra, the relevant time scale was no longer the
weeks to months between SSCs, but hours. The time dependent D eLl and DMu_ used in
the following radial diffusion analysis, with Du. = D eLl + DMLu are elaborated upon
below.

Time Dependent D \ l
As first suggested in Chapter7.4, assuming a Kp dependence of the root mean
square electric field, EmuO&Cp), enables one to write Cornwall's [1968] form o f the radial
diffusion coefficient (Equation 7.26) as a function o f Kp:

(14.1)

An explicit relation E™ = En„s(Kp) may be inferred from the CRRES electric field
measurements and is discussed next.
I

In Chapter 10.2, the electric field was surveyed for several sample orbits through
out the storm (Figure 10.6). That survey provides support for the claim that
Enns=Enns(Kp), but this dependence must be quantified for Equation 14.1. Rowland and
Wygant [1997] performed a statistical study on the Kp dependence of the large scale DC
convection electric field. The dawn-to-dusk convection electric field is given by the ycomponent o f E in geocentric solar ecliptic (GSE) coordinates (Appendix A). Because
CRRES did not always point exactly towards the sun, a modified GSE coordinate
(mGSE) was used to specify the electric field components. Using the same CRRES
electric field data set as used for Figure 10.6, Rowland and Wygant binned and averaged
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10 months (orbits 408-944) of Ey (mGSE) in anZ x K p grid. Their results are displayed
in Figure 14.3 (adapted from Rowland and Wygant [1997]) where Ey is plotted versus L
(not L*) for the five Kp ranges identified by the key in the upper left hand comer. For a
given Kp, Ey increases rapidly from L=2 to some characteristic L0, above which, it
remains relatively constant. The L0 is Kp dependent and moves to lower L for increasing
Kp, indicating that the convection electric field penetrates to lower L as magnetic
activity increases.

Average CRRES DC Electric Field vs L
K p= l-2
K p = 2 -3

1.0

Kp=3-4
K p = 4 -5

Kp=5-6

0.0

Z

A

6

L
Figure 14.3 : DC convection electric field dependence on L for K p= l to 6 [Rowland and Wygant, 1997],
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The average Ey for L=3.5-6 is plotted (filled rectangles) versus Kp in Figure 14.4
and shows that Ey linearly increases with Kp for Kp>2, with Ey = 0.225(Kp-l) - 0.075.

E vs Kp
1.4

1.21.0E 0.8-

>

E

w °-6‘
0.4-

0.20.0

1.5

4.5

3.5

2.5

5.5

Kp

- m - CRRES Ave Ey

rms E

rms E [Mozer.1971]

Figure 14.4 : Average E™ as a function of Kp.

The standard deviations about each calculated average are comparable to or greater than
(particularly so at the higher Kp levels) that average (private communication, Wygant,
1997). Since this standard deviation is a measure o f the fluctuation about a mean Ey, it
provides an estimate for the rms value of E(Kp). Since the Ey averages were determined
from 10 months o f data they are taken to be a lower limit of what may be considered a
representative value o f E™ for a single storm period (as being studied here). With this in
mind, the linear relation for Ey is assumed for E™*, but is scaled up so that E™ (Kp=l)
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=0.1 mV/m. This linear relationship for EmutKp) is given below, and is also plotted ('+'
symbols) in Figure 14.4.
En„s(Kp)= 0.225(Kp-l) + 0.1 mV/m, forKp=l,6

(14.2)

The Etna =0.1 mV/m is used by Lyons and Thome [1973] in their quiet time steady state
solution where D l l is defined by Equation 14.1, and it is also consistent with the
amplitudes observed for orbits 182-183 in Figure 10.6. For higher magnetic activity, this
relation gives Enns(Kp=5)=1.0 mV/m (2.8 mV/m peak to peak) which is in line with the
amplitudes observed for orbits 186,189, and 190.
A second empirically determined form of Erms=Ern«(Kp) was found from balloonbased measurements of ionospheric electric fields which were mapped back to the
equator [Mozer, 1971]. Mozer analyzed more than 200 power spectra representing
j

-700 hours of electric field measurements taken at a range o f latitudes corresponding to
an L range o f 2.8 to 23. He found that a single component of the equatorial Emu, for

|

3<L<8, could be expressed as a function of Kp, independently o f magnetic latitude and L

|

as:

(

5
i
|

E™ = 0.4 exp (0.2 Kp) mV/m

(14.3)

This relation is also plotted in Figure 14.4 ('x' symbols) and may be compared to the

\

estimate o f the single component (Ey, mGSE) of the averaged CRRES E™ fields. At

|

low Kp, Mozefs values are 2 to 5 times higher than CRRES estimates, but approach to
within -10% at high Kp.
Since Equation 14.2 is based upon CRRES measurements at high altitudes (thus
avoiding the problem o f mapping ionospheric fields) and is more consistent with
observed amplitudes (Figure 10.6) at low Kp, it is used in Equation 14.1 to calculate D ll
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for the time dependent radial difiusion analysis in this chapter. DEu.(L,Kp=l to 6) is
calculated for |i=T00 MeV/G and is plotted versus L in Figure 14.5. The symbol key in
the upper left labels the coded lines with the corresponding Kp (1-6) and E™ (0.1-1.23
mV/m) values.
Q‘„ (Kp) ;
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to0
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Figure 14.5 :D Eu. as a function o f L a n d Kp.

Figure 14.6 : D mll as a function o f L a n d Kp.

i

|
■

Time Dependent DMll
As discussed in Chapter 7.4, Kp dependent DMu. (= D0 L10 ) were determined at
L=4 [Lanzerotti andMorgan, 1973] and at L=6.6 [Lanzerotti, et al., 1978] from both
the local day and night sectors. An average o f the daytime and nighttime values were
used at L=4, but only the daytime values were used at L=6.6. In Figure 7.7 these point
(at single L) determinations o f D Ml l are extrapolated throughout the range L=3 to 6.6
using the assumed L10 dependence. However, the extrapolations from the two points are
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not well aligned and give a double-valued DMll as a function o f L. To rectify this
situation, the local night time results were averaged in with the local day time results for
L=6.6. This procedure was motivated by the work o f Lanzerotti and Wolfe [1980]
discussed in Section 7.4, and brings the results for L=4 and L=6.6 into better agreement
with the L10 dependence. D0(L=4) and D0(L=6.6) were iteratively adjusted to a single
D 0 to minimize the differences between the point values (at L=4, 6.6) and DMl l = D 0
L10. This 'hybrid' result from the two individual studies by Lanzerotti and coworkers, is
shown in Figure 14.6, where the adjusted DMu.(Kp) is plotted versus L. The values o f
the new Do, forKp=l-6, are 1.5-1 O'9, 4.9-10*9, 1.6-10"8, 5.2-1 O'8, 1.7-10*7, 5.1-10*7,
respectively. The symbol key in the upper left o f the figure associates a Kp value with a
line style for the extrapolated results, and with a symbol for the individual results at L=4
and 6.6. The best agreement between DMl l = D 0 L10 and the individual point results
occurs for Kp=4 which is nearly exact; the worst agreement is for Kp=l where there is a
factor o f 6 difference.

14.3

Radial Diffusion Modeling: Algorithm
In this analysis, it will be assumed that radial diffusion proceeds at constant first

and second invariants. The radial diffusion equation to be modeled (introduced as
Equation 7.21 and reproduced below for convenient reference) is a one dimensional (in
the third invariant L) parabolic partial differential equation:

£L
=e JSt
SL

D “ L~- a

l

A
r
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In Equation 14.4, and in the discussion which follows, the parameter L is taken to be
synonymous with L*, but is dropped for convenience of notation. This partial
differential equation may be numerically solved using standard finite differencing
techniques [Press, et a i , 1998], Assuming a discrete grid in L and t, with a finite step
size (resolution) o f AL and At, the above equation may be solved by expressing the
derivatives as finite differences. Rewritten within this finite difference scheme, the partial
differential equation is expressed as a system o f linear equations o f the form: A«X=X1,
where A is a tridiagonal matrix which is a function of step sizes (AL and At) and dynamic
parameters ( D l l and x). X1is an array containing values o f phase space density, f at
different points along the L grid at a fixed time, t, and X is the array to be solved for,
with values o f/a t a later time, t+At. Thus, presented with an initial distribution_/(L,t=0),
:
y

the diffusion algorithm propagates the distribution f(L,t) forward in time in fixed time

|

steps. The matrix A controls the dynamics and must be updated in time for the case of a

i

|
t
[
f
1
I
I

time dependent D l l -

A

flowchart summarizing this radial diffusion algorithm is given in

Appendix B.

14.4

Radial Diffusion Modeling: Parameterization

t

|
5►

The diffusion coefficient Du.(Kp) = DEu.(Kp) + D Ml l ( K p ) used are displayed in
Figures 14.5

i
?

( D Ell )

and 14.6 ( D Ml l ) - In this study, the Kp to be used is an average over

individual legs o f an orbit (-5 hour). Since Kp is published as eight 3-hour indices per
day, each Kp value is represented as 3 equal 1-hour indices for purposes o f calculating

l
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the 5-hour averages. Over the course o f the 10-day storm period, the average Kp varies
from 0.2 to 5.8 (3-hour Kp varies from 0 to 6).
The electron decay lifetimes, t(L, (i), to be used here are those used by Lyons, et
al. [1972] and were calculated using a whistler wave amplitude o f B = 35 pT. These
lifetimes were shown in Figure 7.2a and 7.2b as a function of energy and L. They are
plotted in Figure 14.7 as a function ofL for p=100, 200, 316, 501, 794, and 1000
MeV/G. The loss process due to pitch angle scattering is confined to within the

E l e c t r o n L if e t im e s ( B = 3 5 p T )
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I
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Figure 14.7 : Electron lifetimes versus L for p. =100-1000 MeV/G.

plasmasphere where the relatively high cold plasma density supports the necessary waveparticle-interactions. The lifetimes, as calculated by Lyons, et al., are valid only within
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the plasmasphere, which is chosen to be within L=4 for this modeling. Within this
boundary, x assumes the values in Figure 14.7, and beyond, x assumes an effectively
infinite lifetime (i.e., no decay). In principle, x should vary with Kp since the wave
activity responsible for the electron loss represented by x is magnetic activity dependent
(as is D l l )- However, for lack of complete information on the factors affecting pitch
angle diffusion losses (i.e., whistler wave amplitudes, plasma densities), constant
lifetimes will be used.
The L grid is defined from L=3.5 (Lmin) to 6.0 (Lmax) in steps o f AL=.05. The
initial array o f phase space density values, _/(L,1=0)^ is filled with data from the
ascending leg o f orbit 180, during the magnetically quiet period before the storm.
i

Individual diffusion modeling runs are made for a number of p values.
The outer boundary condition is varied according to the observed behavior o f the

j
(
i
|

I

geosynchronous (r=6.6 Re) LANL flux data. The energy range of the LANL flux
channels plotted in Figure 10.3 correspond to the approximate range o f p being

j

modeled: 225-315 keV (-100 MeV/G), 315-500 keV (-316 MeV/G), and 750-1100

|
f1
f
!

keV (-1000 MeV/G). For each of these energy channels, a time dependent ratio o f
disturbed to quiet geosynchronous fluxes is defined, 9?(E,t)geo. During the quiet interval
leading up to day 281.99 (orbit 184), 91^=1 by definition. For the CRRES data, orbit
180 is used as the reference quiet time_/(p,Lnux,to) distribution at the outer boundary, and
the initial condition for the modeling interval. Making the proper correspondence
between E and p channels noted above, the assumption is made that:
9?(E,t)ge0 « iR(p,Lnux,t) 3 f(p,Lmax,t) / f(p,Lnux,t0)
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Thus, the time dependent boundary condition for the diffusion problem is specified by:
f(f-l,L n u x,t)

9?(p .,L n u x,t)'f^ p .,L m ax,t0)

(14.6)

Beginning with the initial profile f(p.,L,t0) for fixed p (and J), the diffusion
algorithm incrementally evolves the distribution in time steps of At=0.05135 days. Every
four time steps (0.2054 days = time o f single orbit leg) the array f(L) is written to a file,
and Du.(t) is updated according to Kp(t) and^p^Lm^t) is updated according to
Equation 14.6.

14.5

Radial Diffusion Modeling: Results
The results to the radial diffusion modeling are conveyed in the survey plots

(orbits 180-204) in Figure 14.8 for p=100 M eV/G, J=1.78-10*16 g(cm/s)RE, and Figure
i

14.9 for p=1000 MeV/G, J=1.78-10'I<Sg(cm/s)RE. The two figures follow identical

i

|

formats. The top panel shows the variation o f 9?(E,t)geo ~ 9J(p,Lmax,t) used in specifying

!

the outer boundary condition (Equations 14.5, 14.6). The LANL energy channel used to

\

parameterize D ll. The third panel gives the empirical_/(L,t) distributions for fixed pi and

I

J (identical to the corresponding panel in Figure 14.1). The bottom panel gives the

f-

determine 91 is given in the title heading. The next panel shows the Kp index used to

i

model„/[L,t) distributions.
Figure 14.8, for the lower energy electrons (p=100 MeV/G) will be discussed
first. The model reproduces the observations for orbits 180 to 183 quite well by virtue
o f the fact that the model was initialized by the observations of orbit 180, and essentially
nothing happened for the first few orbits (very little activity to drive any significant
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Figure 14.8: Radial diffusion results for u=100 MeV/G.
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diffusion). For orbits beyond 183, when Kp begins to increase and 91 begins to drop, it
is apparent that the enhanced D ll is quite efficient in translating the variations seen at the
outer boundary (L„ux=6.0) into the inner region. The SSC occurs during orbit 184 and
Kp begins to ramp up. As the boundary/Ln^t) begins to decrease (loss o f electrons
observed at geosynchronous), the outer region of the radiation belt (L>4.5) sees a
reversal in sign of 3f73L (positive to negative) such that the increased activity leads to
enhanced outward radial diffusion, thus draining electrons from the inner region at an
accelerated rate. Unfortunately, the data is sparse at the higher L which precludes a
determination o f how big a decreasef experiences. The model reflects the onset of the
dropout during orbit 184, but does not show as an abrupt and steep decrease in/

The

model also underestimates both how far the injection penetrates and the speed of the
recovery. By orbit 187.0 (post-injection) the empirical_/(L=3.8) has increased by a factor
*

of >10 over its orbit 186.0 (pre-injection) value, whereas there is no discernible change

|
t
%
|

in the modeled result. Above L=5.5 the model shows much better agreement throughout

|

replicated in the model (best agreement at L>5, with lesser agreement towards lower L).

|

The effect o f the loss term (x) can be seen in the modeled/below L=4 beginning with

(

orbit —200, when/ (L=3.9) reaches its peak value (in the yellow) o f -5-1 O'7 (s3/km6).

the recovery. It is notable that several other observed minor dropouts and recoveries are

From this point on, magnetic activity diminishes (Kp< 3) and radial diffusion as modeled
is weakening. Below L=4, the pitch angle diffusion process (loss) asscociated with t
now begins to dominate the radial diffusion process (source), and/ (L=3.9) begins to
decrease (yellow to green).
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Figure 14.9 conveys the radial diffusion modeling results for p=1000 MeV/G,
and may be compared to the results shown for p=100 MeV/G in Figure 14.8. The
agreement between the theoretical and empirical results at L>5 is comparable to that
seen at lower p, and the results for L<5 show consistently poorer agreement.
Unfortunately, the sparse empirical data makes comparisons more difficult. The model
for the higher p has the same problems as for the lower p in terms o f accounting for the
suddenness and depth o f the dropout in/

The longer recovery time is apparent in both

the modeled and empirical results, though the missing data precludes a precise
assessment. A major difference in the observed response of the low and high energy
electrons is seen in the shape of the empirical XL) profile which evolves throughout the
recovery phase. Whereas the empirical/for 100 MeV/G electrons evolves towards a
profile consistent with earthward radial diffusion from an external source,/for the 1000
MeV/G electrons does not. The 1000 MeV/G electron profile/L,t) shows a negative
[
£

gradient which implies a source within the outer boundary which is producing the higher

t
|
\
|

energy electrons.
This anomalousXL) profile for the higher energy electrons is seen more clearly in

i
|
iI
:

each o f which compares variousXL) profiles at a fixed value of p (100, 200, 501, and

J

1000 MeV/G, as indicated at the top o f each panel). Both figures include the CRRES

Figures 14.12 and 14.13. Both figures are o f identical format, and include four panels,

/(L ) profile for orbit 180 as the pre-SSC reference curve (drawn as a solid line and
labeled as curve A in the symbol key). In addition, each figure includes both the CRRES
XL) profile (drawn as a dash-dotted curve and labeled as curve C) and the modeled XL)

*
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Figure 14.9: Radial diffusion results for u=1000 MeV/G.
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profile (drawn as a dotted curve and labeled as curve B) for a second orbit for
comparison.
Figure 14.10 compares the CRRES and modeled curves for orbit 189 (~1 day
following the injection), and shows that for the lower p. (top two panels), curves B and C
agree within a factor of 2 and exhibit the f(L ) profile shape expected for inward radial
diffusion from an outer boundary source. This is in sharp contrast to the curves shown
for the higher p. (bottom two panels) which clearly show a region where L) maintains a
negative gradient in L, implying a source within the bounded region.
Figure 14.11 compares the CRRES and modeled curves for orbit 204 (~7.5 days
following the injection) and shows that CRRES and modeled / L ) for the low energies is
excellent, and the anomalous profiles at the high energies are even more accentuated.
Figure 14.11 shows something further about the effects o f the loss term x. The
panels for p=100 and 200 MeV/G show a kink in the slope of modeled/at L=4 (curve
C). This is the result of the modeled loss process inside the plasmapause (L<4). In the
remaining panels, for p > 200 MeV/G, there is no sign of this slope change. The plot of
lifetimes (Figure 14.7) shows that at L=4, electrons with p > 700 MeV/G have a lifetime
>5 times that o f electrons with p = 200 MeV/G. That higher energy electrons are more
resistant to precipitation losses (i.e., larger x), is evident in Figure 10.5 which shows the
edge o f the slot region o f the 0.34 MeV electrons (top panel) receding at a much faster
rate than that seen at the higher energies.

*
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In summary, the radial diffusion modeling did quite well reproducing the features
o f the main phase dropout and the recovery phase enhancements (on the time scale o f ~1
day) for the p=i00 and 200 MeV/G electrons. The best agreement between the
empirical and theoretical dynamics was for L>5. On the time scale o f a single orbit leg
(~5 hours), the major dropout was underestimated in its abruptness and its loss (at the
peak dropout at L =4,/m0dei / /

crres

~10). Also, the enhanced radial diffusion did not

bring adequate numbers of electrons in far enough or rapidly enough. The p=1000
MeV/G electrons (both model and empirical) showed a more gradual recovery relative to
the p=100 MeV/G electrons. For p=1000 MeV/G electrons, a major discrepancy
between the modeled and the empirical_/(L) profiles was observed throughout the
recovery phase. This discrepancy suggests that another non-adiabatic process is acting
as an internal source which, at the higher energies, is dominant over the radial diffusion
process being modeled here. This possibility will be discussed in the following chapter.
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CHAPTER 15

SUMMARY AND DISCUSSION

15.0

Summary
The preceding chapters have examined in great detail the magnetic storm which

commenced on October 9, 1990. Chapter 10 surveyed the well isolated storm and
showed it to be a fairly ‘typical’ storm as described in Chapter 5. The enhanced solar
wind pressure during the initial phase o f the storm led to a compression of the
i

geomagnetic field which drove Dst to positive values indicating an enhanced field.

I

During the main phase, there was a sustained southward IMF Bz which, it may be

|
S
[
In

inferred, led to an enhanced convection electric field that swept particles of 10s keV into
L*~4. This increased ring current depressed the magnetic field and drove Dst down to

|

its minimum. During this time, decreases (by a factor >10) in 0.3 to 1.4 MeV electron

j

flux were observed down to L*< 4. An hour following the onset o f the recovery phase,

f

when Dst had begun to recover, an injection o f < 0.5 MeV electrons was observed at
CRRES apogee. Soon afterwards (within 5 hours) fluxes at these energies were

1

increased dramatically in the slot region. Whereas the <0.5 MeV electron increase was
quite sudden following the injection, the higher energy electron flux rose more gradually.
The question o f whether adiabatic variations can explain the main phase dropout
was addressed in Chapter 13. It was concluded that at an equatorial radius of 6 RE, less
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than 10% o f the flux decrease could be attributed to adiabatic variations. Evidence for
real losses (as opposed to ‘apparent’ losses due to adiabatic variations) from
magnetopause shadowing was presented in terms of ‘butterfly’ distributions in the
CRRES fluxes. An argument for real losses was also presented in terms o f a factor of
~10 decrease observed at geosynchronous before the main phase began.
The radial diffusion model was discussed in Chapter 14. Here, for the first time,
a time dependent outer boundary condition (determined by LANL geosynchronous data)
and time dependent diffusion coefficients (parameterized by Kp) are used to evolve/(L,t)
through an entire 10 day storm period (in steps o f 0.2 days). The D ll coefficients are
conservatively defined to be within the limits of values found in the literature. The model
reproduces the essential features seen in the empirical results for 100-200 MeV/G
electrons, including the main dropout and recovery, as well as other minor disturbances.
Quantitatively, the model does not capture the abruptness (time scale of ~5 hours) of the
dropout and injection, nor does it bring in enough electrons to low enough L. This
perhaps could be remedied by fine tuning the various parameters., and will eventually be
investigated. However, the level o f agreement shown (Figures 14.8 to 14.11) supports
the general conclusion that given an accurately defined time dependent outer boundary
condition and time dependent D l l , and a loss term t , that/[L,

(i< 2 0 0

MeV/G ,t) can be

appropriately modeled by the radial diffusion equation (Equation 14.4). The dynamics
which are incorporated in the outer boundary condition (temporal sinks and sources)
may be translated deep into the radiation belts by ‘enhanced’ diffusion coefficients.
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However, for higher energy electrons, with p. > ~ 700 MeV/G, the dynamics are more
complex. These electrons will now be discussed.

15.1

Inner Source for >1 MeV Electrons
In Chapter 14.5 it was pointed out that towards the end of the recovery phase the

high energy electrons had developed a much differentflL ) profile as compared to the
low energy electrons. Contrary to the 100 and 200 MeV/G electrony[L) profiles which
are consistent with an earthward radial diffusion from an external source, the 794 and
1000 MeV/G electron profiles f(L) show a negative gradient which indicates an internal
source o f higher energy electrons within the outer boundary (Figures 14.10 and 14.11).
Wave particle interactions with whistler waves and pitch angle diffusion at
constant energy as discussed in Chapter 7.2 involve a limited case o f the fully general
problem o f diffusion in velocity space (including energy diffusion). In what follows, it
should be recalled that the gyroffequency given by

IeB/m^c | is defined for non-

relativistic electrons. A relativistic electron will gyrate at a frequency corrected by the
relativistic correction factor y. Kennel and Engelmann [1966] performed a quasi-linear
analysis for the general case of velocity space diffusion. They found that although
electron resonant cyclotron interactions for 0 3 « ClcJy (as is the typical case within the
plasmasphere) led primarily to pitch-angle diffusion, Landau resonance and cyclotron
resonance for to > Q.<Jy could lead to energy diffusion rates comparable to or greater
than pitch-angle diffusion rates. Kennel [1969] suggested that electron heating within
the inner magnetosphere due to cyclotron resonant wave-particle-interactions is possible,
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particularly just outside the plasmasphere where the cold plasma density drops off but
the magnetic field is not yet greatly weakened. Lyons [1974a] developed general
expressions which relate energy diffusion coefficients (Dw) to pitch-angle diffusion
coefficients (Doa). He then applied them to the specific case o f electron resonance with
an assumed whistler wave spectrum Lyons [1974b]. Lyons found that in the limit of
strong pitch-angle diffusion, where pitch-angle scattering rates are much greater than
loss rates, energy diffusion can become quite significant. Based on these analyses, it is
therefore possible that considerable energy diffusion may accompany pitch-angle
diffusion at relatively low L (though outside the plasmasphere) during storms when the
plasmasphere is compressed inwards from L ~ 5 to L ~ 3.
Chapter 7.2 introduced the whistler mode prevalent throughout the plasmasphere
(plasmaspheric hiss) and discussed how hiss drives electron pitch angle diffusion through
cyclotron resonant wave-particle interactions. This is the dominant loss mechanism for
electrons within the plasmasphere. Chorus is another whistler mode which exists outside
the plasmasphere. The generation of chorus has been discussed in terms of substorm
injection o f keV electrons [Thome, etal., 1974; Anderson andMaeda, 1977], yet much
less attention has been devoted to quantifying the role which chorus may play in
radiation belt electron dynamics [Temerin, 1994; Li, et al., 1997b],
The CRRES Plasma Wave experiment (Chapter 9.4) provided measurements of
plasma waves throughout the radiation belt region and may provide a clue as to the
internal source required for the > 1 MeV electrons. Figure 15.1 is a survey plot of the
electric field spectral power density (color coded) in units o f (V/m)2/Hz plotted for 0.1
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Figure 15.1: Plasma wave survey for orbits 182 and 192.
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to 10.0 kHz (y-axis) versus decimal day o f year (x-axis). The top panel is for orbit 182
(quiet, pre-SSC) and the bottom panel is for orbit 192 (active, recovery phase). Small
arrows along the x-axis mark the plasmapause location. Included as auxiliary axes are L
and magnetic latitude (Mlat). The full orbit is shown, from perigee to apogee around
L=6.5 and back to perigee. For the region below L=6, the magnetic local time (MLT)
coverage for the ascending(descending) leg is from 2-3 (6-7) hours MLT. The thick top
white curve superimposed on the wave data is the gyrofrequency (kHz) o f the cold
plasma electrons (with y=1.0) calculated from the following equation:

fgyn,

2k

r qB

1 kHz
\ m 0y cj 1000

(15.1)

where charge q=4.803-10'10 esu, electron rest mass m<,=9.11-10"28 g, speed o f light c =
3.0-1010 cm/s, the CRRES magnetic field B is in Gauss, and y is the relativistic factor.
The three thinner white curves below this reference gyrofrequency, are the gyrofrequencies for the relativistic electrons (0.5, 1.0, and 1.5 MeV from top to bottom).
Orbit 192 clearly demonstrates wave power of intensities much greater than seen
for orbit 182, though both types o f whistler waves (hiss and chorus) are present in each
orbit. Plasmaspheric hiss is seen as the band of 0.2 to 0.8 kHz wave power confined to
the plasmasphere and with a maximum power shown for orbit 192, ~10‘10 (V/m)2 / Hz
(in yellow). Chorus, with the most intense wave power for orbit 192, -10'8 (V/m)2 / Hz
(in red), is found outside the plasmasphere in frequency bands below the cold electron
gyrofrequency. The chorus amplitudes seen throughout orbit 192 are more than an
order of magnitude larger than those seen for orbit 182. Integrated over frequency and

i
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space, the total chorus power available to resonant electrons in orbit 192 is even more
significant. Referring to the thin white curves representing the relativistic electron
gyroffequencies, it is evident that there is considerable whistler power at wave
frequencies co > QcJy outside the plasmasphere, criteria which Kennel and Engelmann
[1966] and Kennel [1969] set forth for energy diffusion.
A survey o f the wave spectral densities for the remaining orbits throughout this
storm period (not shown) show other orbits with whistler intensities equal to that of
orbit 192. However, it is seen that chorus has a strong magnetic latitude and local time
dependence, as well as the dependence on magnetic activity evident in Figure 15.1. The
intense chorus bands are confined to those orbits which lie within 10° of the magnetic
equator. Of these orbits, the more intense chorus is primarily (though not exclusively)
found during the ascending leg (MLT=2-3 hr) as opposed to the descending leg
(MLT=6-7 hr). These observations agree with those o f Tsurutani and Smith [1974], and
(
r

are consistent with the scenario where 10-100 keV electrons are injected at midnight
local time during high magnetic activity (substorms) and drift eastward (gradient plus
curvature) around to post-midnight. The intense chorus located in the early post
midnight sector are attributed to these freshly injected <100 keV electrons [Thome, et
al., 1974; Anderson andMaeda, 1977],
To quantitatively ‘prove’ that these waves are the internal source needed to
explain the 1000 MeV/G electrons is beyond the scope of this thesis. However, the
wave observations, taken together with the earlier theoretical work, supports the
plausible scenario that enhanced chorus activity brought on by the storm activity
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provides the required environment for energy diffusion inside the outer boundary of
L*=6.

15.2

Pitch Angle Dependent Diffusion Coefficients
The radial diffusion modeling in this thesis used diffusion coefficients whose form

originated from the general formalism developed by Falthammar [1965] for equatorial
mirroring particles (Equations 7.11,

D El l ;

7.13,

D Ml l ) .

This can be seen by the fact that

the derivations began with the guiding center equation (Equation 7.8) for uj_ which
included the ExB and the VB drift, but ignored the curvature drift for particles moving
along the field line (u n ). It has been shown that when the effects for parallel motion are
considered,

D Ml l

is seen to have a sensitive dependence on equatorial pitch angle, being

strongest for equatorial mirroring particles [Schulz and Lamerotti, 1974; Walt, 1994],
\

An electron with an equatorial pitch angle of cceq< 30° will diffuse -10 times more slowly

\

than an electron with a«,=90o. The dependence changes sharply for aeq> 30°; a 55°

!

particle will diffuse half as fast. It may be recalled from the discussion of Figure 14.2

I

(Chapter 14.1) that electrons observed with smaller J (oceq~60°-750) appeared to be

i

|

injected to L*=4.1 more rapidly than electrons with larger J (aeq~200-35°). Assuming

;

that the injection may be interpreted as the result of'enhanced' radial diffusion from

i

magnetic field fluctuations, these observations would be consistent with the D Ml l
latitudinal effect.
The dependence on pitch angle found for DMl l is not found for D \ l [Schulz and
Lcmzerotti, 1974; Walt, 1994] This assumes there are no field-aligned electric fields,

*
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which is usually taken to be a good assumption inside the plasmasphere where there are
plenty of fast moving electrons to short out transient electric fields, but not as good
outside the plasmasphere. An electron will respond to convection electric field
fluctuations independent of its latitude.
The modeling in Chapter 14 used f(p,J,L*) for J=1.78-10*16 g(cm/s)RE which
corresponds to electrons with oteq ~ 40-60°. Assuming the latitudinal dependence for
DMll shown by Walt [1994], the errors introduced by assuming an equatorial DMl l may
be a factor of ~2. On the other hand, noting the spread o f ~ two orders of magnitude in
D ll in Figure 7.7, a factor o f 2 does not seem to be of grave consequence.

15.3

Injections
It has been well documented in this thesis that a significant 'injection' of ~340

f

keV electrons deep into the slot region (Figure 10.5) occurred during the beginning of

|

the magnetic storm recovery phase. It is interesting to note that while storm time

[

injections of 100s keV to -1 MeV electrons into the slot region have certainly been

I

reported in the literature for sometime [ Williams, et al., 1968; Lyons and Williams,

t
\
I

1975], the injection timing relative to storm phases is often not stressed, and perhaps
should be. The timing is often difficult to ascertain because o f plots spanning several

r

months or because of inadequate time resolution of the data. In Williams, et a l [1968], it

?

is implied that these deep storm injections are initiated during the main phase. Although
some of the storms analyzed appear to exhibit a main phase injection, others are more
questionable.
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On the other hand, there are cases in the literature which make unreferenced
claims that these injections occur primarily during the recovery phase, as if this were
general knowledge. "During the recovery phase, when the dipolarization effect is
observed, injections o f new electrons seem to be the rule." [.Bcnirdarie, et al., 1996].
"The ~1 MeV electrons are injected to L~3 during strong magnetic storms only when, as
a rule, the storms are in their recovery phase." [Tverskaya, 1996], The injection
observed during the 9 October 1990 storm analyzed for this thesis certainly is consistent
with these claims, but hardly offers firm statistical footing.
The injection dynamic is most often discussed within the context o f substorms
[Baker, e ta l., 1982; Lopez, et al., 1989]. During a substorm growth phase the
magnetotail becomes stretched to a highly non-dipolar configuration during a period o f
southward IMF. The expansion phase is triggered by an abrupt dipolarization which
injects 10s to 100s keV electrons (and ions) from the tail into the local nighttime
geosynchronous region. Substorm injections are relatively localized events and occur
more frequently than the globally disruptive magnetic storm. Although it is recognized
that injections are associated with both substorms (in isolation from storms) and storms,
Lyons and Schulz [1989] state that there is an 'important phenomenological distinction'
between the two cases. They point out that although injections into the region L>4 are
comparable for the isolated substorm and the storm, significant particle increases at L<4
are restricted to storm injections (the case in this thesis). Yet, despite the claims of some
[Bourdarie, et al., 1996; Tverskaya, 1996] that storm-time injections are typically
observed during the recovery phase, Lyons and Schulz [1989] restrict their discussion o f

I
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storm injections to the main phase, as the implied source o f the main phase ring current
(as discussed in Chapter 8), with no mention of recovery phase injections.
Obviously, much o f this confusion revolves around what exact energies are being
discussed. Certainly, lower energy particles are 'injected' into the slot region during the
main phase, since these are the ring current particles which produce the main phase.
However, it appears that often time the literature gets 'careless' in categorizing all deep
storm injections (including energies >300 keV up to ~1 MeV) as main phase injections,
associating them with the ring current build up. The point here is, that the distinction
between a main phase and recovery phase injection may be a significant one, and perhaps
warrants a little closer attention.

f
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CHAPTER 16

CONCLUSIONS

This thesis has made a significant step towards understanding the dynamics of the
outer zone electrons throughout an entire magnetic storm. This has been accomplished
by modeling the radial diffusion process using time dependent outer boundary conditions
and time dependent diffusion coefficients throughout the entire storm; something which
has never been done before. The time dependent outer boundary conditions are based on
geosynchronous flux data which are available throughout the time period of interest, and
which account for the sources and sinks outside the modeling region. The time
dependent diffusion coefficients D ll are driven by the magnetic activity index Kp, with
D ll for the most active period (Kp~6) enhanced over those for the quiet period (Kp~l)
I
i
|
J

by around two orders o f magnitude.
With these enhanced diffusion coefficients, which are required to effectively
couple the geosynchronous region to the radiation belt interior, it has been shown that

\
!

electron enhancements at geosynchronous (when used as an outer boundary condition)
act as an effective 'source' to replenish the radiation belt with fresh electrons. It has also
been shown that large electron losses at geosynchronous, act as an effective 'sink' to
drain a large portion of the radiation belt electrons from deep in the interior. As
Bourdarie, et al. [1996] commented, "This phenomenon, like flushing, regularly removes
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the major part o f the high-energy electrons." They conclude their modeling study with
the assessment that "A full understanding of this process remains to be constructed."
The work performed in this thesis has certainly provided a viable solution.
The anomalous (for inward radial diffusion) profiles of/ seen for the highest p.
electrons has raised the question of what mechanism may be acting as an internal source
o f >1 MeV electrons. The chorus waves seen throughout the recovery phase are a
primary candidate for heating the electrons via the type of resonant cyclotron
interactions proposed in the past, and certainly deserve some serious investigation.
Thus, this study has seemingly answered some questions, and pointed to still
others.
i
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APPENDIX A

COORDINATE SYSTEMS

The coordinate systems which are used throughout this thesis are defined here
[Bhavnani and Vancour, 1991]. They are all Earth - centered coordinate systems.
1. Earth Centered Inertial (BCD
X-axis: Points in the direction of Aries and is in the equatorial and ecliptic planes.
Y-axis: Completes a right-handed orthogonal set, Y = Z x X, and lies in the
equatorial plane.
Z-axis: Coincident with the Earth’s rotational axis and is positive towards north.
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2. Geocentric Solar Maenetospheric fGSM)
X-axis: Points to Sun.
Y-axis: Perpendicular to the magnetic dipole axis and is positive towards dusk.
Axis lies in the geomagnetic equatorial plane and completes a righthanded orthogonal set, Y = Z x X.
Z-axis: Perpendicular to the X-axis and in the plane containing the X-axis and the
magnetic dipole axis. It is positive towards north.
3. Solar Magnetic CSM1
X-axis: Perpendicular to the Z-axis and is in the plane containing the Z-axis and
the Sun. Positive towards the Sun but does not necessarily point directly
at the Sun. Lies in the geomagnetic equatorial plane.
Y-axis: Perpendicular to the Earth-Sun line (positive towards dusk) and lies in
the geomagnetic equatorial plane. Completes a right-handed orthogonal
set, Y = Z x X.
Z-axis: Coincident with the magnetic dipole axis and is positive towards north.
4. Geocentric Solar Ecliptic CGSE1
X-axis: Points to Sun and is in the ecliptic plane.
Y-axis: Completes a right-handed orthogonal set, Y = Z x X.
Z-axis: Perpendicular to the ecliptic plane and is positive towards north.
The GSE coordinate system is defined by an X-axis which points directly to the Sun.
Because the CRRES spin axis was pointed -5° from the Sun, the GSE coordinate are
modified slightly to give mGSE coordinates.

I
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APPENDIX B

COMPUTER PROGRAM FLOW DIAGRAMS

The flow diagrams for the three major computer programs used in this thesis are
presented in this appendix. The program roederer.f (Figure B. 1) calculates the second
and third adiabatic invariants (J, L*). The subroutine roedererL is the main subroutine
which directs the calculation and its main algorithms are outlined within the dotted
structure in Figure B. 1. The subroutine roedererL was written by Dr. Jay Albert of
Boston College, and accesses other significant routines including that for computing the

\
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j
|
f
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|

Tsyganenko 1989 magnetic field model [Tsygcmenko, 1989], auxiliary routines for
interfacing with the T89 model (Dr. Robert Hilmer o f Boston College), and commercial
numerical routines [Press, et al, 1988],
The program aibin.c (Figure B.2) uses the output from roederer./to convert a

v

|

file o f differential flux j(E,a) to a file o f phase space densityy[(i.,J,L*).

(
i
■

The program rdiffuse.f (Figure B.3) is a modified version o f a radial diffusion
program written by Dr. Jay Albert o f Boston College [Albert, 1994] which solves the

'

diffusion equation using finite difference algorithms. The original code was modified to
incorporate time dependent diffusion coefficients, time dependent boundary conditions,
and initial J(L) from CRRES data. The routine for inverting the matrix equation is from
Press, et al. [1988],
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roederer. f
Initialize B model

Read: (t.XEo.B,, a )

Get: Kp

Compute I, L* (roedererL)

Write: (t, XEa, a . I, L*}

Compute surface flux

(M

rE = radius at Earth's surface

Find equatorial r«,, B^,, MLTeq,MLATeq

Find mirror Bm = B, / sin2a
Knowing Bm , trace along field line to find conjugate
mirror points Smi and s„e
m

s
ti

ds
J '- '

^

m

!

|
:

Compute equatorial flux. Outer radius, r(I),
must be iteratively determined such that it
specifies field line which gives previous I

cD =

<D,

<t>

L * = 27tko / O

Figure B. 1 : Flow diagram for roederer.f
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aibiruc
f o r t = ti,tf, At = 30 s

for a =5°, 90°, Aa=5

1. L* =L*(a,t)
2. p2 = 2 m Bs(t) / sin2a
3. J = 2 p I(a,t)
4. E2 = (p2c2 + E02)1/2 - E0
5. j(E, a, t) <—interpolate <r- j/(E/, a, t)
6 ./n ,J ,L * )= j(E ,a )/p
7. (j. —> il; J —> i2, L* -» i3 (bin
indices)
8.Xil,i2,i3)=y(M ,L*)

end o f loop structure

Figure B.2 : Flow diagram for aibin.c.
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rdiffuse.f

specify p.
read in x file

read in Kp file
read in; initializey(L,t0)
read in B.C. ratio 9? (t)
t = 0 days
fo r io = 1, noutput
fo r iter = 1 , 4
t = t +- 0.053 days
update Kp(t), DLL(t), 9? (t)
a x ,t)

(0

to )

update tridiagonal matrix A
solve for X, A»X = X
where X is array {y(L ,t)},
and X is array {./(L,t + At) }
end o f iteration loop
write (XL,t) } to output file
end o f output loop

Figure B.3 : Flow diagram for rd iffu se ./
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