Abstract-The design of a controller significantly improves if internal states of a dynamic control system are predicted. This paper compares the prediction of system states using Kalman filter and a novel approach analysis of variance (ANOVA). Kalman filter has been successfully applied in several applications. A significant advantage of Kalman filter is its ability to use system output to predict the future states. It has been observed that Kalman filter based predictive controller design outperforms many other approaches. An important drawback of such controllers is however that their performances deteriorate in situations where the system states have no correlation with the output. This paper takes a hypothetical model of a helicopter and builds system model using the statespace diagram. The design is implemented using SIMULINK. It has been observed that in situations where the states are dependent on system output, the ANOVA based state prediction gives comparable results with that of Kalman filter based parameter estimation. The ANOVA based parameter prediction, however outperforms Kalman filter based parameter prediction in situations where the output does not directly contribute in a particular state. The research was based on empirical results. Rigorous testing was performed on four internal states to prove that ANOVA based predictive parameter estimation technique outperforms Kalman based parameter estimation in situations where the system internal states is not directly linked with the output.
INTRODUCTION
A linear time-invariant (LTI) continuous system can be inherently stable if all of its poles are on the left-hand side of s-plane. If, however some of the poles are on the right-hand side then it needs a controller to ensure that the poles in the right-hand side are cancelled by the zeros of the controller, making an inherently unstable system to become stable. Alternately a system may be inherently stable, but at higher gains its poles may move towards the right-hand side of splane. In case of a discrete system, the condition of stability requires the presence of poles within a unit circle resulting in a stable system. This research compares the estimates of Kalman filter based predictive parameter estimates with that of the ANOVA based predictive parameter estimates. The controllers are generally categorized as feedback controllers, adaptive controllers, and predictive controllers. Among these controllers, the predictive controller influences the activity of the system to adjust various parameters to achieve the targeted value. The system tracks output such that the difference between the desired and actual output remains within limits as per given matric. The predictive controller uses current output/states to adjust the parameters of system to change the future output/states. The controller is based on proactive approach. The time-series analysis predictive controller performs reasonably well in case of where the variations are relatively free from noise. One of known time series predictor is an auto-regressive (AR) controller. The prediction based on analysis of variance (ANOVA) is relatively new in predictive controller design. A significant advantage of using ANOVA is that the noise carried by the parametric variation is also accounted for in the model. A combination of auto-regressive model and ANOVA are successfully used to predict the computer utilization in an internet service provider (ISP) [1] .
An adaptive controller design based on Kalman filter has provided an optimum control design during the last many decades. The implementation of Kalman filter observer for multivariable ship control system is discussed in [2] . In addition, the application of extended Kalman filter observer to estimate the state of time varying disturbance for robotic manipulator and industrial heating system is presented in [3] - [4] . An adaptive Kalman filter for state-of-charge (SOC) lithium-ion battery is discussed in [5] . Several other Techniques of predicting states using the Kalman filter have been discussed in [6] - [8] .
This system uses more sophisticated state-space model to monitor the system states. If fast moving applications, the predictive controller performs better than the adaptive controller simply due to the fact that they predict future parameters based on past records. The proposed algorithm uses analysis of variance techniques (ANOVA) to predict the future states. The results further show that in certain situations the ANOVA based parameter prediction out performs that of Kalman filter based parameter estimation. Predictive controllers based on ANOVA can be used in real time control applications. To the best of our knowledge, no work has been done in this area. Future work may involve using other statistical techniques, like regression analysis, etc.
After a brief introduction in this section, the state-space model in continuous and discrete system of a hypothetical helicopter is discussed in Section 2. The Kalman filter based observer and parameter estimation is given in Section 3. The ANOVA based parameter estimation is given in Section 4. Section 5 gives several results that compare the estimated parameters using Kalman filter and the ANOVA based approaches. Section 6 concludes this paper. www.ijacsa.thesai.org A conceptual model of helicopter.
II. MATHEMATICAL MODELS
The model essentially consists of state-space model of a helicopter as in Fig. 1 . The helicopter is expected to move only in the horizontal direction. The change in horizontal direction is controlled by the input . The tilt in the horizontal direction is given by the angle . The model is described by using two second order equations.
Where the first equation gives horizontal tilt, and the second equation gives helicopter position in the horizontal direction. All other parameters are coefficients with known and fixed values as given by (2)
A. Continuous Time State-Space Model
The state-space model of a general system is represented by ̇
Where, is the set of system states of a helicopter. The is given input signal, and is the output signal. The A, B, C, and D are parameter of state-space model giving the system's characteristics. The bold letters represent matrices. The angle of tilt is represented by system state . The derivative of tilt angle ̇ is equal to . The horizontal position is represented by , and the derivative of horizontal position ̇ is represented by .
The input u and the output state vector is defined as
Where, δ is the amount of input signal, and the expected output are the amount of horizontal motion and the amount of tilt. The state equations of a helicopter are given by the following set of equations:
These are represented in more compact form using matrices:
The represents undesired effects and this is approximately by a zero mean, normally distributed signal with constant variance. The output is given by
The D matrix in the standard state-space model is considered to be zero. The is due to an undesired effect at the input, again approximated by a normally distributed signal having zero mean, and constant variance.
B. State Space Model in Discrete Time
The continuous state-state model is transformed into discrete state-space mode by using MATLAB routine. The sampling rate is h = 0.1. A relatively smaller sampling rate results in large number of samples, and thus gives more accurate replica of the continuous state-space model. The general form of discrete state-space model is given by, (9) (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 8, No. 8, 2017 443 | P a g e www.ijacsa.thesai.org 
This model is given in Fig. 2 using SIMULINK.
III. KALMAN FILTER OBSERVER
The Kalman filter observer uses output signal to estimate various system states. A predictor based on these estimated state values can be designed to control the future states to minimize the amount of error. The estimated state has two components, a predicted state and a correction term based on the present output.
Where, ̂ is the estimated value at sample k, ̅ is the predicted state, and ̅ is the correction term. is the gain matrix. The predicted state ̅ is
The residual error is
The objective is to reduce the residual error. A system is controllable only if this is observable. The system is tested for observability and controllability using MATLAB routines. The positions of poles are also checked. It is found that some of the poles are outside the unit circle. The system is inherently unstable however with an appropriate controller design the system will become stable as all poles outside the unit circle are cancelled by zeros of controller. The Kalman gain matrix K is found using the MATLAB routine DLQE (discrete-linear-quadratic-estimator) command.
Where, is the Kalman gain. The H is 3x3 identity matrix.
are previously defined. is the covariance matrix of system disturbance , and is the covariance matrix of output disturbance . These matrices are taken as, The Kalman gain K is found to be equal to
The state estimators using Kalman gain is found by
The system design including the Kalman filter observer is given in Fig 2. 
IV. ANOVA PREDICTOR DESIGN
The regression based predictive modeling has been used in several fields. The human behavior is predicted based on the known facts. The statistical based prediction has been used in marketing, financial services like banking & insurance. It has also been used in the telecommunications industry. A software package, Statistical Analysis System (SAS) has been developed by SAS Institute that helps in the advance analysis like multivariate analyses, data management, business intelligence, and predictive analysis. The package also uses ANOVA to provide the necessary analysis. An ANOVA based prediction of moisture buildup in electronic enclosure is proposed in [9] . The prediction of dataset by software engineers using ANOVA is demonstrated in [10] . An Intrusion Detection System by feature elimination has been demonstrated in [11] . ANOVA based parameter prediction is also demonstrated in [12] . This paper is an enhanced version of a recently published conference paper [13] . The analysis of variance (ANOVA) based proposed model is given by,
where ̂ is the estimated value of k th sample. This is approximated by an estimated general mean ̂ , sample parameters ̂ , and ̂ . The unknown effects are given in the last term . The sample mean and the other parameters are found using (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 8, No. 8, 2017 445 | P a g e www.ijacsa.thesai.org The above equation extracts three parameters based on sample mean of past eight samples b ̂ , the mean difference of past eight samples by ̂ , and the sample mean of past four samples with its preceding four samples.
V. SIMULATION RESULTS
The main objective of this work is the prediction of four states that represent the motion of a helicopter. This is possible only due to state-space analysis. The states are initially in continuous domain which is converted into discrete model using the sampling rate of 0.1. The sampling rate is critical in the sense that a smaller sample time results in more accurate analog-digital conversion, but results in much larger number of samples. Alternately a larger sampling rate results in coarse analog-digital conversion but a fewer samples. The most appropriate sampling rate depends on the application. It has been observed that a sampling rate of 0.1 results in most appropriate combination of refinement, and amount of data for a helicopter model. The output signal comprises of two parameters: an angle of tilt and the horizontal motion based on four internal states. These states are given as and as given in (4) . The first step is the conversion of continuous state-space model into a discrete state-state model (9) . The MATLAB routines are used to find matrices F, G, and C in discrete state-space model (10) . These matrices, respectively, correspond to A, B, and C in continuous state-space model. Next it is desired to find if the system needs a controller, and if it is controllable. A discrete system is inherently stable if all of its poles are inside the unit circle. Such a system may only need a very simple controller that monitors system gain and ensures that the poles remain within the unit circle. If however, one or more poles are outside the unit circle then the system is inherently unstable, and sophisticated controller is required to cancel all poles that are outside the unit circle. It was found that the proposed model is not inherently stable, as it has one pole outside the unit circle. A second challenge is to learn if the system is indeed controllable. A system is controllable only if the internal states are observable. The validation of the observability is performed with a series of tests (14)-(17). The model is implemented by using SIMULINK. The original equations are based on a second order system. A significant advantage of using state-space analysis is that the model is implemented by using a single delay element, thus reducing the system order to one-dimension model. Other advantages of using discrete signal are the requirement of much smaller storage space, and the flexibility of using advanced signal processing techniques.
The original model and the Kalman filter estimate of states are given in Fig. 2 . The actual values of selected samples, the estimated values using Kalman filter, and the error is given in Table 1 . The graphically plots are given in Fig. 3(a)-(d The performance of ANOVA based estimator design is given in Fig. 3 , where the estimators of states and are super imposed on the previous drawn estimates using Kalman filter. Each estimator is approximate by a time-series analysis. The analysis is based on a general mean, mean value of a first order gradient, and the mean value of gradient of a group of values as given in (18). The estimated values specific parameters are found using (19). The number of samples in this particular example is restricted to only 8 samples. It is expected that sampling time of 0.1 seconds in this example is small enough to highlight the minute change with sufficient number of samples. It is clear that any change in sampling time would change the matrices F, and G which would change the Kalman gain matrix K, resulting in completely new model. The actual values of states, the estimated values using ANVOA, and the corresponding error of selected samples are given in Table 2 . The graphical plots of these samples are given in Fig. 3(a)-(d) . A comparison of Tables 1 and 2 , and Fig. 3 clearly shows that both Kalman filter and ANOVA based parameter prediction performs reasonable well for states and , however, the performance of ANOVA based parameter prediction is much superior to that of Kalman filter based parameter predictive estimation.
The list of parameters in an ANOVA design can be changed to suit a particular analysis. As an example, in this particular analysis the objective of this model was to have an estimator based on the mean value, and the gradients at two levels. The model was relatively simple as the estimator was based on the aggregation of three independent terms. This model can be further simplified by considering only the mean value, or made complicated by considering terms related to multiple effects.
A significant advantage of ANOVA based estimator is that these estimators are robust and are able to correctly estimation even if the states are corrupted with high degree of normally distributed noise.
VI. CONCLUSIONS
This paper presents a model to estimate the internal states of a helicopter using analysis of variance (ANOVA). The results are compared with parameter estimation using Kalman filter. It has been observed that both the approaches yield comparable results when states have some form of dependencies on the system output. The ANOVA based approach however outperforms Kalman filter approach in situations where the internal states do not depend on the system output. The model is implemented on SIMULINK.
