Purpose In clinical examinations, the tissue surface topology is an important feature for detecting the tissue pathology and implementing augmented reality. We have previously presented a miniaturised structured light (SL) system for recovery of tissue surface shape in minimally invasive surgery (MIS), based on a flexible multispectral structured illumination probe (1.9 mm diameter) (Clancy et al. in Biomed Opt Express 2(11):3119-3128, 2011. doi:10.1364/ BOE.2.003119). This paper reports further hardware and analytical developments to improve the light pattern decoding result and increase the reconstruction accuracy. Methods The feasibility of using an 8-band multispectral camera with higher pattern-colour discrimination ability than normal RGB camera in this system was studied. Additionally, the "normalised cut" algorithm was investigated to improve pattern segmentation. Results The whole SL system was evaluated by phantom and in vivo experiments. Higher pattern identification performance than that of an RGB camera was recorded by using the multispectral camera (average precision >97 %, average sensitivity >62 %). An average of 0.88 ± 0.67 mm reconstruction error was achieved using the proposed pattern decoding method on a heart phantom at a working distance of approximately 10 cm. 
Introduction Tissue surface reconstruction using structured light
The quantification of tissue surface morphology is of high importance in medicine and surgery as it may be sensitive to tissue pathology. For instance, the detection of colonic polyps often depends on their shape, with flat polyps being much less visible under conventional illumination [2] . Also, tissue surface shape has potential to be used in MIS to facilitate navigation. Optical techniques for surface detection may allow pre-operative information, for instance from imaging modalities such as MRI, CT, or ultrasound, to provide augmented reality for surgical guidance [3, 4] .
Among all the optical techniques used for 3D reconstruction, SL has good potential to be used in surgical environments as they have the advantage of performing well even on relatively featureless objects [3] . In SL, a setup is designed to generate a specific artificial light pattern and project it onto the target object. Then according to the location of the projected light pattern recorded by a single camera, the object surface is reconstructed. Prior to the 3D reconstruction, a geometrical calibration is conducted to establish the spatial relationship between the projector and camera. The pattern should be structured so that for any specific part of it its corresponding projected ray may be identified in the calibration dataset. SL systems can be divided into two types: multi-shot and single-shot. Multi-shot SL uses a sequence of patterns to assign unique codewords to different object surface areas, while single-shot only projects one light encoding pattern [5] . The former generally leads to denser reconstruction but suffers from long image acquisition time, while the latter normally results in sparser reconstruction but faster acquisition. Therefore, the single-shot pattern is more suitable for the application of 3D reconstruction during surgery where the tissue may constantly move. Some examples of singleshot patterns include Ackerman et al. [6] , who designed and enhanced their laparoscopic SL system using a coded stripe pattern for abdominal organ imaging. Chan et al. [7] proposed another endoscopic SL system which uses a single-shot dot matrix as the projection pattern. For the purpose of improving accuracy of cervical cancer diagnosis during colposcopy, another system used a grid pattern to reconstruct the tissue surface [8] . Recently, Maurice et al. [9] developed a rigid laparoscopic system with a single-shot grid-based pattern designed according to the M-array (perfect maps) algorithm. Another recent single-shot endoscopic SL system was developed by Schmalz et al. [10] . This scanner was specially designed for tissue reconstruction in tubular cavities, so a camera with a curved mirror, and a ring-shaped slide projector were designed to produce and record ring-like patterns.
The ICL SL system
A unique system (ICL SL system) has been proposed by our group [1] . Briefly, a 4 W supercontinuum laser (420-750 nm) was dispersed by an SF-11 prism before being focussed onto a linear array of 127 fibres. Those fibres, each carrying light of a unique narrowband spectrum, pass through a custom-made converter to form a random distribution distally. A gradient refractive index (GRIN) objective lens forms an image of the bundle end-face resulting in a random spot pattern. The brass ferrule of the fibre linear array has a diameter of 12.5 mm, but the fibre bundle and distal tip of the probe has a maximum outer diameter of 1.9 mm, making it compatible with biopsy channels of many flexible and rigid endoscopes. The region of interest (ROI) increases as the working distance increases. A typical 10 cm 2 ROI can be acquired at a working distance of 10 cm. The system schematic and the projected pattern are shown in Fig. 1 .
Despite its advantages, this system has limitations in real applications. One of the limitations is light pattern decoding. If an RGB camera is adopted, the reconstruction accuracy is limited to those wavelengths falling in the overlapping area between transmission spectra of the camera's Bayer filter (blue/green, green/red). In other regions, however, spots with similar wavelengths cannot always be differentiated unambiguously, due to the monochromatic response of the camera. Furthermore, at the blue end of the spectrum light is absorbed strongly by molecules like haemoglobin, while higher penetration depth at the red end results in increased lateral diffusion and a decrease in edge contrast when projected onto the tissue surface. All of the above problems lead to increased difficulty of pattern decoding.
Sequential multispectral imaging
As an image acquisition technique, sequential multispectral imaging (MSI) captures images of certain objects at diverse wavelengths, compiling spectra for all the pixels. This technique is used in a number of medical applications. For instance, chromophores like oxy-and deoxyhaemoglobin can be detected and differentiated, and their relative concentrations used to determine measures of tissue perfusion and oxygen saturation [11, 12] ; molecular targeting and spectral unmixing of multiple fluorophores can also be achieved using multispectral fluorescence imaging [13, 14] . Compared to normal RGB cameras, which only record three wavebands, a multispectral camera results in images corresponding to more wavelengths, providing higher colour discrimination ability. However, according to our knowledge, there is no work in which a multispectral camera is integrated with an SL system.
Achievement of this work
We aim to apply the ICL SL system in clinical applications. Thus, this paper focuses on two aspects: the feasibility evaluation of the multispectral camera and the development of the light pattern decoding algorithm. Phantom, ex vivo, and in vivo experiments were used for the evaluation. In order to make full use of the colour information to facilitate the decoding procedure, a multispectral camera is used instead of a normal RGB camera, showing a better performance in the in vivo experiment. Together with its extra medical diagnostic applications during surgery, the multispectral camera demonstrates potential to be adapted to the current SL system. Furthermore, a robust and promising light pattern decoding algorithm is proposed and evaluated on phantoms and in vivo. This algorithm includes spot segmentation and spot identification. In the former step, an algorithm based on the H-maxima transform [15] and "normalised cut" [16] is used to delineate the spots and find their centroids. Colour and neighbourhood information are considered as criteria to identify the spots, using a "labelling propagation" technique based on local rigid registration. 
Methods

SL system calibration
Calibration is an essential step in computer vision to extract 3D information from 2D images. Similarly, the calibration of our SL system can be divided into two steps: camera calibration and projector calibration.
Geometrical camera calibration is a very mature technique which is based on homography, and its detailed procedure can be found in previous works [17, 18] . Projector calibration of our SL system is also based on homography. The projector is considered to be an inverse pinhole camera model without distortion. Given that a sparse light pattern is used in this project, and one spot on the SL image indicates the intersection position between the object surface and one ray from the projector, to calibrate the projector means to find the directions of all the rays from the probe. In this procedure a "hollow pattern" checkerboard is used (Fig. 2a) . During calibration this checkerboard is manually positioned at different distances from the projector.
At the ith position, both white light and SL images are taken (Fig. 2a, b) . According to the homography based on a rectangle formed by any four corners on it, the orientation and position of the checkerboard can be calculated in terms of a rotation matrix R i and the coordinate of one point on the plane M i . For a ray P i j represented by a certain spot S j , its direction P i j can be estimated from the known R i and M i by intersection. Assuming the checkerboard has been located in N positions, and there are 127 spots/rays in total, then P i j is computed with all i ∈ (1, . . . , N ) and j ∈ (1, . . . , 127). As a result, N coordinates are acquired for all the spots/rays. Then a line fitting algorithm is applied, estimating all the ray directions (Fig. 2c) . Next, an optimisation technique is applied to force all the rays go through one point which approximates the projector centre (Fig. 2d) .
Given the calibration results, the object surface can be reconstructed using the image coordinates of the spot centroids. In the following, we present a light pattern decoding algorithm to locate the spot centroids.
Colour representation
Colour is the most important feature for light pattern decoding using this SL system. The collected SL images contain multiple components, each representing the colour image in a certain wavelength band. Therefore, there are several colour components for one single pixel, the quantity of which depends on the camera used. In this work, "colour vectors" are utilised to represent colours for pixels. A colour vector is a unit vector defined by the normalised magnitude of each colour component. In a process similar to that used in spectral angle mapping [19] , the difference between two pixels i and j can be quantified by the angle θ between their corresponding colour vectors C i and C j , ranging from 0 • to 90 • : Using the angle as the only indicator to describe the colour difference brings convenience to the following light pattern decoding procedure.
Multispectral camera
In this project, two types of camera are used to capture the SL image. One is a standard colour CCD camera (DCU 223C, Thorlabs Ltd, UK), which has three channels of output, indicating three different wavebands in the blue, green and red ranges, respectively. However, as is shown in Fig. 3b , only those overlapping areas between different filter transmission spectra have the potential to be used to distinguish those spots, since the ratio of corresponding transmission values of adjacent filters is sensitive to the wavelength change. In order to increase the overlapping spectral area, a multispectral camera (SpectroCam, Pixelteq, Florida, USA) was applied in this paper, which contains eight different bandpass filters, leading to eight channels in the output images. Figure 3d shows the spectrum and the increase in overlapping area compared to the RGB camera, indicating a stronger ability for identifying different wavelengths. The multispectral camera can also be used to capture near infrared bands, improving its potential to be used in surgical environments.
In order to intuitively demonstrate the superiority of the multispectral camera to the RGB camera in colour discrimination ability, both the cameras were applied to capture SL images on a white plane. The colour vectors were recorded for all the spots, and consequently their corresponding wavelengths were estimated using a lookup table of filter transmission ratios generated from the spectra shown in Fig. 3b, d . The estimated wavelengths were sorted in ascending order and plotted together with the estimation error and the camera filter transmission curves. The result showcases the difference between two cameras: due to the smaller spectral overlapping area, the colour estimation for the RGB camera image suffers from larger errors, and those colours in the blue end are not estimated correctly since there are rarely responses for the green and red channels in that band. On the contrary, the multispectral camera has a larger overlapping spectral area, leading to a much lower estimation ambiguity, and a much wider effective discriminable band.
Light pattern decoding
In order to reconstruct the 3D surface of the object, the image coordinates of all the spots should be found. In this work, spot centroid positions are considered as their image coordinates.
Pre-processing of the captured SL images is required due to the strong light-tissue interaction. The specular highlights are removed by taking the following steps in sequence: high intensity area detection to find the highlights; morphological transformation and interpolation to replace the intensities of pixels in the highlighted areas with those in the surrounding areas; Gaussian filtering (σ = 1, kernel size 7 × 7) to smooth the images. Finally, the colour vectors of all the pixels are calculated using the pre-processed images.
In stereoscopy, feature detection and matching is an essential step [20] . Searching for spot centroids in SL images by segmentation can be seen as feature detection. It can be found from Fig. 4 that the spots generally have similar sizes; in some cases the spots are closely distributed, overlapping each other; spots with shorter wavelengths are generally darker, and their colour could be "contaminated" by nearby brighter spots due to light diffusion; there are even some "missing" spots due to damaged fibres. For instance, the blank area of the SL image on the tissue in Fig. 4a is caused by either darker blue or "missing" spots. Based on these image conditions, we propose a spot segmentation method based on the "normalised cut" algorithm. This approach, developed by Shi and Malik, treats image segmentation as a graph partitioning problem, by setting a criterion according to inter-group difference and intra-group similarity [16] . They formulated this into a simple spectral clustering problem by using the similarity matrix of a graph and standard linear algebra to cluster data points according to the eigenvectors of matrices, leading to better performance compared to some traditional clustering algorithms like k-means [21] . To deal with the SL images firstly a mask is used to make sure that the normalised cut is only applied in the foreground which contains spots. This c Multispectral camera. d Filter transmission spectra for the multispectral camera and the overlapping area (yellow shadow), together with estimated wavelengths (black) and the corresponding error bar (cyan) mask is generated based on regional maxima detection and a morphological transform in order to cover as many spots (foreground) as possible. Then spectral clustering is applied to the pixels inside this mask to cluster them into different spots. Based on the previous works on spectral clustering [22] , the steps are listed as follows:
1. Resize the image using a scaling factor of 0.5 to reduce the pixel number and accelerate the computation. 2. Use all the pixels in the mask to build a weighted graph G = (V, E) by establishing a similarity matrix W . One entry of the matrix w i, j represents the similarity between two pixels i and j, and is defined as:
where X i and X j stand for the image coordinates of the pixels, r is the threshold of the Euclidian distance between two pixels, 1 and 2 are used to tune the factor weights of colour difference and spatial distance in computing the similarity w i, j . A distance threshold r is set to constrain the calculation of w i, j only take place between pixels close to each other, speeding up the computation. r , 1 and 2 are normally set empirically, and in this work the typical values used are 3, 0.2, and 5, respectively. 3. Calculate K eigenvectors corresponding to K largest eigenvalues of:
where D is a diagonal matrix, whose (i, i) entry is the sum of W 's ith row, K is the number of clusters. In experiments K can be set automatically according to the number of detected local regional maxima. In this way, the spots are clustered and segmented in the SL image (Fig. 4b) .
Spot identification for this SL system is equivalent to the feature matching procedure. The aim is to find the correspondences between the projector image plane and camera image plane. In this work, a reference image on which all the spots are manually identified beforehand is used. By comparing it to the captured SL image, unique labels should be assigned to individual detected spots. Colour is the main information that can be made use of in order to discriminate different spots. Due to the limitations related to light diffusion and detection of low brightness signals mentioned earlier, identifying those spots only according to colour is highly difficult as they result in uncertainty in the colour vector. Thus, an algorithm based on colour and neighbourhood information has been developed:
1. Find neighbours for all the spots in both the reference and SL images based on a Delaunay triangulation (Fig. 4b ). 2. Calculate the average colour vector and establish a stack of neighbours' colour vectors in a clockwise sequence for every spot. 3. Compare the colour vectors of the spot of interest and its neighbours to determine unique matches between the SL image and the reference image. 4. The spot matching procedure is propagated from the initially identified spots to their neighbours based on to colour information and local rigid registration. (Fig. 4c,  d ). Thus, the spots are identified and matched to the rays emitted from the probe. 5. Remove incorrect spot-ray correspondences according to the calibration.
Together with the calibration results, the tissue surface can be recovered.
Experimental results
In order to evaluate the feasibility of the software platform and its practicality, experiments on different objects have been carried out including a heart phantom and porcine large bowel during an in vivo animal trial to test the device in a challenging clinical environment. Rather than inserting the probe through the biopsy channel, the probe was mounted on a rigid support, and the SL images captured by a multispectral and an RGB camera (each coupled to a rigid endoscope). The angle between the probe and each camera was about 10 • -15 • , the baseline about 5 cm, and the optical axis of both endoscopes roughly perpendicular to the object surface. Images were acquired at 30 FPS, with a maximum 33 ms exposure time per frame. Every consecutive eight frames from the multispectral camera formed one image stack. Practically this fame rate is high enough to avoid image blurring caused by respiration movements. It takes ∼50 s to process a single frame using MATLAB (Intel i7-3770, 8 GB RAM). The results are structured into two parts: evaluation of pattern decoding algorithm using multispectral and RGB cameras; effect of pattern decoding on reconstruction accuracy.
Light pattern decoding using multispectral and RGB cameras
Given an accurate calibration, the light pattern decoding results determine the reconstruction accuracy. Here results using both the cameras are demonstrated. As light pattern decoding is divided into spot detection and identification, images acquired from phantom and in vivo experiments are used to evaluate the performance of these two steps. The indicators used include the sensitivities and specificities of detection and identification results. These are calculated by comparison with the ground truth data (manual decoding results). Given the automatically detected number T da , the manually detected number T dm , and the correctly automatically detected number T dc , the sensitivity of spot detection is defined as Sen d = The multispectral camera was used to capture eight SL images of a heart phantom and ten SL images of the porcine large bowel, while the RGB camera acquired five for heart phantom and nine for porcine large bowel.
Pattern decoding aims to achieve identification precisions as high as possible while maintaining identification sensitivities. These criteria can guarantee optimum performance for surface reconstruction. Taking all the SL images (Fig. 5) into consideration, our algorithm leads to identification sensitivities higher than 50 % and precisions higher than 90 % in 28 out of 32 measurements.
The results show the robustness of the spot detection algorithm. For all the images, the average sensitivities are always higher than 75 % (Fig. 5c) , while the average precisions are higher than 80 % (Fig. 5d) . According to some trials in which parts of spots are manually set to "unidentified", it is found that 50 % sensitivity and 70 % precision in detection is already enough for the identification step. Therefore, Fig. 5 a The heart phantom. b The porcine large bowel sample. c Spot detection sensitivity. d Spot detection precision. e Spot identification sensitivity. f Spot identification precision this detection algorithm is reliable in practice. Inevitably, the identification sensitivities are slightly lower than the detection results, but the identification precisions are higher for all cases. The average identification precisions for all the SL images are higher than 95 % for both cameras. In practice those SL image with low identification precision can be detected and abandoned, so very little error will be introduced even if the identification fails occasionally.
The light pattern decoding results of the two cameras on the heart phantom and the porcine large bowel in the in vivo experiment are shown in Fig. 5 . In the phantom experiment, both of the cameras performed well. The RGB camera led to higher identification sensitivity, while the multispectral camera outperforms in identification precision. Although both of them work well in the in vivo experiment, the multispectral camera outperforms the RGB camera in both identification indicators, especially precision. This is due to the high importance of colour information in the spot identification step. As the multispectral camera has undoubtedly much higher colour discrimination ability, it leads to better identification results. The experimental results also indicate that our algorithm can be affected by many factors such the surface texture, topology and background illumination. More experiments are in progress to investigate whether the multispectral camera is superior in practice.
Surface reconstruction accuracy
The heart phantom has been used to measure the reconstruction accuracy. The surface mesh measured by an MCAx25+ The overall median, average, and maximum value (column header) of the average, standard deviation, and maximum errors for all the reconstructed surfaces (row header) are listed handheld laser scanner is used as the ground truth. Eight SL images of the heart phantom from different angles are captured, so eight reconstructed surfaces can be acquired separately using manual and automatic pattern decoding methods. By registering the ground truth mesh and the reconstructed surface using the rigid iterative closest point (ICP) method [23] , the reconstruction error can be calculated as the distance between these two registered surfaces (Fig. 6) . The average and the maximum distance are used as the indicators. The result of using the automatic decoding is compared to that of manual pattern decoding to test the influence of the pattern decoding algorithm. Table 1 showcases the reconstruction result using manual light pattern decoding. The statistics demonstrate that the accuracy of surface reconstruction using the SL system under strict calibration and perfect pattern decoding is very high, with average error smaller than 0.7 mm and maximum errors under 3 mm from seven out of eight SL images. It also shows that the reconstruction accuracy drops if the automatic pattern decoding algorithm is adopted. However, if the case where identification precision was lower than 90 % is excluded, the mean values of the average distance and maximum distance reach 0.7 and 2.98 mm, respectively, making a very small difference from the results using manual pattern decoding. Given that satisfactory identification results (sensitivity >50 % and precision >90 %) can be achieved in 87 % of SL images the robustness and accuracy of surface reconstruction using the proposed algorithm is demonstrated.
Conclusions and future work
This work aimed to improve the practicality of the ICL SL system and demonstrate its potential in MIS environments. In order to enhance light pattern decoding, a multispectral camera was proposed. The in vivo experiment demonstrated its superiority over the RGB camera in spot identification. The proposed pattern decoding algorithm underwent evaluations using different experiments, showing promising reconstruction results. Since the current light pattern is sparse and the decoding relies on neighbourhood information, the high curvature may lead to decoding failure in some areas. But there are still valid clinical examples of applications for this SL system, including detection of flat polyps and surgical planning or guidance for organs such as liver or kidney.
Future work will focus on hardware improvements in order to adapt the SL system to MIS environments, such as enhancing the light pattern design and increasing the portability of the system. For instance, the probe and camera could be integrated into the shaft of a laparoscope to improve the portability and simplify the calibration procedure. Furthermore, a real-time medical application is targeted for development, to facilitate augmented reality together with pre-operative data from other imaging modalities like MRI or CT.
