In this paper we study in detail the behavior of random-walk networks ͑RWN's͒. These networks are a generalization of the well-known random Boolean networks ͑RBN's͒, a classical approach to the study of the genome. RWN's are also discrete networks, but their response is defined by small variations in the state of each gene, thus being a more realistic representation of the genome and a natural bridge between discrete and continuous models. RWN's show a clear transition between order and disorder. Here we explicitly deduce the formula of the critical line for the annealed model and compute numerically the transition points for quenched and annealed models. We show that RBN's and the annealed model of RWN's act as an upper and a lower limit for the quenched model of RWN's. Finally we calculate the limit of the annealed model for the continuous case.
I. INTRODUCTION
Biological networks ͓1͔ are typically made up of a large number of units interacting with each other in a highly nonlinear way, often exhibiting complex dynamics. Neural systems, where the units are neurons with chemoelectrical interactions, or the genome, where the units are genes with protein interactions, are typical examples of biological networks.
A classical approach to gene networks involves discrete dynamical systems based on random Boolean functions. Such Boolean networks are formed by a set of N genes or automata ͑labeled i =1,2, ... ,N͒ where each gene has two possible states x i ͕0,1͖, where 0 stands for inactive ͑non-protein production͒ and 1 for active ͑protein production͒. Each gene i is connected with K other genes ͕i 1 , i 2 , ... ,i K ͖. We generate in this way a network whose dynamics is described by a set of N equations ͕x i t+1 = f i ͑x i 1 t , x i 2 t , ... ,x i K t ͖͒ i=1,2,. . .,N , where t indicates time and the ͕f i ͖ i=1,2,. . .,N are Boolean functions of K inputs. The output values and the input automata ͕i 1 , i 2 , ... ,i K ͖ for these functions are typically assigned in a quenched random way. These rules fully describe the so-called random Boolean networks ͑RBN's͒ ͓2͔ which are among the best known models of biological networks. Extensive analysis has shown that two phases ͑ordered and disordered͒ can be defined for RBN's. The existence of an ordered phase in this random systems has been used as support for the idea of "order for free." Also, the presence of a critical point is particularly relevant to complex systems, due to their maximum information transfer properties and high homeostatic stability of attractors. It has been conjectured ͑edge of the chaos hypothesis͒ that the boundary separating the ordered and disordered phases will allow the genome to display stability and homeostasis as emergent phenomena arising from criticality ͓3͔.
Although RBN's are simple models, they capture the essence of real genetic networks in some cases. An example is the virus Phage model ͓4͔, which consists in a coupled pair of cross-inhibitory differential equations. Although continuous in essence, the result in this model of interaction between continuous quantities leads to a basically binary ͑RBN-like͒ outcome. Nevertheless, not all models can be approached in the same way. In general, the more complex the network is, the more possible states can be observed, displaying a range of intermediate nonbinary values. The protein concentration produced by gene transcription determines the activation or inhibition of other genes. But it is known that the range of protein concentration produced by genes spans up to two orders of magnitude. Very few genes are strictly on-off switched ͓5͔; rather they show a continuous behavior ͓6͔, changing smoothly ͑without jumps͒ among different states. In order to handle this continuous behavior, models of manygene activity based on differential equations have been developed. However, they pose evident computational and analytical problems, because N genes imply N coupled, nonlinear differential equations. In ͓7͔ a continuous-discrete hybrid set of piecewise linear differential equations is proposed in order to avoid this problem. Unfortunately, it is difficult to obtain analytical results in such continuous or semicontinuous models. A discrete dynamical system would be more manageable.
But how can such diversity of states be included in a discrete system? A desirable feature for a discrete model describing genetic networks will be a set of functions ͕f i ͖ i=1,. . .,N such that changes in x i t will take place smoothly, through single and ordered steps among a high number of possible states. The model should also take into account other realistic features, like the fact that the response of genes to stimulation and inhibition by other genes shows saturation in their response. Such is the case for random walk networks ͑RWN's͒, proposed in a previous paper ͓8͔ as a more realistic representation of the genome. These networks satisfy in a simple way the previous requirements, working with small variations in the gene states, thus being a discrete approach to differential equations and allowing a comparison with continuous models. RWN's allow for an analytical treatment and show complex dynamical behavior and order-disorder transitions similar to RBN's ͓9͔-random threshold networks ͓10͔ or asymmetric neural networks ͓11͔, for example. In fact RBN's are a simple subcase of RWN's.
In Sec. II we present the RWN model more formally, explicitly deducing the critical line for the annealed model in Sec. III. In Sec. IV we show new simulations and compute the transition points for quenched and annealed models. In Sec. V we obtain the stationary automatom-state distribution and show that it is bimodal in the ordered phase. We discuss the differences between the distributions in the annealed and quenched models and show that they are the key to understand the different behavior of both models. Finally we see that RBN's and the annealed model of RWN's are an upper and a lower limit for the quenched model of RWN's, and we calculate the limit for the continuous case of the annealed model.
II. RWN MODEL DESCRIPTION
RWN's are formed by N automata i ͕1,2, ... ,N͖, each of them connected with K other automata ͕i 1 , i 2 , ... ,i K ͖. Each automaton can be in one of s possible states ranging from 1 to s: that is, x i ͕1,2, ... ,s͖. The changes among states x i t at time t occur in discrete steps ͕+1,−1͖, defined by an associated function ͑rule table͒ i of K variables. Each one of these functions takes as input the values of the K input automata: x i 1 , x i 2 , ... ,x i K . In contrast to RBN's, in RWN's the output of the associated function does not directly define the new value of the automaton, but just a variation +1 or −1 in its value x i and, hence, their link with differential equations. These variations modify the state of a given automaton producing ͑in the disordered case͒ a random-walk-like behavior of its value, which gives name to these networks. The dynamics of each automaton is constrained by two reflecting states: 1 and s. These extreme states represent null activity and saturation activity, respectively, and act as barriers for the automaton. Note that connections and rule tables are randomly generated at the network definition stage but are maintained ͑quenched͒ afterwards.
More formally, the evolution of the system is updated synchronously by the iteration of a global mapping
being a function of K + 1 arguments: K automatom values acting as input of automaton i, plus its own valuei.e., f i : ͕1,2, ... ,s͖ K+1 ‫ۋ‬ ͕1,2, ... ,s͖ defined by
· ͑1͒
i being the rule tables:
For example, let us take K = 2 and s = 4 and the automaton i with state at time t, x i t = 2. Let us suppose that its two input automata have states x i 1 t = 1 and x i 2 t = 3 at time t. We look for the input combination ͑1, 3͒ in the rule table i corresponding to the automaton i and find the output i ͑1,3͒ = + 1. Then the value x i t = 2 is updated to x i t+1 =2+1=3 at time t +1. In the case x i t =4 ͑saturation state͒ the update would be x i t+1 =4. Similarly, if the automaton has a value of x i t =1 ͑null activity͒ and the output is i ͑1,3͒ = −1, the update would be x i t+1 =1. The rule tables ͕ i ͖ i=1,. . .,N are randomly generated for a particular system and then maintained ͑quenched model͒. As in RBN's, here we can define a new parameter p, the bias ͓9͔, the probability for the output value of i to be +1 ͓and −1 with probability ͑1− p͔͒ when we generate the functions i at the beginning ͓during the network definition stage͔. For RWN's with a given number of states s, two welldefined phases can be found, which are separated by a critical line in the p − K space.
͑i͒ An ordered phase when the value of the bias p is far away from 0.5 and/or the connectivity K is low, in which case the networks freeze in a pattern after a short transient. In this phase almost all of the automata remain in a frozen state.
͑ii͒ A disordered phase otherwise ͑p close to 0.5 and/or large values of K͒, where all patterns are lost and the automata appear to be in complete disorder, switching from one state to another apparently at random.
We can observe that for s = 2 the state of each automaton i at time t + 1 is independent of its state at t, depending only on the value of i . Thus
and an output i t = + 1 forces x i t+1 = 2 and, similarly, an output s t = −1 forces x i t+1 = 1. Therefore, RWN's reduce to RBN's when s =2. In this sense, RWN's represent a generalization of RBN's, but with a richer set of available behaviors.
In Fig. 1 we can see a particular example of a RWN in the critical line, with N = 100 automata, K =2, p = 0.79, and s = 10, which illustrates this complex behavior. In the upper part of the figure we show the level of activity for each automaton as different gray tones and its evolution with time ͑towards right͒. The graph in the lower part shows, as an example, the evolution of the activity state of three of the automata, marked with little dots in the vertical axis in the upper graph. It can be seen how, after a transient, the system reaches a complex periodic state.
III. RWN ANNEALED MODEL
The annealed model, proposed by Derrida and Pomeau ͓12͔, consists of studying a simplified model of a system in which its time correlations are destroyed at each time step by randomly redefining the relationships among components of the system and their response functions. In the case of RBN's where it was applied, it consisted in redefining at each time step the K inputs and the Boolean functions of all the automata. The unmodified model with time correlations is called in this context the quenched model, as the relationship among components and their response functions do not change during its evolution. In RBN's and other systems the boundary between ordered and disordered phases obtained through the annealed model for N tending to infinity coincides with the boundary of the quenched model, hence the power of this method.
Therefore, following Derrida and Pomeau, we will derive the boundaries separating order and disorder for the RWN annealed model. In order to avoid time correlations, each time step we redefine both the automaton inputs i 1 , i 2 , ... ,i K and functions i for each automaton i =1,2, ... ,N. The avoiding of time correlations is strictly true for RBN's, but for annealed RWN's the memory dependence is not totally avoided, as x i t influences x i t+1 ͓see Eq. ͑1͔͒. Nevertheless, the RWN annealed model shows also an ordered-disordered transition and we can compute it as a mean field of the RWN quenched model.
If every time step each automaton i has K new inputs and new p-biased functions i , then the state x i of each automaton i behaves as a biased random walk, with probability p of moving upwards and ͑1− p͒ downwards. The behavior of the automaton i is constrained by the reflecting states 1 and s. For this arbitrary automaton i, we define P n as the probability of being in state n ͕1,2, ... ,s͖. If we assume no correlations between automata, we can write the evolution of the probabilities as
with n =2,3, ... ,s −1.
Let us take two annealed replicas ͑with initial state conditions randomly chosen͒ of the same system that are at time t: C 1 ͑t͒ϵ(x 1 ͑1͒ ͑t͒ , ... ,x N ͑1͒ ͑t͒) and C 2 ͑t͒ϵ(x 1 ͑2͒ ͑t͒ , ... ,x N ͑2͒ ͑t͒).
The overlap in time t, a͑t͒ ͓0,1͔, is defined as the normalized number Na͑t͒ of elements with common states in C 1 ͑t͒ and C 2 ͑t͒. We can interpret C 2 as a perturbation over C 1 . Thus, a͑t͒ will act as an order parameter when t tends to infinity. If the system is in the ordered phase, a will tend to 1 and the initial perturbation will be absorbed. Otherwise, if the system is in the disordered phase, a will tend to a stable value different from 1 and the perturbation will persist. Now we need to compute the overlap in t + 1 between these two annealed replicas. There will be five cases contributing to its value.
͑i͒ Two equivalent automata x i ͑1͒ ͑t͒ and x i ͑2͒ ͑t͒ are equal ͓with probability a͑t͔͒ and also their K inputs ͓with probability a͑t͒ K ͔. The contribution is then a K+1 ͑t͒. ͑ii͒ Two equivalent automata are equal with different input values, but the probability for their input functions i to be the same by chance is p 2 + ͑1− p͒ 2 . The contribution is then a͑t͓͒1−a K ͑t͔͓͒p 2 + ͑1− p͒ 2 ͔. ͑iii͒ Two equivalent automata with different values but the same inputs. In the next time step they can coincide only when their values are ͑s −1,s͒ or ͑s , s −1͒ and i = +1 or when they are ͑1,2͒ or ͑2,1͒ and i = −1. The contribution is then ͑iv͒ Two equivalent automata with different values and different inputs, separated by one unit as in case ͑iii͒, but ͓as in case ͑ii͔͒ the response of i is the correct one by chance. The contribution of this case is, therefore, ͑v͒ And two equivalent automata with different values and different inputs, separated by two units, the value for the smaller of them being by chance +1 and −1 for the bigger one. This case contributes with Notice that in ͑iii͒, ͑iv͒, and ͑v͒ we have used the conditioned probability as we already know that at t the two automata have different values. Notice also that the temporal dependence of the distributions ͕P n ͑t͖͒ n=1,. . .,s ͓as given in Eq. ͑4͔͒ has been omitted but included in the functions ⌽͑p , s ; t͒, ⍀͑p , s ; t͒, and ⌿͑p , s ; t͒. Summing all the contributions we obtain the time evolution of the overlap in the annealed model: 
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This equation has a fixed point at the value a * = 1; thus,
is the condition for the fixed point to be stable, which leads to the following critical surface separating the ordered and disordered phases for annealed RWN's:
where now ⌽͑p , s͒ = ⌽͑p , s ; t → ϱ͒, for the stationary distribution ͕P n ͑t → ϱ͖͒ n=1,. . .,s from Eq. ͑4͒. Notice that when s = 2, then ⌽͑p ,2;t͒ = 1 for all t, which leads to the well-known critical curve for RBN's ͓9͔:
IV. SIMULATIONS OF ANNEALED AND QUENCHED RWN's
In ͓8͔ we showed the evolution of the overlap in RWN's as a function of the number of possible states s and how the stationary value of the overlap a * acts as an order parameter, a RWN being ordered when a * = 1. The agreement between annealed simulations and the theoretical overlap evolution model for the annealed case was complete. We also showed how the stationary value of the overlap is smaller as s grows and how it is always smaller in the annealed model when compared with the quenched model. Nevertheless, none of those simulations were performed near a critical point and its effect was not shown.
In the upper part of Fig. 2 we show the evolution of the overlap a͑t͒ between two given configurations of an annealed system, given fixed values of N, K, and s, as a function of the bias p. Solid lines are the theoretical predictions for annealed RWN's, obtained from Eqs. ͑4͒ and ͑5͒, and symbols ͑circles, squares, diamonds, and triangles͒ mark the results from simulations of annealed RWN's. As t tends to infinity, these values of a͑t͒ tend to a * , the stationary value of the overlap. Both for the ordered case ͑a * =1͒ with high p and the disordered case with low values of p, there is full agreement between our theoretical annealed model and the annealed simulations.
There is only a discrepancy in the special case with p = 0.81, which corresponds to a critical point. This phenomenon was expected and it is usual in critical points ͓12͔. When the system is at a critical point, the effects of the finiteness of the system are more evident, and the discrepancy is a consequence of the system size. Yet as the systems we simulate become bigger ͑N = 100, N = 1000, N =10 000,...͒, the experimental points tend to converge to the theoretical curve. We should remember the fact that the annealed RWN's are not completely uncorrelated. Even in the annealed case, each automaton still keeps memory of its previous state, as we mentioned before, and this fact introduces temporal correlations in the annealed model, which are especially evident in the transition points. Nevertheless, the theoretical description of the annealed model is correct at the thermodynamical limit-i.e., when N tends to infinity. For comparison we also show ͑Fig. 2, bottom͒ the quenched model simulations for the same values of the parameters. Clearly, the stationary overlap values for the quenched model are bigger than those for the annealed model. Thus, the latter underestimates the former.
This result implies that the critical values of the bias p for the order-disorder transition in the annealed model will be larger than in the quenched case. We can see this better in Fig. 3 . Here we have calculated the transition points for both quenched and annealed systems, for the case K = 2. These Top: evolution of the overlap a͑t͒ for annealed RWN's with K =2, s = 9, and different values of the bias p. In all of them we have taken as initial conditions a͑0͒ =1/s. Each point represents the average of 100 different networks, with N = 10 000 automata each one. Solid lines represent the theoretical evolution using Eqs. ͑4͒ and ͑5͒. Bottom: evolution of the overlap a͑t͒ for quenched RWN's for the same parameter values and initial conditions than those in the left graph. Again, each point represents the average of 100 different networks, with N = 10 000 automata each one.
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PHYSICAL REVIEW E 71, 031104 ͑2005͒ transition points are defined by the values of p where a * equals 1 for the first time ͑we can use in fact 1 − a * as the order parameter͒. It is clear that the annealed model fails to predict the transition for the quenched model. The transition in the quenched model takes place at values of p smaller than those predicted by the annealed model predicts and hence, in this case, Derrida's method does not work. This failure is an effect of the different state probability distributions ͕P n ͖ n=1,. . .,s in both models due to the memory of the quenched system, as we will prove in Sec. V.
Nevertheless, it is important to highlight that in both cases ͑see Fig. 3͒ as s increases the curves quickly converge to a limiting value. This implies that at the continuous limit, s → ϱ, the transition is well defined and independent of the value of s ͓8͔.
V. RWN QUENCHED MODEL
In RBN's the frontier between order and disorder obtained using an annealed model coincides with the frontier for the quenched model. As we have seen, this is not the case for RWN's, and the transitions between order and disorder in these two models do not coincide. Such a result is due to the fact that the memory of the quenched system introduces strong correlations in the automata. As a consequence, in the quenched model each automaton is not strictly modified by a pure random-walk perturbation, and the automatom-state distributions in this model are clearly different to the distributions in the annealed method. Observe that the stationary values of ͕P n ͖ n=1,. . .,s can be calculated from Eq. ͑4͒ in the limit when t → ϱ and then summing up all the equations from 1 to a certain n. In this way we arrive to the following recurrent relationship:
͑9͒
Normalizing to 1 the sum of P n from 1 to s, we obtain
an exponential discrete probability distribution, with the normalization factor equal to But in fact, the behavior of the automata in the ordered zone is far away from such a biased random walk. The stationary quenched distribution of the automaton values will not be an exponential like the one described by the previous equation. Figure 4 shows the stationary automatom-state distribution ͕P n ͖ n=1,. . .,6 for a quenched RWN in the case s =6. It can be seen that as we enter the disordered zone ͑i.e., big values of the connectivity K͒ it tends to an exponential distribution, according to Eq. ͑10͒. In that zone, each automaton is being perturbed by a nearly pure biased random walk. But in the ordered zone ͑small values of the connectivity͒, the distribution tends to be limited basically to the extreme values, 1 or s, the intermediate states having a probability close to 0. One can see how the ordered state has basically a binary outcome. Notice also that in this zone the probability for an automaton to be s or 1 is clearly determined by the bias p, being p and ͑1− p͒, respectively.
If we now use the stationary quenched values of the automata distribution in the ordered zone-that is, if we use
and we apply them to Eq. ͑7͒, we obtain that the boundary condition becomes
that is, again, the boundary condition for RBN's. Therefore, RBN's and the annealed model of RWN's are the limiting cases for quenched RWN's ͑coinciding only in the case s =2͒, and the critical transition order-disorder curve for quenched systems lies between both transition frontier curves, as can be seen in Fig. 5 .
As Fig. 3 implies, when passing from these discrete networks to the continuous case-that is, when s tends to infinity-the transition from order to disorder is still well defined. It is possible to calculate the limit of Eq. ͑7͒ for annealed RWN's when s → ϱ. In the continuous case, the critical curve becomes
which defines an order-disorder critical curve in the K − p space ͑Fig. 5, dashed line͒. Equation ͑13͒ can be expressed in a more compact form, but we prefer to write it this way because it explicitly shows its invariance under the exchanges of p and ͑1− p͒. As the annealed model is a lower limit ͑in the K axis; upper in the p axis͒ of the quenched systems, then for quenched RWN's in the continuous limit ͑s → ϱ͒ the transition is also well defined and enclosed between the annealed model and the classical transition for RBN's.
VI. CONCLUSIONS
The study of the genome has revealed a complex world of relationships and couplings among genes, which produces what is indeed a genetic network. As a consequence, the study of its behavior by means of classical, linear methods is not possible given that the real behavior is highly nonlinear and shows complex dynamics. Therefore new type of models and methods of analysis are needed to face its study and understanding.
RBN's were one of the first ways proposed to study statistically genome global properties. Unfortunately this is a model of all-nothing behavior where the state of a given gene is completely determined by the input genes and where smooth variations of state are not allowed, contrary to what happens in the real genomes. On the other hand, differential equation systems, which in principle should give a better understanding of such continuous behavior, are difficult to solve and analytical results are hard to obtain. This paper deals with random walk networks, a simple random network model which largely resembles real genetic networks. RWN's are a natural link between discrete allnothing models ͑like RBN's͒ and continuous differential equations systems, as RWN's allow small, continuouslike variations in the behavior of the genome.
RWN's allow for analytical treatment, and in this paper we have deduced the critical frontier for the annealed model. Unfortunately, due to the memory of the system, the annealed solution does not coincide with the quenched critical frontier. Nevertheless, the annealed critical boundary acts as a lower limit for the real case. On the other hand, we have FIG. 5 . Gray pixels: stationary overlap a * between two quenched RWN's as a function of p and K. Gray intensities indicate different values of the stationary overlap. Dark gray corresponds to a perfect overlap-that is, to a * =1 ͑ordered phase͒-and white to noncorrelated a * ͑completely disordered phase͒. For each point we have performed 10 000 simulations with N = 10 000 and s = 4. Superimposed are the order-disorder frontiers for RBN's ͑upper solid line͒ and for the annealed model of RWN's ͑lower solid line͒ in the case s = 4. We can see how the transition from order to disorder in the quenched RWN's happens in the zone between both curves. The dashed line corresponds to the critical K-p curve from Eq. ͑12͒ in the annealed case when s → ϱ.
shown how RBN's act as an upper limit for the quenched case and we have delimited its order-disorder transition frontier to be between both transition frontiers. If RWN's pretend to be a bridge model between RBN's and continuous models, we have demonstrated that in the continuous limit ͑s tending to infinity͒ RWN's are well behaved and, as RBN's, have a well-defined order-disorder transition, usually so difficult to prove for continuous systems.
As we have seen, RWN's can be considered a natural generalization of RBN's. In fact, RBN's are a subcase of our model which trivially reduce to them when the number of allowed states s equals 2. RBN's have been studied extensively over the past three decades ͓13͔ and are still used as a model to study competitive games ͓14͔, synchronization ͓15,16͔, scale-free connectivity ͓17,18͔, self-organized criticality ͓19͔, or time-reversible models ͓20,21͔. RWN's now offer a more general and richer frame to study all these phenomena.
