This paper considers the empirical likelihood (EL) construction of confidence intervals for a linear functional θ based on right censored lifetime data. Many of the results in literature show that −2 log(empirical likelihood ratio) has a limiting scaled-χ 2 1 distribution, where the scale parameter is a function of the unknown asymptotic variance.
Introduction
Let Y be a non-negative random variable with distribution function F (y) = P [Y ≤ y]. For an arbitrary function ξ, several authors, e.g. Yang (1994) have shown that under the condition of finite second moment, and G = 1 − G, F = 1 − F .
Confidence intervals for θ can be constructed using the asymptotic normal distribution N(0, σ 2 ). Alternatively, the EL method can be used as to be investigated in this paper. Employing either method, one needs to deal with a rather complicated form of the asymptotic variance σ 2 . Among other things, it is computationally demanding.
To use the normal distribution N(0, σ 2 ), it is necessary to estimate the unknown variance σ 2 . Stute (1996) proposed a jackknife estimator to replace σ 2 in the calculation. Although any consistent estimator σ 2 n of σ 2 can be used, the convergence rate of σ 2 n is generally unknown. Substitution by the estimate σ 2 n tends to reduce the coverage accuracy for θ as compare to the case of known σ 2 .
The usefulness of the EL method for constructing confidence interval/regions has been well established in a wide variety of situations, see e.g., DiCiccio et al. (1991) and Chen (1994) , and an extensive literature review in Owen (2001) to that day. Let R(θ)
denote the EL ratio function of a one-dimensional parameter θ for n i.i.d "complete"
observations. Owen (1988) proved that under certain regularity conditions, −2 log R(θ)
converges to a chi-squared distribution with one degree of freedom. The EL method
gives confidence intervals for θ as {θ : −2 log R(θ) ≤ c 1−α }, where c 1−α is the (1 − α)th quantile of the χ 2 1 distribution. Here the construction of confidence intervals does not require estimation of asymptotic variance. In view of a complicated variance formula in (1.4) , this would have provided a welcome method for censored data. However, as far as we know, for censored data, the asymptotic standard chi-squared distribution holds only in some special cases see, e.g. Owen (Chapter 6, 2001 ). More recent literature shows that most of the asymptotic distributions involve weights which are functions of unknown variances or covariance matrices. This is the case, for example, in the The EL ratio R(θ) is obtained by utilizing auxiliary information on θ through a set of estimating equations. In this paper, we show that by using certain influence functions with a special construction of estimating equations in the EL ratio, the asymptotic distribution of -2log R(θ) of the functional θ in (1.1) is a standard χ 2 1 without involving any unknown scale parameter. Our approach transfers the problem of estimating σ 2 to the influence functions. As a result, it also significantly simplifies the often intensive computations of the EL method for censored data. (3.8) ) for estimating the mean residual life E(Y − t 0 |Y ≥ t 0 ) at age t 0 . However, both of these papers obtain an asymptotic scaled χ 2 1 distribution for −2 log R(θ).
Instead of M 1 and M 2 , we use influence functions. We compute the influence functions
as defined by (3.6) , where F n is the Kaplan-Meier estimator. The influence functions W ′ s are to be utilized to construct an estimation function for the EL method. Numerous examples of the function g are given in Section 2.
The paper is organized as follows. Preliminaries assumptions and examples of θ and g are given in Section 2. The influence function W (Z, δ, θ) are given in Section 3. It is shown in Theorem 3.1 that asymptotically √ n(µ n −µ) is a partial sum of n independent influence functions W (Z j , δ j , θ) (an IID representation), or is asymptotically linear.
Here µ denotes E g(Y, θ) and the the condition E g(X, θ) = 0 is not imposed in Section Assume that 
empirical distribution functions are given by:
2)
Asymptotic optimal nonparametric estimators of F (x) and G(x) are the well-known Kaplan-Meier estimators given by
respectively, where an empty product is set equal to one. It can be checked that for all
x,
Applying (2.3) and (2.4) we get
, and (2. 7)
Here and after, the integral sign Examples of θ and g(x, θ)
Solving this equation yields θ = F (y), the survival function of Y .
the length biased survival function of Y . See Vardi (1982) , for example.
the mean of the length-biased lifetime.
the mean of the length biased residual lifetime.
Examples (4)- (6) often appear in renewal processes and their applications.
Influence function of µ n
Throughout Section 3, θ is a fixed value. Then it is convenient to suppress θ in the exposition, by setting ξ(x) = g(x, θ), µ = E g(X, θ), and
In Theorem 3.1, we prove that the estimator µ n for µ is asymptotic linear. That is,
The function W (Z, δ) is defined with respect to the true distributions (F, G). 
We consider the i.i.d. random variables,
3)
Under finite variance condition (1.3), it can be calculated that,
As b approaches the upper bound b H , we have
, and (3. 5) 
to estimate θ in (1.1). Qin & Zhao (2007) used the estimating function based on
where g(x, θ) = (x−t 0 −θ)I[x ≥ t 0 ], to estimate the mean residual life θ = E(Y −t 0 |Y ≥ t 0 ) at a specified age t 0 . This case is covered in our formulation, see example (3) Under finite variance condition (1.3), applying the dominated convergence theorem and the Lebesgue-Stieltjes integration by parts, we obtain 
with the corresponding choices of ξ(z) = g(z, θ), in M 1 and M 2 .
We proceed to prove Theorem 3.1. For the restricted W i (b) ′ s, the following lemma is taken from (3.11) of He & Huang (2003) .
Lemma 3.1 Let F and G be continuous. For each θ fixed, set ξ(x) = g(x, θ).
The following result will be used repeatedly and for easy reference, it is stated in Lemma 3.2. Its proof is given the appendix.
the random sequence {S n } can be written as 
Then, by the SLLN and (2.8)
Theorem 3.1. Let W i be given by (3.6). Suppose F and G are continuous, and for
where 
, as given in (3.6) and (3.3) equals to We conclude that the following holds for (3.13),
Theorem 3.1 follows from Lemma 3.2. 
Empirical Likelihood Ratios and Confidence Intervals for θ
To develop an EL inference procedure, we consider a specific g(x, θ). For each fixed θ, as before, set ξ(x) = g(x, θ). We shall utilize the i.i.d. random variables
to obtain an estimating equation for the EL ratio.
and Var(W i ) are given by (3.10). Note that setting ξ(x) = g(x, θ) above has nothing to do with defining θ from the equation E g(X, θ) = 0 as given in (1.5). If, however, the true parameter θ 0 is the solution of the equation
Regarding W i for i = 1, · · · , n as a "complete" random sample, one could formulate an EL likelihood ratio R(θ 0 ) with multinomial probability p i assigned to W i and the constraint n i=1 W i p i = 0. However, W ′ i s are not observable because of the unknown distributions G, F H and H 0 . We shall replace them by the KM estimates, F n , G n given by (2.3) and an estimate of ψ, 
The price to pay for the estimation is that W ni ′ s are not stochastically independent which complicates the ensuing analysis.
The following theorem indicates the possibility of using W ni to construct empirical likelihood ratio and to obtain asymptotically a standard χ 2 distribution. as n → ∞, we have
Proof. By (2.6), we have 
Following Owen (2001) , define the EL ratio of θ by a multinomial likelihood subject to constraints as
To determine R(θ), we solve, as usual, for the Lagrange multipliers µ and λ in
Then µ = −n and p i = 1 n (1 + λW ni ) −1 , i = 1, 2, · · · , n, where λ is the solution of
The uniqueness of λ will be addressed in the proof of Theorem 4.2. The EL ratio of θ can be written as Applying Theorem 4.2, confidence intervals for θ can be constructed as
where c 1−α is the (1 − α)th quantile of the χ 2 1 distribution. I 1 has asymptotic coverage probability of 1 − α, as n → ∞.
To prove Theorem 4.2, we shall make use of the following Taylor's expansion of −2 log R(θ 0 ),
where
W ni , and S 
The proof is omitted.
Under the conditions of Theorem 4.2 and θ = θ 0 , as n → ∞,
The proof is relegated to the Appendix. Lemma 4.2 is needed for showing that with probability 1, for large n the set {W ni } contains a positive and a negative value.
To facilitate the proof, V 
,
where σ 2 = Var(W i ) is given by (3.10).
The proof is relegated to the Appendix. We now prove Theorem 4.2.
Proof of Theorem 4.2. The Lagrange multiplier λ in (4.6) appears in the equation
We shall show that for large n, h(λ) = 0 has a unique solution λ n such that λ n W ni > −1 for all i. Put
is monotone and differentiable in λ on each nonempty interval (U (i) , U (i+1) ). We claim that for large n, there exists an i such that U (i) < 0 < U (i+1) . To see this, we note that for every ε > 0, by Lemma 4.2 (2) 1 n
Using the fact that
Using the fact that P (V 1 > 0) = P (W 1 > 0) > 0, it is seen that for some ε > 0,
Similarly, we have lim inf
Since W ni and V ni have the same sign, hence the claim is true. It follows that there is a unique λ n ∈ (U (i) , U (i+1) ) = (−1/ max{W ni }, −1/ min{W ni }) such that h(λ n ) = 0 and λ n max{W ni } > −1 and λ n min{W ni } > −1.
The rest of the proof is similar to that of Owen (2001) . In fact, setting
It follows that
and
Applying Lemma 4.3, we have
Therefore the Taylor expansion (above (4.10)) is valid from which the theorem follows.
Remark 4.1 We are able to obtain the standard asymptotic χ 2 1 distribution for −2 log R(θ 0 ) is because the asymptotic variance of
(which is σ 2 = Var(W i )) equals the limit of (see Lemma 4.3)
If −2 log(EL ratio) is based on the estimating function M 2 = M 2 (Z, δ, θ) in (3.8) ( or in (3.7)), then
will be used to construct −2 log(EL ratio). Now, the asymptotic variance of
is σ 2 (see(3.10)), but the limit of
is (see Remark 3.1)
Therefore, a scaled parameter r = σ 
Simulation
Simulations are carried out to study and compare finite sample performance of confidence intervals I 1 in (4.9) derived from Theorem 4.2 and I 2 from the scaled χ To calculate I 1 , W ni in (4.4) is used, where
, and ψ n (x) is given by (4.3).
Confidence intervals I 2 are calculated as follows. Let F n , and G n be the Kaplan-Meier estimators defined by (2.3). Supposeθ is the unique solution of g(s, θ) dF n (s) = 0.
where n Var * (jack) is the modified jackknife estimator of the asymptotic variance ofξ given in Stute(1996) . Then, the EL-based confidence interval for θ is
where λ is the solution of
Simulations were performed in two scenarios. In scenario I, the parameter of interest is θ 0 = E Y and in scenario II, the mean residual lifetime. Table 1 and Table 2 .
The following are noted.
(1) As the sample size n increases, all of the coverage proportions converge to the nominal level 1 − α.
(2) For Uniform(0, 1) distribution, I 1 has better coverage proportions. In 8/16 of the cases, the average width of I 2 is slightly shorter than that of I 1 . In 8/16 of the cases, I 2 and I 1 have the same average width. Table 3 shows that the sample variance of {W ni } is smaller than that of {V ni }. This is proved in Remark 3.1 for the population variances.
. Then by solving the equation E g(Y, θ) = 0, we obtain the mean residual life of Y , Table 4 and Table 5 , respectively.
The following are noted from Tables 4 and 5 .
(1) As the sample size n increases, all of the coverage proportions increase and are close to the nominal levels.
(2) The coverage proportions of I 1 are much better than that of I 2 .
(3) In 15/32 of the cases, the average width of I 2 is slightly shorter than that of I 1 .
In 17/32 of the cases, I 2 and I 1 have the same average width.
Appendix
Proof of Lemma 3.2. Put η n = o p (1). By assumptions, for any ε > 0 and δ > 0, The last result follows from Theorem 3.1, ξ(x) = g(x, θ 0 ) and (4.6).
