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Let dx = g(x, u, t) dt + dz be a general dynamical system with control 
u and where z is Brownian motion (dz/dt = t is white Gaussian noise). 
Let the loss function be E sf k(x, u, 7) d7, and let dy/dt = x(t) + c(t), 
where e(t) is white Gaussian noise, be the only observable quantity. In 
addition, let the initial probability density function of x(&J, P(a, to), be 
given. Two forms of (Markov process) state space representations of this 
system are studied. The first is the conditional probability density 
function of X; the second is the set of moment? of the density function. 
A partial-differential-integral equation is derived which governs the 
evolution of the conditional density function, and contains a function of 
the observation as a driving term. This equation reduces to Kolmogorov’s 
forward diffusion equation as the variance of the observation noise be- 
comes infinite (hence, as the observations become valueless). Functional 
derivatives are used to derive a second-order partial differential equation, 
whose independent variables are t and P, and which is useful for a nume- 
rical approach to the solution. 
The set of differential equations governing the moments of P(a, t) is 
derived. This representation is infinite dimensional in general and several 
possible approximations are discussed. Previous results in stochastic 
control are formally extended to obtain qualitative knowledge on the 
optimum control. It is shown that, if the observation noise does not 
depend on the control, then the optimum control is bang-bang under 
essentially the same conditions that lead to a bang-bang solution when 
there is no noise in the observation. 
The results are obtained for a one-dimensional system but are easily 
extendible to the vector case. The results are also quite interesting from 
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the point of view of some important problems in the theory of nonlinear 
prediction and filtering, as will be discussed in Section IV. 
In the general stochastic control problem where noise corrupted 
observations are taken, the state variables of a total system are functionals 
of the observations which are Markovian. 
I. INTRODUCTION 
The state space representation of dynamical systems is of central impor- 
tance in the theory of optimal control. It is a great convenience in the analysis 
of a control problem to have at hand a finite set of quantities, summing up 
all knowledge of the past of the system and enabling a complete prediction 
of the future. In the nonstochastic case, such a set of quantities are not 
usually hard to obtain. 
One often writes the nonstochastic control problem as follows: Given the 
dynamical system 
L+ = g(x, u, t), U-1) 
determine the piecewise continuous control function u (which may be 
constrained to lie in a space Q) such that the loss function 
s = k(x, u, T) do to (1.2) 
is minimized. The quantity x(t)1 is called the state variable, since if U(S), 
s >, t, and x(t) are given, the entire future x(s), s > t, can be determined; 
knowledge of x(s), s < t, is not necessary and the system (1.1) may be 
identified with the moving point x(t), the position of which, at any one instant, 
is sufficient to determine the position at any future instant. Thus, given 
x(t,,), u(t) and t, , and appropriate regularity conditions, (1.2) is well defined 
as a function of x(t,), and t, , and as a functional of U; the u minimizing (1.2) 
can then be sought and can be written as u(x(t), t). 
For some of the simplest stochastic control problems, the situation is 
much more difficult [l, 21. In the sequel, we will be concerned with state 
space representations (and control) for the following problem. Let the 
one-dimensional systema x = g(x, u, t) + 5 or, as we will prefer to write 
dx = g(x, u, t) dt + dz (l-3) 
r Or some suitable function of x(t). 
* The vector formulation is not significantly harder to handle, but, for clarity of 
exposition, we wish to retain the notational simplicity of the scalar problem. 
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represent the object to be controlled. z is Brownian motion and 5 is the 
generalized derivative dzjdt (Gaussian white noise). We write 
z(t) = j” td7, b(t) = ,I” c$dr, E(tk(t))2 = w2Ll. 
With the use of (1.3), it is convenient to represent the quantity to be mini- 
mized as3 
E = 
s 
k(x, u, T) dT. 
to 
(1.4) 
In addition, we are given the probability density function of P(a, ts) of x at 
the initial time t, and the observations 
b(t) = x(t) + e(t), 
where E is white Gaussian noise, assumed independent of 6, and we write 
W(t) = s” C(T) dr, SW(t) = j; T(T)  dT, E(SW(t))’ = 02d. 
We will also find is convenient to assume that the observation is given in 
the form 
J’(t) = s” b(T) dT = jt X(T) dr + W(t) 
Sy(t) = 6x(t) + Sw(t). (1.5) 
Thus, b = dy/dt. 
The natural (and possibly the only) stochastic extension of the deterministic 
concept of state is the Markov process [3]. Knowledge of the present state 
of the Markov process eliminates all need for knowledge of the past: It is 
sufficient to determine the statistical description of the motion of the system 
at any time in the future; i.e., given the problem of (1.3) and (1.4), where x 
is perfectly observable ( ~2 = 0), the value x(t,) is sufficient to determine 
the value of (1.4) for any u. A great deal of work has dealt with finite dimen- 
sional Markovian control systems; in particular, the (u2 = 0) problem just 
mentioned (see [I] and [2]). 
Here we attempt to extend previous results to the system (1.3), (1.4), and 
(1.5). We derive two Markovian representations of this problem and obtain 
8 As pointed out in [2], the form (1.3) and (1.4) is quite versatile, and many problems 
may be put into that form. 
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some properties of the optimal control. Although the problem is not com- 
pletely solved for all practical purposes, a number of useful and interesting 
results and insights and a computational algorithm can be given. 
II. A STATE SPACE REPRESENTATION 
The Dynamical Equation of the Conditional Probability Density* 
It seems to be impossible, in general, to find a finite dimensional observable 
Markov process that represents our system. Suitable infinite dimensional 
processes can be found, however, and we will investigate two such processes. 
This difficulty is unfortunate, but must be contended with, at least at this 
point in the development of stochastic control theory, where the most 
suitable methods of finite dimensional approximation are not yet understood. 
The first Markov process representation to be studied is the conditional 
probability density P(a, t). Let Y(t) re p resent all the observational informa- 
tion up to time t; i.e., Y(t) represents the entire function Y(T), t, < T < t, 
or, alternately b(T), t, < T < t. We write the conditional density, P(a, t j Y(t)), 
of x(t) at time t as P(a, t) or P, the mean of P as m(t) or m, and the ith central 
moment of P, E(a - m)i, as mi (or mi(t)). It is easy to show that P is a Markov 
process; i.e., 
Prob. [p < P(a’, t + d) <p + dp 1 P(a, T), t, < T < t] 
= Prob. [p < P(a, t + d) <p + dp ( P(a, t)]. 
Let P(a, t 1 8y(t)) d enote P(a, t / Y(t), 8y(t)). Bayes rule yields 
P(a 9 t , sy(t)) = P(a, Y(t), WN = WY t) WW) I Wh 4 . 
ww 6YW) J WY(t) I 4 P(a, t) da 
Since, in our case, the noise in the observations at different times are inde- 
pendent, 8y(t) ( w h en x(t) = a is given) does not depend on Y(t) and 
p(a, t) ) $(t)) = p(a’ t, P(*y(tJ !A--- . 
s 
m 
P(W) I a) P(a, t> da --m 
(2.1) 
The distribution of (2.1) given P(a, T), t, < 7 < t, or even Y(t), is easily 
4 This paper is a revision of an earlier paper of the author [9]. In [9], (2.3), and its 
consequences, are incorrect due to the neglect of certain significant terms. It has 
recently been brought to the authors attention that an earlier paper by Stratonovich [lo] 
on the same subject has appeared in the Soviet literature. [lo] contains the same error 
as [9] (e.g. (2.9) of [9] and (96) of [lo] are the same and both are incorrect). 
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seen to depend only on P(a, t). Since the z(t) process has independent 
increments, the distribution of P(a, t + A) conditioned upon P(a, T), 
t, < 7 < t, requires only the distribution of P(u, 7 1 &y(t)); hence, P(a, t) 
is a Markov process. Thus, the process is a point in a space of probability 
density functions. This is not a surprising choice, since the most general 
(and sometimes the only possible) description of a dynamical system under 
random influences is a probability density function. Of course, if u2 = 0, 
the simpler quantity x is also a state variable. 
We now derive an explicit and convenient representation of this Markov 
process and put it into a form that is as close to (1.2) as possible. 
Let us assume P(u, t) given and compute P(u, t 1 Sy(t)) from (2.1) with the 
observation Sy(t) given.5 6 
sy(t) = 1”‘” [x(t) + (7 - t)g(t) + 4~ - t) + 644 - z(t))] dT + &J (t) , 
t 
= x(t) A + g $ + o(A2) + j:‘” [Z(T) - z(t)] d7 + SW(t). 
The next to last term on the right is normally distributed with zero mean and 
variance VsA2/3. The last term on the right is normally distributed with 
zero mean and variance u2d. Thus Sy(t) is normally distributed with mean 
x(t) A + o(d) and variance 02d + o(d). The o(d) terms do not contribute 
anything to the final result and will now be dropped. Thus 
exp [- @y(t) - uA)~/~o~A] 
WY(t) I 4 = 
427ro2A - . 
Substituting P(Sy(t) 1 a) into (2.1) and cancelling the terms -2 and 
exp [- (Sy2(t)/2a2A)] h h w ic occur in both the numerator and denominator 
of (2.1) we obtain 
P(% t I sY(t)) = 
P(u, t) exp [2&y(t) - a2A]/2u2 
s 
m 
P(a, t) exp [2&y(t) - a2A]/2a2du * 
(2.2) 
--P 
Now, observe that, given the finiteness of the necessary moments of P, 
(2.2) has as many derivatives as is desired with respect to the infinitesmals Sy 
6 It is possible to work with the observation Sy(t)/d. This approach, which is used 
in [9] and [IO], is tricky to handle. If used correctly, the results presented here are 
also obtained. 
B Throughout, it is assumed that x, m, P, and mi are continuous with probability 
one. The results (although still partially formal) then hold with probability one. 
DYNAMICAL EQUATIONS OF CONDITIONAL DENSITY 337 
and A. We now expand (2.2) (about Sy = A = 0) up to a remainder whose 
mean square value is o(LI~). This will, in the limit, give us an equation which is 
valid in the mean square sense, as will appear. Since ESys(t) = U~LI + o(n) 
and By*(t) = 3~~42 + o(A2), the expansion must obviously be carried out to 
first degree in A and to second degree in Sy(t). The expansion yields 
SQ EE P(a, t 1 Sy(t)) - P(a, t) 
= g$ [cm2 + m2 - a2) A + 2(u - m) Sy 
+ $ ((a” - m2 - m2) - 2m(u - m)) (Sy)2] + r; (2.3) 
where EY = o(A) and Er2 = o(A2). The term involving Sy2 cannot be neglected 
since, on the average, this term is of the order of A. Now, note two checks on 
the derivation. Holding Sy constant we have SSQdu = o(A). Hence, for 
small A, P+SQ>O and s(P+SQ)du=l +0(A), and P+SQ is a 
density function (up to o(A)). Also note that 
s (P +SQ> f’(Sy(t) I Y(t)> d(W)) = P + o(A). 
Hence, the average rate of change of P(u, t) is zero (up to o(A)), neglecting 
changes due solely to the dynamics (1.3). 
In order to derive the partial differential equation for P(u, t), we make use 
of the Chapman-Kolmogorov equation (the probability transition law for a 
Markov provess) [4], which states, as applied to our notation and problem, 
PC,, t + A I Y(t), Q(t)) = j P( a’, t j Sy) P(u; t -+ A / u’(t), Y(t), Sy(t)) da’. 
(2.4) 
We now multiply (2.4) by a function of a that is arbitrary but triply differen- 
tiable and such that the following integrals are finite and (2.6) holds. Thus, 
letting the subscript a denote partial differentiation with respect to a, we have 
jf(4 P@, t + A I Y(t), W)) da = jf(u, P(a, t t A) da 
= JJf(u’ + (U - a’)> P(u’, t 1 SY> P(a; t + A 1 u’(t), Y(t), Sy(t)) da du 
= * JS [-(a’) + f,(u’) (a - a’) + &(a’) (a - a’)% + o((u - u’)2)] 
x P(a’, t 1 Sy) P(u; t +- A 1 u’(t), Y(t), Sy(t)) du’du 
= s Ma’> +.f&‘)gA + ~f,a(+2A + o(A)] P(a’, t I Sy) da’. (2.5) 
II 
338 KUSHNER 
The quantity P(a’, t 1 Sy) equalsP(a’, t) +Q(a’, t). Iff, P, and e, are such that 
(gPu(% = (v”P)fa Irn = (~2w/m = 0, 
-m --m 
then integration by parts of the last integral of (2.5) yields 
(2.6) 
jh [P + SQ - &P), + + (w”P),, + o(d)] da. (2.7) 
Since f(u) is arbitrary, equating the first line of (2.5) with (2.7), letting 
A = dt and 8y(t) = dy, and rearranging terms,’ yields 
P(u, t + dt) - P(u, t) = dP = [- (gP), + ~(v~P),,] dt 
+ & [WY - mdt) (a - 4 + (9 - d”) ((a - m)2 - m,)] + r, (2.8) 
where Er = o(dt) and Er2 = o(dt2). The left side of (2.8) equals the right 
side (without r) in mean square. In addition, if we do a symbolic division 
by dt, the left side equals the right side (without T) in mean square. 
Equation (2.8), with the initial condition P(u, t,,) given, represents the 
Markov process representing our original problem. By virtue of being a 
partial-differential-integral equation, it is substantially more complicated 
than those dealt with previously in optimal stochastic control theory. 
.The most obvious interpretation of (2.8) is in its finite difference form. If 
one wishes to deal with b = dy/dt instead of dy, (2.8) has the finite difference 
interpretation where bA E 6y/d replaces dy/dt and bid = (6~/d)~ d replaces 
(dy)2/dt. Equation (2.8) is unusual due to the presence of (dy)2. The function 
y is not of bounded variation. The presence of E(dy)2 is, of course, a common 
situation in probability theory. 
The minimum loss function may be written as the functional 
V(P(u, to), to) = mjn E 1’ 1 K(u, U, T) P(u, 7) dud7. (2.9) 
to 
III. AN EQUATION FOR THE Loss FUNCTION 
Using the technique of dynamic programming, we now formally derive an 
equation for the minimum loss (2.9). In time A, P changes by 
6P = P(u, t + A) - P(u, t). 
’ Equation (24, with up = 00, is Kolmogorov’s forward diffusion equation [4]. 
The last term on the right represents the effects of observations on this statistical 
knowledge. 
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Using the principle of optimality and (2.9), 
V(P, t) = rn> E [d j kP& + o(d) + V(P + SP, t + A)] . (3.1) 
The expectation E is conditioned upon Y(t), hence, it is over Q(t) only 
(and P(a, t) is given). We now assume the existence of I’ and the appropriate 
derivatives and expand V(P + SP, t) - V(P, t) in terms of functional 
derivatives. The first functional derivative (operating on SP) is a linear 
mapping of 6P into the real numbers [5] and may be defined by 
*im vp + w, t) - VP, t) = - dl’ 
A+0 A J 
z GPda. (3.2) 
The second derivative is the symmetric bilinear mapping 
- SJ g 6P(a, t) 6P(a’, t) dada’. 
Assuming that the third derivative is bounded and E 1 JSPda I3 is o(A), we 
write (3.1) as 
V(P, t) - V(P, t + A) = m;ln E [A j KPdu + o(A) 
+ j $ SPda + 4 j j g SP(a, t) 6P(a’, t) dada’] . (3.3) 
Upon taking expectations, dividing by A, and letting A + dt, we have 
-g=rnjn[jkPda+j$E(-$)da 
(3.4) 
Equation (3.4) may be used to obtain qualitative information concerning 
the optimum control. If u2 = 0, we have (by rederivation from (2.5)) or by 
reference to the Appendix) 
aw, t) - ___ = min at u [ k + gg+g$q. (3.5) 
From (2.8), we have (up to first order in dt) 
EdP = [- (gP), + 4 (v2P)J dt 
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&jp@’ , g dp@ q = (a’ - ml (a - 4 P(a’, t) P(6 t) dt , lJ2 
Thus, if u2 does not depend on u, the appropriate part of (3.4) to minimize 
in order to obtain u is 
s kPda + s $ [- @‘>a + + (~2P)acJ da. 
Hence, II is bang-bang under essentially the same conditions which yield a 
bang-bang solution when u 2 = 0. In addition (3.4) may often serve as a 
basis for a numerical solution. If T is fixed, (2.9) yields 
Hence, for any choice of P, V(P, T - A) may be approximated from (3.4) 
or (3.3), and its functional derivatives determined, etc.8 
IV. AN ALTERNATE STATE SPACE REPRESENTATION 
The study of stochastic control systems appears to be, to a great extent, 
the study of approximations of the system to be controlled. Equation (2.9) 
represents the beginning of one approach to the study of approximations to 
the problem described in the introduction. The form of the problem, as 
given by (2.9) and (2.10), states that the object to be controlled is a function 
(rather than a point in a finite dimensional space). This formulation, although 
natural and interesting, is not often contributive to a final solution to the 
control problem. It appears, however, to be a useful starting point for the 
study of approximate solutions. For example, one may expand (or approx- 
imate) P as 
2 4t) W), 
s The numerical approach may be aided by considering the intuitive definition 
of the functional derivatives. Let P and 6P take the constant values P(q) and 6P(a,) 
between points ai and as-X. Thus 
V(P + 6P, t) - V(P, t) = 2 & WG) 
1 
+,zz a2v am,) w4 m4 Wa,) + 44 
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where the hi are known, and study the differential equations (which can be 
derived from (2.9)) governing the motion of the “state variables” oli . Alter- 
nately, one may consider the infinite dimensional Markovian system which 
governs the motion of the moments of P and attempt to approximate this 
system by a finite system. 
We will now discuss the alternate Markov process representation that is 
given by the moments of P. These equations suggest an entirely new approach 
to another important problem, that of nonlinear filtering. In addition, they 
will provide some insights into the general problem of the Markov process 
representation of systems with unknown initial position and noise corrupted 
observations. We assume that all moments are finite. 
The moments may be determined directly from (2.8). The equation for 
the mean m is derived first. Multiplying both sides of (2.8) by a and inte- 
grating with respect to a yields 
dm = adPda = Egdt - & E(as - aEa”) dt + ‘2 E( a2 - am) 
+ f$$ [E(a” - aEa2) - E 2m(a2 - am)] 
= Egdt + 3 (dy(t) - mdt) + $ i+ - dt) . (4.1) 
The expectation E is over the variable a with dy(t) fixed. Note that the average 
(over dy(t)) of dm is merely Egdt, the change due to the dynamics. 
Other moments may be similarly computed. We will rest with the computa- 
tion of dm, . To do this we multiply both sides of (2.8) by (a - m(t))” and 
integrate with respect to a. The term 
.I‘ (a - m(t))2 dP(a, t + dt) da 
may be written as 
s 
[(a - m(t + dt))2 + 2(a - m(t + dt)) dm(t) + dm2(t)] dP(a, t + dt) da 
= m,(t + dt) + (dm(t))2. (4.2) 
Since (dm)2 = (mi/04) dy2 up to terms in dt and dy2, the substitution of this 
quantity into (4.3) yields the correct equation for dm, . The expressions for 
dmi are similarly derived. Equations (4.1), (4.3), and their extensions for 
dmi , constitute a Markov process description of our problem that is, in 
principle, suitable for analysis with state space techniques. 
When g is linear and P(a, to) is Gaussian, the differential equation for the 
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conditional expectation m has been derived by Kalman [6]. Kalman’s equa- 
tions are a feedback solution (since the system generating m is driven by the 
observation (b - m)) to the general linear Gaussian estimation problem. 
Our equations (4.1), (4.3), etc., and their vector extensions are the extension 
of Kalman’s results to the nonlinear and non-Gaussian problem. They provide 
a feedback system solution to the nonlinear estimation problem. The non- 
linearity and/or the non-Gaussian nature of the random variables takes us 
from a finite to an infinite dimensional representation. 
Ifg is linear in a and P(a, to) is Gaussian, the system (4.1) and (4.3) reduces 
to the familiar one [6]. (Since m2 depends only on time and not on dy, it 
can be calculated a priori.) This is easily checked with the use of the Gaussian 
initial conditions m&O) = (2i - 1) ma&O) m,(O), m2i+l = 0 [7]. The term 
dy2 does not appear in the equations for any of the moments under the 
Gaussian-linear condition. In general, both dy and dy2 occur in the expres- 
sions for the moments. 
Equations (4.1) and (4.3), etc., suggest several possibly useful approxima- 
tions by finite systems. If it can be arranged to have 1 x - m 1 < 1 with 
probability one, then the mi tend to zero with i, and, perhaps, suitable 
approximation may be obtained by merely setting m, = 0 for all i greater 
than some i,, . Another possibility is that a study of the relations between 
the moments in some special cases may yield suitable approximations of the 
higher moments in terms of lower moments. The system (4.1), (4.3), etc., 
may then be truncated at some i,, , and the approximations of mi, i > i, , 
inserted where necessary. 
Next, assuming some results that were previously derived with the use 
of dynamic programming, we will illustrate some important qualitative 
properties of the control, and then briefly discuss the solution for a special 
case with a quadratic loss function k. 
V. AN EQUATIONFORTHE Loss FUNCTION 
Some previously obtained results, for a case where the object to be con- 
trolled is a finite dimensional Markov process, are given in the Appendix. 
Since, for our case, P is a Markov process, so is the infinite set of moments. 
Then, the results in the Appendix can be formally applied to the case here, 
where the Markovian system is the infinite set of differential equations gene- 
rating the moments. To identify (A.3) with the moment equations, put all 
dy and dya into the forms (dy - mdt) and (dy2/u2 - dt) and identify the sum 
of such terms for the ith moment equation as the ith component of dz of 
(A.l). Also m is identified with x, and mt , i > 1, with xi . uii , the entries 
of I=, will generally depend on the moments. 
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Some qualitative information may be obtained from (A.3). For example, 
if k and u2 do not depend on u, and g can be written as g = g,(s, t) + u, 
then we can derive the formal expression for u”, the optimum u, as 
9 av av 
u” = - sign (2 - imiWl + ,) . 
2 ami 
(5.1) 
We will terminate with a remark concerning the linear quadratic loss 
problem 
dx = cxdt + udt + dz 
dy = xdt + dw 
P(a, to) is Gaussian 
k = (x2 + u2), T fixed. 
Problem (5.2) has the well known solution ([l], [2] and [8]) 
(5.2) 
v=A?i+B 
u=-Am. (5.3) 
It is of interest to determine whether (5.3) is a possible solution with non- 
Gaussian p(a, to). 
Upon substituting the moment form of (5.2) into (A.3), we observe that 
(5.3) can only be a solution if m, = 0 for all time with probability one. This 
indicates that, for all practical purposes, (5.3) holds only if P(u, to) is Gaussian. 
APPENDIX 
Consider the system k = h + f is white Gaussian noise, or 
dx = h(x, u, t) dt + dz, (A.11 
where x is an observable or computable n-vector, u is the control (constrained 
to a space 0) and &z(t) = St’” [dT has the correlation matrix d c, where z 
is an n by 71 matrix with eliments uij . The control is to be chosen so as to 
minimize 
E s :, kdx, u, T> dT + &(x(T)). (A.2) 
Let V(x(Q, to) be the minimum vaiuc of (A.2). It is shown in [l] and [2] 
that, under suitable conditions (such as triple differentiability of V with 
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respect to x and double differentiability with respect to t), it is necessary 
that u”, the optimum allowable u, minimize 
(A.3) 
V is given by substituting UO into (A.3) and setting it to zero. If T (Eq. (A.2)) 
is fixed, then we have the boundary value 
C’(x, T) = K,(x), a W, T) %(x) 
a2V(x, T) a2K,(x) 
___ = - , 
8Xi 3Xi ax< axj =&3gax, 
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