The Wald test statistic has been shown to diverge (Dufour et al, 2013 (Dufour et al, , 2017 under some conditions.
to eigenvalues of a polynomial matrix and establishes the divergence rate.
The set-up and an example of divergence
Suppose that a p × 1 parameter of interestθ satisfies
where g (θ) is a q×1 vector of differentiable functions; g (θ) = (g 1 (θ) , ..., g q (θ)) ′ ;
q ≤ p.
Let V be a symmetric positive definite matrix.
Assumption 1.
In some open set Θ ⊂ R p there is a random sequencê θ T ∈ Θ and p × p random matrix sequence,V T , such that as T → ∞
Z ∼ N (0, I p ) ;
Define the usual Wald test statistic:
For linear g the statistic converges to a χ 2 q distribution, for other, e.g.
polynomial restrictions the limit distribution may be not χ 2 . The limit results for the statistic for testing general polynomial restrictions can be found in (Dufour et al., 2013 (Dufour et al., , 2017 ; it is also established there that under some conditions the statistic may diverge when q > 1. Below is an example of divergence. Suppose that the true parameter value isθ = (0, 0, 1, 1); H 0 then holds.
Suppose that the estimated parameterθ T = (x, y, z, w) as T → ∞ is consistent and satisfies
where Z 1 , Z 2 are independent standard normals. Then the Wald statistic can be expressed as
. This is
As T → ∞ the statistic diverges under H 0 .
We shall assume that each g l (θ) is a polynomial of order m l in the components of θ. Then for anyθ each polynomial component g l (θ) , can be written aroundθ as
with some coefficients c(j 1 , ..., j p ,θ).
If the valueθ satisfies the null hypothesis, then
A polynomial function is eiher identically zero or non-zero a.e. with respect to the Lebesgue measure. Consider a square matrix G(y) of polynomials of variable y ∈ R p . We say that the polynomial matrix G(y) is non-singular if its determinant is a non-zero polynomial.
The rank of the q × p matrix G(y) is the largest dimension of a square non-singular submatrix.
Unlike matrices of constants for polynomial matrices the rows may be This does not exclude the possibility of reduced rank at some particular point or on a low dimensional space.
Under the stated assumptions for g θ = 0 the standard asymptotic χ 2 q distribution holds for W T as long as G θ = ∂g ∂θ
Each restriction g l (θ) can be represented as a sum
whereḡ l (.) denotes the lowest degree non-zero homogeneous polynomial and has degreeγ l + 1, the degrees of all non-zero monomials in r l (.) are >γ l + 1.
We ascribe the degree of homogeneity ∞ to a function that is identically zero.
Correspondingly to (3), in the matrix
for each row write
the degree of any non-zero homogenious polynomial in the row vector,Ḡ l θ −θ , isγ l ; any non-zero monomial in R l θ −θ has degree higher than γ l . Then collecting the lowest degree homogeneous polynomials in each row we have
2 The property of full rank reached at lowest degrees (FRALD) and FRALD-T Definition (FRALD). If the matrixḠ θ −θ of lowest degree polynomials for g (θ) is of full rank q we say that the Full Rank at Lower Degrees (FRALD) property is satisfied for g (.) andθ.
Examples in Dufour et al (2017) illustrate the possibilities that the FRALD property may hold at some pointsθ, but not others, and that even if FRALD property does not hold for g (.) atθ, it may hold for Sg (.) , where S is a nondegenerate numerical matrix.
Recall that the distribution of the Wald statistic is invariant with respect to non-degenerate linear transformation of the restrictions.
Definition (FRALD-T).
There exists some numerical non-degenerate matrix S such that FRALD holds for Sg (θ) atθ.
If FRALD-T holds for g, then for some S FRALD holds for Sg, meaning that SG (.) is a full rank matrix of polynomials.
It is shown in Dufour et al (2017) that for polynomial g (x) with a full rank matrix G (x) there always exists a non-degenerate numerical matrix S, such that SG (x) has the property that SG (x) has all the rows represented by linearly independent vectors of polynomials (each row contains non-zero homogeneous polynomials); these rows could be stacked by a permutation in an "eschelon form", with the degrees of the non-zero homogeneous polynomials in non-decreasing order.
The eschelon form is given by
where
have degrees i for i = 1, . . . , ν, with 0 ≤s 1 < · · · <s i < · · · <s ν , and all the rows of SG (x) are linearly independent functions. Once any S that provides such a structure is found, the rank of SG (θ) is either q, and FRALD-T holds, or is less than q, in which case this property is violated. An algorithm to find S is provided in Dufour et al (2017).
Example 2 (Example 1 continued). FRALD-T does not hold.
Take for θ ′ = (x; y; w; z) the function
by applying a transformation (here permutation), P, to the rows of this matrix we get
with the eschelon form
The matrix P G (θ) has independent polynomial row vectors, and the rows are stacked so that the degrees of "leading" polynomials do not decline from row to row (eschelon form). The rank of the matrix P G (θ) is not full in an eschelon form, no linear transformation applied to G can remedy this rank defficiency. So FRALD-T does not hold for this example. 
Divergence of the Wald statistic where FRALD-T does not hold
Assume that forθ for which the null is satisfied, g θ = 0, the FRALD-T property does not hold. Without loss of generality we may assume that
∂x ′ is such that the eschelon form (5) applies toḠ (x) (so that S in FRALD-T and in (5) is identity).
Denote by Y the Gaussian limit
With the scaling ∆ T we get
whereḠ (Y ) VḠ (Y ) ′ has rank r < q when FRALD-T does not hold. Consequently, inverting the consistent estimator
will lead to an explosion as T → ∞.
We next examine the matrixΣ
its limit eigenvalues which provide the key ingredient to prove the divergence of the Wald statistic.
Denote byλ 1T θ T ,λ 2T θ T , ...,λ qT θ T the eigenvalues of the matrix
the q × q diagonal matrix of these eigenvalues.
We prove several auxilliary results about eigenvalues of non-random polynomial matrices (proofs are in the next section).
Start with
is a non-zero matrix of polynomial functions and define the characteristic polynomial,
The next proposition describes a polynomial representation for the coefficients of p (λ; B (x, U)) as a polynomial in λ. Denote by F p the set of all real symmetric positive-definite matrices.
is the characteristic polynomial. Then p B (λ; x, U) can be written as
where the coefficients a k (x, U) have the following polynomial expansions
where D m k (U ) (x, U) is a homogeneous in x polynomial of degree m k (U) , and
is a sum of polynomials with any non-zero mononomials of degree
Example 3 Restrictions of Example 1 but with a covariance matrix U for which m k (U) > m k .
In the example 1 we had divergence at the rate T when the matrix U was identity. The characteristic polynomial for the same restrictions, g (.)
of example 1 with a covarince matrix U, possibly different from I, has as the
and we note that the lowest degree monomial is x 2 y 2 . It can be verified that for these restrictions andθ we get m 3 = 4 (so that there can be no U for which the degree could be smaller) and by Proposition 1 m 3 (U) = m 3 = 4
for almost every U ∈ F q . However, below we provide U for which a 3 (x, U)
For this U we get Denote by I q (k) the set of all combinations of k integers out of {1, ..., q} . Denote by P k (λ 1 , ...λ q ) the k −th elementary symmetric polynomial in λ 1 , ...λ q :
Corollary to Proposition 1. For the eigenvalues λ i (x, U) , i = 1, ..., q, that are the solutions of the characteristic polynomial, we have that
and thus the representation (10) applies.
In the next proposition we apply scaling to the argument x by considering x = T −1/2 y and exploit the polynomial terms from (10) with lowest degree of homogeneity in (11) to establish the rates for the eigenvalues of a scaled polynomial matrix. Recall that from the convergence result (7) the matrix scaling ∆ T is associated with G (.) . We show that when rank ofḠ (.) is less than q (in violation of the FRALD-T condition) some eigenvalues will be converging to zero and additional scaling can be applied to have the eigenvalues converge to continuous limit functions. This additional scaling will provide the divergence rate.
Proposition 2.
Under the conditions of Proposition 1 consider the scaled matrix for y ∈ R p :
and its eigenvaluesλ
order. Then for some non-negative integers β l = β l (U) that satisfy
we have that
where λ l (y, U) are continuous a.e. non-zero functions.
Thus we see that for eigenvalues beyond r additional non-trivial scaling provides convergence to a continuous a.e. non-zero function.
The next proposition shows that convergence with these rates to a continuous (but now in some exceptional cases possibly zero) function is preserved when U is replaced with a sequence U T , of matrices from F p such that
Proposition 3. Under the conditions of Proposition 2 consider a se-
(b) if for some k ∈ {1, ..., q} it holds that m l (U) = m l for l < k and
Recall that case (a) will hold for almost all U by Proposition 1. U T but U T converges to U sufficiently fast the rate could still be as high as
However, in case (b) to get a precise rate we also need to consider the convergence rate for U T .
The next proposition applies the deterministic properties to provide limits for eigenvalues of the random matrixΣ T θ T ,V T , in the diagonal eigenvalue matrixΛ T θ T of (8). Without loss of generality considerθ = 0.
Proposition 4. Suppose that assumptions 1,2 hold atθ = 0. Then there is a sequence of integers β l , l = 1, ..., q, which depends on G and V, such that
with all λ l (y) continuous non-negative functions a.e..
We see that if FRALD-T were not violated, no additional scaling would be required, but once it is violated the extra scaling is captured byβ l ≥ 1 for r < l ≤ q that determines the rate of explosion of the Wald statistic. The
Theorem below shows this.
Theorem. Under the conditions of Proposition 4 if FRALD-T property
does not hold, i.e. r < q, then we have forβ ≥ 1 that
, a continuous positive a.e. function.
We thus see that if FRALD-T is violated the rate of the exlosion is at least T (as in example 1 here), but could be stronger even with the same restrictions (as could be in example 3).
Proofs
Proof of Proposition 1.
First, consider the polynomial expansion for p B (λ; x, U), given e.g. in
Harville (2008, Corollary 13,7,4). Denote by I q (k) the set of all combinations of k integers out of {1, ..., q} ; denote for {i 1 , ..., i r } ∈ I q (r) by B {i 1 ,...,ir} a minor of the matrix B obtained by striking out all the rows and columns numbered i 1 , ..., i r . Then
Since all the components of the B (x, U) matrix are polynomials in x it follows that the determinants of the minors are also polynomials in x. Then, given U, denote by D m k (U ) (x, U) the homogeneous polynomial in a k (x, U) of the lowest degree, denoted m k (U) , to obtain the polynomial expansion of the Proposition.
Next, note that a k (x, U) is also a polynomial function in the components of the matrix U. By varying U over F q we can find the minimum possi-
Thus there is some matrix, Q ∈ F q such that for
there is a homogeneous polynomial of degree m k in x that is non-zero, thus has at least one non-zero coefficient on a monomial term of degree m k . Since this coefficient is a polynomial function of the components of Q, considering this polynomial over the corresponding components of all U ∈ F q we note that it is non-zero a.e.. This implies that m k (U) = m k for almost all U ∈ F q .
Proof of Proposition 2.
For every T consider T −1/2 y in place of x and M T (y, U) in place of B (x, U) in Proposition 1. Then for the corresponding characteristic polynomial, p M T (λ; y, U) , the expansion similar to (9) will provide coeffficients
Note that we have that det M T (y, U)
that is a non-zero constant for k ≤ r and zero for k > r. Therefore the coefficients can be represented as
wherem k (U) is zero for k = 1, ..., r. But for k = r + 1, ..., q there is some
, where γ k = 1 2m k (U) and R k (y) is a (positive a.e.) homogeneous polynomial in y of degree γ k . So altogether we can writẽ
whereR k (.) is a polynomial that can contain non-zero monomials only of degree strictly higher than γ k . Then apply the representation (11) to the corresponding coefficients to write for every k = 1, ..., q
The proof is by induction on k.
For k = 1 consider the largest eigenvalue λ (T )
so that γ 1 is always zero. Since P 1 [.] is the sum of all eigenvalues we have by replacing all the q eigenvalues by the largest, λ (T )
uous positive a.e. functions.
Then by replacing in the symmetric polynomial
the terms by the largest, λ
, and multipying by the rate,
we can write that
Since the expression in the last line has a limit that is non-zero a.e., so does the expression in the second line; by the induction hypothesis
converges to a continuous positive a.e. function. Thus for Then rewrite the Wald statistic as
Sinceλ , for any vector ξ we have
We have that When the FRALD-T condition is violatedβ ≥ 1 and the Wald statistic diverges to +∞.
