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Abstract. We consider the following parabolic system whose nonlinearity has no gradient
structure: {
∂tu = ∆u+ |v|
p−1v, ∂tv = µ∆v + |u|
q−1u,
u(·, 0) = u0, v(·, 0) = v0,
in the whole space RN , where p, q > 1 and µ > 0. We show the existence of initial data such
that the corresponding solution to this system blows up in finite time T (u0, v0) simultaneously
in u and v only at one blowup point a, according to the following asymptotic dynamics:

u(x, t) ∼ Γ
[
(T − t)
(
1 +
b|x− a|2
(T − t)| log(T − t)|
)]− (p+1)
pq−1
,
v(x, t) ∼ γ
[
(T − t)
(
1 +
b|x− a|2
(T − t)| log(T − t)|
)]− (q+1)
pq−1
,
with b = b(p, q, µ) > 0 and (Γ, γ) = (Γ(p, q), γ(p, q)). The construction relies on the reduction of
the problem to a finite dimensional one and a topological argument based on the index theory
to conclude. Two major difficulties arise in the proof: the linearized operator around the profile
is not self-adjoint even in the case µ = 1; and the fact that the case µ 6= 1 breaks any symmetry
in the problem. In the last section, through a geometrical interpretation of quantities of blowup
parameters whose dimension is equal to the dimension of the finite dimensional problem, we
are able to show the stability of these blowup behaviors with respect to perturbations in initial
data.
1. Introduction.
In this paper we are concerned with finite time blowup for the semilinear parabolic system:{
∂tu = ∆u+ |v|p−1v, ∂tv = µ∆v + |u|q−1u,
u(·, 0) = u0, v(·, 0) = v0, (1.1)
in the whole space RN , where
p, q > 1, µ > 0.
The local Cauchy problem for (1.1) can be solved in L∞(RN ) × L∞(RN ). We denote by T =
T (u0, v0) ∈ (0,+∞] the maximal existence time of the classical solution (u, v) of problem (1.1).
If T < +∞, then the solution blows up in finite time T in the sense that
lim
t→T
(‖u(t)‖L∞(RN ) + ‖v(t)‖L∞(RN )) = +∞.
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In that case, T is called the blowup time of the solution. A point a ∈ RN is said to be a
blowup point of (u, v) if (u, v) is not locally bounded near (a, T ) in the sense that |u(xn, tn)|+
|v(xn, tn)| → +∞ for some sequence (xn, tn) → (a, T ) as n → +∞. We say that the blowup is
simultaneous if
lim sup
t→T
‖u(t)‖L∞(RN ) = lim sup
t→T
‖v(t)‖L∞(RN ) = +∞, (1.2)
and that it is non-simultaneous if (1.2) does not hold, i.e. if one of the two components remains
bounded on RN × [0, T ). For the system (1.1), it is easy to see that the blowup is always si-
multaneous. Indeed, if u is uniformly bounded on RN × [0, T ), then the second equation would
yield a uniform bound on v. More specifically, we say that u and v blow up simultaneously at
the same point a ∈ RN if a is a blowup point both for u and v.
In the case of a single equation, namely when system (1.1) is reduced to the scalar equation
∂tu = ∆u+ |u|p−1u, u(·, 0) = u0, p > 1, (1.3)
the blowup question for equation (1.3) has been studied intensively by many authors and no list
can be exhaustive. Let us sketch the main results for the case of the equation (1.3). Considering
u a blowup solution to (1.3) and T its blowup time, we know from Giga and Kohn [18] that
∀(x, t) ∈ RN × [0, T ), |u(x, t)| ≤ C(T − t)− 1p−1 ,
for some positive constant C, provided that 1 < p ≤ 3N+83N−4 or 1 < p < N+2N−2 with u0 ≥ 0. This
result was extended by Giga, Matsui and Sasayama [21] for all 1 < p < N+2N−2 without assuming
the non-negativity of initial data.
The study of the blow-up behavior of solution (1.3) is done through the introduction of
similarity variables:
WT,a(y, s) = (T − t)
1
p−1u(x, t), y =
x− a√
T − t , s = − log(T − t),
where a may or not be a blow-up point of u. From (1.3), we see that WT,a solves the new
equation in (y, s) ∈ RN × [− log T,+∞):
∂sWT,a = ∆WT,a − 1
2
y · ∇WT,a − WT,a
p− 1 + |WT,a|
p−1WT,a. (1.4)
According to Giga and Kohn in [19] (see also [17, 18]), we know that: If a is a blow-up point of
u, then
lim
t→T
(T − t) 1p−1u(a+ y
√
T − t, t) = lim
s→+∞WT,a(y, s) = ±κ, (1.5)
uniformly on compact sets |y| ≤ R, where κ = (p − 1)− 1p−1 .
This estimate has been refined until the higher order by Filippas, Kohn and Liu [12], [13],
Herrero and Vela´zquez [23], [25], [39], [41], [40]. More precisely, they classified the behavior of
WT,a(y, s) for |y| bounded, and showed that one of the following cases occurs (up to replacing u
by −u if necessary),
• either there exists k ∈ {1, · · · , N},
sup
|y|≤K√s
∣∣∣∣∣∣WT,a(y, s)− κ
(
1 +
p− 1
4ps
k∑
i=1
y2i
)− 1
p−1
∣∣∣∣∣∣ = O
(
log s
s
)
. (1.6)
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• or there exists an even integer m ≥ 4 and constant cα not all zero such that
sup
|y|≤Ke(
1
2−
1
m)s
∣∣∣∣∣∣∣WT,a(y, s)− κ

1 + e−(1−m2 )s ∑
|α|=m
cαy
α


− 1
p−1
∣∣∣∣∣∣∣ = o(1),
where the homogeneous multilinear form
∑
|α|=m cαy
α is non-negative.
From Bricmont and Kupiainen [3], Herrero and Vela´zquez [25], we have examples of initial
data leading to each of the above mentioned scenarios. Moreover, Herrero and Vela´zquez [24]
proved that the asymptotic behavior (1.6) is generic in the one dimensional case, and they
announced the same for the higher dimensional case, but they never published it. Note also
that the asymptotic profile described in (1.6) with k = N has been proved to be stable with
respect to perturbations in the initial data or the nonlinearity by Merle and Zaag in [29] (see
also Fermanian, Merle and Zaag [14], [16], Nguyen and Zaag [33] for other proofs of the stability).
As for system (1.1), much less result is known, in particular in the study of the asymptotic
behavior of the solution near singularities. As far as we know, the only available results concern-
ing the blowup behavior are due to Andreucci, Herrero and Vela´zquez [1] and Zaag [43] where
the system (1.1) is considered with µ = 1.
When µ = 1, according to Escobedo and Herrero [7] (see also [8]), we know that any nontrivial
positive solution of (1.1) which is defined for all x ∈ RN must necessarily blow up in finite time
if
pq > 1, and
max{p, q}+ 1
pq − 1 ≥
N
2
,
and both functions u(x, t) and v(x, t) must blow up simultaneously. See also [9] for the case of
boundary value problems.
In [1], the authors proved that if
pq > 1, and q(p(N − 2)) < N + 2 or p(q(N − 2)) < N + 2, (1.7)
then every positive solution (u, v) of (1.1) exhibits the Type I blowup, namely that there exists
some constant C > 0 such that
‖u(t)‖L∞(RN ) ≤ Cu¯(t), ‖v(t)‖L∞(RN ) ≤ Cv¯(t), (1.8)
where (u¯, v¯) solves the following ODE system
u¯′ = v¯p, v¯′ = u¯q, u¯(T ) = v¯(T ) = +∞,
whose solution is explicitly given by
u¯(t) = Γ(T − t)− p+1pq−1 , v¯(t) = γ(T − t)− q+1pq−1
where (Γ, γ) defined by
γp = Γ
(
p+ 1
pq − 1
)
, Γq = γ
(
q + 1
pq − 1
)
. (1.9)
The estimate (1.8) has also been proved by Caristi and Mitidieri [4] in a ball under assumptions
on p and q different from (1.7). See also Deng [6], Fila and Souplet [15] for other results relative
to estimate (1.8).
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The study of blowup solutions for system (1.1) is done through the introduction of the fol-
lowing similarity variables for all a ∈ RN (a may or may not be a blowup point):
ΦT,a(y, s) = (T − t)
p+1
pq−1u(x, t), ΨT,a(y, s) = (T − t)
q+1
pq−1 v(x, t),
where y =
x− a√
T − t , s = − log(T − t).
(1.10)
From (1.1), (ΦT,a,ΨT,a) (or (Φ,Ψ) for simplicity) satisfy the following system: for all (y, s) ∈
R
N × [− log T,+∞),
∂sΦ = ∆Φ− 1
2
y · ∇Φ−
(
p+ 1
pq − 1
)
Φ+ |Ψ|p−1Ψ,
∂sΨ = µ∆Ψ− 1
2
y · ∇Ψ−
(
q + 1
pq − 1
)
Ψ+ |Φ|p−1Φ.
(1.11)
Assuming (1.8) holds, namely that
∀a ∈ RN , ‖ΦT,a(s)‖L∞(RN ) + ‖ΨT,a(s)‖L∞(RN ) ≤ C, ∀s ≥ − log T,
and considering a ∈ RN a blowup point of (u, v), we know from [1] that (remind that we are
considering the case when µ = 1)
• either (ΦT,a,ΨT,a) goes to (Γ, γ) exponentially fast,
• or there exists k ∈ {1, · · · , N} such that after an orthogonal change of space coordinates and
up to replacing (u, v) by (−u,−v) if necessary,
ΦT,a(y, s) = Γ− c1
s
(p+ 1)Γ
k∑
i=1
(y2i − 2) + o
(
1
s
)
,
ΨT,a(y, s) = γ − c1
s
(q + 1)γ
k∑
i=1
(y2i − 2) + o
(
1
s
)
,
(1.12)
where (Γ, γ) is given by (1.9) and
c1 = c1(p, q) =
2pq + p+ q
8pq(p+ 1)(q + 1)
, (1.13)
and the convergence takes place in Cℓloc(RN ) for any ℓ ≥ 0.
In the first case, we have other profiles, some of them are different from those occurring in the
scalar case of (1.3), see Theorem 3 and 4 in [1] for more details. Note that the value of c1 given
in (1.13) was not precised in [1], but we can justify it by explicit computations as in [1].
Beside the results already cited, let us mention to the work by Zaag [43] where the author
obtained a Liouville theorem for system (1.1) that improves the results of [1]. Based on this
theorem, he was able to derive sharp estimates of asymptotic behaviors as well as a localization
property for blowup solutions of (1.1). For other aspects of system (1.1), especially concerning
the blowup set, see Friedman and Giga [11], Mahmoudi, Souplet and Tayachi [28], Souplet [37].
In this paper, we want to study the profile of the solution of (1.1) near blowup, and the
stability of such behavior with respect to perturbations in initial data. More precisely, we prove
the following result.
Theorem 1.1 (Existence of a blow-up solution for system (1.1) with the description of its
profile). Consider a ∈ RN . There exists T > 0 such that system (1.1) has a solution (u, v)
defined on RN × [0, T ) such that:
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(i) u and v blow up in finite time T simultaneously at one blowup point a and only there.
(ii) There holds that∥∥∥∥∥(T − t) p+1pq−1u(x, t)− Φ∗
(
x− a√
(T − t)| log(T − t)|
)∥∥∥∥∥
L∞(RN )
≤ C√| log(T − t)| ,
∥∥∥∥∥(T − t) q+1pq−1 v(x, t)−Ψ∗
(
x− a√
(T − t)| log(T − t)|
)∥∥∥∥∥
L∞(RN )
≤ C√| log(T − t)| ,
(1.14)
where
Φ∗(z) = Γ(1 + b|z|2)− p+1pq−1 and Ψ∗(z) = γ(1 + b|z|2)− q+1pq−1 , (1.15)
with (Γ, γ) given by (1.9) and
b = b(p, q, µ) =
(pq − 1)(2pq + p+ q)
4pq(p+ 1)(q + 1)(1 + µ)
> 0. (1.16)
(iii) for all x 6= a, (u(x, t), v(x, t)) → (u∗(x), v∗(x)) ∈ C2(RN\{0}) × C2(RN\{0}) with
u∗(x) ∼ Γ
(
b|x− a|2
2| log |x− a||
)− p+1
pq−1
and v∗(x) ∼ γ
(
b|x− a|2
2| log |x− a||
)− q+1
pq−1
,
as |x− a| → 0.
Remark 1.2. The derivation of the blowup profile (1.15) can be understood through a formal
analysis in Section 2 below. However, we would like to emphasize on the fact that the particular
value of b = b(p, q, µ) > 0 given in (1.16) is crucially needed in various algebraic identities in the
rigorous proof.
Remark 1.3. The initial data for which system (1.1) has a solution blowing up in finite time
T at only one blowup point a and verifying (1.14) is given by formula (4.2), which is expressed
in the original variables as follows:
u0(x) = T
− p+1
pq−1
{
AΓ(p+ 1)
| log T |2
(
d0 + d1 · x− a√
T
)
χ0
(
x− a
K
√
| log T |T
)
+ Φ∗
( |x− a|√
| log T |T
)
+
2bΓ(pµ + 1)
| log T |(pq − 1)
}
,
v0(x) = T
− q+1
pq−1
{
Aγ(q + 1)
| log T |2
(
d0 + d1 · x− a√
T
)
χ0
(
|x− a|
K
√
| log T |T
)
+ Ψ∗
( x− a√
| log T |T
)
+
2bγ(q + µ)
| log T |(pq − 1)
}
,
where (Γ, γ) is given by (1.9), A and K are positive constants fixed sufficiently large, d0 ∈ R
and d1 ∈ RN are parameters in our proof, and χ0 ∈ C∞0 ([0,+∞)) with supp(χ0) ⊂ [0, 2] and
χ0 ≡ 1 on [0, 1].
Remark 1.4. We will only give the proof when N = 1. Indeed, the computation of the
eigenfunctions (Lemma 3.2) of the linearized operator H +M defined in (3.4) and (3.5) and
the projection of (3.3) on the eigenspaces (Lemma 3.4) become much more complicated when
N ≥ 2. Besides, the ideas are exactly the same.
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Remark 1.5. Note that the constructed solution in Theorem 1.1 is of Type I, which means that
it satisfies (1.8). Therefore, our result indicates that there exist solutions to (1.1) exhibiting the
Type I blowup for all p, q > 1 and N ≥ 1, even when (1.7) doesn’t hold.
Remark 1.6. The result of Theorem 1.1 holds for more general nonlinearities than (1.1), namely
that the nonlinear terms in (1.1) are replaced by
F (u, v) = |u|p−1u+ f(u, v,∇u,∇v) and G(u, v) = |v|q−1v + g(u, v,∇u,∇v),
where
|f(u, v,∇u,∇v)| ≤ C(1 + |u|p1 + |v|q1 + |∇u|r1 + |∇v|s1),
and
|g(u, v,∇u,∇v)| ≤ C(1 + |u|p2 + |v|q2 + |∇u|r2 + |∇v|s2),
where
0 ≤ p1 < p(q + 1)
p+ 1
, 0 ≤ q1 < p, 0 ≤ r1 < p(q + 1)
p+ 12pq +
1
2
, 0 ≤ s1 < p(q + 1)
q + 12pq +
1
2
,
and
0 ≤ p2 < q, 0 ≤ q2 < q(p+ 1)
q + 1
, 0 ≤ r2 < q(p+ 1)
p+ 12pq +
1
2
, 0 ≤ s2 < q(p+ 1)
q + 12pq +
1
2
.
Note that in the setting (1.10), the terms f and g turn to be exponentially small. Therefore, a
perturbation of our method works although we need in addition some parabolic regularity results
in order to handle the nonlinear gradient terms (see [10] and [38] for such parabolic regularity
techniques). For simplicity, we only give the proof when the nonlinear terms are exactly given
by F (u, v) = |v|p−1v and G(u, v) = |u|q−1u.
Remark 1.7. Our method can be naturally extended to the system of m equations of the form{
∂tui = µi∆ui + |ui+1|pi−1ui+1, i = 1, 2, · · · ,m− 1,
∂tum = µm∆um + |u1|pm−1u1, (1.17)
where pi > 1 and µi > 0 for i = 1, 2, · · · ,m. Up to a complication in parameters, we suspect
that our analysis yields the existence of a solution for (1.17) which blows up in finite time T
only at one blowup point a ∈ RN and satisfies the asymptotic behavior: for i = 1, 2, · · · ,m,
(T − t)αiui(x, t) ∼ γi
(
1 +
B|x− a|2
(T − t)| log(T − t)|
)−αi
as t→ T,
where B = B(pi, µi) > 0, γi is given by
γpm1 = γmαm, γ
pi
i+1 = γiαi for i = 1, 2, · · · ,m− 1,
and 

α1
α2
...
αm−1
αm

 =


−1 p1 0 · · · 0
0 −1 p2 0 · · ·
...
. . .
. . .
. . .
...
0 · · · 0 −1 pm−1
pm 0 · · · 0 −1


−1

1
1
...
1
1

 .
As a consequence of our techniques, we show the stability of the constructed solution with
respect to perturbations in initial data. More precisely, we have the following result.
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Theorem 1.8 (Stability of the blowup profile (1.15)). Let (uˆ0, vˆ0) be the initial data of system
(1.1) such that the corresponding solution (uˆ, vˆ) blows up in finite time Tˆ at only one blowup point
aˆ and (uˆ(x, t), vˆ(x, t)) satisfies (1.14) with T = Tˆ and a = aˆ. Then, there exists a neighborhood
W0 of (uˆ0, vˆ0) in L
∞(RN )×L∞(RN ) such that for any (u0, v0) ∈ W0, system (1.1) has a unique
solution (u, v) with initial data (u0, v0) which blows up in finite time T (u0, v0) at only one blowup
point a(u0, v0). Moreover, parts (ii) and (iii) of Theorem 1.1 are satisfied, and
|T (u0, v0)− Tˆ |+ |a(u0, v0)− aˆ| → 0
as (u0, v0)→ (uˆ0, vˆ0) in L∞(RN )× L∞(RN ).
Remark 1.9. With the stability result, we expect that the blowup profile (1.15) is generic,
i.e. there exists an open, everywhere dense set U0 of initial data whose corresponding solution
to (1.1) either converges to the steady state (1.9) or blows up in finite time at a single point,
according the asymptotic behavior (1.14). In particular, we suspect that a numerical simulation
of (1.1) should lead to the profile (1.15). Up to our knowledge, the only available proof for the
genericity is given by Herrero and Vela´zquez [24] for the case of equation (1.3) in one-dimensional
case. As in [24], a first step towards the genericity of the profile (1.15) is to classify all possible
asymptotic behaviors of the blowup solution of (1.1) which was established in [1] (see also [43])
in the case when µ = 1.
Let us now give the main idea of the proof of Theorem 1.1. Our proof uses some ideas
developed by Merle and Zaag [29] and Bricmont and Kupiainen [3] for the equation (1.3).
This kind of method has been proved to be successful for various situations including parabolic
and hyperbolic equations. For the parabolic equations, we would like to mention the work by
Masmoudi and Zaag [30] (see also the earlier work by Zaag [42]) for the complex Ginzburg-
Landau equation with no gradient structure,
∂tu = (1 + ıβ)∆u+ (1 + ıδ)|u|p−1u− αu, (1.18)
where u(t) : x ∈ RN → u(x, t) ∈ C, p > 1, (β, δ, α) ∈ R3 satisfying
p− δ2 − βδ(p + 1) > 0.
There are also the works by Nguyen and Zaag [32] for a logarithmically perturbed equation
of (1.3) (see also Ebde and Zaag [10] for a weakly perturbed version of (1.3)), by Nouaili and
Zaag [31] for a non-variational complex-valued semilinear heat equation, or the recent work by
Tayachi and Zaag [38] for the nonlinear heat equation with a critical power nonlinear gradient
term,
∂tu = ∆u+ |u|p−1u+ µ|∇u|
2p
p+1 with p > 3, µ > 0.
When p→ +∞, this equation is reduced to
∂tu = ∆u+ e
u + µ|∇u|2,
which is studied in [22]. There are also the cases for the construction of multi-solitons for the
semilinear wave equation in one space dimension by Coˆte and Zaag [5], for the wave maps by
Raphae¨l and Rodnianski [34], for the Schro¨dinger maps by Merle, Raphae¨l and Rodnianski [27],
for the critical harmonic heat flow by Schweyer [36] and for the two-dimensional Keller-Segel
equation by Raphae¨l and Schweyer [35], Ghoul and Masmoudi [20].
One may think that the method used in [29] and [3] should work the same for system (1.1)
perhaps with some technical complications. This is not the case, since the fact that µ 6= 1
breaks any symmetry in the problem, and makes the diffusion operator associated to (1.1) not
self-adjoint. In other words, the method we present here is not based on a simple perturbation of
the equation (1.3) treated in [29] and [3]. More precisely, our proof relies on the understanding
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of the dynamics of the selfsimilar version (1.11) around the profile (1.15). In the setting (1.10),
constructing a solution for (1.1) satisfying (1.14) is equivalent to construct a solution for (1.11)
such that (
Λ
Υ
)
(y, s) =
(
Φ
Ψ
)
(y, s)−
(
Φ∗
Ψ∗
)(
y√
s
)
→
(
0
0
)
as s→ +∞.
Satisfying such a property is guaranteed by a condition that
(Λ(s)
Υ(s)
)
belongs to some set VA(s) ⊂
L∞(RN ) × L∞(RN ) which shrinks to 0 as s → +∞ (see Definition 4.1 below for an example).
Since the linearization of system (1.11) around the profile
(Φ∗
Ψ∗
)
gives N + 1 positive modes,
N(N+1)
2 zero modes, and an infinite dimensional negative part (see Lemma 3.2 and Remark 3.3),
we can use the method of [29] and [3] which relies on two arguments:
- The use of the bounding effect of the heat kernel (see Proposition 5.3) to reduce the problem
of the control of
(Λ(s)
Υ(s)
)
in VA(s) to the control of its positive modes. Note that the linearized
operator around the profile, that is H +M defined in (3.4) and (3.5), is not self-adjoint. This
is one of the major difficulties arising in this paper.
- The control of the positive modes thanks to a topological argument based on the index theory.
In addition to the difficulties concerning the linearized operator mentioned above, we also deal
with the number of parameters in the problem (p, q, and µ) leading to actual complications in
the analysis. According to the general framework of [29], some crucial modifications are needed.
In particular, we have to overcome the following challenges:
(i) Finding the profile (Φ∗,Ψ∗) is not obvious, in particular in determining the values of b
given by (1.13), which is crucial in many algebraic identities in the rigorous analysis. See
Section 2 for a formal analysis to justify such a profile. We emphasize that the formal
approach actually gives us an appreciated profile to be linearized around (see (2.8) and
(2.9)).
(ii) Defining the shrinking set VA (see Definition 4.1) to trap the solution. Note that our
definition of VA is different from that of [29]. Here, we follow the idea of [30] to find
out such an appreciated definition for VA. In particular, it comes from many relations
in our proof, one of them is related to the dynamics of the linearized problem stated in
Proposition 5.3.
(iii) A good understanding of the dynamics of the linearized operator H +M+V of equation
(3.3) around the appreciated profile (ϕ,ψ) given in (2.8) and (2.9) is needed, according to
the definition of the shrinking set VA. Because the behavior of the potential V defined in
(3.6) inside and outside the blowup region is different, the effect of the linearized operator
is therefore considered accordingly to this region. Outside the blowup region, the linear
operator H +M+V behaves as one with fully negative spectrum, which greatly simplifies
the analysis in this region (see Section 5.2.4). Inside the blowup region, the potential V
is considered as a perturbation of the effect of H +M, therefore, a good study of the
spectral properties of H +M is needed. Note that the linear operator H +M is not
diagonal, but it is diagonalized (see Lemma 3.2). Using this diagonalization, we then define
the projection on subspaces of the spectrum of H +M (see Lemma 3.4).
For the proof of single blowup point (part (i) of Theorem 1.1), we use part (ii) and an extended
result of [19] that is called no blow-up under some threshold criterion for parabolic inequalities
(see Proposition 4.7). The derivation of the final profile (u∗(x), v∗(x)) (part (iii) of Theorem
1.1) follows from part (ii) by using the same argument as [42] and [26].
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The rest of the paper is organized as follows:
- In Section 2, we first explain formally how we obtain the profile (Φ∗,Ψ∗) and give a suggestion
for an appreciated profile to be linearized around.
- In Section 3, we give a formulation of the problem in order to justify the formal argument. We
also give the spectral properties of the linear operator H +M as well as the definition of the
projection on eigenspaces of H +M.
- In Section 4, we give all the argument of the proof of Theorem 1.1 assuming technical results,
which are left to the next section.
- Section 5 is central in our analysis. It is devoted to the study of the dynamics of the linearized
problem. In particular, we prove Proposition 5.3 from which we reduce the problem to a finite
dimensional one.
- In Section 6, we give the proof of Theorem 1.8. Since its proof is a consequence of the existence
proof (part (ii) of Theorem 1.1), thanks to a geometrical interpretation of quantities of blowup
parameters whose dimension is equal to the dimension of the finite dimensional problem, we
only explain the main ideas of the proof there.
2. A formal analysis.
In this section, we give a formal analysis leading to the asymptotic behaviors described in
(1.14) by means of matching asymptotic. For simplicity, we shall look for (u, v), a positive
solution of (1.1) in one dimensional case. By the translation invariant in space, we assume that
(u, v) blows up in finite time T > 0 at the origin, and write (Φ,Ψ) instead of (ΦT,a,ΨT,a) for
short. From the transformation (1.10), the behavior (1.14) is equivalent to showing that
Φ(y, s) ∼ Γ
(
1 +
b|y|2
s
)− p+1
pq−1
and Ψ(y, s) ∼ γ
(
1 +
b|y|2
s
)− q+1
pq−1
, (2.1)
as s→ +∞, where Γ, γ are defined in (1.9) and b is given in (1.16).
We use here the method of [30] treated for the complex Ginzburg-Landau equation, which
was slightly adapted from the method of Berger and Kohn [2] for equation (1.3). Following the
approach of [30], we try to search formally for system (1.11) a regular solution (Φ,Ψ) of the
form
Φ(y, s) = Φ0
(
y√
s
)
+ 1sΦ1
(
y√
s
)
+ · · · ,
Ψ(y, s) = Ψ0
(
y√
s
)
+ 1sΨ1
(
y√
s
)
+ · · ·
(2.2)
Injecting (2.2) into (1.11) and comparing elements of order 1
sj
with j = 0, 1, · · · , we obtain
for j = 0,
−z
2
Φ′0 −
p+ 1
pq − 1Φ0 +Ψ
p
0 = 0,
−z
2
Ψ′0 −
q + 1
pq − 1Ψ0 +Φ
q
0 = 0,
where z =
y√
s
, (2.3)
and for j = 1,
F (z) :=
z
2
Φ′1 +
(
p+ 1
pq − 1
)
Φ1 − pΨp−10 Ψ1 −
z
2
Φ′0 − Φ′′0 = 0,
G(z) :=
z
2
Ψ′1 +
(
q + 1
pq − 1
)
Ψ1 − qΦq−10 Φ1 −
z
2
Ψ′0 − µΨ′′0 = 0.
(2.4)
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Solving system (2.3) equipped with data at zero
Φ0(0) = Γ and Ψ0(0) = γ,
we derive
Φ0(z) = Γ(1 + bz
2)
− p+1
pq−1 and Ψ0(z) = γ(1 + bz
2)
− q+1
pq−1 , (2.5)
for some integration constant b, and (Γ, γ) is given by (1.9). Since we want (Φ,Ψ) to be regular,
we impose the condition
b > 0.
Let us now determine the value of b in (2.5). To do so, we first evaluate F and G at z = 0 by
using (2.5) to find (
p+ 1
pq − 1
)
Φ1(0) − pγp−1Ψ1(0) + 2b
(
p+ 1
pq − 1
)
Γ = 0,
(
q + 1
pq − 1
)
Ψ1(0)− qΓq−1Φ1(0) + 2µb
(
q + 1
pq − 1
)
γ = 0.
Using the definition of (Γ, γ) given in (1.9), one can simplify this system and obtain
Φ1(0) =
2bΓ(pµ+ 1)
pq − 1 and Ψ1(0) =
2bγ(q + µ)
pq − 1 . (2.6)
Let us now expand (Φ1,Ψ1) in power of z, namely
Φ1(z) = Φ1(0) + d1z + d2z
2 +O(z3),
Ψ1(z) = Ψ1(0) + e1z + e2z
2 +O(z3). (2.7)
Injecting these forms into (2.4) and expanding F and G in powers of z, we obtain at the order
z, (
1
2
+
γp
Γ
)
d1 − pγp−1e1 = 0,
−qΓq−1d1 +
(
1
2
+
Γq
γ
)
e1 = 0,
which yields
0 =
(
1
2
γp+1 +
1
2
Γq+1 +
1
4
Γγ − (pq − 1)Γqγp
)
e1 := Ae1.
A straightforward computation gives A < 0, hence,
d1 = e1 = 0.
For the terms of order z2 in the expansion of F and G, we have(
1
γp
+
1
Γ
)
d2 − p
γ
e2 +
2b2p(q + 1)(p − 1)(q + µ)
(pq − 1)2 −
6b2p(q + 1)
pq − 1 + b = 0,
(
1
Γq
+
1
γ
)
e2 − q
Γ
d2 +
2b2q(p+ 1)(q − 1)(pµ + 1)
(pq − 1)2 −
6µb2q(p + 1)
pq − 1 + b = 0.
Multiplying the second equation by p(q+1)q(p+1) , then combining with the first equation, we find that
the coefficients of d2 and e2 disappear leading to
b =
(pq − 1)(2pq + p+ q)
4pq(p+ 1)(q + 1)(1 + µ)
,
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which is the desired result. Note that our computation fits with the result of the case µ = 1 by
combining (2.5), (1.12) and (1.13).
In conclusion, we obtain the following profile for (Φ(y, s),Ψ(y, s)):
(Φ(y, s),Ψ(y, s)) ∼ (ϕ(y, s), ψ(y, s)),
where
ϕ(y, s) = Φ0(
y√
s
) +
1
s
Φ1(0) = Γ
(
1 +
b|y|2
s
)− p+1
pq−1
+
2bΓ(pµ + 1)
(pq − 1)s , (2.8)
ψ(y, s) = Ψ0(
y√
s
) +
1
s
Ψ1(0) = γ
(
1 +
b|y|2
s
)− q+1
pq−1
+
2bγ(q + µ)
(pq − 1)s , (2.9)
with b given in (1.16).
3. Formulation of the problem.
In this section, we give a formulation for the proof of Theorem 1.1. We will only give the
proof in one dimensional case (N = 1) for simplicity, but the proof remains the same for higher
dimensions N ≥ 2. We want to prove the existence of suitable initial data (u0, v0) so that the
corresponding solution (u, v) of system (1.1) blows up in finite time T only at one point a ∈ R
and verifies (1.14). From translation invariance of equation (1.1), we may assume that a = 0.
Through the transformation (1.10), we want to find s0 > 0 and (Φ(y, s0),Ψ(y, s0)) such that the
solution (Φ,Ψ) of system (1.11) with initial data (Φ(y, s0),Ψ(y, s0)) satisfies
lim
s→+∞
∥∥∥∥Φ(y, s)− Φ∗
(
y√
s
)∥∥∥∥
L∞(RN )
= lim
s→+∞
∥∥∥∥Ψ(y, s)−Ψ∗
(
y√
s
)∥∥∥∥
L∞(RN )
= 0, (3.1)
where Φ∗ and Ψ∗ are given by (1.15).
According to the formal analysis in the previous section, let us introduce Λ(y, s) and Υ(y, s)
such that
Φ(y, s) = Λ(y, s) + ϕ(y, s), Ψ(y, s) = Υ(y, s) + ψ(y, s), (3.2)
where ϕ and ψ are given in (2.8) and (2.9).
With the introduction of (Λ,Υ) in (3.2), the problem is then reduced to constructing functions
(Λ,Υ) such that
lim
s→+∞ ‖Λ(s)‖L∞(RN ) = lims→+∞ ‖Υ(s)‖L∞(RN ) = 0.
and (Λ,Υ) satisfies the following system:
∂s
(
Λ
Υ
)
=
(
H +M+ V (y, s)
)(Λ
Υ
)
+
(
F1(Υ, y, s)
F2(Λ, y, s)
)
+
(
R1(y, s)
R2(y, s)
)
, (3.3)
where
H =
(
L1 0
0 Lµ
)
where Lη = η∆ − 1
2
y · ∇, η = {1, µ}, (3.4)
M =
(
− p+1pq−1 pγp−1
qΓq−1 − q+1pq−1
)
, (3.5)
V (y, s) =
(
0 p
(
ψp−1 − γp−1)
q
(
ϕq−1 − Γq−1) 0
)
≡
(
0 V1
V2 0
)
, (3.6)
(
F1(Υ, y, s)
F2(Λ, y, s)
)
=
(|Υ+ ψ|p−1(Υ + ψ)− ψp − pψp−1Υ
|Λ+ ϕ|q−1(Λ + ϕ)− ϕq − qϕq−1Λ
)
, (3.7)
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and (
R1(y, s)
R2(y, s)
)
=
( −∂sϕ+∆ϕ− 12y · ∇ϕ− ( p+1pq−1)ϕ+ ψp
−∂sψ + µ∆ψ − 12y · ∇ψ −
(
q+1
pq−1
)
ψ + ϕq
)
. (3.8)
Note that the term
(F1
F2
)
is built to be quadratic in the inner region |y| ≤ 2K√s. Indeed, we
have for all K > 1 and s ≥ 1,
sup
|y|≤2K√s
|F1(Υ, y, s)| ≤ C(K)|Υ|2, sup
|y|≤2K√s
|F2(Λ, y, s)| ≤ C(K)|Λ|2.
Note also that the term
(R1
R2
)
measures the defect preventing (ϕ,ψ) from being an exact solution
of (1.11). Since (ϕ,ψ) is an approximate solution of (1.11), one easily checks that
‖R1(s)‖L∞(RN ) + ‖R2(s)‖L∞(RN ) ≤
C
s
. (3.9)
Therefore, since we would like to make (Λ,Υ) go to zero as s→ +∞ in L∞(RN )×L∞(RN ), the
dynamics of (3.3) are influenced by the asymptotic limit of its linear term,(
H +M+ V (y, s)
)(Λ
Υ
)
as s→ +∞.
From the definition (3.6), we see that the potential V (y, s) has two fundamental properties
that will influence strongly our analysis:
(i) We have (V1(·, s), V2(·, s)) → (0, 0) in L2ρ1(RN ) × L2ρµ(RN ) as s → +∞, where L2ρη(RN ) is
the weighted L2 space associated with the weight ρη defined by
ρη(y) =
1
(4πη)N/2
e
− |y|2
4η . (3.10)
In particular, the effect on V inside the blowup region or in the inner region |y| ≤ K√s will be
a perturbation of the effect of H +M.
(ii) Outside the blowup region or in the outer region |y| ≥ K√s, we have the following property:
for all ǫ > 0, there exist Kǫ > 0 and sǫ > 0 such that
sup
s≥sǫ,|y|≥Kǫ√s
∣∣V1(y, s)− (−pγp−1)∣∣+ ∣∣V2(y, s)− (−qΓq−1)∣∣ ≤ ǫ.
In other words, outside the blowup region, the linear operator H +M+ V behaves as
H +
(
− p+1pq−1 ±ǫ1
±ǫ2 − q+1pq−1
)
.
Given that the spectrum of H is negative (see (3.19) below) and that the matrix has negative
eigenvalues for ǫ1 and ǫ2 small, we see that H +M + V behaves as one with fully negative
spectrum, which greatly simplifies the analysis in that region.
Since the behavior of the potential V inside and outside the blowup region is different, we will
consider the dynamics for |y| ≥ K√s and |y| ≤ 2K√s separately for some K to be fixed large.
Let us consider a non-increasing cut-off function χ0 ∈ C∞0 ([0,+∞)), with supp(χ0) ⊂ [0, 2]
and χ0 ≡ 1 on [0, 1], and introduce
χ(y, s) = χ0
( |y|
K
√
s
)
, (3.11)
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where K is chosen large enough so that various technical estimates hold. We define(
Λe
Υe
)
= (1− χ)
(
Λ
Υ
)
, (3.12)
(Λe
Υe
)
is the part of
(Λ
Υ
)
for |y| ≥ K√s. As announced a few lines above and as we will see in
Section 5.2.4, the spectrum of the linear operator of the equation satisfied by
(
Λe
Υe
)
is negative,
which makes the control of ‖Λe(s)‖L∞(R) and ‖Υe(s)‖L∞(R) easily.
While the control of the outer part is easy, it is not the case for the part of
(Λ
Υ
)
for |y| ≤ 2K√s.
In fact, inside the blowup region |y| ≤ 2K√s, the potential V can be seen as a perturbation of
the effect of H +M whose spectrum has two positive eigenvalues, a zero eigenvalue in addition
to infinitely negatives ones (see Lemma 3.2 below). Therefore, we have to expand
(
Λ
Υ
)
inside
the blowup region with respect to these eigenvalues in order to control ‖Λ(s)‖L∞(|y|≤2K√s) and
‖Υ(s)‖L∞(|y|≤2K√s). To do so, we need to find a basis where H +M is diagonal or at least in
Jordan blocks’ form. Since the operator H is contributed from L1 and Lµ, let us first recall
well-known spectral properties of the operator Lη , where η ∈ {1, µ}.
• Spectral properties of Lη: Given η > 0, let us consider the Hilbert space L2ρη(RN ,R) which
is the set of all f ∈ L2loc(RN ,R) such that
‖f‖2ρη =
〈
f, f
〉
ρη
< +∞,
where 〈
f, g
〉
ρη
=
∫
RN
f(y)g(y)ρη(y)dy, (3.13)
and ρη is defined by (3.10). Note that we can write Lη in the divergence form
Lηv =
η
ρη
div
(
ρη∇v
)
,
and that Lη is self-adjoint with respect to the weight ρη. Indeed, for any v and w in L
2
ρη(R
N ,R),
it holds that ∫
RN
vLηwρηdy =
∫
RN
wLηvρηdy. (3.14)
Let us introduce for each α = (α1, · · · , αN ) ∈ NN the polynomial
h˜α(y) = cα
N∏
i=1
Hαi
(
yi
2
√
η
)
,
where Hn is the standard one dimensional Hermite polynomial, i.e
Hn(x) = (−1)nex2 d
n
dxn
(e−x
2
), (3.15)
and cα ∈ R is chosen so that the term of highest degree in h˜α is
∏N
i=1 y
αi
i . In one-dimensional
case, we have
h˜n(y) = η
n
2
[n2 ]∑
j=0
n!
(n− 2j)!j! (−1)
j
(
y√
η
)n−2j
. (3.16)
For example,
h˜0 = 1, h˜1 = y, h˜2 = y
2 − 2η,
h˜3 = y
3 − 6ηy, h˜4 = y4 − 12ηy2 + 12η2.
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The family of eigenfunctions of Lη constitutes an orthogonal basic in L
2
ρη(R
N ,R) in the sense
that for any different α and β in NN ,
Lηh˜α = −|α|
2
h˜α, |α| = α1 + · · ·+ αN ,∫
RN
h˜α(y)h˜β(y)ρη(y)dy = 0, (3.17)
and that for any f in L2ρη(R
N ,R), one can express
f =
∑
α∈NN
〈
f, h˜α
〉
ρη
h˜α =
∑
α∈NN
fαh˜α.
Remark 3.1. We remark that for any polynomial Pn(y) of degree n, we have by (3.17),∫
RN
h˜α(y)Pn(y)ρη(y)dy = 0 for all |α| > n.
• Spectral properties of H : Let us consider the functional space L2ρ1(RN ,R)× L2ρµ(RN ,R),
which is the set of all
(
f
g
) ∈ L2loc(RN ,R)× L2loc(RN ,R) such that〈(
f
g
)
,
(
f
g
)〉
< +∞,
where 〈(
f1
g1
)
,
(
f2
g2
)〉
:=
〈
f1, f2
〉
ρ1
+
〈
g1, g2
〉
ρµ
.
If we introduce for each α ∈ NN ,
hα(y) = aα
N∏
i=1
Hαi
(
yi√
2
)
and hˆα(y) = aˆα
N∏
i=1
Hαi
(
yi
2
√
µ
)
, (3.18)
where Hn is defined by (3.15), and aα and aˆα are constants chosen so that the terms of highest
degree in hα and hˆα is
∏N
i=1 y
αi , then
H
(
hα
0
)
= −|α|
2
(
hα
0
)
and H
(
0
hˆα
)
= −|α|
2
(
0
hˆα
)
. (3.19)
Moreover, for each
(
f
g
)
in L2ρ1(R
N ,R)× L2ρµ(RN ,R), we can write it in the form(
f
g
)
=
∑
α∈NN
〈
f, hα
〉
ρ1
(
hα
0
)
+
〈
g, hˆα
〉
ρµ
(
0
hˆα
)
.
• Spectral properties of H +M: As announced in the beginning of Section 3, we switch
back to the case N = 1 for simplicity. Of course, our proof remains valid in the case N ≥ 2,
though with some complications in the notation. We want to find a basis where H +M is
diagonal or at least in Jordan blocks’ form. More precisely, we have the following:
Lemma 3.2 (Diagonalization of H +M in the one dimensional case). For all n ∈ N, there
exist polynomials fn, gn, f˜n and g˜n of degree n such that
(
H +M
)(fn
gn
)
=
(
1− n
2
)(fn
gn
)
, (3.20)
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and (
H +M
)(f˜n
g˜n
)
= −
(
n
2
+
(p+ 1)(q + 1)
pq − 1
)(
f˜n
g˜n
)
, (3.21)
where (
fn
gn
)
=
[n2 ]∑
j=0
dn,n−2j
(
hn−2j
0
)
+ en,n−2j
(
0
hˆn−2j
)
, (3.22)
(
f˜n
g˜n
)
=
[n2 ]∑
j=0
d˜n,n−2j
(
hn−2j
0
)
+ e˜n,n−2j
(
0
hˆn−2j
)
, (3.23)
and the coefficients dn,n−2j, en,n−2j , d˜n,n−2j, e˜n,n−2j depend on the parameters p, q and µ. In
particular, we have
dn,n = (p + 1)Γ, dn,n−2 = n(n− 1)pΓ(1− µ),
en,n = (q + 1)γ, en,n−2 = n(n− 1)qγ(µ − 1),
(3.24)
and
d˜n,n = pΓ, d˜n,n−2 = n(n− 1)pqΓ(p+ 1)(1 − µ)
3pq + p+ q − 1 ,
e˜n,n = −qγ, e˜n,n−2 = n(n− 1)pqγ(q + 1)(1 − µ)
3pq + p+ q − 1 .
(3.25)
Remark 3.3. The spectrum of H +M has two positive eigenvalues λ0 = 1 and λ1 = 12 cor-
responding to eigenvectors
(f0
g0
)
and
(f1
g1
)
; a zero eigenvalue λ2 = 0 corresponding to eigenvector(f2
g2
)
. Note that in the case when N ≥ 2, we have(
f0(y)
g0(y)
)
=
(
(p+ 1)Γ
(q + 1)γ
)
,
(
f1(y)
g1(y)
)
=
(
f1,i(y)
g1,i(y)
)
1≤i≤N
,
and (
f2(y)
g2(y)
)
=
(
f2,ij(y)
g2,ij(y)
)
1≤i,j≤N
,
where (
f1,i(y)
g1,i(y)
)
=
(
(p+ 1)Γyi
(q + 1)γyi
)
for 1 ≤ i ≤ N,
and (
f2,ij(y)
g2,ij(y)
)
=
(
f2,ji(y)
g2,ji(y)
)
=
(
(p+ 1)Γyiyj
(q + 1)γyiyj
)
for 1 ≤ i 6= j ≤ N,
and (
f2,ii(y)
g2,ii(y)
)
=
(
(p+ 1)Γy2i
(q + 1)γy2i
)
+
(
2pΓ(1− µ)
2qγ(µ − 1)
)
for 1 ≤ i ≤ N. (3.26)
Proof. For each n ∈ N, we want to find (FnGn) in the form of polynomials of degree n such that(
H +M
)(Fn
Gn
)
= λ
(
Fn
Gn
)
for some λ ∈ R. (3.27)
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Let us assume that (
Fn
Gn
)
=
n∑
i=0
(
an,n−i
bn,n−i
)
yn−i, an,n 6= 0, bn,n 6= 0.
Plugging this form into (3.27) and comparing elements of the order yn−i with i ∈ {0, 1, · · · , n},
we have for i = 0, (
M− (λ+ n
2
) Id
)(an,n
bn,n
)
= 0, (3.28)
and for i = 1, (
M− (λ+ n− 1
2
) Id
)(an,n−1
bn,n−1
)
= 0, (3.29)
and for i = 2, 3, · · · , n,(
M− (λ+ n− i
2
) Id
)(an,n−i
bn,n−i
)
+ (n − i+ 2)(n − i+ 1)
(
an,n−i+2
µ bn,n−i+2
)
= 0. (3.30)
Since (an,n, bn,n) 6= (0, 0), we deduce from (3.28) that det
(
M− (λ+ n2 ) Id
)
= 0, which means
that λ satisfy (
λ+
n
2
)2
+
(
λ+
n
2
)(p+ q + 2
pq − 1
)
− (p+ 1)(q + 1)
pq − 1 = 0.
Hence, either
λ = λ+ = 1− n
2
or λ = λ− = −(p+ 1)(q + 1)
pq − 1 −
n
2
. (3.31)
Substituting these values of λ into (3.28) yields(
an,n
bn,n
)
=
(
(p+ 1)Γ
(q + 1)γ
)
if λ = λ+, and
(
an,n
bn,n
)
=
(
pΓ
−qγ
)
if λ = λ−.
Note that for these values of λ given in (3.31), we have by a direct computation for i = 1, 2, · · · , n,
det
(
M− (λ+ n− i
2
) Id
)
=
i2
4
− i
2
(
p+ q + 2
pq − 1 + 2λ+ n
)
6= 0,
whence, we obtain from equation (3.29),(
an,n−1
bn,n−1
)
=
(
0
0
)
.
and from equation (3.30) by induction,(
an,n−3
bn,n−3
)
=
(
an,n−5
bn,n−5
)
= · · · =
(
0
0
)
.
The couples
(an,n−2
bn,n−2
)
,
(an,n−4
bn,n−4
)
, · · · are respectively determined from (an,nbn,n), (an,n−2bn,n−2), · · · through
equation (3.30).
Since the terms of highest degree of hm and hˆm are y
m, and hm and hˆm are even (or odd
respectively) if m is even integer (or odd), we can rewrite the expression of
(Fn
Gn
)
in terms of
(hj
0
)
and
( 0
hˆj
)
for j = 0, 1, · · · , n as stated in (3.22) and (3.23).
In order to precise the values of
(dn,n−2
en,n−2
)
and
(d˜n,n−2
e˜n,n−2
)
, let us compute
(an,n−2
bn,n−2
)
.
- For λ = λ+, we use (3.30) with i = 2 to get(
an,n−2
bn,n−2
)
= −n(n− 1)M−1
(
(p+ 1)Γ
µ(q + 1)γ
)
= −n(n− 1)
(
Γ(pµ+ 1)
γ(q + µ)
)
.
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Recalling from the definition (3.18) that hn(y) = y
n − n(n − 1)yn−2 + · · · , and hˆn(y) = yn −
n(n− 1)µyn−2 + · · · , we deduce from (3.22) that(
dn,n−2
en,n−2
)
= n(n− 1)
(
dn,n
µ en,n
)
+
(
an,n−2
bn,n−2
)
= n(n− 1)
(
pΓ(1− µ)
qγ(µ − 1)
)
,
which is (3.24).
- For λ = λ−, we similarly have(
a˜n,n−2
b˜n,n−2
)
= −n(n− 1)
[
M+
(
2pq + p+ q
pq − 1
)
Id
]−1( pΓ
−µqγ
)
= − n(n− 1)
3pq + p+ q − 1
(
pΓ
[
pq(1 + µ) + (p + µq) + (pq − 1)]
−qγ[pq(1 + µ) + (p+ µq) + µ(pq − 1)]
)
.
Noticing from (3.23) that (
d˜n,n−2
e˜n,n−2
)
= n(n− 1)
(
d˜n,n
µ e˜n,n
)
+
(
a˜n,n−2
b˜n,n−2
)
,
hence, (3.25) follows after a straightforward calculation. This concludes the proof of Lemma
3.2.
For the sake of controlling
(Λ
Υ
)
in the region |y| ≤ 2K√s, we will expand (ΛΥ) with respect to
the family
{(
hn
0
)
,
( 0
hˆn
)}
n≥0
and then with respect to the family
{(
fn
gn
)
,
(
f˜n
g˜n
)}
n≥0
. We start by
writing (
Λ(y, s)
Υ(y, s)
)
=
∑
n≤M
Qn(s)
(
hn(y)
0
)
+ Qˆn(s)
(
0
hˆn(y)
)
+
(
Λ−(y, s)
Υ−(y, s)
)
, (3.32)
(note that this identity is precisely the definition of
(Λ−
Υ−
)
) where M is a fixed even integer
satisfying
M ≥ 4
[
1 + ‖M‖∞ + 2 max
y∈R,s≥1,i=1,2
|Vi(y, s)|
)]
, (3.33)
with ‖M‖∞ = max
{
qΓq−1 + p+1pq−1 , pγ
p−1 + q+1pq−1
}
(in view of the definition (3.5) of M, this
is indeed a suitable norm for (2 × 2) matrices). As we will show in Section 5.2.3, the choice
of M is crucial and allows us to successfully use a Gronwall’s inequality in the control of the
infinite-dimensional part
(Λ−
Υ−
)
, and
• Qn(s) and Qˆn(s) are the projections of
(
Λ
Υ
)
on
(
hn
0
)
and
( 0
hˆn
)
respectively, defined by
Qn(s) =
〈(Λ
Υ
)
,
(hn
0
)〉
〈(hn
0
)
,
(hn
0
)〉 =
〈
Λ, hn
〉
ρ1〈
hn, hn
〉2
ρ1
≡ Πn
(
Λ
Υ
)
, (3.34)
Qˆn(s) =
〈(Λ
Υ
)
,
( 0
hˆn
)〉
〈( 0
hˆn
)
,
( 0
hˆn
)〉 =
〈
Υ, hˆn
〉
ρµ〈
hˆn, hˆn
〉2
ρµ
≡ Πˆn
(
Λ
Υ
)
, (3.35)
• (Λ−(y,s)
Υ−(y,s)
)
= Π−,M
(Λ
Υ
)
is called the infinite-dimensional part of
(Λ
Υ
)
, where Π−,M is the projector
on the subspace of Lρ1 × Lρµ where the spectrum of H is lower than 1−M2 . Note that for all
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n ≤M ,〈(
Λ−
Υ−
)
,
(
hn
0
)〉
=
〈
Λ−, hn
〉
ρ1
= 0 and
〈(
Λ−
Υ−
)
,
(
0
hˆn
)〉
=
〈
Υ−, hˆn
〉
ρµ
= 0. (3.36)
• We also introduce Π+,M = Id−Π−,M , and the complementary part(
Λ+
Υ+
)
= Π+,M
(
Λ
Υ
)
=
(
Λ
Υ
)
−
(
Λ−
Υ−
)
which is called the finite-dimensional part of
(
Λ
Υ
)
, and which satisfies for all s,〈(
Λ+(y, s)
Υ+(y, s)
)
,
(
Λ−(y, s)
Υ−(y, s)
)〉
= 0. (3.37)
We will expand it with respect to the basis of eigenfunctions of H +M computed in Lemma
3.2, namely the family
{(fn
gn
)
,
(f˜n
g˜n
)}
n≤M
, as follows:(
Λ+(y, s)
Υ+(y, s)
)
=
∑
n≤M
Qn(s)
(
hn(y)
0
)
+ Qˆn(s)
(
0
hˆn(y)
)
=
∑
n≤M
θn(s)
(
fn(y)
gn(y)
)
+ θ˜n(s)
(
f˜n(y)
g˜n(y)
)
, (3.38)
where θn(s) = Pn,M
(
Λ
Υ
)
and θ˜n(s) = P˜n,M
(
Λ
Υ
)
are projections of
(
Λ
Υ
)
on
(
fn
gn
)
and
(
f˜n
g˜n
)
respectively.
This is possible, since from Lemma 3.2, we can express θn(s) and θ˜n(s) in terms of Qn(s) and
Qˆn(s) as follows:
Lemma 3.4 (Definition of the projection on the modes
(fn
gn
)
and
(f˜n
g˜n
)
). We have
θn =
[M−n2 ]∑
j=0
An+2j,nQn+2j +Bn+2j,n Qˆn+2j ≡ Pn,M
(
Λ
Υ
)
, (3.39)
and
θ˜n =
[M−n2 ]∑
j=0
A˜n+2j,nQn+2j + B˜n+2j,n Qˆn+2j ≡ P˜n,M
(
Λ
Υ
)
(3.40)
where the coefficients An+2j,n, Bn+2j,n, A˜n+2j,n and B˜n+2j,n for j = 0, 1, 2, · · · depend on p, q
and µ. In particular, we have
An,n =
q
Γ(2pq + p+ q)
, Bn,n =
p
γ(2pq + p+ q)
, (3.41)
and
An+2,n = − e˜n+2,n
Γγ(2pq + p+ q)
and Bn+2,n =
(
p+ 1
q + 1
)
e˜n+2,n
γ2(2pq + p+ q)
. (3.42)
Remark 3.5. From Lemma 3.4, we obviously see that when a function is of the form
∑M
n=0 ωn
(fn
gn
)
+
ω˜n
(f˜n
g˜n
)
, its projections on
(fn
gn
)
and
(f˜n
g˜n
)
are respectively ωn and ω˜n.
Remark 3.6. The precise values given in (3.41) and (3.42) are crucial in deriving a refined ODE
satisfied by the null mode, that is the ODE given in part (iii) of Proposition 5.3 (see Lemma
5.7 also).
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Proof. We first note that the matrix of
{(fn
gn
)
,
(f˜n
g˜n
)}
n∈N
in the basis
{(hn
0
)
,
( 0
hˆn
)}
n∈N
is ”lower
triangular” in the sense that we can express the matrix in terms of (2 × 2) blocks (see (3.22)
and (3.23)) as follows:


X0
X1
X2
X3
X4
...
XM


=


F 0 · · · · · · · · · · · · 0
0 F 0 · · · · · · · · · 0
D2,0 0 F 0 · · · · · · 0
0 D3,1 0 F 0 · · · 0
D4,0 0 D4,2 0 F · · · 0
...
. . .
. . .
. . .
. . .
. . .
...
· · · · · · DM,M−4 0 DM,M−2 0 F




Y0
Y1
Y2
Y3
Y4
...
YM


, (3.43)
where 0 is the (2× 2) zero matrix,
Xn =


(fn
gn
)
(f˜n
g˜n
)

 , Yn =


(hn
0
)
( 0
hˆn
)

 ,
F =
(
(p+ 1)Γ (q + 1)γ
pΓ −qγ
)
,
Dn,n−2j =
(
dn,n−2j en,n−2j
d˜n,n−2j e˜n,n−2j
)
.
Thus, we can express
{(hn
0
)
,
( 0
hˆn
)}
n∈N
in terms of
{(fn
gn
)
,
(f˜n
g˜n
)}
n∈N
by inverting the matrix
associated to system (3.43) resulting in the following:


Y0
Y1
Y2
Y3
Y4
...
YM


=


T 0 · · · · · · · · · · · · 0
0 T 0 · · · · · · · · · 0
G2,0 0 T 0 · · · · · · 0
0 G3,1 0 T 0 · · · 0
G4,0 0 G4,2 0 T · · · 0
...
. . .
. . .
. . .
. . .
. . .
...
· · · · · · GM,M−4 0 GM,M−2 0 T




X0
X1
X2
X3
X4
...
XM


, (3.44)
where
T = F−1 = 1
Γγ(2pq + p+ q)
(
qγ (q + 1)γ
pΓ −(p+ 1)Γ
)
,
for some (2× 2) matrices Gi,j .
By extracting the (2 × 2) blocks in (3.44), we derive from (3.32) the expressions (3.39) and
(3.40). It remains to compute (3.41) and (3.42) in order to complete the proof of Lemma 3.4.
To this end, we note from (3.44) that(
An,n A˜n,n
Bn,n B˜n,n
)
= T , and
(
An+2,n A˜n+2,n
Bn+2,n B˜n+2,n
)
= Gn+2,n = −T Dn+2,nT .
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This gives (3.41) and the following formulas for An+2,n and Bn+2,2:
An+2,n = − 1
Γ2γ2(2pq + p+ q)2
[
qγ2(qdn+2,n + (q + 1)d˜n+2,n)+
+ pΓγ(qen+2,n + (q + 1)e˜n+2,n)
]
,
Bn+2,n = − 1
Γ2γ2(2pq + p+ q)2
[
qΓγ(pdn+2,n − (p + 1)d˜n+2,n)+
+ pΓ2(pen+2,n − (p+ 1)e˜n+2,n)
]
,
where the coefficients dn+2,n, en+2,n, d˜n+2,n and e˜n+2,n are given in (3.24) and (3.25).
Note that
dn+2,n = −pΓ
qγ
en+2,n and d˜n+2,n =
(p + 1)Γ
(q + 1)γ
e˜n+2,n,
we then simplify the expressions of An+2,n and Bn+2,n resulting in (3.42). This concludes the
proof of Lemma 3.4.
From (3.32) and (3.38), it holds that(
Λ(y, s)
Υ(y, s)
)
=
∑
n≤M
θn(s)
(
fn(y)
gn(y)
)
+ θ˜n(s)
(
f˜n(y)
g˜n(y)
)
+
(
Λ−(y, s)
Υ−(y, s)
)
. (3.45)
Note that the decomposition (3.45) is unique.
4. Proof of the existence result assuming some technical lemmas.
This section is devoted to the proof of Theorem 1.1. We will first show the existence of a
solution
(Λ
Υ
)
of system (3.3) satisfying
‖Λ(s)‖L∞(R) + ‖Υ(s)‖L∞(R) → 0 as s→ +∞, (4.1)
which concludes part (ii) of Theorem 1.1 (though with no estimate of the error). The proof
of parts (i) and (iii) then follows from part (ii). We will give all the arguments of the proof
without technical details which are left to the next section. Hereafter, we denote by C a generic
positive constant depending only on p, q, µ and K introduced in (3.11).
Given A ≥ 1 and s0 ≥ e, we consider initial data for system (3.3), depending on two real
parameters d0 and d1 of the form:(
Λ0(y)
Υ0(y)
)
d0,d1,s0,A
=
A
s20
(
d0
(
f0(y)
g0(y)
)
+ d1
(
f1(y)
g1(y)
))
χ(2y, s0), (4.2)
where
(
fi
gi
)
, i = 0, 1 are defined by (3.22) and χ is introduced in (3.11). The solution of sys-
tem (3.3) with initial data (4.2) will be denoted by
(Λ(y,s)
Υ(y,s)
)
d0,d1,s0,A
, or by
(Λ(y,s)
Υ(y,s)
)
when there
is no ambiguity. Our aim is to show that if A is fixed large enough, then s0 is fixed large
enough depending on A, we can also fix the parameters (d0, d1) ∈ [−2, 2]2 so that the solution(Λ(y,s)
Υ(y,s)
)
d0,d1,s0,A
will be defined for all s ≥ s0 and converges to
(0
0
)
as s→ +∞ in L∞(R), meaning
that (4.1) holds. According to the decomposition (3.45) and the definition (3.12), it is enough
to control the solution in a shrinking set defined as follows:
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Definition 4.1 (Definition of a shrinking set for the components of
(Λ
Υ
)
). For all A ≥ 1 and
s ≥ e, we defined VA(s) as the set of all
(Λ
Υ
) ∈ L∞(R)× L∞(R) such that
‖Λe(s)‖L∞(R) ≤
AM+2√
s
, ‖Υe(s)‖L∞(R) ≤
AM+2√
s
,
∥∥∥∥ Λ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ A
M+1
s
M+2
2
,
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ A
M+1
s
M+2
2
,
|θj(s)| ≤ A
j
s
j+1
2
, |θ˜j(s)| ≤ A
j
s
j+1
2
for 3 ≤ j ≤M,
|θ˜i(s)| ≤ A
2
s2
for i = 0, 1, 2,
|θ2(s)| ≤ A
4 log s
s2
,
|θ0(s)| ≤ A
s2
, |θ1(s)| ≤ A
s2
,
where Λe,Υe are defined by (3.12), Λ−,Υ−, θn, θ˜n are defined as in (3.45).
As a mater of fact, one can check that if
(Λ
Υ
) ∈ VA(s) for s ≥ e, then
‖Λ(s)‖L∞(R) + ‖Υ(s)‖L∞(R) ≤
CAM+2√
s
, (4.3)
for some positive constant C (see Proposition 5.1 below for the proof). Thus, if a solution
(Λ
Υ
)
stays in VA(s) for all s ≥ s0, then it converges to zero in L∞(R) × L∞(R). Our aim is then
reduced to proving the following proposition:
Proposition 4.2 (Existence of a solution of (3.3) trapped in VA(s)). There exists A1 such that
for all A ≥ A1, there exists s0,1(A) such that for all s0 ≥ s0,1, there exists (d0, d1) such that if(Λ
Υ
)
is the solution of (3.3) with initial data at s0 given by (4.2), then
(Λ(s)
Υ(s)
) ∈ VA(s) for all
s ≥ s0.
Let us first make sure that initial data (4.2) belongs to VA(s0). In particular, we claim the
following:
Proposition 4.3 (Properties of initial data (4.2)). For each A ≥ 1, there exists s0,2(A) ≥ e
such that for all s0 ≥ s0,2, we have the following properties:
(i) There exists a rectangle
Ds0 ⊂ [−2, 2]2
such that the mapping
Θ : R2 → R2
(d0, d1) 7→ (θ0,0, θ0,1)
(where θ0,i = Pi,M
(Λ0
Υ0
)
for i = 0, 1, and
(Λ0
Υ0
)
stands for
(Λ0
Υ0
)
d0,d1,s0,A
) is linear, one to one from
Ds0 onto
[
− A
s20
, A
s20
]2
and maps ∂Ds0 into ∂
([
− A
s20
, A
s20
]2)
. Moreover, it has degree one on the
boundary.
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(ii) For all (d0, d1) ∈ Ds0,
(Λ0
Υ0
) ∈ VA(s0) with strict inequalities except for θ0,0 and θ0,1, in the
sense that
Λ0,e = Υ0,e = 0,∥∥∥∥ Λ0,−(y)1 + |y|M+1
∥∥∥∥ < 1
s
M+2
2
0
,
∥∥∥∥ Υ0,−(y)1 + |y|M+1
∥∥∥∥ < 1
s
M+2
2
0
,
|θ0,j | < 1
s
j+1
2
0
, |θ˜0,j | < 1
s
j+1
2
0
for 3 ≤ j ≤M,
|θ˜0,i| < 1
s20
for i = 0, 1, 2,
|θ0,2| < log s0
s20
,
|θ0,0| ≤ A
s20
, |θ0,1| ≤ A
s20
.
Remark 4.4. In some sense,
(Λ0
Υ0
)
d0,d1,s0,A
is reduced to the sum of its components on
(f0
g0
)
and(
f1
g1
)
, the only eigenfunctions corresponding to the positive eigenvalues of the linear operator
H +M (λ0 = 1 and λ1 = 12 ; see Lemma 3.2). In N dimensions, one has to take d0 ∈ R and
d1 ∈ RN because of the definition of
(f0
g0
)
and
(f1
g1
)
given in Remark 3.3.
The proof of Proposition 4.3 is postponed to Subsection 5.1 (see Lemma 5.2). Let us now
give the proof of Proposition 4.2.
Proof of Proposition 4.2. Let us consider A ≥ 1 and s0 ≥ s0,2, (d0, d1) ∈ Ds0 , where s0,2 is
introduced in Proposition 4.3. From the local Cauchy problem for system (1.1) in L∞(R) ×
L∞(R), we note that for each initial data
(Λ0
Υ0
)
d0,d1,s0,A
, system (3.3) has a unique solution
which stays in VA(s) until some maximum time s∗ = s∗(d0, d1). If s∗(d0, d1) = +∞ for some
(d0, d1) ∈ Ds0 , then the proof is complete. Otherwise, we argue by contradiction and suppose
that s∗(d0, d1) < +∞ for any (d0, d1) ∈ Ds0 . By continuity and the definition of s∗, we note
that the solution at time s∗ is on the boundary of VA(s∗). Thus, at least one of the inequalities
in the definition of VA(s∗) is an equality. In the following proposition, we show that this can
happen only for the two components θ0(s∗) and θ1(s∗). Precisely, we have the following result:
Proposition 4.5 (Control of
(Λ(s)
Υ(s)
)
by (θ0(s), θ1(s)) in VA(s)). There exists A3 ≥ 1 such that
for each A ≥ A3, there exists s0,3(A) ≥ e such that for all s0 ≥ s0,3(A), the following holds:
If
(
Λ
Υ
)
is a solution of (3.3) with initial data at s = s0 given by (4.2) with (d0, d1) ∈ Ds0 , and(Λ(s)
Υ(s)
) ∈ VA(s) for all s ∈ [s0, s1] for some s1 ≥ s0 and (Λ(s1)Υ(s1)) ∈ ∂VA(s1), then:
(i) (Reduction to a finite-dimensional problem) We have
(
θ0(s1), θ1(s1)
) ∈ ∂([−A
s21
,
A
s21
])2
.
(ii) (Transverse outgoing crossing) There exists δ0 > 0 such that
∀δ ∈ (0, δ0),
(
Λ(s1 + δ)
Υ(s1 + δ)
)
6∈ VA(s1 + δ).
BLOWUP SOLUTIONS FOR A NON-VARIATIONAL SEMILINEAR PARABOLIC SYSTEM 23
Remark 4.6. In N dimensions, θ0 ∈ R and θ1 ∈ RN . In particular, the finite-dimensional
problem is of dimension N + 1. This is why in initial data (4.2), one has to take d0 ∈ R and
d1 ∈ RN .
The proof of Proposition 4.5 is a direct consequence of the dynamics of system (3.3). The
idea is to project system (3.3) on the different components of the decomposition (3.45) and
(3.12). However, because of the number of parameters in our problem (p, q and µ) and the
coordinates in (3.45), the computations become too long. That is why a whole section (Section
5.2) is devoted to the proof of Proposition 4.5. Let us now assume Proposition 4.5 and continue
the proof of Proposition 4.2.
Let A ≥ A3 and s0 ≥ max{s0,2, s0,3}. From part (i) of Proposition 4.5, it follows that(
θ0(s∗), θ1(s∗)
) ∈ ∂([−A
s2∗
,
A
s2∗
])2
.
Hence, we may define the rescaled flow Θ at s = s∗ as follows:
Θ : Ds0 → ∂
(
[−1, 1]2)
(d0, d1) 7→ s
2∗
A
(
θ0, θ1
)
d0,d1
(s∗).
From Proposition 4.5(ii), we see that Θ is continuous. On the other hand, from Proposition
4.3, we see that when (d0, d1) ∈ ∂Ds0 , we have the strict inequalities for the other components.
Applying the transverse crossing property given in Proposition 4.5(ii), we see that
(Λ(s)
Υ(s)
)
must
leave VA(s) at s = s0, hence, s∗(d0, d1) = s0. From Proposition 4.3(i), the restriction of Θ to
the boundary is of degree one. A contradiction then follows from the index theory. This means
that there exists (d0, d1) ∈ Ds0 such that for all s ≥ s0,
(Λ(s)
Υ(s)
)
d0,d1,s0,A
∈ VA(s). This concludes
the proof of Proposition 4.2 assuming that Propositions 4.5 and 4.3 hold.
Let us now use the result of Proposition 4.2 to derive Theorem 1.1.
Proof of Theorem 1.1. Recall that we have already chosen a = 0 at the beginning of Section
4, thanks to translation invariance of equation (1.1). We have already showed in Proposition
4.2 that there exist initial data of the form (4.2) such that the corresponding solution
(Λ(s)
Υ(s)
)
of
system (3.3) satisfies
(Λ(s)
Υ(s)
) ∈ VA(s) for all s ≥ s0. This means that (4.3) holds for all s ≥ s0.
From (3.2) and (1.10), we then derive part (ii) of Theorem 1.1.
If x0 = 0, then we see from (1.14) that
|u(0, t)| ∼ Γ(T − t)− p+1pq−1 and |v(0, t)| ∼ γ(T − t)− q+1pq−1 as t→ T.
Hence, u and v both blow up at time T at x0 = 0. It remains to show that if x0 6= 0, then x0 is
not a blowup point. The following result from Giga and Kohn [19] allows us to conclude:
Proposition 4.7 (No blowup under some threshold). For all C0 > 0, there is η0 > 0 such that
if (u(x, t), v(x, t)) solves∣∣∂tu−∆u∣∣ ≤ C0(1 + |v|p), ∣∣∂tv − µ∆v∣∣ ≤ C0(1 + |u|q)
and satisfies
|u(x, t)| ≤ η0(T − t)−
p+1
pq−1 , |v(x, t)| ≤ η0(T − t)−
q+1
pq−1
for all (x, t) ∈ B(x0, r)× [T − r2, T ) for some x0 ∈ R and r > 0, then (u, v) does not blow up at
(x0, T ).
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Proof. Although Giga and Kohn give in [19] the proof only for the scalar case (1.3) (see Theorem
2.1, page 850 in [19]), their argument remains valid for system (1.1) because of the following
scaling invariant property of system (1.1): If (u, v) solves (1.1), then
∀λ > 0, (uλ(x, t), vλ(x, t)) :=
(
λ
2(p+1)
pq−1 u(λx, λ2t), λ
2(q+1)
pq−1 v(λx, λ2t)
)
,
does the same; and because the semigroup and the fundamental solution generated by η∆ with
η ∈ {1, µ} have the same regularizing effect independently from η.
Indeed, we see from (1.14) that
sup
|x|< |x0|
2
(T − t) p+1pq−1 |u(x, t)| ≤ Φ∗
(
|x0|/2√
(T − t) log(T − t)
)
+
C√
log(T − t) → 0,
and
sup
|x|< |x0|
2
(T − t) q+1pq−1 |v(x, t)| ≤ Ψ∗
(
|x0|/2√
(T − t) log(T − t)
)
+
C√
log(T − t) → 0,
as t → T , hence, x0 is not a blowup point of (u, v) from Proposition 4.7. This concludes the
proof of part (i) of Theorem 1.1.
We now give the proof of part (iii) of Thereom 1.1. Using the technique of Merle [26], we
derive the existence of a blowup profile (u∗, v∗) ∈ C2(R∗)× C2(R∗) such that
(u(x, t), v(x, t)) → (u∗(x), v∗(x)) as t→ T.
The profile (u∗, v∗) is singular at the origin, as we will see shortly, after deriving its equivalent
as x→ 0. Since our argument is exactly the same as in Zaag [42] used for equation (1.18) with
β = 0 (no new idea is needed), we just give the key arguments and kindly refer the reader to
Section 4 in [42] for more details. Consider K0 > 0 to be fixed large enough later. If x0 6= 0 and
|x0| is small enough, we introduce for all (ξ, τ) ∈ R×
[
− t0(x0)T−t0(x0) , 1
)
,
g(x0, ξ, τ) = (T − t0(x0))
p+1
pq−1u(x, t), h(x0, ξ, τ) = (T − t0(x0))
q+1
pq−1 v(x, t),
where
x = x0 + ξ
√
T − t0(x0), t = t0(x0) + τ(T − t0(x0)), (4.4)
and t0(x0) is uniquely determined by
|x0| = K0
√
(T − t0(x0))| log(T − t0(x0))|. (4.5)
From the invariance of system (1.1) under dilation, (g(x0, ξ, τ), h(x0, ξ, τ)) is also a solution of
(1.1) on its domain. From (4), (4.4) and (1.14), we have
sup
|ξ|≤2| log(T−t0(x0))|1/4
|g(x0, ξ, 0)− Φ∗(K0)| ≤ C| log(T − t0(x0))|1/4
→ 0,
and
sup
|ξ|≤2| log(T−t0(x0))|1/4
|h(x0, ξ, 0) −Ψ∗(K0)| ≤ C| log(T − t0(x0))|1/4
→ 0,
as x0 → 0. Using the continuity with respect to initial data for system (1.1) associated to a
space-localization in the ball B(0, |ξ| < | log(T − t0(x0))|1/4), we show as in Section 4 of [42] that
sup
|ξ|≤2| log(T−t0(x0))|1/4,0≤τ<1
|g(x0, ξ, 0) − gˆK0(τ)| ≤ ǫ(x0)→ 0,
BLOWUP SOLUTIONS FOR A NON-VARIATIONAL SEMILINEAR PARABOLIC SYSTEM 25
and
sup
|ξ|≤2| log(T−t0(x0))|1/4,0≤τ<1
∣∣∣h(x0, ξ, 0) − hˆK0(τ)∣∣∣ ≤ ǫ(x0)→ 0,
as x0 → 0, where
gˆK0(τ) = Γ(1− τ + bK20 )−
p+1
pq−1 , hˆK0(τ) = γ(1 − τ + bK20 )−
q+1
pq−1 ,
is the solution of system (1.1) with constant initial data (Φ∗(K0),Ψ∗(K0)).
Making τ → 1 and using (4.4), we see that
u∗(x0) = lim
t→T
u(x, t) = (T − t0(x0))−
p+1
pq−1 lim
τ→1
g(x0, 0, τ)
∼ (T − t0(x0))−
p+1
pq−1 gˆK0(1),
v∗(x0) = lim
t→T
v(x, t) = (T − t0(x0))−
q+1
pq−1 lim
τ→1
h(x0, 0, τ)
∼ (T − t0(x0))−
q+1
pq−1 hˆK0(1),
as x0 → 0. From (4.5), we have
| log(T − t0(x0))| ∼ 2 log |x0|, T − t0(x0) ∼ |x0|
2
2K20 | log |x0||
as x0 → 0,
hence,
u∗(x0) ∼ Γ
(
b|x0|2
2| log |x0||
)− p+1
pq−1
, v∗(x0) ∼ γ
(
b|x0|2
2| log |x0||
)− q+1
pq−1
,
as x0 → 0, which concludes the proof of part (iii) of Theorem 1.1, assuming that Propositions
4.5 and 4.3 hold.
5. Proof of the technical results.
In this section, we prove all the technical results used for the proof of the existence of a
solution of system (3.3) satisfying (4.1). In particular, we give the proofs of Propositions 4.3
and 4.5, each in a separate subsection.
5.1. Preparation of the initial data.
In this subsection, we give the proof of Proposition 4.3. Let us start with some properties of
the set VA(s) introduced in Definition 4.1:
Proposition 5.1 (Properties of elements of VA(s)). For all A ≥ 1, there exists s1(A) ≥ 1 such
that for all s ≥ s1, if
(Λ(s)
Υ(s)
) ∈ VA(s), then
(i) ‖Λ(s)‖L∞(|y|≤2K√s) + ‖Υ(s)‖L∞(|y|≤2K√s) ≤ C A
M+1√
s
.
(ii) ‖Λ(s)‖L∞(R) + ‖Υ(s)‖L∞(R) ≤ C A
M+2√
s
.
(iii) For all y ∈ R, |Λ(y, s)| + |Υ(y, s)| ≤ CAM+1 log s
s2
(1 + |y|M+1).
Proof. Take A ≥ 1, s ≥ 1 and assume that (Λ(s)
Υ(s)
) ∈ VA(s).
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(i) If |y| ≤ 2K√s, since we have for all 0 ≤ n ≤ M , |θn| + |θ˜n| ≤ C AM+1
s
n+1
2
by Definition 4.1,
we write from (3.45),
|Λ(y, s)| ≤

∑
n≤M
|θn||fn|+ |θ˜n||f˜n|

+ |Λ−(y, s)|
≤ C
∑
n≤M
AM+1
s
n+1
2
(1 + |y|)n + A
M+1
s
M+2
2
(1 + |y|)M+1 ≤ C(K)A
M+1
√
s
,
(remember from Lemma 3.2 that fn, gn, f˜n and g˜n are polynomials of degree n). The same
estimate holds for |Υ(y, s)|, which concludes the proof of (i).
(ii) From the definition (3.12), we have for |y| ≥ 2K√s,
∣∣∣(Λ(y,s)Υ(y,s))
∣∣∣ = ∣∣∣(Λe(y,s)Υe(y,s))
∣∣∣ ≤ CAM+2√s .
Together with (i), this yields the conclusion.
(iii) We just use (3.45) and the fact that for all 0 ≤ n ≤ M , |θn| + |θ˜n| ≤ C A
M+1 log s
s2
by
Definition 4.1 (use again the information on the polynomials’ degree from Lemma 3.2). This
finishes the proof of Proposition 5.1.
Clearly, Proposition 4.3 directly follows from the following result:
Lemma 5.2. For all A ≥ 1, there exists s2(A) ≥ 1 such that for all s0 ≥ s2, if initial data for
equation (3.3) are given by (4.2) (write
(Λ0
Υ0
)
:=
(Λ0
Υ0
)
d0,d1,s0,A
for simplicity), then
Λ0,e = Υ0,e = 0,
∥∥∥∥ Λ0,−(y)1 + |y|M+1
∥∥∥∥
L∞(R)
+
∥∥∥∥ Υ0,−(y)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ CA(|d0|+ |d1|)
s
M+4
2
0
,
and all |θ0,n|, |θ˜0,n| are less than CA(|d0|+ |d1|)e−s0 , except:
|θ0,i − Adi
s20
| ≤ CA|di|e−s0 , i = 0, 1.
Proof. The proof mainly relies on the projections of
(Λ0
Υ0
)
on
(fn
gn
)
and
(f˜n
g˜n
)
defined in Lemma 3.4.
Let us start by estimating the outer part. Note from the definition of χ given in (3.11) that we
have χ(2y, s0)(1− χ(y, s0)) = 0. Thus, from (3.12), Λ0,e = Υ0,e = 0. For the other components,
let us rewrite (4.2) as follows:
(
Λ0(y)
Υ0(y)
)
=
(
Λˆ0(y)
Υˆ0(y)
)
+
(
Λˆ0(y)
Υˆ0(y)
)
(χ(2y, s0)− 1),
where (
Λˆ0(y)
Υˆ0(y)
)
=
A
s20
(
d0
(
f0(y)
g0(y)
)
+ d1
(
f1(y)
g1(y)
))
;
the result will then follow by linearity.
From Remark 3.5, we see that all Pn,M
(Λˆ0
Υˆ0
)
and P˜n,M
(Λˆ0
Υˆ0
)
are zero, except
Pi,M
(
Λˆ0
Υˆ0
)
=
Adi
s20
, i = 0, 1.
Using (3.45), we see that (
Λˆ0,−(y)
Υˆ0,−(y)
)
= Π−,M
(
Λˆ0
Υˆ0
)
≡ 0.
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It remains to handle
(Λˆ0(y)
Υˆ0(y)
)
(χ(2y, s0)−1). Since (χ(2y, s0)−1) = 0 for |y| ≤ K2
√
s0, we see that
ρη(χ(2y, s0)− 1) ≤ Ce−s0
√
ρη(y), η = {1, µ},
if K ≥ √8η. Therefore, we derive from Lemma 3.4 and symmetry that∣∣∣∣∣Pn,M
[(
Λˆ0
Υˆ0
)
(χ(2y, s0)− 1)
]∣∣∣∣∣ ≤ C(n)A(|d0|+ |d1|)e−s0 , for all n ≤M. (5.1)
Similarly, (5.1) holds with Pn,M replaced by P˜n,M .
Furthermore, we have
(|Λ0(y)|+ |Υ0(y)|) |χ(2y, s0)− 1| ≤ A(|d0|+ |d1|)
s20
(1 + |y|) 1 + |y|
M
(K2
√
s0)M
≤ CA(|d0|+ |d1|)
s
M+4
2
0
(1 + |y|M+1).
Hence, by a straightforward estimate, we have
∥∥∥∥Λ−,0(y)(χ(2y, s0)− 1)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ CA(|d0|+ |d1|)
s
M+4
2
0
,
and ∥∥∥∥Υ−,0(y)(χ(2y, s0)− 1)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ CA(|d0|+ |d1|)
s
M+4
2
0
.
This concludes the proof of Lemma 5.2. Since Proposition 4.3 clearly follows from Lemma 5.2,
this concludes the proof of Proposition 4.3 as well.
5.2. Reduction to a finite-dimensional problem.
In this subsection, we give the proof of Proposition 4.5, which is the crucial part in our
analysis. The idea of the proof is to project system (3.3) on the different components defined by
(3.12) and the decomposition (3.45). More precisely, we claim that Proposition 4.5 is a direct
consequence of the following:
Proposition 5.3 (Dynamics of system (3.3)). There exists A3 ≥ 1 such that for all A ≥ A3,
there exists s3(A) ≥ 1 such that the following holds for all s0 ≥ s3(A):
Assume that for all s ∈ [τ, τ1] for some τ1 ≥ τ ≥ s0,
(Λ(s)
Υ(s)
) ∈ VA(s), then the following holds for
all s ∈ [τ, τ1]:
(i) (ODEs satisfied by the positive modes) For n = 0, 1, we have∣∣∣θ′n(s)− (1− n2
)
θn(s)
∣∣∣ ≤ C
s2
.
(ii) (ODE satisfied by the null mode)∣∣∣∣θ′2(s)− 2sθ2(s)
∣∣∣∣ ≤ CA3s3 .
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(iii) (Control of the finite-dimensional part)
|θj(s)| ≤ e−(
j
2
−1)(s−τ)|θj(τ)| + CA
j−1
s
j+1
2
, 3 ≤ j ≤M,
|θ˜j(s)| ≤ e−
(
j
2
+ (p+1)(q+1)
pq−1
)
(s−τ)|θ˜j(τ)|+ CA
j−1
s
j+1
2
, 3 ≤ j ≤M,
|θ˜j(s)| ≤ e−
(
j
2
+
(p+1)(q+1)
pq−1
)
(s−τ)|θ˜j(τ)|+ C
s2
, j = 0, 1, 2.
(iv) (Control of the infinite-dimensional part)∥∥∥∥ Λ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
+
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ Ce− (M+1)(s−τ)4
(∥∥∥∥ Λ−(y, τ)1 + |y|M+1
∥∥∥∥
L∞(R)
+
∥∥∥∥ Υ−(y, τ)1 + |y|M+1
∥∥∥∥
L∞(R)
)
+
CAM
s
M+2
2
.
(v) (Control of the outer part)
‖Λe(s)‖L∞(R) + ‖Υe(s)‖L∞(R)
≤ Ce−
(r+1)(s−τ)
2(pq−1)
(‖Λe(τ)‖L∞(R) + ‖Υe(τ)‖L∞(R))+ CAM+1√s (1 + s− τ),
where r = min{p, q}.
Because of the number of parameters in our problem (p, q and µ) and the coordinates in
(3.45), the proof of Proposition 5.3 is too long. For that reason, we will organize the rest of this
subsection in 4 separate parts for the reader’s convenience:
- Part 1: We assume the result of Proposition 5.3 in order to complete the proof of Proposition
4.5. The proof of Proposition 5.3 will be carried out in the next three parts.
- Part 2: We deal with system (3.3) to write ODEs satisfied by θn and θ˜n for n ≤ M . The
definition of the projection of
(
Λ
Υ
)
on
(
fn
gn
)
and
(
f˜n
gn
)
given in Lemma 3.4 will be the main tool to
derive these ODEs. Then, we prove items (i), (ii) and (iii) of Proposition 5.3.
- Part 3: We derive from system (3.3) a system satisfied by
(Λ−
Υ−
)
and prove item (iv) of Propo-
sition 5.3. Unlike the estimate on θn and θ˜n where we use the properties of the linear operator
H +M, here we use the operator H . The fact that M is large enough (as fixed in (3.33)) is
crucial in the proof, in the sense that this choice of M allows us to successfully apply a Gron-
wall’s inequality at the end for the control of the infinite-dimensional part.
- Part 4: In the shortest part, we project system (3.3) to write a system satisfied by
(Λe
Υe
)
and prove item (v) of Proposition 5.3. As mentioned early, the linear operator of the equation
satisfied by Λe and Υe has a negative spectrum, which makes the control of ‖Λe(s)‖L∞(R) and
‖Υe(s)‖L∞(R) easily.
5.2.1. Proof of Proposition 4.5 assuming Proposition 5.3.
We give the proof of Proposition 4.5 assuming that Proposition 5.3 holds. Consider A ≥ A3
and s0 = − log T ≥ s3(A), where A3 and s3 are given in Proposition 5.3.
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Since
(Λ(s)
Υ(s)
) ∈ VA(s) for all [s0, s1] and (Λ(s1)Υ(s1)) ∈ ∂VA(s1), part (i) will be proved if we show
that for all s ∈ [s0, s1] the following holds:
‖Λe(s)‖L∞(R) + ‖Υe(s)‖L∞(R) ≤
AM+2
2
√
s
,
∥∥∥∥ Λ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
+
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ A
M+1
2s
M+2
2
,
|θj(s)| ≤ A
j
2s
j+1
2
, |θ˜j(s)| ≤ A
j
2s
j+1
2
for 3 ≤ j ≤M, (5.2)
|θ˜i(s)| ≤ A
2
2s2
for i = 0, 1, 2,
|θ2(s)| < A
4 log s
s2
.
Define λ = logA and take s0 ≥ λ so that for all τ ≥ s0 and s ∈ [τ, τ + λ], we have
τ ≤ s ≤ τ + λ ≤ τ + s0 ≤ 2τ, hence, 1
2τ
≤ 1
s
≤ 1
τ
≤ 2
s
. (5.3)
We then consider the two following cases:
Case 1: s ≤ s0 + λ. Using Proposition 5.3(iv)− (v) with τ = s0, Proposition 4.3(ii) and (5.3),
we deduce that
‖Λe(s)‖L∞(R) + ‖Υe(s)‖L∞(R) ≤
CAM+1√
s
(1 + logA) ≤ A
M+2
2
√
s
,
∥∥∥∥ Λ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
+
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ C
s
M+2
2
+
CAM
s
M+2
2
≤ A
M+1
2s
M+2
2
,
|θj(s)| ≤ C
s
j+1
2
+
CAj−1
s
j+1
2
≤ A
j
2s
j+1
2
, 3 ≤ j ≤M,
|θ˜j(s)| ≤ C
s
j+1
2
+
CAj−1
s
j+1
2
≤ A
j
2s
j+1
2
, 3 ≤ j ≤M,
|θ˜j(s)| ≤ C
s2
+
C
s2
≤ A
2
2s2
, j = 0, 1, 2,
provided that A is large enough.
To show that |θ2(s)| < A
4 log s
s2
for all s ∈ [s0, s0 + λ], since θ2(s0) < log s0s20 from item (ii) in
Proposition 4.3, we may argue by contradiction and assume that there is s∗ ∈ [s0, s0 + λ] such
that
for all s ∈ [s0, s∗), |θ2(s)| < A
4 log s
s2
and |θ2(s∗)| = A
4 log s∗
s2∗
.
Assuming that θ2(s∗) > 0 (the case θ2(s∗) < 0 is similar), we have
θ′2(s∗) ≥
d
ds
(
A4 log s
s2
)∣∣∣∣
s=s∗
=
A4
s3∗
− 2A
4 log s∗
s3∗
,
on the one hand.
On the other hand, we have from (ii) of Proposition 5.3,
θ′2(s∗) ≤ −
2A4 log s∗
s3∗
+
CA3
s3∗
,
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and a contradiction follows if A ≥ C + 1. Hence, the estimates given in (5.2) are proved for all
s ∈ [s0, s0 + λ].
Case 2: s > s0 + λ. Using parts (iv)− (v) of Proposition 5.3 with τ = s− λ > s0 and recalling
that τ ≥ s2 from (5.3), we write
‖Λe(s)‖L∞(R) + ‖Υe(s)‖L∞(R) ≤ Ce−
r+1
2(pq−1)
λA
M+2√
s/2
+
CAM+1√
s
(1 + λ),
∥∥∥∥ Λ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
+
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ Ce−M+14 λ A
M+1
(s/2)
M+2
2
+
CAM
s
M+2
2
,
|θj(s)| ≤ Ce−
j−2
2
λ A
j
(s/2)
j+1
2
+
CAj−1
s
j+1
2
, 3 ≤ j ≤M,
|θ˜j(s)| ≤ Ce−
(
j
2
+
(p+1)(q+1)
pq−1
)
λ Aj
(s/2)
j+1
2
+
CAj−1
s
j+1
2
, 3 ≤ j ≤M,
|θ˜j(s)| ≤ Ce−
(
j
2
+
(p+1)(q+1)
pq−1
)
λ A2
(s/2)2
+
C
s2
≤ A
2
2s2
, j = 0, 1, 2.
It is clear that if A ≥ A5 for some A5 ≥ 1 large enough, all the estimates in (5.2) hold, except
for the strict inequality for θ2(s) which is treated similarly as in the first case. This concludes
the proof of part (i) of Proposition 4.5.
The conclusion of part (ii) directly follows from part (i). Indeed, from item (i), we know that
for n = 0 or 1 and ω = ±1, we have θn(s1) = ω As21 . Therefore, using item (i) of Proposition 5.3,
we see that
ωθ′n(s1) ≥
(
1− n
2
)
ωθn(s1)− C
s21
≥ (1− n/2)A− C
s21
.
Taking A large enough gives ωθ′n(s1) > 0, which means that θn is traversal outgoing to the
bounding curve s 7→ ωAs−2 at s = s1. This concludes the proof of part (ii) and finishes the
proof of Proposition 4.5 assuming that Proposition 5.3 holds.
Let us now give the proof of Proposition 5.3 in order to complete the proof of Proposition
4.5. The proof is given in the next three parts.
5.2.2. The finite-dimensional part.
In this part, we give the proof of items (i), (ii) and (iii) of Proposition 5.3. We proceed in
two steps:
- In the first step, we find the main contribution to the projections Pn,M and P˜n,M of the various
terms appearing in (3.3).
- In the second step, we gather all the estimates obtained in the first step to derive items (i),
(ii) and (iii) of Proposition 5.3.
- Step 1: The projection of system (3.3) on the eigenfunctions of the operator H +M.
In the following, we will find the main contribution to the projections Pn,M and P˜n,M of the five
terms appearing in (3.3) (note that we handle (H +M)(ΛΥ) as one term).
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• First term: ∂s
(Λ
Υ
)
. From the decomposition (3.45) and Lemma 3.4, its projection on
(fn
gn
)
and
(f˜n
g˜n
)
is θ′n(s) and θ˜′n(s), respectively:
Pn,M
[
∂s
(
Λ
Υ
)]
= θ′n and P˜n,M
[
∂s
(
Λ
Υ
)]
= θ˜′n. (5.4)
• Second term: (H +M)(ΛΥ). We claim the following:
Lemma 5.4 (Projections of (H +M)(ΛΥ) on (fngn) and (f˜ng˜n) for n ≤M). For all n ≤M ,
(i) It holds that ∣∣∣∣Pn,M
[
(H +M)
(
Λ
Υ
)]
−
(
1− n
2
)
θn(s)
∣∣∣∣
+
∣∣∣∣P˜n,M
[
(H +M)
(
Λ
Υ
)]
−
(
(p+ 1)(q + 1)
pq − 1 +
n
2
)
θ˜n(s)
∣∣∣∣
≤ C
∥∥∥∥ Λ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
+ C
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
. (5.5)
(ii) For all A ≥ 1, there exists s4(A) ≥ 1 such that for all s ≥ s4(A), if
(Λ(s)
Υ(s)
) ∈ VA(s), then:
∣∣∣∣Pn,M
[
(H +M)
(
Λ
Υ
)]
−
(
1− n
2
)
θn(s)
∣∣∣∣
+
∣∣∣∣P˜n,M
[
(H +M)
(
Λ
Υ
)]
−
(
(p + 1)(q + 1)
pq − 1 +
n
2
)
θ˜n(s)
∣∣∣∣ ≤ CAM+1
s
M+2
2
. (5.6)
Proof. Let us write from (3.45)
(H +M)
(
Λ
Υ
)
= (H +M)

∑
n≤M
θn(s)
(
fn(y)
gn(y)
)
+ θ˜n(s)
(
f˜n(y)
g˜n(y)
)
+ (H +M)
(
Λ−,M (y, s)
Υ−,M (y, s)
)
:= L1 + L2.
Using Lemma 3.2, we write
L1 =
∑
n≤M
(
1− n
2
)
θn(s)
(
fn
gn
)
−
(
(p+ 1)(q + 1)
pq − 1 +
n
2
)
θ˜n(s)
(
f˜n
g˜n
)
.
From Remark 3.5, we see that
Pn,M (L1) =
(
1− n
2
)
θn(s), P˜n,M (L1) = −
(
(p+ 1)(q + 1)
pq − 1 +
n
2
)
θ˜n(s).
We now deal with L2. Let us write L2 = H
(Λ−
Υ−
)
+M(Λ−Υ−) := L2,1+L2,2. Using Lemma 3.4,
we have
Pn,M (L2,1) =
[M−n2 ]∑
j=0
An+2j,nΠn+2j(L2,1) +Bn+2j,nΠˆn+2j(L2,1),
P˜n,M (L2,1) =
[M−n2 ]∑
j=0
A˜n+2j,nΠn+2j(L2,1) + B˜n+2j,nΠˆn+2j(L2,1).
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By the definitions of H , Πm and Πˆm given in (3.34) and (3.35) and the fact that Lη for
η = {1, µ} is self-adjoint with respect to ρη (see (3.14)) together with (3.36), we have for all
m = n+ 2j ≤M ,
Πm(L2,1) = Πm
(
L1Λ−
LµΥ−
)
= ‖hm‖−2ρ1
∫
R
(
L1Λ−(y, s)
)
hm(y)ρ1dy
= ‖hm‖−2ρ1
∫
R
Λ−(y, s)
(
L1hm(y)
)
ρ1dy
= −m
2
‖hm‖−2ρ1
∫
R
Λ−(y, s)hm(y)ρ1dy = 0,
and
Πˆm(L2,1) = Πˆm
(
L1Λ−
LµΥ−
)
= ‖hˆm‖−2ρµ
∫
R
(
LµΥ−(y, s)
)
hˆm(y)ρµdy
= ‖hˆm‖−2ρµ
∫
R
Υ−(y, s)
(
Lµhˆm(y)
)
ρµdy
= −m
2
‖hˆm‖−2ρµ
∫
R
Υ−(y, s)hˆm(y)ρµdy = 0.
Thus, Pn,M (L2) = Pn,M(L2,2) and P˜n,M (L2) = P˜n,M(L2,2). By straightforward computation,
they are controlled by C
∥∥∥ Λ−(y,s)1+|y|M+1
∥∥∥
L∞(R)
+ C
∥∥∥ Υ−(y,s)1+|y|M+1
∥∥∥
L∞(R)
. This concludes the proof of
(5.5). Since
(Λ(s)
Υ(s)
) ∈ VA(s) (see Definition 4.1), the right hand side of (5.5) is bounded by
C A
M+1
s
M+2
2
, which yields (5.6). This finishes the proof of Lemma 5.4.
• Third term: V (ΛΥ) = (V1ΥV2Λ). We claim the following:
Lemma 5.5 (Power series of V1 and V2 as s→ +∞). The functions V1(y, s) and V2(y, s) given
in (3.6) satisfy
|Vi(y, s)| ≤ C(1 + |y|
2)
s
∀y ∈ R, s ≥ 1, (5.7)
and for all k ∈ N∗,
Vi(y, s) =
k∑
j=1
1
sj
Wi,j(y) + W˜i,k(y, s), (5.8)
where Wi,j(y) is an even polynomial of degree 2j and W˜i,k(y, s) satisfies
|W˜i,k(y, s)| ≤ C(1 + |y|
2k+2)
sk+1
, ∀|y| ≤ √s, s ≥ 1.
Moreover, we have for all |y| ≤ √s and s ≥ 1,∣∣∣∣V1(y, s) + p(p− 1)γp−2b(pq − 1)s g2(y)
∣∣∣∣ ≤ C(1 + |y|4)s2 , (5.9)∣∣∣∣V2(y, s) + q(q − 1)Γq−2b(pq − 1)s f2(y)
∣∣∣∣ ≤ C(1 + |y|4)s2 . (5.10)
Proof. Since the estimates of V1 and V2 are the same, we only deal with V1. Let us introduce
F (w) = p(wp−1 − γp−1)
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and consider z = |y|
2
s , we see from (3.6) that
V1(y, s) = F
(
Ψ∗(z) +
E
s
)
,
where
Ψ∗(z) = γ(1 + bz)−
q+1
pq−1 , E =
2bγ(q + µ)
pq − 1 , b =
(pq − 1)(2pq + p+ q)
4pq(p+ 1)(q + 1)(µ + 1)
.
Note that there exist positive constants c0 and s0 such that |Ψ∗(z)| and
∣∣Ψ∗(z) + Es ∣∣ are both
larger than 1c0 and smaller than c0, uniformly in |z| < 1 and s ≥ s0. Since F (w) is C∞ for
1
c0
≤ |w| ≤ c0, we Taylor-expand it around w = Ψ∗(z) as follows: for all s ≥ s0 and |z| < 1,∣∣∣∣F
(
Ψ∗(z) +
E
s
)
− F (Ψ∗(z))
∣∣∣∣ ≤ Cs ,∣∣∣∣∣∣F
(
Ψ∗(z) +
E
s
)
− F (Ψ∗(z))−
k∑
j=1
1
sj
Fj(Ψ
∗(z))
∣∣∣∣∣∣ ≤
C
sk+1
,
where Fj = F
(j)(Ψ∗(z)) are C∞. Furthermore, we Taylor-expand F (w) and Fj(w) around
w = Ψ∗(0) as follows: for all s ≥ s0 and |z| < 1,∣∣∣∣F
(
Ψ∗(z) +
E
s
)
− F (Ψ∗(0))
∣∣∣∣ ≤ C|z|+ Cs ,∣∣∣∣∣∣F
(
Ψ∗(z) +
E
s
)
− F (Ψ∗(0)) −
k∑
j=1
c0,jz
j −
k∑
j=1
k−j∑
l=0
cj,l
sj
zl
∣∣∣∣∣∣
≤ C|z|k+1 +
k∑
j=1
C
sj
|z|k−j+1 + C
sk+1
. (5.11)
Since F (Ψ∗(0)) = F (γ) = 0, this yields estimates (5.7) and (5.8) for V1, when |z| < 1 and
s ≥ s0. Since V1 is bounded, (5.7) is also valid for |z| ≥ 1, that is for |y| ≥
√
s and for s ≥ 1.
Estimate (5.9) directly follows from (5.11) with k = 1 and the definition of g2 given in (3.26).
This concludes the proof of Lemma 5.5.
We now use Lemma 5.5 to derive the projections of
(V1Υ
V2Λ
)
on
(fn
gn
)
and
(f˜n
g˜n
)
. More precisely,
we have the following:
Lemma 5.6 (Projections of
(V1Υ
V2Λ
)
on
(fn
gn
)
and
(f˜n
g˜n
)
).
(i) For all n ≤M and for all s ≥ 1, we have
∣∣∣∣Pn,M
(
V1Υ
V2Λ
)∣∣∣∣+
∣∣∣∣P˜n,M
(
V1Υ
V2Λ
)∣∣∣∣
≤ C
s
M∑
i=n−2
(|θi(s)|+ |θ˜i(s)|)+ n−3∑
i=0
C
s
n−i
2
(|θi(s)|+ |θ˜i(s)|)
+
C
s
(∥∥∥∥ Λ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
+
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
)
.
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(ii) For all A ≥ 1, there exists s5(A) ≥ 1 such that for all s ≥ s5(A), if
(Λ(s)
Υ(s)
) ∈ VA(s), then:
- for 3 ≤ n ≤M , ∣∣∣∣Pn,M
(
V1Υ
V2Λ
)∣∣∣∣+
∣∣∣∣P˜n,M
(
V1Υ
V2Λ
)∣∣∣∣ ≤ CAn−2
s
n+1
2
.
- for n = 0, 1, 2, ∣∣∣∣Pn,M
(
V1Υ
V2Λ
)∣∣∣∣+
∣∣∣∣P˜n,M
(
V1Υ
V2Λ
)∣∣∣∣ ≤ Cs2 .
Proof. From Lemma 3.4, let us write
Pn,M
(
V1Υ
V2Λ
)
=
[M−n2 ]∑
j=0
An+2j,nΠn+2j
(
V1Υ
V2Λ
)
+Bn+2j,nΠˆn+2j
(
V1Υ
V2Λ
)
, (5.12)
P˜n,M
(
V1Υ
V2Λ
)
=
[M−n2 ]∑
j=0
A˜n+2j,nΠn+2j
(
V1Υ
V2Λ
)
+ B˜n+2j,nΠˆn+2j
(
V1Υ
V2Λ
)
. (5.13)
Thus, it is enough to estimate Πm
(V1Υ
V2Λ
)
and Πˆm
(V1Υ
V2Λ
)
for m = n+2j ≤M . By definition (3.34)
and decomposition (3.45), we write
‖hm‖2ρ1Πm
(
V1Υ
V2Λ
)
=
∫
R
V1Υhmρ1 =
∫
R
V1Υ−hmρ1dy
+
M∑
i=0
θi(s)
∫
R
V1gihmρ1dy
+
M∑
i=0
θ˜i(s)
∫
R
V1g˜ihmρ1dy := I1 + I2 + I3.
Using (5.7), the first term can be bounded by
|I1| ≤ C
s
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
∫
R
(1 + |y|3+m+M )ρ1dy ≤ C
s
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
.
Since I2 and I3 are estimated in the same way, we only focus on the estimate for I2.
- If i ≥ m− 2, we use (5.7) to bound ∣∣∫
R
V1gihmρ1dy
∣∣ ≤ Cs .
- If i ≤ m− 3, we use (5.8) to show that∣∣∣∣
∫
R
V1gihmρ1dy
∣∣∣∣ ≤ C
s
m−i
2
. (5.14)
Let us prove (5.14). We use (5.8) to write∫
R
V1gihmρ1dy =
∫
|y|>√s
V1gihmρ1dy +
k∑
l=1
1
sl
∫
|y|<√s
W1,lgihmρ1dy
+O
(
1
sk+1
∫
|y|<√s
(1 + |y|2k+2)|gi||hm||ρ1|dy
)
,
where we take k to be the largest integer such that i+ 2k < m, that is k =
[
m−i−1
2
]
.
Since |ρ1(y)| ≤ Ce−cs when |y| >
√
s, the first term can be bounded by Ce−cs. The last term is
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bounded by C
sk+1
≤ C
s
m−i
2
. For the second term, we note that deg(giW1,l) = i+2l ≤ i+2k < m,
hence, we have by the orthogonality (3.17),∫
R
W1,lgihmρ1dy = 0.
This directly follows that the second term is bounded by Ce−cs and concludes the proof of
(5.14). Hence, we have just proved that∣∣∣∣Πm
(
V1Υ
V2Λ
)∣∣∣∣ ≤ Cs
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
+
C
s
M∑
i=m−2
(|θi(s)|+ |θ˜i(s)|) + m−3∑
i=0
1
s
m−i
2
(|θi(s)|+ |θ˜i(s)|). (5.15)
Similarly, it holds that∣∣∣∣Πˆm
(
V1Υ
V2Λ
)∣∣∣∣ ≤ Cs
∥∥∥∥ Λ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
+
C
s
M∑
i=m−2
(|θi(s)|+ |θ˜i(s)|) + m−3∑
i=0
1
s
m−i
2
(|θi(s)|+ |θ˜i(s)|). (5.16)
Injecting (5.15) and (5.16) into (5.12) and (5.13) and making the change of index m = n + 2j,
we obtain ∣∣∣∣Pn,M
(
V1Υ
V2Λ
)∣∣∣∣+
∣∣∣∣P˜n,M
(
V1Υ
V2Λ
)∣∣∣∣
≤ C
s
(∥∥∥∥ Λ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
+
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
)
+
C
s
M∑
i=n−2
(|θi(s)|+ |θ˜i(s)|) + n−3∑
i=0
C
s
n−i
2
(|θi(s)|+ |θ˜i(s)|)
+
M∑
m=n+1
{
C
s
M∑
i=m−2
(|θi(s)|+ |θ˜i(s)|) + m−3∑
i=0
C
s
m−i
2
(|θi(s)|+ |θ˜i(s)|)
}
We rewrite the last term as follows:
M∑
m=n+1
{
C
s
M∑
i=m−2
(|θi(s)|+ |θ˜i(s)|)+ m−3∑
i=0
C
s
m−i
2
(|θi(s)|+ |θ˜i(s)|)
}
=
M∑
m=n+1
{
C
s
M∑
i=m−2
(|θi(s)|+ |θ˜i(s)|) + n−3∑
i=0
C
s
m−i
2
(|θi(s)|+ |θ˜i(s)|)
+
m−3∑
i=n−2
C
s
m−i
2
(|θi|+ |θ˜i|)
}
≤ C
s
M∑
i=n−2
(|θi(s)|+ |θ˜i(s)|)+ n−3∑
i=0
C
s
n−i
2
(|θi(s)|+ |θ˜i(s)|).
This concludes the proof of item (i). Using the definition 4.1 of VA(s), item (ii) simply follows
from item (i). This finished the proof of Lemma 5.6.
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Using estimate (5.9) and (5.10), we further refine the estimate concerning the projection of(
V1Υ
V2Λ
)
on
(
f2
g2
)
as follows:
Lemma 5.7 (Projection of
(V1Υ
V2Λ
)
on
(f2
g2
)
).
(i) It holds that∣∣∣∣P2,M
(
V1Υ
V2Λ
)
+
2
s
θ2(s)
∣∣∣∣ ≤ Cs

 M∑
j=0,j 6=2
|θj(s)|+
M∑
j=0
|θ˜j(s)|


+
C
s
(∥∥∥∥ Λ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
+
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
)
.
(ii) For all A ≥ 1, there exists s6(A) ≥ 1 such that for all s ≥ s6(A), if
(Λ(s)
Υ(s)
) ∈ VA(s), then:∣∣∣∣P2,M
(
V1Υ
V2Λ
)
+
2
s
θ2(s)
∣∣∣∣ ≤ CA3s3 .
Proof. Using (5.9), (5.10) and decomposition (3.45), let us write for all |y| < √s,(
V1Υ
V2Λ
)
=
θ2(s)
s
(
W1g2
W2f2
)
+
1
s
M∑
j=0,j 6=2
θj(s)
(
W1gj
W2fj
)
+
1
s
M∑
j=0
θ˜j(s)
(
W1g˜j
W2f˜j
)
+
1
s
(
W1Υ−
W2Λ−
)
+O
(
1 + |y|4
s2
(|Υ|
|Λ|
))
= I1 + I2 + I3 + I4 + I5,
where
W1(y) = −p(p− 1)γ
p−2b
pq − 1 g2(y), W2(y) = −
q(q − 1)Γq−2b
pq − 1 f2(y).
We first note that
|P2,M (I2 + I3 + I4)| ≤ C
s

 M∑
j=0,j 6=2
|θj(s)|+
M∑
j=0
|θ˜j(s)|


+
C
s
(∥∥∥∥ Λ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
+
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
)
,
and
|P2,M (I5)| ≤ C
s2

 M∑
j=0,j 6=2
|θj(s)|+
M∑
j=0
|θ˜j(s)|


+
C
s2
(∥∥∥∥ Λ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
+
∥∥∥∥ Υ−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
)
.
Therefore, the problem is reduced to prove that
P2,M
(
W1g2
W2f2
)
= −2. (5.17)
To do so, let us write
W1(y)g2(y) = −p(p− 1)γ
p−2b
pq − 1 g
2
2(y) = α4h4(y) + α2h2(y) + α0h0,
BLOWUP SOLUTIONS FOR A NON-VARIATIONAL SEMILINEAR PARABOLIC SYSTEM 37
and
W2(y)f2(y) = −q(q − 1)Γ
q−2b
pq − 1 f
2
2 (y) = β4hˆ4(y) + β2hˆ2 + β0hˆ0,
where h0, h2, h4 and hˆ0, hˆ2, hˆ4 are defined as in (3.16) with η = 1 and η = µ respectively, and
α4 = −bγ
pp(p− 1)(q + 1)2
pq − 1 ,
β4 = −bΓ
qq(q − 1)(p + 1)2
pq − 1 ,
α2 = −4bγ
pp(p− 1)(q + 1)[2(q + µ) + 3(1− µ)]
pq − 1 ,
β2 = −4bΓ
qq(q − 1)(p + 1)[2(pµ + 1)− 3(1− µ)]
pq − 1 ,
α0 = −bγ
pp(p− 1)[8(q + 1)2 + 4(1− µ)2]
pq − 1 ,
β0 = −bΓ
qq(q − 1)[8µ2(p+ 1)2 + 4(1 − µ)2]
pq − 1 .
Using the definition of P2,M given in (3.39) and the orthogonality (3.17), we see that
P2,M
(
W1g2
W2f2
)
= A2,2Π2
(
W1g2
W2f2
)
+B2,2Πˆ2
(
W1g2
W2f2
)
+A4,2Π4
(
W1g2
W2f2
)
+B4,2Πˆ4
(
W1g2
W2f2
)
= A2,2α2 +B2,2β2 +A4,2α4 +B4,2β4,
where the values of A2,2, B2,2, A4,2 and B4,2 are explicitly given by (3.41) and (3.42), that is
A2,2 =
q
Γ(2pq + p+ q)
, B2,2 =
p
γ(2pq + p+ q)
,
A4,2 = − e˜4,2
Γγ(2pq + p+ q)
, B4,2 =
(
p+ 1
q + 1
)
e˜4,2
γ2(2pq + p+ q)
,
e˜4,2 =
12pqγ(q + 1)(1 − µ)
3pq + p+ q − 1 .
A straightforward calculation yields
A2,2α2 +B2,2β2 +A4,2α4 +B4,2β4 = −2,
from which (5.17) is proved and part (i) follows. Part (ii) simply follows from part (i) and
Definition 4.1 of VA(s). This concludes the proof of Lemma 5.7.
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• Fourth term: (F1(Υ,y,s)
F2(Λ,y,s)
)
. We first claim the following:
Lemma 5.8 (Decompositions of F1 and F2). The functions F1(Υ, y, s) and F2(Λ, y, s) given in
(3.7) can be decomposed for all |Λ| ≤ 1, |Υ| ≤ 1 as follows: for all s ≥ 1 and |y| < √s,∣∣∣∣∣F1(Υ, y, s)−
M+1∑
k=2
Υk
M∑
l=0
1
sl
[
F l1,k
(
y√
s
)
+ F˜ l1,k(y, s)
]∣∣∣∣∣ ≤ C|Υ|M+2 + CsM+1 ,
and ∣∣∣∣∣F2(Λ, y, s) −
M+1∑
k=2
Λk
M∑
l=0
1
sl
[
F l2,k
(
y√
s
)
+ F˜ l2,k(y, s)
]∣∣∣∣∣ ≤ C|Λ|M+2 + CsM+1 ,
where F li,k is an even polynomials of degree less or equal to M and F˜
l
i,k(y, s) satisfies
|F˜ li,k(y, s)| ≤
C(1 + |y|M+1)
s
M+1
2
.
On the other hand, we have for all y ∈ R and s ≥ 1,
|F1(Υ, y, s)| ≤ C|Υ|p¯, |F2(Λ, y, s)| ≤ C|Λ|q¯, (5.18)
where p¯ = min{2, p} and q¯ = min{q, 2}.
Proof. We only deal with F1(Υ, y, s) since the same proof holds for F2(Λ, y, s). We first note
that in the region {|y| < √s} and for s ≥ s0 for some s0 ≥ 1, ψ(y, s) is bounded from above and
from below. Thus, we Taylor expand F1 in term of Υ and write∣∣∣∣∣F1(Υ, y, s)−
M+1∑
k=2
E1,k(ψ)Υ
k
∣∣∣∣∣ ≤ C|Υ|M+2.
Now, we expand E1,k(ψ) in terms of the variable
1
s , and write∣∣∣∣∣E1,k(ψ)−
M∑
l=0
1
sl
El1,k(Ψ
∗)
∣∣∣∣∣ ≤ CsM+1 .
Then, we expand El1,k(Ψ
∗) in terms of z = y√
s
as follows:∣∣∣∣∣∣El1,k(Ψ∗)−
M/2∑
i=0
el,i1,k|z|2i
∣∣∣∣∣∣ ≤ C|z|M+2.
Finally, we set
F l1,k(z) =
M/2∑
i=0
el,i1,k|z|2i and F˜ l1,k(y, s) = El1,k(Ψ∗)− F l1,k
(
y√
s
)
, (5.19)
which yields the desired result. This concludes the proof of Lemma 5.8.
Using Lemma 5.8, let us now find estimates on the projection of
(F1
F2
)
on
(fn
gn
)
and
(f˜n
g˜n
)
. In
particular, we claim the following:
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Lemma 5.9 (Projections of
(F1
F2
)
on
(fn
gn
)
and
(f˜n
g˜n
)
). For all A ≥ 1, there exists s7(A) ≥ 1 such
that for all s ≥ s7(A), if
(Λ(s)
Υ(s)
) ∈ VA(s), then:
- for 3 ≤ n ≤M , ∣∣∣∣Pn,M
(
F1
F2
)∣∣∣∣+
∣∣∣∣P˜n,M
(
F1
F2
)∣∣∣∣ ≤ CAn
s
n+2
2
,
- for n = 0, 1, 2, ∣∣∣∣Pn,M
(
F1
F2
)∣∣∣∣+
∣∣∣∣P˜n,M
(
F1
F2
)∣∣∣∣ ≤ Cs3 .
Proof. Let us write from Lemma 3.4 the projections of
(F1
F2
)
on
(fn
gn
)
and
(f˜n
g˜n
)
for n ≤ M as
follows:
Pn,M
(
F1
F2
)
=
[M−n2 ]∑
j=0
An+2j,nΠn+2j
(
F1
F2
)
+Bn+2j,nΠˆn
(
F1
F2
)
,
P˜n,M
(
F1
F2
)
=
[M−n2 ]∑
j=0
A˜n+2j,nΠn+2j
(
F1
F2
)
+ B˜n+2j,nΠˆn
(
F1
F2
)
.
We see that it is enough to estimate Πm
(F1
F2
)
and Πˆm
(F1
F2
)
with m = n+2j ≤M , since it implies
the same estimate for Pn,M and P˜n,M . Since the estimates for Πm and Πˆm are similar, we only
deal with Πm
(F1
F2
)
which is defined as follows:
‖hm‖2ρ1Πm
(
F1
F2
)
=
∫
R
F1hmρ1dy.
Using Lemma 5.8, let us write∫
R
F1hmρ1dy =
∫
|y|<√s
M∑
k=2
Υk
M∑
l=0
1
sl
[
F l1,k
(
y√
s
)
+ F˜ l1,k(y, s)
]
hmρ1dy
+
∫
|y|>√s
F1hmρ1dy
+O
(∫
|y|<√s
|hm|
(
|Υ|M+2 + 1
sM+1
)
ρ1dy
)
= I1 + I2 + I3.
We use part (iii) of Proposition 5.1 to get the estimate
|I3| ≤ CA(M+1)2
∫
|y|<√s
(1 + |y|m+(M+1)2)
((
log s
s2
)M+1
+
1
sM+1
)
ρ1dy ≤ C
s
M+2
2
,
for all s ≥ A 2(M+1)
2
M . From part (ii) of Proposition 5.1 and (5.18), we see that
|F1(Υ, y, s)| ≤ C|Υ|p¯ ≤ CA
(M+2)p¯
s
p¯
2
≤ C,
for all y ∈ R and s ≥ A2(M+2). Since
√
ρ1(y) ≤ Ce−cs for |y| >
√
s, we then get
|I2| ≤ Ce−cs.
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Let us now estimate I1. We write
Υk =

 M∑
j=0
(
θjgj + θ˜j g˜j
)
+Υ−


k
, F l1,k
(
y√
s
)
=
M/2∑
i=0
el,i1,k
si
y2i,
where el,i1,k are the coefficients of the polynomial F
l
1,k defined in (5.19). We note from part (ii)
of Proposition 5.1 that ‖Υ(s)‖L∞ ≤ C for all s ≥ A2(M+2), from which we derive
|Υk −Υk+| ≤ C
(
|Υ−|k + |Υ+|k−1|Υ−|
)
,
where k ≥ 2, and Υ+ =
∑M
j=0
(
θjgj + θ˜j g˜j
)
. From Definition 4.1 of VA(s), we have
|Υ−| ≤ A
M+1
s
M+2
2
(1 + |y|M+1), |Υ+| ≤ CA
M log s
s2
(1 + |y|M ),
which yields
∣∣∣Υk −Υk+∣∣∣ ≤ CAk(M+1)
s
M+4
2
(1 + |y|k(M+1)).
Hence, the contribution coming from Υ− to the estimate of I1 is controlled by CA
k(M+1)
s
M+4
2
≤ CAn
s
n+2
2
for n ≤M and s large enough. On the other hand, we notice that F l1,k
(
y√
s
)
Υk+ is a polynomial
function in y where the coefficient of the term of degree m is bounded by A
m
s
m+2
2
≤ An
s
n+2
2
for
n ≥ 3, and by AM
2
log2 s
s4
≤ C
s3
for n = 0, 1, 2. Note also from the orthogonality (3.17) that
for all polynomial functions f of degree n < m, we have
∫
R
fhmρ1dy = 0. This implies that∫
|y|<√sΥ
k
+F˜
l
1,k(y, s)hmρ1dy is bounded by
An
s
n+2
2
for n ≥ 3, and by AM
2
log2 s
s4
≤ C
s3
for n = 0, 1, 2.
From part (i) of Proposition 5.1 and the definition of F˜ l1,k given in Lemma 5.8, we deduce that
for all l and k, ∣∣∣∣∣
∫
|y|<√s
1
sl
ΥkF˜ l1,k(y, s)hmρ1dy
∣∣∣∣∣ ≤ Csl+k+M+12 ≤
C
s
M+2
2
.
This concludes the proof of Lemma 5.9.
• Fifth term: (R1R2). We first expand R1(y, s) and R2(y, s) as a power series of 1s as s→ +∞,
uniformly for |y| < √s. More precisely, we claim the following:
Lemma 5.10 (Power series of R1 and R2 as s → +∞). For all m ∈ N, the functions R1(y, s)
and R2(y, s) given in (3.8) can be expanded as follows: for all |y| <
√
s and s ≥ 1,
∣∣∣∣∣Ri(y, s)−
m−1∑
k=1
1
sk+1
Ri,k(y)
∣∣∣∣∣ ≤ C(1 + |y|
2m)
sm+1
, (5.20)
BLOWUP SOLUTIONS FOR A NON-VARIATIONAL SEMILINEAR PARABOLIC SYSTEM 41
where Ri,k is a polynomial of degree 2k. In particular,
R1,1 =
bΓ(p+ 1)
pq − 1
(
−1 + 6bp(q + 1)
pq − 1 −
2bp(q + 1)(p − 1)(q + µ)
(pq − 1)2
)
y2
+
2bΓ(pµ+ 1)
pq − 1 −
4b2q(q − 1)γp(q + µ)2
(pq − 1)3 , (5.21)
R2,1 =
bγ(q + 1)
pq − 1
(
−1 + 6bµq(p+ 1)
pq − 1 −
2bq(p+ 1)(q − 1)(pµ + 1)
(pq − 1)2
)
y2
+
2bγ(q + µ)
pq − 1 −
4b2p(p− 1)Γq(pµ+ 1)2
(pq − 1)3 . (5.22)
Proof. Let us consider z = y√
s
and write from (2.8) and (2.9),
ϕ(y, s) = Φ∗(z) +
D
s
, D =
2bΓ(pµ+ 1)
pq − 1 ,
ψ(y, s) = Ψ∗(z) +
E
s
, E =
2bγ(q + µ)
pq − 1 ,
where Φ∗,Ψ∗ are defined as in (1.15), and b is given by (1.16).
Using the fact that (Φ∗,Ψ∗) ≡ (Φ0,Ψ0) satisfies (2.3), we can write from (3.8),
R1(y, s) =
z
2s
· ∇zΦ∗ + D
s2
+
1
s
∆zΦ
∗ − (p+ 1)D
(pq − 1)s + F
(
Ψ∗ +
E
s
)
− F (Ψ∗),
R2(y, s) =
z
2s
· ∇zΨ∗ + E
s2
+
µ
s
∆zΨ
∗ − (q + 1)E
(pq − 1)s +G
(
Φ∗ +
D
s
)
−G(Φ∗),
where F (ξ) = ξp and G(ξ) = ξq.
We only deal with R1 because the estimate for R2 follows similarly. For |z| < 1, there exist
positive constants c0 and s0 such that |Φ∗(z)|, |Ψ∗(z)|,
∣∣Φ∗(z) + DE ∣∣ and ∣∣Ψ∗(z) + Es ∣∣ are lager
than 1c0 and smaller than c0, uniformly in |z| < 1 and s ≥ s0. Since F (ξ) is C∞ for 1c0 ≤ |ξ| ≤ c0,
we expand it around ξ = Ψ∗(z) as follows:∣∣∣∣∣∣F
(
Ψ∗ +
D
s
)
− F (Ψ∗)−
m∑
j=1
1
sm
Fj(Ψ
∗(z))
∣∣∣∣∣∣ ≤
C
sm+1
,
where Fj(ξ) are C∞. Hence, we can expand Fj(ξ) around ξ = Ψ∗(0) and write∣∣∣∣∣∣F
(
Ψ∗ +
D
s
)
− F (Ψ∗)−
m∑
j=1
1
sm
m−j∑
l=0
cj,l|z|2l
∣∣∣∣∣∣ ≤
m∑
j=1
C
sj
z2(m−j)+2 +
C
sm+1
.
Similarly, we have ∣∣∣∣∣∣
z
2s
· ∇zΨ∗(z)− z
2
s
m−2∑
j=0
djz
2j
∣∣∣∣∣∣ ≤
C
s
|z|2m,
∣∣∣∣∣∣
1
s
∆zΨ
∗(z)− 1
s
m−1∑
j=0
bjz
2j
∣∣∣∣∣∣ ≤
C
s
|z|2m,
∣∣∣∣∣∣Ψ∗(z) −
m−1∑
j=0
ejz
2j
∣∣∣∣∣∣ ≤ C|z|2m.
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Gathering all the above expansion to the expression of R1(y, s), we find that the term of order
1
s is given by
−2bΓ(p+ 1)
pq − 1 −
D(p+ 1)
pq − 1 + pEγ
p−1 = 0,
(note that for R2, it is − 2bµγ(q + 1)
pq − 1 −
E(q + 1)
pq − 1 + qDΓ
q−1 = 0)
hence, (5.20) follows. The formulas (5.21) and (5.22) are obtained by explicit calculations. This
concludes the proof of Lemma 5.10.
We now use Lemma 5.10 to estimate the projections of
(R1
R2
)
on
(fn
gn
)
and
(f˜n
g˜n
)
as follows:
Lemma 5.11 (Projections of
(R1
R2
)
on
(fn
gn
)
and
(f˜n
g˜n
)
). For all s ≥ 1 and n ≤M , we have
- if n is odd, then
Pn,M
(
R1(y, s)
R2(y, s)
)
= P˜n,M
(
R1(y, s)
R2(y, s)
)
= 0, (5.23)
- if n ≥ 4 is even, then ∣∣∣∣Pn,M
(
R1(y, s)
R2(y, s)
)∣∣∣∣+
∣∣∣∣P˜n,M
(
R1(y, s)
R2(y, s)
)∣∣∣∣ ≤ C
s
n+2
2
. (5.24)
- if n = 0 and n = 2, then∣∣∣∣P0,M
(
R1(y, s)
R2(y, s)
)∣∣∣∣+
∣∣∣∣P˜0,M
(
R1(y, s)
R2(y, s)
)∣∣∣∣+
∣∣∣∣P˜2,M
(
R1(y, s)
R2(y, s)
)∣∣∣∣ ≤ Cs2 , (5.25)
and ∣∣∣∣P2,M
(
R1(y, s)
R2(y, s)
)∣∣∣∣ ≤ Cs3 . (5.26)
Proof. let us write from Lemma 3.4 for all n ≤M ,
Pn,M
(
R1
R2
)
=
[M−n2 ]∑
j=0
An+2j,nΠn+2j
(
R1
R2
)
+Bn+2j,nΠˆn+2j
(
R1
R2
)
,
P˜n,M
(
R1
R2
)
=
[M−n2 ]∑
j=0
A˜n+2j,nΠn+2j
(
R1
R2
)
+ B˜n+2j,nΠˆn+2j
(
R1
R2
)
.
Since R1(y, s) and R2(y, s) are even functions in y, we deduce that
Πj
(
R1(y, s)
R2(y, s)
)
= Πˆj
(
R1(y, s)
R2(y, s)
)
= 0 if j is odd,
which follows (5.23). Now when n ≥ 4 is even, we use (5.20) with m = [n2 ] and write for i = 1, 2,
Ri(y, s) = R˜i,n
2
(y, s) +O
(
1 + |y|n
s
n
2
+1
)
, for all |y| < √s, s ≥ 1,
where R˜i is polynomial in y of degree less then n − 1. It is enough to estimate Πk
(R1
R2
)
and
Πˆk
(R1
R2
)
with n ≤ k = n + 2j ≤ M since the same bound holds for Pn,M and P˜n,M . We only
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estimate Πk
(
R1
R2
)
because the same proof holds for Πˆk
(
R1
R2
)
. From definition (3.34), we write
‖hk‖2ρ1 |Πk
(
R1
R2
)
| =
∣∣∣∣
∫
R
R1hkρ1dy
∣∣∣∣
≤
∣∣∣∣∣
∫
|y|≤√s
R˜1,n
2
hkρ1dy
∣∣∣∣∣+O
(
1
s
n
2
+1
∫
|y|<√s
(1 + |y|n)|hk|ρ1dy
)
+
∣∣∣∣∣
∫
|y|>√s
R1hkρ1dy
∣∣∣∣∣ ≤ 0 + Csn2+1 + Ce−cs,
where we used the fact that deg(R˜1,n
2
) ≤ n − 1 < k and the orthogonality (3.17) resulting in∫
R
R˜1,n
2
hkρ1dy = 0, and that the integral over the domain |y| >
√
s is controlled by Ce−cs. We
have proved (5.24). When n = 0 and n = 2, estimate (5.25) directly follows from (5.20) with
m = 1, that is
|Ri(y, s)| ≤ C(1 + |y|
2)
s2
.
It remains to prove (5.26). To this end, let us write from (5.20)
Ri(y, s) =
1
s2
Ri,1(y) +O
(
1 + |y|4
s3
)
,
where R1,1 and R2,1 are given by (5.21) and (5.22). Estimate (5.26) will follow if we show that
P2,M
(
R1,1(y)
R2,1(y)
)
= 0.
Using Lemma 3.4 and the orthogonality (3.17) (note that deg(Ri,1) = 2, i = 1, 2), we obtain
P2,M
(
R1,1(y)
R2,1(y)
)
=
1
2pq + p+ q
(
q
Γ
Π2
(
R1,1(y)
R2,1(y)
)
+
p
γ
Πˆ2
(
R1,1(y)
R2,1(y)
))
=
1
2pq + p+ q
(
q
Γ
‖h2‖−2ρ1
∫
R
R1,1h2ρ1dy +
p
γ
‖hˆ2‖−2ρµ
∫
R
R2,1hˆ2ρµdy
)
=
bq(p+ 1)
(pq − 1)(2pq + p+ q)
(
−1 + 6bp(q + 1)
pq − 1 −
2bp(q + 1)(p − 1)(q + µ)
(pq − 1)2
)
+
bp(q + 1)
(pq − 1)(2pq + p+ q)
(
−1 + 6bµq(p + 1)
pq − 1 −
2bq(p + 1)(q − 1)(pµ + 1)
(pq − 1)2
)
= 0,
after a straightforward simplification. This concludes the proof of Lemma 5.11.
- Step 2: Proof of items (i), (ii) and (iii) of Proposition 5.3. In Step 1, we have obtained
all the contribution in the projections Pn,M and P˜n,M for the terms appearing in system (3.3).
More precisely, taking the projection of (3.3) on
(fn
gn
)
and
(f˜n
g˜n
)
for n ≤ M , we see that for all
s ∈ [τ, τ1]:
- if n = 0 and n = 1, then ∣∣∣θ′n(s)− (1− n2
)
θn(s)
∣∣∣ ≤ C
s2
,
which is the conclusion of part (i) of Proposition 5.3,
- if n = 2, then ∣∣∣∣θ′2(s)− 2sθ2(s)
∣∣∣∣ ≤ CA3s3 ,
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which is the conclusion of part (ii) of Proposition 5.3,
- if 3 ≤ n ≤M , then ∣∣∣∣θ′n(s) +
(
n− 2
2
)
θn(s)
∣∣∣∣ ≤ CAn−1
s
n+1
2
,∣∣∣∣θ˜′n(s) +
(
n
2
+
(p+ 1)(q + 1)
pq − 1
)
θ˜n(s)
∣∣∣∣ ≤ CAn−1
s
n+1
2
,
and n = 0, 1, 2, ∣∣∣∣θ˜′n(s) +
(
n
2
+
(p + 1)(q + 1)
pq − 1
)
θ˜n(s)
∣∣∣∣ ≤ Cs2 .
Integrating these differential equations between τ and s gives the conclusion of part (iii) of
Proposition 5.3.
5.2.3. The infinite-dimensional part.
We prove item (iv) of Proposition 5.3 in this part. We proceed in two steps:
- Firstly, we project (3.3) using the projector Π−,M . Recall that Π−,M is the projector on the
subspace of the spectrum of H which is smaller than 1−M2 . Unlike as in the previous part where
we used the spectrum of H +M.
- Secondly, from the main contribution in the projection Π−,M of the all terms appearing in
(3.3), we write a system satisfied by
(Λ−
Υ−
)
, then use a Gronwall’s inequality to get the conclusion.
Step 1: Projection Π−,M of the all terms appearing in (3.3). In this step, we will find
the main contribution in the projection Π−,M of various terms appearing in (3.3).
First term: ∂s
(Λ
Υ
)
. From (3.45) and (3.34) and (3.35), its projection is
Π−,M
[
∂s
(
Λ
Υ
)]
= ∂s
(
Λ−
Υ−
)
.
Second term: (H +M)(ΛΥ). We have the following:
Π−,M
[
(H +M)
(
Λ
Υ
)]
= H
(
Λ−
Υ−
)
+M
(
Λ−
Υ−
)
,
where we used the fact that Π−,M
(fn
gn
)
+Π−,M
(f˜n
g˜n
)
= 0 for all n ≤M .
Third term: V
(
Λ
Υ
)
=
(
V1Υ
V2Λ
)
. We claim the following:
Lemma 5.12 (Projection of
(
V1Υ
V2Λ
)
using Π−,M).
(i) For all s ≥ 1, we have∥∥∥∥Π−,M (V1Υ)1 + |y|M+1
∥∥∥∥
L∞(R)
≤
(
‖V1‖L∞(R) +
C
s
)∥∥∥∥ Υ−1 + |y|M+1
∥∥∥∥
L∞(R)
+
M∑
n=0
C
s
M+1−n
2
(|θn(s)|+ |θ˜n(s)|),
∥∥∥∥Π−,M (V2Λ)1 + |y|M+1
∥∥∥∥
L∞(R)
≤
(
‖V2‖L∞(R) +
C
s
)∥∥∥∥ Λ−1 + |y|M+1
∥∥∥∥
L∞(R)
+
M∑
n=0
C
s
M+1−n
2
(|θn(s)|+ |θ˜n(s)|).
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(ii) For all A ≥ 1, there exists s8(A) ≥ 1 such that for all s ≥ s8(A), if
(Λ(s)
Υ(s)
) ∈ VA(s), then∥∥∥∥Π−,M (V1Υ)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ ‖V1‖L∞(R)
∥∥∥∥ Υ−1 + |y|M+1
∥∥∥∥
L∞(R)
+
CAM
s
M+2
2
,
∥∥∥∥Π−,M (V2Λ)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ ‖V2‖L∞(R)
∥∥∥∥ Λ−1 + |y|M+1
∥∥∥∥
L∞(R)
+
CAM
s
M+2
2
.
Proof. We only deal with V1Υ because the proof for V2Λ is similar. Let us write Υ = Υ++Υ−,
where Υ+ = Π+,MΥ = (Id−Π−,M)Υ and
Π−,M (V1Υ) = V1Υ− −Π+,M (V1Υ−) + Π−,M (V1Υ+).
The first term is obviously bounded by∥∥∥∥ V1Υ−1 + |y|M+1
∥∥∥∥
L∞(R)
≤ ‖V1‖L∞(R)
∥∥∥∥ Υ−1 + |y|M+1
∥∥∥∥
L∞(R)
.
Note that if |f(y)| ≤ σ(1 + |y|k) for k ∈ N, then |Π+,Mf(y)| ≤ Cσ. Using this property and
(5.7), we obtain the bound for the second term∥∥∥∥Π+,M (V1Υ−)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ C
s
∥∥∥∥ Υ−1 + |y|M+1
∥∥∥∥
L∞(R)
.
For the last term, let us write from (3.38),
Π−,M(V1Υ+) =
M∑
n=0
Π−,M
[
V1(θngn + θ˜ng˜n)
]
.
If M − n is odd, we use (5.8) with k = M−n−12 , hence,
Π−,M
[
V1(θngn + θ˜ng˜n)
]
=
k∑
j=1
1
sj
[
Π−,M
[
W1,j(θngn + θ˜ng˜n)
]]
+Π−,M
[
W˜1,k(θngn + θ˜ng˜n)
]
= I1 + I2.
Since deg(gn) = deg(g˜n) = n and n+2k =M − 1 < M , we deduce that I1 = 0. Moreover, since
|W˜1,k(y, s)| ≤ Csk+1 (1 + |y|2k+2), we deduce from (iv) of Lemma A.2 that∥∥∥∥∥Π−,M
[
V1(θngn + θ˜ng˜n)
]
1 + |y|M+1
∥∥∥∥∥
L∞(R)
≤ C(|θn(s)|+ |θ˜n(s)|)
s
M−n+1
2
.
Similarly, when M − n is even, we use (5.8) with k = M−n2 and argue as above to obtain the
same estimate. This concludes the proof of part (i). Part (ii) simply follows from part (i) and
Definition 4.1 of VA(s). This finishes the proof of Lemma 5.12.
Fourth term:
(F1
F2
)
. We claim the following:
Lemma 5.13 (Projection of
(F1
F2
)
using Π−,M ). Let
(Λ(s)
Υ(s)
) ∈ VA(s). Then for all A ≥ 1 and
K ≥ 1 introduced in (3.11), there exists s9(A,K) ≥ 1 such that for all s ≥ s9(A,K), the
functions F1(Υ, y, s) and F2(Λ, y, s) defined by (3.7) satisfy:∥∥∥∥Π−,M [F1(Υ, y, s)]1 + |y|M+1
∥∥∥∥
L∞(R)
≤ CA
(M+2)2
s
M+1+p¯
2
,
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and ∥∥∥∥Π−,M [F2(Λ, y, s)]1 + |y|M+1
∥∥∥∥
L∞(R)
≤ CA
(M+2)2
s
M+1+q¯
2
,
where p¯ = min{2, p} and q¯ = min{2, q}.
Proof. We only deal with F1(Υ, y, s) because the similar estimate holds for F2(Λ, y, s). Since the
proof is similar to the proof of Lemma 5.12, we just give the key estimate. We first notice that
for all polynomial functions f(y) of degree M , we have Π−,Mf(y) = 0. Hence, the conclusion
follows once we show that there exists a polynomial function F1,M of degree M in y such that
for all y ∈ R and s ≥ 1,
|F1 − F1,M | ≤ CA
(M+2)2
s
M+1+p¯
2
(1 + |y|M+1), (5.27)
where p¯ = min{2, p}. In particular, we take
F1,M = Π+,M
[
M+1∑
k=2
Υk
M∑
l=0
1
sl
F l1,k
(
y√
s
)]
.
To prove (5.27), we recall from Lemma 5.8 that∣∣∣∣∣F1 −
M+1∑
k=2
Υk
M∑
l=0
1
sl
[
F l1,k
(
y√
s
)
+ F˜ l1,k(y, s)
]∣∣∣∣∣ ≤ C|Υ|M+2 + CsM+1 .
We first consider the region |y| ≥ √s. From (5.18) and part (ii) of Proposition 5.1(ii), we
have
|F1| ≤ C|Υ|p¯ ≤ C
(
AM+2√
s
)p¯
1
s
M+1
2
(1 + |y|M+1).
From Lemma 5.9, we know that for all n ≤M ,∣∣∣∣Pn,M
(
F1
F2
)∣∣∣∣+
∣∣∣∣P˜n,M
(
F1
F2
)∣∣∣∣ ≤ CAn
s
n+2
2
.
In the region |y| ≤ √s, we use the same argument as in the proof of Lemma 5.9 to deduce that
the coefficient of degree k ≥M + 1 of the polynomial
M+1∑
k=2
Υk
M∑
l=0
1
sl
F l1,k
(
y√
s
)
− F1,M
is controlled by CA
k
s
k+2
2
, hence,∣∣∣∣∣
M+1∑
k=2
Υk
M∑
l=0
1
sl
F l1,k
(
y√
s
)
− F1,M
∣∣∣∣∣ ≤ CA
2M+2
s
M+3
2
(1 + |y|M+1).
Using part (i) of Proposition 5.1 yields∣∣∣∣∣
M+1∑
k=2
Υk
M∑
l=0
1
sl
F˜ l1,k(y, s)
∣∣∣∣∣ ≤ CA
2M+2
s
M+3
2
(1 + |y|M+1).
To control the term |Υ|M+2, we use parts i and (iii) of Proposition 5.1 to get
|Υ|M+2 ≤ C
(
AM+1√
s
)M+1
AM+1 log s
s2
(1 + |y|M+1).
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A collection of all the above estimates yields (5.27). The conclusion of Lemma 5.13 follows from
(5.27) by using the same argument as in the proof of Lemma 5.12.
Fifth term:
(R1
R2
)
. From Lemma 5.10, we have the following:
Lemma 5.14 (Projection of
(
R1
R2
)
using Π−,M .). The functions R1(y, s) and R2(y, s) defined by
(3.8) satisfy ∥∥∥∥∥Π−,M
[
Ri(y, s)
]
1 + |y|M+1
∥∥∥∥∥
L∞(R)
≤ C
s
M+3
2
.
Proof. Applying Lemma 5.10 with m = M+22 , we write for all |y| ≤
√
s and s ≥ 1,
∣∣∣∣∣∣Ri(y, s)−
M/2∑
k=1
1
sk+1
Ri,k(y)
∣∣∣∣∣∣ ≤
C(1 + |y|M+2)
s
M+4
2
≤ C(1 + |y|
M+1)
s
M+3
2
.
Since deg(Ri,k) = 2k ≤M , we have Π−,MRi,k = 0. The conclusion simply follows by using (iv)
of Lemma A.2. This ends the proof of Lemma (5.14).
We are ready to prove part (iv) of Proposition 5.3.
Step 2: Proof of item (iv) of Proposition 5.3. Applying the projection Π−,M to system
(3.3) and using the various estimates given in the first step, we see that Λ− and Υ− satisfy the
following system:
∂sΛ− = L1Λ− − p+ 1
pq − 1Λ− + pγ
p−1Υ− +G1,−(y, s)
∂sΥ− = LµΥ− − q + 1
pq − 1Υ− + qΓ
p−1Λ− +G2,−(y, s),
where G1,− and G2,− satisfy
∥∥∥∥ G1,−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ ‖V1(s)‖L∞(R)
∥∥∥∥ Υ−1 + |y|M+1
∥∥∥∥
L∞(R)
+
CAM
s
M+2
2
+
CA(M+2)
2
s
M+1+p¯
2
,
and ∥∥∥∥ G2,−(y, s)1 + |y|M+1
∥∥∥∥
L∞(R)
≤ ‖V2(s)‖L∞(R)
∥∥∥∥ Λ−1 + |y|M+1
∥∥∥∥
L∞(R)
+
CAM
s
M+2
2
+
CA(M+2)
2
s
M+1+q¯
2
.
Using the semigroup representation of Lη with η
∫ {1, µ}, we write for all s ∈ [τ, τ1],
Λ−(s) = e(s−τ)L1Λ−(τ) +
∫ s
τ
e(s−s
′)L1
(
− p+ 1
pq − 1Λ−(s
′) + pγp−1Υ−(s′) +G1,−(s′)
)
ds′
Υ−(s) = e(s−τ)LµΥ−(τ) +
∫ s
τ
e(s−s
′)Lµ
(
− q + 1
pq − 1Υ−(s
′) + qΓp−1Λ−(s′) +G2,−(s′)
)
ds′.
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Using part (iii) of Lemma A.2, we get
∥∥∥∥ Λ−(s)1 + |y|M+1
∥∥∥∥
L∞
≤ e−M+12 (s−τ)
∥∥∥∥ Λ−(τ)1 + |y|M+1
∥∥∥∥
L∞
+
p+ 1
pq − 1
∫ s
τ
e−
M+1
2
(s−s′)
∥∥∥∥ Λ−(s′)1 + |y|M+1
∥∥∥∥
L∞
ds′
+ pγp−1
∫ s
τ
e−
M+1
2
(s−s′)
∥∥∥∥ Υ−(s′)1 + |y|M+1
∥∥∥∥
L∞
ds′
+
∫ s
τ
e−
M+1
2
(s−s′)
∥∥∥∥ G1,−(y, s)1 + |y|M+1
∥∥∥∥
L∞
ds′,
and
∥∥∥∥ Υ−(s)1 + |y|M+1
∥∥∥∥
L∞
≤ e−M+12 (s−τ)
∥∥∥∥ Υ−(τ)1 + |y|M+1
∥∥∥∥
L∞
+
q + 1
pq − 1
∫ s
τ
e−
M+1
2
(s−s′)
∥∥∥∥ Υ−(s′)1 + |y|M+1
∥∥∥∥
L∞
ds′
+ qΓq−1
∫ s
τ
e−
M+1
2
(s−s′)
∥∥∥∥ Λ−(s′)1 + |y|M+1
∥∥∥∥
L∞
ds′
+
∫ s
τ
e−
M+1
2
(s−s′)
∥∥∥∥ G2,−(y, s)1 + |y|M+1
∥∥∥∥
L∞
ds′,
If we set λ(s) =
∥∥∥ Λ−(s)1+|y|M+1
∥∥∥
L∞
+
∥∥∥ Υ−(s)1+|y|M+1
∥∥∥
L∞
, then we have
λ(s) ≤ e−M+12 (s−τ)λ(τ)
+
∫ s
τ
e−
M+1
2
(s−s′) (‖M‖∞ + ‖V1‖L∞ + ‖V2‖L∞)λ(s′)ds′
+ C
∫ s
τ
e−
M+1
2
(s−s′)
(
A(M+2)
2
s′
M+2
2
(
s′
p¯−1
2 + s′
q¯−1
2
)
+
AM
s′
M+2
2
)
ds′,
where ‖M‖∞ = max
{
p+1
pq−1 + pγ
p−1, q+1pq−1 + qΓ
q−1
}
.
Since we have already fixed M in (3.33) such that
M ≥ 4(‖M‖∞ + 1 + ‖V1‖L∞ + ‖V2‖L∞),
and that A(M+2)
2
(
s′
p¯−1
2 + s′
q¯−1
2
)
≤ AM for s′ large enough, we then apply Lemma A.1 to
deduce that
e
M+1
2
sλ(s) ≤ eM+14 (s−τ)eM+12 τλ(τ) + CeM+12 s A
M
s
M+2
2
,
which concludes the proof of part (iv) of Proposition 5.3.
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5.2.4. The outer part.
We prove part (v) of Proposition 5.3 in this subsection. Let us write from (3.3) a system
satisfied by Λ˜e = (1− χ(2y, s))Λ and Υ˜e = (1− χ(2y, s))Υ:
∂sΛ˜e = L1Λ˜e − p+ 1
pq − 1Λ˜e + (1− χ(2y, s))
(
F˜1(Υ, y, s) +R1(y, s)
)
− Λ(s)
(
∂sχ(2y, s) + ∆χ(2y, s) +
1
2
y · ∇χ(2y, s)
)
+ 2div(Λ∇χ(2y, s)),
∂sΥ˜e = LµΥ˜e − q + 1
pq − 1Υ˜e + (1− χ(2y, s))
(
F˜2(Λ, y, s) +R2(y, s)
)
−Υ(s)
(
∂sχ(2y, s) + µ∆χ(2y, s) +
1
2
y · ∇χ(2y, s)
)
+ 2µdiv(Υ∇χ(2y, s)),
where
F˜1(Υ, y, s) = |Υ+ ψ|p−1(Υ + ψ)− ψp, F˜2(Λ, y, s) = |Λ+ ϕ|q−1(Λ + ϕ)− ϕq.
Using the semigroup representation of Lη with η ∈ {1, µ} and parts (i) − (ii) of Lemma A.2,
we write for all s ∈ [τ, τ1],
‖Λ˜e(s)‖L∞ ≤ e−
p+1
pq−1
(s−τ)‖Λ˜e(τ)‖L∞
+
∫ s
τ
e
− p+1
pq−1
(s−s′) (∥∥∥(1− χ(2y, s′))F˜1(s′)∥∥∥
L∞
+
∥∥(1− χ(2y, s′))R1(s′)∥∥L∞
)
ds′
+
∫ s
τ
e−
p+1
pq−1
(s−s′)
∥∥∥∥Λ(s′)
(
∂sχ(2y, s
′) + ∆χ(2y, s′) +
1
2
y · ∇χ(2y, s′)
)∥∥∥∥
L∞
ds′
+
∫ s
τ
e−
p+1
pq−1
(s−s′) C√
1− e−(s−s′)
‖Λ(s′)∇χ(2y, s′)‖L∞ds′,
and
‖Υ˜e(s)‖L∞ ≤ e−
q+1
pq−1
(s−τ)‖Υ˜e(τ)‖L∞
+
∫ s
τ
e
− q+1
pq−1
(s−s′) (∥∥∥(1− χ(2y, s′))F˜2(s′)∥∥∥
L∞
+
∥∥(1− χ(2y, s′))R2(s′)∥∥L∞
)
ds′
+
∫ s
τ
e−
q+1
pq−1
(s−s′)
∥∥∥∥Υ(s′)
(
∂sχ(2y, s
′) + µ∆χ(2y, s′) +
1
2
y · ∇χ(2y, s′)
)∥∥∥∥
L∞
ds′
+
∫ s
τ
e−
q+1
pq−1
(s−s′) C√
1− e−(s−s′)
‖Υ(s′)∇χ(2y, s′)‖L∞ds′,
From the definition (3.11) of χ and part (i) of Proposition 5.1, we have∥∥∥∥Λ(s′)
(
∂sχ(2y, s
′) + ∆χ(2y, s′) +
1
2
y · ∇χ(2y, s′)
)∥∥∥∥
L∞
+
∥∥∥∥Υ(s′)
(
∂sχ(2y, s
′) + µ∆χ(2y, s′) +
1
2
y · ∇χ(2y, s′)
)∥∥∥∥
L∞
≤ C
(
1 +
1
K2s′2
)(
‖Λ(s′)‖L∞(|y|≤K√s′) + ‖Υ(s′)‖L∞(|y|≤K√s′)
)
≤ CA
M+1
√
s′
,
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and
‖Λ(s′)∇χ(2y, s′)‖L∞ + ‖Υ(s′)∇χ(2y, s′)‖L∞
≤ C
K
√
s′
(
‖Λ(s′)‖L∞(|y|≤K√s′) + ‖Υ(s′)‖L∞(|y|≤K√s′)
)
≤ CA
M+1
s′
.
Recalling from (3.9) the bound for R1 and R2, we have∥∥(1− χ(2y, s′))Ri(s′)∥∥L∞ ≤ Cs′ , i = 1, 2.
We also have∥∥∥(1− χ(2y, s′))F˜1(s′)∥∥∥
L∞
≤ C
(
‖ψ(s′)‖p−1
L∞(|y|≥K
√
s′)
+ ‖Υ(s′)‖p−1
L∞(|y|≥K
√
s′)
)
‖Υ˜e(s′)‖L∞
≤ r + 1
2(pq − 1)‖Υ˜e(s
′)‖L∞ ,
for K large enough, where
r = min{p, q}.
Similarly, ∥∥∥(1− χ(2y, s′))F˜2(s′)∥∥∥
L∞
≤ r + 1
2(pq − 1)‖Λ˜e(s
′)‖L∞ .
If we set λ(s) = ‖Λ˜e(s)‖L∞ + ‖Υ˜e(s)‖L∞ , then we end up with
λ(s) ≤ e− r+1pq−1 (s−τ)λ(τ)
+
∫ s
τ
e
− r+1
pq−1
(s−s′)
(
r + 1
2(pq − 1)λ(s
′) +
CAM+1√
s′
+
CAM+1
s′
√
1− e−(s−s′)
)
ds′.
Applying Lemma A.1, we finally obtain
λ(s) ≤ e− r+12(pq−1) (s−τ)λ(τ) + CA
M+1
√
s
(s− τ +√s− τ).
Since supp(1−χ(y, s)) ⊂ supp(1−χ(2y, s)), we have ‖Λe‖L∞ ≤ ‖Λ˜e‖L∞ and ‖Υe‖L∞ ≤ ‖Υ˜e‖L∞ .
This concludes the proof of part (v) of Proposition 5.3.
6. Stability of the constructed solution.
In this section we give the proof of Theorem 1.8. The proof strongly relies on the same ideas
used in the proof of Theorem 1.1. That is the use of finite-dimensional parameters, the reduction
to a finite-dimensional problem and the continuity. As the proof of Theorem 1.1, we only give
the proof of Theorem 1.8 in the one dimensional case for simplicity, however, the same proof
holds for higher dimensions. We claim the following which directly follows Theorem 1.8:
Proposition 6.1. Let (uˆ0, vˆ0) be the initial data of system (1.1) such that the corresponding
solution (uˆ, vˆ) blows up in finite time Tˆ at only one blowup point aˆ and (uˆ(x, t), vˆ(x, t)) satisfies
(1.14) with T = Tˆ and a = aˆ. Then, there exist B0 ≥ 1, s0 ≥ 1, a neighborhood Es0 of (Tˆ , aˆ) in
R
2 and a neighborhood W0 of (uˆ0, vˆ0) in L
∞(R)× L∞(R) such that the following holds: for any
(u0, v0) ∈ W0, there exists (T, a) ∈ Es0 such that for all s ≥ s0,
(ΛT,a(s)
ΥT,a(s)
) ∈ VB0(s), where
ΛT,a(y, s) = ΦT,a(y, s)− ϕ(y, s), ΥT,a(y, s) = ΨT,a(y, s)− ψ(y, s), (6.1)
where (ΦT,a,ΨT,a) is defined as in (1.10) with (u, v) is the unique solution of (1.1) with initial
data (u0, v0), and ϕ, ψ are defined in (2.8) and (2.9).
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Indeed, once Proposition 6.1 is proved, we deduce from part (ii) of Proposition 5.1 and (1.10)
that (1.14) holds for (u, v). Then, Proposition 4.7 applied to (u, v) shows that (u, v) blows up at
time T at one single point a. Since part (iii) of Theorem 1.1 follows from part (ii), we conclude
the proof of Theorem 1.8 assuming that Proposition 6.1 holds.
Let us now give the proof of Proposition 6.1. The proof is anagolous to the case of equation
(1.3) treated in [29] (see also [38]). For the reader’s convenience, we give here the main idea of
the proof. The interested reader is kindly referred to the stability section in [29] and [38] for
more details.
We consider (uˆ, vˆ) the constructed solution of system (1.1) in Theorem 1.1, and call (uˆ0, vˆ0)
its initial data in L∞(R) × L∞(R), and (Tˆ , aˆ) its blowup time and blowup point. From the
construction method given in Section 4, we consider Aˆ ≥ 1 such that
(
Λˆ(s)
Υˆ(s)
)
∈ VAˆ(s) for all s ≥ − log Tˆ ,
where
Λˆ(y, s) = Φˆ(y, s)− ϕ(y, s), Φˆ(y, s) = e−
(p+1)s
pq−1 uˆ
(
aˆ+ ye−
s
2 , Tˆ − e−s
)
, (6.2)
Υˆ(y, s) = Ψˆ(y, s)− ψ(y, s), Ψˆ(y, s) = e−
(q+1)s
pq−1 vˆ
(
aˆ+ ye−
s
2 , Tˆ − e−s
)
, (6.3)
and ϕ,ψ are defined in (2.8) and (2.9).
Let ǫ0 > 0, we consider (u0, v0) ∈ L∞(R)× L∞(R) such that
(h0, g0) = (u0 − uˆ0, v0 − vˆ0), ‖h0‖L∞(R) + ‖g0‖L∞(R) ≤ ǫ0.
We denote by (u, v)u0,v0 the solution of system (1.1) with the initial data (u0, v0), and by
T (u0, v0) ≤ +∞ the maximal time of existence from the Cauchy theory in L∞(R)× L∞(R).
Our aim is to show that, if ǫ0 is small enough, then T (u0, v0) < +∞ and (u, v)u0,v0 blows up
in finite time T (u0, v0) only at one blowup point a(u0, v0) with
|T (u0, v0)− Tˆ |+ |a(u0, v0)− aˆ| → 0 as ǫ0 → 0.
Moreover, there exist B ≥ 1 and s0 ≥ − log Tˆ large enough such that
(
ΛT,a(s)
ΥT,a(s)
)
∈ VB(s) for all s ≥ s0,
where ΛT,a and ΥT,a are defined in (6.1).
Introducing for all x ∈ R and t ∈ [0,min{T (u0, v0), Tˆ}),
(h(x, t), g(x, t)) = (u(x, t) − uˆ(x, t), v(x, t) − vˆ(x, t)),
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we see from (6.1), (6.2), (6.3) and (1.10) that for any σ0 ∈ [− log Tˆ ,− log(Tˆ − T (u0, v0))+),
ΛT,a,u0,v0(y, s0) ≡ Λ¯0(T, a, u0, v0, y, σ0)
= (1 + τ)
p+1
pq−1
[
Λˆ(z, σ0) + ϕ(z, σ0)
]
− ϕ(y, s0)
+ (1 + τ)
p+1
pq−1 e−
(p+1)σ0
pq−1 h
(
ze−
σ0
2 , Tˆ − e−σ0
)
, (6.4)
ΥT,a,u0,v0(y, s0) ≡ Υ¯0(T, a, u0, v0, y, σ0)
= (1 + τ)
q+1
pq−1
[
Υˆ(z, σ0) + ψ(z, σ0)
]
− ψ(y, s0),
+ (1 + τ)
q+1
pq−1 e
− (q+1)σ0
pq−1 g
(
ze−
σ0
2 , Tˆ − e−σ0
)
, (6.5)
where
τ = (T − Tˆ )eσ0 , z = y√1 + τ + α, α = (a− aˆ)eσ02 , s0 = σ0 − log(1 + τ). (6.6)
In view of (6.4) and (6.5),
(Λ¯0
Υ¯0
)
(T, a, u0, v0, σ0) appears as initial data for system (3.3) at time
s = s0(σ0, τ) and our parameters is now (T, a) replacing (d0, d1) in (4.2). In particular, we have
the following property:
Proposition 6.2 (Properties of initial data
(Λ¯0
Υ¯0
)
(T, a, u0, v0, σ0) given in (6.4) and (6.5)). There
exists B0 = B0(M, Aˆ) ≥ 1 such that for any B ≥ B0, there exists σ′0(B) ≥ 1 large enough such
that for any σ0 ≥ σ′0, there exists ǫ0(σ0) > 0 small enough such that
‖u0 − uˆ0‖L∞(RN ) + ‖v0 − vˆ0‖L∞(RN ) ≤ ǫ0(σ0),
and the following hold:
(i) There exists a set
D¯B,σ0,u0,v0 ⊂
{
(T, a)
∣∣∣|T − Tˆ | ≤ 2Be−σ0(pq − 1)
σ20
, |a− aˆ| ≤ Be
−σ0
2 (pq − 1)
bσ0
}
,
whose boundary is a Jordan curve such that the mapping
(T, a) 7→ (θ¯0,0, θ¯0,1)(T, a, u0, v0, σ0), s0 = σ0 − log(1 + τ),
(where θ¯0,i = Pi,M
(Λ¯0
Υ¯0
)
for i = 0, 1 and
(Λ¯0
Υ¯0
)
stands for
(Λ¯0
Υ¯0
)
(T, a, u0, v0, σ0), is one to one from
D¯B,σ0,u0,v0 onto
[
−B
s20
, B
s20
]N+1
. Moreover, it is of degree −1 on the boundary.
(ii) For all (T, a) ∈ D¯B,σ0,u0,v0 ,
(Λ¯0
Υ¯0
)
verifies
Λ¯0,e <
BM+2√
s0
, Υ¯0,e <
BM+2√
s0
,
∥∥∥∥ Λ¯0,−(y)1 + |y|M+1
∥∥∥∥ < BM+1
s
M+2
2
0
,
∥∥∥∥ Υ¯0,−(y)1 + |y|M+1
∥∥∥∥ < BM+1
s
M+2
2
0
,
|θ¯0,j | < B
j
s
j+1
2
0
, |˜¯θ0,j | < A
j
s
j+1
2
0
for 3 ≤ j ≤M,
| ˜¯θ0,i| < B
2
s20
for i = 0, 1, 2,
BLOWUP SOLUTIONS FOR A NON-VARIATIONAL SEMILINEAR PARABOLIC SYSTEM 53
|θ¯0,2| < B
4 log s0
s20
,
|θ¯0,0| ≤ A
s20
, |θ¯0,1| ≤ A
s20
.
Proof. The proof directly follows from the expansion of
(Λ¯0
Υ¯0
)
given in (6.4) and (6.5) for (T, a)
close to (Tˆ , aˆ). It happens that the proof is completely analogous to the case of equation (1.3)
treated in [29] (see also [38]). For this reason, we omit the proof and kindly refer the interested
reader to Lemma B.4, page 186 in [29] and Lemma 6.2 in [38] for analogous proofs.
With the result of Proposition 6.2 in hands, we are ready to complete the proof of Proposition
6.1. Recall that in the existence proof given in Section 4, we had to specific choice of the two
parameters (d0, d1) ∈ R2 appearing in (4.2) in order to guarantee that
(Λ(s)
Υ(s)
)
d0,d1
∈ VA(s) for
all s ≥ s0 for some A ≥ 1 and s0(A) ≥ 1 large enough. In particular, we choose (d0, d1) ∈ Ds0
so that the initial data at s = s0 of (3.3) is small in VA(s0). Together with the dynamics of
system (3.3) given in Proposition 5.3, we show that it stays small in VA(s) up to s = s0 + λ for
some λ = logA (see Subsection 5.2.1). In the case s ≥ s0 + λ, we didn’t use the data at s = s0,
we only used Proposition 5.3 to derive the smallness of the solution. In particular, we derive
the so-called reduction of the problem to a finite-dimensional one (see Proposition 4.5). Then
the topological argument for the finite-dimensional problem involving two parameters (d0, d1)
allows us to conclude the existence of (d0, d1) ∈ Ds0 such that the solution of (3.3) with initial
data (4.2) is trapped in VA(s) for all s ≥ s0. Now, starting from
(Λ¯0
Υ¯0
)
(T, a, u0, v0, σ0) at time
s = s0 and applying the same procedure as for the existence proof including the reduction to a
finite dimensional problem (see Proposition 4.5) and the topological argument involving the two
parameters (T, a), we end-up with the existence of (T¯ (u0, v0), a¯(u0, v0)) ∈ D¯B,σ0,u0,v0 such that
system (3.3) with initial data at time s = s0,
(Λ¯0
Υ¯0
)
(T¯ (u0, v0), a¯(u0, v0), u0, v0, σ0), has a solution(Λ¯
Υ¯
)
σ0,u0,v0
such that (
Λ¯(s)
Υ¯(s)
)
u0,v0,σ0
∈ VB(s) for all s ≥ s0.
By definition,
(Λ¯0
Υ¯0
)
(T¯ (u0, v0), a¯(u0, v0), u0, v0, σ0) is the initial data also at time s = s0 defined
in (6.4) and (6.5), of
(
Λ¯
Υ¯
)
u0,v0,σ0
, another solution of the same equation (3.3). From the uniqueness
of the Cauchy problem, both solutions are equal and have the same domain of the definition and
the same trapping property in VB(s). Reminding that
(
Λ
Υ
)
T¯ (u0,v0),a¯(u0,v0),u0,v0,σ0
(y, s) is defined
for all (y, s) ∈ R× [− log T¯ (u0, v0),− log((T¯ (u0, v0)− T (u0, v0))+)], which implies that
T¯ (u0, v0) = T (u0, v0)
and (
Λ(s)
Υ(s)
)
T¯ (u0,v0),a¯(u0,v0),u0,v0,σ0
=
(
Λ¯(s)
Υ¯(s)
)
u0,v0,σ0
∈ VB(s) for all s ≥ s0.
This concludes the proof of Proposition 6.1 as well as Theorem 1.8.
A. Some elementary lemmas.
The following lemma is the integral version of Gronwall’s inequality:
54 T. GHOUL, V. T. NGUYEN, H. ZAAG
Lemma A.1 (A Gronwall’s inequality). If λ(s), α(s) and β(s) are continuous defined on [s0, s1]
such that
λ(s) ≤ λ(s0) +
∫ s
s0
α(τ)λ(τ)dτ +
∫ s
s0
β(τ)dτ, s0 ≤ s ≤ s1,
then
λ(s) ≤ exp
(∫ s
s0
α(τ)dτ
)[
λ(s0) +
∫ s
s0
β(τ) exp
(
−
∫ τ
s0
α(τ ′)dτ ′
)
dτ
]
.
Proof. See Lemma 2.3 in [19].
In the following lemma, we recall some linear regularity estimates of the linear operator Lη
defined in (3.4):
Lemma A.2 (Properties of the semigroup eτLη ). The kernel eτLη (y, x) of the semigroup eτLη
is given by
eτLη (y, x) =
1[
4π(1− e−τ )]N/2 exp
(
−|ye
−τ/2 − x|2
4η(1 − eτ )
)
, ∀τ > 0, (A.1)
and eτLη is defined by
eτLηg(y) =
∫
RN
eτLη(y, x)g(x)dx. (A.2)
We also have the following:
(i)
∥∥eτLηg∥∥
L∞(RN )
≤ ‖g‖L∞(RN ) for all g ∈ L∞(RN ),
(ii)
∥∥eτLη div(g)∥∥
L∞(RN )
≤ C√
1−e−τ ‖g‖L∞(RN ) for all g ∈ L∞(RN ),
(iii) If |g(x)| ≤ (1 + |x|M+1) for all x ∈ RN , then∣∣∣eτLηΠ−,M(g(y))∣∣∣ ≤ Ce− (M+1)τ2 (1 + |y|M+1), ∀y ∈ RN .
(iv) For all k ≥ 0, we have∥∥∥∥ Π−,M(g)1 + |y|M+k
∥∥∥∥
L∞(RN )
≤ C
∥∥∥∥ g1 + |y|M+k
∥∥∥∥
L∞(RN )
.
Proof. The expressions of eτLη (y, x) and eτLη are given in [3], page 554. The proof of (i)− (ii)
follow by straightforward calculations using (A.1) and (A.2). For (iii) − (iv), see Lemmas A.2
and A.3 in [30].
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