The solution of this general equation is reduced to the solution of a system of simultaneous unilateral matrix equations, which are equal in number to the number of linearly independent (over J) matrices in the set A" A,-i, • ■ • , A0. Also, it is shown how, under certain conditions, the equation may possibly be solved using a method paralleling the method of M. H. Ingraham [l] 2 for the solution of the unilateral matrix equation. In this connection, an interesting remainder theorem and a divisor theorem are obtained.
In this paper the matrices involved in the equations will have elements in J. For the sake of brevity A ■ XB = (Aba) will be written AXB. Let X be a scalar indeterminate.
A matrix with elements in the polynomial ring J [\] will be termed a \-matrix. A square \-matrix which has an inverse which is also a X-matrix is called unimodular. If TA =B where T, A, and B are X-matrices and T is unimodular, then A is said to be a left associate of B.
Every square X-matrix is the left associate of a unique X-matrix of the following form: Every element below the main diagonal is zero. If the main diagonal element is nonzero, it is a monic polynomial and the other elements in its column are of lesser degree in X. In the case that the main diagonal element is zero, then all of the elements in its row are also zero. This matrix will be referred to as the canonical triangular form or c.t.f?
1. The general equation. In this section X will be considered to be an »X» matrix, Am (m = 0, 1, ■ • ■ , s) will be an rXp matrix, The rank of this matrix will equal the number of linearly independent equations and will also equal the number of linearly independent columns in the matrix. Each column is one of the matrices Am considered as a vector in rp space. Hence the number of linearly independent equations equals the number of linearly independent matrices among A., Ae-i, ■ ■ ■ , AB. A matrix A is the c.t.f. of a matrix A -X if: The degree of ül-i amm is less than or equal to *, the degree of JJb-i o,mm is equal to n, and if A= 22m=o BnAm the matrix W/i = ||3p, -Bp_i, • • • , 2Ji|| is of rank n.
These conditions are necessary and sufficient [3] .
Let QH = (qa). Since QH and IXA are triangular matrices, it follows that P is a triangular matrix and
Thus a,< (t = l, 2, ■ • • , n) must be picked to satisfy (1) and the conditions listed above.
The other elements of the matrix A are obtained in the following manner: In any column, say the jth: ajj, a/_i,y, ■ • • , oi,y are obtained in the order listed, and the columns are obtained in the order j = l, 2, • • • , n. The matrix /X-4 is composed of diagonal matrices An of order r, and A,7 = a,y/rXr.
Assume that all of the elements up to an have been found, then all
The following system of equations determines an:
and i
That is,^C
Therefore o;,-must be a solution of w(w + l)/2 linear congruences. These congruences may have no solution, a unique solution, or a family of solutions. If at any stage it is impossible to solve the congruences (2), then there is no factorization A having the chosen main diagonal elements.
It is interesting to note that if l = i, the equation Zm~o Am-XKmXm = 0, if the matrices involved are square.
Results similar to those in this paper may be obtained, in some cases more readily, in the consideration of Xm=o (XmKm) ■ XAm = 0, Zm-o AmX-(KmXm)=0, and zZ'm^{XmKm) X -Am = 0, and so on, where A X ■B = (aijB). Suppose that x is a primitive residue character1 modulo k, k>l, and that for y non-negative, S(y) = 2~2o£izv x(0-xt 1S important [see, for example, 11 ] in the analytic theory of numbers to have as much information as possible about the sums S(y), in particular about their maximum order of magnitude; it is known (cf. [13; 14; 8]), for example, that S(y)<k112 log k, but unknown whether or not M(%) = o(&1'2 log k) as k tends to infinity, where M(x) is the maximum of I 5(1) I ,v'"«| S(k -l) I. Hua [4; 5; 6] has shown that it is often helpful to consider the averages «_1Zm=o S(m). In this paper we consider some further developments of this idea.
1. Preliminaries. We recall [7, pp. 483-486, 492-494] 
