While various definitions of chaotic processes have been proposed, there is not yet an established operational criterion for computing whether a given process is chaotic. We here use a diffusional measure to characterize whether a given deterministic process and domain is chaotic (operationally defined as exhibiting stochastic behavior). This technique introduces an additional coordinate linked to the process to be examined. By then determining the growth of the second moment of orbit trajectories in this added direction, it can be determined whether the process is chaotic. It is demonstrated that two other commonly used measures of chaos, a positive Lyapunov exponent or the autocorrelation coefficient dropping to zero, fail in certain cases to detect chaotic processes, but this new proposed test works in all the cases examined.
Introduction
Various definitions have been proposed to characterize chaos. Devaney [1] defined these as processes that (i) have a sensitive dependence on initial conditions, (ii) are topologically transitive and (iii) have periodic points that are dense in phase space; said differently, these processes are unpredictable, indecomposable (ergodic) and have an element of regularity. It has recently been shown that the first condition (sensitivity to initial conditions) is a necessary consequency of the second and third conditions [2] [3] [4] . Other investigators [5] have defined chaos as *Corresponding author. Tel.: 617-253-7604; fax: 617-258-8559; e-mail: markj@mit.edu. a process (i) having infinitely many periodic points and (ii) whose trajectories in phase space may get arbitrarily close to any given point in phase space and yet have no tendency to stay close (non-periodic flow). In this paper, we accept Devaney's definition.
While chaotic processes have been identified, and to some extent characterized, an operational definition or testable criterion is lacking. A distinction has been drawn between low-order chaotic systems and highorder chaotic or "random" processes [6] . We here consider the distinction between chaotic systems (either low or high order) and those systems not exhibiting stochastic behavior (non-chaotic systems).
Merely complexity or anharmonicity is not guaranteed to be chaotic (e.g. the Fermi-Plasta-Ulam problem [7] ). A frequently used criterion for chaos is the existence of a positive Lyapunov exponent. However, there are a number of difficulties associated with the computation of the Lyapunov exponents including the changing of the principal axes that require frequent renormalization [8] and the boundedness of trajectories that prevent the unbounded exponential growth of a disturbance. It has also not been demonstrated that a chaotic process necessarily exhibits a positive Lyapunov exponent. A second operational definition of chaos that has occasionally been used is the decrease of the autocorrelation function to zero [9] between the original state of the system and the state of the system after N steps (or after time t)
We here look to introduce a new operational test for determining whether a given process is chaotic. We will use this test on a number of well-known chaotic processes and show that in all cases, it correctly identifies chaotic behavior. We will also show that the currently used criteria for chaos (positive Lyapunov exponent and decrease of the autocorrelation coefficient to zero) fail in several cases.
Use of Taylor dispersion to investigate chaotic processes
Of the different characteristics of chaotic processes that have been identified, perhaps the most universal one is the random-like nature of the processes; this is true for both low-order and high-order chaotic processes. Random processes exhibit diffusion, and many investigators (e.g. [10] [11] [12] ) have shown that chaotic processes demonstrate diffusion behavior. However, it is difficult in general to determine if a particular chaotic processes is diffusive. With any diffusive process, the geometry of the system will have a strong effect on the dispersion that is difficult to predict a priori without significant analysis. Chaotic mappings are such that, in most cases, the orbits visit most regions of the strange attractor in the first few steps of the process. Since characterization of the dispersion necessarily involves the geometry of the strange attractor, it is difficult to ascertain whether or not dispersion that occurs is consistent with that of diffusive motion.
These difficulties are not unique to chaotic processes. Measurements of the diffusion coefficient of molecular substances are strongly influenced by the system geometry (in this case, the boundary conditions). A procedure that has been used to overcome this difficulty is to take advantage of the Taylor dispersion phenomenon [13] . Taylor [14] made the observation that, in a convective process, diffusion in the cross-sectional plane leads to diffusive-like behavior in the flowwise direction. Specifically, for Poiseuille flow in a circular tube of radius a with mean axial velocity V, a passive tracer with a molecular diffusion coefficient of D will exhibit diffusive-like behavior in the axial direction (about the mean axial location 17"t, where t is time) with an effective diffusion coefficient of
The advantage of measuring the dispersion coefficient in the axial direction to determine the molecular diffusion coefficient is that, since a tube can be made very long, boundary conditions in the axial direction become unimportant, and thus Deft can be easily determined as 1/2 dcr2/dt where ~r 2 is the second moment of the tracer about the mean axial position. Non-diffusive processes (e.g. simple Poiseuille flow in a tube without diffusion) show a different character with cr 2 varying as t 2 (or N 2 for a discrete process where N is the number of steps). 1
We here use a similar scheme to investigate chaotic mappings. We consider a general mapping such that
where .~n. We introduce an added direction y such that [:~, y]E• n+l and we define a mapping such that
! Actually, Taylor found that Eq. (1) is only valid for t >> O.07a2/D as this is the average time necessary for a tracer particle to sample all locations in the cross-section; for shorter times, convective effects dominate and o -2 grows as t 2. A related constraint is that the cross-section must be bounded; we will later examine the consequence of a process whose cross-section is unbounded. ot # 1,0 < ~ < 2: anomalous diffusion; t~ > 2: diffusive in unbounded domain
In this table, f is assumed to be a bounded function that is not uniform throught the domain of ~. As noted in the text, it is possible in cases where cr~ is expected to grow as c* N c~ that the constant c is zero: in those cases, the behavior is non-determinant and another function f is chosen.
The coordinate y is analogous to the streamwise direction in the Taylor dispersion problem. Note that displacements in the y-direction depend only on the particle location, .~, as determined by the original process being investigated. Thus, no additional dynamics are added to the process by the function f.
In the Taylor dispersion problem, the function 3" is the axial velocity normal to the cross-sectional plane. In that problem, the function f is restricted to be time-independent, or at least statistically steady (for turbulent flows) [15] ; it is also required that the axial flow not be uniform within the domain of interest. Otherwise, diffusive behavior in the axial diraction will not be seen.
For chaotic processes, no theoretical analysis is available to indicate the requirement for the function f. This would be a useful topic for further research in this area. We have found that, in practice, most choices for f are acceptable. The only restriction is a practical one that the function chosen must generate dispersion in the y-direction that increases with the step number N, and this is a straightforward proposition to determine. In practice, we allow f to be a linear function of .~ and measure the rate of change of the variance in the y-direction. If the variance does not grow with N, another function f is chosen. We have found that a linear function almost always suffices, but we will show one example in which a linear function does not generate an increasing dispersion; for that case, we then allow f to be quadratic. We do not investigate, in this paper, the theoretical requirements for the function f.
We introduce tracer particles (dispersed randomly throughout the domain ~") that are then transported by the process defined by Eqs. (2) and (3) . By monitoring the growth of the variance of the tracer distribution in the y-direction, a~ (an ensemble average), we can evaluate if the process is a diffusive one. Specifically, a process that is diffusive will have the variance of the tracer distribution grow as N ~'. c~ -¢ 2, while a non-diffusive process will have its variance grow as N2 [16] . The most generic case of a diffusive process will have o~ = 1 ; diffusive cases with c~ < 2 and ot -¢ 1 are referred to as exhibiting "anomalous diffusion". The anticipated form of a 2 for different systems is shown in Table 1 .
We will find that some processes will show no long-term in a~., which is a non-determinant case that may or may not be random (chaotic). This happens relatively frequently for non-chaotic mappings as a consequence of the simple form of the attractors that typically arise in one-dimensional systems which lead to all particles approaching a single attractor (fixed point or limit cycle), and thus cr~ remains bounded.
In such a case, all functions f (Eq. (3)) will lead to an upperbound for cr 2. Chaotic processes occasionally (rarely in our experience) can exhibit bounded values of a 2 for a particular f, but will show a 2 to grow with N for most other choices for f. A single case is described (the "biological" map described below) where a linear function f leads to bounded values of ~2 but a quadratic function shows cr 2 to grow with N.
It is also possible to have a "mixed regime" for near integrable systems in which part of the domain is regular and the remainder is chaotic [16] . Although we do not further consider such processes here, they can be handled by using similar methods to those we describe, but particles must be seeded exclusively in the chaotic domain to see diffusive growth of the variance.
The ensemble-averaged quantities characterizing the process dynamics were computed only after the stable attractor (fixed point, limit cycle or strange attractor) was reached. The particles were initially distributed randomly and uniformly throughout the domain (usually with 0 < x0 < 1). Double-precision was used for all calculations. We began our computations of the parameters for N > 1000. The effective diffusion coefficient was calculated as
We compared use of the diffusive criterion for chaos with the two other criteria, namely a positive Lyapunov exponent and the autocorrelation coefficient dropping to zero. The Lyapunov exponent was computed by introduction a small perturbation (e = 10 -9) to the system state at N = 1000 and then computing the exponent/~ as
where { } is an ensemble average and XII000+N is the value of x at step 1000 + N having been perturbed at step 1000 by e.
The correlation coefficient was computed as
where Crx (m) is the standerd deviation of the distribution of x at step m. Note that if r should ever return to 1 for any N > 0, the process cannot be chaotic.
The logistic equation
We first consider the well-known logistic equation:
This equation exhibits chaotic behavior when the parameter Z is greater than approximately 3.57 [17] We introduce motion in the added direction y with f(XN) = XN --0.5:
and then compute the Layapunov exponent, the autocorrelation coefficient and the variance. For ~. < 3 (attractive fixed points), in all cases, the Layapunov exponent is found to be negative, and the correlation coefficient remains at I; cr~ remained constant since all particles are attracted to the single stable fixed point. Similar behavior is seen for 3 < ~. < 3.57 (attractive orbits), although there is a long time oscillatory behavior of the variance. An example is shown in Figs. I(A-C) for ~. = 3.5. As expected, no growth was seen in the variance once the limit cycle was reached, even if the computation was extended to 10 000 steps. Similar behavior was seen if different functions f were chosen (e.g. f(XN) = X2).
For ~. > 3.57, the onset of chaos is accompanied by a positive Layapunov exponent, a decreasing correlation coefficient and the variance growing with N in a fashion consistent with diffusive transport (a~ ~ N). Figs. I(G-I) show the behavior of the three chaotic measures for ~. = 3.9; all three measure are consistent with a chaotic process with a positive Lyapunov exponent, the autocorrelation coefficient dropping to zero and the variance in the y-direction growing linearly with N. However, for ~ = 3.61, a parameter value also recognized to be the chaotic regime, while both the Lyapunov exponent and the growth of the variance in the y-direction are consistent with a chaotic process (Figs. I(D) and (F)), the autocorrelation coefficient does not drop to zero (Fig. I(E) calculations are extended out to N = 10000 steps. This is an example of a chaotic process which cannot be identified by the criterion of the autocorrelation coefficient dropping to (and remaining at) zero.
To understand how a process can remain autocorrelated for all N (Fig. I(E) ) and yet still be random, consider a general description of the Taylor dispersion process for one-dimensional mapping with f being chosen to be linear. Letting XN+ 1 : g(xN) and (XN --a) , we then find that
YN+I ----YN +
where rx(i, j) is the correlation coefficient between the particle's x location at step i and step j, and a2(i) is the variance of the particle's x location at step i. (Jones and Young [16] find an analogous expression for a continuous process but use an autocorrelation function that is not normalized.) 
N --~ ~x~ k=0
where S is some positive constant. As ~(i) usually approaches a constant value for large N (i.e. ~ becomes roughly 1/2 the domain size), this criterion is equivalent to a requirement that the sum over N (or temporal integral) of the autocorrelation coefficient approaches a constant value for large N. This can be achieved either by the autocorrelation coefficient approaching 0 for large N, or by a long time oscillation, as seen in the case for ~. = 3.61 ( Fig. I(E) ). Thus we see that the diffusive criterion for chaos is somewhat less strict than a requirement that the autocorrelation coefficient drops to zero for large N.
Other well-known mappings
We next considered a number of common mappings including:
(a) the twisting map [1,18]
(1 l) (b) a trigonometric map [6, 19] xu+l = 0.999 sin(Jrxu), (12) (c) an exponential or "biological" map [6, 20] Xu+l = Xu exp[3 (I --XN) ], (13) (d) the x values of the H6non map [6, 21] XU+l = S.N ~-I --1.4x~v, ZN+I = 0.3XN. (14) The first of these mappings is not chaotic while the other three are.
For rational values of~, the twisting mapping has an infinite number of periodic points; for irrational values of ~, there are no periodic points. However in neither case is the process topologically transitive (there is no mixing). Thus, this is not a chaotic process.
The particles were seeded initially uniformly between 0 and 2re. The Lyapunov exponent was found to be zero for all values of ~. For ~ rational, the correlation coefficient always returned one (periodic orbits); for o~ irrational, the correlation coefficient returned arbitrarily close to one. We chose f(Ou) = ON (linear), substituted into Eq. (3) and used Eq. (11) to find the behavior of c~. We found that for both rational and irrational values of a, a2 varied with N 2, as expected for a non-random process. For ot rational, this growth occurred from one period to the next, while for a irrational, this growth was considerably slower and occurred in an quasi-oscillatory fashion. Thus, all three measures (Lyapunov exponent, correlation coefficient, long-term growth of the variance in the linked coordinate) confirmed that this process was not chaotic.
Turning next to the trigonometric map, the Lyapunov exponent was found to be 0.667 and the correlation coefficient dropped to zero in one step. Using Eqs. (8) and (12) to determine if the process was diffusive, we found cr 2 to grow linearly with N, as expected for a random process. Again, all three measures confirmed that the process was chaotic.
The exponential map also demonstrated a positive Lyapunov exponent (0.389). The correlation coefficient dropped to zero, but in an oscillatory fashion, was diffusive, ~r v was found to exhibit no long-term growth (see Fig. 2 ) even if calculations were extended out to 10000 steps; this can be shown to be a consequence of a similarity between the functional form of f (linear) and the solution to the difference equation (13) (see Appendix A). This is an example of a chaotic process that exhibits non-determinant behavior using the growth of the variance in the linked coordinate as a measure. However, when f(xN) = xZN 2 showed the linear growth with was used in Eq. (3), ay N as is characteristic of a random process (Fig. 2) . Thus, all three measures again agreed that the process was chaotic.
Finally, we examined the HEnon mapping, a twodimensional chaotic mapping. The particles were seeded uniformly in the region 0 < x0 < 1 with z0 = 0. Again, we found an agreement between the three characterizations of chaos. The Lyapunov exponent (in this case, measured as the x-growth of the perturbation) was found to be 0.419. The xlocation correlation coefficient dropped to zero in an oscillatory fashion in approximately 15 steps. To investigate the diffusive characteristics of the process, we set f(xu, ZN) = Xu. Introducing this function 2 showed the linear into Eq. (3) and using Eq. (14), Cry growth characteristic of a random process. Thus, the four mappings investigated in this section, one non-chaotic and three chaotic, all were characterized correctly by the three measures used: positive Lyapunov exponent, correlation coefficient dropping to zero, and variance of the particle location in the linked corrdinate direction y growing in a diffusive fashion.
Mappings with similar structure to the logistic equation
The solution to Eq. (7) with ~, = 4 is known to be of the form: (15) with h (N) = 2 N . This equation shows the well-known features that lead to chaos, namely a stretching that results from the function h(N) and a folding that results from the trignometric function. The analogy has been made to bread-making, which involves stretching and folding of the dough [7] . We were curious as to whether the stretching function needed to be exponential as a necessary condition for chaos (i.e. whether a positive Lyapunov exponent was necessary). We examined two further functions, h(N) = N + 1 and h(N) = N 2 + 1, that did not exhibit this exponential growth.
By using the transformation 0 = 1 -cos-I ( 1 -2x), Eq. (15) . h(N) = N + 1 can be shown to be chaotic by recognizing that (i) the mapping is sensitive to initial conditions (by design), and (ii) it has a dense set of periodic points. Therefore, given that any two of Devaney's three conditions represent a sufficient condition for chaos [2] [3] [4] , this system is chaotic, h(N) = N 2 4-1 can be shown to be chaotic in a similar fashion, although, in this case, it is easier to demonstrate that the system is topologically transitive rather than showing it to have dense periodic points.
We proceeded to investigate how the three different indicators of chaos we have used behave for these three mappings. Using Eq. (8) to characterize transport in the linked coordinate, we found that using Eq. (15) with h(N) = 2 N gave an agreement between all three indicators of chaos. This was, of course, expected since we previously investigated the logistic equation as described in Section 3.
However, a different result was obtained using h(N) = N + I and N 2 + 1. Clearly, neither of these functions will give a positive Lyapunov exponent when substituted into Eq. (15), and our numerical results confirmed this. Yet measurement of the correlation coefficient and the growth of the variance in the linked coordinate (using Eq. (8) to characterize transport in this direction) showed both processes to be chaotic, in agreement with Devaney's definition.
This was especially surprising for h(N) = N + 1 as the growth of the error is only linear. (It should be noted that this latter case is particularly interesting in that for an initial condition of uniform probability between x = 0 and x = 1, this process exhibits a 2 very unusual form of anomalous diffusion with % growing only as In(N).) Thus, we here have demonstrated that chaotic processes do not necessarily have a positive Lyapunov exponent. The diffusive measure of chaos seems to be a more robust determinant. mapping traps the orbits between values of -0.5 and 0.5; above this value of #, the system exhibits diffusion in the x-direction with a typical Gaussian distribution. We hypothesized that the only reason diffusion was not observed below this critical value of ~t was that the orbits were trapped to x values between -1/2 and 1/2, but that the motions were still diffusive. Thus, we introduced f(xN) ----XN and used Eqs. (3) and (16) 2 grows with t 3 and Def t Note that in this case, %, grows with t 2 rather than reaching an asymptotic value 2 (a convective, non-chaotic process would show ~ry growing with t 2 whether or not the cross-section was bounded). For YN+I = YN +XN, the time step is unity as is the velocity gradient, and thus this relationship becomes
Diffusion
We next examined a chaotic process that has already been shown to be positive:
( 16) This process shows the normal period doubling route to chaos, with an accumulation point occurring at approximately # > 0.57. Geisel [10] and Geisel and Nierwetberg [22] showed a change in character in the process when # > 0.732644. For /z less than this value, the system is still chaotic, but does not exhibit diffusional behavior in the x-direction, since the Deff/Dchaos = N 2, (18) where Dchaos is the diffusion coefficient inherent in the chaotic process as previously determined by Geisel.
As expected, we found that diffusive motion (variance growing linearly with N in the linked coorrdinate y) began for values of# > 0.57, which the correlation coefficient and Lyapunov exponent confirmed as the value at which chaos began. This supported our hypothesis that diffusive motion was apparent for all chaotic values of/z. We further investigated this phenomenon by examining the relationship between the diffusion coefficient Dchaos 
Effect of added intrinsic diffusion
For the chaotic processes investigated, we have computed the values of the effective diffusion coefficient (Deft) in the linked coordinate v (Eq. (4)). The question arises as to whether the magnitude of this quantity gives additional information concerning the nature of the chaotic processes being investigated. In particular, does greater chaotic mixing lead to a greater or less values of Deft? Eq. (1) would suggest the latter, but it must be recalled that Deft (4). (7) and (8).
only on the level of cross-sectional mixing, but also on the area over which this mixing occurs. As the area (measured in the appropriate fractal dimension) of the strange attractor will change for different chaotic conditions, it is not clear how Dell is quantitatively related to the extent of the chaotic mixing. An example is given in Fig. 4 showing the effect of increasing k on Deft for Eqs. (7) and (8) as determined in Section 3.
To further investigate this, we added intrinsic diffusion, or "noise", to Eq. (7) following the method of Crutchfield and Farmer [17] , and determined the effect of the intrinsic diffusivity on Deft'. We added the random variable s to Eq. (7) to yield XN+I = ~-A'N(1 --XN) J-S. (19) s was chosen using a random number generator with a standard deviation cr 2 * and mean. • = 2 Ointrinsic zero If, due to s, Eq. (19) yielded a value that was outside of the domain 0 < Xu+l _< l, the value was reflected back into the domain. While £ = 4 is associated with strange attractor that spans the entire domain 0 < XN < 1, £ = 3.61 has a much smaller attractor that is concentrated in two regions (roughly 0.31 < XN < 0.62 and 0.78 < XN < 0.91). Thus, when intrinsic diffusion is added to the latter case, it increases not only the random mixing on the strange attractor, but also expands its size, ultimately, for high values of Dintrinsic, filling the domain, 0 < XN < 1. This, of course, affects the magnitude of Deft and shows the difficulty of characterizing the extent of chaotic mixing using Deft, since it characterizes both the extent of mixing and the region over which mixing occurs. Thus, while we have found Deft to be a useful tool for determining whether or not a given process is chaotic, we cannot yet assign physical significance to its magnitude.
Deterministic processes that exhibit stochastic behavior are characterized as "chaotic" if they have a low number of degrees of freedom and "random" if they have a high number of degrees of freedom [6] . This characterization is not well-defined since there is no sharp boundary between these behaviors. However, the hallmark and surprising characteristic of all these deterministic processes is their intrinsic stochastic behavior. Since stochastic behavior is invariably associated with diffusion, we have devised a test that allows any system to be probed for diffusive character.
Our new operational test for chaos appears consistent with the definition of chaotic processes, at least for discrete mappings. Although this test does not distinguish between low-order and high-order chaotic systems, other tests already exist to examine that distinction [6] . While we have examined discrete mapppings, other investigators have used an analogous scheme to ours for investigating continuous systems [16, 24, 25] . These have been flow processes in which chaotic behavior in the cross-sectional plane has been demonstrated to lead to diffusive or anomalous diffusive behavior in the axial direction, adding support to the content that all chaotic processes exhibit diffusive behavior. However, we have not yet demonstrated theoretically that Devaney's definition of chaos [1], in fact, requires diffusive behavior.
We have further shown that two other frequently used criteria for chaos, a positive Lyapunov exponent and an autocorrelation coefficient dropping to and remaining at zero, fail to be satisfied for some mappings that meet Devaney's definition of chaos. In the case of positive Lyapunov exponent, its requirement for exponential growth appears to be too strong. Devaney's definition only requires sensitivity to initial conditions. As regards the autocorrelation coefficient, we have shown that diffusive growth of the variance in the added direction can be related to the autocorrelation coefficient (Eq. (10)). This relationship indicates that diffusive behavior is associated with the sum (or integral) of the autocorrelation coefficient rather than its value at any single step. 
