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This  thesis  focuses  on  the  visual  system  in  healthy  subjects  and  schizophrenic  patients.  To 
address  this  research,  advanced  methods  of  analysis  of  electroencephalographic  (EEG)  data 
were  used  and  developed.  This  manuscript  is  comprised  of  three  scientific  articles.  The  first 
article showed a novel method to control the physical features of visual stimuli (luminance and 
spatial frequencies). The second article showed, using electrical neuroimaging of EEG, a deficit in 
spatial  processing  associated with  the  dorsal  pathway  in  chronic  schizophrenic  patients.  This 
deficit was elicited by an absent modulation of the P1 component in terms of response strength 
and  topography  as  well  as  source  estimations.  This  deficit  was  orthogonal  to  the  preserved 
ability  to  process  Kanizsa‐type  illusory  contours.  Finally,  the  third  article  resolved  ongoing 
debates  concerning  the  neural  mechanism  mediating  illusory  contour  sensitivity  by  using 
electrical  neuroimaging  to  show  that  the  first  differentiation  of  illusory  contour  presence  vs. 
absence  is  localized  within  the  lateral  occipital  complex.  This  effect  was  subsequent  to 
modulations  due  to  the  orientation  of  misaligned  grating  stimuli.  Collectively,  these  results 
support a model where effects in V1/V2 are mediated by “top‐down” modulation from the LOC. 
To understand these three articles,  the Introduction of  this  thesis presents the major concepts 
used in these articles. Additionally, a section is devoted to time‐frequency analysis methods not 




third  article.  Finally,  advanced  analysis  methods  for  EEG  are  presented,  including  time‐
frequency methodology. 
The  Introduction  is  followed by  a  synopsis of  the main  results  in  the  articles  as well  as  those 
obtained from the time‐frequency analyses. 
Finally,  the  Discussion  chapter  is  divided  along  three  axes.  The  first  axis  discusses  the  time 
frequency  analysis  and  proposes  a  novel  statistical  approach  that  is  independent  of  the 









Ce  travail  de  thèse  basé  sur  le  système  visuel  chez  les  sujets  sains  et  chez  les  patients 
schizophrènes, s’articule autour de trois articles scientifiques publiés ou en cours de publication. 




de modulation de  la  composante P1  chez  les patients  schizophrènes  contrairement  aux  sujets 
sains.  Cette  absence  est  induite  par  des  stimuli  de  type  illusion  Kanizsa  de  différentes 
excentricités. Finalement, le troisième article, également à l’aide de méthodes de neuroimagerie 





les  concepts essentiels. De plus des méthodes d’analyses de  temps‐fréquence  sont présentées. 
















































































































































































This work  is  based  on  three  scientific  articles  (Chapter  6).  These  articles  focused  on  distinct 
topics. The first article developed a method for controlling physical attributes of groups of visual 
or auditory stimuli.  In the case of visual stimuli,  this control was performed on luminance and 
spatial  frequency.  The  second  article  focused  on  early  visual  impairments  in  schizophrenia, 
particularly  with  regard  to  spatial  information.  Finally,  the  third  article  addressed  a  debate 
between  three models  of  illusory  contour  processing  in  healthy  subjects.  The  second  and  the 
third articles applied electrical neuroimaging analyses of event‐related potentials,  in large part 
because  of  the  high  temporal  resolution  this method  affords.  The  common  topic  across  these 
articles is the visual system and especially its early stages of processing.  
To contextualize these three articles,  the Introduction of  the  thesis explains the main concepts 




and  dynamic  and  functional  interactions.  The  second  section  focuses  on  schizophrenia.  This 
section comprises a definition of schizophrenia and their high‐ and low‐ level visual processing 
deficits. The third section overviews the current understanding of illusory contour processing at 





scene.  This  segmentation,  which  seems  simple,  is  in  fact  a  complex  process.  Evidence  of  this 
complexity  is  clear  in  the  failure  of  computer  vision  to  reproduce  human  psychophysical 
capabilities. One such ability  is  the reconstruction of absent  contours and  the segmentation of 
images.  Figure  2  shows  an  illusory  contour  developed  by  Gaetano  Kanizsa  (Kanizsa,  1976), 
where  the  border  of  an  illusory  triangle  can  be  seen  (further  details  on  the  visual  processes 
supporting this perception are provided in 1.2).  
In  neuroscience,  the  visual  system  is  one  of  the  most  studied  sensory  modalities.  As  it  is 




















































































































































































of  ganglion  cells:  parvocellular  (P)  and magnocellular  (M)  cells.  These  two kinds  of  cell  types 
engender  two distinct pathways  that begin  in  the retina and project, via  the  lateral  geniculate 
nucleus (LGN), to the primary visual cortex (striate cortex, V1).  










movement  compared  to  parvocellular  cells  (Kaplan,  1991).  Finally,  magnocellular  cells  are 
activated vigorously by stimulus elements that are relatively  large, whereas parvocellular cells 
are activated more strongly by stimulus elements  that are  relatively small  (Jindra and Zemon, 
1989; Dacey and Petersen, 1992).  
On  the one hand,  the magnocellular system treats  “low‐resolution” visual  information (i.e.  low 
luminance  contrast  and  achromatic)  as  well  as  moving  images.  It  conducts  these  kinds  of 
information rapidly to the visual cortex. This M pathway is involved in attention and processing 
of overall stimulus organization (Merigan and Maunsell, 1993; Steinman et al., 1997; Vidyasagar, 
1999). On  the other hand,  the parvocellular system treats  “high‐resolution” visual  information 





cortex  is  composed of  the primary visual  cortex  (called striate cortex or V1) and of  the extra‐
striate visual regions including V2, V3, V4, and V5. The visual cortex can be subdivided in sub‐
areas,  as  Felleman  and  Van  Essen  (1991)  proposed  for  the  macaque  monkey  (Figure  3).  In 
Figure 3 we may observe (at least) two different levels. The first level starts from the retina and 











































































































































and 19,  as  can be  seen  in Figure 4.  In  terms of projections, V1  sends a  large proportion of  its 
connections to area V2 (Felleman and Van Essen (1991). Most of the V2 neurons have properties 









physical  information  from  visual  stimuli  (in  animals:  (Hubel  and Wiesel,  1977);  and  humans: 
Tootell et al., 1998; Romani et al., 2003). Hubel and Wiesel (1977) have shown early sensitivity 
to  luminance,  spatial  frequency,  and  line  orientation  in  areas  V1  and V2.  This  bar  orientation 
sensitivity was used in the article appearing in Section 6.3 to compare this well known activity in 
V1 and V2 to conditions involving illusory contours (ICs).  
Areas V1  and V2  are organized  retinotopically.  Each point  in  visual  space  corresponds  to  one 
and  only  one  sub‐region within  V1  and V2.  Furthermore,  two  contiguous  points  in  the  visual 
space are represented contiguously in the cortex. The geometrical structure of an object is thus 
preserved  in  its  cortical  representation  within  V1  and  V2.  However  the  proportions  of  this 
projection  are  changed.  Indeed,  the  central  information  of  the  visual  field  (i.e.  the  fovea)  is 







































































































































































































































These  studies  have  stated  that  the  flow  of  information  is  starting  from  V1  and  V2  and  is 
processed  in  parallel within  the  two pathways  (Ungerleider  and Mishkin,  1982).  This  parallel 
processing  ability  raised  the  important  concept  that  recognition  can  be  performed  without 
spatial  localization  and  vice  versa.  Studies  on  neurologic  and  neuropsychologic  patients  have 






pathways  (see  also  Schmolesky  et  al.,  1998).  They  likewise  showed  that  the  first  inputs  into 
ventral stream regions exhibit a lateral or top‐down profile rather than bottom‐up profile. This 




the  ventral  pathway  is  more  sensitive  to  parvocellular  inputs,  this  division  is  not  exclusive. 




It  is well  established  that  our  brain  is  able  to  reconstruct  visual  information without  sensory 
input.  This  reconstruction  is  called  completion  or  perceptual  “filling‐in”.  A  simple  definition 
could  be:  “the  filling‐in  of  information  that  is  not  directly  given  to  the  sensory  input”.  In  this 
frame the illusory contour (Figure 2) is one example of completion. In this example our brain is 
able  to  reconstruct  the  triangle  that  is  absent.  The  triangle  does  not  come  from  physical 
luminance differences.  Indeed, the background inside and outside the triangle exhibit  identical 
physical  properties.  This  fact  suggests  that  the  perception  of  the  triangle  comes  from  the 
computations within the brain because it is not present at the retina. 
The type of illusory contour used in the article described in section 1.1.1.a was Kanizsa‐type and 









The  first  model  states  that  illusory  contour  differentiation  starts  in  V1/V2  and  the  other 
activities  in  parietal  regions  and  LOC  come  from  feed‐forward  modulation  driven  byV1/V2 
activity. This model is supported by some microelectrode studies in macaque monkeys (e.g. von 
der  Heydt  and  Peterhans,  1989;  Peterhans  and  von  der  Heydt,  1989;  Ramsden  et  al.,  2001). 
Similarly,  this  model  receives  some  support  from  hemodynamic  imaging  in  humans  ((e.g. 
Ffytche and Zeki, 1996).  
The second model states that the illusory contour differentiation starts in LOC (lateral occipital 
complex).  The  activities  in  V1/V2  and  other  parietal  regions  are  instead  driven  by  feedback 
modulations  from  the  LOC.  This  model  is  supported  by  some  studies  in  humans,  using 
misaligned gratings and Kanizsa  stimuli with different physiological measurement  (EEG,  fMRI, 
MEG, TMS) (e.g Mendola et al., 1999; Pegna et al., 2002; Murray et al., 2002, 2004, 2006; Halgren 




















































































































































This  section  is  an  overview  of  important  findings  on  cognitive  impairments  in  schizophrenic 
patients. 
Selective  attention  is  the  ability  to  focus  on  target  stimuli  in  the  presence  of  distracters  or 
competing stimuli (Sohlberg and Mateer, 2001), This ability  is often impaired in schizophrenic 
patients  (Egeland  et  al.,  2003).  Moreover,  Liu  et  al.  (2002)  showed  greater  impairment  in 
sustained attention in schizophrenia relative to other psychiatric diseases, like bipolar disorder 
or depression.  
Another well‐established  deficit  of  schizophrenic  patients  is  their  poor memory  skills.  In  fact, 
each  stage  of  processing  is  impaired:  encoding,  storage  and  retrieval  (Sohlberg  and  Mateer, 
2001). The encoding deficit  is  linked to their visual search difficulties, as a result of  their poor 
selective  attention  resources  (Oltmanns  et  al.,  1978; Hofer  et  al.,  2003; Hartman et  al.,  2003). 





people  with  schizophrenia  have  more  problems  with  retrieval  of  episodic  information  than 
semantic information 
Executive  functions  are  also  impaired.  Based  on  the  hierarchical  system  of  cognition,  this 
impairment  can  be  seen  as  an  integration  of  basic  cognitive  skills  like  attention  to  higher 
cognitive domains  like executive  functions (McGurk and Mueser, 2003). ). Deficits  in executive 
functions included lack of concept comprehension, absence of planning, abstract reasoning, and 
problem  solving  (Jaeger  et  al.,  2003).  For  example,  impairment  in  Schizophrenic  patients  has 
been  found  in  early  psychosis  stage,  such  as  poor  sequence  organization,  lack  of  flexibility  in 
responses,  poor  inhibition  skills,  absence  of  planning  and  strategy  (Hutton  et  al.,  1998; 
Mohamed et al., 1999). 
1.3.3 Early visual deficits (Low­level) 
Recently,  the  investigation  in deficits related to schizophrenia has  focused on early perceptual 
treatment.    This  section  will  focus  its  attention  on  the  visual  system  investigated  with  EEG 
methods. For  literature concerning other senses (e.g. audition),  the reader may refer to Michie 
(2001)  ;  Turetsky  et  al.  (2007)  ;  Näätänen  and  Kähkönen  (2009)  who  describe  patterns  of 
deficits in generation of the mismatch negativity. 
In  the  literature,  the  primary  approach  to  investigating  the  visual  system  in  schizophrenic 
patient  is  the  steady‐state  VEPs  (ssVEPs)  (Spekreijse,  1966).  Butler  et  al.  (2005)  using  ssVEP 
showed  a  dysfunction  of  the  magnocellular  pathway  in  schizophrenia.  This  study  used 
luminance  contrast  to  bias  responses  to  the  magnocelluar  or  parvocelluar  pathways.  The 
authors founded only responses in the magnocellular condition. Additionally, the control group 
showed  an  incensement  of  the  response  to  low  luminance  contrast  stimuli  (~1‐10 %), which 
saturated once the luminance contrast was ~16‐32 %. The parvocellular condition was obtained 
at  a  contrast  level  of  48%.  At  this  contrast  the  magnocellular  response  were  saturated.  The 
patient  group exhibited  a much  smaller  gain  and  a much  lower plateau  for  the magnocellular 
condition, but no difference was found in the parvocellular condition. 
The second ssVEP experiment demonstrated a magnocellular impairment in schizophrenia. This 
was  performed  by  Kim  et  al.(2005)  using  windmill‐dartboard  and  partial‐windmill  stimuli. 
These  kinds  of  stimuli  were  investigated  across  harmonic  level  responses.  The  first  and  the 
second  harmonic  levels  (second  harmonic  is  twice  the  first  one)  are  the  most  important 






1994).  This  result  showed  that  the  second  harmonic  is  more  sensitive  to  the  magnocellular 





studies were analyzed  in  the  time domain with more  slowly presentation of  the  stimuli. They 
showed an impairment of the P1 component (Foxe et al., 2001, 2005; Doniger et al., 2002).  






signal  is  due  to  the  summation  of  synchronous  post‐synaptic  potentials  from  neuronal 




location.  The  choice  of  the  reference  is  critical,  because  changing  the  reference  changes  the 
waveforms, their local maxima and their amplitude. To better understand this critical notion, we 
can  compare  it  to  measurement  of  the  altitude  of  a  mountain  (an  analogy  often  used  by 
Professor D. Lehmann). For example, the Jungfrau Mountain is 4158m high if referenced to sea‐
level, but is at 3786m if referenced to Lake Geneva. In practice, one of the electrodes is defined 
as  reference  for  the  recordings.  The  earth  reference  is  not  used  for  technical  reasons  (poor 
signal).  There  are  a  lot  of  different  classical  recording  reference  locations  (noise,  mastoids, 
vertex,  etc.).  Some  systems also use  “two”  electrodes  (Biosemi)  as  a  loop  to  better  simulate  a 
zero potential. In the offline data treatment we generally use the average reference. The average 
reference  is  defined  as  the  mean  across  electrodes  (calculated  against  original  reference 
(Desmedt  et  al.,  1990;  Pascual‐Marqui  and  Lehmann,  1993;  Michel  et  al.,  2004)  give  general 
commentaries on  the average  reference. To be  correctly  computed  the  source estimation data 
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must  be  calculated  against  an  average  reference.  This  constraint  derives  from  the  source 
estimation hypotheses see Grave de Peralta Menendez et al. (2004) for more details. 
1.4.2 EEG Analysis (ERP,Seg,IS) 
This  section  focuses  on  high‐density  EEG.  High‐density  EEG  is  used  in  research,  compared  to 
low‐density recordings usually used clinics.  
Stimulus‐evoked  brain  activity  is  of  relatively  small  amplitude  in  comparison  to  spontaneous 
EEG and sources of noise. Typically,  signal  averaging  is performed  to  increase  the visibility of 
stimulus‐evoked activity by taking many epochs of EEG around a stimulus event. This procedure 
assumes  that  stimulus‐related brain activity  is  time‐locked and all other activity  is distributed 
randomly (across trials) with respect to stimulus presentation. 
Because the analyses presented in this thesis are based on data re‐calculated against the average 
reference,  it  is critical to  identify and remove (via  interpolation) any “bad” channels (Perrin et 
al., 1987). Determination of “bad” channels can be based on poor electrode‐skin contact, broken 
electrodes, etc. To complete the pre‐processing steps, a grand mean (mean across subjects per 
condition)  is  computed  and  the  single  subject  data  are  kept.  Sometimes  a  baseline  correction 
may be applied (though this also has a set of assumptions; see Lehman (1987)). At the end of the 








GFP  was  introduced  by  Lehmann  and  Skrandies  (1980))  and  corresponds  to  the  standard 
deviation  of  all  electrodes  at  a  given  instant  in  time  (Equation  1)  and  expresses  the  average 
power of the signal across the electrode montage. The definition of GFP has several properties. It 
is expressed in µV, it is reference‐free, and it is non‐linear, (i.e. the mean of GFP is not equal to 
GFP  of  the  mean).  ).  Furthermore,  GFP  keeps  temporal  information,  but  loses  the  spatial 
distribution  information across electrodes on  the  scalp. The GFP values are null or positive. A 
GFP value of zero involves that all electrodes express the same potential. Opposite high values 
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Topographic  analysis  is  based  on  the  distribution  of  the  electric  field  across  electrodes.  This 
analysis is also reference‐free. To better understand why the data are reference free, an analogy 
with  cartography  can  be  useful.  On  a  topographical  map,  usually  used  for  walking  in  the 
mountains,  there  are  contours  that  indicate  if  it  is  steep  or  flat.  These  contours  are  totally 
independent of any references (sea‐level vs. “Lac Leman”). For example the “Eiger” mountain is 
steep  independently  of whether we  calculate  the  altitude  from  sea‐level  or  “Lac  Leman”.  It  is 
exactly  the  same way  on  EEG  topography, which  derives  from pure  spatial  considerations.  In 
terms of timing, there is also a consideration that is called microstate (Michel et al., 1999, 2004). 
This  supports  relative  stability  of  maps  across  time.  A  map  (or  state)  is  stable  for  a  certain 
period of time. This state will change to another that also will be stable in time, etc. The analysis 
of  topography  identifies  these  microstate  properties  using  cluster  analyses.  This  clustering 
reduces  the  data  to  a  certain  number  of  consecutive  states  represented  by  maps.  Typical 
clustering  analyses  are  K‐means  and  hierarchical  clustering  (Murray  et  al.,  2008a).  The 
clustering being performed on the grand average, the output microstates are “artificial”. To solve 
this, a fitting procedure on individual subjects is performed, given the occurrence of each state, 
first  onset,  last  onset  or  Global  explain  variance  for  each  subject  and  condition.  Finally,  a 




dissimilarity  (Lehmann  and  Skrandies,  1980),  this  analysis  gives  complementary  information. 




In  terms  of  interpretation,  two  different  maps  implicate  different  brain  networks.  But  two 
different  brain  networks  might  express  the  same  map.  This  property  is  critical,  because  it 
implies  that  only map  differences  inform  us  unequivocally  about  brain  function.  By  contrast, 
similarity of maps does not provide us unambiguous information. 





static  Maxwell's  equations;  most  notably  the  fact  that  independent  of  the  conductor  volume 
model used to describe the head, only irrotational and not solenoidal currents contribute to the 
EEG  (Grave  de  Peralta  Menendez  et  al.,  2001,  2004).  As  part  of  the  regularization  strategy, 
homogenous  regression  coefficients  in  all  directions  and within  the whole  solution  space  are 
used.  LAURA  uses  a  realistic  head model,  and  the  solution  space  includes  n  nodes  (we  used 
classically 3005), selected from a 6 × 6 × 6 mm grid equally distributed within the gray matter of 
the Montreal Neurological Institute's average brain (courtesy of Grave de Peralta Menendez and 






Martuzzi  et  al.,  2009).  This method may  be  used  in  two ways.  First,  we may  use  a  period  of 
interest  corresponding  to  previous  results  generally  obtained  by  the  methods  above.  In  this 
period of interest, data from each subject and condition are first averaged as a function of time 
to generate a single data point. Then an inverse solution is calculated for each of the nodes in the 
solution  space. The  second method  is  a  time‐frame by  time‐frame  source estimation, which  is 
calculated for each subject and condition. Each of these two methods has advantages. The first 
one  is  less  sensitive  to  noise,  but  loses  fine  temporal  information.  The  second  is  sensitive  to 
noise,  but keeps all  the  temporal  information.  Finally,  statistical methods are  applied  to  these 
data on each node for the first method and for each node and time‐frame for the second method. 
To  address  the  multiple  testing  problems,  a  spatial  extent  criterion  for  significant  nodes  is 









































































































































































































































































































focus on one of  them:  the Stockwell  transformation (Stockwell et al., 1996). A summary of  the 
Stockwell transform is: “The S transform is a generalization of the Short­time Fourier transform, 
extending  the Continuous wavelet  transform and overcoming some of  its disadvantages. For one, 




the  clarity  is worse  than Wigner  distribution  function  and  Cohen's  class  distribution  function”. 
Technically the S transform gives us good time and frequency resolution at the EEG frequency of 
interest  (0‐100  Hz).  This  is  not  the  only  Time‐frequency  transformation;  wavelets  may  also 
provide good results with EEG. 
After  this  short  presentation  of  the  Time‐frequency  transformation,  we  will  show  different 
treatments  and  considerations  for  time‐frequency  analysis.  First,  time‐frequency 
representations  are  reference‐dependent.  Results  obtained  in  this  manuscript  were  valid  for 
only the chosen reference (arbitrarily the original reference will be used here). The S transform 
was  performed  on  each  single  trial  and  then  averaged.  This  averaging  was  done  in  four 
directions.  First  only  the  power  (norm  of  the  complex  number)  was  extracted  before  the 






Additionally  to  these  four different  approaches  of  the  S  transform  (see  above), we performed 
two  different  statistical  models  independent  of  the  condition  model.  The  first  one  uses 
electrodes  as  repetition,  this  increases  power,  but  looses  the  spatial  information.  The  second 
uses  electrodes  as  factor.  This  keeps  spatial  information,  with  the  interaction  term  between 
electrodes and condition factor, but is time‐consuming and has less power.  
To take into account if the multiple testing problems a binary morphology was applied following 
this procedure. The  results of  these  statistical  analyses were  transformed  into a binary  image 























































































































































































The  investigation  of  perceptual  and  cognitive  functions  with  non‐invasive  brain  imaging 
methods  critically  depends  on  the  careful  selection  of  stimuli  for  use  in  experiments.  For 
example, it must be verified that any observed effects follow from the parameter of interest (e.g. 
semantic  category)  rather  than  other  low‐level  physical  features  (e.g.  luminance,  or  spectral 
properties). Otherwise, interpretation of results is confounded. Often, this issue is circumvented 
by  including additional control conditions or  tasks, both of which are  flawed and also prolong 
experiments. Here, we present some new approaches for controlling classes of stimuli intended 
for use in cognitive neuroscience, however these methods can be readily extrapolated to other 
applications and stimulus modalities. Our approach  is comprised of  two  levels. At a  first  level, 
individual  stimuli  are  equalized  in  terms  of  their  mean  luminance.  Each  data  point  in  the 
stimulus  is  adjusted  to  a  standardized  value  based  on  a  standard  value  across  the  stimulus 
battery. At a second level, two populations of stimuli are controlled in their spectral properties 


















networks between populations. At  least  two  issues  remain unresolved.  First,  the  specificity  of 
this  deficit  (and  suitability  as  an  endophenotype) has  yet  to be  established, with  evidence  for 
impaired  P1  responses  in  other  clinical  populations.  Second,  it  remains  unknown  whether 
schizophrenia patients exhibit intact functional modulation of the P1 VEP component; an aspect 
that  may  assist  in  distinguishing  effects  specific  to  schizophrenia.  We  applied  electrical 
neuroimaging  analyses  to  VEPs  from  chronic  schizophrenia  patients  and  healthy  controls  in 
response to variation in the parafoveal spatial extent of stimuli. Healthy controls demonstrated 
robust modulation  of  the  VEP  strength  and  topography  as  a  function  of  the  spatial  extent  of 















Despite  numerous  studies,  the  neurophysiologic  mechanism  mediating  illusory  contour  (IC) 
sensitivity remains controversial. Three general models can be distinguished. One favors effects 
within  lower‐tier  cortices,  V1/V2,  mediated  by  feed‐forward  inputs  and/or  long‐range 





particular  stimuli  lack  salient  regions otherwise present  in Kanizsa‐type  stimuli.  Plus,  varying 
line  orientation  one  can  assay  early,  low‐level  (V1/V2)  modulations  independently  of  IC 
presence.  Using  this  2x2  within  subject  design,  we  recorded  160‐channel  visual  evoked 
potentials  (VEPs)  from  15  healthy  humans  and  disambiguated  the  relative  timing  and 
localization  of  IC  sensitivity  with  respect  to  that  for  grating  orientation  (as  well  as  any 
interactions  between  these  features).  Millisecond‐by‐millisecond  analyses  of  VEPs,  response 
strength,  as  well  as  of  distributed  source  estimations  revealed  a  main  effect  of  grating 
orientation beginning at 65ms post‐stimulus onset within the calcarine sulcus (and elsewhere) 
that was followed by a main effect of IC presence beginning at 85ms post‐stimulus onset within 










are:  a  duration  of  one  second  (‐300  ms  to  700  ms)  and  frequency  sampling  of  500Hz.  The 





This  section  will  present  the  results  for  the  interaction  group  *  eccentricity  condition  using 
electrodes  as  repetition.  The  statistical  threshold  was  p<0.05.  Additionally  a  mathematical 
morphology was applied  to Figure 10, Figure 11,  and Figure 12respectively with a 2, 4,  and 6 
radius  disk.  In  Figure  9  no  mathematical  morphology  was  applied.  Black  color  indicates 
significant  differences  and  white  color  indicates  no  differences.  A  discussion  of  these  results 
appears  in  Chapter  3.  However,  the  reader  should  already  note  a  difference  between  power 
(homogeneous) and phase (heterogeneous) information. Additionally, this difference shows the 
quality  of  the  mathematical  morphology  methods  to  avoid  false  positive  problems  linked  to 
















Figure  10  :  Time­frequency  Statistical map;  Interaction  group  *  eccentricity with  electrodes  as  repetition 
using a 2 radius disk. 




Figure  11  :  Time­frequency  Statistical map;  Interaction  group  *  eccentricity with  electrodes  as  repetition 
using a 4 radius disk.  














Figure  12  :  Time­frequency  Statistical map;  Interaction  group  *  eccentricity with  electrodes  as  repetition 
using a 6 radius disk. 




This  section  will  present  the  results  for  the  interaction  electrodes  *  group  *  eccentricity 
condition.  The  statistical  threshold was  p<0.05.  Additionally  a mathematical morphology was 
applied  to  Figure  14,  Figure  15,  and  Figure  16respectively  with  a  2,  4,  and  6  radius  disk.  In 
Figure 13 no mathematical morphology was applied. Black color indicates significant differences 
and  white  color  indicate  no  differences.  A  discussion  of  these  results  appears  in  Chapter  3. 
However, the reader should already note a difference between power (homogeneous) and phase 
(heterogeneous) information. Additionally, this difference shows the quality of the mathematical 
morphology  methods  to  avoid  false  positive  problems  linked  to  statistical  multiple  testing. 






















































and  novelty  for  a  reference‐free  statistical  analysis.  The  second  part  presents  a  general 
discussion of  the articles. The three scientific articles  treat different  topics as presented  in  the 
Introduction. The first article focused on methods for stimulus control (Section 6.1 : Generating 
Controlled  Image  Sets  in  Cognitive  Neuroscience  Research).  The  second  article  characterized 
visual dysfunction in schizophrenia (Section 6.2 : Impaired early visual response modulations to 
spatial  information  in  chronic  schizophrenia).  The  third  article  focused  on  mechanisms  of 
illusory  contour  sensitivity  in  healthy  control  subjects  (Section  6.3  :  Towards  a  resolution  of 







and  mathematical  morphology  correction.  The  second  subsection  will  be  on  future 
developments  in  time‐frequency  analysis  methods.  This  section  will  present  a  method  to 
address  the  reference‐dependence  of  typical  such  analyses.  No  subsection  about  the 
interpretation in terms of neurophysiologic aspects will be presented here. This choice based on 
my point of view, and I think that the only interpretation of such data should be descriptive (at 
present).  In  addition,  the  results  in  section 2.4  are  reference‐dependent.  This  limitation  alone 




It  is  important  to  remember  that  the  reference  used  was  the  average  reference,  which  is  an 
arbitrary choice. This section is built from general to specific comments on dataset information 
(evoked  vs.  induced  frequencies),  frequency  information  (absolute  value  vs.  angle  or  phase), 





applying a baseline correction  in  the  time‐frequency space  for  each  frequency. This correction 
followed the same idea applied to the time‐amplitude space across electrodes. 
The  second  remark  concerns  panel  b  and  d  of  Figure  9  and  Figure  13.  These  figures  showed 
heterogeneity of the significant points in the phase/angle space. This heterogeneity means that 
no pattern could be distinguishable. This heterogeneity suggests  that  the phase  information  is 
not  relevant  for  a  neurophysiologic  interpretation.  The  heterogeneity  may  come  from  the 
property  of  the  electrical  wave  itself.  Indeed,  from  the  Maxwell  equation  the  phase  of  an 
electrodynamics  wave  might  be  flip  to  180°  in  the  border  between  two  media  (Kind  of 
refraction). This change is driven by the magnetic permeability (called  r) of each medium. This 
flip  presence  cannot  be  predictable  because  it  is  dependent  of  the  different  media  of  each 
subject. This last consideration explains the heterogeneity across subject 





The  quality  of  the  mathematical  morphology  methods  applied  for  multiple  statistical  tests  is 
showed by comparing the figures without (Figure 9 and Figure 13) and with (Figure 10 to Figure 
12 and Figure 14  to Figure 16)  corrections. A  good method  for  the  statistical multiple  testing 
problems should remove the heterogeneity in one hand and should keep the original pattern in 
the other hand. In this sense the data in section 2.4 present two types of data. Some data (panel 
a.c)  are  homogeneous  data  (we  can  identify  some  pattern).  The  other  (panel  b,d)  are 
heterogeneous  (we  cannot  identify  pattern).  The  treatment  for  panel  b  and  d  remove  the 
heterogeneity. Note that a small criterion is enough (a disk with a radius of two that takes into 
account  only  the  two  neighbors  in  each  direction).  This  methods  applied  in  panels  a  and  c 
showed  conservation  of  big  regions  and  removed  small  regions  of  significant  points.  This 
observation  suggests  that  mathematical  morphology  keep  the  original  important  pattern. 
Another  interesting  pattern  is  shown  on  Figure  13 where we  show  a  thin  frequency  band  of 
significant points of all the time (bottom of each panel).The mathematical morphology removes 
this pattern because it is too thin in terms of frequency. These examples show the quality of this 






The  different  datasets  (evoked  and  induced  frequencies)  exhibited  in  all  statistical  designs 
showed different patterns. This information suggests that these two datasets are informative for 
physiological interpretation. A careful study should be on both evoked and induced information. 
In  the  following  paragraphs  deferent  statistical  approaches  will  be  discussed.  The  statistical 
design with electrodes as repetition seems to be too restrictive. Indeed, a statistical difference on 
few  electrodes may  be  suppressed  by  the  rest  of  the  electrodes  that  are  not  significant.  This 
statistical  design  suggests  that  all  electrodes  recorded  the  same  experiment.  This  kind  of 
hypothesis  appears  too  strong  in  this  case  (63  electrodes).  This  could  be  enough  for  a  few 
electrodes. The advantage of  this method was to  increase the statistical power and reduce the 
sensitivity to noise. 
By  contrast,  the  other  statistical  approach  with  a  statistical  design  with  electrodes  as  factor 
seems  to  be  more  adaptive  to  these  data.  Indeed,  in  Figure  16  panel  a,  the  power  evoked 
response  showed  a  statistical  difference  at  the  P1  latency.  This  statistical  difference  is 
compatible in latency to results in section 6.2 on the GFP, topographical and source estimation 
analyses for the same interaction effect term. Additionally, the evoked time‐frequency response 
is  the  Stockwell  transformation of  the  visual  evoked potential.  It  is  not  surprising  to  find  this 




distribution  of  the  time‐frequency  measure.  Indeed,  the  approach  using  electrodes  as  factor 
maintains this information and is safer than the other. 
3.1.2 Future Directions 
This  section  presents  a  proposition  for  a  statistical  approach  that  is  reference‐free.  For  the 
moment this statistical test only compares 2 conditions, such as a t‐test, but it takes into account 















































































































































































































As  the previous section demonstrates,  the evoked and  the  induced  information are  important. 
The  evoked  complex  plane  is  easily  obtained  by  transforming  ERP’s  with  a  time‐frequency 
transformation.  For  the  induced activity,  it  is  a  little bit more  complex. To obtain  the  induced 
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Finally,  other  methods  using  time‐frequency  exist.  One  interesting  method  is  the  frequency 
tracking  (Van  Zaen  et  al.,  2010).  This  method  tracks  a  frequency  and  describes  its  temporal 
evolution, using and adaptive filter. 
3.1.3 Methodological study 
This  article  generated  signal  processing  methods  for  controlling  low‐level  visual  features 
(luminance and spatial frequencies) of stimuli. The luminance treatment method appeared to be 
safe, because  it  changes  the  stimuli. That  is,  the new stimuli  created are  similar  in  luminance. 
The only limitation of this method is the saturation that may impact stimulus identification. This 
saturation is equivalent to an over‐exposed photograph. 
The  second method  focuses  on  controlling  spatial  frequency  and  identifies  subsets  of  stimuli 
from  among  a  larger  initial  set.  The  basic  idea  is  to  find  two  subsets  of  stimuli  where  the 
averages of  the  spatial  frequencies are  relatively  close. This  problem may  lead  to  two subsets 





8,9,10  (mean = 9)  in  group 1 and 90, 91,  92  (mean = 91)  in  group 2. The  “absolute” distance 
between these subsets is big (91‐9 = 82). This illustrates the limitation of this method given only 
the  relative distance between  two  groups of  stimuli.  This method gives  good  results  if  sets  of 
object are heterogeneous.  
Figure  18,  adapted  from  Toepel  et  al.  (2009),  used  stimulus  images  treated  in  the  article  in 
section 6.1. Electrophysiological responses suggest sufficient  treatment (luminance and spatial 




latency of  the C1 component  is around ~50‐90 ms at occipital electrodes. As demonstrated  in 
Figure 18,  there were no differences at  any  level  (waveform, GFP,  topography) around  the C1 
latency.  The  C1  component  may  be  useful  for  defining  a  period  of  interest  where  visual 
differences might  be  due  to  the  activity  of  the  primary  visual  cortex.  The  earliest  differences 
appeared  around  ~160ms.  Additionally,  in  Toepel  et  al.  (2009)  source  estimations  did  not 

















































































































































Variation  in  the  stimulus  eccentricity  was  performed  with  the  localization  of  the  inducers 
(“pacmen”).  
By contrast,  there was no evidence  for  impaired processing of  illusory contours,  suggestive of 
intact  ventral  stream  processes.  As  Foxe  et  al.(2005)  demonstrated  schizophrenic  patients 




processing  in  the  healthy  brain.  This  article  suggests  that  the  illusory  contour  sensitivity 
previously observed in areas V1 and V2 in the macaque monkey is a top‐down modulation from 
a high‐level cortex (LOC). Indeed, we located the first VEP differentiation to the illusory contour 








done  in multiple subsections describing  future directions or comment  topics  that may refer  to 




circles  and diamonds).  In  the  article  about  schizophrenia  (6.2)  the different  shapes  generated 






observed  in  the  schizophrenia  article  (6.2) were  likely  due  to  eccentricity  and  not  due  to  the 
shape itself. Additionally, Murray et al.(2002) included more variation in the shapes and number 
of inducers used. They showed systematic differences between five different Kanizsa shapes as 






condition  and  the  eccentricity  condition.  The  investigation  of  an  interaction  between  illusion 
detection  condition  and  eccentricity  condition  could  highlight  functional  interactions  between 
ventral and dorsal visual processing pathways. Another problem with the stimuli used in section 
6.2  is  different  image  size  between  stimuli.  Indeed,  the  stimuli  image  size  of  Kanizsa  type  is 







information outside  the  illusory  shape  (grating bars  go  from one  side  to  the other  side of  the 
screen)  could  be  used  for  investigating  the  relationship  between  spatial  detractors  and  the 
processing of illusory contours specifically.  
An  experiment  with  illusory  misaligned  gratings  using  different  eccentricity  generates  some 
hypotheses in healthy control subjects.  
In terms of interaction between ventral and dorsal pathways, the first hypothesis states that the 
eccentricity  condition  differences  are  exhibited  at  the  P1  latency.  This  would  predominantly 
involve  the  dorsal  visual  pathway  such  as  was  the  case  with  the  Kanizsa  illusion  types.  This 
hypothesis  suggests  sensitivity  to  eccentricity  prior  to  the  detection  of  the  illusory  contour. 
Indeed,  the  illusory  contour  sensitivity  peaks  during  the  N1  component.  This  suggests  a 







The  second hypothesis  states  that  the differentiation of  the  eccentricity  condition  comes after 
the N1 component (i.e. the index of illusory contour sensitivity). This hypothesis states that the 
detection  of  the  illusory  is  necessary  for  perceiving  differences  in  stimulus  eccentricity.  This 
hypothesis suggests a later eccentricity differentiation. This consideration would show a role of 
the  ventral  visual  pathway  in  eccentricity  differentiation.  This  would  in  turn  involve  an 
interaction between ventral and dorsal pathways. 
3.2.2.c Local spatial frequency in misaligned gratings 
In  the  article  6.3  illusory  stimuli were  obtained  by  a misalignment  of  the  gratings  lines.  This 
misalignment creates a local change in spatial frequency. In other term, this is the phase shift of 





The  dependency  of  the  local  change  of  spatial  frequency  in  the  illusion  perception  could  be 
interesting.  Indeed,  they could suggest an automatic process by comparing  the behavioral and 
electrophysiological threshold to detection of illusion.  
The  psychophysical  threshold  could  be  used  as  condition  for  the  electrophysiological  studies. 
Indeed,  it  would  be  interesting  to  test  the  local  spatial  frequency  around  the  behavioral 





result  adding  with  results  in  article  section  6.3  and  other  studies  (e.g.  Murray  et  al.,  2002) 
suggest  different  areas  in  brain  involved  in  illusion detection.  These different  areas would  be 






The  second  hypothesis  state  that  conditions  above  and  below  behavioral  threshold  exhibits 
early visual differences. This suggests that the detection of illusion is an automatic process but 




non  illusory  stimuli.  This  kind  of  stimuli  could  be  used  for  non  illusory  condition  in  Section 
3.2.2.b. 
3.2.2.d Task relative to eccentricity compare to illusory presence  
In  the  article  on  schizophrenia  (6.2),  the  task  was  performed  in  the  presence  or  absence  of 












The  first hypothesis states  that a P1 deficit will be shown. This would suggest  that  there  is no 
relationship  between  attention  and  early  visual  deficit  in  schizophrenia.  This  deficit  will  be 
exhibited independently of the task, and thus will not be related to attention. However deficit in 
P1 added  to normal behavior  suggests  that  illusory detection processing  is  involved  in  spatial 





P1 deficit would  suggest a  later  treatment of  eccentricity  for  schizophrenic patients. The  later 




interesting  to  show  the  N1  component.  The  N1  component  as  Foxe  et  al.  (2005)  showed  is 
preserved. The eccentricity task may provide two different N1 process. The first process, the N1 
is  preserved.  This  would  be  performed  within  and  without  specific  attention.  The  second 
process  would  be  an  impairment  of  the  N1  component.  This  suggests  in  addition  with 
consideration  above  that  there  is  a  relationship  between  attention  and  dorsal  and  ventral 
pathways.  They  also  suggest  that  attention  play  a  critical  role  in  early  preservation  in 









of eccentricity  stimuli. This kind of experiment will not use  ICs stimuli, NCs stimuli  is enough. 
This  will  be  performed  only  in  central  visual  field  to  avoid  well  know  differences  between 
central  and  peripheral  vision.  Results  of  an  experiment  with  these  stimuli  in  schizophrenic 
patients might show two different results. 
The first result could show no differences across all eccentricity levels at P1 latency compared to 














3.2.2.f Stimuli  bias  to  parvocellular/magnocellular  pathway  neurophysiology 
implication 




investigate  if  this  deficit  appears  in  magnocellular/parvocellular  pathways  or  dorsal/ventral 
pathways. 
To  further  investigate  this  processing,  stimulus  biased  to  the  parvocellular  or  magnocellular 
pathway would  be  a  good way.  A  stimulus  bias  toward  the  parvocellular  pathway  could  be  a 
colored  stimulus.  For  example,  we  could  use  Kanizsa  stimuli  presented  in  the  schizophrenia 
article with colored  inducers and a colored background. Additional control of  the stimuli must 










section  6.2  would  activate  the  dorsal  pathway  in  the  eccentricity  condition  and  the  ventral 
pathway  in  the  illusion  condition.  Differentiation  of  eccentricity  or  illusion  would  exhibit  a 
relation  of  the  parvocellular  pathway  to  visual  dorsal/ventral  pathways.  Opposite,  Kanizsa 
stimuli with  low contrast (which activate the magnocellular pathway) would exhibit a relation 
between the Magnocellular pathway and the visual dorsal/ventral pathways. 









differences  for  one  of  the  two  stimuli  above  and  no  eccentricity  condition  difference  for  the 
other.  This  would  mean  a  dorsal  visual  pathway  dependency  for  one  of  the  parvocellular  or 
magnocellular  pathways  depending  on  the  stimulus  what  will  not  exhibit  the  difference.  The 
Third hypothesis states that the will be no eccentricity condition differences. This would mean a 
dependency of  the dorsal  visual  pathway  to parvocellular  and magnocellular pathways. These 
considerations  can  be  extrapolated  in  the  illusion  presence  condition  and  the  ventral  visual 
pathway.  
In this paragraph the three healthy controls hypotheses will be related to schizophrenic patients. 
This  relation between patients  and  controls  should  go  in  two directions. The  first  direction  is 
that  patients  could  exhibit  the  same  differences  like  controls  for  the  hypotheses  above.  This 
could  reveal  that  there  is  no  impairment.  The  second direction  is  that  patients  do not  exhibit 
differences where controls exhibit them. This will reveal impairment. The second direction will 
be  the most probable direction. The next paragraphs will discuss  the  implication of  these  two 
types  of  stimuli  above  (colored  and  low‐‐contrasted)  for  schizophrenic  patients  and  healthy 
controls. 
This  paragraph  will  list  all  the  different  possibilities  of  colored  stimuli  for  the  eccentricity 
condition. The choice of  the eccentricity condition  is guided by previous results  (see article  in 
section 6.2). There are three different hypotheses between controls and schizophrenic patients. 
The first hypothesis states that controls and schizophrenic patients will exhibit no differences in 
the  eccentricity  condition.  This  could  suggest  that  the  parvocellular  pathway  alone  is  not 
sufficient  to  exhibit  dorsal  visual  pathway  differences  to  eccentricity.  This  suggests  no 
interaction between parvocellular pathway and dorsal  visual pathway. The  second hypothesis 
states that controls and patients will differentiate similarly the eccentricity condition. This could 
mean  that  the  parvocellular  pathway  is  sufficient  to  exhibit  dorsal  visual  difference  for  the 





Indeed,  article  in  section  6.2  showed  a  deficit  with  stimuli  without  parvocellular  or 






the dorsal  visual  pathway or  an  interaction deficit  between parvocellular  pathway  and dorsal 
visual pathway. By analogy, the same kind of hypothesis may be applied to the colored stimuli in 
the presence/absence illusion condition.  






hypothesis  states  that  controls  and  schizophrenic  patients  exhibit  no  differences.  This  could 
mean  that  magnocellular  pathway  alone  is  not  sufficient  to  exhibit  dorsal  visual  pathway 
differences  to  eccentricity.  This  suggests  an  interaction  between  parvocellular  pathway  and 
dorsal visual pathway. The second hypothesis states that controls and patients will differentiate 
similarly  the  eccentricity  condition.  This  could  suggest  that  the  magnocellular  pathway  is 
sufficient  to  exhibit  dorsal  visual  differences  in  the  eccentricity  condition.  Additionally,  this 
hypothesis would demonstrate no deficit  in the magnocellular pathway (i.e. no deficit between 
retina  and  primary  visual  cortex)  because  patients  exhibit  normal  response  (i.e.  same 
differences  for  patients  than  controls)  within  stimuli  bias  to  magnocellular  pathway.  This 
possible absence of deficit for schizophrenic patients in the magnocellular pathway added with 
the article in section 6.2 would suggest that the P1 deficit is related to the parvocellular pathway 
interaction  to  the  dorsal  pathway  or  appear  in  the  dorsal  visual  pathway  itself.  The  third 
hypothesis states that controls will exhibit differences, while patient will not. This could mean 
that  the  magnocellular  pathway  is  sufficient  to  exhibit  dorsal  visual  pathway  differences  for 
controls.  Additionally,  this  third  hypothesis  suggests  an  impairment  in  the  magnocellular 
pathway and perhaps no impairment in the dorsal visual pathway. By analogy the same kind of 
hypothesis  may  be  applied  to  the  low‐contrast  stimuli  in  the  presence/absence  of  illusion 
condition. The hypothesis for eccentricity condition and illusion condition should by combine to 
obtain  better  understanding  of  the  interaction  of  the  magnocellular  pathway  to  the 
dorsal/ventral pathways and the early visual deficit in the schizophrenic patients. 
Finally  a  combination  of  these  two  experiments,  will  investigate:  the  link  between 
parvocellular/magnocellular  pathways  and  Dorsal/Ventral  visual  pathways,  the  interaction 
between parvocellular pathway and magnocellular pathway. Additionally, this could clarify the 
early  visual  deficit  in  schizophrenia.  Indeed,  these  kinds  of  studies  might  highlight  to  which 
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pathway(s)  is  impaired and especially  if  the P1 deficit  is due  to  the dorsal pathway alone,  the 
magnocellular pathway alone or both. 
3.2.2.g Relation of P1 deficit and high level 
It would be  interesting  to  find  a  relation between  the P1 deficit  and  the  cognitive deficit  (e.g. 
working memory, attention, etc.). To address this problematic, we could use other physiological 














A major  issue  in  research  on  schizophrenia will  be  to  define  a  biomarker.  A  biomarker  is  an 
objective measure to evaluate a pathological process. This will be helpful for diagnosis and early 
detection of schizophrenia. In the one hand, as we showed in section 1.3.1, the diagnosis is only 
based  on  observation  and  subjective  perception  of  the  clinician.  In  this  context  a  biomarker 
could  help  to  diagnosis  by  given  a  objective  measure  to  diagnosis.  In  the  other  hand, 
schizophrenia as well as all diseases an early detection provides a better chance for helping the 
patients.  In  this  case  the  biomarker  because  it  is  objective  could  be  a  signal  to  detect  the 
disorder. 
Addressing this early perceptual deficit could be a good biomarker. Indeed, early processes are 
automatic  due  to  the  timing  of  this  effect.  This  automatism  is  the  major  point,  because  it  is 
uncontrollable and more stable across subjects. 
In  this  field  early  visual  deficits  may  play  a  critical  role.  Indeed,  the  P1  deficit  would  be  a 
schizophrenia biomarker. A  recent  study  from Yeap et al.  (2006) demonstrated a  reduction of 
the  P1  between  clinically  unaffected  first‐degree  relatives  of  patients  with  schizophrenia 
patients  with  schizophrenia  and  controls.  This  confirmed  the  efficacy  of  using  the  P1  as  an 
endophenotype. 
To  go  further,  the  experiments  described  above  could  give  additional  details  on  P1  deficit  in 
schizophrenic  patients.  For  example  section  3.2.2.f  could  show  interaction  between  the 
magnocellular/parvocellular pathway and the dorsal/ventral pathway or precise the early visual 
deficit in schizophrenic patients. These details adding to investigation in different schizophrenic 
patient  groups  and  control  groups  may  be  conducted  to  a  robust  biomarker.  These  groups 
should be  first episodic patients, chronic patients,  first relatives of schizophrenia patients, and 
non‐psychiatric controls. In addition to these groups, subgroups based on specific schizophrenia 
disorder  (e.g.  schizoaffective)  could  be  interesting.  The  most  interesting  population  will  be 
homozygote twins where one exhibits schizophrenia disorder and the other does not. This kind 
of population is very difficult to find, but it may provide very interesting information. 
Finally  as  Yeap  et  al.  (2009)  suggested  it  would  also  be  interesting  to  investigate  other 
psychiatric diseases like bipolar disorder. This study opens the question of the classification of 
psychiatric  disorders. A  large  longitudinal  study  including different psychiatric  disorders,  risk 
population of  teenagers  (genetic,  suspicion of disorder), new pharmacological  treatment using 
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The  investigation  of  perceptual  and  cognitive  functions  with  non‐invasive  brain  imaging 
methods  critically  depends  on  the  careful  selection  of  stimuli  for  use  in  experiments.  For 
example, it must be verified that any observed effects follow from the parameter of interest (e.g. 
semantic  category)  rather  than  other  low‐level  physical  features  (e.g.  luminance,  or  spectral 










of  the  image.  Randomized  permutations  are  used  to  obtain  a  minimal  value  between  the 
populations to minimize, in a completely data‐driven manner, the spectral differences between 










methods  such  as  electroencephalography  (EEG),  magnetoencephalography  (MEG),  functional 
magnetic resonance imaging (fMRI), and near‐infrared spectroscopy (NIRS) is a rapidly growing 












In  light  of  these  considerations  neuroscientific  studies  of  discrimination  and  categorization 
certainly need  to  assure  that observed effects  are  indeed due  to  the  category  specificity of  an 
object  and  not  to  low‐level  perceptual  features  (e.g.  photograph  angle,  luminance,  spectral 
properties). Otherwise, data interpretation will likely be confounded. 
Brain imaging methods,  in particular those with a high temporal resolution like EEG and MEG, 
are  prone  to  data  misinterpretation  caused  by  low‐level  visual  attributes.  For  example,  the 
temporal dynamics of emotional influences on face processing can vary, in part, due to the level 
of control of low‐level visual attributes (see Murray et al. 2008 for discussion of some impacts of 





other  objects  (Itier  and  Taylor  2004;  Thierry  et  al.  2007;  though  see  Bentin  et  al.  2007). 















of  image  saturation. Many  neuroscientific  studies  on  visual  processing  indeed  equalize  image 




requiring a priori  filtering of  the stimuli. The  two  levels should be applied consecutively since 
the  luminosity  treatment  can  have  some  influences  on  the  spatial  frequency  properties  of  an 
image. As will be made clear below, because the luminance treatment adjusts all images to one 





items were  taken  in  front  of  equal  backgrounds  from  identical  angles.  The  photographs were 
subdivided  into  high‐  vs.  low‐fat  food  classes  by  means  of  official  nutritional  databases.  All 
images  were  sized  to  300x300  pixels.  Yet,  non‐squared  images  can  be  utilized  as  well  when 
equal in the number of pixels between images.  
6.1.4 Intensity treatment 
The  intensity  treatment  serves  to  control  adaptively  the  luminosity  of  images  which  can  be 
mathematically  defined  as  luminance  or  grayscale  value,  respectively.  In  the  case  of  sounds, 
volume would be the analogue measure. In a first step, all images are defined in color space in 


























































































































Intrinsically,  this  weighting  by  multiplication  with  the  factor  j  assumes  that  the  luminance 
increases between black and white in a linear way. The value  Y   is calculated as the sum of all 
weighted values per image, resulting in one representative numerical value Y per image.  
Figure  19b  illustrates  the  procedure  for  a  set  of  images.  First,  the  Y value  for  each  image  is 
computed. In succession, one standard value has to be defined based on the obtained  Y values 
across  a  set  of  images.  In  general,  the  particular  standard  value  used  can  be  defined  by  the 
experimenter (for example,  it may be the mean or median  Y value across all  images). Second, 
this  standard  value  (STDVAL)  is  subtracted  from  the  Y value  of  each  original  image  (Y image) 
resulting in a negative or positive value N. If the value N for an image is positive, the particular 
image  conveys  a  higher  luminance  (i.e.  is  brighter)  than  the  standard  value.  By  contrast, 
obtaining a negative value N would indicate that an image is lower in luminance than the defined 
standard.  In  succession,  a  new  image  (IMnew)  is  created  by  subtracting  the N  value  from  the 
original  image  (IMold).  Consecutively,  the mathematical  expectation of  a  normalized  histogram 
(see Figure 19)  is  recalculated  to  obtain  the new  Y value of  each  image. This new  Y value  is 



























































































































































































themselves.  In  contrast  to  intensity  properties,  the  spectral  properties  of  an  object  cannot  be 
readily  altered  without  potentially  impacting  the  recognizability,  as  this  would  change  the 
overall  arrangement  of  pixels  within  an  image  and  the  resultant  appearance.  The  same 




expressions  (Vuilleumier  et  al.  2003;  Pourtois  et  al.  2005;).  Here,  we  chose  to  closely match 
(sub)groups  of  images  (i.e.  images  from  experimental  condition  A  with  the  images  from 
condition  B)  in  terms  of  their  spatial  frequencies  to  gain maximal  physical  approximation  or 
minimal  dissimilarity,  respectively.  Such  notwithstanding,  approaches  that  filter  the  spectral 
properties  of  images  (Nasanen  et  al.  1999; Dakin  et  al.  2002)  can  gain  even  better  or  perfect 
approximations  of  similarity  between  image  groups.  However,  these  approaches  alter  the 
overall appearance of images by eliminating certain frequency bands, which our approach seeks 
to  avoid.  Thus,  while  the  images  here  have  not  been  filtered  before  applying  the  spectral 
distance  optimization  to  ensure  the  quasi‐natural  appearance  of  objects  in  an  image,  the 
experimenter interested in the functional role of selective spatial frequencies could precede the 
analysis with the application of a filter.  
A  mathematically  simple  way  to  achieve  maximal  “alikeness”  for  subgroups  of  images  is  the 
Dissimilarity equation, which we have modified from the one often used in the analysis of EEG 
and MEG datasets  to  identify whether  the  topographies  of  responses  differ  (c.f.  Lehmann  and 
Skrandies  1980;  Skrandies  1993;  Murray  et  al  ,  this  issue).  Dissimilarity  as  such  bears  no 
physical significance; rather,  it  is a singular measure of the difference along a given dimension 
(e.g. topography of an ERP or spatial frequency in the case of images) without any quantification 
of  the  variance  in  this  difference.  For  this  reason,  Dissimilarity  is  interpretable  when  a 
distribution of  values  is  generated based on permutations of  a  dataset  (here,  images whereas 
topographic maps in the case of EEG/ERP).  
Inputs for the Dissimilarity equation are the mean spectra of two subgroups of images (i.e. two 
experimental  conditions)  selected  from  among  a  larger  population  of  images.  The  equation 


















































































































































































































































































It  becomes  evident  that  one  particular  choice  of  photographs  per  group  yields  the  lowest 
dissimilarity  (~0.22),  whereas  another  choice  results  in  a  Dissimilarity  value  twice  as  high 
(~0.48).  The  lower  panel  of  Figure  22  shows  the  groups  of  images  from  each  condition  that 













stimulus  conditions. These methods are not  solely applicable  to visual  feature  control but  can 
also be extrapolated to acoustic properties.  
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networks between populations. At  least  two  issues  remain unresolved.  First,  the  specificity  of 
this  deficit  (and  suitability  as  an  endophenotype) has  yet  to be  established, with  evidence  for 
impaired  P1  responses  in  other  clinical  populations.  Second,  it  remains  unknown  whether 
schizophrenia patients exhibit intact functional modulation of the P1 VEP component; an aspect 
that  may  assist  in  distinguishing  effects  specific  to  schizophrenia.  We  applied  electrical 
neuroimaging  analyses  to  VEPs  from  chronic  schizophrenia  patients  and  healthy  controls  in 
response to variation in the parafoveal spatial extent of stimuli. Healthy controls demonstrated 
robust modulation  of  the  VEP  strength  and  topography  as  a  function  of  the  spatial  extent  of 










Historically  schizophrenia  has  been  considered  as  primarily  a  disturbance  in  higher‐order 
functions  (Goldman‐Rakic  1994;  Goldberg  TE & Gold  JM 1995; Weinberger & Gallhofer  1997; 
Green 1998). More recently, there has been increasing interest in the contributions of early and 
low‐level processing impairments. This has been most notable in the case of auditory processing 
where  impairments  in  sensory  gating  and  in  mismatch  negativity  generation  are  well‐
documented  (Umbricht  et  al.  2000;  Umbricht  et  al.  2006;  Lavoie  et  al.  2008). With  regard  to 
visual dysfunctions, a number of studies support there being deficits that more strongly impact 









shift  in  the amplitude of an otherwise  intact process, but  instead  follows  from a change  in  the 
configuration  of  the  underlying  brain  network  as  revealed by  topographic modulations  in  the 
VEP.  
At  present,  however,  it  remains  unknown  whether  this  perturbed  network  is  capable  of 
















objective  of  determining  whether  impaired  responses  reflect  impaired  sensitivity  to  spatial 
features. Prior work  from our  group has  shown  that  in healthy  controls  the P1  is  sensitive  to 
small (<1°) variations in the spatial eccentricity of parafoveally presented stimuli (Murray et al., 
2002).  Here,  we  compared  VEPs  from  patients  in  response  to  such  variations  in  the  spatial 
eccentricity of  stimuli  that were oriented  to  form an  illusory  contour shape or not. Given  that 






(all  males;  2  left‐handed),  aged  36‐47  years  (mean±SD  =  42±4  years)  at  the  time  of  EEG 




or  corrected‐to‐normal  vision.  These  participants  are  a  subset  of  those  from  our  prior  work 
(Foxe  et  al.  2005),  which  included  16  patients  with  schizophrenia  and  17  healthy  controls. 
Exclusion of data from 8 of the original 16 patients was due to poor signal quality  in the VEPs 
when averaged according  to  the subset of stimuli described below. Data  from control  subjects 
were  excluded  to  generate  a  cohort  matched  in  size,  age,  and  sex.  Positive  and  Negative 



























Participants  were  instructed  to  centrally  fixate  an  array  of  Kanizsa‐type  (Kanizsa  1976) 
‘pacmen’  inducers  that  were  oriented  in  one  of  two  manners  to  either  form  or  not  form  an 
illusory  shape  (‘IC’  and  ‘NC’  conditions,  respectively).  The  timing  of  the  stimuli  and  response 
window is detailed below. The inducers were circular (subtending 3° of visual angle in diameter) 
and appeared black on a gray background. Stimuli were presented on a CRT computer monitor 











45° radii  from central  fixation. For  the circle,  the  four  inducers were  located at 3° eccentricity 





23).  The  reason  for  this  choice  is  that  studies  in  healthy  controls  have  shown  that  early  VEP 








The  timing  of  stimulus  presentations  during  the  course  of  a  trial was  such  that  each  array  of 
inducers  appeared  for  500ms,  followed  by  a  blank  gray  screen  for  1000ms.  Then  a  ‘Y/N’ 
response  prompt  appeared  and  remained  on  the  screen  until  a  response was made,  allowing 
participants  to  fully  control  stimulus  delivery.  Another  blank  screen  of  1000ms  duration 
followed  participants’  responses.  Subjects  were  instructed  to  press  one  button  for  a  ‘No’ 
response, indicating that they did not perceive a gray shape ‘pop‐out’ from the background, or a 
second  button  for  a  ‘Yes’  response,  indicating  that  they  perceived  a  gray  shape  on  top  of  the 
inducers.  IC  and  NC  inducer  configurations  were  randomly  presented  and  were  equally 
probable.  Stimulus  presentation  and  response  collection  were  controlled  using  Neuroscan’s 
STIM  software  and  hardware.  Subjects  were  encouraged  to  take  breaks  between  blocks  to 
maintain high concentration and prevent fatigue. Use of the response prompt was to displace in 







Ag/AgCl  electrodes  (impedances  <5kΩ,  nose  reference,  0.05  –  100Hz  band  pass  filter,  500Hz 
sampling rate). For VEP calculation EEG epochs were time‐locked to the presentation of inducer 
arrays  and  covered  100ms  pre‐stimulus  and  500ms  post‐stimulus.  Epochs  with  amplitude 
deviations in excess of ±80µV at any channel, with the exception of those labeled as ‘bad’ due to 
poor electrode‐skin contact or damage, were considered artifacts and were excluded. Likewise, 
trials  with  blinks  or  other  transients were  excluded  off‐line  based  on  vertical  and  horizontal 
electrooculograms.  Data  from  ‘bad’  channels were  interpolated  using  3D  splines  (Perrin  et  al. 
1987), and data were down‐sampled to a 61‐channel scalp montage used for source estimations. 
Prior  to  group‐averaging  VEPs,  data  were  band‐pass  filtered  (0.1‐60Hz),  re‐calculated  to  an 
average reference, and baseline corrected using the pre‐stimulus interval. For each participant, 4 
VEPs were calculated, following the 2 condition (IC, NC) x 2 eccentricity (wide, narrow) within 
subject  design.  The  number  of  accepted  sweeps  per  condition  was  ~110  for  controls  (∈
[54,197]) and ~ 70 for patients (∈[30,124]). 
6.2.3.d EEG analyses 
The  analyses  were  performed  using  the  Cartool  software  by  Denis  Brunet 
(http://brainmapping.unige.ch/Cartool.htm).  This study followed a 2x2x2 mixed model design, 
using  the  within  subjects  factors  of  stimulus  eccentricity  (wide  vs.  narrow)  and  stimulus 
condition  (IC  vs. NC)  and  the  between  subjects  factor  of  clinical  status  (patients  vs.  controls). 
Given  the  cohort  size  for  each  group,  non‐parametric  statistics  were  used  throughout.  The 
repeated measures  non‐parametric  F‐test  is  a  bootstrapping  of  the  subjects  on  the  one  hand 
(taking with replacement the subject label) and permutation of the within subjects factors on the 
other.  On  each  cycle we  calculate  for  each  randomization  an  F‐value.  Repeating  this  for  1000 
cycles generates an empirical distribution of F‐values from which a corresponding p‐value can 
be obtained. This method has the advantage of keeping the intra‐variance of the subjects and the 




Effects  were  identified  with  a  multi‐step  analysis  procedure,  which  we  refer  to  as  electrical 
neuroimaging,  examining  reference‐independent  global  measures  of  the  electric  field  at  the 
scalp (Michel et al. 2004; Murray et al. 2008). Briefly, electrical neuroimaging entails analyses of 
response  strength  and  response  topography  to  differentiate  effects  due  to modulation  in  the 
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strength of responses of statistically  indistinguishable brain  generators  from alterations  in  the 
configuration of these generators (viz. the topography of the electric field at the scalp). Electrical 
neuroimaging  analyses,  being  reference‐independent,  have  several  advantages  over  canonical 
waveform  analyses.  The  statistical  outcome with  voltage waveform  analyses will  change with 
the choice of the reference electrode (Murray et al. 2008). Our conclusions are based solely on 
reference‐independent global measures of the electric field at the scalp. In addition, we utilized 
the  local auto‐regressive average distributed  linear  inverse solution (LAURA; Grave de Peralta 




and Melie‐Garcia,  2010). Values  at  each  time point were  compared with  a  repeated measures 
non parametric F‐test, as above. To account for temporal auto‐correlation, only effects persisting 
for at least 10ms were considered reliable (see Guthrie and Buchwald, 1991). 
A  K‐means  clustering  analysis  of  the  VEP  topography  at  the  scalp  identified  time  periods  of 
stable  topography  independent  of VEP  strength  (data  are normalized), which  is  a  data‐driven 
measure  (Murray  et  al.  2008;  Murray  et  al.  2009).  The  optimal  number  of  topographies  or 
‘template maps’ that accounted for the group‐averaged data set (i.e. the post‐stimulus periods of 
all conditions from both patients and controls, collectively) was determined by a modified cross‐
validation  criterion  (Murray  et  al.  2008;  Murray  et  al.  2009).  The  pattern  of  template  maps 
identified in the group‐averaged data across patients and controls was then statistically tested in 
the data of each individual participant, using spatial correlation to label each data point as better 






We  estimated  the  sources  in  the  brain  underlying  the VEPs using  a  distributed  linear  inverse 
solution (ELECTRA) applying the local autoregressive average (LAURA) regularization approach 
to address the non‐uniqueness of the inverse problem (Grave de Peralta Menendez et al. 2001; 
Grave de Peralta Menendez  et  al.  2004; Michel  et  al.  2004).  The  inverse  solution  algorithm  is 
based on biophysical principles derived from the quasi‐static Maxwell's equations; most notably 








Institute's  average  brain  (courtesy  of  Grave  de  Peralta  Menendez  and  Gonzalez  Andino; 
http://www.electrical‐neuroimaging.ch/). The head model and lead field matrix were generated 
with the Spherical Model with Anatomical Constraints (SMAC; Spinelli et al. 2000). As an output, 
LAURA provides  current density measures;  the  scalar  values of which were evaluated at  each 
node.  Prior  basic  and  clinical  research  has  documented  and  discussed  in  detail  the  spatial 
accuracy of this inverse solution (e.g. Grave de Peralta Menendez et al. 2004; Michel et al. 2004; 
Gonzalez Andino et al. 2005; Gonzalez Andino et al. 2005; Martuzzi et al. 2009). The time periods 










NC_wide,  and  NC_narrow  conditions,  respectively.  These  values  for  patients  were  97±5.6%, 
92±6%,  97±5.17.0%,  and  90±11.3%.  Values  from  individual  participants  were  statistically 
analyzed  with  a  2x2x2  repeated  measures  non‐parametric  F‐test  using  the  within  subjects 













group,  such  that patients would appear  to have a generally  smaller P1  than controls  (see also 
Foxe et al., 2005). Second, healthy controls appear to exhibit modulation over P1 VEP latencies 
as a function of stimulus eccentricity, whereas patients with schizophrenia do not. Third and by 
contrast,  responses  from  both  populations  appear  to  modulate  over  N1  VEP  latencies  as  a 
function  of  stimulus  condition  (i.e.  as  a  function  of  illusory  contour  presence).  These 
observations  were  statistically  evaluated  via  a  time‐point  by  time‐point  2x2x2  mixed  model 
repeated measures non parametric F‐test. There was a main effect of eccentricity over the 56‐




with  generally  stronger  responses  for  controls  than  patients.  Additionally,  there  was  a 



























































































































































































































































































stimulus  eccentricity  over  the  78‐96ms,  118‐130ms,  and  168‐184ms  post‐stimulus  intervals. 
There was also a main effect of stimulus condition over the 124‐156ms post‐stimulus interval. In 
the case of patients with schizophrenia, there was a main effect of stimulus eccentricity over the 
114‐136ms  interval.  There  was  also  a main  effect  of  stimulus  condition  over  the  144‐160ms 
post‐stimulus  interval.  Thus,  controls  but  not  patients  exhibited  robust  modulation  with 
stimulus  eccentricity  during  the  P1  period.  We  would  add  that  there  was  also  a  significant 
interaction between group and stimulus condition over  the 388‐404ms post‐stimulus  interval. 














analysis  revealed  significant  interactions  between  eccentricity  and map  (p=0.001)  as  well  as 
between group, eccentricity, and map (p=0.01) see Figure 26. Because topographic differences 
forcibly follow from differences in the configuration of the underlying sources (Lehmann, 1987), 


















performed  a  2X2X2  repeated  measures  non  parametric  F‐test  (clinical  status  X  stimulus 
condition  X  stimulus  eccentricity). We  applied  a  p<0.01  threshold  at  the  single‐node  level  in 
conjunction  with  a  6‐node  spatial  extent  criterion.  There  was  a  significant  clinical  status  X 
stimulus  eccentricity  interaction within  two  circumscribed brain  regions  (Figure 27). To  label 





























































































































































































by  that accounting  for responses  to  the narrow condition  in healthy controls. That  is, patients 
responded to both eccentricities as  if  they were “narrow”. Source estimations  further revealed 
that  this  impairment  followed  from  diminished  activity  within  parietal  structures,  consistent 
with models  implicating magnocellular and/or dorsal visual stream processing impairments  in 
schizophrenia. Importantly, the temporal resolution of VEP and electrical neuroimaging analyses 
revealed  that patients did  indeed exhibit  sensitivity  to  spatial  stimulus  features at  subsequent 
processing stages when control subjects also exhibited recursive treatment of this feature, ruling 
out explanations in terms of general insensitivity. 
Prior  studies  have  documented  reduced  P1  responses  to  visual  stimuli  not  only  in  chronic 
patients (Foxe et al. 2001; Doniger et al. 2002; Foxe et al. 2005; Butler et al. 2007), but also in 
their  first‐degree  relatives  (Yeap  et  al.  2006).  In  the  Yeap  et  al.  2006  study  a  substantial  P1 
reduction was  demonstrated  in  response  to  isolated‐check  stimuli  in  both  patients  as well  as 
their  first‐degree  relatives  compared  to  controls.  These  findings  are  suggestive  of  a  potential 
endophenotype,  though  more  recently  Yeap  et  al.  2009  observed  a  similar  impairment  in 
patients  with  bipolar  disorder.  Thus,  the  specificity  of  the  P1  reduction  remains  to  be 
established. The present study, which we would emphasize is a more fine‐grained analysis of a 




Source  estimations  of  effects  in  the  present  study  revealed  significant  differences  between 
healthy  controls  and  chronic  patients  within  the  left  precuneus  and  medial  inferior  parietal 
cortex as well as the left pre‐central gyrus. On the one hand, the left‐hemisphere laterality of this 
localization  is also consistent with prior  studies  (Roemer et al., 1978;  though see Butler et al., 
2006). On  the other hand,  this  localization  is  consistent with  a deficit within  the dorsal visual 
pathway (see also Sehatpour  al., 2010). 
While sensitivity to the spatial eccentricity of the inducers was impaired over the P1 component, 
intact  processing  of  this  feature  by  chronic  patients  was  indeed  observed  at  subsequent 
processing  stages. That  is, main  effects of  stimulus  eccentricity were observed  in both groups 
over  the  100‐150ms  post‐stimulus  interval  both  at  the  level  of  individual  scalp  electrodes 
(Figure 24) and also at the level of Global Field Power (Figure 25). Thus, impaired sensitivity to 
the  spatial  eccentricity of  stimuli would appear  to be delimited  to  early  time periods. At  later 
latencies  (i.e.  ~250ms  and  thereafter),  by  contrast,  there  was  evidence  for  main  effects  of 
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stimulus eccentricity  in patients  that were not evident  in controls. One possibility  is  that  such 
effects  constitute  a  compensatory  mechanism  in  patients  for  early  spatial  processing 
impairments.  This  possibility  is  particularly  tempting  in  light  of  psychophysical  evidence  that 
patients  are  impaired  in  hierarchical  processing  of  visual  stimuli,  favoring  global  over  local 
percepts  (e.g.Coleman et al. 2009). A speculative possibility  is  that  compensatory mechanisms 
for  early  deficits  that  particularly  effect  sensitivity  to  wider  spatial  distributions  result  in  a 
subsequent hyper‐sensitivity to spatially distributed information. 
Several  aspects  of  our  findings  speak  against  an  explanation  in  terms of  generally diminished 
attention  or  arousal  in  patients  vs.  controls.  First,  performance  by  the  patients  on  the 
discrimination of the presence vs. absence of illusory contour stimuli was indistinguishable from 
that of controls, suggesting that patients were adequately engaged in the task and did not find it 
more  (or  less)  demanding  than  control  subjects.  Second,  the wide/narrow difference was not 
requisite to the task of illusory contour presence discrimination. Such being said, sensitivity to 
the  spatial  position  and  orientation  of  the  inducer  stimuli was  (likely)  necessary  for  accurate 
performance.  Finally,  our  analyses  revealed  that  while  sensitivity  to  the  wide/narrow 
distribution  of  inducers  was  not  observed  over  the  P1  period,  it  was  indeed  observed  at 
subsequent time periods preceding the initial sensitivity to the presence vs. absence of illusory 
contours. This would  suggest  that  any deficit  is  not  general,  but  rather  likely  specific  to  early 
stages  of  spatial  processing;  though  fully  resolving  this  will  require  additional  investigations. 
Plus,  it will be  informative  to  examine  to what  extent  and  in what manner  factors  like  spatial 
attention impact patients’ sensitivity to the spatial features of the stimuli. For example, it may be 
the case that early‐latency deficits like that reported here persist even when attention (viz. task 
demands)  is directed  to  the  spatial distribution of  the  stimuli. By  contrast,  subsequent  stages, 
which in the present paradigm were intact, might well become susceptible to impairments when 
spatial  attention  is  also  at  play,  given  previous  demonstrations  of  impaired  attention‐related 
functions in patients with schizophrenia (e.g. Schwartz et al. 2001). 
An alternative explanation for the VEP modulation seen in control subjects is that the differences 
are  due  to  the  position  of  the  inducers  (in  terms  of  their  polar  angle)  rather  to  their  spatial 
eccentricity. That is, the inducers defining the circle (as well as its NC counterpart) are located 
along  the  horizontal  and  vertical  meridians,  whereas  those  defining  the  square  (and  its  NC 
counterpart) are  located along  the diagonals. Any VEP differences would  therefore  reflect  this 
polar  angle  difference  in  stimulus  position,  rather  than  their  eccentricity  per  se.  If  this  were 






function  of  inducer  eccentricity  can  be  observed  even  when  controlling  for  their  position  in 
terms of polar angle (Murray et al., 2002). Plus,  the  localization of  the statistical differences  in 
the  source  estimations  observed  in  the  present  study  within  parietal  structures  provides  a 
further argument against a purely retinotopic impairment in patients with schizophrenia. 
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Despite  numerous  studies,  the  neurophysiologic  mechanism  mediating  illusory  contour  (IC) 
sensitivity remains controversial. Three general models can be distinguished. One favors effects 
within  lower‐tier  cortices,  V1/V2,  mediated  by  feed‐forward  inputs  and/or  long‐range 





particular  stimuli  lack  salient  regions otherwise present  in Kanizsa‐type  stimuli.  Plus,  varying 
line  orientation  one  can  assay  early,  low‐level  (V1/V2)  modulations  independently  of  IC 
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presence.  Using  this  2x2  within  subject  design,  we  recorded  160‐channel  visual  evoked 
potentials  (VEPs)  from  15  healthy  humans  and  disambiguated  the  relative  timing  and 
localization  of  IC  sensitivity  with  respect  to  that  for  grating  orientation  (as  well  as  any 
interactions  between  these  features).  Millisecond‐by‐millisecond  analyses  of  VEPs,  response 
strength,  as  well  as  of  distributed  source  estimations  revealed  a  main  effect  of  grating 
orientation beginning at 65ms post‐stimulus onset within the calcarine sulcus (and elsewhere) 
that was followed by a main effect of IC presence beginning at 85ms post‐stimulus onset within 






discontinuous  or  absent  boundaries  within  or  between  objects.  Experimentally,  stimuli 
producing illusory contours (ICs) have been used to mimic these conditions (Figure 28). Despite 
extensive research in humans and animals, controversy persists regarding the neurophysiologic 















Kruggel  et  al.,  2001; Pegna  et  al.,  2002; Murray  et  al.,  2002,  2004,  2006; Halgren  et  al.,  2003; 
Brighina et al., 2003; Foxe et al., 2005; de‐Wit et al., 2009; alsoLee and Nguyen, 2001; Sáry et al., 
2007, 2008). Still others postulate that the effects within LOC reflect sensitivity to salient regions 








two  supports  an  illusory  differentiation  in  LOC  and  activities  in  other  region  are  due  to  a  “top‐down” modulation. 




of  stimuli,  particularly  for  studies  in  humans.  Electroencephalographic  (EEG)  and  magneto‐
encephalographic  (MEG)  recordings  reliably  demonstrate  effects  within  LOC  at  ~100‐150ms 
post‐stimulus  onset  (Murray  et  al.,  2002a,  2004a,  2006),but  have  failed  to  document  early‐
latency effects within V1/V2; though embracing the null hypothesis is problematic. Late latency 
(presumably  feedback)  modulations  have  been  reported  based  on  MEG  (Ohtani  et  al.,  2002; 
Halgren  et  al.,  2003).In  the  case  of  hemodynamic  imaging,  evidence  for  IC  sensitivity  within 




none  (Kruggel  et  al.,  2001;  Murray  et  al.,  2002b;  Stanley  and  Rubin,  2003),  and  still  others 
observed V1/V2 modulations with abutting  gratings but not Kanizsa‐type  stimuli  (Mendola  et 
al., 1999).  
Another  contributing  factor  is  therefore  the  choice  of  stimuli.  Investigations  in  animals  and 
humans suggest  that misaligned gratings elicit  larger  response modulations  than Kanizsa‐type 
stimuli  (Peterhans  and  von  der  Heydt,  1989;  Mendola  et  al.,  1999).  Psychophysical  data  in 
humans likewise indicate there to be perceptual differences between these stimuli (Petry et al., 
1983).  Abutting  gratings  are  advantageous  insofar  as  line  orientation  reliably modulates  low‐
level visual cortices in a bottom‐up manner(Shapley, 2007). By applying electrical neuroimaging 


















were based on a 2x2 within subject design,  involving  factors of  stimulus condition  (IC vs. NC) 
and orientation of the gratings (horizontal vs. vertical). 
The  stimuli  were  presented  within  the  context  of  an  interposed  auditory  experiment  that 




studies  from  our  group  have  shown  nearly  identical  effects  with  Kanizsa‐type  stimuli  under 
active  and  passive  conditions;  Murray  et  al.,  2002).  Participants  were  instructed  to  fixate  a 
centrally presented crosshair and to avoid blinking during stimulus presentations. Visual stimuli 
were presented  for 200ms. The  inter‐stimulus  interval  (ISI) between  the end of  the sound (2s 
duration) and the visual stimuli (ISI1) varied from 500ms to 900ms. The ISI between the end of 
the  visual  stimuli  (ISI2)  and  the next  sound varied  according  to  the  equation  (ISI2=1400ms – 
ISI1;  ISI2  Ԗ  [500;900ms]).  The  order  of  visual  stimuli  within  a  block  of  trials  stimuli  was 
randomized,  but  each  stimulus  appeared  8  times  within  each  block.  Stimulus  delivery  and 
response  recordings were  controlled  by  E‐Prime  (Psychology  Software  Tools  Inc.,  Pittsburgh, 
USA;  www.pstnet.com/eprime).  Stimuli  were  presented  on  a  21”  CRT  monitor  at  a  viewing 
distance of 100cm from the participant. 
6.3.4.c EEG acquisition and pre­processing 
Continuous  EEG  was  acquired  at  1024Hz  through  a  160‐channel  Biosemi  ActiveTwo  AD‐box 
(http://www.biosemi.com) referenced to the common mode sense (CMS; active electrode) and 
grounded  to  the driven  right  leg  (DRL; passive  electrode), which  functions as  a  feedback  loop 
driving  the  average  potential  across  the  electrode montage  to  the  amplifier  zero  (full  details, 
including  a  diagram  of  this  circuitry,  can  be  found  at 
http://www.biosemi.com/faq/cms&drl.htm).  
EEG  epochs  were  time‐locked  to  the  presentation  of  visual  stimuli  and  spanned  100ms  pre‐
stimulus and 500ms post‐stimulus. Epochs with amplitude deviations in excess of ±80µV at any 
channel,  with  the  exception  of  those  labeled  as  ‘bad’  due  to  poor  electrode‐skin  contact  or 
damage,  were  considered  artifacts  and  were  excluded.  Likewise,  trials  with  blinks  or  other 
transients were excluded off‐line based on vertical and horizontal electrooculograms. Data from 
‘bad’ channels were interpolated using 3D splines (Perrin et al. 1987). Prior to group‐averaging 
VEPs,  data  were  band‐pass  filtered  (0.1‐60Hz),  re‐calculated  to  an  average  reference,  and 
baseline corrected using the pre‐stimulus interval. For each participant, 6 VEPs were calculated 
that were each based on  the acceptance of ~200 epochs  (average  across subject  range 202  to 
206; F(5,70)=28.8, p=0.31). There were three stimulus varieties (NC, IC when forming a diamond, 
and  IC when  forming  a  circle)  and  two grating orientations  (horizontal  and vertical). Because 








The  analyses  were  performed  using  the  Cartool  software  programmed  by  Denis  Brunet 
(http://brainmapping.unige.ch/Cartool.htm). Effects were identified with an analysis procedure, 
referred to as electrical neuroimaging, which quantifies reference‐independent global measures 
of  the  electric  field  at  the  scalp  as well  as distributed  source  estimations  (Michel  et  al.,  2004; 
Murray  et  al.,  2008).  Because  our  previous  investigations  have  reliably  demonstrated  that  IC 
sensitivity stems from modulations in response strength and not response topography (Murray 
et  al.,  2004b,  2006;  Foxe  et  al.,  2005;  Shpaner  et  al.,  2009),  we  focused  our  analyses  of  the 
electric  field  at  the  scalp  on  the  quantification  of  global  field  power  (GFP;  Lehmann  and 
Skrandies, 1980). GFP equals  the spatial  standard deviation across  the electrode montage and 
yields larger values for stronger responses (Koenig and Melie‐García, 2010). GFP values at each 
time  point  were  compared with  a  repeated measures  ANOVA.  To  account  for  temporal  auto‐
correlation, only effects (p<0.05) persisting for at least 11 time frames (>10ms) were considered 
reliable (Guthrie and Buchwald, 1991). 
In  addition,  we  estimated  the  intracranial  sources  of  the  VEPs  as  a  function  of  time  using  a 
distributed  linear  inverse  solution  (ELECTRA)  and  applying  the  local  autoregressive  average 
(LAURA) regularization approach to address the non‐uniqueness of the inverse problem (Grave 
de Peralta Menendez et al., 2001, 2004; Michel et  al., 2004). The  inverse solution algorithm  is 
based on biophysical principles derived from the quasi‐static Maxwell's equations; most notably 
the  fact  that  independent  of  the  volume  conductor  model  used  to  describe  the  head,  only 
irrotational and not solenoidal currents contribute to the EEG (Grave de Peralta Menendez et al., 
2001,  2004).  As  part  of  the  regularization  strategy,  homogenous  regression  coefficients  in  all 
directions and within the whole solution space were used. LAURA uses a realistic head model, 
and  the  solution  space  included  3005  nodes,  selected  from  a  6  ×  6  ×  6  mm  grid  equally 
distributed  within  the  gray  matter  of  the  Montreal  Neurological  Institute's  average  brain 
(courtesy  of  Grave  de  Peralta  Menendez  and  Gonzalez  Andino;  http://www.electrical‐




solution  (e.g.Grave  de  Peralta  Menendez  et  al.,  2004;  Michel  et  al.,  2004;  Gonzalez  Andino, 
Michel,  et  al.,  2005;  Gonzalez  Andino, Murray,  et  al.,  2005; Martuzzi  et  al.,  2009).  The  source 
estimations were calculated for each time point, subject and condition. These data matrices were 
then submitted to a repeated measures ANOVA as a function of time (see also Britz and Michel, 
2010).  To  partially  correct  for  multiple  testing  and  temporal  auto‐correlation  we  applied  an 
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significance  threshold  of  p<0.01,  a  temporal  criterion  of  11  consecutive  time‐frames, and  a 




fixating  (i.e.  subjects  were  performing  a  task  on  intervening  sounds).  As  such,  there  are  no 
behavioral  results  to  report,  though prior work has  shown near‐ceiling performance on when 





in Figure 30. Visual  inspection of  these waveforms was suggestive of  two stages of differential 
responses: first an orientation differentiation (~60ms) followed by a modulation as a function of 
IC presence vs. absence  (~100ms). These observations were statistically evaluated via a  time‐
point  by  time‐point  2x2  repeated  measures  ANOVA.  There  was  a  main  effect  of  stimulus 
orientation (63‐74ms at Oz and 74‐112ms and 209‐297ms at PO6). There was also a main effect 








condition.  Solid  lines  refer  to  the  horizontal  stimulus  condition  and  the  dotted  to  the  vertical  stimulus  condition. 




As  described  in  the  Materials  and  Methods,  the  VEP  data  were  analyzed  using  electrical 
neuroimaging  methods;  here  principally  in  terms  of  reference‐independent  GFP  waveforms. 
Group‐averaged  GFP  waveforms  from  each  condition  are  displayed  in  Figure  31.  As  above, 
Visual inspection of these waveforms suggests there to be differences as a function of stimulus 
orientation followed by effects of stimulus condition. These millisecond‐wise 2x2 ANOVA on the 
GFP  revealed  a  main  effect  of  stimulus  orientation  over  the  65‐107ms,  128‐175ms  and  365‐
400ms  post‐stimulus  intervals.  Responses  over  the  initial  ~100ms  were  generally  stronger 
responses  to  the  ‘vertical’  than  ‘horizontal’  condition  (Maffei  and Campbell,  1970).  There was 














post‐stimulus  interval.  The  repeated  measures  ANOVA  revealed  a  main  effect  of  stimulus 
orientation over the ~60‐90ms post‐stimulus period that was located in bilateral occipital and 
temporal  regions,  including  the  calcarine  sulcus,  with  stronger  responses  to  vertical  than 
horizontal stimuli (Figure 32; red traces). A visualization of the distribution of this main effect is 
displayed at 66ms post‐stimulus onset. There was a main effect of stimulus condition over the 
~80‐130ms  post‐stimulus  period  that  was  located  first  within  left  temporo‐parietal  regions 
(~80‐110ms) and subsequently within right temporo‐parietal regions (~100‐130ms; Figure 32, 















Statistical  analyses of  source  estimations over  the  initial  200ms post‐stimulus  interval. The upper panel displays  a 
time‐point  by  time‐point  repeated  measures  ANOVA  on  the  source  estimations  (F(1,14);  alpha  ≤0.01;  temporal 
criterion of at least 11 contiguous time‐points and spatial extent criterion of 15 contiguous solution points). The red 
color  represents  the main  effect  of  stimulus  orientation  and  the  blue  color  represents  the main  effect  of  stimulus 










t  Statistical  analyses  of  source  estimations  over  the 200‐400ms post‐stimulus  interval. The upper panel  displays  a 
time‐point  by  time‐point  repeated  measures  ANOVA  on  the  source  estimations  (F(1,14);  alpha  ≤0.01;  temporal 
criterion of at least 11 contiguous time‐points and spatial extent criterion of 15 contiguous solution points). The red 






this,  we  recorded  VEPs  in  response  to  misaligned  line  gratings  that  in  turn  induced  the 
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perception  of  illusory  contour  shapes. Moreover,  by  varying  the  orientation  of  these  gratings 
(both when inducing an IC and not), we could assay responsiveness of low‐level visual cortices. 
The application of electrical neuroimaging analyses to these VEPs allowed us to determine both 
the  temporal and spatial dynamics of  IC sensitivity  relative  to  that  for grating orientation. We 
show that sensitivity to grating orientation transpires over the 60‐90ms post‐stimulus interval, 






us  to have  a  stimulus  that  reliably modulates  responses within  V1/V2  and on  the  other hand 
controlled for the presence of salient regions in the stimuli (this latter point is discussed in detail 
below).  Analyses  both  at  the  level  of  surface  VEPs  and  estimations  of  intracranial  sources 
indicate  that  sensitivity  to  grating  orientation  occurred  during  the  initial  stages  of  visual 
processing (60‐90ms) within regions within the calcarine sulcus and surrounding cortices. This 
effect  coincides  with  the  C1  component  of  the  VEP,  which  is  known  to  include  prominent 
generators within V1/V2 (Clark et al., 1995; Foxe et al., 2008) (Foxe and Simpson, 2002). This 
effect of orientation  sensitivity was  followed by  IC  sensitivity  (80‐110ms) within  the LOC and 
extended dorsally into parietal regions (though excluding modulations at this latency within the 
calcarine sulcus; Figure 32). Subsequent stages of IC sensitivity (~280‐340ms), however, indeed 
demonstrated  effects  within  the  calcarine  sulcus  (and  likely  V1/V2).  Additionally,  the  high 
temporal  resolution of  electrical neuroimaging allowed us  to  situate  IC  sensitivity  in  time and 
space with respect to these modulations within V1/V2. This collective pattern demonstrates the 
appropriateness of the stimuli as well as the sensitivity of our electrical neuroimaging methods 
to  produce  reliable  effects within  lower‐tier  visual  cortices.  However, we would  acknowledge 
that  despite  using  160‐channel  VEPs  and  being  able  to  detect  modulations  in  GFP,  we  were 





That  IC  sensitivity  occurs  first within  the LOC  is  highly  consistent with  results  using Kanizsa‐





active  vs.  passive  viewing,  and  accuracy  during  IC  curvature  discrimination.  In  all  cases,  IC 
sensitivity  manifested  as  a  modulation  in  response  strength  (i.e.  GFP)  with  no  evidence  for 
topographic  differences  relative  to  the  NC  condition.  Parsimony  thus  favors  a  mechanism 
whereby a configuration of statistically indistinguishable intracranial generators responds more 
strongly  to  IC  presence  than  absence,  which was  further  confirmed  by  source  estimations  in 






Ohtani  et  al.  (2002)  described  IC  sensitivity  to misaligned  line  gratings  over  the  80‐150ms 
post‐stimulus period. However, effects were only reliable in just two of the four subjects. In their 
seminal  fMRI  study, Mendola  et  al.  (1999)  found  larger  effects  of  IC  sensitivity  induced  by 
misaligned  gratings  than  by  Kanizsa‐type  stimuli  (additional  conditions  included  stereopsis‐
defined  and  luminance‐defined  shapes).  It will  therefore  be  of  interest  for  future  research  or 
meta‐analyses  to  establish  a  quantitative  metric  of  IC  sensitivity  for  different  varieties  of 
inducers  based  on EEG data. More  recently, Montaser‐Kouhsari  et  al.  (2007)  examined  the 
impact of grating orientation on adaptation to ICs as measured with fMRI from four observers. 
While  they  observed  orientation‐sensitive  adaptation  effects  throughout  visual  cortices,  they 
were  larger  within  higher‐tier  than  lower‐tier  regions.  This  increase  across  regions  was 
furthermore not  readily  explained by passive  transmission of  effects  (perhaps  in  a  bottom‐up 
fashion)  from  lower‐tier  to higher‐tier  regions.  Instead,  they  leave open  the possibility  that  IC 
sensitivity  and  its  adaption  may  originate  within  higher‐tier  regions,  including  LOC,  and 
acknowledge the need for measurements with higher temporal resolution. The present electrical 
neuroimaging study provides this temporal  information as well as a degree of spatial  location. 
While  we  were  not  able  to  detect  any  interactions  between  IC  sensitivity  and  orientation 
sensitivity  here,  applying  an  adatption  paradigm  similar  to  that  in  Montaser‐Kouhsari  et  al. 
(2007) and/or other task parameters explicitly requiring attention to stimulus orientation may 
uncover  finer  levels  of  interaction  between  contour  and  orientation  processes.  Such 
notwithstanding,  the present  findings do provide  indicate a degree of successive processing of 









by  Stanely  and  Rubin  (2003)  based  on  fMRI  results  showing  equivalent  depth  of modulation 
within  the LOC  to Kanizsa‐type  ICs  as well  as  rounded versions  of  these  stimuli  that  lacked  a 
perception of  bound  contours.  It  is worth noting,  however,  that while  their model proposes  a 
















of  scalp‐recorded  VEPs  to  provide  spatio‐temporal  information  regarding  mechanisms  of 
illusory contour sensitivity in humans. As such, we were able to disambiguate competing models 
generated  from  a  combination  of  evidence  from  humans  and  animals.  First,  the  initial  IC 
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