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A MONTEL-TYPE THEOREM FOR MIXED DIFFERENCES
J. M. ALMIRA
Abstract. We prove a generalization of classical Montel’s theorem for the mixed dif-
ferences case, for polynomials and exponential polynomial functions, in commutative
setting.
1. Introduction
Given G a group, the function f : G → C is called a polynomial of degree ≤ n if
satisfies FrA˜ c©chet’s mixed differences equation
(1) ∆hn+1∆hn · · ·∆h1f = 0 for all h1, · · · , hn+1 ∈ G,
and it is called a semipolynomial of degree ≤ n if satisfies FrA˜ c©chet’s unmixed differences
equation
(2) ∆n+1h f = 0 for all h ∈ G.
Here, ∆h : C
G → CG is the forward differences operator given by ∆hf(x) = f(xh) −
f(x), ∆hn+1∆hn · · ·∆h1 = ∆hn+1(∆hn · · ·∆h1) denotes the composition of the operators
∆h1 , · · · ,∆hn+1 and ∆
n+1
h = ∆h(∆
n
h). If G is commutative, Djokovic´’s Theorem [7] guar-
antees that equations (1) and (2) are equivalent (see also [17] for a different proof of this re-
sult) so that both concepts represent the very same class of functions. Finally, we say that
f : G→ C is an exponential polynomial if the space τ(f) = span{τh(f) : h ∈ G} is finite
dimensional. Here τh : C
G → CG is the translation operator defined by τhf(x) = f(xh).
Obviously, a function f is an exponential polynomial if and only if belongs to some finite-
dimensional translation invariant vector subspace V of CG. A main motivation for this
definition is that, for G = Rd, a continuous function f : Rd → C is an exponential
polynomial if and only if is a finite sum of functions of the form p(x)e〈x,λ〉 for certain or-
dinary polynomials p(x) and vectors λ ∈ Cd. Moreover, if f is a complex valued Schwartz
distribution which belongs to a finite-dimensional translation invariant space of distribu-
tions, then f is equal, in distributional sense, to a continuous complex valued exponential
polynomial on Rd (see, e.g., [6], [8], [10], [11] or [16] for the proofs of these claims)
The following result, which was proved in [4] (see also [1], [3]), generalizes a well known
theorem of Montel [12], [13]:
Theorem 1.1. Let G be a commutative (topological) group and f : G → C be a (con-
tinuous) function. Assume that E = {h1, · · · , hs} (topologically) generates G and let
∆nk+1hk f = 0, for k = 1, · · · , s. Then f is a polynomial on G of degree at most n1+· · ·+ns.
Moreover, if G = Rd, {h1, · · · , hs} topologically generate R
d and f is a complex valued
2010 Mathematics Subject Classification. Primary 39A05, 39A70.
Key words and phrases. Equations in iterated differences, polynomials, exponential polynomials,
Montel-type theorem.
1
2 J. M. Almira
Schwartz distribution on Rd such that ∆nk+1hk f = 0, for k = 1, · · · , s. Then f is, in
distributional sense, a continuous polynomial on Rd of degree at most n1 + · · · + ns. In
particular, f is equal almost everywhere to an ordinary polynomial with total degree at
most n1 + · · ·+ ns.
In 1948 Montel [14], [15] demonstrated, for mixed differences, a version of his theorem,
for complex functions of one and two real variables. We generalize his result, with an
easier proof, to complex functions defined on any finitely generated (topologically finitely
generated) group (topological group) G, and to complex valued Schwartz distributions
defined on Rd. In particular, our result applies to complex valued functions depending on
any finite number of real variables and serves for the characterization of polynomials and
exponential polynomials as solutions of certain finite sets of mixed-differences functional
equations.
2. Main results
Theorem 2.1. Let G be a commutative group and let f : G → C be a function. If there
exist exponential polynomials Pk : G → C, k = 1, · · · , s and elements {hi,j}1≤i≤n;1≤j≤s of
G such that, for every (i1, · · · , is) ∈ {1, 2, · · · , n}
s, the set {hi1,1, · · · , his,s} is a generating
system of G, and
(3) ∆h1,k ,h2,k,··· ,hn,kf(x) = Pk(x), for all k = 1, 2, · · · , s, and all x ∈ G,
then f is an exponential polynomial.
Proof. We proceed by induction on n. If we assume that ∆h1,kf = Pk, k = 1, · · · , s, then
we have that ∆h1,k(V ) ⊆ V for k = 1, · · · , s, with V = span{f}+τ(P1)+τ(P2)+· · ·+τ(Ps)
Hence V is a finite dimensional translation invariant space, which implies that all its
elements are exponential polynomials, and f ∈ V . This proves the result for n = 1.
Assume the result holds true for n − 1 and let f satisfy (3). Take i = (i1, · · · , is) ∈
{1, 2, · · · , n}s and define the function Fi = ∆hi1,1,hi2,2,··· ,his,sf . Then, if we denote by ĥik,k
the fact that the step hik ,k is hidden (i.e. it does not appear) in a formula, we have that
∆
h1,k,h2,k,··· ,ĥik,k,··· ,hn,k
(Fi) = ∆h1,k,h2,k,··· ,ĥik,k,··· ,hn,k
(∆hi1,1,hi2,2,··· ,his,sf)
= ∆
hi1,1,hi2,2,··· ,ĥik,k,··· ,his,s
(∆h1,k ,h2,k,··· ,hik,k,··· ,hn,kf)
= ∆
hi1,1,hi2,2,··· ,ĥik,k,··· ,his,s
(Pk) = Qk
with Qk being an exponential polynomial for k = 1, 2 · · · , s. Hence the induction hypoth-
esis tell us that Fi is an exponential polynomial for every i.
We want to reduce the size of the operator ∆hi1,1,hi2,2,··· ,his,s used for the definition of Fi.
So, consider, for each k ∈ {1, · · · , s}, the new function Gi,k = ∆hi1,1,··· ,ĥik,k,··· ,his,s
f (which
results from deleting the step hik ,k in the definition of Fi). Then we have that
∆h1,k ,h2,k,··· ,hn−1,k(Gi,k) = ∆h1,k,h2,k,··· ,hn−1,k(∆hi1,1,··· ,ĥik,k,··· ,his,s
f)
= ∆
h1,k,···ĥk,k,··· ,hn−1,k
(∆hi1,1,··· ,hik−1,k−1,hk,k,hik+1,k+1,··· ,his,sf)
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is an exponential polynomial , since ∆hi1,1,··· ,hik−1,k−1,hk,k,hik+1,k+1,··· ,his,sf is an exponential
polynomial. Furthermore, for j 6= k we have that
∆
h1,j ,h2,j ,··· ,,ĥij ,j ,··· ,hn,j
(Gi,k) = ∆h1,j ,h2,j ,··· ,,ĥij,j ,··· ,hn,k
(∆
hi1,1,··· ,ĥik,k,··· ,his,s
f)
= ∆
hi1,1,,··· ,ĥij ,j,··· ,ĥik,k,··· ,his,s
(∆h1,j ,h2,j ,··· ,hij−1,j ,hij ,j ,hij+1,j ··· ,hn,jf)
= ∆
hi1,1,··· ,ĥij ,j,··· ,ĥik,k,··· ,his,s
(Pj)
which is also an exponential polynomial. Hence the functionGi,k satisfies a set of equations
like (3) with n− 1 steps, and the induction hypothesis implies that Gi,k is also an expo-
nential polynomial. In other words, every function of the form ∆hj1,a1 ,hj2,a2 ,··· ,hjs−1,as−1f
with 0 ≤ jk ≤ n and {a1, · · · , as−1} any subset of cardinality s − 1 of {1, · · · , s}, is an
exponential polynomial .
Let us still do a step more: Take t ∈ {1, · · · , s}, t 6= k, and consider the function
Gi,k,t = ∆hi1,1,··· ,ĥik,k,··· ,ĥit,t,··· ,his,s
f . Then
∆h1,k ,h2,k,··· ,hn−1,k(Gi,k,t) = ∆h1,k,h2,k,··· ,hn−1,k(∆hi1,1,··· ,ĥik,k,··· ,ĥit,t,··· ,his,s
f)
= ∆
h1,k,···ĥk,k,··· ,hn−1,k
(∆
hi1,1,··· ,hik−1,k−1,hk,k,hik+1,k+1,··· ,ĥit,t,··· ,his,s
f)
is an exponential polynomial , since ∆
hi1,1,··· ,hik−1,k−1,hk,k,hik+1,k+1,··· ,ĥit,t,··· ,his,s
f is an expo-
nential polynomial. Furthermore,
∆h1,t,h2,t,··· ,hn−1,t(Gi,k,t) = ∆h1,t,h2,t,··· ,hn−1,t(∆hi1,1,··· ,ĥik,k,··· ,ĥit,t,··· ,his,s
f)
= ∆
h1,t,···ĥt,t,··· ,hn−1,t
(∆
hi1,1,··· ,ĥik,k,···hit−1,t−1,ht,t,hit+1,t+1,··· ,··· ,his,s
f)
is an exponential polynomial , since ∆
hi1,1,··· ,ĥik,k,···hit−1,t−1,ht,t,hit+1,t+1,··· ,··· ,his,s
f is an expo-
nential polynomial . Finally, for j ∈ {1, · · · , s} \ {k, t} we have that
∆
h1,j ,h2,j ,··· ,,ĥij ,j ,··· ,hn,j
(Gi,k,t) = ∆h1,j ,h2,j ,··· ,,ĥij ,j ,··· ,hn,k
(∆
hi1,1,··· ,ĥik,k,··· ,ĥit,t,··· ,his,s
f)
= ∆
hi1,1,,··· ,ĥij ,j,··· ,ĥik,k,··· ,ĥit,t,··· ,his,s
(∆h1,j ,h2,j ,··· ,hij−1,j ,hij ,j ,hij+1,j ··· ,hn,jf)
= ∆
hi1,1,,··· ,ĥij ,j,··· ,ĥik,k,··· ,ĥit,t,··· ,his,s
(Pj)
which is also an exponential polynomial. Hence the function Gi,k,t satisfies a set of equa-
tions like (3) with n − 1 steps, and the induction hypothesis implies that Gi,k,t is also
an exponential polynomial. Thus, every function of the form ∆hj1,a1 ,hj2,a2 ,··· ,hjs−2,as−2f
with 0 ≤ jk ≤ n and {a1, · · · , as−2} any subset of cardinality s − 2 of {1, · · · , s}, is an
exponential polynomial .
We can repeat the argument to delete another step in the difference operators used for
the definition of each one of the functions Gi,k,t above, and maintain the property that the
new functions are still exponential polynomials. Iterating the argument as many times as
necessary we lead to the fact that all functions ∆hi,jf are exponential polynomials. Then
we apply the case n = 1 to conclude that f is an exponential polynomial. This ends the
proof.

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The following are easy corollaries of Theorem 2.1:
Corollary 2.2. Let G be a topological commutative group and let f : G → C be a
continuous function. If there exist exponential polynomials Pk : G→ C, k = 1, · · · , s and
elements {hi,j}1≤i≤n;1≤j≤s of G such that, for every (i1, · · · , is) ∈ {1, 2, · · · , n}
s, the set
{hi1,1, · · · , his,s} topologically generates G, and f satisfies (3), then f is an exponential
polynomial.
Corollary 2.3. If {hi1,1, · · · , his,s} topologically generates R
d for every (i1, · · · , is) ∈
{1, · · · , n}s, and f ∈ D(Rd)′ is a complex valued Schwartz distribution on Rd which sat-
isfies the equations (3) for certain continuous exponential polynomials Pk, then f is, in
distributional sense, a continuous exponential polynomial. In particular, there exists a
continuous exponential polynomial p such that f = p almost everywhere.
Proof. It is enough to follow the very same steps of the demonstration of Theorem 2.1,
just taking into account Anselone-Korevaar’s theorem and that the operators τh and ∆h,
which are defined for Schwartz distributions f ∈ D(Rd)′ by the expressions 〈τh(f), ϕ〉 =
〈f, τ−h(ϕ)〉 and 〈∆h(f), ϕ〉 = 〈f,∆−h(ϕ)〉, respectively, inherit all properties from their
corresponding versions, originally defined for ordinary functions. 
Remark 2.4. If we impose Pk = 0 for all k in Theorem 2.1 or Corollaries 2.2, 2.3, then
the function f will be a polynomial. Thus, these results generalize Theorem 1.1 to the
mixed differences case.
Remark 2.5. The condition that, for every (i1, · · · , is) ∈ {1, 2, · · · , n}
s, {hi1,1, · · · , his,s}
either generates or (in the case that G is a topological group) topologically generates G,
is a very natural necessary condition. For example, for G = Rd, if exists (i1, · · · , is) ∈
{1, 2, · · · , n}s such that hi1,1Z+hi2,2Z+ · · ·+his,sZ is not dense in R
d, then there exists a
non-differentiable continuous function f : Rd → R such that ∆hik,kf = 0 for k = 1, · · · , s
and, henceforth, f solves the functional equations (3) with Pk = 0 for all k (see [2]
for a proof of this claim) but is not a polynomial nor an exponential polynomial, since
every continuous polynomial on Rd is an ordinary polynomial in d variables [9] and,
henceforth, is a differentiable function, and continuous exponential polynomials on Rd
are also differentiable functions. The merit of Theorem 2.1 and Corollaries 2.2, 2.3 is,
thus, to prove that their hypotheses are sufficient to guarantee that f is an exponential
polynomial polynomial.
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