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ABSTRACT 
It has been a durable conjecture that the distance (appropriately defined) between 
the spectra of two normal matrices is bounded by the operator norm of their 
difference. We report on some numerical studies that show that this conjecture is, in 
general, false. In fact, even in the 3 x 3 case, the spectral distance may exceed the 
norm distance by between 1 and 2 percent. We also describe the background of the 
conjecture and offer an analysis of extremal counterexamples. 
1. BACKGROUND 
It is well known that spectral continuity holds for arbitrary n X n complex 
matrices, i.e., nearby matrices have closely related sets of eigenvalues (includ- 
ing multiplicity). This continuity is rather weak, however, and depends on the 
dimension n. It is only for special classes of matrices that we obtain Lipschitz 
continuity. The monograph [l] by R. Bhatia discusses this point thoroughly 
(see Chapter V), and provides detailed accounts of many of the results cited 
below. 
The granddaddy result of this type is due to H. Weyl(1912) and appeared 
in [16]: if A and B are self-adjoint matrices with eigenvalues q. and & 
(k = 1,. . . , n), then 
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provided the eigenvalues (which are, of course. real) of each matrix arc- listed 
in decreasing order. 
Over the years there has been considerable interest in finding variants of 
this inequality that apply to more general pairs of normal matrices. When 
dealing with complex eigenvalues, there is usually no obvious order in which 
to list them; it makes sense, in this context, to consider all possible matchings 
of the eigenvalues of A with those of B. Thus we define the .spectral distance 
sd( A, B) between n X n matrices A and B as follows: 
sd( A, B) = min - P,,k,lj, (2) C 
where u denotes any permutation of {I, 2, . , n} and A and B have 
eigenvalues ak and Pk. The following question was raised many years ago 
(see L. Mirsky [13], for example): do we have 
sd( A, B) < IIA - BII (3) 
for all normal matrices A and B? We shall see that the inequality (3) may 
fail; to understand how this phenomenon can occur it will be useful to review 
first some of the positive results concerning (3). 
In 1950, V. Lid&ii [Ill elucidated Weyl’s result (1) by observing that the 
eigenvalues of A - B are related to those of A and B by majorization. Let 
Eig M denote the vector of eigenvalues of the matrix M written (with 
multiplicity) in some order. Lid&i’s theorem says that, for self-adjoint A and 
B, 
Eig A - Eig B -C Eig(A -B) (4) 
provided the eigenvalues are matched as Weyl specified, so that, for example, 
both Eig A and Eig B list the eigenvalues in decreasing order. Note that the 
majorization relation u < w between vectors u and w may be defined in 
many (equivalent) ways; for real vectors, for example, it may be expressed by 
a finite set of inequalities among the components of u and w; for our 
purposes, whether the vectors are real or complex, it is appropriate to write 
u -X w exactly when u is a convex combination of the vectors obtained by 
permuting the components of w. 
Matrix norms other than the operator (or Banach) norm II*)) play a 
natural role in the theory of spectral variation. Suppose a norm +r on the 
space of n X n matrices is such that, for any matrix M and any unitary U, 
T(U *MU) = r( M ). In [7] we proposed the term weakly unitarily invariant 
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for such matrix norms. Let the r-spectral distance between matrices A and I3 
be defined by 
sd7( A, B) = min r(diag(Eig A) - diag(Eig B)), (Q5) 
where the minimum is taken over all orderings of Eig R. Note that 
sd ,,.,, (A, B) = sd(A, B) and that sd, is a pseudometric for any weakly 
unitarily invariant 7. 
In 1953, Hoffman and Wielandt [lo] p roved a spectral-variation inequality 
in terms of the Frobenius (or Hilbert-Schmidt, or Euclidean, or Schatten-2) 
norm II * 112, which we may define by 
llMll2 = ( ~lm~jlz)"z' 
i.j 
Hoffman and Wielandt showed that for any normal matrices A and B 
sd,,.,,,( A, B) G l/A -- Bile. (7) 
Since 1lMll Q llMl[z Q &llMll for any n X n matrix M, (7) implies a 
spectral-variation inequality for the operator norm, namely 
sd( A, B) < &II A - BII (8) 
for any normal A and B. 
Let us “quantify” Mirsky’s question (3) by defining the constants c,: 
. (9) 
The inequality (8), b ase on the Hoffman-Wielandt result, shows that c, d 
< G; in fact, however, Bhatia, Davis, and McIntosh [5] have shown that the 
c, have an upper bound that is independent of n. Their method is to study 
the variation of spectral subspaces and depends on certain extremal problems 
in Fourier analysis; in Bhatia, Davis, and Koosis [4], an upper bound 
somewhat less than 3 is established. Mirsky’s question (3) asks whether 
C” = 1. 
Two special cases of the inequality (3) were proved by Sunder [15] and by 
Bhatia and Davis [3]. Sunder showed that (3) holds whenever A is self-adjoint 
and B is skew-adjoint. Bhatia and Davis showed that (3) holds whenever A 
and B are both unitary. 
In [2], Bhatia showed that (3) holds provided that A - B, along with A 
and 3, is normal, and he introduced there the normal-path method. This 
method is developed and exploited in a series of papers [6-S] hv Bhatia am! 
Holbrook; the key result is the normal-path inequality: 
sd,( A, B) G T(Y) ( 10) 
for any continuous path 7 of normal matrices that goes from A to B and any 
weakly unitarily invariant norm 7. Note that T(Y) denotes the arclength of y 
with respect to the metric induced by the matrix norm T. Among the results 
that follow from (10) are the following three propositions. 
PROPOSITION 1.1. The inequality (3) holds whenever A and B are scalar 
multiples of unita y matrices. 
In this case it is possible to construct a normal path from A to B that is 
of the same length as ]IA - Bll; for details, see [6]. The result then follows 
directly from the normal-path inequality (10). Note thet Proposition 1.1 
generalizes the result of Bhatia and Davis. 
PROPOSITION 1.2. Zf A, B, and A - B are norm&, then there exists an 
ordering of Eig B such that the majorization (4) holds. 
This result is treated in [8]; Lid&ii’s theorem is an easy consequence. 
We define the warp number warp,, by 
, ( 11) 
where the minimum is taken over all normal paths y joining A and B. Thus 
warp, compares the shortest distance between A and B within the set of 
normal matrices with the straight-line distance; it may be regarded as a 
measure of the “bending” of the set of n X n normals. From (9), (lo), and 
(11) we clearly have: 
PROPOSITION 1.3. For all n, c, G warp,,. 
It is a curiosity that warp, = 1 (see [6]); it follows that cs = 1, but this 
fact has also a simple direct proof. Elementary examples pointed out by 
M.-D. Choi show that warp, > 1. 
It is apparent that spectral geometry plays an important role in Mirsky’s 
question (3). Most of the positive results hinge on a special geometrical 
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relation between the spectra of A and B. Suppose, for example, that these 
spectra lie on parallel straight lines (making angle 8 with the real axis); then 
A = crZ + e”Z-Z and B = /3Z + eieK for certain scalars (Y and p and certain 
self-adjoint H and K; since H - K is also self-adjoint, it is clear that A - B 
is normal along with A and B, so that (3) f o 11 ows by Bhatia’s result. Likewise 
we see that Sunder’s theorem implies (with the aid of an appropriate “affine 
map “h4+zZ+eieh4)that(3)hold h s w enever the spectra of A and B lie 
on perpendicular lines. Similarly Proposition 1.1 ensures that (3) holds 
whenever the spectra of A and B lie on concentric circles. Finally, we may 
replace A and B in (3) by any normal matrices having the same spectra, i.e., 
B may be replaced by any B ’ in the unitary orbit U(B) of B, where 
U(B) = {U*BU: U is unitary). (12) 
A way of asking Mirsky’s question (3) that stresses the role of spectral 
geometry would be: for which complex vectors (Y, fi do we have 
sd( A, B) < dist(U( A), U( B)), (13) 
where A = diag(a) and B = diag(p)? 
In what follows we shall see that there are spectral geometries for which 
(13) fails; we shall also see how the results summarized in this section help to 
explain the extremal examples where this failure occurs. 
2. EXPERIMENTS 
We describe here some computer experiments designed to obtain lower 
bounds for cs. Note first that the results of Section 1 provide certain upper 
bounds for cg. In particular, the constant obtained by Bhatia, Davis, McIn- 
tosh, and Koosis applies to any dimension, so cs < 3. For n = 3, however, it 
is better to use the estimate derived from the Hoffman-Wielandt theorem: 
cs < fi = 1.732. See also th e recent work of R. McEachin [12], which 
includes a detailed study of the perturbation of spectral subspaces in the case 
n = 3. It seems possible that a still-better upper bound might be obtained 
from the relation cg < warp,, but evaluating or estimating the “warp num- 
bers” appears difficult. In any case, hard evidence for the conjecture that 
c3 = 1 has been conspicuously lacking. In fact, some of the experimental 
results described below show that c3 > 1.016. 
The simplest attempt to bound c3 from below might proceed as follows. 
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STEP 1. Choose complex :3-vectors (Y and /3 “at random,~‘ and let I he ;I 
“random” 3 x 3 unitary matrix. Let A = diad IY) and R = L’* dia,g.$ /S ) I ! 
Compute the ratio sd( A, Z?)/ll A - B/I as a lower bound for cZi. 
Since it turns out that cR > 1, Step 1 alone must eventually provide the 
evidence. In practice, however, this “never” happens; the examples with 
ratios greater than one are so sparse within the space of normal 3 X :3 pairs 
that carefully chosen “optimization” algorithms are needed to find them. 
Before describing some of these, let us explain Step 1 in more detail. I3y 
“choosing CY and p at random” we mean that the real and imaginary parts of 
the components of these vectors are chosen independently and with a 
uniform distribution over some real interval (to the extent that this is possible 
via pseudorandom number generators). In some cases, however. we normal- 
ize the eigenvalues ok to have unit modulus. It is an elementary fact (for any 
n) that the Hausdorff distance between the spectra (Y and /3 is dominated by 
11 A - B 11, so that it saves some needless computation if we eliminate any pairs 
(Y and P for which the spectral distance is not significantly greater than the 
Hausdorff distance. A “random” unitary U is obtained by first choosing rows 
of the matrix in the same way we chose (Y and @. then performing the 
Gram-Schmidt procedure on the rows to orthonormalize them. 
The basic idea of Steps 2-4, below, is to “shake” a, P, and U, i.e. make 
small random perturbations in them, and “move” repeatedly to the perturbed 
systems with the largest ratios. 
STEP 2. For a predetermined initial scale so, make random perturba- 
tions of size sg in cr, p, and U. This is typically interpreted as follows: sC, 
might be set at 0.01; if LY+ is chosen just as (Y was chosen in Step 1, we 
define the perturbed LY ’ by (Y ’ = a + so at; similarly we obtain the per- 
turbed p’ and U’ (including an orthonormalization to keep U’ unitary). The 
ratio corresponding to the perturbed system is computed and recorded. This 
random perturbation procedure is repeated, independently, a predetermined 
number of times (usually this number N was between 50 and 2001. If the 
maximum of the perturbed ratios is significantly greater than the ratio 
obtained in Step 1 (greater by sa X lo- ‘s, let us say>, the system is replaced 
by the perturbed system corresponding to that maximum ratio. Step 2 is 
repeated until no significantly greater ratio is obtained at this scale s,,. 
Note that in Step 2 the thoroughness of the search for larger ratios is 
determined by the size of N. As maximal ratios are approached, it becomes 
more and more likely that the algorithm will see the system as a local 
maximum at the given scale and proceed to Step 3. 
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STEP 3. The scale sO is replaced by a smaller scale (si = so/2, for 
example) and Step 2 is repeated with the new scale unless the stopping 
criterion of Step 4 is met. 
The scale changes made in Step 3 are an important feature of those 
algorithms that have proved effective. They allow an initial search that 
surveys an extended volume of perturbed systems followed by detailed 
searches on progressively smaller scales that can more closely approximate 
local maxima of the ratio sd( A, B)/II A - BII. 
STEP 4. When, through repetitions of Step 3, the scale sk has been so 
reduced that further improvements in the ratio could occur only very slowly 
(when sk < lo-‘, let us say), the algorithm declares the current system to be 
an (approximate) local maximum for the ratio, makes some record of the 
system, and goes back to Step 1 to begin another trial. 
To the extent that the approximate local maxima obtained by Steps l-4 
are good approximations, we shall see in Section 3 that the corresponding 
pairs A, B fall mainly into two classes: those having an eigenvector common 
to A and B, and those where A - B has a double maximal singular value. In 
the first case we may reduce to the two-dimensional case so that ratios 
greater than one are not possible; it is the persistence of the second case, 
although it may appear “nongeneric,” that allows ratios greater than one to 
occur. This analysis explains, in part, the behavior exhibited by experiments 
with algorithms modeled on Steps 1-4, above: most trials end at an (ap- 
proximate) local maximum ratio that is very close to one; a small proportion 
of the trials (up to about 10%) end at ratios significantly greater than one. 
The analysis in Section 3 (see Proposition 3.2) also suggests a sort of 
“gradient” method for seeking local maxima for the ratio sd( A, B)/ll A - BJl. 
Here (Y and /? are fixed but U is perturbed in a direction of “steepest 
ascent” for the ratio. The resulting algorithm is described in Step 5. 
STEP 5. For a given system (Y, p, U let M = diag((v) - U* diag( p) U. 
Let u be a unit norming vector for M (i.e. II Mzlll = II M 11); let t(; = Mu, 
x = Uu. and y = - UC. Define matrices W and Y by 
w = [( q - a,)u,w,] ) ( 14) 
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For a given scale sO, perturb I/ first to C, defined b> 
c = [I.-- “,,(I- - Y”)]U[I +s,,(W - w*)]. (16) 
Let U’ be the unitary obtained by orthonormalizing the rows of C. Repeat 
with U’ in place of II as long as ratios increase significantly; reduce the scale 
so to optimize U more accurately. 
Observations suggest that Step 5 by itself rarely finds ratios greater than 
one. It appears that randomly chosen spectral geometries almost never admit 
this phenomenon. Thus Step 5 applied to a randomly chosen (Y and P will 
normally tend to a system where A and B have a common eigenvalue and 
the ratio is very nearly one. Step 5 is useful, however, in refining systems with 
ratios greater than one (found by Steps l-4), with a view to getting closer to 
the maximum ratio that can be obtained with the given spectral geometry. 
For those who may wish to study a specific example of a system generated 
by such algorithms, and having a ratio significantly greater than one, we offer 
the following. The ratio sd(A, I3)//l A - Bll = I.0167 for this example. The 
spectral geometry is determined by 
CY = (0.8028 + 0.3111i,O.7426 + 0.66941,0.5296 + 0.56766), (17) 
/3 = (0.5391 + 0.472Oi,O.3879 + 0.4255i,O.3151 + 0.6190;). (18) 
A corresponding “optimal” U is given by 
-0.2134 + 0.5134i -0.2645 - 0.20382’ 0.2395 - 0.72255 
U= -0.2775 + 0.7347i 0.4148 + 0.29853 -0.0990 + 0.3352i . 
-0.0204 - 0.27151 0.7782 + 0.1478i -0.0811 - 0.5403i 
1 
(19) 
3. ANALYSIS 
Several years ago L. Elsner and, jointly, K. Davidson and D. Djokovic 
studied the local minima of 11 A - U*BUll, where A and B are normal 
matrices, as a function of the unitary U. Their analysis appeared at first to 
come close to a proof of the conjecture (3), at least for matrices of small 
dimension. Instead, this analysis now provides some understanding of the 
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phenomenon described in Section 2. In [I41 M. Omladi6 and P. Semrl use a 
related extremal analysis to establish upper bounds for I( A - U*BUII in 
terms of the spectra of A and B. The formulation and proofs of the following 
propositions were strongly influenced by the ideas of Davidson and Djokovic 
(personal communication; this work is also described briefly in [9]). We have 
specialized to the case n = 3 and emphasized the “steepest-descent” pertur- 
bation recipe implicit in their extremal analysis. 
PROPOSITION 3.1. Suppose that A = diag( or, . , a,,), that B is another 
n X n normal matrix, and that A - B has a unique maximal singular value. 
Let u be a unit vector such that II(A - B)uII = /A - BII (our assumption 
implies that u is unique except for a scalar rotation), and let w = ( A - B)u. 
If the matrix 
w = [ Zij] = [(q - aj)upj] (20) 
is not self-adjoint , set H = Im W/IIIm W 112. Then, for any constant c < 
2lb 412, 
[IA - e-ifHBei’H112 Q IIA - BII’ - ctl (21) 
for sufficiently small t > 0. In particular, there is a normal perturbation 
B! = e-itHBeitH of B such that II A - B’(I < II A - BII. Moreover, in a sense 
that becomes clear in the proof below, H is the optimal choice (among 
selfkdjoint matrices of unit Frobenius norm) for this purpose. 
Proof Since eitH is unitary, 
11 A - ,-ifHBei~Hl12 = JleitHAe-itH _ ~11” = I[( eitHAe-“H _ B)u(t) II*, 
(22) 
for appropriately chosen unit vectors u(t). Choose the phase of u(t) so that 
the inner product (u(t), u) > 0. Elementary estimates show that 
Il(eit”AeCitH - B)u( t) [I* 
=I/( A - B)u(t)ll* + 2Re it((HA - AH)u(t), 
(A - B)u(t)) + O(t”). (23) 
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The relations (22) and (23) imply, in particular, that 
/I( A -- B)u( t) (I --+ II A - BII its t --j 0. (24) 
Since we have assumed that the norming space of A - B is one-dimensional 
[and we have adjusted the phase of u(t)], we conclude that 
u(t) --f u BS t + 0. (25) 
The relations (22) and (23) also imply that 
Ilei’HAe-i’H- B~/2<~IA-B)~2-~21m((HA-AH)u(t),(A- B)u(t)) 
I- O(P). (26) 
From (25) and (26) we conclude that (21) holds whenever we have c < 
2 Im(( HA - AH )u, w) and t > 0 is sufficiently small. 
So far we have used the fact that H = [hij] is self-adjoint (i.e. hji = Xi,), 
but no other properties of H. In order that our perturbations should decrease 
(1 A - B’ll most rapidly, we choose H so as to maximize Im(( HA - AH h, ZL: 1; 
a routine computation shows that this quantity is 
ImCZjihij, (27) 
i.j 
where the quantities zji are as in (20). In terms of real and imaginary parts, 
hij = (aij, bij> and zij = (sij, lij), and we have zi, = 0, uji = aij, and hji = 
- bij. An easy computation shows that (27) is 
c {(q, + tji)aij + ( sji - sii)bij]. 
i <,j 
(28) 
For a given value of E(as + b;), (28) is maximized by setting (ajj, bij) = 
r(tij + tji, sji - sij) where r > 0. In terms of matrices this says that H = 
2r Im W. Normalizing H by the condition 11 H 112 = 1, we see that H should 
indeed be Im W/IIIm W 11. With this choice of H we clearly have 1 = 
2rllIm W 112 and (28) is 
(29) 
Thus our condition on c is c < 2lIIm W 112, as claimed. ??
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PROPOSITION 3.2. With the assumptions and notation of Proposition 3.1, 
let B have eigenvalues & , so that B = U * diag( Pi, . . . , &> U for some 
unitary U. Let x = Uu and y = - Uw, and define the matrix Y by 
Y = [(Pi - Pj)'i$]' (30) 
If W is not self-adjoint, then 
11 A - e-s(W-W*)U* diag( /3) Ues(w-w*)II < IlA - BII (31) 
for sufficiently small s > 0. Zf Y is not self-adjoint, then 
11 A - U*e”(Y-Y*)diag( /3) e-s(u-r*)UII < /IA - B(1 (32) 
for su&ierztly small s > 0. 
REMARK. If W is not self-adjoint, we can move B closer to A (without 
changing spectra) by perturbing U to Ue”‘w- w *). If Y is not self-adjoint, the 
appropriate perturbation replaces U with e-s(y-y*)U. In practice we make 
both perturbations at once and ignore terms in s of quadratic degree or 
higher. This explains the recipe (16) used in Step 5 of section 2. 
Proof. The inequality (31) follows from Proposition 3.1 upon noting that 
itH = s(W - W *), where s = t/2llIm 2112. Similarly we apply Proposition 
3.1 to M = diag(j3) - Udiag(cy)U*, which has essentially unique norming 
vector x = Uu; note that Mx = - Uw = y. Proposition 3.1 ensures that, if Y 
is not self-adjoint, 
Ildhd P) - e- ““-Y*)&jiag( a) u*esw*)ll 
< IIdag( P) - uaag( a) u*Il, w-9 
for sufficiently small s > 0. Since unitary matrices preserve norms, (33) is 
equivalent to (32). ??
PROPOSITION 3.3. Suppose that n = 3 and that normal A and B consti- 
tute a local minimum for the operator norm distance between points in the 
unita y orbits U( A) and U(B) [ def me as in (1211. Assume for convenience d 
that the eigenvalues of A are not collinear, and assume the same for B. Then 
one of the following three cases must occur. 
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Case 1. A and B have a comwwn eigenvector. 
Case 2. The spectra of A and B lie on concentric circles. 
Case 3. A - B has a double maximal singular value (i.e., the norming 
subspace has dimension greater than one). 
Proof. We use the notation of Propositions 3.1 and 3.2. If case 3 does 
not occur, then Proposition 3.2 implies that W and Y [defined as in (20) and 
(3O)] are self-adjoint. Let a be the center of the circle determined by (pi, 02, 
and (us, and let r be the radius of that circle. We may write ffk = a + rqk, 
where qk has modulus one (so that Qk = 9k I>. The self-adjointness of W is 
then equivalent to 
( 9j - qi)Ujwi = (9;’ - 9J:‘)ui~j. (34 
It is an easy computation to see that u,~ = A(oj - a)ui, where A = qiWi/(rUi) 
(choosing any i such that ui f 0). Thus 
[diag( a) - U* diag( /3) U]u = A[diag( o) - aZ]u. (35) 
Similarly, if b is the center of the circle determined by the eigenvalues of B, 
the self-adjointness of Y implies that, for some CL, 
[diag(P)-Udiag(cr)U*]x=p[diag(/3)-bZ]x. (36) 
Recalling that r = Uu, we note that (35) and (36) are equivalent to 
(1 - A)Au - Bu = -Aau (37) 
and 
-Au + (1 - p)Bu = -&u. (38) 
If (1 - AX1 - CL) # 1, we can solve (37) and (38) to see that u is a common 
eigenvector for A and B, i.e. that case I holds. 
If, on the other hand, (1 - AX1 - CL) = 1, (37) and (38) imply that 
(1 - pL)Aau = -&u, i.e. (1 - p)Aa = -pb; using again the relation be- 
tween A and CL, we obtain pa = pb. But p is not zero [see (36), for 
example, where we have llB - AlI it 0 on the left], so a = b, i.e., case 2 
holds. ??
Our final proposition explains, to a degree, the difficulty encountered by 
the computer experiments of Section 2 in finding examples of ratios that 
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exceed one. Numerical checks do reveal the double maximal singular values 
at local maxima where one is exceeded. Trials that end at ratios not exceeding 
one normally correspond to case 1 of Proposition 3.3. In the proof we saw 
that this case o ccurs when u is an eigenvector for diag(cy ) and Uu is an 
eigenvector for diag( P); thus both u and UU have just one nonzero compo- 
nent, so that U has an entry of modulus one. This phenomenon, too, may be 
observed numerical ly in the application of Step 5 to spectral geometries 
where ratios greater tha n one do not arise. 
PROPOSITION 3.4. Let A and B be normal 3 X 3 matrices such that the 
ratio sd( A, B)/ll A - BII exceeds one. Assume for convenience that neither 
the eigenvalues of A nor those of B are collinear. Then the spectral geometry 
(Y, B must satisfy the following conditions: for any sujj%iently~close-by (Y’, 
B’ the corresponding normal A’ and B ’ minimizing the norm distance 
between the respective unitary orbits are such that A’ - B’ has exactly two 
maximal singular values. 
Proof. By continuity the ratio sd(A’, B’)/IIA’ - B’ll exceeds one for 
sufficiently close-by (Y ‘, /3 ‘. By Proposition 1.1 (see also the discussion 
following Proposition 1.31, the spectra (Y and P cannot lie on concentric 
circles. Neither can A’ and B ’ have a common eigenvector, since by 
matching up the eigenvalues corresponding to such an eigenvector u, then 
applying the two-dimensional results to the restrictions of A’ and B ’ to the 
orthogonal complement of U, we would obtain a matching with spectral 
distance no greater than IIA’ - B’II. H ence case 3 of Proposition 3.3 must 
occur for A’ and B ‘; but the norming space cannot be three-dimensional, for 
then A’ - B ’ would be a multiple of a unitary matrix, and Bhatia observed 
(see also Proposition 1.2) that (3) h Id o s whenever the difference of the 
normal matrices is itself normal. ??
Among the many operator theorists who have contributed to the study of 
spectral variation, we want to mention several who have (collectively) pro- 
vided us with countless hours of stimulating discussion of the topics treated 
here: Rajendra Bhatia, Man-Duen Choi, Ken Davidson, Chandler Davis, 
Farid Farid, Ray McEachin, and Matja; OmladiiE. 
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