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In this paper, we present new Network and ATM Adaptation Layers for interactive
MPEG-2 video communications. These layers provide reliable transmission by applying
per-cell sequence numbering combined with a selective Forward Error Correction (FEC)
mechanism based on Burst Erasure codes. We compare the performance of the proposed
scheme with a transmission over AAL5 by simulating the transport of an MPEG-2 sequence
over an ATM network. Performance is measured in terms of Cell Loss Ratio (CLR) and
user perceived quality. The proposed layers achieve signiﬁcant improvements on the cell
loss ﬁgures obtained for AAL5 under the same traﬃc conditions. To evaluate the impact
of cell losses at the user level, we apply a perceptual quality metric to the decoded MPEG-
2 sequences. According to the computational metric and subjective rating, the proposed
multimedia AAL (MAAL) achieves a graceful quality degradation. The application of a
selective FEC achieves an even smoother image quality degradation with a low overhead.
Keywords: ATM Adaptation Layer, Network Adaptation Layer, Forward Error Correction,
VBR, MPEG-2, Perceptual Quality, Interactive Multimedia, Statistical Multiplexing.
1. Introduction
For the past several years, a tremendous number of audiovisual services has been
emerging (e.g., Video on Demand (VOD), Interactive Distance Learning (IDL), home
shopping, etc. . . ). Today, Asynchronous Transfer Mode (ATM) technology, eﬃcient
compression techniques and other developments in telecommunications make it possible
to oﬀer such services. However, a lot of work remains to be done to optimize these
services so that they can be oﬀered at attractive prices (the user expects an adequate
perceived quality at the lowest possible cost).
Source coding of audiovisual information (i.e., the MPEG-2 encoding scheme) nat-
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urally generates variable bit rate since the entropy of an audiovisual sequence may vary
in time. Such an encoding scheme produces near constant quality compressed video
streams. However, the majority of the currently available video applications and services
deliver constant bit rate encoded video thus achieving a variable quality stream which
consequently aﬀects the perceived quality.
ATM, the adopted solution for the Broadband Integrated Services Digital Network
(B-ISDN), has the advantage of handling constant as well as variable bit rate communi-
cations. Though CBR connections are easier to manage, VBR communications may use
the network bandwidth more eﬃciently through statistical multiplexing [1,2]. Since VBR
video has a large peak-to-mean ratio it is economically interesting to apply statistical
multiplexing to such connections. However, one of the major drawbacks with such sta-
tistically multiplexed connections is that the requested QoS can only be guaranteed on
a statistical basis and therefore some non-negligible cell and frame loss may occur [3,4].
Since audiovisual applications tolerate some, yet limited, loss it is possible to achieve a
better network utilization without noticeable quality degradation.
To overcome this cell loss problem the research community has proposed several
techniques.
Layered coding mechanisms have been proposed to take advantage of the scalability
of video coders, mainly H.261 [5] and MPEG-2 [6,7]. The syntactic relevance of the
diﬀerent type of pictures has also been used to develop a layered transmission model
in [8]. Diﬀerent QoS target values are applied to each of the ﬂows according to the
picture relevance.
However, using layered coding introduces the problem of synchronization between
ﬂows which has proven to be diﬃcult to solve for VBR communications.
Error correction techniques have also been developed to reduce the impact of data
loss onto video. Traditional closed-loop techniques found in data communications are
generally not considered due to the delay generated by retransmission which is incom-
patible with real-time application requirements.
Instead, open-loop mechanisms such as Forward Error Correction (FEC) are pre-
ferred. FEC is able to handle isochronous ﬂows, it is well adapted to high bandwidth-
delay product networks such as ATM and it generates low delay. The drawbacks of FEC
techniques are the overhead required by the redundancy data and the fact that error-free
transmission are not guaranteed. Open-loop techniques also avoid the feedback implosion
eﬀect observed in multipoint communications, such as the one depicted in Fig. 1, which
make use of feedback based correction techniques.
Early studies focusing on the eﬃciency of FEC over ATM for VBR communica-
tions [9,10] showed that FEC eﬃciency is largely dependent on the cell loss process.






Figure 1. Point-to-Multipoint conﬁguration example
Correlated or bursty losses reduce the eﬃciency of FEC recovery.
With the increasing interest for VBR video, several contributions proposed FEC
mechanisms for ATM networks [11–14]. The proposed AALs where generally enhanced
versions of AAL1 which already proposes a FEC mechanism but for CBR services. More
recently, within the ATM Forum several contributions proposed the FEC to be per-
formed at the cell-level. Since AAL1 was considered not adapted for the transport of
MPEG-2 video, due to the delay and overhead introduced, new AAL mechanisms where
proposed [15,16]. The standardization of such a new AAL was however considered as un-
necessary by the ATM Forum and AAL5 was chosen instead for the transmission of CBR
video services [17]. On this basis, SSCS-FEC mechanisms have been proposed [18,19].
However this approach still relies on a ﬁxed matrix interleaver mechanism which has the
problem of introducing variable delay and jitter for VBR services.
Recently a hybrid ARQ-FEC technique has been proposed in [20]. The principle is
to oﬀer a reliable service via FEC. Whenever FEC is unable to recover all the lost data,
a retransmission mechanism is used, over a high priority ATM virtual channel (VC), to
guarantee error free communications. However, this approach still relies on a cell in-
terleaver and on retransmission which in large network conﬁgurations will generate too
much delay.
Error concealment algorithms have already shown that it is possible to reduce the
impact of data loss on the visual information [21–23]. These error concealment algorithms
include, for example, spatial interpolation, temporal interpolation and early resynchro-
nization techniques. Early resynchronization decoding techniques limit the spatial prop-
agation of errors by decoding some semantic information that is normally discarded from
the damaged MPEG-2 video streams. This method is based on the identiﬁcation of al-
lowed codewords as proposed in [22] and works only with intra-coded frames.
What stands out from these proposals is that two approaches have been considered
up to now:
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• The application based approach considers the network as a lossy channel and tries to
achieve reliability by including as many error correction and concealment mechanisms
at the applications level as possible.
• The network based approach tries to achieve reliability by adding error correction
functions at the network level, regardless of the type of data to be transmitted.
This paper addresses the transmission of MPEG-2 VBR video streams on top of new
Network Adaptation and Multimedia ATM Adaptation Layers. This integrated approach
proposes two protocol layers which provide a reliable transmission over ATM under cell
loss conditions. We study the performance of the new layers from the network perspective
via the cell loss ratio (CLR) and packet loss ratio (PLR) metrics. Since the mapping of
data loss onto user perceived quality heavily depends on the type and location of the lost
information, we also evaluate performance with a video quality metric. This metric has
the advantage of giving results correlated with human perception [24].
We discuss in the next section what the requirements of multimedia communication
are and what are the available network services for such applications. Section 3 presents
the metrics available to perceptually evaluate video information. The new protocol layers
are described in Sec. 4. A performance evaluation of the proposed layers is presented in
Sec. 5. Some conclusions are presented in the last section of this paper.
2. Requirements of Multimedia Telecommunication Services
2.1. User Requirements
The user requirements are based on media perception. The most important percep-
tual channels of information for humans with respect to current multimedia applications
are the ear and the eye. However, if taken separately, each one has a certain degree
of error tolerance. Humans are rather intolerant to audio errors. Conversely, we are
quite tolerant to visual errors mainly due to the high spatial and temporal redundancy
inherent to video sequences.
The integration of diﬀerent media is the characteristic of multimedia applications.
This integration entails temporal relations between the diﬀerent media objects. The re-
spect of this timing dependency is called intra-synchronization. How the user perceives
the loss of synchronization depends on the application and on the media. The lip syn-
chronization or skew eﬀect between audio and associated video has been the object of
several studies (e.g. [25]). However, there is no exact rule to formulate what the con-
straints are because the skew eﬀect may depend on the scene contents. Still, as a general
X. Garcia Adanez et al. / New protocol Layers for Multimedia 5
rule ± 80 ms is considered as the threshold beyond which the user notices an out of
synchronization eﬀect [26].
Another factor which may inﬂuence our perception of the quality is the nature of
the application. We distinguish two classes of real-time applications:
• Non-interactive applications, such as VoD, which have strict real-time requirements
but can tolerate an initial delay in the playout of the data that will not be noticed by
the end-user. These applications require enough bandwidth and a bounded delay but
low delay values are not strictly necessary.
• Interactive applications, including video conferencing and live interactive broadcast-
ing, which deliver live audio and video and allow for some level of interaction. These
applications have the same bandwidth requirements as non-interactive applications
but also require low end-to-end delay to provide the desired level of interaction.
In summary, the typical user requirements are a good synchronization between
the media and an acceptable perceptual quality for both audio and video information.
All these requirements have a strong inﬂuence on both application and transmission
requirements aspects that are developed in the next sections.
2.2. Application Requirements
Multimedia applications have to fulﬁll all the user requirements. Basically, appli-
cations have to deliver the diﬀerent media objects in time, synchronized and with as
little perceptive errors as possible. However, their performance depend on the network’s
ability to fulﬁll the following requirements:
• Deliver data in time (low delay and low delay variation).
• Deliver multiple data ﬂows with a minimum delay variation between the ﬂows (syn-
chronization).
• Ensure a number of errors below a certain threshold deﬁned according to user per-
ception.
To allow the transmission of audiovisual information, multimedia applications make
use of compression techniques. Compression algorithms are among the most important
enablers of multimedia communications. By removing redundancy, the applications re-
quire relatively little bandwidth but simultaneously become much more sensitive to loss.
In an MPEG-2 video stream, quality reduction due to data loss strongly depends
on the lost information type. Losses in syntactic data, such as headers and system
information, aﬀect the quality diﬀerently than losses of semantic data such as pure video
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Figure 2. Data loss propagation
(e.g. DCT coeﬃcients, motion vectors, etc. . . ) or audio information. Furthermore, the
quality degradation depends also on the location of the lost semantic data due to the
predictive structure of an MPEG-2 video coded stream.
Let us consider Fig. 2 showing how network losses map onto visual information
losses in diﬀerent types of MPEG-2 pictures. Indeed, data loss spreads within a single
picture up to the next resynchronization point (e.g. slice headers) mainly due to the use
of variable length coding, run length coding and diﬀerential coding. This is referred to
as spatial propagation and may damage any type of picture. When loss occurs in a ref-
erence picture (intra-coded or predictive frame), it aﬀects the following frames until the
next intra-coded picture is received. This causes the errors to propagate across several
non intra-coded pictures until the end of the current GOP. This is known as temporal
propagation and is due to inter-frame predictions.
The impact the loss of syntactic data may have is in general more important and
more diﬃcult to recover than the loss of semantic information. This data loss may induce
the whole frame to be lost in the decoded sequence. Indeed, when a frame header (a
few syntactic bytes before each frame in the bitstream) is lost, the entire corresponding
frame is skipped since the decoder is not able to detect the beginning of the frame. If the
skipped frame corresponds to a predictive picture (I or P), it may strongly reduce the
perceptual quality due to the predictive structure of the MPEG-2 video stream. Some
headers are thus more crucial than others. For instance, sequence headers, predictive (I
or P) picture headers, PES headers in some cases, slice headers in intra-coded pictures
can be considered as essential in comparison to slice headers in B pictures.
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2.3. Network Services
ATM adaptation layers provide speciﬁc functions tailored to a set of classes of ser-
vice. The service classiﬁcation is based upon three attributes, namely; timing relation
between source and destination, bit rate and connections mode. To ﬁt the classes of
service early deﬁned in I.362 [27], 5 AALs were deﬁned. Among these AALs, two are
available today for the transport of multimedia data: AAL1 and AAL5 [28].
AAL1 was basically designed to cover circuit emulation services. It therefore oﬀers
CBR services to the applications. This may be a limitation if constant video quality en-
coding is used. AAL1 provides a cell level granularity to detect cell losses via a sequence
number. It also provides cell loss recovery via Reed-Solomon FEC codes combined with
a (124,128) matrix interleaver which is able to correct erasures (cell losses) as well as ran-
dom errors (impulse noise). However, using interleaving introduces delays proportional
to the size of a FEC block at both the sender and the receiver.
AAL5 was developed mainly for data transfer applications but nowadays is con-
sidered as a general purpose AAL, partly due to its simplicity and low overhead as
illustrated in Fig. 3. This simplicity has, however, some drawbacks for multimedia ap-
plications. AAL5 does not provide enough protection against losses due to its original
design target. Since such packet-based applications generally rely on robust transport
protocols for error detection and correction such as TCP, AAL5 provides a simple error
detection mechanism able to detect octet errors as well as cell losses. Due to the lack
of more sophisticated functionalities, in case of cell losses, AAL5 is unable to know the
position of the cells lost inside the PDU and so, no error correction can be applied.
Therefore, when cell losses are detected, the packets are discarded. If no retransmission
is performed, the packet discard leads to a data loss rate at the application level which
is higher than the data loss (cell loss) rate at the network level.
These functions are not adequate for real-time applications for two main reasons.
Firstly, a single cell loss causes the loss of several data that could be still used by the
decoder with techniques such as early resynchronization [21]. Secondly, since AAL5 does
not notify packet discards to the upper layers the decoder may not detect data corruption
and may not be able to trigger any error concealment mechanism [29].
Recently, the AAL5 speciﬁcation has been revised by ITU-T. The updated rec-
ommendation [30] now allows the AAL to pass corrupted packets to the upper layers.
However, this new feature has its limitations. The most important, is that the only
corrupted packets that can be passed are those with an errored CRC check but with the
correct length. This automatically avoids passing packets corrupted by cell losses.























Figure 3. AAL5 segmentation mechanism of MPEG-2 video
Currently, there is no AAL speciﬁcation to transmit real-time VBR communications
over ATM. Originally, AAL2 was deﬁned by the ITU as the adaptation layer for time-
constrained VBR communications. However, it has never been speciﬁed and recently, this
AAL has been devoted to wireless communications. Therefore, due to its ubiquity, to its
ﬂexibility to handle both constant as well as variable bit rates and to the lack of a more
appropriate AAL, AAL5 has been chosen for the transmission of multimedia applications.
The speciﬁcation describing the transmission of video over ATM is the approved Video
on Demand Speciﬁcation 1.1 [17]. This document describes the encapsulation of MPEG-
2 TS packets into AAL5-SDUs. This scheme packetizes two single program transport
streams (SPTS) packets regardless of their information contents, being of audio, video
or timing nature into a single AAL5-SDU as shown in Fig. 3. The AAL5 adds its 8 byte
trailer and the resulting AAL5-PDU is segmented into 8 ATM cells without any padding.
3. User-Oriented Performance Metrics for Video Communication Services
Performance measurement standards generally are addressed to one of two audi-
ences: users or providers. Since telecommunication services exist to fulﬁll the needs of
users, it is important to specify and measure the quality of telecommunication services
using performance measurements standards that provide a means for a user to express
their satisfaction with the delivered service. Such performance tools are described as
“user-oriented”.
Traditionally, the quality metric used for audiovisual signals is the Peak Signal to
Noise Ratio (PSNR). It is a quantitative measure of the distortion of an image compared
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to the original deﬁned as:







where oi(n) and di(n) are the luminance values for the i’th pixel of the n’th original
and encoded frames, respectively and Np is the number of pixels in a frame. It has been
proved in [24] that the PSNR has no correlation with the user perception of video quality.
The linear relationship between the encoding bit rate and the PSNR metric is in contrast
with the human inability to perceive a quality improvement beyond a certain encoding
bit rate.
An attempt to map network QoS to higher layer QoS is to be found in [31]. The
metric called Glitch tries to capture the impact of ATM cell losses at a display level for
MPEG-2 applications. The problem with this metric is that it does not give any real
information of what is perceived by the user. Indeed, a glitch is deﬁned as the interval
started by an image partially displayed and ended by an image correctly displayed. The
glitch duration and glitch rate are the main metrics. Unfortunately, at a user level, the
perception of a glitch depends on the duration but also on the portion of the image that
is damaged which is not considered by the glitch metric.
Recent research has addressed the issue of video quality assessment by means of
human correlated metrics. One of the ﬁrst quality metrics, the sˆ (SHAT), was developed
at the Institute for Telecommunication Science (ITS) in Colorado [32]. The quantitative
measure is based upon two quantities, namely, spatial and temporal information, SI and
TI respectively, which tries to map subjective evaluations.
The SHAT metric is a linear combination of three quality impairment measures
namely m1, m2 and m3, deﬁned upon the SI and TI metrics as follows:
sˆ = 4.77− 0.992m1 − 0.272m2 − 0.356m3. (2)
It is however shown in [24] that this metric over estimates the quality in the low
bit rate encoding range of MPEG-2.
Several studies have shown that a correct estimation of subjective quality has to
incorporate some modeling of the Human Visual System [33]. A spatio-temporal model
of human vision has been developed for the assessment of video coding quality [34,24].
The model is based on the following properties of human vision:
• The responses of the neurons in the primary visual cortex are band limited. The
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human visual system has a collection of mechanisms or detectors (termed “channels”)
that mediate perception. A channel is characterized by a localization in spatial fre-
quency, spatial orientation and temporal frequency. The responses of the channels are
simulated by a three-dimensional ﬁlter bank.
• In a ﬁrst approximation, the channels can be considered to be independent. Perception
can thus be predicted channel by channel without interaction.
• Human sensitivity to contrast is a function of both frequency and orientation. The
contrast sensitivity function (CSF) quantizes this phenomenon by specifying the de-
tection threshold for a stimulus as a function of frequency.
• Visual masking accounts for inter-stimuli interferences. The presence of a background
stimulus modiﬁes the perception of a foreground stimulus. Masking corresponds to
a modiﬁcation of the detection threshold of the foreground according to the local
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Figure 4. Moving Pictures Quality Metric (MPQM) block diagram
The vision model described in [34] has been used to build a computational quality
metric for moving pictures depicted in Fig. 4 [24] which proved to behave consistently
with human judgments.The metric, termed Moving Pictures Quality Metric (MPQM),
computes the quality according to the rating described in Tbl. 1 [35].
Table 1




4 Perceptible, not annoying Good
3 Slightly annoying Fair
2 Annoying Poor
1 Very annoying Bad
Figure 5 presents the MPQM quality assessment of MPEG-2 video for the Mobile &
Calendar sequence as a function of the bit rate. An important result that can be extracted
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Mobile & Calendar Sequence
Figure 5. MPQM quality assessment for the Mobile & Calendar sequence as a function of the bit rate
from the graph is that the perceptual quality saturates at high bit rates. Increasing the
bit rate may thus result, at some point, in a waste of bandwidth since the end user does
not perceive an improvement in quality anymore. Additional compressed video sequences
show results with the same behavior in [24].
4. Proposed Layers for Interactive MPEG-2 Video over ATM
4.1. Introduction
The foundations to build the new protocol layers are twofold: the requirements of
interactive multimedia applications and the nature of compressed data.
An AAL, by deﬁnition, has to be generic, so, the way to take into account the
nature of the data without developing an AAL per compression algorithm is to split the
required functions into two sets: the network services to be provided by the AAL and
application speciﬁc services to be provided by a Network Adaptation Layer (NAL). Fig. 6
depicts the proposed protocol scheme.
Such a two-layered scheme provides application speciﬁc functions while keeping the
network part, in this case the AAL, generic. This comes with the advantage that NALs
could be used over other network or transport protocols if the underlying layers provide
the required functionalities.














Figure 6. Two layer reference scheme
4.2. A Multimedia ATM Adaptation Layer
The AAL enhances the services provided by the ATM layer to support the require-
ments of a speciﬁc service, for instance the transmission of real-time variable bit rate
applications. Multimedia data sources are of diverse nature. Several compression algo-
rithms exist with their own characteristics and syntax. Unlike multimedia, the data in
ﬁle transfer applications does not have any particular syntax relevant to the network. All
information is of equal importance and has to be transmitted without any error to the
receiver. This is also the case in today’s schemes for multimedia transmission. All data
is considered with the same level of importance even if solutions based on a combination
of priorities and layered coding tend to prove that this is not the case [5].
However, common characteristics between very diﬀerent data syntaxes and seman-
tics exist. All the currently available encoding algorithms use a set of headers to structure
the information. In addition, every compression algorithm uses prediction which leads
to two main types of pictures; reference and predictive.
This drives us to formulate a set of design principles we will use to specify the
functions to be performed by the new multimedia AAL, we will refer to as MAAL, which
are the following:
• Genericity: the AAL has to support any type of codec.
• Reliability: errors or cell losses have to be minimized.
• Low delay: due to the nature of the data and the requirements of both the user and
the application.
The next sections propose a rationale for each of the AAL functions. To derive
a ﬁrst approximation required to evaluate the performance of the chosen functions, we
make use of the low traﬃc source assumption [4,36,37]. The utilization of such a model
is justiﬁed by the fact that high quality multimedia applications using compressed video
should not make use of average bandwidths beyond 10 to 15 Mbits/s, even if peak rates
could go beyond these values. We therefore assume that the cell loss process seen by this
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type of connection is independent and identically distributed which allows to develop
some analytical models. The simulation experiments show the accuracy of such models.
4.2.1. Cell Loss Detection
There are actually two ways of detecting missing cells: the ﬁrst one consists of
using a packet length information used to monitor the length of the received packet. The
second one consists of using sequence numbers used to monitor the continuity of the cell
sequence. An advantage of the former packet-oriented mechanism is that it generates
low overhead. On the other hand, in case of cell loss this mechanism is unable to pass
enough information to allow the higher layers to perform error correction or concealment.
It is therefore diﬃcult to take advantage of corrupted information. If, instead, a packet
discard scheme is used, the probability exists that the dropped packet contained syntax
























Figure 7. Cell loss propagation in a video stream
Alternatively, a cell based loss detection has several advantages. Among them the
fact that a cell loss within a packet will not directly aﬀect the remaining information in
the packet because the corrupted packet could be passed to the upper layer with an error
indication containing the number as well as the position of the lost cells in the PDU.
This could easily be exploited by higher layers to take corrective actions.
On this basis we propose the MAAL to provide a cell sequence number for cell loss
and misinsertion detection.
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Having selected a cell sequence number for the MAAL, requires that at least an
octet is used from the SAR-SDU to carry the information. We proposed here a prelimi-
nary study to ﬁx the size of the SN ﬁeld based on the low traﬃc source assumption.
A ﬁeld size of n bits is able to number modulo 2n consecutive cells. Once the
maximum value is reached the counter is reset and numbering starts again from zero.
This means that the AAL is able to detect up to 2n − 1 consecutive losses. To dimension
the SN ﬁeld one has to evaluate the probability of observing n consecutive cell losses.
Assuming an independent and identically distributed (iid) cell loss process, we
deﬁne the random variable X as the number of consecutive cell losses observed. Then if
the cell loss ratio is equal to p the probability of observing n consecutive losses is given
by:
P (X = n) = pn. (3)
Figure 8 shows the evolution of the probability for n between 1 and 8 bits. We
have to consider that the assumption is the best case possible and that the real behavior
would lead to higher probabilities of consecutive losses. We therefore chose n = 5 leaving






































Figure 8. Probability of losing n consecutive cells
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4.2.2. The Dummy Cell Insertion Mechanism
Dummy cell insertion consists of inserting dummy data to replace the lost data
within a packet. This mechanism is used by AAL1 to keep the data aligned in the
interleaver to allow recovery of the lost cells.
If interleaving is not used then the only reason to use dummy cell insertion is to
keep packet size integrity. It could be useful in the sense that if there is a packet length
check at higher layers it could pass through avoiding discard of the information due to a
length mismatch.
We see a third possible utilization of dummy cell insertion related to video. Since
all compression algorithms use run length coding, it is impossible that long sequences
of the same value appear. Therefore the existence of an unallowed codeword could be
interpreted as an error by the decoder which could then drive the error concealment
mechanisms.
Taking into account that diﬀerent types of applications could make use of the
MAAL, we propose the dummy cell to be selected by the user at connection setup.
4.2.3. Packet Delineation
If variable packets are used, then it is necessary to provide a packet delineation
mechanism. The ATM cells have a 2 bit ﬁeld in the header, the Payload Type Identiﬁer
(PTI), whose purpose is to delineate the packets (see Fig. 9). If only the PTI ﬁeld is
used to delineate the packets then the probability exists that the delineation cells are













5 Octets 48 Octets
Header Payload
Figure 9. ATM cell structure
A ﬁrst evaluation could be done by calculating the probability that this happens
assuming an iid cell loss process. Given a cell loss ratio of p then the probability of losing
the ﬁrst or the last cell in a packet is the same and equal to the probability of losing any





























Figure 10. Probability of consecutive packet losses due to cell delineation loss
other cell. Thus, if we deﬁne P (A) and P (B) as being the probabilities of losing the ﬁrst
and last cells of any packet respectively, the probability of losing the delineation cells for
packets of size m is equal to:
P (A ∩B) = P (A)× P (B)
P (A ∩B) = (p)2
and does not depend on m. The probability X of observing n consecutive packets,
and therefore n×m cells, lost due to loss of delineation cells is given by:





As Fig 10 shows, the probability of multiple consecutive packet losses due to loss of
delineation packets is small. This means that under the low traﬃc sources assumption,
the utilization of the PTI ﬁelds in the ATM cells should be enough to reliably delineate
and transmit variable size packets. Note that AAL5 uses only the last cell of the packet
to delineate the PDUs. In this case the probability will be:
Prob(X = n) = p(n−1) (5)
which leads to a higher probability of packet loss due to delineation cell losses.
The disadvantage of transmitting variable size packets is that they do not necessary
segment into an integer number of SAR-SDU payloads. Therefore, the CPCS has to
provide a boundary alignment function which requires a CPCS-SDU header or trailer
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to indicate the number of extra bytes transmitted, thus adding overhead. We therefore
propose that in addition to using the PTI ﬁeld the size of the PDUs is kept constant for
the duration of the connection. The size will be selected by the user at connection setup.
4.2.4. Packet Level Forward Error Correction
Working on top of AAL5 gives a packet visibility to the error correction mechanism.
If we consider the protection scheme of Fig. 11, we are protecting k packets with h
overhead packets. To guarantee no loss it is necessary to receive k out of k + h packets.
Data Data Data FECFEC........... ...........
k packets h packets
Figure 11. RSE based forward error correction mechanism
To prove the error recovery eﬃciency reduction for the packet level scheme lets
assume an iid cell loss pattern. Each packet segments into m cells. We want to calculate
the probability of receiving at least k among k + h correct packets.
The probability p of losing a packet is given by the probability of losing at least
one and at most all the cells in a packet if we consider that AAL5 is used. We want to
calculate the number of successful events (cell losses) of a Bernoulli process. Thus the








CLRn × (1− CLR)m−n. (6)
As Fig. 12 illustrates, AAL5 ampliﬁes the CLR by a factor equal to m mainly due
to the packet discard mechanism.
It is worth to note that a packet based recovery mechanism will not beneﬁt from
I.363.5 recent revision [30]. The new recommendation allows AAL5 to pass corrupted
packets that are correct in length (CRC mismatch). This is incompatible with error
recovery techniques because using corrupted packets to recover missing packets will lead
to wrong results.
If the cell loss process is Bernoulli, then the packet loss process is binomial with a
packet loss probability p given by Eq. 6. If we deﬁne the random variable X as being the
number of received packets, the probability of receiving k among k + h packets is again
given by a binomial distribution:
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m = 4 Cells 
m = 8 Cells 
m = 12 Cells
m = 16 Cells







































Figure 12. Probability of losing a packet of size m cells







(1− p)n × pk+h−n. (7)
Figure 13 shows the probability of receiving k among k + h packets correctly based
on Eq. 7. We have ﬁxed k = 8 packets and h = 1 packet. The packet size has been varied
between 4 and 20 cells. This protection scheme tolerates a single packet loss regardless of
the number of cells lost within the packet. This scheme is therefore sensitive to the packet
size as well as to the distribution of the cell losses. For a given CLR the probability of
losing a packet increases according to Eq 6. Thus, the recovery eﬃciency is reduced by
a factor m. With a bursty loss process, which increases the probability of consecutive
losses, such a mechanism would perform better than under the iid assumption.
4.2.5. Cell Level Forward Error Correction
If we now consider that the FEC data is generated at the cell level, in this case the
SAR sublayer, to achieve the same overhead as in the packet level protection case we
have to send k ×m cells protected by h×m FEC cells. Then, using the same random
variable as in Eq. 7, the probability of receiving k ×m cells among (k + h)×m is given
by:







(1− CLR)n × CLRm(k+h)−n. (8)
Figure 14 shows the probability of receiving k among k + h packets correctly for
the cell level recovery mechanism according to Eq. 8. We keep the same k, h and m
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Figure 13. Probability of receiving k among k + h packets with packet level protection
parameters of the packet case. In the cell level scheme, all the redundancy cells protect
all the data cells and therefore recovery depends only on the number of lost cells and not
on the distribution within the FEC block which explains the improved eﬃciency compared
to Fig. 13. Note that increasing the packet size increases the recovery eﬃciency of the
cell level mechanism. This is due to the fact that for a given CLR, the probability of
losing m cells is a function of the CLR while the probability of receiving m× k cells is a
function of Eq. 8.
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Figure 14. Probability of receiving k among k + h packets with cell level protection
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4.2.6. Comparative Performance
Figures 13 and 14 show that the cell level protection mechanism performs more
than an order of magnitude better than the packet level scheme for the same protec-
tion overhead. The reasons to this are that the recovery eﬃciency of the packet level
protection scheme directly depends on the cell loss process and on the packet size while
the recovery eﬃciency of the cell level protection scheme depends only on the number of
redundancy cells.
Figure 15 (a) shows a comparative plot of the recovery eﬃciency achieved for both
packet and cell level schemes. We have ﬁxed for the packet level scheme k = 8 and h = 1
packets and for the cell level scheme, k = m× 8 and h = 1 cells.
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m = 4 Cells MAAL 
m = 8 Cells AAL5 
m = 8 Cells MAAL 
m = 12 Cells AAL5
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m = 16 Cells AAL5
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Figure 15. Comparative packet and cell based probability of receiving k among k + h packets
The cell level mechanism achieves the same recovery eﬃciency as the packet level
with an overhead of
1
m
less than for the packet based case for all the packet sizes
considered.
Figure 15 (b) shows again a comparative plot for both protection mechanisms. In




In summary, and under the uniformly distributed cell loss process assumption de-
rived from the low traﬃc source hypothesis, a cell level protection mechanism achieves a
much better performance than a packet level one. We therefore propose for the MAAL
a mechanism based on burst erasure codes (RSE) [38]. The advantage of this method is
that it takes into account the speciﬁcs of ATM as depicted in Fig. 11. It relies on the fact
that erasures are limited to ﬁxed boundaries (cells) to correct cell losses only. Conversely,
it cannot correct octet or bit errors (impulse noise). This is not a fundamental problem
since we assume that the ratio of errors to erasures in ﬁber based networks is very small
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and can be considered as negligible. Also, since RSE does not need interleaving, the
delay introduced is small (see Fig 16).
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Figure 16. RSE based forward error correction end-to-end delay
4.3. MAAL Proposed Functions
To meet the requirements of real-time multimedia applications, we propose an AAL
that includes the following mechanisms:
• Transmission of constant size packets.
• Cell sequence numbering.
• Passing of corrupted PDUs to the upper layers with an error notiﬁcation.
• User selected dummy cell insertion mechanism depending on the type of application
or coder.
• Selective RSE based Forward Error Correction.
The structure of the MAAL SAR-PDU is shown in Fig. 17. The sequence number
provides a cell level granularity to improve the error detection capabilities and combined
with dummy cell insertion allows to pass incomplete packets to the upper layer. The
RSE based FEC selectively provides protection of essential information thus achieving
a low overhead. This functions require a SAR-SDU header of one octet which adds a
per cell overhead of 2%. However, since the PTI ﬁeld is used for packet delineation no
overhead is added at the convergence sublayer.
Concerning the packetization of MPEG-2 TS packets, the proposed packetization
has the advantage of always giving an integer number of cells, since the length of the TS
packets is 188 bytes which gives exactly 4× 47 byte payloads.
In summary, the structure of the proposed MAAL, depicted in Fig. 17 will be as
follows:





5 bits 3 bits
Figure 17. MAAL cell structure
• SAR-SDU size of 47 octets.
• SAR-SDU header of one octet divided into two ﬁelds: a sequence number ﬁeld and a
FEC number ﬁeld.
• Selective SAR-level FEC.
• Null SSCS and CPCS.
Such an AAL fulﬁlls the proposed design principles. The MAAL is generic since
there is no application speciﬁc function included, even if some functions are user con-
ﬁgurable. It is reliable because it provides an eﬃcient cell loss detection mechanism in
addition to a cell level FEC scheme. Finally, by deliberately limiting the AAL functions,
we keep processing delays to small values thus leading to low delays.
4.4. An MPEG-2 Speciﬁc Network Adaptation Layer
One of the major arguments against FEC is that it adds overhead that may con-
tribute to the network congestion it tries to solve. We have seen that FEC still presents
several advantages for multimedia communications such as low delay and sender in-
dependence for multipoint. As we have discussed in Sec. 2.2 compressed audiovisual
information can be classiﬁed according to the perceptual importance that its loss has
onto video. It could therefore be possible to take advantage of such perceptual relevance
to reduce the overhead of the protection mechanism by providing a selective FEC.
To achieve such protection scheme it is necessary to have an a priori knowledge of
the type of data to be transmitted to identify the sensitive information. This requires a
layer, in our case we propose a Network Adaptation Layer, to be codec speciﬁc.
The Perceptual Syntactic Information Protection (PSIP) takes into account both
the hierarchical structure of compressed audiovisual information as well as its perceptual
relevance.
The PSIP algorithm takes into account both the picture and the syntax levels
of audiovisual bitstreams. Firstly, a picture classiﬁcation is done according to their
perceptual relevance (reference or predictive frames). Secondly, a header classiﬁcation
is established according to the hierarchy, and therefore the perceptual relevance, within
the bitstream. Headers being included into pictures, a complete loss impact classiﬁcation
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Table 2
Example of loss impact classiﬁcation of MPEG-2 data
Frame Type
I (1) P (2) B (3)
Picture Header (1) 1 2 3
Slice Header (2) 2 4 6
TS Header (3) 3 6 9
could be done using a two-entry table as shown in Tbl. 2. If we set priority values for
the 3 picture types as well as for the diﬀerent headers, a hierarchy could be obtained by
multiplying the values of the joint picture-header combination. The lowest value being
the highest priority.
This classiﬁcation does not include the GOP header, actually optional in MPEG-2,
and the Sequence Header which both encompass the pictures. Clearly these have an even
higher priority, say priority 0.
From this table it is easy to achieve a protection scheme on the basis of priority
values. This mechanism does not allow for all combinations of protection but gives a very
simple priority-based protection algorithm. This type of classiﬁcation could be further
improved by adding the MPEG audio part. Several experiments done with interactive
audiovisual transmission [39] have shown that the users are much more sensitive to audio
degradation than video. It is therefore natural to consider the audio information as a
high priority ﬂow. Since the audio ﬂows require relatively low bandwidth compared to
video the protection of the audio ﬂow generates a low overhead and can therefore be set
to priority 0.
The PSIP mechanism is simple to implement does not require much processing time
and is easy to apply to any kind of hierarchically structured audiovisual information.
Due to its ﬂexibility, the PSIP could be improved in many ways. It could be possible
to achieve an adaptive PSIP (given that a feedback channel exists) that would adapt the
level of protection according to network conditions. For example the PSIP could switch
from a level 3 to two protection in case of low CLR.
Also a multi-level PSIP which would generate a given number of FEC cells according
to the priority level could be developed. As an example, all picture headers could be
protected with a larger number of FEC cells than, say the slice or PES headers, regardless
of the type of frame. This will reduce the probability of losing complete frames due to a
frame header lost.
If layered coding is used it is also possible to apply priority levels by layer or by
type of picture regardless of the layer. It is actually up to the implementer to develop
its own protection algorithm.




















Figure 18. ATM Forum and proposed frameworks for transmission of MPEG-2 video over ATM
In summary, we propose a two-layered framework that splits the functions required
for multimedia into two sets: network services provided by the MAAL and application
speciﬁc services to be provided by the NAL. Fig 18 depicts the current framework in
white. The grey layers show how the proposed protocol layers seamlessly integrate into
the existing protocol stack. Such scheme provides codec speciﬁc functions while keeping




To evaluate the performance of the chosen mechanisms for the MAAL, we have
performed a set of simulations based on the ATM network simulator setup depicted
in Fig. 19. The simulator is composed of four multimedia workstations and two ATM
switches. The workstations are connected as two point-to-point communications. Both
switching stages, implemented as multiplexers with limited buﬀer size, are loaded with
several On-Oﬀ background traﬃc sources widely used to simulate a multiplex of traﬃc.
To guarantee the same CLRs to both cell streams, the background traﬃc is repli-
cated and sent simultaneously to both multiplexing stages. To avoid correlations between
diﬀerent sources, random phases are used at simulation startup. Also, to avoid transient
phenomena, the traﬃc under test (TUT) is not sent until the network reaches steady
state. The TUT is then sent to the switch where it is multiplexed with the background
traﬃc. Since the switch buﬀer is limited in size, some cells may be lost. The TUT is
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then routed to the receiver end system where the data is reassembled. The background
traﬃc is assumed not to interfere further with the TUT and thus is directly routed to a
traﬃc sink after leaving the switching stage.























Figure 19. Simulation scenario
5.1.2. Video Setup
The foreground traﬃc used for our experiments has been obtained by encoding real
video sequences. By doing this we avoid the accuracy problems due to mathematical
models of VBR video sources. In addition, to be able to use a video quality metric, we
needed real bit streams.
The main video sequence used to generate the TUT consists of a ski sequence of
1000 frames of ITU-R 601 format (720× 576, 25fps). We have generated VBR video
streams with a TM5 MPEG-2 software encoder as interlaced video, with a structure of
12 images per GOP and 2 B-pictures between every reference picture, and a single slice
per line (i.e. 45 macroblocs per slice). The sequence provides several scene changes as
well as fast motion. Figure 20 shows a frame of the ski sequence.
In our experiments, we have used the encoder in open-loop with a constant quan-
tizer scale. Two diﬀerent quantizer scales have been considered, 26 and 28 which both
produce a CATV quality, in such a way that 10% more bandwidth in average is required
by the former. The saved bandwidth will be used for data protection (PSIP). These two
quantizers imply diﬀerent perceptual video encoding qualities as well as traﬃc charac-
teristics (see Fig. 25).
Before being transmitted, the MPEG-2 bitstream is encapsulated into 18800-bytes
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Figure 20. Sample of the original video sequence used for transmission
length Packetized Elementary Stream (PES) packets and divided into ﬁxed length Trans-
port Stream (TS) packets by the MPEG-2 system encoder.
The decoder provides some error concealment techniques. These techniques have
been used for diﬀerent reasons. The ﬁrst is to be consistent with real implementations
and the second one to be able to perform the perceptual measurements. Indeed, the
human visual system models currently developed and the derived metrics have been
tested for errors below what is called the suprathreshold. The problem is that in general,
the errors due to cell losses generate highly visible artifacts, holes, in the sequence and
these errors are all above this suprathreshold. By using concealment techniques, most of
the artifacts may be considered as being below the suprathreshold of vision, making the
perceptual measure accurate [24].
5.2. Experimental Results
5.2.1. Provider-Oriented Performance Evaluation
In the precedent section we have used the low traﬃc source assumption [4,36,37] to
dimension the AAL and the FEC mechanism. This assumption has been studied under
speciﬁc traﬃc proﬁles. There is no actual proof of its applicability to VBR video traﬃc.
Indeed, the utilization of an open-loop VBR encoder leads to a bursty traﬃc proﬁle. It
is therefore to be expected that the cell loss process will also show some burstiness. This
should entail a reduced FEC recovery eﬃciency as shown in [9].
We ﬁrst study the behavior of the cell loss process for the global cell stream as
well as for the single VBR video stream. We perform this by means of signal processing
techniques. We sample in our simulations simultaneously both the global and the TUT
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cell loss processes. We obtain a random on-oﬀ process of the cell loss occurrences. We
derive from these traces the Power Spectral Density (PSD) functions Φ(f). Since the
inverse Fourier Transform of a stationary random process is the autocorrelation function
we can derive from the spectra the main characteristics of the loss process.
Figure 21 depicts the Power Spectral Density (PSD) of the global process as a
function of the network load. The peak at ϕ(0) depicts the total power of the process.
The amplitude of ϕ(0) indicates large ﬂuctuations around the mean value and suggests a
correlated process. This is to be expected because during congestion periods, consecutive
cells are dropped by the switches. Note also that when the traﬃc intensity decreases the
peak also decreases and some noise appears in the curves. This is due to the relative low
frequency of the occurrences. Still with increasing background loads, the spectra tend to















































Figure 21. Power spectral density of the global and video cell loss processes
In contrast, the TUT PSD shown in Fig. 21 (b) suggests a non correlated process.
The PSD of an ideal uniformly distributed process is ﬂat. The spectra obtained from
the simulations shows a peak at the null frequency ϕ(0) which actually depicts the total
power of the signal. In fact the spectrum could not be totally ﬂat because the signal’s
energy is ﬁnite which explains the amplitude at ϕ(0). We can therefore, deduce that
the cell loss process of a single connection tends to be non-correlated. This could be
explained by the fact that as suggested in [36], if the fraction of the link bandwidth used
by a connection is small enough then the cell loss process can be accurately approximated
by a uniformly distributed process.
The correlated characteristic of the global cell loss process is corroborated by the
plots of Fig. 22 (a) which shows a detailed view of the PSD and the autocovariance
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functions for a ﬁxed load. The lag plot shows that beyond 50 cell slots the process is still
correlated which suggests relatively long bursts of cell losses.













































Figure 22. Power spectral density and normalized autocovariance function of the global and video cell
loss processes for a background load of 80%
As depicted in Fig. 22 (b), the lag plot of the TUT loss process shows a very light
correlation in a relative long range of up to 40 cell slots. This is due to the burstiness
of VBR video. When high activity periods occur, the cells are sent at cell rates high
enough to increase the probability of observing consecutive losses. Actually, the cells are
close enough in time to observe such cell loss clustering eﬀect. However, the relative low
frequency of these peaks results in an almost negligible cell loss correlation.
In addition, if we now compare the Packet Loss Ratio (PLR) observed for AAL5
and we plot it as a function of the CLR (Fig 23), it turns out that the simulated ﬁgure
follows very closely the theory given by Eq. 6. We can therefore conclude that at the
packet scale the loss process behaves close to a uniformly distributed process. This is
actually the worst case for a packet-oriented AAL that makes use of a packet discard
mechanism.
The presented ﬁgures corroborate the low traﬃc source assumption for a VBR
video connection using, in average, a small fraction of the link rate under an On-Oﬀ
background traﬃc proﬁle. Certainly increasing the burstiness of the multimedia stream
or the average bandwidth used will increase the correlation factor. However, given the
very small values observed, the cell loss process of a CATV quality video stream can ac-
curately be approximated by a non-correlated process. This leads to optimal conditions
to use a cell-level FEC recovery mechanism.
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Figure 24 shows a comparative plot of the CLRs measured at the receiver, for both
AAL5 and MAAL with PSIP protection. The AAL 5 curve includes all the data lost due
to the packet discard mechanism and the MAAL the FEC data lost.
Theoretical       


































Figure 23. Packet Loss Ratio vs. Cell Loss Ratio for open loop VBR video traﬃc
The CLR measured for the MAAL is actually equal to the network CLR since there
is no extra discard of information. Comparatively, the CLRs achieved by AAL5 are 4
times higher mainly due to the packet discard mechanism which clearly ampliﬁes the
CLR seen by the application. The size of the packets used in the simulation is of 8 ATM
cells. The fact that the CLR diﬀerence between both AALs is not closer to the packet
size is due to the clustering eﬀect observed in the cell loss process which reduces the
negative impact of the packet discard mechanism. In addition the PSIP overhead has
been calculated to achieve in average the same bitrate as the unprotected bitstream.
This means that in high activity periods FEC data may have contributed to extra cell
loss in the MAAL cased. It is interesting to note that changing the size of the packets
to be transmitted does not aﬀect the performance of the MAAL. This is not the case
for AAL5 whose performance depends on the packet size all the more that the cell loss
process is almost not correlated which is the worst case for a protocol using a packet
discard mechanism.
5.2.2. User-Oriented Performance Evaluation
Figures 25 (a) and (b) show the perceptual quality assessment as a function of the
CLR for the transmission of MPEG-2 VBR streams over AAL5 and MAAL. Figure 25 (a)
compares the quality of the same video stream transmitted with both AALs without any
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Figure 24. Comparative AAL5 and MAAL Cell Loss Ratios observed for VBR video transmission
data protection. The MAAL shows a better behavior under medium to high CLRs. Note
that both the AAL5 and MAAL ﬁgures begin to diverge for a CLR value close to 10−5.
However, under very high CLRs both ﬁgures converge again. This behavior is explained
by the higher granularity of the MAAL which allows to pass incomplete data packets to
the upper layers. The lack of such possibility in AAL5 penalizes its performance from a
perceptual point of view.
The reason why both curves converge for very high cell losses is due to two rea-
sons. Firstly, with increased network load, the cell loss process becomes more bursty and
groups the losses into small clusters reducing the negative eﬀect of AAL5’s packet discard
mechanism. Secondly when large cell loss ratios occur, the pictures are so severely dam-
aged (including lost frames) that the perceived quality drops very fast for both AALs.
However, the MAAL proves to be more reliable without any extra overhead in a large
range of cell loss ratios.
Figure 25 (b) compares the results obtained for the transmission of both a higher
encoded quality unprotected video stream over AAL5 against a lower encoded quality
PSIP protected one over MAAL. The ﬁgure which gives the best quality is the transmis-
sion of the lowest video encoding quality stream with MAAL and PSIP. It is interesting
to note that even if the quality of the encoded ﬂow is lower, the quality at the receiver
is better for CLR values beyond 10−4. For higher CLR values both ﬁgures diverge in-
creasing the diﬀerence in quality achieved by the MAAL. Even if we have shown that
the burstiness of the cell loss process is limited it is true that the FEC mechanism is
penalized under such conditions. Bearing in mind that the protection mechanism adds
a single redundancy cell, conﬁguration which is not optimized for such bursty loss pro-
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Figure 25. Quality rating vs. network CLR for VBR video transmission over AAL5 and MAAL
cesses, we can conclude that further improvements on the PSIP mechanism could lead
to better results. We can then conclude that a tradeoﬀ may be found which optimizes
the perceived quality (the bitrate) and the protection eﬃciency (the overhead).
The probability of observing such high CLRs in ATM networks due only to conges-
tion is relatively reduced. Nevertheless, our results show that under high CLRs the same
or even better perceived quality could be achieved with the combined NAL-MAAL layers.
This leads to two possible utilizations: the ﬁrst is the possibility of applying the proposed
mechanisms to a wireless environment where such high CLRs are expected to occur. In
this case further investigations are necessary concerning the cell loss proﬁles in such en-
vironments. The second one is related to cost. If a network operator applies statistical
multiplexing the way the resources are allocated depends, among others, on the cell loss
ratio an application tolerates. Since the MAAL with the PSIP mechanism achieves the
same perceptual quality for higher CLRs than AAL5 it is possible to multiplex more
connections per link thus obtaining a better network resource utilization.
6. Conclusions
We describe in this paper an AAL targeting VBR interactive multimedia services.
It provides a cell level granularity view for loss detection and correction. Considering
the tight timing constraints that such applications have as well as the characteristics of
video which tolerates some loss, a FEC-based correction mechanism is also provided. The
AAL functions are kept simple to avoid extra delays due to processing. To overcome the
overhead problem due to FEC data, and taking into account the hierarchical structure
that characterizes compressed audiovisual information, we also describe the principles of a
video-oriented Network Adaptation Layer, NAL. We applied these principles to the design
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of an MPEG-2 speciﬁc NAL. The NAL provides means to selectively protect the most
relevant information of the video streams. The utilization of the Perceptual Syntactic
Information Protection algorithm, PSIP, keeps the FEC overhead to a minimum value
while still achieving eﬃcient data protection.
We have studied the performance of this approach in a simulated environment. The
study of the cell loss process shows that if we consider a single cell stream, for instance
the video stream, the cell loss process can be accurately approximated by a uniformly
distributed process, under certain background traﬃc conditions. This validates the choice
of a cell-level FEC mechanism without interleaving. Comparisons made with the current
framework for the transmission of MPEG-2 video over ATM have shown from both
the network provider and the user perspectives that under medium to high error rates
the proposed MAAL achieves better results with no supplementary overhead. When the
MAAL is combined with the PSIP provided by the NAL, our proposal achieves a graceful
quality degradation under heavy loss conditions.
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