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ARITHMETICAL RANK OF SQUAREFREE MONOMIAL
IDEALS GENERATED BY FIVE ELEMENTS OR WITH
ARITHMETIC DEGREE FOUR
KYOUKO KIMURA, GIANCARLO RINALDO, AND NAOKI TERAI
Abstract. Let I be a squarefree monomial ideal of a polynomial ring S. In
this paper, we prove that the arithmetical rank of I is equal to the projective
dimension of S/I when one of the following conditions is satisfied: (1) µ(I) ≤ 5;
(2) arithdeg I ≤ 4.
1. Introduction
Let S be a polynomial ring over a field K and I a squarefree monomial ideal
of S. We denote by G(I), the minimal set of monomial generators of I. The
arithmetical rank of I, denoted by ara I, is defined by the minimal number r of
elements a1, . . . , ar ∈ S such that√
(a1, . . . , ar) =
√
I.
When the above equality holds, we say that a1, . . . , ar generate I up to radical. By
definition, ara I ≤ µ(I) holds, where µ(I) denotes the cardinality of G(I). On the
other hand, Lyubeznik [17] proved that
(1.1) pdS S/I ≤ ara I,
where pdS S/I denotes the projective dimension of S/I over S. Since height I ≤
pdS S/I always holds, we have
height I ≤ pdS S/I ≤ ara I ≤ µ(I).
Then it is natural to ask when ara I = pdS S/I holds. Many authors investigated
this problem; see [1, 2, 3, 4, 5, 6, 12, 14, 15, 16, 19, 20]. In particular in [14, 15], it
was proved that the equality ara I = pdS S/I holds for the two cases that µ(I) −
height I ≤ 2 and arithdeg I − indeg I ≤ 1. Here arithdeg I denotes the arithmetic
degree of I, which is equal to the number of minimal primes of I, and indeg I denotes
the initial degree of I; see Section 2. As a result we know that ara I = pdS S/I for
squarefree monomial ideals I with µ(I) ≤ 4 or with arithdeg I ≤ 3.
In this paper, hence, we concentrate our attention on the following two cases:
µ(I) = 5 and arithdeg I = 4. And the main result of this paper is as follows:
Theorem 1.1. Let I be a squarefree monomial ideal of S. Suppose that I satisfies
one of the following conditions:
(1) µ(I) ≤ 5.
(2) arithdeg I ≤ 4.
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Then
ara I = pdS S/I.
Note that there exists an ideal I with µ(I) = 6 such that ara I > pdS S/I when
charK 6= 2; see [15, Section 6].
After we recall some definitions and properties of Stanley–Reisner ideals and
hypergraphs in Sections 2 and 3, we give a combinatorial characterization for a
squarefree monomial ideal I with pdS S/I = µ(I)− 1 using hypergraphs in Section
4. It is necessary because we must use the fact that projective dimension of S/I is
characteristic-free for a squarefree monomial ideal I with µ(I) = 5 in Section 6.
In the case that µ(I) ≤ 4 all the squarefree monomial ideals are classified using
hypergraphs in [14, 15]. But in the case that µ(I) = 5, height I = 2 and pdS/I =
3, which is an essential difficult part for our problem, a similar classification is
practically impossible because of their huge number. According to a computer,
there are about 2.3 · 106 hypergraphs corresponding to such ideals. We need a
reduction. Hence we focus on the set of the most “general” members among them.
We call it a generic set. In Section 5 we give a formal definition of a generic set and
prove that it is enough to show ara I = pdS S/I for each member I of the generic
set. But we cannot obtain the generic set in our case without a computer. In
Section 6, we give an algorithm to find a generic set for the “connected” squarefree
monomial ideals I with µ(I) = 5, height I = 2 and pdS/I = 3 using CoCoA and
Nauty. As a result of computation, we found that the generic set consists of just
three ideals. In Section 7, we prove ara I = pdS S/I when µ(I) = 5 by showing the
same equality for all three members of the generic set.
Finally in Section 8, we focus on the squarefree monomial ideals I with arithdeg I ≤
4. Here we use another reduction. In terms of simplicial complexes as shown in
[5, 12], we may remove a face with a free vertex from a simplicial complex ∆ when
we consider the problem whether ara I∆ = pdS S/I∆ holds. We translate it in terms
of hypergraphs and after such reduction we show ara I = pdS S/I for remaining
ideals I with arithdeg I ≤ 4.
2. Preliminaries
In this section, we recall some definitions and properties which are needed to
prove Theorem 1.1.
Let M be a Noetherian graded S-module and
F• : 0 −→
⊕
j≥0
S(−j)βp,j −→ · · · −→
⊕
j≥0
S(−j)β0,j −→M −→ 0
a graded minimal free resolution of M over S, where S(−j) is a graded free S-
module whose kth piece is given by Sk−j . Then βi,j = βi,j(M) is called a graded
Betti number of M and βi =
∑
j βi,j is called the ith (total) Betti number of M .
The projective dimension of M over S is defined by p and denoted by pdS S/I or
by pdS/I. The initial degree of M and the regularity of M are defined by
indegM = min{j : β0,j(M) 6= 0}, regM = max{j − i : βi,j(M) 6= 0},
respectively.
Next, we recall some definitions and properties of Stanley–Reisner ideals, espe-
cially Alexander duality.
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Let V = [n] := {1, 2, . . . , n}. A simplicial complex ∆ on the vertex set V is a
collection of subsets of V with the conditions (a) {v} ∈ ∆ for all v ∈ V ; (b) F ∈ ∆
and G ⊂ F imply G ∈ ∆. An element of V is called a vertex of ∆ and an element
of ∆ is called a face. A maximal face of ∆ is called a facet of ∆. Let F be a face of
∆. The dimension of F , denoted by dimF , is defined by |F |−1, where |F | denotes
the cardinality of F . If dimF = i, then F is called an i-face. The dimension of ∆
is defined by dim∆ := max{dimF : F ∈ ∆}. A simplicial complex which consists
of all subsets of its vertex set is called a simplex. Let u be a new vertex and F ⊂ V .
The cone from u over F is a simplex on the vertex set F ∪ {u}; see [5, Definition
1, p. 3687]. We denote it by coneu F . Then the union ∆ ∪ coneu F is a simplicial
complex on the vertex set V ∪ {u}.
The Alexander dual complex ∆∗ of ∆ is defined by ∆∗ = {F ⊂ V : V \ F /∈ ∆}.
If dim∆ < n− 2, then ∆∗ is also a simplicial complex on the same vertex set V .
For a simplicial complex ∆ on the vertex set V = [n], we can associate a square-
free monomial ideal I∆ of S = K[x1, . . . , xn] which is generated by all products
xi1 · · ·xis , 1 ≤ i1 < · · · < is ≤ n with {i1, . . . , is} /∈ ∆. The ideal I∆ is called the
Stanley–Reisner ideal of ∆. It is well known that the minimal prime decomposition
of I∆ is given by
I∆ =
⋂
F∈∆:facet
PF ,
where PG = (xi : i ∈ V \ G) for G ⊂ V . On the other hand, for a squarefree
monomial ideal I ⊂ S with indeg I ≥ 2, there exists a simplicial complex ∆ on the
vertex set V = [n] such that I = I∆. If dim∆ < n− 2, i.e., height I ≥ 2, then we
can consider the squarefree monomial ideal I∗ := I∆∗ , which is called the Alexander
dual ideal of I = I∆. Then
I∗ = I∆∗ = (x
V \F : F ∈ ∆ is a facet),
where xG =
∏
i∈G xi for G ⊂ V . It is easy to see that I∗∗ = I, indeg I∗ = height I,
and arithdeg I∗ = µ(I) hold. Moreover, the equality reg I∗ = pdS S/I also holds;
see [23, Corollary 1.6].
3. Hypergraphs
For this section, we refer to Kimura, Terai and Yoshida [14], [15] for more detailed
information.
Let V = [µ]. A hypergraph H on the vertex set V is a collection of subsets of V
with
⋃
F∈H F = V . The definitions and notations of the vertex, face, and dimension
are the same as those for a simplicial complex. We set B(H) = {v ∈ V : {v} ∈ H}
and W (H) = V \ B(H). For a hypergraph H on a vertex set V , we define the
i-subhypergraph of H by Hi = {F ∈ H : dimF = i}. We sometimes identify B(H)
with H0. For U ⊂ V (H), we define the restriction of a hypergraph H to U by
HU = {F ∈ H : F ⊂ U}.
A hypergraph H on the vertex set V is called disconnected if there exist hyper-
graphs H1,H2 ( H on vertex sets V1, V2 ( V , respectively such that H1∪H2 = H,
V1 ∪ V2 = V , and V1 ∩ V2 = ∅. A hypergraph which is not disconnected is called
connected.
Let I be a squarefree monomial ideal of S = K[x1, . . . , xn] withG(I) = {m1, . . . ,mµ}.
We associate a hypergraph H(I) on the vertex set V = [µ] with I by setting
H(I) := {{j ∈ V : mj is divisible by xi} : i = 1, 2, . . . , n}.
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Definition 3.1. Let F be a face of H(I). Then there exists a variable x of S such
that
(3.1) F = {j ∈ V : mj is divisible by x}.
We call a variable x of S with condition (3.1) a defining variable of F (in H(I)).
Conversely, we say that a variable x of S defines a face F of H(I) if x is a
defining variable of F .
Note that the choice of a defining variable is not necessarily unique. Since the
minimal generators of a concrete squarefree monomial ideal I do not have indices,
we usually regard H(I) as a hypergraph with unlabeled vertices. If H(I) can be
regarded as a subhypergraph of H(J) as unlabeled hypergraphs for two squarefree
monomial ideals I and J , we write H(I) ⊂ H(J) by abuse of language.
On the other hand, we can construct a squarefree monomial ideal from a given
hypergraph H on the vertex set V = [µ] if H satisfies the following separability
condition:
For any two vertices i, j ∈ V ,
there exist faces F,G ∈ H such that i ∈ F \G and j ∈ G \ F .
The way of construction is: first, we assign a squarefree monomial AF to each face
F ∈ H such that AF and AG are coprime if F 6= G. Then we set
I = (
∏
F∈H
j∈F
AF : j = 1, 2, . . . , µ),
which is a squarefree monomial ideal with H(I) = H by virtue of the separability.
When we assign a variable xF for each F ∈ H, we write the corresponding ideal as
IH in K[xF : F ∈ H].
For later use we prove the following proposition:
Proposition 3.2. Let I, I ′ be squarefree monomial ideals of polynomial rings S, S′,
respectively. Suppose that µ(I) = µ(I ′) and H(I) ⊂ H(I ′). Then we have ara I ≤
ara I ′.
Proof. Set H = H(I), H′ = H(I ′). We may assume that I = IH and I ′ = IH′ with
H ⊂ H′. Set G(I ′) = {m′1, . . . ,m′µ}. Let mi for i = 1, 2, . . . , µ be the monomial
obtained by substitution of 1 to xF for F ∈ H′ \ H in m′i. We may assume that
G(I) = {m1, . . . ,mµ}. Assume that q′1, . . . , q′r generate I ′ up to radical. Let qi for
i = 1, 2, . . . , r be the polynomial obtained by substitution of 1 to xF for F ∈ H′\H in
q′i. We show that q1, . . . , qr generate I up to radical. Since q
′
i ∈ I ′ for i = 1, 2, . . . , r,
we have qi ∈ I. On the other hand, suppose m′ip ∈ (q′1, . . . , q′r) for some p ≥ 1.
Then we have mpi ∈ (q1, . . . , qr). Hence q1, . . . , qr generate I up to radical. 
4. Squarefree monomial ideals whose projective dimension is close
to the number of generators
Let S = K[x1, x2, . . . , xn] be the polynomial ring in n variables over a field
K. We fix a squarefree monomial ideal I = (m1,m2, . . . ,mµ), where G(I) =
{m1,m2, . . . ,mµ} is the minimal generating set of monomials for I. For a squarefree
monomial ideal I, by the Taylor resolution of S/I we have pdS S/I ≤ µ(I). In this
section we give a combinatorial characterization for the squarefree monomial ideal
I with pdS S/I = µ(I)− 1 using hypergraphs.
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First we consider the condition pdS S/I = µ(I). Then the following proposition
is easy and well known.
Proposition 4.1. The following conditions are equivalent for a squarefree mono-
mial ideal I :
(1) pdS S/I = µ(I).
(2) For the hypergraph H := H(I) we have B(H) = V (H).
By Lyubeznik[17] we have pdS S/I = cdI := max{i : HiI(S) 6= 0}. Assuming
that pdS S/I ≤ µ(I)− 1, we have pdS S/I = µ(I)− 1 if and only if Hµ−1I (S) 6= 0.
We give a combinatorial interpretation for the condition Hµ−1I (S) 6= 0.
Consider the following Cˇech complex:
C• =
µ⊗
i=1
(0 −→ S −→ Smi −→ 0)
= 0 −→ S δ
1
−→
⊕
1≤i≤µ
Smi
δ2−→
⊕
1≤i<j≤µ
Smimj
δ3−→ · · · δ
µ
−→ Sm1m2···mµ −→ 0.
We describe δr+1 as follows. PutR := Smi1mi2 ···mir and {j1, j2, . . . , js} = {1, 2, · · · , µ}\
{i1, i2, . . . , ir}, where j1 < j2 < · · · < js and r + s = µ. Let ψjp : R −→ Rmjp be a
natural map. For u ∈ R, we have
δr+1(u) =
s∑
p=1
(−1)|{q:iq<jp}|ψjp(u) =
s∑
p=1
(−1)jp−pψjp(u).
For F ⊂ [n], we define xF :=∏i∈F xi. We define a simplicial complex ∆(F ) by
∆(F ) =
{{i1, i2, . . . , ir} ⊂ [µ] : xF | ∏
j∈{1,2,···µ}\{i1,i2,...,ir}
mj
}
.
For α ∈ Zn, there is a unique decomposition α = α+−α− such that α+, α− ∈ Nn
and supp α+ ∩ supp α− = ∅. Then we have supp α− = {i : αi < 0}.
Lemma 4.2 ([21, Lemma 2.5]). For α ∈ Zn give an orientation for ∆(supp α−)
by 1 < 2 < · · · < µ. Then we have the following isomorphism of complexes:
C•α
∼= C˜•(∆(supp α−)) such that Crα ∼= C˜µ−r−1(∆(supp α−)).
Then using the above lemma we have the following theorem:
Theorem 4.3. The following conditions are equivalent for a squarefree monomial
ideal I :
(1) pdS S/I = µ(I)− 1.
(2) The hypergraph H := H(I) satisfies B(H) 6= V (H) and either one of the
following conditions:
(i) The graph (W (H),H1
W (H)) contains a complete bipartite graph as a
spanning subgraph.
(ii) There exists i ∈ B(H) such that {i, j} ∈ H for all j ∈W (H).
Proof. We may assume B(H) 6= V (H). By the above lemma we have the following
isomorphisms:
Hµ−1I (S)α = H
µ−1(C•)α
∼= H˜0(∆(supp α−);K)
∼= H˜0(∆(supp α−)(1);K),
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where ∆(supp α−)
(1) := {F ∈ ∆(supp α−) : dimF ≤ 1} is the 1-skeleton of
∆(supp α−). Hence H
µ−1
I (S)α = 0 if and only if ∆(supp α−)
(1) is connected.
We claim that ∆(supp α−)
(1) is connected for all α ∈ Zn if and only if the graph
(U,
(
U
2
) \ H1U ) is connected for all W (H) ⊂ U ⊂ V (H), where (U2) := {{i, j} ⊂ U :
i 6= j}. Let U be the vertex set of ∆(supp α−)(1) for α ∈ Zn. Then U ⊃ W (H)
and
(
U
2
) \ H1U ⊂ ∆(supp α−)(1). Hence if (U, (U2) \ H1U ) is connected, then so is
∆(supp α−)
(1). On the other hand, fix U such that W (H) ⊂ U ⊂ V (H). Put
U = W (H) ∪ B′, where B′ ⊂ B(H). By a suitable change of variables, we may
assume that B′ = {1, 2, . . . , p}. For 1 ≤ j ≤ p, set {xi : xi|mj , xi ∤ mℓ for 1 ≤
ℓ ≤ µ with ℓ 6= j} = {xij1 , . . . , xijsj }. Take α ∈ Zn such that supp α− = [n] \
{i11, . . . , i1s1 , i21, . . . , i2s2 , . . . , ip1, . . . , ipsp}. Then we have
(
U
2
) \H1U is equal to the
set of all 2-faces in ∆(supp α−). Hence we have the claim.
The graph (U,
(
U
2
) \ H1U ) is connected for all U such that W (H) ⊂ U ⊂ V (H) if
and only if the following conditions (I) and (II) are satisfied:
(I) The graph (W (H), (W (H)2 ) \ H1W (H)) is connected.
(II) For i ∈ B(H) set Ui =W (H)∪{i}. The graph (Ui,
(
Ui
2
)\H1Ui) is connected
for all i ∈ B(H).
Hence the condition pdS S/I = µ(I) − 1 holds if and only if one of the following
conditions (i)’ or (ii)’ is satisfied:
(i)’ The graph (W (H), (W (H)2 ) \ H1W (H)) is disconnected.
(ii)’ The graph (Ui,
(
Ui
2
) \ H1Ui) is disconnected for some i ∈ B(H).
The condition (i)’ is equivalent to the condition (i). Under the assumption that
the condition (i) (or equivalently (i)’) does not hold the conditions (ii) and (ii)’ are
equivalent. Hence we are done. 
Corollary 4.4. The condition pdS S/I = µ(I)− 1 is independent of the base field
K for a monomial ideal I.
5. Generic set
We cannot restrict the number of variables in general when we classify squarefree
monomial ideals with a certain given property. In that case, it is convenient to
consider finitely generated squarefree monomial ideals in a polynomial ring with
infinite variables.
LetK be a field and S∞ = K[x1, x2, . . .] a polynomial ring with countably infinite
variables over K. Let I be the set of all finitely generated squarefree monomial
ideals of S∞. For I ∈ I, we denote by X(I) the set of all variables which appear
in one of the minimal monomial generators of I.
Definition 5.1. Let C be some property on I. That is, the subset
I(C) := {I ∈ I : I satisfies the property C}
is uniquely determined. A subset A ⊂ I is called a generic set on C if the following
two conditions are satisfied:
(1) A ⊂ I(C).
(2) For any J ∈ I(C) with G(J) = {m1, . . . ,mµ}, there exist I ∈ A with
X(I) = {x1, . . . , xn} and G(I) = {m′1, . . . ,m′µ} where m′i = xti1 · · ·xtiji ,
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and (possibly trivial) squarefree monomials M1, . . . ,Mn on X(J) that are
pairwise coprime such that
Mti1 · · ·Mtiji = mi, i = 1, 2, . . . , µ.
We say that a generic set A on C is minimal if A is minimal among generic sets
on C with respect to inclusion, and we say A on C is reduced if
K[xF : F ∈ H(I)]/IH(I) ∼= K[X(I)]/(I ∩K[X(I)])
for all I ∈ A.
A minimal generic set has the following property:
Proposition 5.2. Let A be a minimal generic set on some property C.
(1) For J ∈ I(C), there exists I ∈ A such that H(J) ⊂ H(I) and µ(J) = µ(I).
(2) If H(I ′) ⊂ H(I) and µ(I ′) = µ(I) for I ′, I ∈ A, then I ′ = I.
Proof. (1) By definition, there exists an ideal I ∈ A with the condition (2) of
Definition 5.1. In particular, µ(I) = µ(J) =: µ. We use the same notations as in
Definition 5.1. Take a face F ∈ H(J) and let yF be a defining variable of F in
H(J). Take i ∈ F . Then yF divides mi. Since mi can be written as the product
Mti1 · · ·Mtiji , we may assume that Mti1 is divisible by yF . Then for 1 ≤ ℓ ≤ µ, the
variable yF divides mℓ if and only if the variable xti1 divides m
′
ℓ. This means that
xti1 defines F of H(I).
(2) First note that in the proof of (1), we also proved that H(J) ⊂ H(I) holds
when I and J have the connection as in Definition 5.1 (2). Therefore from the
minimality of A, it is enough to prove that if H(J) ⊂ H(I) with µ(J) = µ(I) = µ
for I, J ∈ I, then I and J have that connection.
Let G(J) = {m1, . . . ,mµ} and G(I) = {m′1, . . . ,m′µ}. For F ∈ H(J) (resp.
G ∈ H(I)), we denote by MF (resp. M ′G), the product of all defining variables of
F in H(J) (resp. G in H(I)). Then
mi =
∏
F∈H(J)
i∈F
MF , m
′
i =
∏
F∈H(J)
i∈F
M ′F
∏
G∈H(I)\H(J)
i∈G
M ′G.
Since F ∈ H(I), the product M ′F 6= 1. Let xF be a variable which divides M ′F .
Then the substitution MF to xF ; 1 to the variables dividing one of M
′
F/xF , M
′
G
yields the desired connection. 
By virtue of Propositions 3.2 and 5.2 we have the following proposition:
Proposition 5.3. Let A be a generic set on some property C. Suppose for all
I, J ∈ I(C) we have
pdK[X(I)]K[X(I)]/(I ∩K[X(I)]) = pdK[X(J)]K[X(J)]/(J ∩K[X(J)]).
We also assume that
ara(I ∩K[X(I)]) = pdK[X(I)]K[X(I)]/(I ∩K[X(I)])
for all I ∈ A. Then we have
ara(I ∩K[X(I)]) = pdK[X(I)]K[X(I)]/(I ∩K[X(I)])
for all I ∈ I(C).
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Let I be a squarefree monomial ideal of S. The next proposition guarantees
that we may assume that H(I) is connected when we consider the problem on the
arithmetical rank.
Proposition 5.4. Let I1, I2 be squarefree monomial ideals of S. Suppose that
X(I1) ∩X(I2) = ∅. Then we have
ara(I1 + I2) ≤ ara I1 + ara I2.
Moreover, if ara Ii = pdS S/Ii holds for i = 1, 2, then ara(I1+I2) = pdS S/(I1 + I2)
also holds.
Proof. When f1, . . . , fs1 ∈ S generate I1 up to radical and g1, . . . , gs2 ∈ S generate
I2 up to radical, it is clear that these s1+s2 elements generate I1+I2 up to radical.
Hence, we have the desired inequality.
Let F•, G• be minimal free resolutions of S/I1, S/I2, respectively. Then F•⊗G•
provides a minimal free resolution of S/(I1 + I2), and its length is equal to
pdS S/I1 + pdS S/I2 = ara I1 + ara I2 ≥ ara(I1 + I2)
when ara Ii = pdS S/Ii holds for i = 1, 2. Since the inequality ara(I1 + I2) ≥
pdS S/(I1 + I2) always holds by (1.1), we have the desired equality. 
Let I be a squarefree monomial ideal with G(I) = {m1, . . . ,mµ}. We say that I
is connected if for any distinct indices i, j ∈ [µ], there exists a sequence of indices
i = i0, i1, . . . , iℓ = j such that gcd(mik−1 ,mik) 6= 1 for all k = 1, . . . , ℓ. In other
words, the corresponding hypergraph H(I) is connected.
Remark 5.5. Proposition 5.4 guarantees that we may assume indeg I ≥ 2. If
indeg I = 1, then I can be written as I1 + (x), where x /∈ X(I1). Then pdS S/I =
pdS S/I1 + 1 and ara I ≤ ara I1 + 1. Therefore if ara I1 = pdS S/I1 holds, then
ara I = pdS S/I also holds.
6. An algorithm to find a minimal reduced generic set
In this section we present an algorithm for computing a minimal reduced generic
set on the property:
C : µ(I) = 5, pdK[X(I)]K[X(I)]/(I ∩K[X(I)]) = 3, height I = 2, I is connected.
The algorithm is composed mainly by three steps:
Step 1) List up all the connected hypergraphs with five vertices which satisfy the
separability condition;
Step 2) Choose the hypergraphsH with height IH = 2 and with pdK[X(IH)]/IH =
3;
Step 3) Find a minimal reduced generic set on C.
Since we use a computer we must note that the projective dimension does not
depend on the characteristic of K when µ(I) = 5.
Lemma 6.1. Let I be a squarefree monomial ideal of S with µ(I) = 5. The
projective dimension pdS S/I does not depend on the characteristic of K.
Proof. We fix the base field K. If pdS S/I = 1, then I is a principal ideal and the
claim is clear.
Suppose pdS S/I = 2. Then the height of I is either 1 or 2. We assume that
height I = 1. Then the total Betti numbers do not change if we remove the prime
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components of height one from I. Hence we may assume that height I = 2. Since
pdS S/I = height I, S/I is Cohen-Macaulay. Since Cohen-Macaulayness of the
height two monomial ideals does not depend on the base field, we are done in this
case.
If pdS S/I ≥ 4, then pdS S/I does not depend on the characteristic of K by
Proposition 4.1 and Corollary 4.4.
Finally, suppose pdS S/I = 3. By the above argument it is not possible to have
pdS S/I 6= 3 for another base field. Then we are done. 
Now we explain the details of each step.
Step 1): To list up all the connected hypergraphs with five vertices, we consider
a correspondence between a hypergraph and a bipartite graph.
First we give necessary definitions.
Let G be a graph on the vertex set V with the edge set E(G). For a vertex v ∈ V ,
the set of neighbourhoods of v is defined by N(v) := {u ∈ V : {u, v} ∈ E(G)}. For
a subset V ′ ⊂ V , we write GV ′ the induced subgraph of G on V ′. For a vertex
set V we consider a labeled partition V = X ∪ Y . It means that X and Y are
labeled. We call X the first subset (or the indeterminate-part subset) of V and Y
the second subset (or the generator-part subset) of V . Note that a bipartite graph
with a labeled partition V = X ∪ Y can be regarded as a directed bipartite graph
on the partition V = X ∪ Y such that every edge {x, y} has the direction from
x ∈ X to y ∈ Y .
Definition 6.2. Set X = {x1, . . . , xn}, Y = {y1, . . . , yµ}. A bipartite graph G
with the labeled partition V = X ∪ Y is said to be a corresponding graph if it
satisfies the following three conditions:
(1) The graph G is connected;
(2) N(yi) 6⊂ N(yj) for all i 6= j;
(3) N(xi) 6= N(xj) for any i 6= j.
Two corresponding graphs G and G′ with labeled partitions V = X ∪ Y and
V ′ = X ′ ∪ Y ′, respectively, are isomorphic if there are bijections f : X −→ X ′
and g : Y −→ Y ′ such that {x, y} ∈ E(G) for x ∈ X and y ∈ Y if and only if
{f(x), g(y)} ∈ E(G′).
Now we describe the correspondence more concretely.
Proposition 6.3. We set X = {x1, . . . , xn}, Y = {y1, . . . , yµ} and V = X ∪ Y .
Let G be the set of all isomorphism classes of corresponding graphs with the labeled
partition V = X ∪ Y and S be the set of all isomorphism classes of connected
hypergraphs with the vertex set Y and with n faces which satisfy the separability
condition.
Then the map φ : G → S defined by sending G ∈ G to H = {F1, . . . , Fn} ∈ S
where Fi = {yj : {xi, yj} ∈ E(G)} gives a one-to-one correspondence between these
two sets.
Proof. Let G be a corresponding graph on the labeled partition V = X ∪ Y . The
connectivity of G corresponds to that of the hypergraph φ(G). The condition (2)
of Definition 6.2 corresponds to the separability condition for the hypergraph φ(G).
Moreover the condition (3) of Definition 6.2 guarantees that the hypergraph φ(G)
has n faces. Hence the map φ is well defined. A hypergraph H = {F1, . . . , Fn}
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on the vertex set Y = {y1, . . . , yµ} with the separability condition is associated to
the bipartite graph on the labeled partition X ∪ Y , where X = {x1, . . . , xn} with
E(G) = {{xi, yj} : yj ∈ Fi}. This correspondence gives the inverse map of φ. 
By virtue of Proposition 6.3, it is enough to enumerate all the corresponding
graphs with labeled partition V = X ∪ Y such that | Y |= 5 and | X |≤ 25 = 32 to
list up the corresponding hypergraphs.
To perform this computation we used an existent software called Nauty (see [8]),
whose main purpose is to calculate a set of non-isomorphic graphs in an efficient
way. We also customized it by a routine in C language to obtain graphs satisfying
the conditions in Definition 6.2. See the site [13] for technical information and
examples of computation. In this site we also provide the source under GPL license
to generate the software applications.
As a result, in the case µ = 5 the number of the corresponding graphs, or
equivalently the number of the 5-vertex hypergraphs with the separability condition,
is around 1.8 · 107. We denote the set of the above graphs by P1.
Step 2): To each element G ∈ P1, we associate the squarefree monomial ideal
I = (m1, . . . ,m5) in S = K[x1, . . . , x32], where mi =
∏
xj∈N(yi)
xj for i = 1, . . . , 5.
Then we can use CoCoA ([9]) to determine whether height I = 2 and pdS/I = 3.
Choose all graphs in P1 which correspond to an ideal satisfying the above properties.
Set this subset as P2.
By this computation we know that the cardinality of P2 is around 2.3 · 106.
Step 3): For the last step of our algorithm we need to find a minimal generic
set on the property C, or, equivalently, the corresponding set of bipartite graphs.
For this purpose we define a partial order on bipartite graphs:
Definition 6.4. Let G and G′ be bipartite graphs on the labeled partitions X ∪Y
and X ′ ∪ Y , respectively. We introduce a partial order  by setting G′  G if and
only if there is a subset X ′′ of X such that GX′′∪Y ∼= G′.
We want to list up all the maximal corresponding graphs in P2 with respect to
the partial order . To reach this goal we partition the set P2 of the corresponding
graphs
P2 =
⋃
Gi
where G ∈ Gi if the first subset X has the cardinality i. Let ℓ be the maximum i
such that Gi 6= ∅. Obviously each G ∈ Gℓ is a maximal graph. Set Mℓ = Gℓ.
As the next step we list up the maximal graphs in Gℓ−1. For each graph G ∈ Mℓ
and for each vertex xi ∈ X let G′i = GV (G)\{xi}. We make the list {G′i : G ∈
Gℓ, xi ∈ X}. If a graph in Gℓ−1 is isomorphic to some G′i then we remove it. At
the end of this process we have only the maximal graphs in Gℓ−1. We denote the
set of the maximal graphs in Gℓ−1 by Mℓ−1.
As the next step we similarly list up the maximal graphs in Gℓ−2. For each
graph G ∈ Gℓ−1 and for each vertex xi ∈ X let G′i = GV (G)\{xi}. We make the list
{G′i : G ∈ Gℓ−1, xi ∈ X}. If a graph in Gℓ−2 is isomorphic to a graph in the list,
then we remove it. At the end of this process we have only the maximal graphs in
Gℓ−2. We denote the set of the maximal graphs in Gℓ−2 by Mℓ−2.
We repeat a similar procedure for each i ≤ ℓ− 3 and define Mi as above.
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Set
P3 =
⋃
Mi.
Then P3 is the set of maximal corresponding graphs. A corresponding set of square-
free monomial ideals gives a minimal generic set on C.
As the result performing the algorithm we have | P3 |= 3. More concretely, we
have the following theorem:
Theorem 6.5. Let C be the property on I such that
I(C) =
{
I ∈ I : µ(I) = 5, pdK[X(I)]K[X(I)]/(I ∩K[X(I)]) = 3,
height I = 2, I is connected
}
.
Then {J1, J2, J3} is a minimal reduced generic set on C, where we define Ji =
(m1,m2,m3,m4,m5), i = 1, 2, 3, as follows:
For J1 where | X(J1) |= 23 :
m1 = x1x3x7x8x9x10x12x14x15x18x19x20x21x22,
m2 = x2x4x5x8x9x11x13x14x17x18x19x20x21x23,
m3 = x3x5x9x11x12x15x16x17x19x20x22x23,
m4 = x4x6x10x11x12x13x16x18x19x21x22x23,
m5 = x6x7x10x13x14x15x16x17x20x21x22x23.
For J2 where | X(J2) |= 24 :
m1 = x1x4x7x9x10x12x15x16x18x19x20x22x23x24,
m2 = x2x5x8x9x11x14x15x17x18x19x21x22x23x24,
m3 = x3x6x7x8x11x12x13x16x17x19x20x21x23x24,
m4 = x4x5x10x11x12x13x14x15x20x21x22x23,
m5 = x6x10x13x14x16x17x18x20x21x22x24.
For J3 where | X(J3) |= 25 :
m1 = x1x5x6x7x11x12x15x18x19x20x21x22x23x24,
m2 = x2x5x8x9x11x13x15x16x17x18x21x22x24x25,
m3 = x3x6x8x10x12x14x15x16x17x20x21x23x24x25,
m4 = x4x7x9x10x13x14x17x18x19x20x22x23x24x25,
m5 = x11x12x13x14x16x19x21x22x23x25.
Remark 6.6. We have performed a similar algorithm for a minimal generic set on
the property:
C : µ(I) = 5, pdK[X(I)]K[X(I)]/(I ∩K[X(I)]) = 3, height I = 3, I is connected.
As a result, we know that a minimal generic set consists of 9 ideals, which is
coincident with the list chosen from all corresponding hypergraphs in [15], where a
combinatorial argument is used without a computer.
7. The case µ(I) ≤ 5
In this section, we compute the arithmetical rank of a squarefree monomial ideal
I with µ(I) ≤ 5.
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Theorem 7.1. Let I be a squarefree monomial ideal of S = K[x1, . . . , xn]. Suppose
that µ(I) ≤ 5. Then
ara I = pdS S/I.
Proof. If height I = 1, then I is of the form
I = (x1, . . . , xt)I
′S,
where I ′ is a squarefree monomial ideal of S′ = K[xt+1, . . . , xn] with height I
′ ≥ 2.
Then the equality ara I = pdS S/I holds if the same equality holds for I
′ ⊂ S′.
Hence we may assume that height I ≥ 2. By [14, 15], we have already known
ara I = pdS S/I when µ(I) − height I ≤ 2 or µ(I) − pdS S/I ≤ 1. The remain
cases are that µ(I) = 5, height I = 2, and pdS S/I = 2, 3. If pdS S/I = 2,
then pdS S/I = height I = 2, and thus S/I is Cohen–Macaulay. The equality
ara I = pdS S/I for such an ideal was proved in [12]. Therefore we only need to
consider the case that µ(I) = 5, height I = 2, and pdS S/I = 3. By Proposition
5.3 and Theorem 6.5, it is enough to prove ara I = pdS S/I for the following three
cases:
(1) I = J1 ∩K[X ] with | X |= 23;
(2) I = J2 ∩K[X ] with | X |= 24;
(3) I = J3 ∩K[X ] with | X |= 25.
Since we have ara I ≥ pdS S/I = 3 by (1.1), it is sufficient to show ara I ≤ 3.
Case (1): We prove that the following 3 elements g1, g2, g3 generate I up to
radical:
g1 = x16f1f2, g2 = m1f1 +m4, g3 = m2f2 +m5,
where
f1 = gcd(m1,m3) + gcd(m4,m5)m2, f2 = gcd(m2,m3) + gcd(m4,m5)m1.
Set J = (g1, g2, g3). Note that
√
x16 gcd(m1,m3) gcd(m2,m3) = m3, where
√
m
denotes a product of all variables those are appear in a monomial m. Then it is
easy to see that
√
J ⊂ I. We prove the opposite inclusion.
Since x16m4m5 = x16(g2− f1m1)(g3− f2m2) ∈ J , we have x7x14x15x17x20m4 ∈√
J and x4x11x12x18x19m5 ∈
√
J . Then x17m
2
4 = x17m4(g2− f1m1) ∈
√
J because
x7x14x15x20 divides m1. Therefore we have x17m4 ∈
√
J , and thus x17f1m1 =
x17(g2−m4) ∈
√
J . Since x17 divides gcd(m2,m3), the belonging gcd(m2,m3)g1 ∈
J implies x16 gcd(m2,m3)f1 ∈
√
J . Then x16 gcd(m2,m3) gcd(m1,m3) ∈
√
J and
x16 gcd(m2,m3) gcd(m4,m5)m2 ∈
√
J becausem4 divides gcd(m1,m3) gcd(m4,m5)m2.
Hence m3, gcd(m4,m5)m2 ∈
√
J . Similarly, we have gcd(m4,m5)m1 ∈
√
J . Then
g2 ∈ J (resp. g3 ∈ J) implies that m1,m4 ∈
√
J (resp. m2,m5 ∈
√
J), as desired.
Case (2): We prove that the following 3 elements g1, g2, g3 generate I up to
radical:
g1 = x13
(
m4
x13
+m3
)
, g2 = m1m2
(
m4
x13
+m3
)
+m5, g3 = m1 +m2 +m3.
Set J = (g1, g2, g3). Then it is clear that
√
J ⊂ I. We prove the opposite inclusion.
Since x13m5 = x13(g2−m1m2((m4/x13)+m3)) = x13g2−m1m2g1 ∈ J , we have
m5 ∈
√
J . Then x13x18m
2
3 = x18m3(g1 −m4) ∈
√
J because x18m3m4 is divisible
by m5 ∈
√
J . This implies x18m3 ∈
√
J . Since x18 is a common factor of m1
and m2, we have m
2
3 = m3(g3 − m1 − m2) ∈
√
J . That is m3 ∈
√
J , and thus
m4 = g1−x13m3,m1+m2 = g3−m3,m1m2(m4/x13) = g2−m1m2m3−m5 ∈
√
J .
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Since m1m2 is divisible by m4/x13, we have m1m2 ∈
√
J . Therefore m1,m2 ∈
√
J ,
as desired.
Case (3): Since the length of the Lyubeznik resolution ([18]) of I = (m5,m1,m2,m3,m4)
with respect to this order of generators is equal to 3, the inequality ara I ≤ 3 follows
from [11]. 
8. The case arithdeg I ≤ 4
Let I be a squarefree monomial ideal of S with arithdeg I ≤ 4. In this section,
we prove that ara I = pdS S/I holds for such an ideal I.
Theorem 8.1. Let S be a polynomial ring over a field K and I a squarefree mono-
mial ideal of S with arithdeg I ≤ 4. Then
ara I = pdS S/I.
To prove the theorem, first, we reduce to simple cases. Then we find pdS S/I
elements which generate I up to radical. On this step, we use the result due to
Schmitt and Vogel [20].
Lemma 8.2 (Schmitt and Vogel [20, Lemma, p. 249]). Let R be a commutative
ring and P a finite subset of R. Suppose that subsets P0,P1, . . . ,Pr of P satisfy
the following three conditions:
(SV1)
⋃r
ℓ=0Pℓ = P ;
(SV2) |P0| = 1;
(SV3) for all ℓ > 0 and for all elements a, a′′ ∈ Pℓ with a 6= a′′, there exist an
integer ℓ′ < ℓ and an element a′ ∈ Pℓ′ such that aa′′ ∈ (a′).
Set I = (P) and
gℓ =
∑
a∈Pℓ
a, ℓ = 0, 1, . . . , r.
Then g0, g1, . . . , gr generate I up to radical.
First, we reduce to the case where dimH(I∗) ≤ 1. To do this, we need the
following lemma.
Lemma 8.3. Let I = I∆ be a squarefree monomial ideal of S = K[x1, . . . , xn]
with arithdeg I ≤ 4 and indeg I ≥ 2. Then there exists a squarefree monomial ideal
I ′ = I∆′ such that dimH(I ′∗) ≤ 1 and that ∆ is obtained from ∆′ adding cones
recursively.
Proof. Since µ(I∗) ≤ 4 and height I∗ ≥ 2, we have dimH(I∗) ≤ 2 by [14, Proposi-
tion 3.4]. We prove the lemma by induction on the number c of 2-faces of H(I∗).
If c = 0, then dimH(I∗) ≤ 1 and we may take ∆′ = ∆.
Assume c ≥ 1. Then arithdeg I = 4 since indeg I ≥ 2, and there exists a 2-face
F ∈ H(I∗). We may assume F = {1, 2, 3} and let x1, . . . , xt (t ≥ 1) be all defining
variables of F . Let
I = I∆ = P1 ∩ P2 ∩ P3 ∩ P4
be the minimal prime decomposition of I. Then we can write Pi = P
′
i + (x1) for
i = 1, 2, 3, where x1 /∈ P ′i . Note that x1 /∈ P4. Set
(8.1) I ′ = P ′1 ∩ P ′2 ∩ P ′3 ∩ P4 (⊂ S′ = K[x2, . . . , xn]),
and let ∆′ be the simplicial complex associated with I ′. Then ∆ = ∆′∪conex1(G4),
where G4 is the facet of ∆
′ corresponding to P4. If t > 1, then H(I ′∗) = H(I∗)
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and (8.1) is still the minimal prime decomposition of I ′. Hence we can reduce the
case t = 1 by applying the above operation t − 1 times. If (8.1) is not a minimal
prime decomposition of I ′, then I ′ = P ′1 ∩ P ′2 ∩ P ′3 and dimH(I ′∗) ≤ 1. Otherwise
H(I ′∗) = H(I∗) \ {F} and the number of 2-feces of H(I ′∗) is smaller than that of
H(I∗), as required. 
Barile and Terai [5, Theorem 2, p. 3694] (see also [12, Section 5]) proved that
if ara I ′ = pdS′ S
′/I ′ holds, then ara I = pdS S/I also holds, where the notations
are the same as in Lemma 8.3. Therefore we only need to consider the case where
dimH(I∗) ≤ 1.
Next, we reduce to the case where H(I∗) is connected.
Lemma 8.4. Let I1, I2 be squarefree monomial ideals of S. Suppose that X(I1) ∩
X(I2) = ∅. Then
ara(I1 ∩ I2) ≤ ara I1 + ara I2 − 1.
Moreover, if ara Ii = pdS S/Ii holds for i = 1, 2, then ara(I1∩I2) = pdS S/(I1 ∩ I2)
also holds.
Proof. Let ara Ii = si+1 for i = 1, 2. Then there exist s1+1 elements f0, f1, . . . , fs1 ∈
S (resp. s2 + 1 elements g0, g1, . . . , gs2 ∈ S) such that those generate I1 (resp. I2)
up to radical.
Set
hℓ =
ℓ∑
j=0
fℓ−jgj, ℓ = 0, 1, . . . , s1 + s2
and J = (h0, h1, . . . , hs1+s2), where fi = 0 (resp. gj = 0) if i > s1 (resp. j > s2). If√
J = I1 ∩ I2, then
ara(I1 ∩ I2) ≤ s1 + s2 + 1 = ara I1 + ara I2 − 1.
We prove
√
J = I1 ∩ I2. Since hℓ ∈ I1 ∩ I2, we have
√
J ⊂ I1 ∩ I2. We prove the
opposite inclusion. Note that I1 ∩ I2 = I1I2 since X(I1) ∩X(I2) = ∅. By Lemma
8.2, we have figj ∈
√
J for all 0 ≤ i ≤ s1 and for all 0 ≤ j ≤ s2. Then
(f0, f1, . . . , fs1)(g0, g1, . . . , gs2) ⊂
√
J.
Hence √
(f0, f1, . . . , fs1)(g0, g1, . . . , gs2) ⊂
√
J.
On the other hand,√
(f0, f1, . . . , fs1)(g0, g1, . . . , gs2) ⊃
√
(f0, f1, . . . , fs1)
√
(g0, g1, . . . , gs2)
= I1I2 = I1 ∩ I2.
Therefore we have I1 ∩ I2 ⊂
√
J , as desired.
To prove the second part of the lemma, we set I = I1 ∩ I2. Then I∗ = I∗1 + I∗2 .
Note that X(I1) ∩ X(I2) = ∅ implies X(I∗1 ) ∩ X(I∗2 ) = ∅. Since we have already
known the inequality ara I ≥ pdS S/I by (1.1), it is sufficient to prove the opposite
inequality.
By assumption, we have
(8.2) ara I = ara(I1 ∩ I2) ≤ ara I1 + ara I2 − 1 = pdS S/I1 + pdS S/I2 − 1.
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On the other hand, since X(I∗1 ) ∩X(I∗2 ) = ∅, we have
βi,j(S/I
∗) =
j∑
ℓ=0
i∑
m=0
βm,ℓ(S/I
∗
1 )βi−m,j−ℓ(S/I
∗
2 ).
Assume that the regularity of S/I∗1 (resp. S/I
∗
2 ) is given by βi1,j1(S/I
∗
1 ) 6= 0 (resp.
βi2,j2(S/I
∗
2 ) 6= 0). Then
regS/I∗1 = j1 − i1, regS/I∗2 = j2 − i2,
and βi1+i2,j1+j2(S/I
∗) ≥ βi1,j1(S/I∗1 )βi2,j2(S/I∗2 ) > 0. Hence,
(8.3) reg I∗ = reg(S/I∗) + 1 ≥ j1 + j2 − (i1 + i2) + 1.
Therefore
pdS S/I = reg I
∗ ≥ regS/I∗1 + regS/I∗2 + 1 (by (8.3))
= reg I∗1 + reg I
∗
2 − 1
= pdS S/I1 + pdS S/I2 − 1
≥ ara I (by (8.2)).

Let I be a squarefree monomial ideal with arithdeg I ≤ 4. By Remark 5.5
we may assume indeg I ≥ 2. It was proved in [14, Theorems 5.1 and 6.1] that
ara I = pdS S/I holds when arithdeg I − indeg I ≤ 1. Hence we only need to
consider the case where arithdeg I = 4 and indeg I = 2, equivalently, µ(I∗) = 4
and height I∗ = 2. Then corresponding hypergraphs H := H(I∗) were classified in
[15, Section 3]. As a consequence of Lemmas 8.3 and 8.4, we may assume that H
is connected and dimH ≤ 1. Moreover since we know ara I = pdS S/I holds when
arithdeg I = reg I, i.e., µ(I∗) = pdS S/I
∗ by [14, Theorem 5.1], we may assume
that W (H) 6= ∅ by Proposition 4.1. Thus H coincides with one of the following
hypergraphs:
H1:
❞ ❞
❞ ❞ H2:
❞ ❞
❞ t H3:
❞ t
❞ t H4:
t ❞
❞ t H5:
t t
❞ t
H6:
❞ ❞
❞ ❞
❅
❅
H7:
❞ ❞
❞ t
❅
❅
H8:
❞ t
❞ ❞
❅
❅
H9:
❞ t
❞ t
❅
❅
H10:
t ❞
❞ t
❅
❅
H11:
t t
❞ t
❅
❅
H12:
t ❞
❞ t
 
 
H13:
t t
❞ t
 
 
H14:
❞ ❞
❞ ❞
 
 ❅
❅
H15:
❞ ❞
❞ t
 
 ❅
❅
H16:
❞ t
❞ t
 
 ❅
❅
H17:
t t
❞ t
 
 ❅
❅
H18:
t ❞
❞ ❞
❅
❅
H19:
t t
❞ ❞
❅
❅
H20:
t t
❞ t
❅
❅
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H21:
❞ t
❞ t
❅
❅
H22:
t t
❞ t
❅
❅
H23:
t t
❞ ❞ H24:
t t
❞ t
Note that H is contained in the hypergraph H17:
H17:
t
2
t
3
❞
1
t
4
 
 ❅
❅
Throughout, we label the vertices of H as above. Then I is of the form I =
P1 ∩ P2 ∩ P3 ∩ P4 with
P1 = (x11, . . . , x1i1 , x41, . . . , x4i4 , x51, . . . , x5i5),
P2 = (x11, . . . , x1i1 , x21, . . . , x2i2 , x61, . . . , x6i6 , y21, . . . , y2j2),
P3 = (x21, . . . , x2i2 , x31, . . . , x3i3 , x51, . . . , x5i5 , y31, . . . , y3j3),
P4 = (x31, . . . , x3i3 , x41, . . . , x4i4 , x61, . . . , x6i6 , y41, . . . , y4j4),
where {xst}, {yuv} are all distinct variables of S and is ≥ 0, ju ≥ 0. Then we have
I∗ = (X1X4X5, X1X2X6Y2, X2X3X5Y3, X3X4X6Y4),
where
Xs = xs1 · · ·xsis , s = 1, 2, 3, 4; Yu = yu1 · · · yuju , u = 2, 3, 4.
Here we set Xs = 1 (resp. Yu = 1) when is = 0 (resp. ju = 0).
Let N = i1 + · · · + i6 + j2 + j3 + j4. Then one can easily construct a graded
minimal free resolution of I∗ and compute reg I∗.
Lemma 8.5. Let I be a squarefree monomial ideal with indeg I∗ ≥ 2. Suppose that
H := H(I∗) coincides with one of H1, . . . ,H24.
(1) When H coincides with one of H11,H17,H20,
pdS S/I = reg I
∗ = max{N − j2 − 2, N − j3 − 2, N − j4 − 2}.
(2) When H = H22,
pdS S/I = reg I
∗ = max{N − j2 − 2, N − j3 − 2}.
(3) When H coincides with one of H4,H5,H12,H13,H24,
pdS S/I = reg I
∗ = max{N − j2 − 2, N − j4 − 2}.
(4) Otherwise, pdS S/I = reg I
∗ = N − 2.
Now we find pdS S/I elements of I which generate I up to radical. First, we
consider the case of H17. The following construction for H = H17 is also valid for
the other cases except for the two cases of H1 and H14.
Set
r1 = N − j4 − 3, r2 = N − j3 − 3, r3 = N − j2 − 3, r = max{r1, r2, r3}.
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Then pdS S/I = r + 1. We define sets P(1)ℓ , . . . ,P(8)ℓ as follows and set Pℓ =
P(1)ℓ ∪ · · · ∪ P(8)ℓ for ℓ = 0, 1, . . . , r:
P(1)ℓ = {x1ℓ1x3ℓ3 : ℓ1 + ℓ3 = ℓ+ 2; 1 ≤ ℓs ≤ is (s = 1, 3)} ,
P(2)ℓ =
{
x1ℓ1w3ℓ3w4ℓ4 :
ℓ1 + ℓ3 + ℓ4 + i3 = ℓ+ 3,
1 ≤ ℓ1 ≤ i1; 1 ≤ ℓ3 ≤ i2 + i5 + j3; 1 ≤ ℓ4 ≤ i4 + i6 + j4
}
,
P(3)ℓ =
{
x3ℓ3w1ℓ1w2ℓ2 :
ℓ3 + ℓ1 + ℓ2 + i1 = ℓ+ 3,
1 ≤ ℓ3 ≤ i3; 1 ≤ ℓ1 ≤ i4 + i5; 1 ≤ ℓ2 ≤ i2 + i6 + j2
}
,
P(4)ℓ = {x2ℓ2x4ℓ4 : ℓ2 + ℓ4 + i1 + i3 = ℓ+ 2; 1 ≤ ℓs ≤ is (s = 2, 4)} ,
P(5)ℓ =
{
x4ℓ4w2ℓ2w3ℓ3 :
ℓ4 + (ℓ2 − i2) + (ℓ3 − i2) + i1 + i2 + i3 = ℓ+ 3,
1 ≤ ℓ4 ≤ i4; i2 < ℓ2 ≤ i2 + i6 + j2; i2 < ℓ3 ≤ i2 + i5 + j3
}
,
P(6)ℓ =
{
x2ℓ2x5ℓ5w4ℓ4 :
ℓ2 + ℓ5 + (ℓ4 − i4) + i1 + i3 + i4 = ℓ+ 3,
1 ≤ ℓs ≤ is (s = 2, 5); i4 < ℓ4 ≤ i4 + i6 + j4
}
,
P(7)ℓ = {x5ℓ5x6ℓ6 : ℓ5 + ℓ6 + i1 + · · ·+ i4 = ℓ+ 2; 1 ≤ ℓs ≤ is (s = 5, 6)} ,
P(8)ℓ =
{
x5ℓ5y2ℓ2y4ℓ4 :
ℓ5 + ℓ2 + ℓ4 + i1 + · · ·+ i4 + i6 = ℓ + 3,
1 ≤ ℓ5 ≤ i5; 1 ≤ ℓu ≤ ju (u = 2, 4)
}
.
Here,
w1ℓ1 =
{
x4ℓ1 , 1 ≤ ℓ1 ≤ i4,
x5ℓ1−i4 , i4 < ℓ1 ≤ i4 + i5,
w2ℓ2 =


x2ℓ2 , 1 ≤ ℓ2 ≤ i2,
x6ℓ2−i2 , i2 < ℓ2 ≤ i2 + i6,
y2ℓ2−i2−i6 , i2 + i6 < ℓ2 ≤ i2 + i6 + j2,
w3ℓ3 =


x2ℓ3 , 1 ≤ ℓ3 ≤ i2,
x5ℓ3−i2 , i2 < ℓ3 ≤ i2 + i5,
y3ℓ3−i2−i5 , i2 + i5 < ℓ3 ≤ i2 + i5 + j3,
w4ℓ4 =


x4ℓ4 , 1 ≤ ℓ4 ≤ i4,
x6ℓ4−i4 , i4 < ℓ4 ≤ i4 + i6,
y4ℓ4−i4−i6 , i4 + i6 < ℓ4 ≤ i4 + i6 + j4.
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Note that for each k (k = 1, 2, . . . , 8), the range of ℓ with P(k)ℓ 6= ∅ is given by
the following list:
P(1)ℓ : 0 ≤ ℓ ≤ i1 + i3 − 2,
P(2)ℓ : i3 ≤ ℓ ≤ N − j2 − 3 = r3,
P(3)ℓ : i1 ≤ ℓ ≤ N − j3 − j4 − 3,
P(4)ℓ : i1 + i3 ≤ ℓ ≤ i1 + · · ·+ i4 − 2,
P(5)ℓ : i1 + i2 + i3 ≤ ℓ ≤ N − j4 − 3 = r1,
P(6)ℓ : i1 + i3 + i4 ≤ ℓ ≤ N − j2 − j3 − 3,
P(7)ℓ : i1 + · · ·+ i4 ≤ ℓ ≤ i1 + · · ·+ i6 − 2,
P(8)ℓ : i1 + · · ·+ i4 + i6 ≤ ℓ ≤ N − j3 − 3 = r2.
Now, we verify that Pℓ, ℓ = 0, 1, . . . , r satisfy the conditions (SV1), (SV2), and
(SV3). In this case, the condition (SV1) means that
⋃r
ℓ=0 Pℓ generates I, and it
is satisfied. Since P0 = P(1)0 = {x11x31}, the condition (SV2) is also satisfied. To
check the condition (SV3), let a, a′′ be two distinct elements in Pℓ. We denote the
indices of a (resp. a′′) by ℓs (resp. ℓ
′′
s ). First suppose a, a
′′ ∈ P(k)ℓ . Then there exists
s such that ℓs 6= ℓ′′s and we may assume ℓs < ℓ′′s . Replacing ℓ′′s to ℓs in a′′, we obtain
required elements a′ ∈ P(k)ℓ′ with ℓ′ < ℓ. For example, take two distinct elements
a = x1ℓ1x3ℓ3 , a
′′ = x1ℓ′′1 x3ℓ′′3 ∈ P
(1)
ℓ with ℓ1 < ℓ
′′
1 . Then a
′ = x1ℓ1x3ℓ′′3 ∈ P
(1)
ℓ′ , where
ℓ′ = ℓ1 + ℓ
′′
3 − 2 < ℓ′′1 + ℓ′′3 − 2 = ℓ. Next, we assume a ∈ P(k)ℓ and a′′ ∈ P(k
′′)
ℓ with
k < k′′. If k = 1, k′′ = 2, then a = x1ℓ1x3ℓ3 , a
′′ = x1ℓ′′1 w3ℓ′′3w4ℓ′′4 . We can take
a′ = x1ℓ′′1 x3ℓ3 ∈ P
(1)
ℓ′ , where
ℓ′ = ℓ′′1 + ℓ3 − 2
= (ℓ+ 3− (ℓ′′3 + ℓ′′4 + i3)) + ℓ3 − 2
= ℓ+ 1− ℓ′′3 − ℓ′′4 − (i3 − ℓ3)
< ℓ.
Similarly, we can check the existence of required ℓ′ and a′ ∈ P(k′)ℓ′ for other pairs
(k, k′′); we just mention the choices for a′ in Table 1.
Next we consider the two exceptional cases: H = H1,H14:
H1:
❞
2
❞
3
❞
1
❞
4 H14:
❞
2
❞
3
❞
1
❞
4
 
 ❅
❅
The case of H1 is easy because in this case,
I = (x11, . . . , x1i1 , x41, . . . , x4i4) ∩ (x11, . . . , x1i1 , x21, . . . , x2i2 )
∩ (x21, . . . , x2i2 , x31, . . . , x3i3) ∩ (x31, . . . , x3i3 , x41, . . . , x4i4)
= (x1ℓ1x3ℓ3 : 1 ≤ ℓs ≤ is (s = 1, 3)) + (x2ℓ2x4ℓ4 : 1 ≤ ℓs ≤ is (s = 2, 4))
= (x11, . . . , x1i1 ) ∩ (x31, . . . , x3i3) + (x21, . . . , x2i2) ∩ (x41, . . . , x4i4 ).
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Table 1. The choices for a′ in the case of H17.
k k′′ k′ a′
1 2 1 x1ℓ′′1 x3ℓ3
1 3 1 x1ℓ1x3ℓ′′3
1 4–8 These cases do not occur.
2 3 1 x1ℓ1x3ℓ′′3
2 4 2 x1ℓ1x2ℓ′′2 x4ℓ′′4 = x1ℓ1w3ℓ′′2w4ℓ′′4
2 5 2 x1ℓ1w3ℓ′′3 x4ℓ′′4 = x1ℓ1w3ℓ′′3w4ℓ′′4
2 6 2 x1ℓ1x2ℓ′′2w4ℓ′′4 = x1ℓ1w3ℓ′′2w4ℓ′′4
2 7 2 x1ℓ1x5ℓ′′5 x6ℓ′′6 = x1ℓ1w3i2+ℓ′′5w4i4+ℓ′′6
2 8 2 x1ℓ1x5ℓ′′5 y4ℓ′′4 = x1ℓ1w3i2+ℓ′′5w4i4+i6+ℓ′′4
3 4 3 x3ℓ3x4ℓ′′4 x2ℓ′′2 = x3ℓ3w1ℓ′′4w2ℓ′′2
3 5 3 x3ℓ3x4ℓ′′4w2ℓ′′2 = x3ℓ3w1ℓ′′4w2ℓ′′2
3 6 3 x3ℓ3x5ℓ′′5 x2ℓ′′2 = x3ℓ3w1i4+ℓ′′5w2ℓ′′2
3 7 3 x3ℓ3x5ℓ′′5 x6ℓ′′6 = x3ℓ3w1i4+ℓ′′5w2i2+ℓ′′6
3 8 3 x3ℓ3x5ℓ′′5 y2ℓ′′2 = x3ℓ3w1i4+ℓ′′5w2i2+i6+ℓ′′2
4 5 4 x2ℓ2x4ℓ′′4
4 6 4 x2ℓ′′2 x4ℓ4
4 7, 8 These cases do not occur.
5 6 4 x2ℓ′′2 x4ℓ4
5 7 5 x4ℓ4x6ℓ′′6 x5ℓ′′5 = x4ℓ4w2i2+ℓ′′6w3i2+ℓ′′5
5 8 5 x4ℓ4y2ℓ′′2 x5ℓ′′5 = x4ℓ4w2i2+i6+ℓ′′2w3i2+ℓ′′5
6 7 6 x2ℓ2x5ℓ′′5 x6ℓ′′6 = x2ℓ2x5ℓ′′5w4i4+ℓ′′6
6 8 6 x2ℓ2x5ℓ′′5 y4ℓ′′4 = x2ℓ2x5ℓ′′5w4i4+i6+ℓ′′4
7 8 7 x5ℓ′′5 x6ℓ6
Hence, I is the sum of the two squarefree monomial ideals I1 := (x11, . . . , x1i1 ) ∩
(x31, . . . , x3i3 ) and I2 := (x21, . . . , x2i2) ∩ (x41, . . . , x4i4) with arithdeg Ii = indeg Ii
(i = 1, 2). It is known by Schmitt and Vogel [20, Theorem 1, p. 247] that ara Ii =
pdS S/Ii (i = 1, 2). Since X(I1) ∩X(I2) = ∅, we have ara I = pdS S/I by Proposi-
tion 5.4.
For the case of H14, we use Lemma 8.2 again. In this case, pdS S/I = N − 2.
Note that N = i1+ · · ·+ i6 since j2 = j3 = j4 = 0. We define Pℓ := P(1)ℓ ∪· · ·∪P(5)ℓ ,
ℓ = 0, 1, . . . , N − 3, by
P(1)ℓ = {x1ℓ1x3ℓ3 : ℓ1 + ℓ3 = ℓ+ 2; 1 ≤ ℓs ≤ is (s = 1, 3)} ,
P(2)ℓ =

x1ℓ1w3ℓ3w4ℓ4 :
ℓ1 + ℓ3 + ℓ4 + i3 = ℓ+ 3,
1 ≤ ℓ1 ≤ i1; 1 ≤ ℓ3 ≤ i2 + i5; 1 ≤ ℓ4 ≤ i4 + i6,
ℓ3 ≤ i2 or ℓ4 ≤ i4

 ,
P(3)ℓ =

x3ℓ3w1ℓ1w2ℓ2 :
ℓ3 + ℓ1 + ℓ2 + i1 = ℓ+ 3,
1 ≤ ℓ3 ≤ i3; 1 ≤ ℓ1 ≤ i4 + i5; 1 ≤ ℓ2 ≤ i2 + i6,
ℓ1 ≤ i4 or ℓ2 ≤ i2

 ,
P(4)ℓ = {x2ℓ2x4ℓ4 : ℓ2 + ℓ4 + i1 + i3 = ℓ+ 2; 1 ≤ ℓs ≤ is (s = 2, 4)} ,
P(5)ℓ = {x5ℓ5x6ℓ6 : ℓ5 + ℓ6 + i1 + · · ·+ i4 = ℓ+ 3; 1 ≤ ℓs ≤ is (s = 5, 6)} .
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Table 2. The choices for a′ in the case of H14.
k k′′ k′ additional condition a′
1 2 1 x1ℓ′′1 x3ℓ3
1 3 1 x1ℓ1x3ℓ′′3
1 4, 5 These cases do not occur.
2 3 1 x1ℓ1x3ℓ′′3
2 4 2 x1ℓ1x2ℓ′′2 x4ℓ′′4 = x1ℓ1w3ℓ′′2w4ℓ′′4
2 5 2 ℓ3 ≤ i2 x1ℓ1w3ℓ3x6ℓ′′6 = x1ℓ1w3ℓ3w4i4+ℓ′′6
2 5 2 ℓ4 ≤ i4 x1ℓ1x5ℓ′′5w4ℓ4 = x1ℓ1w3i2+ℓ′′5w4ℓ4
3 4 3 x3ℓ3x4ℓ′′4 x2ℓ′′2 = x3ℓ3w1ℓ′′4w2ℓ′′2
3 5 3 ℓ1 ≤ i4 x3ℓ3w1ℓ1x6ℓ′′6 = x3ℓ3w1ℓ1w2i2+ℓ′′6
3 5 3 ℓ2 ≤ i2 x3ℓ3x5ℓ′′5w2ℓ2 = x3ℓ3w1i4+ℓ′′5w2ℓ2
4 5 This case does not occur.
Here,
w1ℓ1 =
{
x4ℓ1 , 1 ≤ ℓ1 ≤ i4,
x5ℓ1−i4 , i4 < ℓ1 ≤ i4 + i5,
w2ℓ2 =
{
x2ℓ2 , 1 ≤ ℓ2 ≤ i2,
x6ℓ2−i2 , i2 < ℓ2 ≤ i2 + i6,
w3ℓ3 =
{
x2ℓ3 , 1 ≤ ℓ3 ≤ i2,
x5ℓ3−i2 , i2 < ℓ3 ≤ i2 + i5,
w4ℓ4 =
{
x4ℓ4 , 1 ≤ ℓ4 ≤ i4,
x6ℓ4−i4 , i4 < ℓ4 ≤ i4 + i6.
Note that for each k (k = 1, 2, . . . , 5), the range of ℓ with P(k)ℓ 6= ∅ is given by
the following list:
P(1)ℓ : 0 ≤ ℓ ≤ i1 + i3 − 2,
P(2)ℓ : i3 ≤ ℓ ≤ max{N − i5 − 3, N − i6 − 3},
P(3)ℓ : i1 ≤ ℓ ≤ max{N − i5 − 3, N − i6 − 3},
P(4)ℓ : i1 + i3 ≤ ℓ ≤ i1 + · · ·+ i4 − 2,
P(5)ℓ : i1 + · · ·+ i4 − 1 ≤ ℓ ≤ i1 + · · ·+ i6 − 3 = N − 3.
By a similar way to the case of H17, we can check that Pℓ, ℓ = 0, 1, . . . , N − 3
satisfy the conditions (SV1), (SV2), and (SV3). For the condition (SV3), as in H17,
we list the choices for a′ ∈ P(k′)ℓ′ from given a, a′′ ∈ Pℓ in Table 2.
This completes the proof of Theorem 8.1.
Remark 8.6. For the exceptional case H = H14, we can also consider the corre-
sponding elements on the construction for H17; in fact, these generate I up to
radical. But in this case, the range of ℓ with Pℓ 6= ∅ is 0 ≤ ℓ ≤ N − 2 because of
P(7)ℓ . Therefore, we cannot obtain ara I from this construction. This is also true
for H = H1.
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