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We consider an ordinary differential equation f ′′′ − f f ′′ − β f ′2 = 0 with f (0) = a,
f ′(0) = 1, f ′(∞) := limt→∞ f ′(t) = 0, where β is a real constant. The given problem may
arise from the study of steady free convection ﬂow over a vertical semi-inﬁnite ﬂat plate
in a porous medium, or the study of a boundary layer ﬂow over a vertical stretching wall.
In this paper, the structure of solutions for the cases of β  −2 is studied. Combining
the results of [B. Brighi, T. Sari, Blowing-up coordinates for a similarity boundary layer
equation, Discrete Contin. Dyn. Syst. 5 (2005) 929–948; J.-S. Guo, J.-C. Tsai, The structure
of solution for a third order differential equation in boundary layer theory, Japan J. Indust.
Appl. Math. 22 (2005) 311–351; J.-C. Tsai, Similarity solutions for boundary layer ﬂows with
prescribed surface temperature, Appl. Math. Lett. 21 (1) (2008) 67–73], we conclude that
the given problem may possess at most two types solutions for β ∈ R. Moreover, multiple
solutions are also veriﬁed for various pairs of (a, β).
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The ordinary differential equation:
u′′′ + αuu′′ − γ u′2 = 0, (1.1)
u(0) = b, u′(0) = 1, u′(+∞) = 0, (1.2)
is in general arising from the study of boundary layer problem for some steady plane ﬂows. For example, as in [1], consider
the steady velocity-boundary layer on a vertical permeable plane wall in a saturated porous medium. By applying the
suitable similarity transformation, it may lead to α = (m + 1)/2, γ = m in (1.1), where m corresponds to the distribution
of temperature. Note that the boundary conditions (1.2) correspond to the prescribed velocities of the ﬂow at wall and the
ambient respectively. In fact, Eq. (1.1) is the well-known Blasius equation when α = 1, γ = 0.
For α > 0, by setting g(t) = √αu(t/√α) in (1.1)–(1.2), we obtain the equivalent problem g′′′ + gg′′ − β(g′)2 = 0, with
β = γ /α, g(0) = √α b, g′(0) = 1 and g′(+∞) = 0. Then, from the studies in [4–7], the structure of solutions of the problem
(1.1)–(1.2) is completely clear when α > 0.
For α < 0, by setting f (t) = √|α|u(t/√|α|), a = √|α|b and β = γ /|α|, the problem (1.1)–(1.2) is transformed to (Pa,β ):
f ′′′ − f f ′′ − β f ′2 = 0, (1.3)
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f (0) = a, f ′(0) = 1, f ′(∞) = 0. (1.4)
Based on the works of [4,5,7], we may conclude the following:
• For β ∈ (−∞,−2), there exists an a∗ < 0 such that the problem (Pa,β ) has inﬁnitely many solutions if a < a∗ , one and
only one solution if a = a∗ , and no solution if a > a∗ . Moreover, if f is a solution of (Pa,β ), then f < 0.
• When β = 0, the problem (Pa,β ) has one and only one concave solution for a ∈ R.
Recall that a more general boundary layer equation
h′′′ + hh′′ + g(h′) = 0, (1.5)
with boundary conditions
h(0) = α, h′(0) = μ, h′(∞) = λ, (1.6)
was studied in [3], where α ∈ R, μ ∈ R+ , λ ∈ R and g is a locally Lipschitz on a interval containing μ and λ. It should be
pointed out that the problems (1.1)–(1.2) and (Pa,β ) can be thought as special cases of (1.5)–(1.6). For example, if g(x) = βx2,
then by setting h(t) = − f (t), α = −a, μ = −1 and λ = 0, the problem (1.5)–(1.6) is equivalent to (Pa,β ). However, the result
in [3] does not contain the cases which we will study here.
In this paper, the structure of solutions of (Pa,β ) for β  −2 will be studied. As in [6], by means of shooting method,
the associated initial value problem (Pa,β,c) of Eq. (1.3) with the conditions f (0) = a, f ′(0) = 1 and f ′′(0) = c will be
studied.
In Section 2, we will show that if f is a solution of (Pa,β,c) deﬁned on the right maximal interval of existence [0, T ),
then f ′′ has at most one zero (see Proposition 2.1) and therefore f has at most two critical points. Hence, we can classify
the solutions of (Pa,β,c) into following types:
(A) f ′ > 0 on [0, T ) and there exists a t2  0 such that f ′′ > 0 on (0, t2) and f ′′ < 0 on (t2, T ).
(B) f ′ > 0 on [0, T ) and there exists a t2  0 such that f ′′ < 0 on (0, t2) and f ′′ > 0 on (t2, T ).
(C) There exist 0 t2 < t1 such that f ′ > 0 on [0, t1), f ′ < 0 on (t1, T ), and f ′′ < 0 on (t2, T ).
(D) There exist 0 < t1 < t2 such that f ′ > 0 on [0, t1), f ′ < 0 on (t1, T ), and f ′′ < 0 on [0, t2), f ′′ > 0 on (t2, T ).
(E) There exist 0 < t11 < t2 < t12 such that f ′ > 0 on [0, t11), f ′ < 0 on (t11, t12), f ′ > 0 on [t12, T ), and f ′′ < 0 on [0, t2),
f ′′ > 0 on (t2, T ).
Consequently, we will show that (Pa,β ) can only possess the type (A) or (D) solutions. Also in Section 2, some properties of
the solutions of (Pa,β,c) will be presented.
To study the solutions of (Pa,β ), the phase portrait analysis will be applied. That is, the blow-up coordinate (u, v) will
be deﬁned in (3.1), which satisﬁes the system (3.2). Then, by analyzing the orbits of (u, v) which correspond to certain
solutions of (Pa,β ), the critical numbers a∗ , a∗ could be obtained.
We will ﬁrst show in Section 3.1 that for β ∈ [−2,0) there exists an a∗ = a∗(β) < 0 such that (Pa,β ) has no solution
for a > a∗; a unique solution which is of the type (A) when a = a∗ . For a < a∗ , (Pa,β ) possesses either ﬁnitely or inﬁnitely
many type (A) solutions if a = −√6/(β + 2). When a = −√6/(β + 2), (Pa,β ) possesses inﬁnitely many type (A) solutions.
Moreover, if f is a solution of (Pa,β ), then f < 0.
In Section 3.2, we will claim that for β ∈ (0,1] and a ∈R, (Pa,β ) has inﬁnitely many type (D) solutions. For the type (A)
solutions, we will also verify that for β ∈ (0,1] there exist a∗  a∗ < 0 such that (Pa,β ) possesses the unique solution which
is unbounded for a > a∗; a bounded and an unbounded solutions if a = a∗ . Furthermore, (Pa,β ) has ﬁnitely many bounded
and an unbounded solutions if a ∈ [a∗,a∗) \ {−√6/(β + 2)} for β ∈ [4/49,1]; ﬁnitely many bounded and no unbounded
solutions if a ∈ (−∞,a∗) \ {−√6/(β + 2)} for β ∈ [4/49,1]; inﬁnitely many bounded solutions if a = −√6/(β + 2) for
β ∈ (0,1]; an unbounded and at least one bounded solution if a ∈ [a∗,a∗) \ {−√6/(β + 2)} for β ∈ (0,4/49); no unbounded
solution and either ﬁnitely or inﬁnitely many solutions which are bounded if a ∈ (−∞,a∗)\{−√6/(β + 2)} for β ∈ (0,4/49).
Finally, we will prove that for β > 1, and a ∈R, (Pa,β ) admits a unique solution of type (A).
2. Preliminary
In this section, we discuss some properties of solutions of (Pa,β,c). Let f be a solution of (Pa,β,c) and F be an anti-
derivative of f . Then we have
(
f ′′e−F
)′ = β f ′2e−F . (2.1)
By using (2.1), it is easy to verify the following proposition.
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(i) If β > 0 and f ′′(t0) 0 for some t0 ∈ I , then f ′′(t) > 0 for t > t0 and t ∈ I .
(ii) If β = 0, then f ′′ is of deﬁnite sign on I .
(iii) If β < 0 and f ′′(t0) 0 for some t0 ∈ I , then f ′′(t) < 0 for t > t0 and t ∈ I .
In fact, suppose f is the solution of (Pa,β,c) with the right maximal interval of existence [0, T ). Then, by a direct
calculation, the following equality:
H f (t) := f ′′(t) − f (t) f ′(t) − c + a = (β − 1)
t∫
0
f ′2(s)ds (2.2)
holds for t ∈ [0, T ), and we are ready to classify the solutions of (Pa,β,c) for β ∈ R.
Proposition 2.2. For β > 1, let f be the solution of (Pa,β,c) with the right maximal interval of existence [0, T ). Then we have the
following properties:
(i) Suppose f is the solution of (Pa,β,c). Then f must be one of type (A), (B), (D) or (E).
(ii) Suppose f is a type (A) solution of (Pa,β ). If there exists a t0 ∈ [0, T ) such that f (t0) 0, then f is unbounded.
Proof. (i) From the classiﬁcation, f must be one of the type (A), (B), (C), (D) or (E). It suﬃces to show that f is not of the
type (C). By contradiction, we suppose that f is of the type (C). From the deﬁnition of the type (C) solution it follows that
f ′ < 0 and f ′′ < 0 on [t1, T ) for some t1 ∈ (0, T ).
If f is unbounded, then we have limt→T− f (t) = −∞, which yields f (t) f ′(t) → ∞ as t → T− . From the fact that f ′′ < 0
on (0, T ), we have limt→T− H f (t) = −∞, which is a contradiction to the fact that H f is increasing in t .
If f is bounded, then from the fact of f ′ is decreasing and negative on (t1, T ), it yields T < +∞. Moreover, we have that
| f ′| + | f ′′| is unbounded. On the other hand, from (2.2) and the fact β > 1, we have
f ′′(t) > f (t) f ′(t) + (c − a). (2.3)
Furthermore, integrating (2.3) from 0 to t in (0, T ), we obtain
f ′(t) − f ′(0) > ( f (t)2 − a2)/2+ (c − a)t for t ∈ (0, T ).
Now, from the facts that T < ∞ and f is bounded, we have f ′ is bounded below. Also from the fact of f ′ is decreasing,
then f ′ is bounded. Therefore, from (2.3) and the fact of f ′′ is negative on (t1, T ), it implies that f ′′ is bounded. Hence, we
obtain T = ∞, which is a contradiction, and the assertion (ii) is veriﬁed.
(ii) By contradiction, we may assume that f is bounded. Since f is of the type (A), then f ′ > 0 on [0,∞). Moreover,
from β > 1 and Proposition 2.1, we have that f ′′ < 0 on [0,∞). With the existence of zero of f , we also have that f > 0
on (t0,∞) for some t0 > 0. The remaining proof consists of following steps.
First, it will be shown that f ′′′(t) > 0 for suﬃciently large t . By differentiating (1.3), we have
f (iv) = f f ′′′ + (2β + 1) f ′ f ′′.
If there exists a t3 such that f ′′′(t3) = 0, then from the facts that β > 1, f ′ > 0 and f ′′ < 0 on [0,∞), we obtain f (iv)(t3) < 0.
Thus we can conclude that either f ′′′ > 0 on [0,∞) or f ′′′ < 0 on (s3,∞) for some s3  0. Since f ′ > 0 and f ′′ < 0
on [0,∞), it follows that f ′′′(t) > 0 holds for suﬃciently large t .
Second, we will come to the assertion of this part. Indeed, using (1.3) and the fact that f ′′′ > 0 and f (t) > 0 on (t0,∞),
we obtain(
f β f ′
)′
(t) = f β−1 f ′′′(t) > 0,
for t ∈ (t0,∞), which implies that f β f ′ is increasing on (t0,∞). Combining with the fact that f > 0 and f ′ > 0 on (t0,∞),
we obtain that the limit of f ′(t) f β(t) at inﬁnity must have a positive lower bound. This contradicts to the facts that
f ′(t) → 0 as t approaches to inﬁnity and f is bounded, thereby establishing that f is unbounded. 
Proposition 2.3. For 0 < β  1, let f be the solution of (Pa,β,c) with the right maximal interval of existence [0, T ). Then the following
properties hold:
(i) Suppose f is the solution of (Pa,β,c). Then f is of the type (A), (B), or (D).
(ii) Suppose that f is a type (A) solution of (Pa,β ). If there exists a t0 ∈ [0, T ) such that f (t0) 0, then f is unbounded.
(iii) Suppose that f is a type (D) solution of (Pa,β ). Then f (t) < 0 for suﬃcient large t.
(iv) If f is a solution of (Pa,β ), then limt→∞ f ′′(t) = 0.
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Now we turn to prove (i). If f has no critical point, then by using the similar argument as in part (i) of Proposition 2.2,
it is of the type (A) or (B). Thus it remains to show that if f has at least one critical point, then it is of the type (D). We
divide the proof into two steps.
Step 1: f can only have a unique critical point. Since f has at least one critical point, it follows that f is of the type (C), (D),
or (E). Suppose f is of the type (C) or (D), then f has a unique critical point. Suppose f is of the type (E), then f has two
critical points. Therefore, in order to obtain the assertion here, it remains to show that f is not of the type (E). If not, then
f has two critical points, say t11 < t12. Therefore, t11 is a maximal point and t12 is a minimal point of f . Recall that f ′ and
f ′′ can not vanish simultaneously. Thus, we have f ′′(t11) < 0 and f ′′(t12) > 0. From (2.2), we have
H f (t11) = f ′′(t11) − (c − a) < f ′′(t12) − (c − a) = H f (t12).
This is a contradiction to the fact that H f is non-increasing, thereby reaching the assertion of this step.
Step 2: There exists a t2 ∈ (t1, T ) such that f ′′ < 0 on (0, t2) and f ′′ > 0 on (t2, T ) where t1 is the unique critical point of f .
Indeed, from part (i) of Proposition 2.1, f ′′ < 0 on [0, t1]. By contradiction, we suppose that f ′′(t) < 0 on [0, T ). Then f ′ is
decreasing on [0, T ). Combining with the facts that β  1, f ′ < 0 on (t1, T ), and (2.2), we have
f ′′(t) − f (t) f ′(t) − f ′′(t1) = (β − 1)
t∫
t1
f ′(s)2 ds (β − 1) f ′(t)
t∫
t1
f ′(s)ds,
which yields
f ′′(t) f ′′(t1) + f ′(t)
[
β f (t) − (β − 1) f (t1)
]
. (2.4)
Now we consider the following cases:(1) f → −∞ as t → T− , and (2) f is bounded. In case (1), from β > 0, we have
f ′(t)
(
β f (t) − (β − 1) f (t1)
)→ ∞ as t → T−.
Substituting this into (2.4), it yields f ′′(t) → ∞ as t → T− . This contradicts to our assumption on f ′′ . In case (2), note that
f ′ is negative and decreasing on (t1, T ), it is clear that T < ∞. Integrating (2.4) from t1 to t in (t1, T ), we obtain
f ′(t) − f ′(t1) f ′′(t1)(t − t1) + β
2
[
f (t)2 − f (t1)2
]− (β − 1) f (t1)[ f (t) − f (t1)],
for t ∈ (t1, T ). Also, f ′ is bounded since f is bounded and T < ∞. Therefore, from f ′′ < 0 on (0, T ) and (2.4), we obtain
that f ′′ is bounded. To summarize, if f is bounded, then f ′ and f ′′ are also bounded. This contradicts to T < ∞. The proof
is thus completed. 
Proposition 2.4. For β < 0, let f be the solution of (Pa,β,c) with the right maximal existence interval [0, T ). Then f must be of the
types (A), (B), or (C).
Proof. If f has a critical point at t1, then, by assertion (iii) of Proposition 2.1, we have f ′′ < 0 on (t1, T ) and so f is of the
type (C). Otherwise, if f has no critical point, then f must be either of the type (A) or (B). This completes the proof. 
In order to link the solutions of (Pa,β,c) and (Pa,β ), we quote the following proposition.
Proposition 2.5. (See [5, Lemma 2.2].) Let f be a solution of (Pa,β,c) and deﬁned on [0, T ). If f ′′ is of constant sign on (s0, T ) for
some s0  0 and limt→T− f (t) = ±∞, then limt→T− f ′(t) = 0 or ±∞.
Now, as in [6, Lemma 2.1], the solution of the type (A) or (D) for (Pa,β,c) and (Pa,β ) can be linked directly from the next
lemma.
Lemma 2.1. Let fc be the solution of (Pa,β,c) for a, β ∈R. Then fc is a solution of (Pa,β ) if and only if fc is of the type (A) or (D).
3. The solutions of (Pa,β ) for β  −2 and a ∈R
As mentioned earlier, the solutions of (Pa,β ) will be discussed by phase portrait analysis. That is, let f be a solution of
(Pa,β,c) and consider the interval I = [τ , τ + T ) on which f does not vanish. As in [2], we deﬁne the blow-up coordinate
(u(t), v(t)) by
u(s) = f ′(t)/( f (t)2), v(s) = f ′′(t)/( f (t)3), s = s(t) :=
t∫
f (ξ)dξ. (3.1)τ
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u˙ = Iu(u, v) := v − 2u2,
v˙ = I v(u, v) := v + βu2 − 3uv.
(3.2)
It is clear that B = ((β + 2)/6, (β + 2)2/18) and O = (0,0) are the equilibria of (3.2), while the isoclines Iu(u, v) = 0 and
I v(u, v) = 0 are given by v = 2u2 and v = βu2/(3u − 1), respectively.
Note that the shooting parameters f (0) = a, f ′′(0) = c satisfy a2 = 1/u(s∗) and c = a3v(s∗) for some s∗ . By varying a
and c, the solutions of (Pa,β ) will be studied in the following subsections.
3.1. Solutions of (Pa,β ) for β ∈ [−2,0) and a ∈R
To verify that (Pa,β ) possesses no solution for a 0, from Proposition 2.4 and Lemma 2.1, it suﬃces to show that there
is no type (A) solution, and we need the following lemma.
Lemma 3.1. For −2 β < 0, let (u(s), v(s)) be the solution of the system (3.2) with the initial condition u(s0) > 0, v(s0) 0. Then
there exists an s1 > s0 such that u(s1) = 0 and v(s1) < 0.
Proof. For β ∈ [−2,0), we deﬁne the following sets:
D0 :=
{
(u, v) ∈R2 ∣∣ 0 < u  1/3, v < 0},
L0 :=
{
(u, v) ∈R2 ∣∣ u = 1/3, v < 0},
D1 :=
{
(u, v) ∈R2 ∣∣ u > 1/3, v < 0}.
It is easy to see that if (u(s), v(s)) is a solution of (3.2), then (u(s), v(s)) satisﬁes the followings:
(i) if (u(s), v(s)) ∈ D0, then u˙(s) < 0, v˙(s) < 0.
(ii) if (u(s), v(s)) ∈ D1, then u˙(s) < 0.
From (3.2), it is easy to verify that u˙(s) 0− 2(1/3)2 = −2/9 if (u(s), v(s)) ∈ D1. Note that v˙(s) < 0 if u(s) = 0, and |v(s)|
can have at most linear growth by the second equation of (3.2). Hence if the orbit Cβ := {(u(s), v(s)) | s  s0} enters D1,
then it will move into D0 at some ﬁnite time t0. On the other hand, if Cβ enters D0 at the point (u0, v0), then u˙(s) v0 < 0
and v˙(s) < 0 as long as (u(s), v(s)) remains in D0. Hence, once Cβ enters D0, it will eventually intersect the negative v-axis
in ﬁnite time. Therefore the proof of the lemma is completed. 
Now, the nonexistence of type (A) solution could be veriﬁed. We may assume that f is a type (A) solution and then
f > 0, f ′ > 0, and f ′′ < 0 eventually. It yields that the corresponding (u(s), v(s)) satisﬁes u(s) > 0, v(s) < 0 for s  0. But,
from Lemma 3.1, there exists an s1 > 0 such that u(s1) = 0 and v(s1) < 0. This contradicts to the fact that f ′ > 0 on (0,∞)
and then veriﬁes the following lemma.
Lemma 3.2. If −2 β < 0 and a 0, then the problem (Pa,β ) has no solution.
To study the case of a < 0, we further consider the change of variables in [8] for the solution f of (Pa,β,c) in I = [τ , τ +T )
on which f and f ′′ do not vanish, and f ′ > 0. Deﬁne
X(ξ) = f (t) f ′(t)/ f ′′(t), Y (ξ) = f ′(t)2/[ f (t) f ′′(t)], ξ = − ln( f ′(t)), (3.3)
for t ∈ I . Then (X, Y ) satisﬁes the following system of differential equations (see [8]):
X ′ := dX
dξ
= −X{1− X + Y − βXY }, (3.4)
Y ′ := dY
dξ
= −Y {2− X − Y − βXY }. (3.5)
Now, from (2.2), it is easy to obtain that H f (t) is decreasing to −c + a. Consequently, from the fact f ′′ < 0, we get
f (t) f ′(t)
f ′′(t)
> 1, (3.6)
and X > 1 eventually. That is, let (X(ξ), Y (ξ)) be the solution of (3.4)–(3.5) corresponding to f , then it follows that, for
some large t¯ , the orbit C := {(X(ξ), Y (ξ)) | ξ  ξ¯ := − ln( f ′(t¯)} stays in {(X, Y ) | X  1, Y > 0}. By phase portrait analysis,
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as in Fig. 1, we can prove that if C enters {(X, Y ) | X > 1, Y > X}, then it will stay there. But, the system (3.4)–(3.5) has
only equilibria (0,2), (0,0) in {(X, Y ) | X  0, Y  X}, thus, we have
lim
ξ→∞ X(ξ) = 0. (3.7)
It contradicts to (3.6), therefore, the orbit C remains in the region {(X, Y ) | X  1, Y < X}. It is obvious that Y /X < 1 for
ξ  ξ¯ . Then, the following lemma hold immediately.
Lemma 3.3. Let f be a type (A) solution of the problem (Pa,β ) for β ∈ [−2,0), which is negative on [0,+∞). Then we have
f ′(t)
f (t)2
 1, for suﬃciently large t.
From (3.1), it is trivial that s ↘ −∞ as t → ∞. Therefore, from Lemma 3.3, the negative semi-trajectory of (u(s), v(s))
satisﬁes u(s) 1 eventually, and then the α-limiting behavior of (u(s), v(s)) could be obtained from the next lemma.
Lemma 3.4. Let f be a type (A) solution of the problem (Pa,β ) for β ∈ [−2,0) which is negative on [0,+∞), and (u(s), v(s)) be
the corresponding solution of the system (3.2) with s := s(t) = ∫ t0 f (ξ)dξ . Then either the negative semi-trajectory of (u(s), v(s)),
s ∈ (−∞,0] tends to a limit cycle, or the α-limit of (u(s), v(s)) exists and satisﬁes
lim
s→−∞
(
u(s), v(s)
)= (0,0) or ((β + 2)/6, (β + 2)2/18).
Proof. We deﬁne the following sets (see Fig. 2):
D0 :=
{
(u, v)
∣∣ 0 < u < (β + 2)/6, βu2/(3u − 1) < v < 2u2},
L0 :=
{
(u, v)
∣∣ 0 < u < (β + 2)/6, v = 2u2},
D1 :=
{
(u, v)
∣∣ 0 < u < 1/3, v > βu2/(3u − 1)}− D0,
L1 :=
{
(u, v)
∣∣ (β + 2)/6 < u < 1/3, v = βu2/(3u − 1)},
D2 :=
{
(u, v)
∣∣ (3v −
√
9v2 − 4βv)/2β < u <√v/2, v > (β + 2)2/18},
L2 :=
{
(u, v)
∣∣ u > (β + 2)/6, v = 2u2},
D3 :=
{
(u, v)
∣∣ u > 0, 0 < v < 2u2}− D0,
L3 :=
{
(u, v)
∣∣ 0 < u  (β + 2)/6, v = βu2/(3u − 1)}.
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Let Cβ := {(u(−s), v(−s)) | s  0}, then, from phase plane analysis, Cβ will either (1) eventually stay in one of D1 and
D3, or (2) enter D1, D0, D3 and then D2 repeatedly.
For case (1), by Lemma 3.3, we have lims→−∞(u(s), v(s)) = (0,0), ((β + 2)/6, (β + 2)2/18). For case (2), we deﬁne the
segment l1 := {(u, v) | 0 u  1/(3 − β), v = u}, the region R1 := {(u, v) | 0  u  1/(3 − β), βu2/(3u − 1)  v  u} and
let (u˜(s), v˜(s)) be the solution of (3.2) with the initial value (1/(3− β),1/(3− β)). Then, the orbit {(u˜(s), v˜(s)) | s 0} will
ﬁrst enter D2, then enter D3 after crossing L2 at s = s2, and ﬁnally intersect either L3 or the positive u-axis at s = s3.
By setting R2 be the region bounded by Li , i = 1,2, and {(u˜(s), v˜(s)) | s ∈ [0, s2]}, and R3 be the subset of D3 bounded
by Li , i = 2,3, and {(u˜(s), v˜(s)) | s ∈ [s2, s3]}, it is clear that Cβ stays in R1 ∪ R2 ∪ R3 ∪ D0. Hence, R1 ∪ R2 ∪ R3 ∪ D0 is
α-invariant for (3.2), then by the Poincaré–Bendixson theorem, the desired result is obtained. 
To further explore the behavior of the orbit of (3.2) with the α-limit at O , we need the next lemma.
Lemma 3.5.
(1) For β ∈ (−2,∞), let (ui(s), vi(s)), i = 1,2 be two solutions of the system (3.2), (ui(0), vi(0)) ∈ {(u, v) ∈ R2 | u > 0, v >
0}, satisfying lims→−∞(ui(s), vi(s)) = (0,0). Then there exists an l ∈ R such that (u1(s), v1(s)) = (u2(s + l), v2(s + l)) as
s ∈ (−∞, s0) for some s0 ∈R.
(2) For β ∈ (−2,∞), let (u∗(s), v∗(s)) be a solution of the system (3.2) with lims→−∞ (u∗(s), v∗(s)) = (0,0). Then the trajectory
C∗β := {(u∗(s), v∗(s)) | s 0} coincides with the part of the unstable manifold Γ from O .
(3) For β ∈ [−2,0), let (u∗(s), v∗(s)) be the solution of the system (3.2) corresponding to the unstable manifold Γ of O. As s grows
from −∞, the orbit Γ ∗ := {(u∗(s), v∗(s)) | s s0} ﬁrst intersects the isoclines Iv(u, v) = 0, and Iu(u, v) = 0 consecutively, and
then one of the following properties holds:
(i) Γ ∗ will intersect the u-axis, and ﬁnally the v-axis.
(ii) Γ ∗ will intersect the isocline Iv(u, v) = 0, and ﬁnally the isocline Iu(u, v) = 0. Moreover, (u∗(s), v∗(s)) will tends to a limit
cycle as s approaches +∞.
(iii) Γ ∗ will intersect the isocline Iv(u, v) = 0, and ﬁnally the isocline Iu(u, v) = 0. Moreover, (u∗(s), v∗(s)) will tend to
((β + 2)/6, (β + 2)2/18) as s approaches +∞.
Proof. (1) By contradiction, we may assume that (ui(s), vi(s)) are two different solutions of (3.2) with the initial condition
(ui(0), vi(0)) ∈ {(u, v) ∈ R2 | u > 0, v > 0}, i = 1,2, satisfying lims→−∞(ui(s), vi(s)) = (0,0). Then, we can choose a suf-
ﬁciently large S0 > 0 such that {(ui(s), vi(s)) | s ∈ (−∞,−S0]} ⊆ {(u, v) ∈ R2 | 0 < u < (β + 2)/6, v > 2u2} for i = 1,2.
Noticing that u˙i(s) > 0 for i = 1,2 in {(u, v) ∈R2 | 0 < u < (β + 2)/6, v > 2u2}, hence vi could be considered as a function
of u, say vi(s) = Vi(u). Also note that the orbits corresponding to (ui(s), vi(s)) cannot intersect each other. Therefore, we
may assume that V2(u) > V1(u) for u ∈ (0, u¯] for some u¯ < (β + 2)/6. Now from (3.2), we obtain
V ′1(u) − V ′2(u) =
6u2(u − (β + 2)/6)(V1 − V2)
(V1 − 2u2)(V2 − 2u2) > 0,
for u ∈ (0, u¯]. This implies limu→0+ V2(u) > limu→0+ V1(u) = 0, which is a contradiction.
340 S.-H. Hung, C.-A. Wang / J. Math. Anal. Appl. 359 (2009) 333–351(2) The desired result follows directly from (1).
(3) First, we claim that if β ∈ [−2,1), then either case (i) or (ii) holds. Set R0 := {(u, v) ∈ R2 | 0 u  (β + 2)/6, 2u2 <
v  (β + 2)u/3} and l0 := {(u, v) ∈R2 | 0 u  (β + 2)/6, v = (β + 2)u/3}. Observe that the vector ﬁeld (Iu(u, v), I v (u, v))
on l0 satisﬁes(
Iu(u, v), I v(u, v)
) · (−(β + 2)/3,1)= (v − 2u2) · (1− (β + 2)/3)> 0.
Therefore, Γ ∗ cannot intersect ł0 for s ∈ (−∞, sˆ) where sˆ satisﬁes u∗(sˆ) = (β + 2)/6. Then by using the similar argument as
in Lemma 3.4, we have that Γ ∗ will ﬁrst intersect L1 at s = s1, then L2 at s = s2, and ﬁnally enter D3. Here L1, L2 and D3
were deﬁned in Lemma 3.4. This implies that Γ ∗ ﬁrst intersects either L3 or the positive u-axis.
Suppose Γ ∗ intersects L3 at a positive s = s3. Let R1 be the region bounded by {(u∗(s), v∗(s)) | s ∈ (−∞, s3]} and {(u, v) ∈
R
2 | 0 u < u∗(s3), v = βu2/(3u − 1)}. Note that R1 is ω-invariant. Therefore, from the Poincaré–Bendixson theorem, the
assertion of (ii) or (iii) holds.
Suppose Γ ∗ intersects the positive u-axis. The assertion (i) follows directly from a simple phase plane analysis of (3.2).
This completes the proof. 
Remark 3.1. It is clear that
J B =
( −4u0 1
2βu0 − 3v0 1− 3u0
)
is the Jacobian matrix of the system (3.2) at the equilibrium B := (u0, v0) = ((β + 2)/6, (β + 2)2/18). The stability of B is
determined by the characteristic equation:
λ2 + (7u0 − 1)λ +
(
12u20 − (4+ 2β)u0 + 3v0
)= 0.
Note that the real parts of associated characteristic roots are positive if β < −8/7, and negative if β > −8/7. At β = −8/7,
the stability at B would be changed through a Hopf bifurcation, and so a limit cycle exists for β ∈ (βˆ,−8/7) for some βˆ .
Hence the assertion of case (ii) for part (3) in Lemma 3.5 holds. However, we are unable to obtain the precise value of βˆ .
Now, the structure of solutions of (Pa,β ) for −2 β < 0 could be obtained from the next theorem.
Theorem 3.1. For −2 β < 0, there exists an a∗ := a∗(β) with −√6/(β + 2) < a∗ < 0 such that the followings hold:
(1) The problem (Pa,β ) has no solution if a > a∗ .
(2) The problem (Pa,β ) has a unique solution which is of the type (A) and negative on [0,+∞) if a = a∗ .
(3) All solutions of the problem (Pa,β ) are of the type (A) and negative on [0,+∞) if a < a∗ . Moreover, one of the followings hold:
(i) (Pa,β ) has inﬁnitely many solutions if a < a∗ .
(ii) There exist a∗− and a∗+ ∈ (−∞,a∗) with a∗− < a∗+ such that (Pa,β ) has ﬁnitely many solutions if a ∈ (−∞,a∗−) ∪ (a∗+,a∗);
inﬁnitely many solutions if a ∈ [a∗−,a∗+].
(iii) (Pa,β ) has ﬁnitely many solutions if a = −√6/(β + 2); inﬁnitely many solutions if a = −√6/(β + 2).
Proof. For a  0, the desired assertion holds directly from Lemma 3.2. Therefore, we only consider the case f (0) = a < 0.
In fact, from Lemma 2.1 and Proposition 2.4, any solution of (Pa,β ) must be of the type (A). Then we will show that
f < 0 on [0,+∞). If not, there exists a t¯ > 0 such that f > 0, f ′ > 0 and f ′′ < 0 on [t¯,∞). Set I = [t¯,∞) and deﬁne
s(t) := ∫ tt¯ f (ξ)dξ on I , and let (u(s), v(s)) be the blow-up coordinate deﬁned as in (3.1) which corresponds to f . Then by
using the similar argument as in the proof of Lemma 3.2, we can show that f is not of the type (A). This is a contradiction,
and so f < 0 on [0,+∞).
Now consider the system (3.2). Recall that O is an equilibrium point of (3.2) with the eigenvalues 0, 1, and corresponding
eigenvectors (1,0)t and (1,1)t , respectively. Let Γ be the unstable manifold at O whose tangent vector at O is (1,1)t , and
(u∗(s), v∗(s)) be a solution of (3.2) corresponding to Γ . From part (3) of Lemma 3.5, the following properties hold (see
Figs. 3–5):
(i) The behavior of the orbit of (u∗(s), v∗(s)) is the same as the one in the case (i) of part (3) in Lemma 3.5.
(ii) The positive orbit of (u∗(s), v∗(s)) tends to a limit cycle Γ∗ .
(iii) The positive orbit of (u∗(s), v∗(s)) tends to ((β + 2)/6, (β + 2)2/18) as s → +∞.
Suppose the orbit of (u∗(s), v∗(s)) satisﬁes case (i), that is, it will ﬁrst intersect the isocline I v(u, v) = 0, then
Iu(u, v) = 0, the positive u-axis, and ﬁnally the negative v-axis. Let (uˆ, vˆ) be the point where the orbit {(u∗(s), v∗(s)) | s 0}
intersects Iu(u, v) = 0. We also set a∗ = −1/
√
uˆ. If necessary, by the translation invariant, we may assume (u∗(0), v∗(0)) =
(uˆ, vˆ). In fact, uˆ > (β + 2)/6 and this leads to a∗ > −√6/(β + 2).
When a ∈ (a∗,0) and for all c ∈ R, we will prove that the solution fc of (Pa,β,c) is not a solution of (Pa,β ).
Let (u(s), v(s)) be the solution of (3.2) corresponding to fc . Then the orbit {(u(s), v(s)) | s ∈ (−∞,0]} is a negative
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Fig. 4. The phase curve (u, v) of case (ii) which tends to a limit cycle.
semi-trajectory of (3.2), and it will ﬁrst intersect the isocline Iu(u, v) = 0, then I v(u, v) = 0, and ﬁnally the semi-line
l1 := {(u0, τ ) | u0 = (β + 2)/6, τ > 2u20} as s → −∞, so does the orbit {(u∗(s), v∗(s)) | s ∈ (−∞,0]}. Say {(u(s), v(s)) | s ∈
(−∞,0]} and {(u∗(s), v∗(s)) | s ∈ (−∞,0]} intersect l1 at ((β + 2)/6, γ1) and ((β + 2)/6, γ2), respectively. Then, setting
(ui(0), vi(0)) = ((β + 2)/6, γi), i = 1,2 and applies the similar argument as in the proof of the part (1) of Lemma 3.5, it is
clear that {(u(s), v(s)) | s ∈ (−∞,0]} will intersect positive v-axis, then enter the region {(u, v) | u < 0, v > 0}. This implies
that, from Lemma 3.4, fc is not of type (A).
When a = a∗ , by Lemma 3.5, the solution fc of (Pa∗,β,c) is not a solution of (Pa∗,β ) for c = (a∗)3 vˆ . If c = (a∗)3v∗ ,
let (u(s), v(s)) be the solution of (3.2) corresponding to fc . Then the orbit {(u(s), v(s)) | s ∈ (−∞,0]} is a negative semi-
trajectory of (3.2) which coincides with {(u∗(s), v∗(s)) | s  0}. Note that fc < 0, f ′c > 0 and f ′′c < 0 initially. Now we claim
that fc cannot vanish before f ′c and f ′′c do. By contradiction, let t0 be the ﬁrst positive zero of fc . Also set s0 =
∫ t0
0 fc(ξ)dξ .
Therefore, this yields that one of u∗(s) and v∗(s) will blow up at s = s0, this leads to a contradiction and the desired claim
is obtained. Similarly, we can verify that fc < 0, f ′c > 0 and f ′′c < 0 as long as fc exists. Hence fc is of the type (A) deﬁned
on [0,+∞), and consequently a solution of (Pa∗,β ).
For a < a∗ , it is clear that the line {(u, v) | u = 1/a2} intersects the orbit {(u∗(s), v∗(s)) | s ∈ (−∞,∞)} at (1/a2, v+) and
(1/a2, v−). Then, by setting c+ = a3v+ , c− = a3v− and using the similar argument as above, we get that fc± are solutions
of (Pa,β ). Now, for c ∈ (c+, c−) and c < 0, we set R1 be the region bounded by the positive u-axis and the phase curve
{(u∗(s), v∗(s)) | s ∈ (−∞, s¯)} where s¯ := inf{s ∈R: v∗(s) = 0}. It is easy to verify that R1 is α-invariant with respect to (3.2).
Hence, from the Poincaré–Bendixson theorem, the solution (u, v) beginning in {(u, v) | u = 1/a2, v− < v < v+} will tend to
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the point ((β + 2)/6, (β + 2)2/18) or a limit cycle Γ∗ as s → −∞. Moreover, by the similar argument as above, fc is the
solution of (Pa,β ). To summarize, (Pa,β ) has inﬁnitely many solutions if a < a∗ .
Following the similar argument and phase plane analysis, the assertion of (ii) and (iii) hold and this completes the
proof. 
3.2. Solutions of (Pa,β ) for β > 0 and a ∈R
In this subsection, we will ﬁrst classify the solutions of (Pa,β ) for β ∈ (0,+∞] and a  0 in Section 3.2.1. In fact, for
β ∈ (0,+∞] and a < 0 the bounded and unbounded solutions of type (A) strongly depend on f ′′(0) = c and it will be
investigated in Sections 3.2.2 and 3.2.3, respectively, while the structure of solutions will be discussed in Section 3.2.4.
3.2.1. Existence and uniqueness of the type (A) solutions of (Pa,β ) for β ∈ (0,1] and a 0
Here, we will establish the existence and uniqueness of the type (A) solution of (Pa,β ) for a  0. Before doing this, we
need several auxiliary lemmas.
Lemma 3.6. For β ∈ (0,1], let f be a type (A) solution of (Pa,β ) with f > 0 on [t0,+∞) for some t0 > 0. Also let (u(s), v(s)) be the
corresponding solution of the system (3.2) with s := s(t) = ∫ tt0 f (ξ)dξ . Then the orbit {(u(s), v(s)) | 0 s < ∞} stays in the region{(u, v) | u > 0, v < 0} and satisﬁes
lim
s→∞
(
u(s), v(s)
)= (0,0).
Proof. Since f is of the type (A) and f > 0 on [t0,∞), there exists a t¯ > t0 such that f > 0, f ′ > 0 and f ′′ < 0 on [t¯,∞).
Note that it follows from the deﬁnition of s := s(t) that s ↗ ∞ as t → ∞. Hence, the given orbit {(u(s), v(s)) | s  s¯} stays
in {(u, v) ∈R2 | u > 0, v < 0} for some s¯.
For β ∈ (0,1], we deﬁne the following sets (see Fig. 6):
D0 :=
{
(u, v)
∣∣ 0 < u < 1/3, v < βu2/(3u − 1)},
L0 :=
{
(u, v)
∣∣ 0 < u < 1/3, v = βu2/(3u − 1)},
D1 :=
{
(u, v) ∈R2 ∣∣ u > 0, v < 0}− D0.
It is easy to see that (u(s), v(s)) satisﬁes the followings:
(i) u˙(s) < 0, v˙(s) < 0 for (u(s), v(s)) ∈ D0.
(ii) u˙(s) < 0, v˙(s) = 0 for (u(s), v(s)) ∈ L0.
(iii) u˙(s) < 0, v˙(s) > 0 for (u(s), v(s)) ∈ D1.
Since the orbit of (u(s), v(s)) stays in {(u, v) ∈ R2 | u > 0, v < 0} for s  s¯, it follows from a simple phase-plane analysis
that lims→∞(u(s), v(s)) exists and equals (0,0). This completes proof. 
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To obtain that (u(s), v(s)) is translation invariant, one can follow the similar argument of Lemma 3.5(i), we therefore
omit the proof of the next lemma.
Lemma 3.7. For β ∈ (0,+∞), let (ui(s), vi(s)), i = 1,2, be two solutions of the system (3.2). Suppose (ui(s), vi(s)), i = 1,2, stay in
the region {(u, v) ∈R2 | u > 0, v < 0} as s ∈ [s0,+∞) for some s0  0 and satisfy lims→+∞(ui(s), vi(s)) = (0,0). Then there exists
an l ∈R such that (u1(s), v1(s)) = (u2(s + l), v2(s + l)) as s ∈ [sˆ,+∞) for some sˆ s0 .
To prove that the type (A) solution of (Pa,β,ci ) is unique for a 0 in the next lemma, we can follow the similar argument
of [8, Lemma 4.2] and therefore omit the proof.
Lemma 3.8. For any a, β ∈ R, let f i , i = 1,2, be the solution of (Pa,β,ci ) which is of the type (A) and positive on (t0,∞) for some
t0 > 0. Suppose that (ui, vi) is the solution of the system (3.2) corresponding to fi on (t0,∞) for i = 1,2. If there are constants sˆ and
l 0 such that u1(s + l) = u2(s) and v1(s + l) = v2(s) for s sˆ, then we have c1 = c2 .
Follow the line in [6, Lemma 3.1] with modiﬁcation, we conclude the following lemma.
Lemma 3.9. For β > 0 and a ∈ R, there exists a ca,β ∈ (−∞,0) such that the solution fc of problem (Pa,β,c) has at least one critical
point if c < ca,β .
Now, the classiﬁcation of solutions of (Pa,β ) for β ∈ (0,1] and a 0 will be given in the next theorem.
Theorem 3.2. For β ∈ (0,1] and a 0, there exists a ca,β < 0 such that the followings hold:
(i) The problem (Pa,β ) has a type (D) solution if c < ca,β .
(ii) The problem (Pa,β ) has a type (A) solution if c = ca,β .
(iii) The problem (Pa,β ) has no solution if c > ca,β .
Proof. The proof will be divided into two steps.
First, we establish the existence of the type (A) solution of (Pa,β ). We deﬁne the following sets:
S1 :=
{
c ∈R ∣∣ fc is of the type (B)},
S2 :=
{
c ∈R ∣∣ fc is of the type (D)}.
From Proposition 2.1, we have S1 ⊃ [0,+∞). Moreover, S1 is open by the continuous dependence on initial value and
Proposition 2.1. Note that, from part (ii) of Proposition 2.3, (Pa,β,c) has no solution of the type (C) and (E). Hence, from
Lemma 3.9, it follows that S2 ⊃ (−∞, ca,β ) for some negative ca,β . It is easy to see that S2 is open and S1 ∩ S2 = ∅. Hence
there exists a cˆ ∈R such that cˆ /∈ S1 ∪ S2. Using part (ii) of Proposition 2.3, it implies that f cˆ must be of the type (A). Then,
from Lemma 2.1, f cˆ is a solution of (Pa,β ).
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i = 1,2, are two solutions of the type (A). Then from the facts that f ′i > 0 on [0,∞) and f i(0) = a  0, it follows that
f i > 0 on (0,∞). Let (ui(s), vi(s)), i = 1,2, be the solution of the system (3.2), corresponding to f i on [0,+∞). Then, by
Lemmas 3.6–3.8, we conclude that f ′′1 (0) = f ′′2 (0). Hence we have f1 ≡ f2 on [0,∞), a contradiction. Finally, the assertion
that f is unbounded follows from part (iii) of Proposition 2.3. This completes the proof. 
Moreover, it is clear from Theorem 3.2 that the type (A) solution is unique for β ∈ (0,1] and a 0.
3.2.2. Existence of unbounded type (A) solutions of (Pa,β ) for β ∈ (0,1] and a < 0
Lemma 3.10. For β ∈ (0,1], let f be the unique type (A) solution of the problem (P0,β ) with the left maximal interval (−T ,+∞).
Then we have that
inf
t∈(−T ,0)
(
f ′(t)/ f (t)2
)
> 0.
Moreover, the function
f ′
f 2
: (−T ,0) −→
(
inf
t∈(−T ,0)
(
f ′(t)/ f (t)2
)
,+∞
)
is onto.
Proof. Deﬁne g(t) = − f (−t) on [0, T ). It is clear that g satisﬁes (1.3) with the initial conditions g(0) = 0, g′(0) = 1 and
g′′(0) = − f ′′(0) > 0. Then, we can ﬁx a suﬃciently small ε > 0 such that
g′′(ε)
g(ε)3
< 2
(
g′(ε)
g(ε)2
)2
,
g′′(ε)
g(ε)3
>
β
[ g′(ε)
g(ε)2
]2
3 g
′(ε)
g(ε)2
− 1 ,
g′′(ε)
g(ε)3
 β + 2
6
+ 4β
9
,
g′(ε)
g(ε)2
> 2/3. (3.8)
For β ∈ (1/2,1], we ask that
g′(ε)
g(ε)2
>
β
(√2β
3
)2
3
√
2β
3 − 1
. (3.9)
Again, we set
s := s(t) =
t∫
ε
g(ξ)dξ, u(s) := g′(t)/g(t)2, v(s) := g′′(t)/g(t)3.
Then, (u(s), v(s)) is a solution of (3.2) on [0, S) where S = ∫ T−ε g(ξ)dξ .
Now by using (3.8), we see that
u(0) >
2
3
, v(0) >
4β
9
, v(0) < 2u(0)2 and v(0) > βu(0)2/
(
3u(0) − 1).
Deﬁne
l0 :=
{
(u, v)
∣∣ u−  u  u(0), v = v(0)},
l1 :=
{
(u, v)
∣∣ u = u(0), v  βu(0)2/(3u(0) − 1)},
l2 :=
{
(u, v)
∣∣ 2/3 u  u(0), v = βu2/(3u − 1)},
l3 :=
{
(u, v)
∣∣ √2β/3 u  2/3, v = 4β/9},
l4 :=
{
(u, v)
∣∣ u =√2β/3, 4β/9 v √2β/3− u− + v(0)},
l∗4 :=
{
(u, v)
∣∣ u =√2β/3, 4β/9 v  β
(√2β
3
)2
|3
√
2β
3 − 1|
}
,
l5 :=
{
(u, v)
∣∣ √2β/3 u  u−, v = u − u− + v(0)},
l∗5 :=
{
(u, v)
∣∣ u−  u √2β/3, v = βu2
3u − 1
}
,
where u− is the smallest root of βu2/(3u − 1) = v(0).
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Fig. 8. The phase plane of the system (3.2) for β = 0.7.
Let D be the region bounded by li, i = 0,1,2,3,4,5, and D ′ bounded by li, i = 0,1,2,3 and l∗i , i = 4,5. It is clear that D
is invariant with respect to (3.2) for β ∈ (0,1/2] (see Fig. 7) and D ′ is also invariant for β ∈ (1/2,1] (see Fig. 8). Therefore,
we have
inf
s∈[0,S)u(s) > min
{√
2β
3
,
1
3
}
, (3.10)
and, consequently,
inf
t∈(−T ,ε)
(
f ′(t)/ f (t)2
)
> min
{√
2β
3
,
1
3
}
.
Hence, from f (0) = 0 and f ′ > 0 on [0,+∞), it yields the conclusion of this lemma. 
The following theorem is the goal of this subsection.
Theorem 3.3. For β ∈ (0,1], there exists a number a∗ := a∗(β) < 0 such that the followings hold:
(i) The problem (Pa,β ) has a unique unbounded type (A) solution if a ∈ [a∗,0);
(ii) The problem (Pa,β ) has no unbounded type (A) solution if a < a∗ .
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proof can be divided into three steps.
Step 1. Let f0 be the unique type (A) solution of (P0,β ) which was shown in Theorem 3.2, with the left maximal interval
(−T ,+∞). Let a∗ be the unique negative number such that
1/a2∗ := inf
t∈(−T ,0)
(
f ′0(t)/ f0(t)2
)
. (3.11)
Now we claim that (Pa,β ) has at least one unbounded type (A) solution for a ∈ (a∗,0). Indeed, from Lemma 3.10, there
exists an sa ∈ (0, T ) such that
f ′0(−sa)/ f0(−sa)2 = 1/a2. (3.12)
Note that there may be several choices for sa (cf. the proof of Lemma 3.10). But for later use, we set
ta :=min
{
sa ∈ (0, T ): sa satisﬁes (3.12)
}
.
Note that f ′′0 < 0 on (t2,+∞) for some t2 > 0, and by Proposition 2.1(i), we conclude that f ′′0 < 0 on (−T ,+∞). From
the fact that f0(0) = 0 and f ′0(0) = 1, we have f ′0(t) > 1 and f0(t) < 0 for t ∈ (−T ,0]. Set ka := f ′0(−ta) > 1 and g(t) :=
(1/
√
ka) f0(t/
√
ka − ta) on [0,∞). Note that f0 is the unbounded type (A) solution of (P0,β ). Then it is easy to verify that g
is a unbounded type (A) solution of (Pa,β ). Moreover, g ≡ fca,a,β with ca := f ′′0 (−ta)/(ka
√
ka), and also from the deﬁnition
of ta , we can conclude that ta and ca are bounded in a neighborhood of a = a∗ . Therefore, the assertion of part (i) is obtained
except for the case a = a∗ .
Step 2. We claim that (Pa∗,β ) has at least one unbounded type (A) solution. For a ∈ (a∗,0), we let ca be deﬁned in Step 1. Since
ca is bounded in a neighborhood of a = a∗ , there exists a sequence {an} such that an ↘ a∗ and can → c∗ for some c∗ < 0 as
n → +∞. Now Let f∗ be the solution of Pa∗,β,c∗ . We will claim that f∗ is of the type (A). By contradiction, we assume that
f∗ is not of the type (A). Suppose that, from Proposition 2.3, f∗ is of the type (B) or (D). Then, there exists an s > 0 such
that f ′′∗ (s) > 0 by the deﬁnition of the type (B) and (D). Therefore, by the continuous dependence on initial values, there
exists a δ > 0 such that for a ∈ (a∗ − δ,a∗ + δ) and c ∈ (c∗ − δ, c∗ + δ), the solution f of (Pa,β,c) is of the type (B) or (D).
This is a contradiction since fa,β,ca is of the type (A). Hence f∗ is of the type (A). This proves the assertion of part (i).
Step 3. We verify that the assertion of part (ii) holds. By contradiction, we may assume that f is an unbounded type (A) solution
of (Pa,β ). Then there exists a τa > 0 such that f (τa) = 0. Set ma := f ′(τa) > 0 and h(t) := (1/√ma ) f (t/√ma + τa). It is easy
to check that h is an unbounded type (A) solution of (P0,β ). From Theorem 3.2 it follows that f0 ≡ h. Hence we have
f ′0(−
√
maτa)
f0(−√maτa)2 =
h′(−√maτa)
h(−√maτa)2 =
f ′(0)
f (0)2
= 1/a2 < 1/a2∗,
it leads to a contradiction to the deﬁnition of a∗ , and we complete the proof. 
3.2.3. Existence of bounded type (A) solutions of (Pa,β ) for β ∈ (0,1] and a < 0
Recall from part (iii) of Proposition 2.3, if f is a bounded type (A) solution of (Pa,β ) for β ∈ (0,1] and a < 0, then it
must be negative on [0,+∞). Therefore, we will look for the type (A) solutions of the problem (Pa,β ) which are negative
on [0,+∞).
Our argument will follow the line of Theorem 3.1 with modiﬁcation. To begin with, we have the following lemma.
Lemma 3.11. For β ∈ (0,1], let f be a type (A) solution of the problem (Pa,β ) with f < 0 on [0,∞). Then
lim
t→∞
(
f (t) f ′(t)
f ′′(t)
,
f ′(t)2
f (t) f ′′(t)
)
= (1,0) or (∞,∞).
Proof. From the similar argument as in Lemma 3.3, we have
f (t) f ′(t)
f ′′(t)
 1, (3.13)
for t ∈ [t0,∞) for some t0  0. Then, let ξ and (X(ξ), Y (ξ)) be deﬁned as in (3.3). We further deﬁne the following sets (see
Fig. 9):
D− := {(X, Y ) ∣∣ 0 < X < (1+ Y )/(1+ βY ), Y > 0},
D+ := {(X, Y ) ∣∣ X > (1+ Y )/(1+ βY ), Y > 0},
R− := {(X, Y ) ∣∣ X > 0, 0 < Y < (2− X)/(1+ βX)},
R+ := {(X, Y ) ∣∣ X > 0, Y > (2− X)/(1+ βX)}.
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Note that f < 0, f ′ > 0, f ′′ < 0 on [0,∞), then the corresponding phase curve (X(ξ), Y (ξ)), ξ ∈ [0,∞) stays in {(X, Y ) |
X > 0, Y > 0}. Hence, we have
lim
ξ→∞
(
X(ξ), Y (ξ)
)= (0,∞), (0,2), (0,0), (1,0),
(
3
β + 2 ,
1
2
)
or (∞,∞).
Therefore, from (3.13) and the equilibrium (3/(β + 2),1/2) is unstable for β ∈ (0,1], the desired assertion of the lemma
holds. 
By using the similar argument in Lemma 3.4, the next lemma holds immediately.
Lemma 3.12. For β ∈ (0,1], let f be a type (A) solution of the problem (Pa,β ) with f < 0 on [0,+∞). Suppose (u(s), v(s)) is the
corresponding solution of the system (3.2) with s := s(t) = ∫ t0 f (ξ)dξ . Then the α-limit of (u(s), v(s)) exists and satisﬁes
lim
s→−∞
(
u(s), v(s)
)= (0,0).
Now, we are able to study the ω-limit of the orbit for (3.2) corresponding to the unstable manifold of O .
Lemma 3.13. For β ∈ (0,1], let (u∗(s), v∗(s)) be the solution of the system (3.2) which corresponds to the unstable manifold Γ of O .
Then the orbit C∗β := {(u∗(s), v∗(s)) | s ∈R} satisﬁes one of the following properties:
(i) C∗β tends either to the point ((β + 2)/6, (β + 2)2/18) or to a limit cycle Γ∗ as s → +∞. In particular, if β ∈ (4/49,1), then C∗β
tends to ((β + 2)/6, (β + 2)2/18) as s → +∞.
(ii) If β = 1, then C∗β = {(u, v) ∈R2 | 0 u  1, v = u} with lims→∞(u∗(s), v∗(s)) = (1/2,1/2).
Proof. Recall that the unstable manifold Γ is tangent to the line v = u at O . Then, C∗β stays in R1 := {(u, v) ∈R2 | 0 u 
(β + 2)/6, v > (β + 2)u/3} for negative s with |s|  1. Now we want to claim that C∗β stays in the region R1 as long as
u∗(s) < (β + 2)/6. To this end, let (Iu(u, v), I v (u, v)) be given by (3.2). Then it yields that(
Iu(u, v), I v(u, v)
) · (−(β + 2)/3,1)= (v − 2u2) · (1− (β + 2)/3)> 0,
for (u, v) ∈ {(u, v) ∈R2 | 0 u  (β + 2)/6, v = (β + 2)u/3}. Hence the desired claim follows.
By direct computation, we also have
0 <
I v(u, v) = v + βu
2 − 3uv
2
< 1,
Iu(u, v) v − 2u
348 S.-H. Hung, C.-A. Wang / J. Math. Anal. Appl. 359 (2009) 333–351Fig. 10. The phase plane of the system (3.2) for β = 0.2.
for (u, v) ∈ R1. Therefore, the slope of C∗β is positive and less than 1 as long as C∗β stays in R1. This shows that C∗β must be
in R2 := {(u, v) ∈R2 | 0 < u < 1/(3− β), (β + 2)u/3 < v < u} as long as C∗β stays in R1. Furthermore, since R2 consists no
equilibrium, so the quantity sˆ := inf{s ∈R: u∗(sˆ) = 1/(3− β)} exists.
Now let R0 be the region bounded by li , i = 1,2,3,4,5, which are deﬁned as the followings (see Fig. 10):
l1 :=
{
(u,u)
∣∣ √β/2 u  1/(3− β)},
l2 :=
{
(u, v)
∣∣ 1/(3− β) u  1/2, v = 1/(3− β)},
l3 :=
{
(u, v)
∣∣ u = 1/2, β/2 v  1/(3− β)},
l4 :=
{
(u, v)
∣∣ √β/2 u  1/2, v = β/2},
l5 :=
{
(u, v)
∣∣ u =√β/2, β/2 v √β/2}.
Note that C∗β lies in the region R0 for s is suﬃciently close to sˆ. Moreover, it is easy to verify that R0 is ω-invariant
with respect to (3.2). Hence, by applying the Poincaré–Bendixson theorem, the orbit of (u∗(s), v∗(s)) either tends to ((β +
2)/6, (β + 2)2/18) or a limit cycle Γ∗ , as s → +∞. Furthermore, for β ∈ [4/49,1), we have that
∂ Iu
∂u
+ ∂ I v
∂v
= 1− 7u < 1− 7
√
β
2
 0,
for (u, v) ∈ R0. Therefore, by the Bendixson’s criterion, (3.2) has no periodic orbits in the region R0. We thus prove the ﬁrst
part of this lemma.
Finally, when β = 1, it is easy to check that C∗β is exactly the line segment {(u, v) | 0 < u < 1/2, v = u}. The proof of
this lemma is completed. 
In the following theorem, we will discuss the existence of bounded type (A) solutions for β ∈ (0,1], and explore the
structure of such solutions. Note that, from Proposition 2.2, all bounded type (A) solutions are negative on [0,+∞).
Theorem 3.4. For β ∈ (0,1], there exists an a∗ := a∗(β) with −√6/(β + 2) < a∗ < 0 such that the followings hold:
(1) The problem (Pa,β ) has no bounded type (A) solution on [0,+∞) if a > a∗ .
(2) The problem (Pa,β ) has a unique type (A) solution which is bounded on [0,+∞) if a = a∗ .
(3) If a < a∗ , the followings hold:
(I) When β = 1, the problem (Pa,β ) has a unique type (A) solution which is bounded on [0,+∞).
(II) For β ∈ [(−8+ 12√6)/25,1), the problem (Pa,β ) has ﬁnitely many bounded type (A) solutions.
(III) For β ∈ [4/49, (−8 + 12√6)/25), the problem (Pa,β ) has ﬁnitely many bounded type (A) solutions if a < a∗ and a =
−√6/(β + 2); inﬁnitely many bounded type (A) solutions when a = −√6/(β + 2).
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(i) The problem (Pa,β ) has ﬁnitely many bounded type (A) solutions if a < a∗ and a = −√6/(β + 2); inﬁnitely many
bounded type (A) solutions when a = −√6/(β + 2).
(ii) There exist a∗− and a∗+ ∈ (−∞,a∗) with a∗− < a∗+ such that the problem (Pa,β ) has ﬁnitely many bounded type (A)
solutions if a ∈ (−∞,a∗−) ∪ (a∗+,a∗); inﬁnitely many bounded type (A) solutions if a ∈ [a∗−,a∗+].
Proof. Let J B be the Jacobian matrix of (3.2) at the equilibrium B := (u0, v0) = ((β +2)/6, (β +2)2/18). Then the associated
characteristic equation is given by
λ2 + (7u0 − 1)λ +
(
12u20 − (4+ 2β)u0 + 3v0
)= 0.
It is clear that the characteristic roots are complex with negative real part if β ∈ (0, (−8 + 12√6)/25)), and negative if
β ∈ [(−8+ 12√6)/25),1].
Now, with the help of part (1) of Lemma 3.5, Lemma 3.12 and Lemma 3.13, we can use the similar argument as in
Theorem 3.1 to establish the assertions of this theorem. 
3.2.4. The structure of solutions of (Pa,β ) for β ∈ (0,1] and a < 0
Proceeding as in Theorem 3.2, we have the following lemma.
Lemma 3.14. For β ∈ (0,1] and a < 0, there exists a ca,β < 0 such that fa,β,c is a type (D) solution of the problem (Pa,β ) if c < ca,β .
Note that, for β ∈ (0,1] and a < 0, we are unable to determine whether there exists a c > ca,β such that fa,β,c is a
type (D) solution.
Theorem 3.5. For β ∈ (0,1] and a < 0, let ca,β , a∗ := a∗(β) and a∗ := a∗(β) be deﬁned as in Lemma 3.9, Theorem 3.3 and Theo-
rem 3.4, respectively. Then the solution fa,β,c of the problem (Pa,β ) is either type (A) or (D). Moreover, it is of the type (D) for c < ca,β ,
and type (A) only for c  ca,β .
Furthermore, the structure of the type (A) solutions is given as follows:
(1) The problem (Pa,β ) has a solution which is unbounded if a > a∗ .
(2) The problem (Pa,β ) has two solutions with one of them is bounded and the other is unbounded if a = a∗ .
(3) If a < a∗ , then the followings hold:
(I) When β = 1, the problem (Pa,β ) has exactly one bounded and one unbounded solutions if a ∈ [a∗,a∗), and a unique solution
which is bounded if a ∈ (−∞,a∗).
(II) For β ∈ [(−8+ 12√6)/25,1), the problem (Pa,β ) has ﬁnitely many bounded solutions and only one unbounded solution if
a ∈ [a∗,a∗); ﬁnitely many bounded solutions and no unbounded solution if a ∈ (−∞,a∗).
(III) For β ∈ [4/49, (−8 + 12√6)/25), the problem (Pa,β ) has inﬁnitely many bounded solutions if a = −√6/(β + 2), and
otherwise it has ﬁnitely many bounded and one unbounded solutions if a ∈ [a∗,a∗); ﬁnitely many bounded solutions if
a ∈ (−∞,a∗).
(IV) For β ∈ (0,4/49), then one of the followings hold:
(i) The problem (Pa,β ) has inﬁnitely many bounded solutions if a = −√6/(β + 2), and otherwise it has ﬁnitely many
bounded and one unbounded solutions if a ∈ [a∗,a∗) and a = −√6/(β + 2); ﬁnitely many bounded solutions if
a ∈ (−∞,a∗).
(ii) There exist a∗− and a∗+ ∈ (−∞,a∗) with a∗− < a∗+ such that the problem (Pa,β ) has ﬁnitely many bounded and
one unbounded solutions if a ∈ ((−∞,a∗−) ∪ (a∗+,a∗)) ∩ [a∗,a∗); ﬁnitely many bounded type (A) solutions if a ∈
((−∞,a∗−) ∪ (a∗+,a∗)) ∩ (−∞,a∗); inﬁnitely many bounded and one unbounded solutions if a ∈ [a−∗,a+∗] ∩ [a∗,a∗);
inﬁnitely many bounded solutions if a ∈ [a−∗,a+∗] ∩ (−∞,a∗).
Proof. The proof follows immediately from Theorem 3.2, Theorem 3.3 and Theorem 3.4 except that a∗  a∗ .
By contradiction, we may assume that a∗ > a∗ . Then by part (ii) of Theorem 3.3 and part (i) of Theorem 3.4, (Pa,β ) has
no type (A) solution for any a ∈ (a∗,a∗). On the other hand, for a < 0 and β ∈ (0,1], it follows from the similar argument as
in Theorem 3.2 that (Pa,β ) has at least one type (A) solution. This is a contradiction. Hence we complete the proof of this
theorem. 
3.2.5. Uniqueness of the type (A) solutions of (Pa,β ) for β > 1
Lemma 3.15. For β > 1 and a ∈R, the problem (Pa,β ) admits at most one type (A) solution.
Proof. Suppose that (Pa,β ) has two distinct type (A) solutions f1 and f2. We ﬁrst consider the case of f1 and f2 are positive
near inﬁnity. That is, there exists a t¯  0 such that f i > 0, i = 1,2, on [t¯,+∞), then by Lemmas 3.7, 3.8, and the similar
argument as in Theorem 3.2, we can conclude that f1 ≡ f2 on [0,+∞).
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i = 1,2, and assume that c1 < c2. For given f i , i = 1,2, we set
yi(x) :=
[
f ′i (t)
]2
and x := f i(t),
for t ∈ [0,∞). Since f i is a type (A) solution of (Pa,β ) with f ′′i (0) = ci , then by a simple calculation, it follows that yi ,
i = 1,2, satisfy the following equation:
y′′i −
x√
yi
y′i − 2β
√
yi = 0,
with the boundary conditions
yi(a) = 1, y′i(a) = 2ci,
yi(R
−
i ) := lim
x→R−i
yi(x) = 0, y′i(R−i ) := lim
x→R−i
y′i(x) = 0.
Consider
Gi(x) := y
′
i(x)
2
− x√yi(x), i = 1,2.
Then a simple calculation yields that for β > 1, we have
G ′i(x) = (β − 1)
√
yi(x) > 0,
for x ∈ [a, Ri) and i = 1,2. Following the similar argument as in [6, Theorem 3.1], we conclude that R1  R2 and
G1(R
−
1 ) < G2(R
−
2 ),
where Gi(R
−
i ) := limx→R−i Gi(x), i = 1,2. Since f1 is negative on [0,∞), then f1 is bounded by the deﬁnition of the type (A).
Hence G1(R
−
1 ) = 0, and so G2(R−2 ) > 0.
On the other hand, by Proposition 2.2, f2 is unbounded if f2 is positive near inﬁnity. Therefore, we have
lim infx→R−2 x
√
y2(x) 0. Together with the fact that y′2(R
−
2 ) = 0, it follows from the deﬁnition of G2(R−2 ) that G2(R−2 ) 0.
This is a contradiction, and so the lemma follows. 
Theorem 3.6. For β > 1 and a ∈ R, the problem (Pa,β ) has a unique type (A) solution.
Proof. By Lemma 3.15, it remains to show the existence of the type (A) solution. Let fc be the solution of (Pa,β,c) deﬁned
on [0, Tc) and consider the sets
S1 :=
{
c ∈ R ∣∣ fc is of the type (B)},
S2 :=
{
c < 0
∣∣ fc is of the type (D) or (E)}.
Proceeding as in Theorem 3.2, it follows that S1 and S2 are open and disjoint. Moreover, we have [0,∞) ⊂ S1 and
(−∞, c0) ⊂ S2 for some c0 < 0. Hence, the quantities c+ := inf S1 and c− := sup S2 are well-deﬁned and satisfying
c− < c+ < 0.
By Proposition 2.2, we can conclude that for c ∈ [c−, c+], the solution fc of (Pa,β,c) is of the type (A). Hence the desired
result is obtained. 
4. Concluding remarks
In this paper, we have veriﬁed that the problems (Pa,β ) with β  −2 can only possess the solutions of the type (A)
and (D). Moreover, the structure of the solutions has also been studied for various (β ,a)’s. However, it should be pointed
out that the classiﬁcation of the structure of solutions of (Pa,β ) will be completely clear if the following two questions are
answered:
• Is there any unbounded type (A) solution of (Pa,β ) if a = −√6/(β + 2), for β ∈ (0,1]?
• Is there any type (D) solution of (Pa,β ), for β > 1, and a ∈R?
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