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Abstract—Sound events often occur in unstructured environ-
ments where they exhibit wide variations in their frequency
content and temporal structure. Convolutional neural networks
(CNN) are able to extract higher level features that are invariant
to local spectral and temporal variations. Recurrent neural net-
works (RNNs) are powerful in learning the longer term temporal
context in the audio signals. CNNs and RNNs as classifiers
have recently shown improved performances over established
methods in various sound recognition tasks. We combine these
two approaches in a Convolutional Recurrent Neural Network
(CRNN) and apply it on a polyphonic sound event detection task.
We compare the performance of the proposed CRNN method
with CNN, RNN, and other established methods, and observe a
considerable improvement for four different datasets consisting
of everyday sound events.
Index Terms—sound event detection, deep neural networks,
convolutional neural networks, recurrent neural networks
I. INTRODUCTION
IN our daily lives, we encounter a rich variety of soundevents such as dog bark, footsteps, glass smash and thunder.
Sound event detection (SED), or acoustic event detection, deals
with the automatic identification of these sound events. The
aim of SED is to detect the onset and offset times for each
sound event in an audio recording and associate a textual
descriptor, i.e., a label for each of these events. SED has
been drawing a surging amount of interest in recent years
with applications including audio surveillance [1], healthcare
monitoring [2], urban sound analysis [3], multimedia event
detection [4] and bird call detection [5].
In the literature the terminology varies between authors;
common terms being sound event detection, recognition, tag-
ging and classification. Sound events are defined with pre-
determined labels called sound event classes. In our work,
sound event classification, sound event recognition, or sound
event tagging, all refer to labeling an audio recording with
the sound event classes present, regardless of the onset/offset
times. On the other hand, an SED task includes both on-
set/offset detection for the classes present in the recording
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and classification within the estimated onset/offset, which is
typically the requirement in a real-life scenario.
Sound events often occur in unstructured environments in
real-life. Factors such as environmental noise and overlapping
sources are present in the unstructured environments and they
may introduce a high degree of variation among the sound
events from the same sound event class [6]. Moreover, there
can be multiple sound sources that produce sound events
belonging to the same class, e.g., a dog bark sound event
can be produced from several breeds of dogs with different
acoustic characteristics. These factors mainly represent the
challenges over SED in real-life situations.
SED where at most one simultaneous sound event is de-
tected at a given time instance is called monophonic SED.
Monophonic SED systems can only detect at most one sound
event for any time instance regardless of the number of sound
events present. If the aim of the system is to detect all the
events happening at a time, this is a drawback concerning
the real-life applicability of such systems, because in such
a scenario, multiple sound events are very likely to overlap
in time. For instance, an audio recording from a busy street
may contain footsteps, speech and car horn, all appearing as
a mixture of events. An illustration of a similar situation is
given in Figure 1, where as many as three different sound
events appear at the same time in a mixture. A more suitable
method for such a real-life scenario is polyphonic SED, where
multiple overlapping sound events can be detected at any given
time instance.
SED can be approached either as scene-dependent or scene-
independent. In the former, the information about the acoustic
scene is provided to the system both at training and test time,
and a different model can therefore be trained for each scene.
In the latter, there is no information about the acoustic scene
given to the system.
Previous work on sound events has been mostly focused
on sound event classification, where audio clips consist-
ing of sound events are classified. Apart from established
classifiers—such as support vector machines [1], [3]—deep
learning methods such as deep belief networks [7], convo-
lutional neural networks (CNN) [8], [9], [10] and recurrent
neural networks (RNN) [4], [11] have been recently proposed.
Initially, the interest on SED was more focused on monophonic
SED. Gaussian mixture model (GMM) - Hidden Markov
model (HMM) based modeling—an established method that
has been widely used in automatic speech recognition—has
been proposed to model individual sound events with Gaussian
mixtures and detect each event through HMM states using
Viterbi algorithm [12], [13]. With the emergence of more
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2Fig. 1: Sound events in a polyphonic recording synthesized
with isolated sound event samples. Upper panel: audio wave-
form, lower panel: sound event class activity annotations.
advanced deep learning techniques and publicly available real-
life databases that are suitable for the task, polyphonic SED
has attracted more interest in recent years. Non-negative matrix
factorization (NMF) based source separation [14] and deep
learning based methods (such as feedforward neural networks
(FNN) [15], CNN [16] and RNN [11]) have been shown to
perform significantly better compared to established methods
such as GMM-HMM for polyphonic SED.
Deep neural networks [17] have recently achieved remark-
able success in several domains such as image recogni-
tion [18], [19], speech recognition [20], [21], machine trans-
lation [22], even integrating multiple data modalities such as
image and text in image captioning [23]. In most of these
domains, deep learning represents the state-of-the-art.
Feedforward neural networks have been used in mono-
phonic [7] and polyphonic SED in real-life environments [15]
by processing concatenated input frames from a small time
window of the spectrogram. This simple architecture—while
vastly improving over established approaches such as GMM-
HMMs [24] and NMF source separation based SED [25],
[26]—presents two major shortcomings: (1) it lacks both
time and frequency invariance—due to the fixed connections
between the input and the hidden units—which would allow
to model small variations in the events; (2) temporal context is
restricted to short time windows, preventing effective modeling
of typically longer events (e.g., rain) and events correlations.
CNNs [27] can address the former limitation by learning
filters that are shifted in both time and frequency [8], lacking
however longer temporal context information. Recurrent neu-
ral networks (RNNs), which have been successfully applied to
automatic speech recognition (ASR) [20] and polyphonic SED
[11], solve the latter shortcoming by integrating information
from the earlier time windows, presenting a theoretically
unlimited context information. However, RNNs do not easily
capture the invariance in the frequency domain, rendering a
high-level modeling of the data more difficult. In order to
benefit from both approaches, the two architectures can be
combined into a single network with convolutional layers
followed by recurrent layers, often referred to as convolutional
recurrent neural network (CRNN). Similar approaches com-
bining CNNs and RNNs have been presented recently in ASR
[21], [28], [29] and music classification [30].
In this paper we propose the use of multi-label convolutional
recurrent neural network for polyphonic, scene-independent
sound event detection in real-life recordings. This approach
integrates the strengths of both CNNs and RNNs, which have
shown excellent performance in acoustic pattern recognition
applications [4], [8], [9], [10], while overcoming their indi-
vidual weaknesses. We evaluate the proposed method on three
datasets of real-life recordings and compare its performance
to FNN, CNN, RNN and GMM baselines. The proposed
method is shown to outperform previous sound event detection
approaches.
The rest of the paper is organized as follows. In Section II
the problem of polyphonic SED in real-life environments is
described formally and the CRNN architecture proposed for
the task is presented. In Section III we present the evaluation
framework used to measure the performance of the different
neural networks architectures. In Section IV experimental
results, discussions over the results and comparisons with
baseline methods are reported. In Section V we summarize
our conclusions from this work.
II. METHOD
A. Problem formulation
The aim of polyphonic SED is to temporally locate and label
the sound event classes present in a polyphonic audio signal.
Polyphonic SED can be formulated in two stages: sound
representation and classification. In sound representation stage,
frame-level sound features (such as mel band energies and
mel frequency cepstral coefficients (MFCC)) are extracted for
each time frame t in the audio signal to obtain a feature vector
xt ∈ RF , where F ∈ N is the number of features per frame. In
the classification stage, the task is to estimate the probabilities
p(yt(k) | xt,θ) for event classes k = 1, 2, . . . ,K in frame t,
where θ denotes the parameters of the classifier. The event
activity probabilities are then binarized by thresholding, e.g.
over a constant, to obtain event activity predictions yˆt ∈ RK .
The classifier parameters θ are trained by supervised learn-
ing, and the target outputs yt for each frame are obtained
from the onset/offset annotations of the sound event classes.
If class k is present during frame t, yt(k) will be set to 1, and
0 otherwise. The trained model will then be used to predict
the activity of the sound event classes when the onset/offset
annotations are unavailable, as in real-life situations.
For polyphonic SED, the target binary output vector yt can
have multiple non-zero elements since several classes can be
present in the same frame t. Therefore, polyphonic SED can
be formulated as a multi-label classification problem in which
the sound event classes are located by multi-label classification
over consecutive time frames. By combining the classification
results over consecutive time frames, the onset/offset times for
each class can be determined.
Sound events possess temporal characteristics that can be
beneficial for SED. Certain sound events can be easily distin-
guished by their impulsive characteristics (e.g., glass smash),
while some sound events typically continue for a long time
period (e.g. rain). Therefore, classification methods that can
preserve the temporal context along the sequential feature
vectors are very suitable for SED. For these methods, the input
3features are presented as a context window matrix Xt:t+T−1,
where T ∈ N is the number of frames that defines the sequence
length of the temporal context, and the target output matrix
Yt:t+T−1 is composed of the target outputs yt from frames t
to t+ T − 1. For the sake of simplicity and ease of notation,
X will be used to denote Xt:t+T−1—and similarly Y for
Yt:t+T−1— throughout the rest of the paper.
B. Proposed Method
The CRNN proposed in this work, depicted in Fig. 2,
consists of four parts: (1) at the top of the architecture, a time-
frequency representation of the data (a context window of F
log mel band energies over T frames) is fed to Lc ∈ N con-
volutional layers with non-overlapping pooling over frequency
axis; (2) the feature maps of the last convolutional layer are
stacked over the frequency axis and fed to Lr ∈ N recurrent
layers; (3) a single feedforward layer with sigmoid activation
reads the final recurrent layer outputs and estimates event
activity probabilities for each frame and (4) event activity
probabilities are binarized by thresholding over a constant to
obtain event activity predictions.
In this structure the convolutional layers act as feature
extractors, the recurrent layers integrate the extracted features
over time thus providing the context information, and finally
the feedforward layer produce the activity probabilities for
each class. The stack of convolutional, recurrent and feedfor-
ward layers is trained jointly through backpropagation. Next,
we present the general network architecture in detail for each
of the four parts in the proposed method.
1) Convolutional layers: Context window of log mel band
energies X ∈ RF×T is fed as input to the CNN layers with
two-dimensional convolutional filters. For each CNN layer,
after passing the feature map outputs through an activation
function (rectified linear unit (ReLU) used in this work), non-
overlapping max pooling is used to reduce the dimensionality
of the data and to provide more frequency invariance. As
depicted in Fig. 2, the time dimension is maintained intact
(i.e. does not shrink) by computing the max pooling operation
in the frequency dimension only—as done in [21], [31]—and
by zero-padding the inputs to the convolutional layers (also
known as same convolution). This is done in order to preserve
alignment between each target output vector yt and hidden
activations ht.
After Lc convolutional layers, the output of the CNN is a
tensor H ∈ RM×F ′×T , where M is the number of feature
maps for the last CNN layer, and F ′ is the number of
frequency bands remaining after several pooling operations
through CNN layers.
2) Recurrent layers: After stacking the feature map out-
puts over the frequency axis, the CNN output H ∈ R(M ·F ′)×T
for layer Lc is fed to the RNN as a sequence of frames hLct .
The RNN part consists of Lr stacked recurrent layers each
computing and outputting a hidden vector ht for each frame
as
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Fig. 2: Overview of the proposed CRNN method. (1): Multiple
convolutional layers with max pooling in frequency axis,
(2): The outputs of the last convolutional layer stacked over
frequency axis and fed to multiple stacked recurrent layers,
(3): feedforward layer as output layer and (4): binarization of
event activity probabilities.
hLc+1t = F(hLct ,hLc+1t−1 )
hLc+2t = F(hLc+1t ,hLc+2t−1 )
...
hLc+Lrt = F(hLc+Lr−1t ,hLc+Lrt−1 )
(1)
The function F , which can represent a long short term memory
(LSTM) unit [32] or gated recurrent unit (GRU) [33], has two
inputs: The output of the current frame of the previous layer
(e.g., hLct ), and the output of the previous frame of the current
layer (e.g., hLc+1t−1 ).
43) Feedforward layer: recurrent layers are followed by a
single feedforward layer which will be used as the output layer
of the network. The feedforward layer outputs are obtained
from the last recurrent layer activations hLc+Lrt as
hLc+Lr+1t = G(hLc+Lrt ), (2)
where G represents a feedforward layer with sigmoid activa-
tion. Feedforward layer applies the same set of weights for
the features extracted from each frame.
4) Binarization: The outputs hLc+Lr+1t of the feedfor-
ward layer are used as the event activity probabilities for each
class k = 1, 2, ...K as
p(yt(k) | x0:t,θ) = hLc+Lr+1t (3)
where K is the number of classes and θ represents the
parameters of all the layers of the network combined. Finally,
event activity predictions yˆt are obtained by thresholding the
probabilities over a constant C ∈ (0, 1) as
yˆt(k) =
{
1, p(yt(k) | x0:t,θ) ≥ C
0, otherwise
(4)
Regularization: In order to reduce overfitting, we ex-
perimented with dropout [34] regularization in the network,
which has proven to be extremely effective in several deep
learning applications [18]. The basic idea behind dropout is to
temporarily remove at training time a certain portion of hidden
units from the network, with the dropped units being randomly
chosen at each iteration. This reduces units co-adaptation,
approximates model averaging [34], and can be seen as a
form of data augmentation without domain knowledge. For
the recurrent layers we adopted the dropout proposed in [35],
where the choice of dropped units is kept constant along a
sequence.
To speed up the training phase we train our networks with
batch normalization layers [36] after every convolutional or
fully connected layer. Batch normalization reduces the internal
covariate shift—i.e., the distribution of network activations
during training—by normalizing a layer output to zero mean
and unit variance, using approximate statistics computed on
the training mini-batch.
Comparison to other CRNN architectures: The CRNN
configuration used in this work has several points of similarity
with the network presented in [21] for speech recognition. The
main differences are the following: (i) We do not use any linear
projection layer, neither at the end of the CNN part of the
CRNN, nor after each recurrent layer. (ii) We use 5x5 kernels
in all of our convolutional layers, compared to the 9x9 and
4x3 filters for the first and second layer respectively. (iii) Our
architecture has also more convolutional layers (up to 4 instead
of 2) and recurrent layers (up to 3 instead of 2). (iv) We use
GRU instead of LSTM. (v) We use much longer sequences, up
to thousands of steps, compared to 20 steps in [21]. While very
long term context is not helpful in speech processing, since
words and utterances are quite short in time, in SED there
are several events that span over several seconds. (vi) For the
experiments on CHiME-Home dataset we incorporate a new
max pooling layer (only on time domain) before the output
layer. Therefore, if we have N mid-level features for T frames
of a context window, we end up with N features for the whole
context window to be fed to the output layer.
CNNs and RNNs: It is possible to see CNNs and RNNs as
specific instances of the CRNN architecture presented in this
section: a CNN is a CRNN with zero recurrent layers, and
an RNN is a CRNN with zero convolutional layers. In order
to assess the benefits of using CRNNs compared to CNNs
or RNNs alone, in Section III we directly compare the three
architectures by removing the recurrent or convolutional layer,
i.e., CNNs and RNNs respectively.
III. EVALUATION
In order to test the proposed method, we run a series of
experiments on four different datasets. We evaluate the results
by comparing the system outputs to the annotated references.
Since we are approaching the task as scene-independent, on
each dataset we train a single model regardless of the presence
of different acoustic scenes.
A. Datasets and Settings
We evaluate the proposed method on four datasets, one of
which is artificially generated as mixtures of isolated sound
events, and three are recorded from real-life environments.
While an evaluation performed on real audio data would
be ideal, human annotations tend to be somewhat subjective,
especially when precise onset and offset are required for over-
lapping events. For this reason we create our own synthetic
dataset—from here onwards referred to as TUT Sound Events
Synthetic 2016 — where we use frame energy based automatic
annotation of sound events.
In order to evaluate the proposed method in real-life con-
ditions, we use TUT Sound Events 2009. This proprietary
dataset contains real-life recordings from 10 different scenes
and has been used in many previous works. We also compute
and show results on the TUT Sound Events 2016 develop-
ment and CHiME-Home dataset, which were used as part of
DCASE2016 challenge 1.
a) TUT Sound Events Synthetic 2016 (TUT-SED Syn-
thetic 2016): The primary evaluation dataset consists of
synthetic mixtures created by mixing isolated sound events
from 16 sound event classes. Polyphonic mixture were created
by mixing 994 sound event samples. From the 100 mixtures
created, 60% are used for training, 20% for testing and 20%
for validation. The total length of the data is 566 minutes.
Different instances of the sound events are used to synthesize
the training, validation and test partitions. Mixtures were
created by randomly selecting event instance and from it,
randomly, a segment of length 3-15 seconds. Mixtures do
not contain any additional background noise. Dataset creation
procedure explanation and metadata can be found in the
supporting website for the paper2.
1http://www.cs.tut.fi/sgn/arg/dcase2016/
2http://www.cs.tut.fi/sgn/arg/taslp2017-crnn-sed/tut-sed-synthetic-2016
5b) TUT Sound Events 2009 (TUT-SED 2009): This
dataset, first presented in [37], consists of 8 to 14 binaural
recordings from 10 real-life scenes. Each recording is 10 to
30 minutes long, for a total of 1133 minutes. The 10 scenes
are: basketball game, beach, inside a bus, inside a car, hallway,
office, restaurant, shop, street and stadium with track and
field events. A total of 61 classes were defined, including
(wind, yelling, car, shoe squeaks, etc.) and one extra class
for unknown or rare events. The average number of events
active at the same time is 2.53. Event activity annotations were
done manually, which introduces a degree of subjectivity. The
database has a five-fold cross-validation setup with training,
validation and test set split, each consisting of about 60%,
20% and 20% of the data respectively from each scene. The
dataset unfortunately can not be made public due to licensing
issues, however three ∼ 10 minutes samples from the dataset
are available at 3.
c) TUT Sound Events 2016 development (TUT-SED
2016): This dataset consists of recordings from two real-life
scenes: residential area and home [38]. The recordings are
captured each in a different location (i.e., different streets,
different homes) leading to a large variability on active sound
event classes between recordings. For each location, a 3-5
minute long binaural audio recording is provided, adding up
to 78 minutes of audio. The recordings have been manually
annotated. In total, there are seven annotated sound event
classes for residential area recordings and 11 annotated sound
event classes for home recordings. The dataset and metadata
is available through 4 and 5.
The four-fold cross-validation setup published along with
the dataset [38] is used in the evaluations. Twenty percent of
the training set recordings are assigned for validation in the
training stage of the neural networks. Since in this work we in-
vestigate scene-independent SED, we discard the information
about the scene, contrary to the DCASE2016 challenge setup.
Therefore, instead of training a separate classifier for each
scene, we train a single classifier to be used in all scenes. In
TUT-SED 2009 all audio material for a scene was recorded in
a single location, whereas TUT-SED 2016 contains multiple
locations per scene.
d) CHiME-Home: CHiME-Home dataset [39] consists
of 4-second audio chunks from home environments. The anno-
tations are based on seven sound classes, namely child speech,
adult male speech, adult female speech, video game / TV, per-
cussive sounds, broadband noise and other identifiable sounds.
In this work, we use the same, refined setup of CHiME-
Home as it is used in audio tagging task in DCASE2016
challenge [40], namely 1946 chunks for development (in four
folds) and 846 chunks for evaluation.
The main difference between this dataset and the previous
three is that the annotations are made per chunk instead of per
frame. Each chunk is annotated with one or multiple labels.
In order to adapt our architecture to the lack of frame-level
annotations, we simply add a temporal max-pooling layer—
that pools the predictions over time—before the output layer
3http://arg.cs.tut.fi/demo/CASAbrowser/
4http://www.cs.tut.fi/sgn/arg/taslp2017-crnn-sed/#tut-sed-2016
5https://zenodo.org/record/45759#.WBoUGrPIbRY
for FNN, CNN, RNN and CRNN. CHiME-Home dataset is
available at 6.
B. Evaluation Metrics
In this work, segment-based evaluation metrics are used.
The segment lengths used in this work are (1): a single time
frame (40 ms in this work) and (2): a one-second segment. The
segment length for each metric is annotated with the subscript
(e.g., F1frm and F11sec).
Segment-based F1 score calculated in a single time frame
(F1frm) is used as the primary evaluation metric [41]. For each
segment in the test set, intermediate statistics, i.e., the number
of true positive (TP), false positive (FP) and false negative
(FN) entries, are calculated as follows. If an event
• is detected in one of the frames inside a segment and it is
also present in the same segment of the annotated data,
that event is regarded as TP.
• is not detected in any of the frames inside a segment but
it is present in the same segment of the annotated data,
that event is regarded as FN.
• is detected in one of the frames inside a segment but it
is not present in the same segment of the annotated data,
that event is regarded as FP.
These intermediate statistics are accumulated over the test data
and then over the folds. This way, each active instance per
evaluated segment has equal influence on the evaluation score.
This calculation method is referred to as micro-averaging,
and is the recommended method for evaluation of classifier
[42]. Precision (P ) and recall (R) are calculated from the
accumulated intermediate statistics as
P =
TP
TP + FP
R =
TP
TP + FN
(5)
These two metrics are finally combined as their harmonic
mean, F1 score, which can be formulated as
F1 =
2 · P ·R
P + R
(6)
More detailed and visualized explanation of segment-based F1
score in multi label setting can be found in [41].
The second evaluation metric is segment-based error rate
as proposed in [41]. For error rate, intermediate statistics, i.e.,
the number of substitutions (s), insertions (i), deletions (d) and
active classes from annotations (a) are calculated per segment
as explained in detail in [41]. Then, the total error rate is
calculated as
ER =
N∑
t=1
st +
N∑
t=1
it +
N∑
t=1
dt
R∑
t=1
at
(7)
where subscript t represents segment index and N is the total
number of segments.
Both evaluation metrics are calculated from the accumulated
sum for their corresponding intermediate statistics over the
segments of the whole test set. If there are multiple scenes in
6https://archive.org/details/chime-home
6TABLE I: Final hyperparameters used for the evaluation based on the validation results from the hyperparameter grid search.
TUT-SED Synthetic 2016 TUT-SED 2009 TUT-SED 2016 CHiME-Home
CNN RNN CRNN CNN RNN CRNN CNN RNN CRNN CNN RNN CRNN
# CNN layers 3 - 3 3 - 3 3 - 3 3 - 4
pool size (2,2,2) - (5,4,2) (5,4,2) - (5,4,2) (5,4,2) - (2,2,2) (5,4,2) - (2,2,2,1)
# RNN layers - 3 1 - 3 1 - 3 3 - 2 1
# FNN layers 3 2 - 1 4 - 1 4 - 1 1 -
# feature maps/hidden units 256 512 256 256 256 256 256 256 96 256 256 256
sequence length (s) 2.56 5.12 20.48 2.56 20.48 20.48 2.56 20.48 2.56 4 4 4
# Parameters 3.7M 4.5M 3.6M 3.4M 1.3M 3.7M 3.4M 1.3M 743K 3.6M 690K 6.1M
the dataset, evaluation metrics are calculated for each scene
separately and then the results are presented as the average
across the scenes.
The main metric used in previous works [11], [14], [15] on
TUT-SED 2009 dataset differs from the F1 score calculation
used in this paper. In previous works, F1 score was computed
in each segment, then averaged along segments for each scene,
and finally averaged across scene scores, instead of accu-
mulating intermediate statistics. This leads to measurement
bias under high class imbalance between the classes and also
between folds. However, in order to give a comprehensive
comparison of our proposed method with previous works on
this dataset, we also report the results with this legacy F1 score
in Section IV-B.
For CHiME-Home dataset, equal error rate (EER) has been
used as the evaluation metric in order to compare the results
with DCASE2016 challenge submissions, where EER has been
the main evaluation metric.
C. Baselines
For this work, we compare the proposed method with
two recent approaches: the Gaussian mixture model (GMM)
of [38] and the feedforward neural network model (FNN)
from [15]. GMM has been chosen as a baseline method
since it is an established generative modeling method used
in many sound recognition tasks [12], [13], [43]. In parallel
with the recent surge of deep learning techniques in pattern
recognition, FNNs have been shown to vastly outperform
GMM based methods in SED [15]. Moreover, this FNN
architecture represents a straightforward deep learning method
that can be used as a baseline for more complex architectures
such as CNN, RNN and the proposed CRNN.
GMM: The first baseline system is based on a binary
frame-classification approach, where for each sound event
class a binary classifier is set up [38]. Each binary classifier
consists of a positive class model and a negative class model.
The positive class model is trained using the audio segments
annotated as belonging to the modeled event class, and a
negative class model is trained using the rest of the audio. The
system uses MFCCs as features and a GMM-based classifier.
MFCCs are calculated using 40 ms frames with Hamming
window and 50% overlap and 40 mel bands. The first 20 static
coefficients are kept, and delta and acceleration coefficients
are calculated using a window length of 9 frames. The 0th
order static coefficient is excluded, resulting in a frame-based
feature vector of dimension 59. For each sound event, a
positive model and a negative model are trained. The models
are trained using expectation-maximization algorithm, using k-
means algorithm to initialize the training process and diagonal
covariance matrices. The number of parameters for GMM
baseline is 3808∗K, where K is the number of classes. In the
detection stage, the decision is based on the likelihood ratio
between the positive and negative models for each individual
sound class event, with a sliding window of one second. The
system is used as a baseline in the DCASE2016 challenge [44],
however, in this study the system is used as scene-independent
to match the setting of the other methods presented.
FNN: The second baseline system is a deep multi-label
FNN with temporal context [15]. As the sound features, 40 log
mel band energy features are extracted for each 40 ms time
frame with 50% overlap. For the input, consecutive feature
vectors are stacked in five vector blocks, resulting in a 100 ms
context window. As the hidden layers, two feedforward layers
of 1600 hidden units with maxout activation [45] with pool
size of 2 units are used. For the output layer, a feedforward
layer of K units with sigmoid activation is used to obtain
event activity probabilities per context window, where K is the
number of classes. The sliding window post-processing of the
event activity probabilities in [15] has not been implemented
for the baseline experiments in order to make a fair comparison
based on classifier architecture for different deep learning
methods. The number of parameters in the baseline FNN
model is around 1.6 million.
D. Experiments set-up
Preprocessing: For all neural networks (FNN, CNN,
RNN and CRNN) we use log mel band energies as acous-
tic features. We first compute short-time Fourier transform
(STFT) of the recordings in 40 ms frames with 50% overlap,
then compute mel band energies through mel filterbank with
40 bands spanning 0 to 22050 Hz, which is the Nyquist
rate. After computing the logarithm of the mel band energies,
each energy band is normalized by subtracting its mean and
dividing by its standard deviation computed over the training
set. The normalized log mel band energies are finally split
into sequences. During training we use overlapped sequences,
i.e. we sample the sub-sequences with a different starting
point at every epoch, by moving the starting index by a fixed
amount that is not a factor of the sequence length (73 in our
experiments). The stride is not equal to 1 in order to have
7TABLE II: F1 score and error rate results for single frame segments (F1frm and ERfrm) and one second segments (F11sec and
ER1sec). Bold face indicates the best performing method for the given metric.
TUT-SED Synthetic 2016 TUT-SED 2009 TUT-SED 2016
Method F1frm ERfrm F11sec ER1sec F1frm ERfrm F11sec ER1sec F1frm ERfrm F11sec ER1sec
GMM [38] 40.5 0.78 45.3 0.72 33.0 1.34 34.1 1.60 14.1 1.12 17.9 1.13
FNN [15] 49.2±0.8 0.68±0.02 50.2±1.4 1.1±0.1 60.9±0.4 0.56±0.01 57.1±0.2 1.1±0.01 26.7±1.4 0.99±0.03 32.5±1.2 1.32±0.06
CNN 59.8±0.9 0.56±0.01 59.9±1.2 0.78±0.08 64.8±0.2 0.50±0.0 63.2±0.5 0.75±0.02 23.0±2.6 1.02±0.06 26.4±1.9 1.09±0.06
RNN 52.8±1.5 0.6±0.02 57.1±0.9 0.64±0.01 62.4±1.0 0.52±0.01 61.8±0.8 0.55±0.01 27.6±1.8 1.04±0.02 29.7±1.4 1.10±0.04
CRNN 66.4±0.6 0.48±0.01 68.7±0.7 0.47±0.01 69.7±0.4 0.45±0.0 69.3±0.2 0.48±0.0 27.5±2.6 0.98±0.04 30.3±1.7 0.95±0.02
Fig. 3: Annotations and event activity predictions for CNN,
RNN and CRNN over a mixture from TUT-SED Synthetic
2016. For clarity, the classes that are not present in the mixture
are omitted.
effectively different sub-sequences from one training epoch to
the next one. For validation and test data we do not use any
overlap.
While finer frequency resolution or different representations
could improve the accuracy, our main goal is to compare the
architectures. We opted for this setting as it was recently used
with very good performance in several works on SED [11],
[15].
Neural network configurations: Since the size of the
dataset usually affects the optimal network architecture, we
do a hyperparameter search by running a series of experi-
ments over predetermined ranges. We select for each network
architecture the hyperparameter configuration that leads to the
best results on the validation set, and use this architecture to
compute the results on the test set.
For TUT-SED Synthetic 2016 and CHiME-Home datasets,
we run a hyperparameter grid search on the number of CNN
feature maps and RNN hidden units {96, 256} (set to the
same value); the number of recurrent layers {1, 2, 3}; and
the number of CNN layers {1, 2, 3 ,4} with the following
frequency max pooling arrangements after each convolutional
layer {(4), (2, 2), (4, 2), (8, 5), (2, 2, 2), (5, 4, 2), (2, 2, 2, 1), (5,
2, 2, 2)}. Here, the numbers denote the number of frequency
bands at each max pooling step; e.g., the configuration (5, 4,
2) pools the original 40 bands to one band in three stages: 40
bands → 8 bands → 2 bands → 1 band.
All networks have batch normalization layers after convo-
lutional layers and dropout rate 0.25, which were found to be
helpful in preliminary experiments. The output layer consists
of a node for each class and has the sigmoid as activation
function. In convolutional layers we use filters with shape
(5, 5); in recurrent layers we opted for GRU, since preliminary
experiments using LSTM yielded similar results and GRU
units have a smaller number of parameters. The weights are
initialized according to the scheme proposed in [46]. Binary
cross-entropy is set as the loss function, and all networks are
trained with Adam [47] as gradient descent optimizer, with
the default parameters proposed in the original paper.
To evaluate the effect of having both convolutional and re-
current layers in the same architecture, we compare the CRNN
with CNNs and RNNs alone. For both CNN and RNN we run
the same hyperparameter optimization procedure described for
CRNN, replacing recurrent layers with feedforward layers for
CNNs, and removing convolutional layers for RNNs while
adding feedforward layers before the output layer. This allows
for a fair comparison, providing the possibility of having
equally deep networks for all three architectures.
After this first optimization process, we use the best
CRNNs, CNNs and RNNs to separately test the effect of vary-
ing other hyperparameters. More specifically we investigate
how performance is affected by variation of the CNN filter
shapes and the sequence length. For the CRNN we test filter
shapes in the set {(3,3), (5,5), (11,11), (1,5), (5,1), (3,11),
(11,3)}, where (∗, ∗) represents the filter lengths in frequency
and time axes, respectively. For CRNN and RNN, we test
shorter and longer sequences than the initial value of 128
frames, experimenting in the range {8, 32, 128, 256, 512,
1024, 2048} frames, which correspond to {0.16, 0.64, 2.56,
5.12, 10.24, 20.48, 40.96} seconds respectively. We finally use
the hyperparameters that provide the highest validation scores
as our final CRNN, CNN and RNN models.
For the other two datasets (TUT-SED 2009 and TUT-
SED 2016) we select a group of best performing model
configurations on validation data from TUT-SED Synthetic
2016 experiments and to account for the different amount of
data we run another smaller hyperparameter search, varying
the amount of dropout and the sequence length. Again, we
then select the best performing networks on the validation
score to compute the test results. The hyperparameters used
in the evaluation for all three datasets is presented in Table I.
The event activity probabilities are thresholded at C = 0.5,
in order to obtain the binary activity matrix used to compute
the reference metrics based on the ground truth. All networks
are trained until overfitting starts to arise: as a criterion we use
early stopping on the validation metric, halting the training
if the score is not improving for more than 100 epochs and
reverting the weights to the values that best performed on
8TABLE III: F1frm for CNN, RNN and CRNN for each class
in TUT-SED Synthetic 2016.
Class avg. (secs) total (secs) CNN RNN CRNN
glass smash 1.2 621 57±8.6 48±2.0 54±6.7
gun shot 1.7 534 53±5.9 64±2.3 73±1.8
cat meowing 2.1 941 37±4.6 29±4.5 42±3.9
dog barking 5.0 716 69±3.3 51±2.5 73±3.1
thunder 5.9 3007 55±3.3 46±2.2 63±1.9
bird singing 6.1 2298 44±1.2 41±3.1 53±2.3
horse walk 6.4 1614 46±2.1 39±2.7 45±2.4
baby crying 6.9 2007 46±5.7 46±1.1 59±3.0
motorcycle 7.0 3691 47±3.1 44±2.2 47±2.7
footsteps 7.1 1173 41±2.0 34±1.2 47±1.7
crowd applause 7.3 3278 68±1.8 57±1.5 71±0.6
bus 7.8 3464 60±2.0 55±2.5 66±2.4
mixer 7.9 4020 62±5.6 57±6.4 82±2.7
crowd cheering 8.1 4825 72±2.9 64±2.7 77±1.1
alarms 8.2 4405 64±2.2 50±5.3 66±2.9
rain 8.2 3975 71±2.0 59±2.6 72±1.9
validation.
For feature extraction, the Python library Librosa [48]
has been used in this work. For classifier implementations,
deep learning package Keras (version 1.1.0) [49] is used with
Theano (version 0.8.2) as backend [50]. The networks are
trained on NVIDIA Tesla K40t and K80 GPUs.
IV. RESULTS
In this section, we present results for all the datasets
and experiments described in Section III. The evaluation of
CNN, RNN and CRNN methods are conducted using the
hyperparameters given in Table I. All the reported results are
computed on the test sets. Unless otherwise stated, we run
each neural network based experiment ten times with different
random seeds (five times for TUT-SED 2009) to reflect the
effect of random weight initialization. We provide the mean
and the standard deviation of these experiments in this section.
Best performing method is highlighted with bold face in the
tables of this section. The methods whose best performance
among the ten runs is within one standard deviation of the
best performing method is also highlighted with bold face.
The main results with the best performing (based on the
validation data) CRNN, CNN, RNN, and the GMM and FNN
baselines are reported in Table II. Results are calculated
according to the description in Section III-B where each
event instance irrespective of the class is taken into account in
equal manner. As shown in the table, the CRNNs consistently
outperforms CNNs, RNNs and the two baseline methods on
all three datasets for the main metric.
A. TUT Sound Events Synthetic 2016
As presented in Table II, CRNN improved by absolute 6.6%
and 13.6% on frame-based F1 compared to CNN and RNN
respectively for TUT-SED synthetic 2016 dataset. Considering
the number of parameters used for each method (see Table I),
the performance of CRNN indicates an architectural advantage
compared to CNN and RNN methods. All the four deep learn-
ing based methods outperform the baseline GMM method.
TABLE IV: F1frm for accuracy vs. convolution filter shape
for TUT-SED Synthetic 2016 dataset. (∗, ∗) represents filter
lengths in frequency and time axis, respectively.
Filter shape (3,3) (5,5) (11,11) (1,5) (5,1) (3,11) (11,3)
F1frm 67.2 68.3 62.6 28.5 60.6 67.4 61.2
Fig. 4: Number of parameters vs. accuracy for CNN, RNN
and CRNN.
As claimed in [51], this may be due to the capability of
deep learning methods to use different subsets of hidden units
to model different sound events simultaneously. An example
mixture from TUT-SED Synthetic 2016 test set is presented in
Figure 3 with annotations and event activity predictions from
CNN, RNN and CRNN.
1) Class-wise performance: The class-wise performance
with F1frm metric for CNN, RNN and CRNN methods along
with the average and total duration of the classes are presented
in Table III. CRNN outperforms both CNN and RNN on
almost all classes. It should be kept in mind that each class is
likely to appear together with different classes rather than iso-
lated. Therefore the results in Table III present the performance
of the methods for each class in a polyphonic setting, as would
be the case in a real-life environment. The worst performing
class for all three networks is cat meowing, which consists
of short, harmonic sounds. We observed that cat meowing
samples are mostly confused by baby crying, which has similar
acoustic characteristics. Besides, short, non-impulsive sound
events are more likely to be masked by another overlapping
sound event, which makes their detection more challenging.
CRNN performance is considerably better compared to CNN
and RNN for gun shot, thunder, bird singing, baby crying
and mixer sound events. However, it is hard to make any
generalizations on the acoustic characteristics of these events
that can explain the superior performance.
2) Effects of filter shape: The effect of the convolutional
filter shape is presented in Table IV. Since these experiments
were part of the hyperparameter grid search, each experiment
is conducted only once. Small kernels, such as (5,5) and (3,3),
were found to perform the best in the experiments run on this
dataset. This is consistent with the results presented in [31] on
a similar task. The very low performance given for the filter
shape (1,5) highlights the importance of including multiple
frequency bands in the convolution when spectrogram based
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features are used as input for the CRNN.
3) Number of parameters vs. accuracy: The effect of num-
ber of parameters on the accuracy is investigated in Figure 4.
The points in the figure represent the test accuracy with F1frm
metric for the hyperparameter grid search experiments. Each
experiment is conducted one time only. Two observations can
be made from the figure. For the same number of parameters,
CRNN has a clear performance advantage over CNN and
RNN. This indicates that the high performance of CRNN can
be explained with the architectural advantage rather than the
model size. In addition, there can be a significant performance
shift for the same type of networks with the same number
of parameters, which means that a careful grid search on
hyperparameters (e.g. shallow with more hidden units per layer
vs. deep with less hidden units per layer) is crucial in finding
the optimal network structure.
4) Frequency shift invariance: Sound events may exhibit
small variations in their frequency content. In order to in-
vestigate the robustness of the networks to small frequency
variations, pitch shift experiments are conducted and the
absolute changes in frame-based F1 score are presented in
Figure 5. For these experiments, each network is first trained
with the original training data. Then, using Librosa’s pitch-
shift function, the pitch for the mixtures in the test set is
shifted by ±2 quartertones. The test results show a significant
absolute drop in accuracy for RNNs when the frequency
content is shifted slightly. As expected, CNN and CRNN
are more robust to small changes in frequency content due
to the convolution and max-pooling operations. However,
accuracy decrease difference between the methods diminishes
for negative pitch shift, for which the reasons should be further
investigated. It should be also noted that RNN has the lowest
base accuracy, so it is relatively more affected for the same
amount of absolute accuracy decrease (see Table II).
5) Closer look on network outputs: A comparative study
on the neural network outputs, which are regarded as event
activity probabilities, for a 13-second sequence of the test set
is presented in Figure 6. For the parts of the sequence where
dog barking and baby crying appear alone, all three networks
successfully detect these events. However, when a gun shot
appears overlapping with baby crying, only CRNN can detect
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Fig. 6: Input features, ground truth and event activity prob-
abilities for CNN, RNN and CRNN from a sequence of test
examples from TUT-SED synthetic 2016.
the gun shot although there is a significant change in the input
feature content. This indicates the efficient modeling of the gun
shot by CRNN which improves the detection accuracy even
in polyphonic conditions. Moreover, when crowd applause
begins to appear in the signal, it almost completely masks
baby crying, as it is evident from the input features. CNN
correctly detects crowd applause, but misses the masked baby
crying in this case, and RNN ignores the significant change in
features and keeps detecting baby crying. RNN’s insensitivity
to the input feature change can be explained with its input
gate not passing through new inputs to recurrent layers. On
the other hand, CRNN correctly detects both events and almost
perfectly matches the ground truth along the whole sequence.
B. TUT-SED 2009
For a comprehensive comparison, results with different
methods applied to the same cross-validation setup and pub-
lished over the years are shown in Table V. The main metric
used in these previous works is averaged over folds, and
may be influenced by distribution of events in the folds (see
Section III-B). In order to allow a direct comparison, we have
computed all metrics in the table the same way.
First published systems were scene-dependent, where in-
formation about the scene is provided to the system and
separate event models are trained for each scene [14], [24],
[25]. More recent work [11], [15], as well as the current study,
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TABLE V: Results for TUT-SED 2009 based on the legacy
F1. Methods marked with ? are trained in scene-dependent
setting.
Method Legacy F11sec
HMM multiple Viterbi decoding? [24] 20.4
NMF-HMM? [25] 36.7
NMF-HMM + stream elimination? [25] 44.9
GMM? [38] 34.6
Coupled NMF? [14] 57.8
FNN [15] 63.0
BLSTM [11] 64.6
CNN 63.9±0.4
RNN 62.2±0.8
CRNN 69.1±0.4
consist of scene-independent systems. Methods [24], [25] are
HMM based, using either multiple Viterbi decoding stages
or NMF pre-processing to do polyphonic SED. In contrast,
the use of NMF in [14] does not build explicit class models,
but performs coupled NMF of spectral representation and
event activity annotations to build dictionaries. This method
performs polyphonic SED through direct estimation of event
activities using learned dictionaries.
The results on the dataset show significant improvement
with the introduction of deep learning methods. CRNN has
significantly higher performance than previous methods [14],
[24], [25], [38], and it still shows considerable improvement
over other neural network approaches.
C. TUT-SED 2016
The CRNN and RNN architectures obtain the best results in
terms of framewise F1. The CRNN outperforms all the other
architectures for ER framewise and on 1-second blocks. While
the FNN obtains better results on the 1-second block F1, this
happens at the expense of a very large 1-second block ER.
For all the analyzed architectures, the overall results on this
dataset are quite low compared to the other datasets. This is
most likely due the fact that TUT-SED 2016 is very small
and the sounds events occur sparsely (i.e. a large portion
of the data is silent). In fact, when we look at class-wise
results (unfortunately not available due to space restrictions),
we noticed a significant performance difference between the
classes that are represented the most in the dataset (e.g. bird
singing and car passing by, F1frm around 50%) and the least
represented classes (e.g. cupboard and object snapping, F1frm
close to 0%). Some other techniques might be applied to im-
prove the accuracy of systems trained on such small datasets,
e.g. training a network on a larger dataset and then retraining
the output layer on the smaller dataset (transfer learning), or
incorporating unlabeled data to the learning process (semi-
supervised learning).
D. CHiME-Home
The results obtained on CHiME-Home are reported in Table
VI. For all of our three architectures there is a significant
TABLE VI: Equal error rate (EER) results for CHiME-Home
development and evaluation datasets.
Method Development EER Evaluation EER
Lidy et al. [52] 17.8 16.6
Cakir et al. [53] 17.1 16.8
Yun et al. [54] 17.6 17.4
CNN 12.6±0.5 10.7±0.6
RNN 16.0±0.3 13.8±0.4
CRNN 13.0±0.3 11.3±0.6
CNN (no batch norm) 15.1±1.7 11.9±1.0
improvement over the previous results reported on the same
dataset on the DCASE2016 challenge, setting new state-of-
the-art results.
After the first series of experiments the CNN obtained
slightly better results compared to the CRNN. The CRNN
and CNN architecture used are almost identical, with the only
exception of the last recurrent (GRU) layer in the CRNN
being replaced by a fully connected layer followed by batch
normalization. In order to test if the improvement in the results
was due to the absence of recurrent connections or to the
presence of batch normalization, we run again the same CNN
experiments removing the normalization layer. As shown in
the last row of VI, over 10 different random initializations the
average EER increased to values above those obtained by the
CRNN.
E. Visualization of convolutional layers
Here we take a peek at the representation learned by the
networks. More specifically, we use the technique described
in [55] to visualize what kind of patterns in the input data
different neurons in the convolutional layers are looking for.
We feed the network a random input whose entries are inde-
pendently drawn from a Gaussian distribution with zero mean
and unit variance. We choose one neuron in a convolutional
layer, compute the gradient of its activation with respect to
the input, and iteratively update the input through gradient
ascent in order to increase the activation of the neuron. If
the gradient ascent optimization does not get stuck into a
weak local maximum, after several updates the resulting input
will strongly activate the neuron. We run the experiment for
several convolutional neurons in the CRNN networks trained
on TUT-SED Synthetic 2016 and TUT-SED 2009, halting the
optimization after 100 updates. In Figure 7 we present a few
of these inputs for several neurons at different depth. The
figure confirms that the convolutional filters have specialized
into finding specific patterns in the input. In addition, the
complexity of the patterns looked for by the filters seems to
increase as the layers become deeper.
V. CONCLUSIONS
In this work, we proposed to apply a CRNN—a combi-
nation of CNN and RNN, two complementary classification
methods—on a polyphonic SED task. The proposed method
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Fig. 7: Two columns of crops from input patterns that would
strongly activate certain neurons from different layers of the
CRNN. On the horizontal axis is time, on the vertical axis mel
bands. On both columns the rows 1 and 2 are from neurons
in the first convolutional layer, rows 3 to 5 from the second,
and rows from 6 to 8 from the third.
first extracts higher level features through multiple convo-
lutional layers (with small filters spanning both time and
frequency) and pooling in frequency domain; these features are
then fed to recurrent layers, whose features in turn are used to
obtain event activity probabilities through a feedforward fully
connected layer. In CRNN, CNN’s capability to learn local
translation invariant filters and RNN’s capability to model
short and long term temporal dependencies are gathered in
a single classifier. The evaluation results over four datasets
show a clear performance improvement for the proposed
CRNN method compared to CNN, RNN, and other established
methods in polyphonic SED.
Despite the improvement in performance, we identify a
limitation to this method. As presented in TUT-SED 2016
results in Table II, the performance of the proposed CRNN
(and of the other deep learning based methods) strongly
depends on the amount of available annotated data. TUT-
SED 2016 dataset consists of 78 minutes of audio of which
only about 49 minutes are annotated with at least one of the
classes. When the performance of CRNN for TUT-SED 2016
is compared to the performance on TUT-SED 2009 (1133
minutes) and TUT-SED Synthetic 2016 (566 minutes), there
is a clear performance drop both in the absolute performance
and in the relative improvement with respect to other methods.
Dependency on large amounts of data is a common limitation
of current deep learning methods.
The results we observed in this work, and in many other
classification tasks in various domains, prove that deep learn-
ing is definitely worth further investigation on polyphonic
SED. As a future work, semi-supervised training methods
can be investigated to overcome the limitation imposed by
small datasets. Transfer learning [56], [57] could be potentially
applied with success in this setting: by first training a CRNN
on a large dataset (such as TUT-SED Synthetic 2016), the last
feedforward layer can then be replaced with random weights
and the network fine-tuned on the smaller dataset.
Another issue worth investigating would be a detailed study
over the activations from different stages of the proposed
CRNN method. For instance, a class-wise study over the
higher level features extracted from the convolutional layers
might give an insight on the common features of different
sound events. Finally, recurrent layer activations may be
informative on the degree of relevance of the temporal context
information for various sound events.
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