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Ajanta[15] University of Minnesota ATP, XML, RMI
FIPA-OS[16] Open Source ACL, IIOP , RMI
Grasshopper[17] IKV++ Technologies AG sockets, RMI,IIOP
JADE[18] TILab ACL, XML, MTP(HTTP , WAP)
Zeus[19] British Telecom. Lab KQML(*2), ACL
DASH[14] 千葉工業大学 ACL, RMI
*1)ATP: Agent Transfer Protocol
*2)KQML: Knowledge Query and Manipulation Language
表 2.2:プラットフォーム間通信方式とトランスポート層プロトコルの関係
プラットフォーム間通信方式 トランスポート層プロトコル


















送信 受信 通信種類 エージェント間通信の性質
Agent-5 Agent-1 位置情報の継続的報告 リアルタイムな通信
Agent-2 Agent-6 エージェント動作終了指示 確実で遅延の少ない通信
Agent-7 Agent-3 動作終了後の動作履歴送信 確実な通信























M =< c, a, b, p, s >
ここで各要素は
c : コネクション形式 (コネクション型，コネクションレス型等)
a : エージェント間通信のセッション長 (単発，継続等)
b : データ転送形式 (バルク転送，ストリーミング転送等)
p : 優先度転送 (優先転送，通常転送等)
s : セキュリティ転送 (暗号化，プレーン等)






































































































1. (Item = v) : 要素 Itemが値 vを持つ
2. (Item.SubItem = v) : 要素 Itemの子要素 SubItemが値 vを持つ






























































( Network.Interface1.Bandwidth = 100Mbps,
Network.Interface1.Congestion = Y es,
Network.Interface1.IPAddress = (192.168.1.1, ...),
Network.SupportedProtocol = (IPv4, TCP, UDP, SCTP, SSL, ...),
Network.IPv4.property = (コネクションレス型,ロス率高,運用性低, ...),
Network.TCP.property = (コネクション型,ロス率低,コスト大, ...),










( AllAgents = (AgentA, AgentB, AgentC, ...),
AgentA.Communication = (AgentXと通信,継続的,資源状況報告の可能性高),
AgentB.Communication = (AgentXと通信,断続的,制御通信の可能性高),





























If Agents communicate 
continuously each 
other












































































































































(NetworkRequirement, Connectionless − oriented)を追加
2. ネットワークの実状況による推論で得られる結果を優先する知識
IF P latformCommunicationが (NetworkRequirement, ?x)を含む
and P latformCommunicationが (AgentRequirement, ?y)を含む
THEN PlatformCommunicationへ (NetworkRequirement, ?x)を設定
3. ネットワーク資源観測機能より得られた観測結果からプラットフォーム間通信方式
を推論するための知識
IF InadequacyCommunicationがConnection − orientedを含む
THEN PlatformCommunicationへ

































アクセスネットワークを用いた．実験 1では (株)ウィルコムのPHS網を利用する “bモバ
イル” を用いた (以降 PHS網と略記する)．このアクセスネットワークは通信規格として
“(株)ウィルコム 128kbpsパケット通信方式” を用いており，上りの通信帯域幅が 68 kbps，
下りの通信帯域幅が最大 32× 4 kbps(128 kbps)のベストエフォートのネットワークであ
る．実験 2では (株)エヌ・ティ・ティ・ドコモの FOMA網を利用する，(株)ウィルコム
の “bモバイル 3G”を用いた (以降 FOMA網と略記する)．このアクセスネットワークは，

















ストリーミング配信サーバ Windows XP Professional(SP3)1.4 GHz 480 MB
受信携帯端末 Windows XP Professional(SP3)900 MHz 248 MB
表 5.2:実験のネットワーク構成










 HSPA  3.6 Mbps  384 kbps  ベストエフォート
また，実験で用いられる計算機の構成を表 5.1に示す．そして，この実験環境上でプロ







































































































実験1: (株) ウィルコム bモバイル
(上り帯域幅 68 kbps, 下り帯域幅 128kbps)
実験2: (株) ウィルコム bモバイル 3G









る応答パケットの許容時間を実験 1では 0.5秒，実験 2では 1秒とし，コネクション型通






実験 1 [10, 30, 60, 100, 200, 400] kbps
実験 2 [100, 200, 240] kbps





















実験 1(PHS網を用いた実験)の実験結果を図 5.4および応答時間の集計を表 5.4に,また





データレート要求が変更される時点を表しており，(A’) や (B’) などは対応する送信デー
タレート要求が受信データレートに反映された時点を示す．この (A)と (A’) などの，送信
データレート要求が変更される時点と受信データレートに反映された時点の時間差から
応答時間を算出した．
まず図 5.4(a)の実験 1の従来手法による実験結果より，平均の応答時間は 2.2秒であっ
た．受信データレートは 20秒時点までは送信データレート要求に対して安定しているこ
とがわかる．しかし表 5.4(a)から，26.2秒時点および 39.0秒時点の応答時間が平均の応
答時間の 2.5倍から 4倍程度長くなっている．これは 26.2秒時点の送信データレート要求

















































送信データレート要求の送信時刻(秒) 1.4 5.3 10.5 15.7 20.9 26.2 39.0 53.6 55.5 56.1 56.9
応答時間(秒) 0.5 0.7 1.5 1.3 1.1 5.9 9.1 0.5 0.7 1.1 1.3
(b)提案手法の応答時間
送信データレート要求の送信時刻(秒) 0.4 5.4 10.6 15.8 21.0 26.3 31.5 36.8 41.9 47 52.3 57.5






















































































































































送信データレート要求の送信時刻(秒) 0.6 5.4 10.6 15.9 24.1 31.9
応答時間(秒) 1.4 1.5 3.3 9.1 7.9 9.1
(b)提案手法の応答時間
送信データレート要求の送信時刻(秒) 0.7 5.2 10.4 15.7 20.9 26.0 31.3 36.5





































































































時間は 2.0秒であった．また約 10秒時点で通信方式がコネクション型通信 (TCP)からコ
ネクションレス型通信 (UDP)への切り替えが発生していた．これより提案機構一部であ
るネットワーク観測機能および通信方式選択機能が有効に働いていることが確認できる．









続いて，図 5.5 (a)の従来手法による実験結果より，平均の応答時間は 5.4秒であった．
受信データレートは約 5秒まで安定して送信データレート要求に追従しているが，それ以
降の受信データレートは送信データレート要求対して半分程度のデータレートでしか受
信していないことがわかる．また，表 5.5から 15.9秒， 24.1秒， 31.9秒時点の応答時間



















最後に実験 1を 30回試行した結果を表 5.6に，実験 2を 30回試行した結果を表 5.7に






表 5.6:実験 1を 30回の試行した結果
回 平均応答時間(秒) 応答時間の標準偏差 回 平均応答時間(秒) 応答時間の標準偏差
1 2.3 2.2 1 3.3 2.8
2 2.8 3.1 2 2.0 1.3
3 3.3 3.3 3 2.0 1.6
4 2.3 2.1 4 2.0 1.6
5 2.3 2.4 5 1.9 1.4
6 2.9 3.1 6 2.1 1.6
7 2.4 2.2 7 1.9 1.4
8 2.4 2.0 8 2.0 1.2
9 2.8 2.7 9 2.0 1.6
10 2.2 2.3 10 2.3 1.9
11 2.9 2.3 11 2.0 1.6
12 2.6 2.7 12 2.0 1.4
13 2.5 2.5 13 1.9 1.4
14 2.2 1.9 14 2.1 1.5
15 1.8 1.7 15 2.4 1.8
16 2.1 2.0 16 2.0 1.4
17 2.3 2.2 17 2.0 1.6
18 1.9 2.2 18 2.0 1.6
19 2.1 1.9 19 2.1 1.6
20 2.2 1.9 20 1.9 1.4
21 1.9 1.8 21 2.0 1.6
22 1.5 1.1 22 2.8 2.4
23 2.2 2.6 23 2.5 2.1
24 2.3 2.2 24 2.0 1.6
25 2.3 2.1 25 2.0 1.3
26 2.6 2.7 26 2.7 2.4
27 2.3 2.2 27 1.9 1.4
28 2.2 2.0 28 2.0 1.6
29 2.2 2.2 29 2.0 1.5
30 2.4 2.8 30 2.1 1.5
平均 2.3 2.3 平均 2.1 1.6
従来手法 提案手法
38
表 5.7:実験 2を 30回の試行した結果
回 平均応答時間(秒) 応答時間の標準偏差 回 平均応答時間(秒) 応答時間の標準偏差
1 3.9 12.1 1 2.8 5.0
2 4.7 11.8 2 2.5 2.9
3 5.4 11.5 3 1.5 1.8
4 4.7 11.0 4 2.5 1.7
5 4.8 10.1 5 2.6 1.5
6 4.7 9.9 6 1.8 1.4
7 4.6 9.4 7 1.7 0.5
8 4.4 9.3 8 1.3 0.2
9 4.9 9.2 9 1.2 0.2
10 3.2 6.3 10 1.1 0.1
11 5.2 6.0 11 1.0 0.1
12 2.3 3.8 12 1.0 0.1
13 1.6 1.3 13 0.9 0.1
14 1.6 0.5 14 0.9 0.1
15 1.0 0.3 15 1.1 0.1
16 1.3 0.2 16 1.0 0.1
17 1.2 0.2 17 0.9 0.1
18 1.0 0.1 18 0.9 0.1
19 1.1 0.1 19 0.9 0.1
20 1.1 0.1 20 1.0 0.1
21 1.0 0.1 21 1.1 0.1
22 1.1 0.1 22 0.9 0.1
23 1.0 0.1 23 0.8 0.1
24 1.0 0.1 24 1.0 0.1
25 1.0 0.1 25 1.0 0.1
26 1.1 0.1 26 1.0 0.1
27 0.9 0.1 27 1.1 0.1
28 1.0 0.1 28 0.8 0.1
29 1.1 0.1 29 1.0 0.1
30 0.9 0.1 30 1.0 0.1
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