Multivalued linear operators, also known as linear relations, are studied on a specific class of weighted, composition transforms on Fock space. Basic properties of this class of linear relations, such as closed graph, boundedness, complex symmetry, real symmetry, or isometry are characterized in simple algebraic terms, involving their symbols.
Introduction
The definition of the adjoint of a closed graph linear operator, not necessarily having dense domain of definition, encounters the uninviting observation that it is multi-valued. A natural way to circumvent this obstacle is to accept multi-valued operators whose graph is simply a linear subspace. It was von Neumann himself who laid the foundations of this necessary generalization [30, 31] . The clear benefits of the new concept soon bear fruit, first in the study of non-standard boundary value problems for differential equations [7] , and second in abstract duality theory [1] . Without entering through the front gate in modern linear analysis, the theory of multi-valued linear operators has reached maturity [10, 25, 2] offering solid support for a variety of applications. The article [23] stands aside by clarity and depth.
A second source of our investigation is the emerging theory of complex symmetric linear operators. The second author has contributed at isolating a theoretical framework for this class of Hilbert space transforms motivated by particular phenomena arising in function theory, matrix analysis and mathematical physics [13, 14, 12] .
We recall the concept of complex symmetry for single-valued linear operators.
Definition 1.1. Let C be a conjugation (i.e. anti-linear isometric involution) on a separable, complex Hilbert space H. A closed, densely defined, single-valued linear operator T : dom(T ) ⊆ H → H is called (1) C-symmetric if its graph is contained in the graph of CT * C;
(2) C-selfadjoint if T = CT * C.
Examples abound: hermitian operators, normal operators, Hardy space model operators, Toeplitz and Hankel finite matrices, Jordan forms. In addition, a class of linear operators relevant in non-hermitian quantum mechanics obeying a parity and time symmetry, so called PT -symmetry, fits into the same category. The last two decades witnessed a tremendous activity aimed at unveiling the spectral analysis of PT -symmetric operators [3, 35, 36, 4] .
To be more precise, PT -symmetric operators are those operators on Lebesgue space L 2 (R) which are complex symmetric with respect to the canonical conjugation PT f (x) = f (−x).
The favorite models for linear transforms come from to multipliers or composition operators acting on Hilbert spaces of holomorphic functions. In this respect, a natural investigation of complex symmetric transforms was undertaken in a series of recent works [11, 22] . More precisely bounded weighted composition operators (1.1) W ψ,ϕ f = ψ · f • ϕ which are complex symmetric on Hardy spaces with respect to the standard conjugation J f (z) = f (z) were elucidated in the cited articles. Fock space, also known as Segal-Bargmann space of entire functions in the complex plane which are square summable with respect to the Gaussian weight is distinguished by the fact that the adjoint of multiplication by the variable is the derivative operation. For this simple reason, Fock space is the preferred ground for quantum mechanics, signal processing and micro-local analysis. Linear transforms on Fock space were throughly studied, with much benefit for all applied ramifications [34] .
Exploiting the the structure of the conjugation J the first author classified weighted composition conjugations acting on Fock space [18] . These are the conjugations entering into the present article. They are defined as follows: for complex constants a, b, c satisfying (1.2) |a| = 1,āb +b = 0, |c| 2 e |b| 2 = 1, the weighted composition conjugation is defined by
In [19] the authors realized the canonical conjugation PT as C −1,0,0 establishing a direct link between PT -symmetry and C a,b,c -symmetry on Fock space. See also [16] where the first author characterized C a,b,c -selfadjointness of unbounded weighted composition operators. In addition, hermitian, unitary or normal weighted composition operators are all C a,b,cselfadjoint, with respect to an adapted choice of constants a, b, c.
It is the goal of this paper to describe complex symmetric multi-valued weighted composition operators on Fock space. While this might look a very narrow and technical endeavor, the complete picture offered by our study is a sign of well-posedness, with possible applications beyond the mere computational challenge. The linear relations occupying the present article can be cast in the equation
where ψ, ϕ, φ are entire functions. Associated to equation (1.4) is the maximal multi-valued weighted composition operator in the following precise terms:
dom(S max ) = {f ∈ F 2 : there exists g ∈ F 2 such that (f, g) satisfies equation (1.4)},
S max (f ) = {g ∈ F 2 : the pair (f, g) satisfies equation (1.4)}. This operator is "maximal" in the sense that it cannot be extended as an operator in F 2 generated by equation (1.4) . Usually, the maximal domain is too big and we choose as a domain a subset of dom(S max ). In this view, an operator is called a non-maximal multivalued weighted composition operator if its graph is contained in the graph of S max .
The article is organized as follows. Section 2 is devoted to recalling basic properties of multi-valued operators and Fock spaces. In Section 3 basic properties of a multi-valued weighted composition operator in Fock space F 2 are discussed: dense domain, boundedness in the sense of multi-valued operators, closed graph, computation of the adjoint. We characterize in Section 5 multi-valued weighted composition operators which are C-selfadjoint with respect to a weighted composition conjugation (or simply C a,b,c -selfadjoint). In Section 6, a similar computation is done for selfadjoint operators in the classical sense (or simply hermitian). Our main results indicate that the C a,b,c -selfadjointness or hermitian cannot be separated from the maximality of the domain. It should be noted that the class of complex symmetric operators obtained in this paper is both multi-valued and unbounded, and more interestingly it contains properly single-valued operators studied in [16] . Although larger than the single-valued setting of [16] , multi-valued operators appearing in Sections 5 and 6 inherit similar properties. Such as: their domains are never equal to the whole Fock space when m ≥ 1 (see Proposition 3.8 for a detailed explanation). In addition, the case m = 0 treated in [17] shows that for ψ(z) = Ce Dz and ϕ(z) = Az + B, and the domain dom(W ψ,ϕ ) = F 2 if and only if the following condition holds:
The last section shows that a unitary weighted composition operator must necessarily be single-valued; in other words, m = 0.
We dedicate this work to Franek Szafraniec, master of unbounded subnormality. His works touched both multi-valued linear operators [20] , as well as spectral analysis on Fock space [28, 29] .
Preliminaries
In this section we recall some notations and basic concepts related to multi-valued operators and Fock space.
Let Z be the set of integers and
indicates the set of all polynomials with degree at most p. Let 2 H be the collection of nonempty subsets of H. The symbol Clo(S) indicates the closure of a set S. For an entire function φ(·), we denote Zero (φ) as the set of φ's zeroes. If α ∈ Zero (φ), then writing ord(α, φ) means the order of α
Multi-valued operators. We begin by reviewing the concept supported by a few examples.
If A(0) = {0}, A is called the single-valued linear operator. The range of A is denoted as Further on, denote by A −1 the flip operation:
Definition 2.4. Let A be a multi-valued linear operator and S be a (possibly linear or anti-linear) bounded, single-valued linear operator. Its S-adjoint, denoted as A * S , is defined by
To simplify the notations, we write A * in the case when S is the identity operator on H. where x = x 0 + x 1 , y = y 0 + y 1 with x 0 , y 0 ∈ E and x 1 , y 1 ∈ E ⊥ . The norm induced by this inner product is precisely
Define the following natural quotient map
For a multi-valued operator A, we write Q A instead of Q Clo(A(0)) and define the following operator
and the quantity A , which is called the norm of A, is defined as expected:
Remark 2.7. We remark that formula (2.6) is not a true norm function sine A = 0 does not imply that A = 0 (see [9] ). For u ∈ H, we define the mapping (2.7)
ϑ u (f ) = g, u , g ∈ A(f ).
Proposition 2.10 ([32, Proposition 2.6.3]). Given a multi-valued operator A, its adjoint A * is always closed and 2.2. Fock space. By definition, Fock space, also called Segal-Bargmann space F 2 consists of entire functions with a controlled growth at infinity. More specifically, F 2 is a reproducing kernel Hilbert space endowed with inner product
and its kernel functions
To simplify notation we write K z , K
0,1,0 , respectively. Note that
For y ∈ C and m ∈ Z ≥1 , F 2 (m, y) consists of all functions f ∈ F 2 with the property that
More information about Fock space can be found in the monograph [34] . We gather here some inequalities for later usage.
Lemma 2.13 ([21] ). The norm f induced by inner product (2.8) is comparable to
namely, for every n ∈ Z ≥1 there are constants ∆ 1 = ∆ 1 (n) > 0 and ∆ 2 = ∆ 2 (n) > 0 with the property that 
Then for every R > 0, there is
, where E, F are complex constants with E = 0, m ∈ Z ≥1 and g is an entire function. Then g (j) ∈ F 2 for all j ∈ {0, · · · , m} and moreover there exists a constant ∆ 4 = ∆ 4 (m, E, F ) > 0 such that
Proof. The proof is done by induction on j. Let Ω = {z ∈ C : |z| > (1 + |F |)|E| −1 } and
Hence, we use Lemma 2.14 to get
Suppose that the conclusion holds for every j ∈ {0, · · · , k}. The case k + 1 is proved as follows. Note that by the product rule for derivatives there are complex constants α ℓ with the property that
Thus,
Since
and hence by (2.10) and Lemma 2.14 the desired conclusion follows.
for all entire functions f on C and all z ∈ C.
Proof. By [6, Lemma 3] , there exists a constant D = D(b, t) > 0 such that
By taking into account the bounds
as desired.
Given κ ∈ Z ≥1 , the Sobolev type Fock space FB 2 κ of order κ consists of all functions
Moreover, there are constants ∆ 5 = ∆ 5 (κ) > 0 and ∆ 6 = ∆ 6 (κ) > 0 such that
Auxiliary results

3.1.
Multi-value. The following observation asserts that a maximal weighted composition operator is always multi-valued provided its order satisfies m ≥ 1.
Proof. Let g ∈ S(0). Then the pair (0, g) satisfies equation (1.4) and so
for every z ∈ C. Hence, we obtain the conclusion.
Closed
Graph. The following result may be well-known. We elaborate the proof for completeness of exposition.
In view of [19, Lemma 2.5],
3.3.
Boundedness. Although formula (2.6) does not define a true semi norm, we state a few observations which close the gap between this notion and a standard norm.
The first observation offers a boundedness criterion.
Proposition 3.3. Let m ∈ Z ≥0 and S max be a maximal multi-valued weighted composition operator induced by equation (1.4) . If there is a constant K > 0 such that
then the operator S max is bounded.
Proof. Note that Proposition 3.1 reveals that S max (0) = C m−1 [z] is closed. Let S be the operator defined in (2.4) . Suppose that there exists a constant K such that inequality (3.1) holds. Let (f, g) ∈ G(S max ) and p ∈ C m−1 [z] with the property
By (2.10), we have
and so
For entire functions f and g, the following quantities play an important role in our study of a boundedness:
and
It turns out that a bounded multi-valued weighted composition operator possesses an affine symbol ϕ. 
Proof.
(1) Let z ∈ C. By Proposition 3.6, in the last inequality, we can take
z , ψ(z)K ϕ(z) ) in order to get
By (2.2) and (2.10), we see
The last inequality shows that Zero (φ) ⊂ Zero (ψ(z)[ϕ(z)] m ) and moreover
is an entire function.
(2) Take arbitrarily ε > 0 and δ > 1. The last inequality can be rewritten as
There is R = R(ε, m) ∈ C with the property that (1 + |x|) 2m ≤ e ε|x| 2 for |x| ≥ R. Hence, we can write
and consequently,
If |ϕ(z)| ≥ (ε + 1)R, then in the inequality above we can take
If |ϕ(z)| ≤ (ε + 1)R, then
Meanwhile, in (3.2), we let x = 0 to get
Multiplying two inequalities, we obtain
There is ℓ = ℓ(δ, m) with the property that
yields, by taking the supremum by z over C, the desired conclusion.
(3) We derive from (2) the bound M( ψ, ϕ, 1/2, 2) < ∞. According to [24] , ϕ(z) = Az +B, where A, B are complex constants (independent of d and δ), and so
Since ψ is not identically zero, there is κ ∈ Z ≥0 and an entire function ψ with the property that ψ(0) = 0 such that ψ(z) = z κ ψ(z). The second item implies
which yields, by taking logarithms:
Here log(0) = −∞. For R > 0, writing z = Re iθ and integrating with respect to θ on
and consequently
We let d → 1 − and δ → 1 + to get |A| ≤ 1.
The following result also provides a boundedness condition. (1) The function
In this case, the symbol ϕ takes of the form ϕ(z) = Az + B with |A| ≤ 1.
Proof. It follows from item (2) and [24] , that ϕ
We reach the conclusion via the change of variables x = ϕ(z) and inequality (2.14).
Some distinguished elements in the domains of our multi-valued operators.
In this subsection, we study some elements in domains of S or S * . This will be an initial but not less important step toward the study of other properties of multi-valued weighted composition operators. 
which gives the desired conclusion.
Next we prove the surprising remark that the image Im (S * ) is always dense. Proposition 3.7. Let m ∈ Z ≥0 and S be a multi-valued weighted composition operator defined by (1.4), where ψ ≡ 0, φ ≡ 0, and ϕ ≡ const. Then
and so by the Identity Theorem, f ≡ g. Contradiction! (3) Assume there exists f ∈ F 2 with f / ∈ Clo(Im (S * )) and
f, g = 0, ∀g ∈ Im (S * ).
By Proposition 3.6, we can choose g = ψ(z)K ϕ(z) and so the last equality gives
Since ϕ ≡ const and ψ ≡ 0, we must have f ≡ 0.
The following result illustrates the fact that the domain of a multi-valued weighted composition operator is not the whole Fock space. This is in sharp contrast to single-valued operator situation. For every and z ∈ C the following assertions hold.
(1) If f ∈ dom(S max ), then it has a zero at −b/a of order at least m.
(
Proof. The first and second items follow directly from equation (1.4) . The remaining items are proved as follows.
which implies, by (2.10), that ϑ z,a,b,k ∈ F 2 . We infer
(4) It follows from the first item that dom(S max ) ⊂ F 2 (m, −b/a) and so
Assume that there is f ∈ F 2 (m, −b/a) with f, g = 0, ∀g ∈ dom(S max ).
By the second item we can take in the above equality g = K
Using the above equation and (2.9), we can show that f (j) (−b/a) = 0 for every j ∈ Z ≥0 and so f ≡ 0.
3.5.
The symbol ψ is zero free. As indicated in [16] , if a single-valued weighted composition operator is C-selfadjoint, then the symbol ψ nowhere vanishes. Next we examine this phenomenon in the multi-valued case. (1) For every z ∈ C, we have φ(z)C(K
Proof. The first item follows from Proposition 3.6 and Remark 2.5.
(2a) We provide the proof for the case G(S * C ) ⊂ G(S) and omit the case G(S * ) ⊂ G(S) as their arguments are quite similar. Assume by contradiction that α ∈ Zero (ψ)∩[C\Zero (φ)]. Then there is a neighborhood V of α such that ψ(x) = 0 for every x ∈ V \ {α}. It follows from the first item that
Consequently, taking into account the form of S, we get
α ) = 0. But this is impossible. (2b) Assume by contradiction that there is α ∈ Zero (ψ) with the property ord(α, ψ) > ord(α, φ).
To simplify the notations, we denote p = ord(α, ψ) and q = ord(α, φ). Then there are entire functions ψ * and φ * such that ψ * (α) = 0, φ * (α) = 0 and
Equation (1.4) is equivalent to the following identity
Hence, (f, g) ∈ G(S) if and only if it verifies equation (3.6) . In view of (2b), we reach a contradiction.
Remark 3.10. (1) By Proposition 3.9(2b-2c), we can study the complex symmetry under the assumption that ψ is zero free. Indeed, if there is α ∈ Zero (ψ), then Proposition 3.9(2b-2c) indicate that ψ and φ are very rigid:
where ψ * (α) = 0, φ * (α) = 0 and p ≤ q. For these forms, equation (1.4) is simplified to
Thus, (f, g) ∈ G(S max ) if and only if it verifies equation (3.7). This process is continued till the final zero point of ψ.
(2) Under the assumption that ψ is never vanished, we can assume that φ annihilates never-vanished entire functions in the sense that
Indeed, in this case, equation (1.4) is equivalently to
Proposition 3.11. Let m ∈ Z ≥0 and S be a multi-valued weighted composition operator induced by equation (1.4) , where ψ ≡ 0, φ ≡ 0, and ϕ ≡ const. If the inclusion G(S * ) ⊂ G(S −1 ) holds, then the symbols are of the following forms
where A, B are complex constants with A = 0.
. Consequently, taking into account the explicit form of S, we have
for every x, z ∈ C. In particular with x = z, we get
The above inequality shows that Zero (ψ) = Zero (φ). Since ψ ≡ 0, there is z 0 ∈ C with ψ(z 0 ) = 0. It follows from (3.10), that
and so we can suppose that φ ≡ 1.
For ϕ, by [26, Exercise 14, Chapter 3], it suffices to indicate that it is injective. Indeed, suppose that ϕ(z 1 ) = ϕ(z 2 ) for some z 1 , z 2 ∈ C. Proposition 3.6 reveals that
. Hence, by the linearity, we have
namely, the pair (0, ψ(z 2 )K
[m]
z 2 ) verifies equation (1.4) . This equation, together with (3.9), implies
In particular taking x = 0 one finds ψ(z 2 ) = ψ(z 1 ) = 0 (as ψ is nowhere vanishing); substituting back into equation (3.11):
Hence, again by (3.9), we see (K
. Subsequently, taking into account the explicit forms of K
z 2 , we must have p(x) = αx m for some α = α(z 1 , z 2 ) ∈ C. Substituting this form of p back into the equality above, we find α = 0 and z 1 = z 2 .
3.6. Dense domain. It turns out that if the domain of a multi-valued weighted composition operator is dense, then its adjoint is single-valued. Proposition 3.12. If the domain dom(S) is dense, then S * is a single-valued operator.
Proof. It is enough to show that S * (0) = {0}. Indeed, let v ∈ S * (0) and then by the definition of an adjoint operator, for every (f, g) ∈ G(S) we have f, v = g, 0 = 0.
Since the domain dom(S) is dense, the last equality reveals that v = 0.
The adjoint S *
As we will soon verify, the symbols of a C a,b,c -selfadjoint weighted composition operator are very special. To this aim, we concentrate first on the computation of the adjoint. The main result of this section is stated below. 
where A, B, C, and D are complex constants, with C = 0, we consider the following equation Then S * max = S max . Before entering into the details of the proof, we isolate two technical observations. The first asserts the closure of a specific domain of definition. holds, then (1) for every (f, g) ∈ G(Ω), the function ϑ · g ∈ F 2 . Moreover, there is a constant ∆ * such that (4.5) ϑ · g ≤ ∆ * f , ∀(f, g) ∈ G(Ω).
(2) If we assume additionally that ϑ ≡ 1, then (a) the domain dom(Ω) is closed;
Proof. Let (f, g) ∈ G(S) and set h = ϑ · g. For |z| ≥ R large enough, |φ(z)| ≥ 1 and so
−|x| 2 if |A| = 1 and AB + D = 0.
Thus, there exists a constant K > 0 such that
which implies, by Lemma 2.14 and (2.10), that h ∈ F 2 with inequality (4.5).
(2a) Suppose that ϑ ≡ 1. The closedness of dom(Ω) is proved as follows. Let {f n } ∈ dom(Ω) with f n → f ∈ F 2 and g n ∈ Ω(f n ). It follows from the first item that {g n } is convergent, too. We can suppose g n → g ∈ F 2 and so, by [19, Lemma 2.5] we infer
Since (f n , g n ) ∈ G(Ω), we have ψ(z)f n (ϕ(z)) = φ(z)g (m) n (z), ∀z ∈ C, which implies, by letting n → ∞, that
Thus, (f, g) ∈ G(Ω).
(2b) By Proposition 3.3, we can make use of [9, Theorem 3.6] in order to get dom( S * max ) = S max (0) ⊥ = F 2 (m, 0) , where the last equality uses Proposition 3.1.
The second observation isolates a sufficient condition for a multi-valued weighted composition operator to admit a closed range. (1) there exists a constant ∆ 4 > 0 such that
(2) the range Im (S max ) is closed.
(3) the range Im (S * max ) = F 2 . Proof. (1) Since |A| > 1, we can choose R large enough with the property
In the last inequality, we do the change of variables z = (x − B)A −1 in order to get
which implies, by (4.6), that
(2) Let {g n } ⊂ Im (S max ) be a convergent sequence and then there exists {f n } ⊂ dom(S max ) such that g n ∈ S max (f n ) for each n. It follows from the first item that the sequence {f n } is also convergent. Denote f = lim n→∞ f n , g = lim n→∞ g n .
Since (f n , g n ) ∈ G(S max ), so is (f, g). Thus, Im (S max ) is closed.
( G(S * max ) ⊆ G( S max ). Indeed, let (u, v) ∈ G(S * max ). Then for any (f, g) ∈ G(S max ) we have g, u = f, v .
Let z ∈ C with Az + B = 0 and ϑ z,a,b,m be of form (3.5) . In particular with (f, g) = (K Thus, we get
Next, we prove the equality of equation (4.7) occurs. To that aim, we consider the following possibilities of the constant A. = φ(z)e bz a m (e −bz g(z)) (m) , (by the product rule for derivatives).
For denoting ψ(z) = ψ(z)e −bz a −m , the last equality becomes
This leads us to consider the following multi-valued operator
It is clear that dom( S max ) ⊂ dom( S max ). On the other hand, by Proposition 4.2(2a), the domain dom( S max ) is closed, and so by Proposition 3.8(4) we must have dom( S max ) = F 2 (m, 0). Note that Proposition 4.2(2b) reveals that 0) , where the first inclusion uses (4.7). Thus, this case gives S * max = S max . Case 2: |A| > 1. In this case, by Proposition 4.3, S * max is surjective, while a similar argument as in Proposition 3.7 reveals that S max is injective. These, together with inclusion (4.7), allow us to make use of Lemma 2.12 in order to get S * max = S max . Case 3: |A| = 1 and AB + D = 0.
By inclusion (4.7), it suffices to show that dom( S max ) ⊆ dom(S * max ). Indeed, let u ∈ dom( S max ). It was mentioned in Remark 2.11 that u ∈ dom(S * max ) if and only if there exists a constant M = M (u) > 0 such that
To that aim, we take arbitrarily f ∈ dom(S max ) and so by Proposition 3.8(1) we can define the function
By the definition of dom(S max ), there exists g ∈ F 2 such that the pair (f, g) verifies equation (1.4), and hence we have
, ∀z ∈ C.
, we have f * ∈ F 2 and moreover g(x) = f * (x) + λ(x + AB + D), ∀x ∈ C.
Since 
By the product rule for derivatives, for each k ∈ {0, · · · , m} there are complex constants α ℓ for ℓ ∈ {0, · · · , k} with
Using inductive arguments on k, one finds
and moreover, there exists a constant E = E(m) > 0 such that
Define the functions
Note that
which means that
Next, we show that the assertion in (4.8) also holds for k ∈ {0, 1, · · · , m − 1}. Recall that the operator
we have q m−1 ∈ F 2 and moreover
A backward induction reveals that
It follows from assertions (4.8) and (4.9), that the function q 0 belongs to the Fock-Sobolev space of order 2m. Hence, by Proposition 2.17, the function b 2m · q 0 ∈ F 2 and its norm is is comparable to 2m k=0 q k ; namely, there exists a constant ∆ 5 = ∆ 5 (m) > 0 such that
Note that λ(x + AB + D) is a polynomial of variable x with degree at most m − 1. This allows us to use Proposition 3.8(4) in order to get
Doing the change of variables z = Ay + D and noting the fact that
the inner product can be estimated as (m) . Substitute this identity into the second integral above: (by (2.10) ). (4.12)
For the first integral in (4.11), we do the change of variables x = Ay + AB + 2D in order to get C |f * (Ay + D)| 2 (1 + |y|) 2m |Ay + D| 2m e −|y| 2 −4Re (ADy)−2Re (By) dV (y)
For R enough large, we denote Ω = {z ∈ C : |z| > R}. By Lemma 2.14, we have C |f * (Ay + D)| 2 (1 + |y|) 2m |Ay + D| 2m e −|y| 2 −4Re (ADy)−2Re (By) dV (y) Thus, from (4.11), (4.12), (4.13) and (4.10), we obtain
which completes the proof.
C a,b,c -symmetry
In this section we investigate the C a,b,c -selfadjointness of multi-valued weighted composition operators. It is remarkable that in this case the symbols ψ, ϕ, φ can be precisely computed.
We start by a technical lemma.
Lemma 5.1. Let m ∈ Z ≥0 . Let φ ≡ 0, ϕ ≡ const and ψ be entire functions. Suppose that φ annihilates zero free entire functions in the sense of (3.8) and ψ nowhere vainshes. If equation
holds for every x, z ∈ C, then Proof. Since ψ is point wise non-zerio, we infer from equation (5.1) that the function
is entire and moreover it is zero free. Since φ annihilates nowhere vanishing entire functions, it is of the form in (5.2) . This allows us to rewrite equation (5.1) as follows
By [26, Exercise 14, Chapter 3] , it suffices to indicate that ϕ is injective. Indeed, suppose that ϕ(z 1 ) = ϕ(z 2 ) for some z 1 , z 2 ∈ C. The last equality reveals that (5.4) g(z 1 )e (az 1 +b)ϕ(x)+bz 1 = g(z 2 )e (az 2 +b)ϕ(x)+bz 2 = 0, ∀x ∈ C, which implies, by taking the derivative with respect to x, that az 1 ϕ ′ (x)g(z 1 )e (az 1 +b)ϕ(x)+bz 1 = az 2 ϕ ′ (x)g(z 2 )e (az 2 +b)ϕ(x)+bz 2 , ∀x ∈ C.
Since ϕ is not a constant function, there is x 0 ∈ C with the property that ϕ ′ (x 0 ) = 0. Hence, the above equation is simplified to the following (5.5) az 1 g(z 1 )e (az 1 +b)ϕ(x 0 )+bz 1 = az 2 g(z 2 )e (az 2 +b)ϕ(x 0 )+bz 2 .
From (5.4) and (5.5), we get z 1 = z 2 and so ϕ is of the form in (5.2) . Substituting these ϕ and φ into back (5.1), we get
In particular with x = 0, we get the form of ψ.
Recall that S * max,C a,b,c is the C a,b,c -adjoint of S max (see Definition 2.4). The following result isolates a necessary condition for a maximal multi-valued weighted composition operator to be C a,b,c -selfadjoint. Proof. Let z ∈ C. A direct computation gives
z )(x) = φ(z)ce bz (ax + b) m e (az+b)x and C a,b,c (ψ(z)K ϕ(z) )(x) = ψ(z)ce bϕ(z) e (aϕ(z)+b)x . Proposition 3.9 reveals that
and so the pair
z ), C a,b,c (ψ(z)K ϕ(z) )) verifies equation (1.4) . Consequently, we obtain equation (5.1), and hence by Lemma 5.1, φ, ψ are of the form prescribed by (5.2) .
It turns out that the conclusion in Proposition 5.2 is also a sufficient condition. (1) The operator S max is C a,b,c -selfadjoint.
(2) The inclusion G(S * max,C a,b,c ) ⊂ G(S max ) holds. Thus, equation (4.2) is equivalent to saying that (f, g) ∈ G(S max ).
In the previous result, we studied the C a,b,c -selfadjointness of multi-valued weighted composition operators with maximal domains. The following result relaxes the domain assumption to only explore that the C a,b,c -selfadjointness cannot separate from the maximality of domains.
Theorem 5.4. Let m ∈ Z ≥0 and S be a multi-valued weighted composition operator induced by equation (1.4) , where ψ, ϕ, φ are entire functions with φ ≡ 0. Suppose that φ annihilates nowhere vanishing entire functions in the sense of (3.8) and ψ is zero free. Then S is C a,b,c -selfadjoint if and only if the following conditions hold.
(1) S = S max . Proof. The sufficient condition follows directly from Theorem 6.3. To prove the necessary condition, we suppose that S is C a,b,c -selfadjoint, which means G(S) = G(S * C a,b,c ). Since G(S) ⊂ G(S max ), we have
. By Proposition 5.2, we reach item (2) and so by Theorem 5.3 the operator S max is C a,b,cselfadjoint. Thus, item (1) follows from the following inclusions
Remark 5.5. Although larger and more general than single-valued operators described in [16] , multi-valued operators appearing in Theorem 5.4 inherit similar properties, such as their domains cannot be the whole Fock space when m ≥ 1 (see Proposition 3.8 for a detailed explanation).
Hermitian multi-valued composition operators
We identify in the present section all hermitian multi-valued weighted composition operators acting on Fock space F 2 . Our main results indicate two very restrictive constraints:
(i) the maximal domain is the unique one arising from a hermitian (single) multi-valued weighted composition operator, (ii) m = 0 is the only case giving rise to hermitian, single-valued weighted composition operators.
In addition, we prove that hermitian, multi-valued weighted composition operators are properly contained in the class of C a,b,c -selfadjoint operators.
We start by a lemma which focuses on symbol computation. Lemma 6.1. Let φ ≡ 0, ϕ ≡ const, ψ ≡ 0 be entire functions. Suppose that φ annihilates zero free entire functions in the sense of (3.8) and ψ nowhere vanishes. If equation
holds, then these functions are of the following form:
Proof. Since ψ is not vanishing, equation (5.1) implies the function
is entire and moreover it is never vanished. This allows us to rewrite equation (6.1) as follows g(u)e ϕ(u)z = g(z)e uϕ(z) , u, z ∈ C. By [26, Exercise 14, Chapter 3] , it suffices to check that ϕ is injective. Indeed, suppose that ϕ(z 1 ) = ϕ(z 2 ) for some z 1 , z 2 ∈ C. The last equality reveals that g(z)[g(u 1 )] −1 e u 1 ϕ(z) = e ϕ(u 1 )z = e ϕ(u 2 )z = g(z)[g(u 2 )] −1 e u 2 ϕ(z) , z ∈ C. Taking the derivative with respect to z:
Since ϕ is not a constant function, there is x 0 ∈ C with the property that ϕ ′ (x 0 ) = 0. Hence, the above equation gives u 1 = u 2 and so ϕ(z) = Az + B. Since φ annihilates never-vanished entire functions, it is of the form in (5.2) . In (6.1), we let z = 0 in order to get ψ(u) = ψ(0)e uB , u ∈ C, and so C = ψ(0) ∈ R \ {0}. Substituting the forms of ψ and φ back into (6.1), we get A ∈ R and the proof is complete.
A necessary condition for maximal multi-valued weighted composition operators to be hermitian is provided by the following proposition Proposition 6.2. Let m ∈ Z ≥0 and S max be a maximal multi-valued weighted composition operator induced by equation (1.4) , where ψ, ϕ, φ are entire functions with φ ≡ 0. Suppose that φ annihilates zero free entire functions in the sense of (3.8) and ψ nowhere vanishes. If inclusion G(S * max ) ⊂ G(S max ) holds, then ψ, φ are of the form (6.2), where A ∈ R, C ∈ R \ {0}, B ∈ C, and ϕ is affine:
Proof. Note that Proposition 3.9 shows that ϕ is of form (6.3). By Proposition 3.6, for every z ∈ C, we have φ(z)K
Due to the hermicity, φ(z)K
[m] z ∈ dom(S max ), and furthermore,
Consequently, taking into account form (1.4) of S max , equation (6.1) follows. Thus, we invoke Lemma 6.1 to reach the desired conclusion.
It turns out that the assertion in Proposition 6.2 is also sufficient for a maximal weighted composition operator to be hermitian. Theorem 6.3. Let m ∈ Z ≥0 and S max be a maximal multi-valued weighted composition operator induced by equation (1.4), where ψ, ϕ, φ are entire functions with φ ≡ 0. Suppose that φ annihilates zero free entire functions in the sense of (3.8) and ψ nowhere vanishes. Then the following assertions are equivalent.
(1) The operator S max is hermitian.
(2) The inclusion G(S * max ) ⊆ G(S max ) holds. Proof. It is obvious that (1) =⇒ (2), meanwhile implication (2) =⇒ (3) holds by Proposition 6.2. The proof for implication (3) =⇒ (1) makes use of Theorem 4.1.
In the previous result, we studied the hermicity of multi-valued weighted composition operators with maximal domains. The following result relaxes the domain assumption to only discover that hermicity cannot be separate from the maximality of the domain. Theorem 6.4. Let m ∈ Z ≥0 and S be a multi-valued weighted composition operator induced by equation (1.4) , where ψ, ϕ, φ are entire functions with φ ≡ 0. Suppose that φ annihilates zero freeentire functions in the sense of (3.8) and ψ nowhere vanishes. Then S is hermitian if and only if the following conditions hold.
(1) S = S max .
(2) The symbols are of forms in (6.2), where A ∈ R, C ∈ R \ {0}, B ∈ C, and (6.3).
Proof. The sufficient condition follows directly from Theorem 6.3. To prove the necessary condition, we suppose that S is hermitian, which means G(S) = G(S * ). Since G(S) ⊂ G(S max ), we have G(S * max ) ⊂ G(S * ) = G(S) ⊂ G(S max ). By Proposition 6.2, we reach item (2) and so by Theorem 6.3 the operator S max is hermitian. Thus, item (1) follows from the following inclusions G(S) ⊂ G(S max ) = G(S * max ) ⊂ G(S * ) = G(S). Corollary 6.5. Let m ∈ Z ≥0 and S be a multi-valued weighted composition operator induced by equation (1.4) , where ψ, ϕ, φ are entire functions with φ ≡ 0. Suppose that φ annihilates zero free entire functions in the sense of (3.8) and ψ nowhere vanishes. If the operator S is hermitian, then it is C a,b,c -selfadjoint.
Proof. By Theorem 6.4, the symbols are of forms in (6.2), where A ∈ R, C ∈ R\{0}, B ∈ C, and (6.3). Hence, we can make use of or a = 1, b = 0, c = 1.
Unitary multi-valued composition operators
In this section we describe all weighted composition operators that are unitary on Fock space F 2 . It turns out that only single-valued operators fill this particular class. Proof. The sufficiency follows from [33] . The necessity is proved as follows. Suppose that the operator S is unitary. By Proposition 3.11, the symbols φ and ϕ are of the following forms φ ≡ 1, ϕ(z) = Az + B, z ∈ C. We consider two cases of B.
Case 1: B = 0. In this case, ϕ(z) = Az.
Let z ∈ C. It follows from (3.10), that It was indicated in [33, Proposition 2.3] the operator Q is unitary. First, we state the following.
Claim: (f, g) ∈ G( S * max ) if and only if (f, Qg) ∈ G(S * max ). We give the proof for the implication =⇒ and omit the inverse implication as their arguments are similar. Let (f, g) ∈ G( S * max ) and (x, y) ∈ G(S max ). Then we have (Q * x, y) ∈ G( S max ) and hence by the definition of adjoint S * max we get f, y = g, Q * x = Qg, x as wanted.
Next, we show that S max is unitary. Indeed, by the claim,
. Now we can apply Case 1 to the operator S max in order to get the desired conclusion.
