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Abstract: Image automatic annotation is a significant and challenging problem in pattern recognition and computer vision
areas． At present，most existing image annotation models are influenced by semantic gap problem． This paper proposed a new
image automatic annotation refinement method based on keyword co-occurrence to overcome above problem，which used the
correlations between keywords in dataset to improve image annotation result． However，above method did not reflect the
generalized knowledge of people and easy influenced by the size of dataset． Aiming at above problem，it proposed a new image
automatic annotation refinement method based on semantic similarity to overcome above problem． This method used semantic
dictionary WordNet to calculate the correlations between keywords and improve the image annotation results． Experimental
results conduct on Corel 5K datasets verify the effectiveness of proposed image annotation method． The proposed automatic
image annotation model improves the annotation results on all evaluation methods．
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行标注。Blei 等人［10］提出了相关 LDA( relevant latent Dirichlet
allocation) 模型，将 LDA 分 布 扩 展 到 词 汇 与 图 像，模 型 假 设
Dirichlet 分布可以产生一些隐变量，而这些隐变量可以用于生
成图像区域与关键词。Jeon 等人［11］ 提出了跨媒体相关模型




假设给定一幅未标注图像 π'，π'∈Ω。CMRM 使用 blob
来表示每幅图像，即 π' = { b'1，b'2，…，b'm } ，希望能找到一系
列关键词 w'1，w'2，…，w'n，该关键词集可以准确地反映出图像
的视觉内容。通过训练集的 Γ 来估计关键词 w 与 b'1，b'2，…，
b'm 之间的联合概率。
利用图像训练集中 Γ 来计算关键词 w 与 blob 之间的联合
分布，如式( 1) 所示。
P( w | b'1，…，b'm ) = ∑T∈Γ
P( T) P( w，b'1，…，b'm | T) ( 1)
假设给定了训练图像 T 之后，观察到 w 的事件概率与观
察到{ b'1，b'2，…，b'm } 的事件概率相对独立，即
P( w | b'1，b'2，…，b'm ) = ∑T∈Γ
P( T) P( w |T) ∏
m
i = 1
P( bi |T) ( 2)
其中: P( T) 对于图像集 Γ 中的所有图像都保持不变，P( w | T)
与 p( bi |T) 的定义分别为










其中: 式( 3) 和 ( 4 ) 右边第一项是在图像 T 中对应关键词或
blob 出现的概率，反映了局部性特征; 第二项则是该关键词或






关键词集{ sky，grass} 比关键词集{ ocean，grass} 更有可能成为
一幅图像的标注词。因为在图像中，sky 与 grass 同时出现的概

















Numwu + Num mv － Numwu，wv
( 5)
其中: Numwu，wv表示关键词 wu 和关键词 wv 共同出现的次数，




















W( city) W( mountain) W( sky) W( sun)
W( city) 1． 000 0． 0325 0． 0599 0． 1254
W( mountain) 0． 0325 1． 000 0． 2823 0． 0616
W( sky) 0． 0599 0． 2823 1． 000 0． 1222
W( sun) 0． 1254 0． 0616 0． 1222 1． 000
从表 1 可以看出，对角线元素均为 1，表示数据集中每个
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关键词的自相关度。非对角线的矩阵元素表示行与列所对应
的关键词的关联度，即式( 6) 中的 sim 值。
2. 2 标注关联模型
关键词关联度的衡量需要考虑词与词之间的关系。这里
采取 k － 1 层测量法，即每一次标注词选取时，都需要通过计算
该词与前 k － 1 个标注词的关联度，选出与前 k － 1 个词关联度
最高的关键词作为第 k 个标注词，具体如式( 7) 所示。
Psim ( wk |Nk － 1 ) = ( 1 － α) × scale( wk，Nk － 1 ) +
α × relation( wk，Nk － 1 ) ( 7)
其中: scale ( wk，Nk － 1 ) =
#{ co-occurrence( wk，Nk － 1 ) }
#{ co-occurrence( Nk － 1 ) }
; # { co-oc-
currence( wk，Nk － 1 ) } 表示关键词 wk 与前 k － 1 个关键词共同出
现的次数; #{ co-occurrence( Nk － 1 ) } 表示前 k － 1 个关键词共同
出现的次数，在数据集中，如果 | Nk | 的值很大，scale( wk，Nk － 1 )
的值中会出现很多 0，这是由于很多关键词同时出现的概率比
较小。然而，scale( wk，Nk － 1 ) 的值为 0 并不代表第 k 个关键词
和前面的 k － 1 个关键词的关联度就是 0，所以需要一个平滑
公式，即如式( 8) 所示。
relation( wk，Nk － 1 ) =
relation( wk ) = 1 |Nk | = 1
relation( wk，Nk － 1 ) = ∑w'∈V/Nk － 1
sim( wk，w') |Nk{ | ＞ 1 ( 8)
其中: ∑
w'∈V/Nk － 1
sim( wk，w') 表示第 k 个要标注的关键词和前 k －
1 个关键词的关联性总和。如果前 k － 1 个关键词中与此关键
词关联度高的关键词个数越多，则此关键词成为第 k 个标注词
的可能性就越大。对式( 8) 还需要进行标准化，如式( 9) 所示。
∑
wk∈V/Nk － 1




P( wk |Nk － 1，I) = β
Psim( wk |Nk － 1) × PCMRM ( wk | b'1，…，b'm ) ( 10)
其中: Psim ( wk |Nk － 1 ) 由式( 7) 进行计算; PCMRM ( wk | b'1，…，b'm )
由式( 2) 进行计算; β 为参数，主要用于调节关键词间关联度的
权重。本文提出的基于关键词同现的图像自动标注算法如下。
算法 1 基于关键词同现的图像自动标注算法
输入: 两个词之间的相关度 sim( wk，wv ) 、关键词同现次数
#{ co-occurrence( wk，Nk － 1 ) }。
输出: 图像自动标注后的结果。
a) 使用 CMRM 标注图像并得到每个词的标注概率。
b) 计算 scale( wk，Nk － 1 ) =
#{ co-occurrence( wk，Nk － 1 ) }
#{ co-occurrence( Nk － 1 ) }
。
c) 利用式( 8) 计算 wk 与前 k － 1 个关键词的关联度。
d) 利用式( 10) 计算 wk 的标注概率。









3. 1 基于 WordNet 的相关度度量
本节度量关键词间相关度的方法，主要是将 Jiang 等人［12］
提出的 JNC 方法和 Banerjee 等人［13］提出的 BNP 方法相结合。







注中，JNC 方法也存在一定的缺点，如 JNC 方法对数据集较敏
感以及存在部分关键词无法找到根节点等问题。这是由于










simJNC ( w1，w2 ) = maxc1∈sen( w1) ，c2∈sen( w2) ［simJNC ( c1，c2 ) ］ ( 11)
其中: simJNC ( c1，c2 ) =
1





IC( concept) = － log prob( concept) ( 12)
其中: prob 的 计 算 公 式 为 prob ( c ) = freq ( c ) /N，freq ( c ) =
∑
n∈word( c)
count( n) ，freq( c) 表示语义概念 c 在数据集中出现的总
次数。
BNP 方 法 主 要 度 量 关 键 词 注 释 集 中 的 重 叠 部 分。在
WordNet 中，名词间的关系主要有上位词 ( hypernym) 、下位词
( hyponym) 、部分词( meronym) 以及整体词 ( holonym) 。此外，
注释集( gloss) 也是衡量关键词间相关度的一个重要指标。衡
量关键词间相关度的关系集如下所示。
related-pairs = { ( gloss，gloss) ，( hype，hype) ，( hypo，hypo) ，
( hype，gloss) ，( gloss，hype) } ( 13)
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两个关键词相关度的计算公式如式( 14) 所示。
simBNP ( w1，w2 ) =∑α，β∈related-pairs score( α( w1 ) + β( w2 ) ) ( 14)
BNP 方法通过关系集找到重叠部分以后，开始计算重叠
部分的分数 score。具体计算方法如下: 如果重叠部分是单个
关键词，那么重叠部分的 score = 1; 如果重叠部分是多个关键
词序列，那么 score 为序列中关键词数的平方。
3. 2 基于 WordNet 的图像自动标注改善
将 JNC 与 BNP 方法相结合，如式( 15) 所示。
sim( wA，wB ) = λ × simBNP ( wA，wB ) +









输入: 两个词之间的相关度 sim( wA，wB ) 。
输出: 图像标注改善后的结果。
a) 使用 CMRM 标注图像并得到每个关键词的标注概率。
b) 取前 N 个标注概率最大的关键词作为候选标注词。
c) 利用式( 11) ( 14) 分别计算候选标注词间的 JNC 度量与
BNP 度量。
d) 利用式( 15) 计算某个候选标注词与其他所有候选标注
词的相关度之和。





自动标注领域普遍使用的 Corel 5K 图像库。这个数据集共包
含5 000幅图像，每幅图像有 1 ～ 5 个标注词，标注词总数为 374







度量来验证标注结果。假设 w 为某个关键词，#( s) 为返回的
标注结果中包含 w 的图像数，#( c) 为正确标注的图像数，#( t)
为测试图像库中包含标注词 w 的图像数，则
Pr( w) = #( c)#( s) ( 16)
Re( w) = #( c)#( t) ( 17)







4. 2. 1 参数确定
第 2 章提出的基于关键词同现的图像自动标注模型中需
要确定参数 α 的取值。通过实验确定参数 α 的最佳值，如图 1
所示。其中横坐标表示参数 α 的取值，纵坐标表示精确率与
召回率的值。通过图 1 可以看出，当 α 取 0． 1 时标注效果
最好。
图 1 参数 α 对标注结果的影响
4. 2. 2 实验结果
本节将验证本文提出的两种图像自动标注改善方法的有
效性，实验结果如表 2 所示。CMRM + C 表示在 CMRM 的基础
上加入了本文提出的基于关键词同现的图像自动标注改善方
法; CMRM +W 表示在 CMRM 的基础上加入了本文提出的基




方法 precision recall F NZR
CMRM 0． 094 0． 108 0． 101 77
CMRM + C 0． 113 0． 128 0． 120 83
CMRM +W 0． 097 0． 141 0． 115 90
CMRM + C +W 0． 117 0． 140 0． 127 91
从表 2 可以看出，基于关键词同现的图像自动标注改善方
法在精确率、召回率、F 度量及 NZR 上比基本的 CMRM 分别提
高了 20． 2%、18． 5%、18． 8%和 7． 8% ; 基于语义相似的图像自
动标注改善方法在精确率、召回率、F 度量及 NZR 上比基本的
CMRM 分别提高了 3%、30． 6%、13． 9%和 16． 9% ; 基于关键词
同现与基于语义相似的图像自动标注改善方法在精确率、召回
率、F 度 量 及 NZR 上 比 基 本 的 CMRM 分 别 提 高 了 24. 5%、
29. 6%、25． 7%和 18． 2%。









型正确标注了 2 ～ 3 个关键词。尤其最后一幅图像，使用本文
的模型可以正确标注所有 4 个关键词。由表 3 中几幅图的标
注结果可以看出，通过 WordNet 考虑关键词间的关联度可以较








































利用 CMRM 计算词汇生成概率所需的时间为 T ( n ) =
l·n，其中 l 为标注词总数，n 为训练图像的数量，由于 l ＜ ＜ n，
所以计算词汇生成概率的复杂度为 O( n) 。在基于关键词同
现的图像自动标注方法中，计算所有关键词间关联度的时间为
T( l2 ) ，迭代累积计算前 k 个标注词关联度的时间为 T( k·l2 ) ，
所以基于关键词同现的图像自动标注方法所需的总时间为
T( n + l2 + k·l2 ) ，由于 k ＜＜ l2，因此该方法总的时间复杂度为
O( n + l2 ) 。在基于语义相似的图像自动标注方法中，利用 JNC
方法计算两个概念相关度的时间为 T( m·l) ，而计算所有概念
相关度的时间为 T( m2·l2 ) ，其中 m 为每个概念在 WordNet 中
的层数。利用 BNP 方法计算任意两个关键词重叠注释集所需
的时间为 T( c· l) ，而计算所有关键词重叠注释集的时间为
T( c2·l2 ) ，其中 c 为注释集的单词个数，所以基于语义相似的
图像自动标注方法所需的总时间为 T ( n + m2· l2 + c2· l2 ) ，
由于m，c ＜＜ l，所以该方法总的时间复杂度为 O( n + l2 ) 。结合
基于关键词同现的图像自动标注方法与基于语义相似的图像
自动标注方法的时间复杂度也同样为 O( n + l2 ) ，所以结合本
文提出的 方 法 相 比 传 统 的 CMRM 在 时 间 复 杂 度 上 增 加 了
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