Abstract-This work presents a method of coalescing the word senses from multiple dictionaries using the Internet, clustering and triangulation. The process produces topic signatures as a natural bi-product. The topic signatures are compared to those of other methods, such as those used for word sense disambiguation.
I. INTRODUCTION
Most human languages have fewer signs (words or phrases) than concepts they wish to represent. This results in polysemy, or words having multiple meanings. A well-established task in natural language research is the disambiguation of these words, i.e. using the context in which a word is found to determine which meaning of the word is intended.
Many existing methods struggle due to a lack of large labeled corpora for training data. SemCor [12] is a popular choice of such a corpus. This is a collection of 186 fully handlabeled texts (192,639 words) . This is too small to give many training examples of most senses of most words.
Standard dictionaries, such as the Oxford English Dictionary (OED) and Wiktionary (http://en.wiktionary.org/), take an exhaustive, or near exhaustive, approach to listing word senses. This gives many dictionary senses that are rare or archaic, and distinctions between some senses are rarely useful for anything but the most specialized use. The former is a distraction, and the latter often results in arbitrary decisions.
Thus an active topic in word sense disambiguation [15] [16] is how to merge senses that are very close in meaning.
The motivation here also comes from the observation that any given dictionary has strengths and weaknesses, and any two dictionaries tend not to have the same senses for a given word. Using a single dictionary by itself is therefore blinkered, so a meaningful way of combining dictionaries together would be desirable.
Human-prepared dictionaries are in gerneral underutilized in natural language processing. They are generated by teams of experts studying corpus data. Algorithms that synchronize the results of such teams would reduce arbitrariness.
Another active research problem is the generation of topic signatures [10] [17] , or lists of words associated with a given sense of a word. These are not only useful for word sense disambiguation, but also topic summarization.
Here, a novel method is presented for combining the senses of multiple dictionaries, and generating a topic signature for each resulting sense.
The rest of the paper is laid out as follows. Section II describes approaches taken by other researchers. Section III describes the three iterations the technique has undergone. Section IV describes the setting in which the method was used in practice and gives an example of use. Section V discusses the question of how useful topic signatures are for word sense disambiguation, and Section VI discusses the contribution made and suggests future work.
II. RELATED WORK
Historically [13] , work in word sense disambiguation has generally been split between supervized and unsupervized methods. The former rely on a labeled corpus of training documents, and the latter try to split usage of a word into senses from unlabeled documents, usually using clustering techniques. The former's major downside is finding a large enough corpus, and the latter's is the lack of correlation between the calculated senses and those in a human-readable dictionary. More recently such work has attempted to pursue a middle way: using the senses from human-readable dictionaries to learn from an unlabeled corpus.
Lesk's algorithm [9] (extended by Naskar and Bandyopadhyay [14] ) is one of the simplest in this area. It takes two contextually close words and determines which of each of their senses has the most words in their definitions in common. It achieved 70% accuracy on the Semcor corpus.
Several authors have used the Internet as an unlabeled corpus for word sense disambiguation. Agirre et al. [1] have published a technique similar to the first part of the method here. For each sense of a word, they used WordNet [6] to build a query from words semantically related to the word in question, as well as words from its definition. They searched the Internet with this query and downloaded all the documents found. They found the results were often very noisy. For example the top 5 associated words with the three senses of the word 'boy' were:
• 'child', 'Child', 'person', 'anything.com', and 'Opportunities' • 'gay, 'reference', 'tpd-results', 'sec', and 'Xena' • 'human', 'son', 'Human', 'Soup', and 'interactive' This gave an accuracy of only 41% over 20 chosen words. They also experimented with recursively joining senses based upon their topic signatures. They found that when senses were combined, precision was increased. However, details of the appropriateness of the combinations were not given.
Their algorithm was different from the first part of the method here in that it was dependent upon the relations within WordNet. The work presented here only uses the words within the definition, meaning it will work with any dictionary.
Klapaftis and Manandhar [8] tried disambiguating a word using the sentence in which it appears as a search query and calculating the distance from the words in the first 4 retrieved documents to each sense. This achieved an accuracy of 58.9% in SemCor.
Mihalcea and Moldovan [11] used an Internet search engine to generate labeled training examples for an existing word sense disambiguation algorithm. They built their queries for each sense from, in descending order of preference, monosemous synonyms (defined by WordNet), entire definitions, and from words from the definition. They downloaded up to 1,000 pages from each query, and stored all the sentences containing the original word, having labelled it as the sense that was used in generating the query.
Yarowsky [19] used a large untagged corpus rather than the Internet. Their algorithm relies on two hypotheses; no more than one sense of a word tends to appear in one part of a document, and that there is a predominant sense of a word in a document in which it features. An initial seed is used to find a few examples of each sense in the corpus, and then the seed is grown by finding similarities within the examples, until eventually the entire subset of the corpus that contains the word in question will be split into the senses. The algorithm achieved accuracies in the high 90s on selected words when tested on a labeled corpus. Some improvements to the algorithm were made in [18] , which brought the accuracy up to 60% on harder words. This seeming contradiction highlights the difficulty in testing work in this domain: performance is strongly dependent on the words chosen.
Dolan [5] has tried to tackle the problem of word senses being too fine-grained by clustering senses of WordNet based upon words in their definitions and words connected by WordNet relationships to find pairs that could be considered the same. Although somewhat similar in spirit, this work differs as it can benefit from multiple dictionaries, and will produce topic signatures for the coalesced senses. It does not requre the relations of WordNet.
Navigli [15] found an automatic method of generating a mapping between the senses of the OED and those of WordNet. As the senses in the OED are hierarchical, this mapping would enable WordNet senses to be merged. He found that WordNet senses decreased in number by just over a third with this method.
Cuadros, Padro and Rigau [3] compared two methods of building topic signatures; ExRetriever, that queries a large corpus for contextual examples of word usage, and Infomap, that uses latent semantic indexing (LSI) techniques on freetext corpora. They compared the topic signatures generated on a word sense disambiguation task, and found the latter performed better.
Agirre and de Lacalle [2] have used monosemous related (according to WordNet) words to build search engine queries.
They extracted sentences from the snippets returned and use a T F * IDF measure to rank the words within. These topic signatures are publicly available on the Internet.
Snow et al. [16] used WordNet relations, the topic signatures of [2] , the domain or subject of nouns, and a mapping between WordNet senses and the senses of the OED to train a classifier to determine which senses should be merged. They obtained F-scores (harmonic mean of precision and recall) of between 0.36 and 0.48 when compared to a hand-labeled test set.
III. METHOD
The starting point is a word, which has a number of senses. Each sense has a dictionary definition. Nothing else is initially known about the senses except these definitions. Words from these definitions are used as seeds in order to find a large number of associated words from the Internet for each of the senses.
Then, if a word needs disambiguation, words in context either side are compared to each of the associated words for each sense. The chosen sense is that which has more associated words in common with the contextual words.
Three steps were taken to develop the overall method, which are presented below. The first concentrates on the development of Internet search queries for pages related to each sense of a word. This gives a basic method for building topic signatures, but has a number of associated problems. The next step addresses these problems by using a second dictionary and clustering the pages together. However, this raises a further issue which is addressed in the last step using a method of triangulation.
A. Method 1: Building Queries
The task here is to find a number of documents for each sense in a given dictionary from its definition in that dictionary. The documents are found by constructing search queries, which are submitted to an Internet search engine. The pages returned are processed (as will be described) to generate the set of words required for word sense disambiguation.
Each sense definition of a word is processed in turn. The definition is first processed by probabilistically part-ofspeech tagging (e.g. Brill). Then all words other than nouns, proper nouns, verbs, adjectives and adverbs are removed. Any occurrences of the original word are also removed.
Each search query is a combination of three words; the original word and two words chosen at random from the processed definition. This random choice is weighted by the part of speech. Nouns are weighted at 1, proper nouns 0.8, and the remaining words 0.5. Any words from a usage example at the end of the definition have their weights halved. This weighting scheme is somewhat arbitrary, but was derived from experimentation.
The query is amended to exclude pages containing the entire definition, as these are likely to be pages from online dictionaries and are unlikely to be discussing this sense in isolation. The random sampling of queries is done without repetition.
For example, a query built from the definition of the word 'port', 'sweet dessert wine from Portugal', could be 'port AND wine AND Portugal NOT "sweet dessert wine from Portugal"'. The preposition 'from' would be removed from the definition, and the remaining words would be weighted as follows: 'sweet', 0.5; 'dessert', 1; 'wine', 1; and 'Portugal', 0.8. The total weight for the definition is 3.3, so in the initial choice of query, the first word 'wine' would be selected with probability 1/3.3, and the second word 'Portugal' would be selected with probability 0.8/2.3.
Eight queries are normally generated per sense. Fewer queries are generated when the definition is too short to support them, as would be the case in the example above. The first ten documents are downloaded from the results of each query. These are part-of-speech tagged as in [18] , and all words other than nouns, proper nouns, verbs, adjectives and adverbs are removed. The remaining words are then associated with the sense, and scored based upon the number of times they appeared, relative to their frequency in webpages. This gives topic signatures, but does not merge senses.
The problems associated with this initial method are as follows.
1) Along with relevant pages, many irrelevant pages will be downloaded, which will make the topically related words noisy [1] . 2) If one sense of a word is more common than another, the queries produced from the latter will probably be poluted with pages about the former. 3) If a sense of a word is very rare or archaic, it is unlikely that any relevant pages will be found. 4) If two senses are very close in meaning, they will share many pages, and their disambiguation will result in highly similar signatures (associated words). 5) The wording of some definitions are more to do with differentiating the senses than with common usage patterns. This results in the retrieved documents representing only a part of the Internet corpus of pages of that word sense. For example, a cytological definition for the word 'plant' will be unlikely to result in many pages about gardening.
B. Method 2: Clustering Web Pages
The solution to the aforementioned problems was to use the senses from two dictionaries, and to cluster the resulting pages. Then topic signatures are associated with the clusters rather than the senses directly. Queries are built and pages are downloaded in the same manner as before, but for all the senses of a word from both dictionaries. Pages are then clustered using an agglomerative single-link clustering method [7] . Each of the 1,000 or so pages associated with all senses of the word from both dictionaries start in its own cluster. Then iteratively, the two clusters that have the maximum similarity are merged, where the similarity, S i,j , of clusters C i and C j is defined as follows.
The similarity measure, m p,q , of pages p and q is defined as follows.
Where F w is the frequency at which word w appears over all documents. Note that the similarity measure is dependent upon the words in common between pages, and not directly upon the sense from which the search queries were built.
This process continues until there is a predefined number of clusters left. This number needs to be small enough to group similar pages together, but large enough not to force different groups together. Experimentation has shown that merging to 100 clusters gives good results in practice.
The next stage is to identify the senses that can be joined. These are either senses that mean the same thing from two different dictionaries, or have meanings so close that they cannot be distinguished. Consider the following senses of the word 'plant', taken from 
. 4) (botany) An organism of the kingdom Plantae. (Ecology)
Now specifically, a multicellular eukaryote that includes chloroplasts in its cells, which have a cell wall. For all but the most specialized uses, these can be considered the same. In practice, the pages from these four different senses cluster together as there will be a large overlap in the words found in their retrived documents.
A measure of the similarity of two senses is thus the number of clusters in which one or more of the pages generated from each co-occur. The joining of senses is an iterative process. At each stage, the two most similar senses are identified and, if their similarity is above a predefined threshold (more on this later), they are combined. If the similarity of the two most similar senses is below the predefined threshold, the process stops.
Clusters are then said to be representative of a sense if it has more than a certain number of pages within it, and if the majority of those pages are associated with that sense. Then, the words within the pages within the clusters associated with that sense form the list of topically related words for that sense.
The following shows how the problems identified with the first method have been addressed. 1) One particular sense is unlikely to dominate clusters of irrelevant pages, thus the words from them will not be used. 2) If pages about a more common sense appear in a search for a less common sense, they are likely to be part of clusters about the more common sense, and thus actually supply words for the correct sense, rather than supply erroneous words for the other. 3) Senses so rare or archaic as to not have many relevant pages are unlikely to dominate any clusters, and so will be removed. 4) Two senses that are too close in meaning to be disambiguated will be merged. 5) Definitions that lead to an unrepresentative set of pages will be augmented with pages from a differently written definition from another dictionary. One remaining problem to address is how the 'predefined threshold' of the similarity between two senses to be merged is determined. Experimentation shows that this threshold varies wildly for each word tried. Set the threshold too high, and there will be senses left that mean the same thing, resulting in arbitrary decisions being made when word sense disambiguating. Set it too low, and senses will be joined that have distinct meaning, and thus will not be able to be disambiguated. One solution to this would be to invite human intervention at this point. Another is the method proposed in this paper: triangulation. . Then, for each dictionary pair, find the sense of the second dictionary that is the most similar to each sense of the first.
Where SS(i, j) is the similarity between senses i and j, C is the set of clusters, and DS(c, i) is the number of documents labeled as sense i in cluster c.
It can be useful to imagine a graph where the nodes are senses (grouped into dictionaries), and a directed arc connects each of these most similar senses. Then, for each sense of each dictionary, add a directed arc from it to the closest sense in both the other dictionaries.
If the graph can be traversed along an arc from a sense of X to one of Y to one of Z and back to the original sense of X, or backwards from a sense of X to one of Z to one of Y and back to the original sense of X, then the three senses traversed can be joined (see figure 1) .
Any sense that does not belong to a triangle is removed, and all triangles that intersect are joined, thus partitioning the remaining senses. This partitioning will be considered a new set of combined senses. These combined senses will necessarily contain at least one sense from each dictionary. Document clusters which have been associated to the original dictionary senses are then reassinged to the combined senses, simply by assigning each cluster to the partition, to which the original sense belongs. Clusters associated with deleted senses are ignored. The words within all the pages of these assigned clusters are used to build the topic signature for the combined sense. Note that only the labeling by clusters is used, and there is no association to the query that retrieved them.
The triangulation means that it is much more unlikely that senses will be erroneously joined. This method also means that senses have to be common enough to appear in all three dictionaries, which will further remove the rare ones. Having three dictionaries means that there will be more pages, and thus more words, associated with each sense. It also gives a wider variety of definitions, from which to choose the words for the queries.
IV. EXPERIMENTATION
Due to the subjective nature of interpreting any results, and the lack of an appropriate formal framework, evaluation is difficult. Summary observations are given to compare at some level this work (the culmination of methods 1, 2 and 3) with that of others.
The algorithms were implemented for a distributed processing system in a client-server fashion. The master server finds the most common polysemous word that has yet to be processed, and retrieves its definitions from the chosen dictionaries. It creates three tasks, each containing the definitions of the word for a distinct pair of dictionaries, and feeds each to a client.
On receiving a task, the client builds queries from the definitions and submits them to a search engine. It then requests all the found pages be downloaded, part-of-speech tagged, and cleaned. This is done by an auxiliary server, which caches all downloaded pages to ensure repeatability. The client clusters the pages when they are returned, and passes the clusters to the master server, which then performs the triangulation.
A distributed processing system of 30 mid-range machines takes around 20 hours to process 10 words.
A typical word, showing good features and some bad features, was 'service'. Sense 1. Original definitions:
• Racket games [Microsoft Encarta 2 ]
• (sports) A stroke that puts the ball in play . . .
[WordNet] • The act of . . . serving the ball . . . in tennis . . .
[Wiktionary] The top 20 associated terms of sense 1 were: racket, tennis, badminton, sports, ball, play, volleyball, doubles, players, rackets, player, golf, forehand, stroke, net, match, receiver, umpire, backhand, and game.
Sense 2. Original definitions:
• The act of delivering a writ or summons upon someone . . . The top 20 associated words of sense 3 were: tableware, dinner, silver, dishes, tea, porcelain, utensils, bowls, cutlery, dinnerware, accessories, coffee, gifts, bowl, teapot, plates, plate, items, products, and cups. The top 20 associated words of sense 4 were: mating, bulls, dogs, animal, owner, animals, court, livestock, sires, warden, dog, breeding, stray, mated, tosa, procedure, mating, vomeronasal, and dogo. Senses 1 -3 are joined well, and their topic signatures seem very good. There are no irrelevant terms in the first 20 associated terms of each sense. In the first 100 terms, were 2 2 http://encarta.msn.com/encnet/features/dictionary/dictionaryhome.aspx ('customer', 'email'), 0, and 3 ('jewellery', 'toys', 'garden'), respectively.
Sense 4 is a little peculiar. One can tell from the associated terms that the clusters are dominated by pages about breeding animals. This is due to two things: that most of the words in the other two definitions could appear on pages about breeding animals; and the fact that the animal breeding sense, while having many associated web pages, is not listed in Wiktionary or Microsoft Encarta.
A commonly considered polysemous word is the noun 'party', and particularly the distinciton between a political party and a social gathering. The top 20 words in Agirre and de Lacalle's [2] topic signatures for the former was: tammany, alinement, federalist, whig, greenback, republican, nazi, peck, socialist, organization, dixiecrats, conservative, populist, know-nothing, constitutional, democratic, democrat, bull, labor and salvation. For the latter it was: ceremonial, birthday, cocktail, purely, coronation, terrace, festive, baby, flagstaff, hatter, potter, salute, recipe, circumcision, birth, costume, decoration, admittance, antipasto and befit.
Cuadros and Rigau [4] gave the results of two algorithms on the first sense of 'party'. The algorithm that learned from the Internet (TSWEB) gave: democratic, tammany, alinement, federalist, missionary, whig, greenback, anti-masonic, nazi, republican, alcoholics and bull. The second algorithm learnt from the British National Corpus (TSBNC), and gave: party, political, government, election, policy, support, leader, years, people, local, conference and power.
For the first sense, the method presented here gave: political, elections, democratic, politics, election, party political, reform, conservative, democracy, elected, democtats, republican, coalition, platform, presidential, leadership, government and liberal. For the second, it gave: birthday, fun, guests, entertainment, wedding, birthday party, event, invitations, kids, games, entertainers, planning, ideas, theme, corporate, holiday, dinner and social gathering.
Agirre et al. [1] found that searching the web is the weakest point of their method, and illustrated this with the list of words related to 'boy' (partially given here in section II). This method joined the senses of boy into one sense. The top 20 associated terms were: boys, male, male person, girl, child, son, male, child, man, teenager, young, boyhood, men, father, youth, female, girls, young man, sex, royalty and mother.
These typical results seem promising, and the effects of noise seem to be less than those of Agirre et al.
V. DISCUSSION
The next question is how well this method works for word sense disambiguation. While the topic signatures are descriptive of the senses, it is questionable how useful they are for word sense disambiguation.
Here are some of the WordNet senses of the word 'stone': 1) A crystalline rock that can be cut and polished for jewelry 2) A lump or mass of hard consolidated mineral matter 3) Material consisting of the aggregate of minerals like those making up the Earth's crust 4) Building material consisting of a piece of rock hewn in a definite shape for a special purpose 5) A lack of feeling or expression or movement The following are extracts from the first four documents from the SemCor corpus featureing the word 'stone'. The labeled sense is given in brackets. 1) . . . a place to find agates or other semi-precious stones or a place to pan gold . . . (2) 2) In France he had puzzled the meaning of the greate stone monument men had thrown up to the sky (3) 3) He was not stone. He was not unmoved. He had to teach himself patiently that those traps were not for him (3) 4) John leaned upon the stone balustrade. He brushed back his black hair, shoving it under his pastor's cap (4) In the first example, the words 'agates', 'semi-precious' and 'gold' are all more naturally associated with sense 1, which is erroneous for the sense in the sentence. In the second example, the word 'monument' is more associated with sense 4. The only word in the four snippets that is associated with the correct sense is the word 'balustrade' in the fourth document.
The examples of the usage of 'stone', above, could be contrasted with possibly contrived examples of distinguishing 'port' in: 'at the port, the cars queued to enter the ferry', 'he sipped a 1996 vinage tawny port', and 'the keyboard should be connected to the computer via the USB port'.
The problem seems to be that most words are not the subject or object of the sentences in which they appear, and for such words the problem of disambiguation based on the surrounding words is harder.
VI. CONCLUSION
A method has been developed that can identify the important senses of a word from multiple dictionaries. The Internet, as an example of a searchable, unlabeled corpus, is used in generating a list of related words associated with each sense.
This means that the word sense disambiguation task should not need make arbitrary decisions about senses that are too close in meaning to be useful, and should not be mislead by rare or archaic word senses. Due to the clustering and triangulation, this method should be robust in coping with noise.
Other than the Internet (or other unlabeled corpus), this method only uses a set of textural definitions of word senses. Consequently, this method will work with any combination of dictionaries and does not require any defined relationships or metadata as many other methods do. This means that it can easily be applied to other languages and there is scope for it to be used in specialized domains.
A clear generalization is to find m cycles in n dictionaries with n ≥ m ≥ 3. Increasing n beyond 3 allows the method to become more robust, as with 3 dictionaries it could only take one missed link (due, for example, to a missing or bad definition in a single dictionary) for a sense not to be triangulated.
VII. ACKNOWLEDGMENT
Matthew Brown worked on word weightings, and Dr. Richard Baraclough wrote the code to download pages from a Google query. The authors would like to thank Dr. John Howroyd for very useful discussion and advice.
