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MODULI OF CURVES, GRO¨BNER BASES, AND THE KRICHEVER
MAP
ALEXANDER POLISHCHUK
Abstract. We study moduli spaces of (possibly non-nodal) curves (C, p1, . . . , pn) of
arithmetic genus g with n smooth marked points, equipped with nonzero tangent vectors,
such that OC(p1+ . . .+pn) is ample and H
1(OC(a1p1+ . . .+anpn)) = 0 for given weights
a = (a1, . . . , an) such that ai ≥ 0 and
∑
ai = g. We show that each such moduli space
U˜nsg,n(a) is an affine scheme of finite type, and the Krichever map identifies it with the
quotient of an explicit locally closed subscheme of the Sato Grassmannian by the free
action of the group of changes of formal parameters. We study the GIT quotients of
U˜nsg,n(a) by the natural torus action and show that some of the corresponding stack
quotients give modular compactifications ofMg,n with projective coarse moduli spaces.
More generally, using similar techniques, we construct moduli spaces of curves with chains
of divisors supported at marked points, with prescribed number of sections, which in the
case n = 1 corresponds to specifying the Weierstrass gap sequence at the marked point.
Introduction
Recently, modular compactifications ofMg,n parametrizing curves with not necessarily
nodal singularities attracted a lot of attention, in particular, in connection with Hassett-
Keel program to study log-canonical models of M g,n (surveyed in [5]). In the present
paper, generalizing [17], we construct new examples of such modular compactifications
that arise in connection with the Krichever map. The idea of the Krichever map is to study
a projective curve C with a smooth point p via the subspace of all Laurent expansions of
regular functions on C \ {p} with respect to a formal parameter at p, viewed as a point
in the Sato Grassmannian. In the case when C is reducible, it is better to use an analog
of this construction with several marked points, such that there is at least one marked
point on each component. The corresponding morphism from the moduli space of curves
with fixed formal parameters at marked points to the Sato Grassmannians has been used
to study the geometry of the moduli spaces of curves (see [2], [3], [9], [18], [19]). In the
present paper we study situations when there is a canonical choice of a formal parameter
(with a given 1st jet) at the marked points. This leads to an identification of certain
moduli stacks of curves with quotients of explicit affine varieties by the torus actions.
The main objects of our study are the moduli stacks of curves with nonspecial divisors,
described as follows. For every g ≥ 1 let X(g, n) denote the subset Zn≥0 consisting of
a = (a1, . . . , an) such that a1 + . . . + an = g. For each a ∈ X(g, n) we consider (not
necessarily smooth) reduced connected projective curves C of arithmetic genus g with
smooth marked points p1, . . . , pn, such that h
1(OC(a1p1 + . . . + anpn)) = 0 and the line
bundle OC(p1 + . . . + pn) is ample. We denote the moduli stack of such data by Unsg,n(a).
Supported in part by the NSF grant DMS-1400390.
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We rigidify these data by adding a choice of nonzero tangent vectors at every marked
point and denote by U˜nsg,n(a)→ U
ns
g,n(a) the corresponding G
n
m-torsor.
In the case when n = g and all the weights ai are equal to 1, we recover the moduli
stacks Uns,ag,g and U˜
ns,a
g,g considered in [17]. We proved in [17] that if we restrict the base
to Spec(Z[1/6]) then U˜nsg,g(1, . . . , 1) is in fact an affine scheme of finite type over Z[1/6].
One of the main results of this paper is the following generalization of this to U˜nsg,n(a).
Theorem A. (i) There exists an integer N depending only on a, such that working over
Z[1/N ] we get that U˜nsg,n(a) is an affine scheme of finite type over Z[1/N ]. It is equipped
with a Gnm-action corresponding to rescaling of the tangent vectors at the marked points.
(ii) For each a ∈ X(g, n) there is a natural “forgetting last point” map
forn+1 : U˜
ns
g,n+1(a, 0)→ U˜
ns
g,n(a)
and a compatible map of universal affine curves
Cg,n+1(a, 0) \ {p1, . . . , pn+1} → Cg,n(a) \ {p1, . . . , pn}.
(iii) For a collection a1, . . . , ar ∈ X(g, n) let us define U˜nsg,n(a1, . . .ar) as the intersection
U˜nsg,n(a1)∩. . .∩U˜
ns
g,n(ar) inside the moduli stack of curves. Then U˜
ns
g,n(a1, . . .ar) is a principal
affine open subscheme in U˜nsg,n(a1).
The key feature in [17] that led to an explicit embedding of U˜nsg,g into an affine space
is the existence of a certain canonical basis of H0(C \ {p1, . . . , pg}) for (C, p1, . . . , pg)
in this moduli space. In characteristic zero this is complemented by the construction of
the canonical formal parameters at each marked point. In the present paper we explain
both these phenomena in terms of the Krichever map to the Sato Grassmannian and
generalize them to U˜nsg,n(a). Namely, we associate with each a ∈ X(g, n) a cell SG
a in
the Sato Grassmannian of subspaces in H =
⊕n
i=1 k((ti)), such that the Krichever map
associated with n marked points and formal parameters at them lands in SGa if and only
if h1(OC(a1p1 + . . .+ anpn)) = 0 (for the precise definition of SGa see Section 1.3). The
existence of a canonical basis (constructed for the universal curve) in H0(C \{p1, . . . , pg})
has to do with a section for the action of the pro-unipotent group G of formal changes of
variables t1, . . . , tn, trivial modulo (t
2
i ), on SG
a (see Theorem B below).
Let ASG be the closed subscheme in the Sato Grassmannian corresponding to subspaces
W ⊂ H such that 1 ∈ W and W ·W ⊂ W , and let ASGa = ASG ∩ SGa. Note that this
subscheme is preserved by the G-action. Our next result is that this action is free and
the quotient is isomorphic to the moduli space of curves considered above.
Theorem B. Let us work over Q. For any a ∈ X(g, n) the natural action of the group
G of formal changes of variables on SGa admits a section Σa,i0 ⊂ SGa (depending on a
choice of i0 such that ai0 > 0, in the case when not all ai are positive), isomorphic to an
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infinite-dimensional affine space. We have a commutative diagram of affine schemes
U˜ns,(∞)g,n (a)
Kr
∼
✲ ASGa
U˜nsg,n(a)
❄
Kr
∼
✲ ASGa/G
❄
where the horizontal arrows are given by the Krichever map and the vertical arrows are
quotients by the free action of G.
Note that the conditions 1 ∈ W , W ·W ⊂W were known to characterize the image of
the Krichever map in related contexts (see [19, Sec. 6], [13]). However, as far as we know,
this map was usually considered at the set-theoretic level, not at the level of moduli
functors (an exception to this is the construction of [14, Prop. 6.3] for the moduli of
integral curves). In fact, it seems that even to define the Krichever map as a map from
some moduli stack of not necessarily irreducible curves C with fixed formal parameters
at the marked points p1, . . . , pn, one needs to impose some restrictions on (C, p1, . . . , pn).
For example, we define such a map for the moduli of (C, p1, . . . , pn) such that a sufficiently
high multiple of the divisor p1 + . . .+ pn has vanishing h
1 (see Proposition 1.1.5).
The proof of Theorems A and B starts with an explicit construction of the section
Σa,i0 ⊂ SGa of the G-action. Then, generalizing [17, Lem. 1.2.2], we introduce an affine
scheme SGB of finite type which parametrizes commutative algebras with Gro¨bner bases
of special type. The proof is achieved by studying natural morphisms
U˜nsg,n(a)
Kr
✲ Σa,i0 ∩ ASGa → SGB → U˜
ns
g,n(a)
(see Section 1.7).
We also study the GIT quotients of the schemes U˜nsg,n(a) by the natural G
n
m-action. In
our next result, generalizing [17, Prop. 2.4.2], we show that these quotients, which depend
on a character χ of Gnm, are projective, and identify an explicit region of χ for which the
generic curve (resp., every smooth curve) is stable.
Theorem C (see Theorem 2.4.1(i),(ii) and Corollary 2.4.2). Let us work over
an algebraically closed field k of characteristic zero. For any χ ∈ Zn the GIT quotient
U˜nsg,n(a)/ χG
n
m is a projective scheme over k. Let Ca ⊂ R
n denote the closed cone generated
by the vectors (ai + 1)ei − ajej, with i 6= j, and let C0 be the subcone generated by the
standard basis vectors ei.
(i) For χ 6∈ Ca one has U˜nsg,n(a) / χ G
n
m = ∅. For χ in the interior of Ca and for any
smooth curve C of genus g, a point (C, p1, . . . , pn, v1, . . . , vn) ∈ U˜nsg,n(a) corresponding to
generic points p1, . . . , pn, is χ-stable.
(ii) For χ in the interior of C0 every smooth curve is χ-stable. For such χ every semistable
point is stable and the notion of semistability does not depend on χ. The corresponding
quotient stack U˜nsg,n(a)
ss
χ /G
n
m is proper.
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Note that Theorem C(ii) implies that for χ in the interior of C0 the irreducible com-
ponent of the quotient stack U˜nsg,n(a)
ss
χ /G
n
m, containing smooth curves, is a modular com-
pactifications of Mg,n in the sense of [20]. The same is true for other generic characters
in Ca, i.e., for χ in the complement to a finite number of codimension 1 walls, however,
for arbitrary a we do not know explicitly the set of walls (cf. Remark 2.4.3.1).
From Theorem B we see that ASG∩Σa,i0 is a section for the free action of G on ASGa,
in particular,
ASGa/G ≃ ASG ∩ Σa,i0 .
Combining this isomorphism with Kr we get an explicit Gnm-equivariant embedding of
U˜nsg,n(a) into the infinite-dimensional affine space Σ
a,i0. The corresponding coordinates
αij [p, q] on U˜nsg,n(a) (see (1.3.3)) descend to sections αij[p, q] of certain line bundles on
Unsg,n(a) (linear combinations of ψ-classes). In particular, we can define similar sections
αij[p, q] of line bundles on the open substackMg,n(a) of stable curves (C, p1, . . . , pn) such
that H1(C,O(p1 + . . .+ pn)) = 0. Generalizing [7, Prop. 3.1.1], we estimate the poles of
these sections along the complement to Mg,n(a) in Mg,n (see Theorem 2.5.9). This can
be considered as the first step towards studying the birational maps from Mg,n to the
GIT quotients of U˜nsg,n(a) by G
n
m.
We apply similar ideas to analyze more general moduli spaces of curves. Namely, we
consider pointed curves (C, p1, . . . , pn), where p1, . . . , pn are smooth and distinct, with the
following additional structure: an effective divisor D, supported at {p1, . . . , pn}, such that
h1(D) = 0, and a chain of effective divisors between 0 and D, such that h0 is stipulated
along the whole chain. We leave the precise formulation for Section 4, and state here
our result in the case n = 1. In this case we study the moduli space U˜g,1[ℓ1, . . . , ℓg]
of irreducible pointed curves (C, p) of arithmetic genus g, with a choice of a nonzero
tangent vector at p, with a given Weierstrass gap sequence 1 = ℓ1 < ℓ2 < . . . < ℓg
at p. This means that the function n 7→ h1(np) jumps precisely at these values, and
is constant on the intervals [ℓi, ℓi+1 − 1], i = 0, . . . , g − 1 (where we set ℓ0 = 0). The
precise moduli problem can be formulated by considering families of irreducible pointed
curves (π : C → S, p : S → C) with the requirement that R1π∗(mp) are locally free of
given ranks (see Corollary 4.1.9). We also define similar loci ASG[ℓ1, . . . , ℓg] in the Sato
Grassmannian, corresponding to subalgebas W ⊂ H = k((t)) with given dimensions of
intersections with t≥−mk[[t]], determined by ℓ1, . . . , ℓg (see Section 4.1).
Theorem D. Let us work over Q. For each gap sequence 1 = ℓ1 < . . . < ℓg the mod-
uli stack U˜g,1[ℓ1, . . . , ℓg] is an affine scheme of finite type over Q. The action of G on
ASG[ℓ1, . . . , ℓg] is free and admits a section. The Krichever map induces an isomorphism
U˜g,1[ℓ1, . . . , ℓg] ≃ ASG[ℓ1, . . . , ℓg]/G.
Note that moduli spaces similar to Ug,1[ℓ1, . . . , ℓg] were constructed by Sto¨hr [23] in the
special case when ℓg = 2g − 1 (the maximal possible value for ℓg), ℓ2 = 2 and ℓg−1 ≥ g.
His approach was to work with Gorenstein curves and to use the canonical embedding,
whereas we consider not necessarily Gorenstein curves and use the Krichever map. As
a byproduct of our more general approach we are able to deduce that any projective
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irreducible and reduced curve of arithmetic genus g ≥ 1, that has a smooth point p such
that h1((2g − 2)p) = 1, is Gorenstein and has ωC ≃ O((2g − 2)p) (see Corollary 4.2.4).
Thus, it seems plausible that Sto¨hr’s moduli spaces are special cases of our moduli spaces
(see Remark 4.2.5.1 for more discussion).
In [17] we also proved that U˜nsg,g(1, . . . , 1) can be interpreted as the moduli space of
minimal A∞-structures on a certain finite-dimensional algebra. Elsewhere we will discuss
a similar interpretation of the moduli schemes U˜nsg,n(a).
The paper is organized as follows.
In Section 1, after introducing the basic framework for working with the Sato Grass-
mannian and the Krichever map, we study the moduli spaces U˜nsg,n(a). In addition to
proving Theorems A and B, we describe them as moduli spaces of marked algebras of type
a, which are commutative algebras equipped with some special filtrations—this notion
captures the properties of the filtration on H0(C \ {p1, . . . , pn},O) by order of poles at
the marked points (see Proposition 1.5.5). In comparison to the case g = n, a = (1, . . . , 1),
considered in [17], the use of Gro¨bner bases is slightly more technical for general a. In
Section 1.6 we identify a class of Gro¨bner bases for commutative algebras arising from
the Krichever map.
In Section 2 we further study the schemes U˜nsg,n(a) and the G
n
m-action on them. In 2.1
we construct some special curves corresponding to points in U˜nsg,n(a). Then in 2.2 we find
a subgroup Gm in G
n
m, with respect to which the coordinates on U˜
ns
g,n(a) have positive
weight. In particular, we get that the action of this subgroup degenerates any curve in
U˜nsg,n(a) to a certain cuspidal curve C
cusp(a). In 2.3 we find a convenient set of generators
in the algebra of functions on U˜nsg,n(a), which is helpful in the analysis of the GIT stability
conditions. In 2.4 we study the GIT quotients of U˜nsg,n(a) by the G
n
m-action, in particular,
proving Theorem C. In 2.5 we analyze the poles of the coordinates αij [p, q], viewed as
rational sections of line bundles on Mg,n.
In Section 3 we consider examples of the moduli schemes U˜nsg,n(a) with g = 1. In
particular, we explain the connection to the moduli spaces of genus 1 curves studied in
[11].
Finally, in Section 4 we study the moduli of curves with chains of divisors supported at
marked points and with prescribed h0, proving Theorem D and its generalization to the
case n > 1, Theorem 4.2.2.
Notation and conventions. All curves (over algebraically closed fields) are assumed to be
reduced and connected. We always assume that g ≥ 1. We denote by e1, . . . , en the
standard basis vectors in Zn. By the infinite-dimensional affine space over R we mean
Spec(R[x1, x2, . . . ]).
Acknowledgment. I am grateful to the Institut des Hautes E´tudes Scientifiques where
some of this work was done, for the hospitality and the excellent working conditions.
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1. Moduli spaces of curves via the Krichever map
1.1. The Sato Grassmannian and the Krichever map. Let k be a field. Set
H = Hk =
n⊕
i=1
k((ti)),
where t1, . . . , tn are variables, and for N ∈ Z,
H≥N =
n⊕
i=1
k[[ti]]t
N
i ⊂ H.
The Sato Grassmannian SG = SG(H) parametrizes subspaces W ⊂ H, such that the
operator
dW : W ⊕H≥0 → H (1.1.1)
has finite-dimensional kernel and cokernel. We denote these kernel and cokernel by
H0(W ) := W ∩H≥0 = 1, H
1(W ) := H/(W +H≥0).
For each v ∈ H we call the component of v in k((ti)) the expansion of v in ti.
The Sato Grassmannian can be defined as a scheme by gluing open cells that are
identified with infinite-dimensional affine spaces (see [3, Sec. 4.3], [19, Sec. 2]). Namely,
for every collection S of subsets Si ⊂ Z, i = 1, . . . , n, such that Si \N and N\Si are finite,
there is an open subset US ⊂ SG parametrizing subspaces W such that W ⊕ HS = H,
where
HS =
n⊕
i=1
∏
j∈Si
ktji .
All such W can be represented as graphs of linear maps φ : HSc → HS, where
HSc =
⊕
i,j 6∈Si
ktji .
The components of φ give coordinates on US identifying it with the infinite-dimensional
affine space. The transition maps are algebraic and defined over Z, so in fact, SG can
be defined as a scheme over Z. More generally, for every lattice L ⊂ H, i.e., a subspace
commensurable with
⊕n
i=1 k[[ti]], there is an open subset UL ⊂ SG (defined over k),
isomorphic to an infinite-dimensional affine space, consisting of W such that W ⊕L = H.
For simplicity of exposition we will discuss below various subschemes of SG in terms
of k-points, where k is a field. However, there are natural analogs of these subschemes
defined over Z using the above description of SG as a scheme glued from the open subsets
US. One can also explicitly work with R-points of SG, where R is a commutative ring
(see e.g. [14, Sec. 2.A]).
For an integer g we denote by SG(g) the connected component of SG consisting of W
such that dimH0(W )− dimH1(W ) = 1− g.
Let us denote by ei ∈ H, i = 1, . . . , g, the natural idempotents, and let
1 := e1 + . . .+ eg ∈ H.
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Let SG′(g) denote the closed subscheme of SG(g) consisting of W such that 1 ∈ W .
Note that SG′(g) can be naturally identified with a connected component of the Sato
Grassmannian SG(H/〈1〉), where 〈1〉 is the subspace generated by 1. We are interested
in the open subset SG1(g) ⊂ SG′(g) given by
SG1(g) := {W ∈ SG
′(g) | H0(W ) = 〈1〉}.
Equivalently, W ∈ SG1(g) if and only if H1(W ) has minimal possible (for W containing
1) rank g.
In fact, SG1(g) is the union of the open subsets, which we call open cells, defined by
SG1(g)L := SG
′(g) ∩ UL′ (1.1.2)
where L = 〈1〉 ⊕ L′ ⊂ H, is a subspace containing H≥0 and such that dimL/H≥0 = g.
The following lemma implies that this open subset does not depend on a choice of the
complement L′ ⊂ L to 〈1〉.
Lemma 1.1.1. One has
SG1(g)L = {W ∈ SG1(g) | W + L = H} = {W ∈ SG
′(g) | L/H≥0
∼
✲ H1(W )}.
(1.1.3)
Proof. By definition, W ∈ SG′(g) is in SG1(g)L iff the map L′ ≃ L/〈1〉 → H/W is an
isomorphism. This implies that the map
L/H≥0 →H/(H≥0 +W ) = H
1(W ) (1.1.4)
is an isomorphism, or equivalently, W ∈ SG1(g) and the map L/H≥0 → H1(W ) is
surjective. The latter surjectivity is equivalent to W + L = H. Conversely, if the map
(1.1.4) is an isomorphism then dimH1(W ) = g, so H≥0 ∩W = 〈1〉, hence H/W is an
extension of H1(W ) by H≥0/〈1〉, and so the map L/〈1〉 → H/W is an isomorphism. 
In particular, for S = ⊔ni=1Si, where the subsets Si ⊂ Z, i = 1, . . . , r, are such that
Z≥0 ⊂ Si and
∑
i |Si \ Z≥0| = g, we set
US,1 = US,1(g) := SG1(g)HS. (1.1.5)
These cells form an open covering of SG1(g) defined over Z. Note that for any subspace
W ⊂ HR corresponding to a point in US,1(R) (where R is a commutative ring), the
quotient W/R · 1 has a canonical basis of the form
(tji + vi,j)i=1,... ,n,j 6∈Si with vi,j ∈ HS. (1.1.6)
Definition 1.1.2. We denote by V the vector bundle of rank g over SG1(g), whose fiber
over W is H1(W ) (below we will show that V is related to the similarly defined bundle
on a certain moduli space of curves). By definition, this bundle is trivialized over each
open subset SG1(g)L with L as above via the natural morphism
(L/H≥0)⊗O → V
which is an isomorphism over SG1(g)L. Similarly, for every N ≥ 0 we denote by VN
the vector bundle over SG1(g) whose fiber over W is H/(W +H≥N). More precisely, for
N ≥ 1 it has rank g +Nn− 1 and is defined using the natural trivializations
(L/(H≥N + 〈1〉))⊗O → VN
7
over SG1(g)L.
Remark 1.1.3. Note that the line bundle det(V) is isomorphic to the inverse of the
determinant bundle Det on SG, restricted to SG1(g). Indeed, by definition, on the
open subset of W such that W ∩ H≥1 = 0 (which contains SG1(g)), we have Det
−1
W ≃
det(H/(W + H≥1)). Since on SG1(g) we have W ∩ H≥0 = 〈1〉, there is a canonical
isomorphism
det(H/(W +H≥1)) ≃ det(H/W +H≥0) = det(V).
Now we are we are going to define a version of the Krichever map for the moduli spaces
of curves we are interested in.
Let U (∞)g,n denote the moduli stack of projective curves C with h0(C,O) = 1, of arith-
metic genus g, equipped with distinct smooth marked points p1, . . . , pn and formal pa-
rameters (t1, . . . , tn) at these points. Let us consider the open substack in the stack of all
curves
U rg,n ⊂ Ug,n
consisting of (C, p1, . . . , pn) such that h
1(C,O(N(p1 + . . .+ pn))) = 0 for N ≫ 0, and let
U r,(∞)g,n ⊂ U
(∞)
g,n denote the preimage of U rg,n under the projection U
(∞)
g,n → Ug,n.
Below we use the extension of the standard “cohomology and base change” results to
algebraic stacks proved in [8].
Lemma 1.1.4. Let π : C → U rg,n be the universal curve. Then V := R
1π∗O is a vector
bundle on U rg,n.
Proof. Let Ug,n(N) ⊂ Ug,n be the open substack defined by the condition H1(C,O(N(p1+
. . . + pn))) = 0. By definition, U rg,n = ∪NUg,n(N), so it is enough to prove the assertion
over Ug,n(N). By the base change we know that R1π∗(O(N(p1 + . . . + pn))) = 0, so we
have an exact sequence
0→ π∗O(N(p1 + . . .+ pn))/π∗O → π∗(O(N(p1 + . . .+ pn))/O)
δ
✲ R1π∗O → 0.
(1.1.7)
Furthermore, for any x ∈ Ug,n(N) we have a commutative square
π∗(O(N(p1 + . . .+ pn))/O)⊗ k(x) ✲ R
1π∗O ⊗ k(x)
H0(Cx,O(N(p1 + . . .+ pn))/O)
ϕ0(x)
❄
✲ H1(Cx,O)
ϕ1(x)
❄
where the vertical arrows are the base change maps and the horizontal arrows are surjec-
tive. Since the left vertical arrow is an isomorphism, this implies that
ϕ1(x) : R1π∗O ⊗ k(x)→ H
1(Cx,O)
is surjective. On the other hand, since H0(Cx,O) is spanned by 1, the base change map
ϕ0(x) : π∗O ⊗ k(x)→ H
0(Cx,O)
is surjective for any x. By [8, Thm. A], this implies that R1π∗O is a vector bundle. 
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We have a natural action of the group G =
∏n
i=1Gi on H, where Gi acts by changes of
the parameter ti of the form
ti 7→ ti + c1t
2
i + c2t
3
i + . . . .
Note that the group Gi is the projective limit of the groups Gi(p), which only track the
changes of timod(t
p+1
i ). We have Gi(1) = 1 and each Gi(p) is a unipotent algebraic group
(obtained by successive extensions of Ga). In this way we can view Gi as a pro-unipotent
group scheme defined over Z.
We consider the induced action of G on SG1(g) ⊂ SG, which is an algebraic action of
a group scheme on a scheme. The group G also acts naturally on U (∞)g,n by changing the
formal parameters at the marked points.
Proposition 1.1.5. There is a G-equivariant morphism (the Krichever map)
Kr : U r,(∞)g,n → SG1(g) : (C, p1, . . . , pn, t1, . . . , tn) 7→ H
0(C \ {p1 . . . , pn}) ⊂ H.
(1.1.8)
Here the embedding H0(C \ {p1 . . . , pn}) ⊂ H is given by the expansions of functions in
Laurent series with respect to the parameters ti.
Proof. For N ≥ 1 let U (∞)g,n (N) ⊂ U
(∞)
g,n be the preimage of Ug,n(N) ⊂ Ug,n. It is enough
to define compatible morphisms on each U (∞)g,n (N). The main point is that we can define
open subsets in U (∞)g,n (N) which will become the preimages of the open cells US,1 ⊂ SG1(g)
under the map Kr. Namely, taking S to be the collection of subsets Si ⊂ Z, i = 1, . . . , n,
such that N ⊂ Si ⊂ −N + N (our convention is that 0 ∈ N), we define the open subset
U (∞)g,n (N,S) ⊂ U
(∞)
g,n (N)
by the condition that the composition
n⊕
i=1
⊕
j∈[−N,−1]∩Si
O · tji →
n⊕
i=1
⊕
j∈[−N,−1]
O · tji ≃ π∗(O(N(p1 + . . .+ pn))/O)
δ
✲ R1π∗O
is an isomorphism, where the isomorphism in the middle uses the formal parameters at
the marked points. Note that since δ is surjective and since R1π∗O is a vector bundle
by Lemma 1.1.4, these open subsets cover U (∞)g,n (N). Now we claim that over U
(∞)
g,n (N,S)
the subspaces H0(C \ {p1, . . . , pn}) ⊂ H give rise to points of US,1, and this defines a
G-equivariant morphism
U (∞)g,n (N,S)→ US,1.
Indeed, this follows from the fact that for each (C, p1, . . . , pn) underlying a point in
U (∞)g,n (N,S), the image of the map
H0(C,O(N ′(p1 + . . .+ pn)))→ H
0(C,O(N ′(p1 + . . .+ pn))/O) ≃
n⊕
i=1
⊕
j∈[−N ′,−1]
k · tji
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for N ′ ≥ N , is complementary to the subspace
⊕n
i=1
⊕
j∈[−N ′,−1]∩Si
k · tji . Furthermore,
the exact sequence (1.1.7) shows that over U (∞)g,n (N,S) the composed map
π∗O(N
′(p1 + . . .+ pn))/π∗O → π∗(O(N
′(p1 + . . .+ pn))/O)→
n⊕
i=1
⊕
j∈[−N ′,−1]\Si
O · tji
is an isomorphism for N ′ ≥ N , so using the inverse map we get a map
n⊕
i=1
⊕
j∈[−N ′,−1]\Si
O · tji → π∗O(N
′(p1 + . . .+ pn))/π∗O →
n⊕
i=1
∏
j∈Si\{0}
O · tji ,
defined over U (∞)g,n (N,S). The collection of the resulting functions on U
(∞)
g,n (N,S) gives the
required morphism to US,1. 
Remarks 1.1.6. 1. The pull-back of the vector bundle V (see Definition 1.1.2) under
Kr, is isomorphic to the pull-back of the similarly denoted bundle V on U rg,n (see Lemma
1.1.4). Over the locus of stable curves the latter bundle is isomorphic to the dual of the
Hodge bundle.
2. In the case of moduli of integral curves the morphism Kr was defined in [14, Prop. 6.3].
An example of (C, p1, . . . , pn), which does not belong to the substack U
r,(∞)
g,n , is a curve
that has a nonrational smooth component Z, joined with the union of other components
in a single node, such that there are no marked points on Z. In fact, for such a curve the
subspace H0(C \ {p1, . . . , pn}) ⊂ H does not belong to SG(g).
1.2. Formal divisors and cohomology. Let us denote for any integer vector b =
(b1, . . . , bn) ∈ Zn,
H≥b :=
n⊕
i=1
tbii k[[ti]] ⊂ H, H≤b :=
n⊕
i=1
tbii k[t
−1
i ] ⊂ H.
We define H>b and H<b in a similar fashion.
We will also use formal divisors, which are elements of the free abelian group with the
basis p1, . . . ,pn (formal points). For such divisors we write
∑
aipi ≤
∑
bipi if ai ≤ bi
for every i. The support supp(D) of D =
∑
aipi is the set of i such that ai 6= 0. We set
deg(D) =
∑
ai. For D =
∑
aipi we set
H(D) := H≥(−a1,... ,−an).
For a point W of the Sato Grassmannian we set
H0(W (D)) :=W ∩ H(D), H1(W (D)) := H/(W +H(D)). (1.2.1)
For example, the fiber of the bundle VN at W is H
1(W (−N(p1 + . . . + pn))). For
W = H0(C \ {p1, . . . , pn}), where (C, p1, . . . , pn, t1, . . . , tn) ∈ U
r,(∞)
g,n one has
H i(W (a1p1 + . . .+ anpn)) = H
i(C,OC(a1p1 + . . .+ anpn)).
Note that for every D ≥ 0 the subset SG(D) ⊂ SG1(g) consisting of W such that
H1(W (D)) = 0 is open. In the case when deg(D) = g we get one of the open cells (1.1.2):
SG(D) = SG1(g)H(D).
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For every D =
∑
aipi ≥ 0 we have a natural morphism of vector bundles over SG1(g),
πD = πa : (H≥−a/H≥0)⊗O → V, (1.2.2)
induced by the embedding H≥−a/H≥0 →H/H≥0 and by the natural projection.
Definition 1.2.1. For a scheme X with a morphism f : X → SG1(g) and a formal
divisor D =
∑
aipi ≥ 0 we define the coherent sheaves on X ,
K(f, a) = K(f,D) := ker(f ∗πD), C(f, a) = C(f,D) := coker(f
∗πD).
(1.2.3)
In the case when f = id we set K(D) = K(id,D), C(D) = C(id,D).
For example, C(0) = V.
It is easy to see that for the embedding i : {W} → SG1(g) of a k-point in SG1(g) we
have
K(i,D) = H0(W (D))/k · 1, C(i,D) = H1(W (D)).
Lemma 1.2.2. For every pair of formal divisors 0 ≤ D′ ≤ D, and a morphism f : X →
SG1(g) one has an exact sequence
0→ K(f,D′)→ K(f,D)→ (H(D)/H(D′))⊗OX → C(f,D
′)→ C(f,D)→ 0.
Proof. This is the long exact sequence of cohomology associated with the exact sequence
of two-term complexes
0 ✲ (H(D′)/H≥0)⊗OX ✲ (H(D)/H≥0)⊗OX ✲ (H(D)/H(D
′))⊗OX ✲ 0
0 ✲ f ∗V
f ∗πD′
❄ id
✲ f ∗V
f ∗πD
❄
✲ 0
❄
✲ 0

Remark 1.2.3. It is well known that the ring of polynomials in infinitely many variables
(with coefficients in Z) is coherent. It follows that the structure sheaf O is coherent on
SG1(g). Hence, for anyD ≥ 0 the O-modules K(D) and C(D) are in fact coherent sheaves
on SG1(g).
Corollary 1.2.4. For any 0 ≤ D′ ≤ D, over the open subset SG(D) ⊂ SG1(g) one has
a natural isomorphism of C(D′) with the cokernel of the morphism of vector bundles
K(D)→ (H(D)/H(D′))⊗O.
Proof. Over SG(D) the map πD is surjective, hence K(D) is a vector bundle. Now the
assertion follows from the exact sequence of Lemma (1.2.2). 
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1.3. The open cell associated with a = (a1, . . . , an). For a = (a1, . . . , an) ∈ X(g, n)
we consider the open subset SGa ⊂ SG1(g) defined by
SGa := SG(a1p1 + . . .+ anpn) = {W ∈ SG1(g) | W +H≥−a = H},
where −a = (−a1, . . . ,−an) (see (1.1.3)). In other words, SGa is the locus in SG1(g),
where H1(W (a1p1 + . . .+ anpn)) = 0, or where πa is an isomorphism.
Note that the preimage of SGa under the Krichever map (1.1.8) is the open substack
U (∞)g,n (a) ⊂ U
(∞)
g,n given by the condition H1(C,O(a1p1 + . . .+ agpg)) = 0.
We identify SGa with the infinite-dimensional affine space Homk(H<−a,H≥−a/〈1〉), by
associating with W ∈ SGa the unique linear map
φ′ : H<−a →H≥−a/〈1〉
such that W/〈1〉 is the graph of φ′. We can lift φ′ to a linear map
φ : H<−a → H≥−a, (1.3.1)
defined up to adding a linear map with values in 〈1〉 ⊂ H≥−a. Then the subspace W
corresponding to φ′ is spanned by elements 1, (fi[p])i=1,... ,n;p<−ai, where
fi[p] = t
p
i + φ(t
p
i ), (1.3.2)
with
φ(tpi ) =
n∑
j=1
∑
q≥−aj
αij[p, q]t
q
j , (1.3.3)
Note that the elements fi[p] are defined uniquely up to adding a constant. Thus, the
coefficients (αij [p, q]), where p < −ai, q ≥ −aj , are well defined for q 6= 0 (i.e., do not
depend on a choice of lifting φ of φ′), whereas for q = 0 only the differences of the form
αij [p, 0]− αij′[p, 0] are well defined. We can normalize the coefficients αij [p, 0] (and fi[p])
by requiring that αii[p, 0] = 0. This is the normalization used in this Section, as well as in
Section 2.3. Another normalization, which is used in Section 2.5, is obtained by choosing
j0 ∈ [1, n] and requring that αi,j0[p, 0] = 0. With either choice the remaining nonzero
functions (αij[p, q]) form coordinates on the affine space SG
a.
Using the above coordinates we identify SGa with the infinite-dimensional affine space
over Z. For a commutative ring R, the R-points of SGa can be identified with R-
submodules of
HR :=
n⊕
i=1
R((ti))
for which there exists a basis 1, (fi[p]) of the form specified above.
Recall that for every N ≥ 0 we introduced a vector bundle VN over SG1(g) with the
fiber H1(W (−Np1− . . .−Npn)) over W . Furthermore, over SGa we have a trivialization
H≥−a/(H≥N + 〈1〉)⊗O
∼
✲ VN
(see Definition 1.1.2).
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With every set S = ⊔ni=1Si, such that Z≥0 ⊂ Si ⊂ Z for i = 1, . . . , n and
∑n
i=1 |Si \
Z≥0| = g, we associate a morphism of vector bundles of rank g on SG1(g),
πS : HS/H≥0 ⊗O → V, (1.3.4)
and hence a global section
sS := det(πS) (1.3.5)
of the line bundle det(V), where we use the trivialization of det(HS/H≥0) associated with
a fixed basis of H, given by (tmi ) in some order.
Similarly, for N ≥ 1, we consider sets S = ⊔ni=1Si, where Z≥N ⊂ Si ⊂ Z, such that∑
i=1 |Si \Z≥N | = g+Nn−1, and the corresponding morphism of vector bundles of rank
g +Nn− 1 on SG1(g),
πS,N : HS/H≥N ⊗O → VN . (1.3.6)
We set
sS,N := det(πS,N) ∈ H
0(SG1(g), det(VN)).
Lemma 1.3.1. (i) There is a natural isomorphism κN : det(VN)→ det(V), such that
sS,1 := κN(sS,N)
does not depend on N ≥ 1, for appropriate ordering of the standard bases of HS/H≥N .
(ii) Let S = ⊔ni=1Si be such that Z≥0 ⊂ Si and
∑n
i=1 |Si \ Z≥0| = g. For fixed i consider
S′ = ⊔nj=1S
′
j, where S
′
i = Si \ {0} and S
′
j = Sj for j 6= i. Then
sS = sS′,1,
for appropriate ordering of the standard basis of HS/H≥0.
Proof. (i) For N ≥ 1 we have an exact sequence of vector bundles on SG1(g)
0→H≥0/(H≥N + 〈1〉)⊗O → VN → V→ 0, (1.3.7)
Passing to determinants we get the isomorphism κN . If Z≥N ⊂ Si for all i then we have
a morphism of exact sequences
0→H≥N/H≥N+1 ⊗O ✲ HS/H≥N+1 ⊗O ✲ HS/H≥N ⊗O→ 0
0→H≥N/H≥N+1 ⊗O
❄
✲ VN+1
πS,N+1
❄
✲ VN
πS,N
❄
→ 0
The lower exact sequence gives an isomorphism κN,N+1 : det(VN)→ det(VN+1), so that
κN,N+1(det(πS,N)) = det(πS,N+1).
It is easy to see that κN+1 ◦ κN,N+1 = κN , so we deduce that
κN(det(πS,N)) = κN+1(det(πS,N+1)).
(ii) This is proved similarly to (i), using the exact sequence
0→H≥0/(H≥1 + 〈1〉)→ V1 → V0 → 0.
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We refer to (sS) and (sS,1) as Plu¨cker coordinates on SG1(g). Since we do not fix an
ordering of the standard bases of HS/H≥N , there is a sign ambiguity in the definition of
these sections, hence the appearance of ± in the formulas below.
Remark 1.3.2. Under the identification of det(V) with Det−1 (see Remark 1.1.3) our
sections (sS) correspond to the restrictions of the Plu¨cker coordinates on SG (see [14, Sec.
2.D]).
Note that for a = (a1, . . . , an) ∈ X(g, n), if we set Si = [−ai,+∞), i = 1, . . . , n, then
the morphism πS is exactly the morphism πa (see (1.2.2)), such that SG
a is the locus
where πa is an isomorphism. In other words, SG
a is the complement in SG1(g) to the
closed subscheme Za ⊂ SG1(g) given as the zero locus of
sa := det(πa)
which is a section of the line bundle det(V).
Proposition 1.3.3. Let us normalize (αij[p, 0]) by setting αii[p, 0] = 0.
(i) The coordinate αij [p, q], where p ≤ −ai − 1, q ≥ −aj (see (1.3.3)) on SGa has the
following expression in terms of the Plu¨cker coordinates:
αij [p, q] = ±
sS,1
sa
,
where S = ⊔Sk is defined by
Si = [−ai,+∞) \ {0} ∪ {p}, Sj = [−aj ,+∞) \ {q}, Sk = [−ak,+∞) for k 6= i, j.
If in addition q < 0, then we have
αij [p, q] = ±
sS′
sa
,
where S′ = ⊔S ′k with S
′
i = [−ai,+∞) ∪ {p} and S
′
k = Sk for k 6= i.
(ii) For another element a′ ∈ X(g, n), the intersection SGa ∩ SGa
′
is the principal affine
open in SGa given by the nonvanishing of the function
sa′
sa
= det(Aa,a′)
on SGa, where Aa,a′ = π
−1
a
◦πa′ can be viewed as the Hom(H≥−a′/H≥0,H≥−a/H≥0)-valued
function on SGa given by
Aa,a′(φ)(t
j
i ) =
{
tji modH≥0, j ≥ −ai,
−φ(tji )modH≥0 j < −ai,
(1.3.8)
where we take (tji )i=1,... ,g;−a′i≤j<0 as a basis of H≥−a′/H≥0 and identify SG
a with the affine
space of maps φ as in (1.3.1).
Proof. (i) Set N = max(1, q + 1), and let H′≥−a ⊂ H≥−a (resp., H
′
≥0 ⊂ H≥0) be the
subspace obtained by omitting the element t0i in the standard basis of H≥−a (resp., H≥0).
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As in Lemma 1.3.1, using the exact sequence (1.3.7), and the morphism of exact sequences
0 ✲ H′≥0/H≥N ⊗O ✲ H
′
≥−a/H≥N ⊗O ✲ H≥−a/H≥0 ⊗O ✲ 0
0✲ H≥0/(H≥N + 〈1〉)⊗O
≃
❄
✲ VN
π′
a,N
❄
✲ V
πa
❄
✲ 0
we see that the natural map
π′
a,N : H
′
≥−a/H≥N → VN
is an isomorphism on SGa, and its determinant is equal to sa. Thus, sS,1/sa is equal to
the determinant of the map
A = (π′
a,N)
−1 ◦ πS,N : HS/H≥N ⊗O → H
′
≥−a/H≥N ⊗O.
For any element b of the standard basis of HS/H≥N , except for t
p
i , we have A(b) = b,
viewed as an element of H′≥−a/H≥N . As for A(t
p
i ), we have to find an element v(W ) ∈
H′≥−a/H≥N such that
tpi ≡ v(W )modW +H≥N .
The element fi[p] ∈ W (see (1.3.2), (1.3.3)), normalized by αii[p, 0] = 0, satisfies
fi[p] ≡ t
p
i modH
′
≥−a.
Thus, we have
A(tpi ) = v(W ) = t
p
i − fi[p] modH≥N .
Now computing the determinant reduces to taking the coefficient of tqj in A(t
p
i ).
The second formula in the case q < 0 follows from Lemma 1.3.1(ii).
(ii) The first assertion is an immediate consequence of the fact that SGa
′
is the nonvan-
ishing locus of sa′. To calculate
Aa,a′ : (H≥−a′/H≥0)⊗O
pi
a′✲ V
pi−1a
✲ (H≥−a/H≥0)⊗O
we note that A(tji ) at W ∈ SG
a is the projection of tji modH≥0 to H≥−a/H≥0 along
W/〈1〉. Taking W to be the graph of φ we get the formula (1.3.8). 
Corollary 1.3.4. If aj > 0 then one has
αij [−ai − 1,−aj] = ±
sa+ei−ej
sa
.
1.4. Action by changes of parameters. Recall that we denote by G the product
over i = 1, . . . , n of the groups Gi of formal changes of parameters of the form ti 7→
ti + c1t
2
i + c2t
3
i + . . . . Note that the action of G on H preserves all the subspaces H≥−b
(where b ∈ Zn). Hence, the induced action on SG1(g) preserves each open cell SGa.
Definition 1.4.1. Let G be a group scheme acting on a scheme X . We say that a closed
subscheme S ⊂ X is a section for the action of G if the map G × S → X , given by the
action, is an isomorphism. In this case the action of G on X is free.
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The following simple observation will be useful for us.
Lemma 1.4.2. Let S ⊂ X be a section for an action of G on X and let f : Y → X be a
G-equivariant morphism. Then the schematic preimage f−1(S) is a section for the action
of G on Y .
Proof. Set T = f−1(S). Consider the commutative diagram
G× T ✲ G× Y
aY
✲ Y
G× S
❄
✲ G×X
❄ aX
✲ X
❄
with the vertical arrows induced by f and aX , aY the action morphisms. The left square
is cartesian by the construction of T . We claim that the right square is also cartesian.
Indeed, this immediately follows from the fact that the composition of aX with the au-
tomorphism (g, x) 7→ (g, g−1x) of G × X is simply the projection G × X → X (and
similarly for Y ). Hence, the big rectangle in the above diagram is cartesian. Since the
map G × S → X is an isomorphism, we deduce that the map G × T → Y is also an
isomorphism. 
The following result is a generalization of [7, Lem. 4.1.3]. We use the notation from
Section 1.2.
Proposition 1.4.3. Fix i, 1 ≤ i ≤ n, and b = (b1, . . . , bn) ∈ Zn≥0, such that bi > 0. Let
X be a scheme over Q equipped with an action of Gi, f : X → SG1(g) a Gi-equivariant
morphism, such that f ∗πb is surjective. Assume also that the L = C(f,b − ei) is locally
free of rank 1. Then there is a closed subscheme ΣXi ⊂ X parametrizing x ∈ X such that
for each p ≥ 1, there exists an element vp ∈ Wx := f(x) with
vp ≡ t
−bi−p
i modH≥−b+ei ,
such that ΣXi is a section for the Gi-action on X.
Proof. Let us set for each p ≥ −1,
Kp := K(f,b+ pei) = ker(f
∗πb+pei).
By assumption, the morphism f ∗πb is surjective, so from Lemma 1.2.2 we get an isomor-
phism
Kp/K0 ≃ (H≥−b−pei/H≥−b)⊗OX . (1.4.1)
On the other hand, from the same Lemma we get an exact sequence
0→ K−1 → K0 → (H≥−b/H≥−b+ei)⊗OX → L → 0. (1.4.2)
Since L is locally free of rank 1, this implies that the arrow K−1 → K0 is an isomorphism.
Thus, using (1.4.1) we obtain a morphism
σp : (H≥−b−pei/H≥−b)⊗OX ≃ Kp/K0 ≃ Kp/K−1 → (H≥−b−pei/H≥−b+ei)⊗OX ,
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where the last arrow is induced by the embedding Kp → (H≥−b−pei/H≥0) ⊗ OX . Using
the natural basis of H we define the composed map
t−bi−pi ⊗OX → (H≥−b−pei/H≥−b)⊗OX
σp
✲ (H≥−b−pei/H≥−b+ei)⊗OX → t
−bi
i ⊗OX ,
and we denote by ai(p) the corresponding function on X .
The meaning of this function is the following: ai(p)(x) is the coefficient of t
−bi
i in the
expansion of an element vp ∈ Wx such that vp ≡ t
−bi−p
i modH≥−b. The point is that such
an element vp is defined up to adding an element in Wx ∩H≥−b = Wx ∩H≥−b+ei , so this
coefficient is well defined.
We define the subscheme Σ = ΣXi ⊂ X as the common zero locus of the functions ai(p)
for p ≥ 1. We are going to check that it is a section for the action of Gi.
Let Gi(> p) := ker(Gi → Gi(p)). Also, for p ≥ 1 let Σp ⊂ X denote the common zero
locus of the functions ai(p
′) for 1 ≤ p′ ≤ p− 1, so that Σ1 = X and Σ = ∩pΣp.
We have a decomposition into a semi-direct product
Gi(> p) = Gi(> p+ 1)⋊ Fp+1,
where Fp+1 = Ga acts by ti 7→ ti + ct
p+1
i .
We claim that Gi(> p)(Σp) ⊂ Σp, the action of Fp+1 on Σp is free and Σp+1 is a section
for this Fp+1-action. Indeed, note that under the change of variable
g : ti 7→ ti + ct
p+1
i + . . .
we have
t−bi−p
′
i 7→ t
−bi−p′
i − (bi + p
′)ct−bi+p−p
′
i + . . . .
Thus, under the action of the above element of Gi(> p) the functions ai(p
′) with p′ < p
do not change, while the function ai(p) transforms by
ai(p)(gx) = ai(p)(x)− (bi + p)c. (1.4.3)
This immediately implies our claim.
Let us define for p ≥ 1 the morphisms gp : X → Fp (where F1 = 0) and ρp : X → Σp
inductively as follows. We set g1 = 1 and ρ1 = idX . Assuming that gp−1 and ρp−1 are
already defined, we define gp(x) and ρp by
gp(x) : ti 7→ ti +
ai(p− 1)(ρp−1(x))
bi + p− 1
tpi ,
ρp : X → X : x 7→ gp(x) · ρp−1(x).
Let us check that ρp factors through the subscheme Σp ⊂ X . By induction we can assume
that ρp−1 factors through Σp−1. Since Fp preserves Σp−1, this implies that ρp factors
through Σp−1. Now using (1.4.3) we see that
ai(p− 1)(ρp(x)) = ai(p− 1)(gp(x) · ρp−1(x)) = 0,
hence, ρp factors through Σp.
We claim that any g ∈ G, such that g · x ∈ Σp, satisfies
g ≡ gp(x) . . . g2(x)modGi(> p).
To see this we use the induction on p. Suppose this is true for p, and assume g is such
that g · x ∈ Σp+1. Replacing x by ρp(x) = gp(x) . . . g2(x) · x and g by gg2(x)
−1 . . . gp(x)
−1
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we can assume that x ∈ Σp. By the induction assumption, this implies that g ∈ Gi(> p),
and the assertion follows from the fact that Σp+1 is a section for the free action of Fp+1
on Σp.
Now we observe that the infinite product g(x) = . . . g4(x)g3(x)g2(x) inGi is well defined.
Furthermore, for each p ≥ 1 we have
g(x) · x = . . . gp+2(x)gp+1(x) · ρp(x) ∈ Σp,
hence, g(x) ·x ∈ Σ. Together with the above claim this implies that Σ is a section for the
Gi-action on X . 
We can apply the above construction with X being the open cell SGa (and f the natural
inclusion).
Corollary 1.4.4. Let us work over Q. For a = (a1, . . . , an) ∈ X(g, n) let Ia ⊂ {1, . . . , n}
be the set of i such that ai > 0. Define
Σa ⊂ SGa
as the closed subscheme cut out by the equations
αii[−ai − p,−ai] = 0 (1.4.4)
for all p ≥ 1, i ∈ Ia. Then Σa, which is isomorphic to an infinite-dimensional affine space,
is a section for the action of the group
∏
i∈Ia
Gi on SG
a.
Proof. We take b = a in Proposition 1.4.3. Note that πa is an isomorphism over SG
a by
definition. Now the exact sequence (1.4.2) for i ∈ Ia gives an isomorphism
H≥−a/H≥−a+ei ⊗OX ≃ coker(πa−ei)
over SGa. Thus, we see that Proposition 1.4.3 is applicable to the action of Gi on SG
a,
and we get that the subscheme Σai ⊂ SG
a cut out by the equations (1.4.4) for all p ≥ 1
and given i ∈ Ia is a section for the action of Gi on SGa. Since each Σai is invariant with
respect to the action of Gj , for j 6= i, using Lemma 1.4.2 we derive that
Σa = ∩i∈IaΣ
a
i
is a section for the action of
∏
i∈Ia
Gi on SG
a. 
In the case when some of coordinates of a are zero (but not all, since we assume that
g ≥ 1), we still get a section for the action of the full group G on SGa as follows.
Proposition 1.4.5. Keep the assumptions and the notations of Corollary 1.4.4, and let
us fix some i0 ∈ Ia. Then the closed subscheme Σa,i0 ⊂ Σa, cut out by the equations
αi,i0[−1, 0]− αii[−1, 0] = αii[−1, p] = 0 for all i 6∈ Ia, p ≥ 1,
is a section for the G-action on SGa.
Proof. Note that for each i 6∈ Ia the change of the parameter ti of the form
ti 7→ ti + ct
p+1
i + . . .
leads to the transformation
t−1i 7→ t
−1
i − ct
−1+p
i + . . . .
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Hence, for p > 1 it does not change the coordinates αij[−1, 0], αii[−1,−1+ p′], 1 < p′ < p
and shifts αii[−1,−1+p] by c. Also, for p = 1 this transformation shifts αij[−1, 0] by −c.
Now we can use the same argument as in the proof of Proposition 1.4.3. 
Let ASG = ASG(H, g) be the closed subscheme of SG1(g) consisting of W such that
W ·W ⊂ W (so that W is a subalgebra of H). Note that the Krichever map lands in
ASG. For a = (a1, . . . , an) ∈ X(g, n) let us set
ASGa := SGa ∩ASG.
Note that the subschemes ASG and ASGa are preserved by the action of the group G.
Hence, we derive the following Corollary from Proposition 1.4.5
Corollary 1.4.6. The closed subscheme Σa,i0∩ASG ⊂ ASGa is a section for the G-action
on ASGa (over Q).
The Krichever map (1.1.8) induces a morphism
U˜ns,(∞)g,n (a)
Kr
✲ ASGa,
compatible with the action of the group G. Hence, using Lemma 1.4.2 we derive the
following result, generalizing [17, Lem. 2.1.1].
Corollary 1.4.7. Let us work over Q. The closed subscheme Kr−1(ASG ∩ Σa,i0) is
a section for the G-action on U˜ns,(∞)g,n , i.e., it is a section for the natural projection
U˜ns,(∞)g,n (a) → U˜nsg,n(a). Hence, we have canonical formal parameters at the marked points
on the universal curve C over U˜nsg,n(a).
1.5. Marked and weakly marked algebras. In [17] we have shown that U˜nsg,g(1, . . . , 1)
is isomorphic to the moduli space of marked algebras, which are algebras equipped with a
filtration with some special properties. Here we generalize the concept of marked algebras
to the case of any weight a ∈ X(g, n) and show that their moduli space has a natural
interpretation in terms of the Sato Grassmannian.
Let Ma ⊂ (Z≥0)n be the submonoid consisting of m ∈ (Z≥0)n such that either m ≥ a
or m = (0, . . . , 0).
For a commutative ring R we define an R-subalgebra
CN ⊂ R[u1]⊕ . . .⊕R[un]
as follows. Let e1, . . . , en be the natural idempotents in R[u1] ⊕ . . . ⊕ R[un]. Then CN
is spanned as an R-module by 1 = e1 + . . . + en and by the elements u
m
i ∈ R[ui] for
i = 1, . . . , n, m > N . We view CN as a graded R-algebra, where deg(ui) = 1 for each i.
Definition 1.5.1. (i) A marked algebra of type a over R is a commutative R-algebra A
equipped with an exhaustive Ma-valued algebra filtration (FmA), such that Fa = F0 = R
and the map m 7→ FmA is a morphism of lattices, i.e.,
Fmin(m,m′)A = FmA ∩ Fm′A, Fmax(m,m′)A = FmA+ Fm′A. (1.5.1)
In addition, for each n ≥ a and each i = 1, . . . , n, there should be a fixed isomorphism
ϕn,i : Fn+eiA/FnA
∼
✲ R,
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such that the maps
Fn+eiA/FnA⊗ Fn′+eiA/Fn′A→ Fn+n′+2eiA/Fn+n′+eiA,
induced by the multiplication on A, get identified with the multiplication on R.
(ii) Let us set D1 := e1 + . . .+ en ∈ Zn, and for N ≥ 0 let us consider the subsemigroup
MN ⊂ (Z≥0)
n given by
MN := {kD1 +
n∑
i=1
miei | k ≥ N, 0 ≤ mi ≤
k
N
for i = 1, . . . , n}.
A weakly N-marked algebra over R is a commutative R-algebra A equipped with R-
submodules FmA ⊂ A, for m ∈ MN , such that FmA · Fm′A ⊂ Fm+m′A and the lattice
condition (1.5.1) is satisfied. We denote by (FmA)m≥N the induced filtration FmA :=
FmD1A. In addition, there should be fixed an isomorphism of graded non-unitalR-algebras
grF>N A =
⊕
m>N
FmA/Fm−1A ≃ CN . (1.5.2)
We impose the following two conditions on these data. First, we require that for each m ≥
N the image of FmD1+eiA/FmA in Fm+1A/FmA gets identified with Ru
m+1
i ⊂ (CN)m+1.
Secondly, for each m > N let us denote by Sm the set of elements s ∈ FmA, such that
s = smodFm−1A ∈ gr
F
mA ⊂ R
n
has components that are invertible in R. Then we require that if for some m0 > N and
some x ∈ A, for each m > m0 there exists s ∈ Sm such that xs ∈ Fm0A, then x = 0. Using
the fact that Sm · Sm′ ⊂ Sm+m′ , one can easily deduce from this that each Sm consists of
non-zero-divisors in A.
A weakly marked algebra is a weakly N -marked algebra for some N .
An isomorphism of weakly marked algebras is an isomorphism A ≃ A′ compatible with
structures of weakly N -marked algebras for sufficiently large N .
Lemma 1.5.2. A marked algebra A of type a over R, is naturally a weakly N-marked
algebra, where N = max(a1, . . . , an).
Proof. First, using the lattice condition in the definition of a marked algebra, we get that
for m > N one has
FmA/Fm−1A ≃
n⊕
i=1
F(m−1)D1+eiA/Fm−1A ≃ R
n.
This gives an identification of grF>N A with CN as R-modules. The compatibility of the
isomorphisms (ϕn,i) with the product implies that this is an isomorphism of R-algebras.
Next, suppose x ∈ FnA is such that for each m > m0 there exists s ∈ Sm such that
xs ∈ Fm0A. If n = a then x ∈ FaA = R, so the condition xs ∈ Fm−1A implies that x = 0.
Suppose now that n > a. Then there exists i such that n−ei ≥ a. Let x = xmodFn−eiA.
Then considering for s ∈ Sm with sufficiently large m the condition
xs ∈ Fm0A ⊂ Fn+mD1−eiA,
we deduce that si · x = 0, hence, x = 0. Thus, we get x ∈ Fn−ei , and we can apply the
induction to deduce that x = 0. 
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Given a weakly marked algebra A let us fix N such that A is weakly N -marked. Let
us consider the localization K(A) := S−1A, where
S = ⊔m=0 or m>NSm
with S0 = {1} and Sm for m > N is as in Definition 1.5.1. It is clear that S is multi-
plicative. The elements of S are non-zero-divisors in A, so the natural homomorphism
A → K(A) is injective. Note also that Sm 6= ∅ for all m ≫ 0, so the localization K(A)
does not depend on a choice of N .
Next, we define a decreasing Zn-valued algebra filtration (GrK(A))r∈Zn on K(A) by
GrK(A) := {
a
s
| a ∈ FmD1−rA, s ∈ Sm for some m≫ 0}
(note that for any r one has mD1 − r ∈ MN for sufficiently large m). We also set
GrK(A) := GrD1K(A).
At this point we are going to make a formal change variables ti = u
−1
i . Thus, we view
each R[ui] as a subring in R[ti, t
−1
i ].
Lemma 1.5.3. Let A be a weakly N-marked algebra.
(i) Let r ∈ Zn. For a
s
∈ K(A), where s ∈ Sm, m > N and mD1 − r ∈ MN , one has
a
s
∈ GrK(A) if and only if a ∈ FmD1−rA.
(ii) The filtration (GrK(A)) on K(A) is exhaustive and Hausdorff. Also, for m ∈ MN
we have
G−mK(A) ∩ A = FmA. (1.5.3)
If in addition A is an a-marked algebra then (1.5.3) holds for m ∈Ma.
(iii) There a is natural isomorphism of graded R-algebras
grG• K(A) ≃
n⊕
i=1
R[ti, t
−1
i ], (1.5.4)
where deg(ti) = 1.
Proof. (i) It is enough to prove that if s ∈ Sm and sa ∈ Fn+mD1A for n ∈ MN then
a ∈ FnA. We can use induction on k such that a ∈ FkA. Since the leading term s is not
a zero divisor in CN , from the condition sa ∈ Fmin(kD1,n)+mD1A we derive the existence
of a′ ∈ Fmin(kD1,n) such that a ≡ a
′modFk−1A. Now we replace a by a − a′ and use the
induction assumption.
(ii) The fact that F•A is exhaustive immediately implies that ∪rGrK(A) = K(A). Next,
(1.5.3) for m ∈ MN (resp., for m ∈ Ma if A is a-marked) follows easily from (i). Now to
see that ∩rGrK(A) = 0, it is enough to prove that if x ∈ A belongs to GrK(A) for all
r ≥ 0 then x = 0. From (i) we see that such a satisfies xs ∈ FNA for any s ∈ Sm with
m > N . By the definition of a weakly N -marked algebra this implies that x = 0.
(iii) For a given r ∈ Z let us pick m > N such that m − r > N . For any s ∈ Sm and
a ∈ Fm−rA let us consider the elements s and a of
⊕n
i=1R[ti, t
−1
i ] defined by
s := smodFm−1A ∈
n⊕
i=1
Rt−mi , a := amodFm−r−1A ∈
n⊕
i=1
Rt−m+ri .
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By the definition of Sm, s has invertible coefficients with each t
−m
i . Hence, s is invertible
in
⊕n
i=1R[ti, t
−1
i ], so we can consider the fraction
a
s
∈
⊕n
i=1Rt
r
i . It is easy to check that
this construction gives a well defined map of R-modules
GrK(A)/Gr+1K(A)→
n⊕
i=1
Rtri ,
which is in fact an isomorphism, and these maps are compatible with multiplication. 
Corollary 1.5.4. (i) Let A and A′ be weakly marked algebras over R, such that A is
weakly N-marked and A′ is weakly N ′-marked. Then any isomorphism φ : A → A′ of
weakly marked algebras satisfies φ(FmA) = FmA
′ for m ∈ MN ∩MN ′, and the induced
isomorphism
grF≥max(N,N ′)A ≃ gr
F
≥max(N,N ′)A
′
is compatible with the identifications (1.5.2).
(ii) Let A and A′ be a-marked algebras over R. Then any isomoprhism A ≃ A′ of weakly
marked algebras is an isomorphism of a-marked algebras.
Proof. (i) Note that the localization K(A) and the filtration GrK(A) depend only on
FmA for m ≫ 0 (see Lemma 1.5.3(i)). Now using Lemma 1.5.3(ii) we recover FmA for
all m ∈ MN as the intersection of G−mK(A) with A. This shows that φ(FmA) = FmA
′
for all m ∈MN ∩MN ′ . The isomorphism induced by φ on grF≥max(N,N ′) acts as identity in
degrees ≫ 0. This easily implies that it acts as identity in all degrees.
(ii) An isomorphism A ≃ A′ of weakly marked algebras induces an isomorphism K(A) ≃
K(A′) compatible with the filtrations Gr. Since the filtrations Fm are recovered from Gr
via (1.5.3), the assertion follows. 
For a weakly marked algebra A let us consider the completion
K̂(A) := lim←− rK(A)/GrK(A)
Then Lemma 1.5.3(iii) easily implies that there exists a noncanonical isomorphism
K̂(A) ≃
n⊕
i=1
R((ti)),
compatible with the Zn-filtrations ĜrK(A) and (
⊕n
i=1 t
ri
i R[[ti]]), and with the isomor-
phism (1.5.4).
Let MAa(R) (resp., WMA(R)) denote the groupoid of marked algebras of type a (resp.,
weakly marked algebras) over R and their isomorphisms. Note that by Corollary 1.5.4,
MAa(R) is a full subgroupoid in WMA(R).
Proposition 1.5.5. (i) Let SA(HR) be the set of R-subalgebras W ⊂ HR, such that for
some N ≥ 0, one has H1(W (Np1 + . . . + Npn)) = 0, i.e., HR = W + HR,≥−N . Let
[SA(HR)/G(R)] be the groupoid with objects SA(HR) and morphisms given by elements
of G(R). Then the natural functor
[SA(HR)/G(R)]→WMA(R)
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is fully faithful.
(ii) The natural functor of groupoids
Φ : [ASGa(R)/G(R)]→ MAa(R),
induced by the functor in part (i), is an equivalence.
Proof. (i) Given a subalgebraW ⊂ HR =
⊕n
i=1R((ti)) in SA(HR), we define the structure
of a weakly marked algebra on W by considering the filtration
FmW := W ∩
n⊕
i=1
t−mii R[[ti]], (1.5.5)
where eachmi ≥ N , with N large enough (note that for a weakly marked algebra structure
we only need FmW for m ∈ MN). By assumption, FmW/Fm−1W ≃ Rn, and this gives
an isomorphism of grF>N W with CN . To see that this defines a weakly marked algebra
structure on W we need to check that if for some m0 > N and some x ∈ W , for each
m > m0 there exists s ∈ Sm such that xs ∈ Fm0W , then x = 0. But this follows
immediately by considering the leading terms of the components of x in R((ti)).
We can view an action of g ∈ G(R) as an automorphism of HR, compatible with
the filtration by the submodules Fm =
⊕n
i=1 t
−mi
i R[[ti]] and acting as identity on the
associated graded algebra of the filtration (Fm). Thus, if gW = W
′ then we have an
induced isomorphism of weakly marked algebras W →W ′.
Note that the localization K(W ) can be viewed as an R-subalgebra in HR, since all the
elements of S are invertible in the latter ring. Furthermore, it is easy to see that
GrK(W ) = K(W ) ∩
n⊕
i=1
trii R[[ti]].
Now Lemma 1.5.3 implies that the embedding of K(W ) into
⊕n
i=1R((ti)) induces an
isomorphism
K̂(W )
∼
✲
n⊕
i=1
R((ti)) = HR, (1.5.6)
compatible with the embedding of W into K(W ) and into HR.
Given a subalgebra W ⊂ HR and an element g ∈ G(R), let us consider the correspond-
ing isomorphism φg :W →W ′ = gW of weakly marked algebras. Passing to completions
we get an isomorphism
φˆg : K̂(W )→ K̂(W ′),
fitting into a commutative diagram
K̂(W )
∼
✲ HR
K̂(W ′)
φˆg
❄
∼
✲ HR
g
❄
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This shows that g can be recovered from φg.
Conversely, given an isomorphism of weakly marked algebras φ : W →W ′, for subalge-
bras W,W ′ ⊂ HR, we get an induced isomorphism φˆ : ˆK(W ) → ˆK(W ′). It corresponds
via the isomorphisms (1.5.6) for W and for W ′ to an automorphism of HR, compatible
with the Zn-filtration (
⊕n
i=1 t
ri
i R[[ti]]), and inducing the identity on the associated graded
with respect to the Z-filtration (
⊕n
i=1 t
m
i R[[ti]]). Hence, this automorphism of HR is given
by the action of an element of g ∈ G. Since φˆ|W = φ, we see that g(W ) =W ′.
(ii) The functor Φ associates with W ⊂ HR, the same W viewed as an algebra, with the
filtration (FmW )m∈Ma given by (1.5.5) and with the isomorphisms ϕn,i coming from the
standard basis of HR. By part (i) and Corollary 1.5.4(ii), the functor Φ is fully faithful.
It remains to check that it is essentially surjective. Let A be a marked algebra of type a
over R. Let us fix some isomorphism K̂(A) ≃ HR, compatible with the filtrations Gr and
with (1.5.4). Then we obtain an embedding
A→ K(A)→ K̂(A) ≃ HR.
It is easy to see that A, viewed as a subagebra of HR, gives an R-point of ASGa, that
maps to A under Φ. 
Remark 1.5.6. Note that for any S = ⊔ni=1Si, where Z≥0 ⊂ Si ⊂ Z with |Si \Z≥0| <∞,
we have an inclusion
US,1 ∩ ASG(R) ⊂ SA(HR),
where US,1 is the open cell (1.1.5).
1.6. Gro¨bner bases. Recall that Gro¨bner bases can be defined with respect to any
complete order < on the monomials, which is admissible, i.e., satisfies
a < b =⇒ ac < bc, a < ab. (1.6.1)
If < is such a complete order and deg is a nonnegative grading on the variables then we
can define a new admissible complete order <deg by
a <deg b if either deg(a) < deg(b) or deg(a) = deg(b) and a < b.
If we have two nonnegative gradings deg1, deg2 then iterating this construction we obtain
the admissible complete order <deg1,deg2 , where we first check whether deg1(a) < deg1(a),
then whether deg2(a) < deg2(a) and finally in the case of two ties, whether a < b.
Let R be a commutative ring, and let W ⊂ HR =
⊕n
i=1R((ti)) be a subalgebra, which
as a subspace comes from an R-point of one of the open cells of SG. Let us set
D1 := p1 + . . .+ pn.
We make the following additional assumptions on W :
(⋆) Assume that for some N > 0 one has H1(W (ND1)) = 0 and H
0(W (ND1))/R · 1 is a
free R-module of finite rank.
Then for each i = 1, . . . , n and each j = 0, . . . , N , we can choose an element
hi(j) ∈ H
0(W ((1 + j)pi +ND1)) such that hi(j) ≡ t
−N−1−j
i modH
0(W ((jpi +ND1))).
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In other words, hi(j) is required to have the pole of order exactly N + 1 + j in ti and a
pole of order at most N in all other ti′ ’s. Let us set fi = hi(0). Also, let 1, g1, . . . , gr be
an R-basis of H0(W (ND1)) which exists by the assumption (⋆).
Proposition 1.6.1. The elements
(fi, hi(j), gk)i=1,... ,n,j=1,... ,N,k=1,... ,r
generate the algebra W . Let us view W as the quotient of the polynomial algebra in
fi, hi(j), gk, by an ideal J . Consider the ordering <deg1,deg2 on monomials in fi, hi(j), gk,
where
deg1(hi(j)) = N + 1 + j, deg2(hi(j)) = 0, deg1(gk) = N, deg2(gk) = 1
(where j ≥ 0 and fi = hi(0)), and < is the reverse lexicographical order for any ordering
of the variables < such that deg1(a) < deg1(b) implies a < b. Then the corresponding
normal monomials are
fmi , f
m
i hi(j), gk, (1.6.2)
with m ≥ 0, i = 1, . . . , n, j = 1, . . . , N . The corresponding Gro¨bner basis of J consists
of elements of the form (written starting from the leading term)
hi(j)hi(j
′)− fihi(j + j′) + terms(deg1 ≤ 2N + 1 + j + j
′), for j + j′ ≤ N,
hi(j)hi(j
′)− f 2i hi(j + j
′ −N − 1) + terms(deg1 ≤ 2N + 1 + j + j
′), for j + j′ ≥ N + 1,
hi(j)hi′(j
′) + Pi(≤ 2N + 1 + j) + Pi′(≤ 2N + 1 + j′) + terms(deg1 ≤ 2N),
hi(j)fi′ +Qi(≤ 2N + 1 + j) +Qi′(≤ 2N + 1) + terms(deg1 ≤ 2N),
fifi′ +Ri(≤ 2N + 1) +Ri′(≤ 2N + 1) + terms(deg1 ≤ 2N),
hi(j)gk + . . . , figk + . . . , gkgl + . . . ,
(1.6.3)
where i 6= i′, j ≥ 1, j′ ≥ 1, the expression terms(deg1 < a) stands for a linear combi-
nation of normal monomials of deg1 < a, and Pi(≤ a), Qi(≤ a), Ri(≤ a) are some linear
combinations of normal monomials of the form fihi(j), hi(j), and fi with deg1 ≤ a.
Proof. First, we claim that the monomials (1.6.2) form a basisW . Indeed, for eachm ≥ N
let Bm be the subset of these monomials that have deg1 equal to m. Since B0 ∪ BN =
{1, g1, . . . , gr} is a basis of H0(W (ND1)), it is enough to prove that for each m ≥ N + 1
the elements of Bm project to a basis of H
0(W (mD1))/H
0(W ((m−1)D1)). Note that Bm
consists of elements f pi hi(j), where i = 1, . . . , g, such that m = p(N +1)+N +1+ j with
p ≥ 0 and 0 ≤ j ≤ N (where we use hi(0) = fi for j = 0). Thus, for each i = 1, . . . , g
there exists a unique monomial in Bm having the pole of order exactly m in ti and poles
of order < m in other ti′ ’s. This immediately implies our claim.
It is easy to see that (1.6.2) are precisely all the monomials that are not divisible by
any of the initial monomials in (1.6.3). Thus, it remains to prove that the ideal J contains
elements of the form (1.6.3), where the leading terms are bigger than the subsequent terms.
In other words, we have to check that any initial monomial M in (1.6.3), viewed as an
element of W , is a linear combination of smaller monomials among (1.6.2) of prescribed
form.
For the monomials of the form hi(j)hi′(j
′) (including the possibilities i = i′ and j = 0
or j′ = 0) this is obtained by analyzing polar parts of the expansion of this monomial in
tk. Note that for k 6= i, i
′ the order of pole in tk is ≤ 2N , while for i 6= i
′ the order of
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pole in ti is ≤ 2N + 1 + j. In the case i = i′ we also use the fact that the expansion of
hi(j)hi(j
′) in ti starts with t
−2N−2−j−j′
i and find the matching normal monomial.
In the remaining case when M is one of the monomials hi(j)gk, figk or gkgl, we have
deg1(M) > N , so all elements of Bm have deg2 = 0, hence are smaller than M . 
1.7. Proof of Theorems A and B. First, we will work over Q. Then we will explain
what modifications have to be made to work over Z[1/N ].
Recall that by Corollary 1.4.7, we have a morphism
U˜nsg,n(a) ≃ Kr
−1(ASG ∩ Σa,i0)
Kr
✲ ASG ∩ Σa,i0,
where Σa,i0 is a section for the G-action on SGa defined in Proposition 1.4.5.
Note that ASG ∩ Σa,i0 is an affine scheme, as a closed subscheme of the affine scheme
Σa,i0 , although at the moment we do not know that it is of finite type. Let R be the
corresponding commutative ring, so ASG ∩ Σa,i0 = Spec(R). Let W ⊂ HR be the
subalgebra corresponding to the universal R-point of ASG ∩ Σa,i0 . We are going to use
the procedure of Section 1.6 to construct a canonical set of generators of the R-algebra
W and an R-basis of W consisting of normal monomials.
Namely, let N be the maximal of the numbers a1, . . . , an. Then the condition (⋆) is
satisfied for W and the elements
fi[−p], for i = 1, . . . , n, ai < p ≤ N, (1.7.1)
where fi[−p] are given by (1.3.2), (1.3.3) (normalized by αii[−p, 0] = 0), form a basis
of H0(W (ND1))/R · 1. Similarly, for i = 1, . . . , n and j = 0, . . . , N we set hi(j) =
fi[−N − j − 1] (and fi = hi(0) = fi[−N − 1]). Thus, we are in the setting of Proposition
1.6.1, with the elements (1.7.1) playing the role of (gk).
Therefore, the algebra W has the basis (1.6.2) as an R-module, and the Gro¨bner basis
of the ideal of relations between (fi, hi(j), gk) has form (1.6.3). Note that by Buchberger’s
Criterion (see [4, Thm. 15.8]), if we write general relations of the form (1.6.3) and treat
coefficients as indeterminate variables, then the condition that the normal monomials
form a basis will give a system of polynomial equations on the coefficients. Thus, we
have an affine scheme S˜GB (where “GB” stands for Gro¨bner bases) of finite type over Q,
which parametrizes Gro¨bner bases of this form. We are going to define a closed subscheme
SGB ⊂ S˜GB by imposing additional equations on the coefficients in the relations (1.6.3)
(in the case when all ai = 1 we considered such a scheme in [17, Lem. 1.2.2.]). Namely,
we define SGB inside S˜GB by imposing the additional requirement for the relations with
the leading terms fi[−p]fi and fi[−p]fi′ to have form
fi[−p]fi = hi(p) + Ai(≤ N + p) +
∑
k 6=iAk(≤ 2N) + terms(deg1 ≤ N),
fi[−p]fi′ = Bi′(≤ N + 1 + ai′) +
∑
k 6=i′ Bk(≤ 2N) + terms(deg1 ≤ N), (1.7.2)
where i 6= i′, ai < p ≤ N , Ai(≤ a) and Bi(≤ a) are some linear combinations of the
elements hi(l) and fi of deg1 ≤ a.
26
The above construction defines a morphism of affine schemes ASG∩Σa,i0 → S˜GB, and
we claim that it factors through a morhism
i : ASG ∩ Σa,i0 → SGB.
Indeed, the equations (1.7.2) follow from the fact that the expansions of fi[−p]fi (resp.,
fi[−p]fi′) in tk with k 6= i (resp., k 6= i′) have poles of order ≤ 2N , while the expansion of
fi[−p]fi in ti starts with t
−N−1−p
i (resp., the expansion of fi[−p]fi′ in ti′ has pole of order
≤ N + 1 + ai′).
Next, we are going to construct a morphism
r : SGB → U˜
ns
g,n(a) (1.7.3)
such that the compositions
U˜nsg,n(a)
Kr
✲ ASG ∩ Σa,i0
i
✲ SGB
r
✲ U˜nsg,n(a) and (1.7.4)
ASG ∩ Σa,i0
i
✲ SGB
r
✲ U˜nsg,n(a)
Kr
✲ ASG ∩ Σa,i0 (1.7.5)
are the identity morphisms. Since SGB is an affine scheme of finite type, using Lemma
1.7.1 below, this would imply that both maps
i ◦Kr : U˜nsg,n(a)→ SGB and i : ASG ∩ Σ
a,i0 → SGB
are closed embeddings that factor through each other. It would follow that
U˜nsg,n ≃ ASG ∩ Σ
a,i0
and that this is an affine scheme of finite type.
To construct the morphism (1.7.3) we use the universal family over SGB = Spec(RGB),
i.e., the algebra AGB over RGB, obtained as a quotient by the ideal generated by the
universal Gro¨bner basis. Note that the basis of normal monomials (1.6.2) in our case
gives the following RGB-basis of AGB:
fmi , f
m
i hi(j), fi[−p],
where m ≥ 0, i = 1, . . . , n, j = 1, . . . , N , ai < p ≤ N . Let us define the increasing
filtration (FmAGB) on AGB, by letting FmAGB to be the RGB-submodule spanned by the
normal monomials with deg1 ≤ m. Any leading term among (1.6.3) is expressed in terms
of elements with smaller or equal deg1, hence F•AGB is an algebra filtration. We also
have a MN -valued filtration defined by
FkD1+
∑
imiei
AGB = Fk +
∑
k<(p+1)(N+1)+j≤k+mi
R · f pi hi(j), (1.7.6)
where 0 ≤ mi ≤ k/N . We will see later that it defines a structure of a weakly N -marked
algebra on AGB.
Let R(AGB) =
⊕
m≥0 FmAGB be the corresponding Rees algebra, and let T ∈ R(AGB)
be the element of degree 1 corresponding to 1 ∈ F1AGB. Note that T is a non-zero-divisor
and R(AGB)/(T ) ≃ grF AGB, the associated graded algebra for the filtration F•AGB.
We claim that
CGB := Proj(R(AGB)
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is a flat family of curves over RGB, equipped with the natural marked points p1, . . . , pn,
making it into an RGB-point of U˜
ns
g,n(a).
Note that for m > N the quotient FmAGB/Fm−1AGB has the basis (f
p
i hi(j))i=1,... ,n,
where p ≥ 0 and j, 0 ≤ j ≤ N , are unique such that m = p(N + 1) + N + 1 + j. Note
also that in grF AGB we have the relations
hi(j)hi(j
′) = fihi(j + j
′), for j + j′ ≤ N,
hi(j)hi(j
′) = f 2i hi(j + j
′ −N − 1), for j + j′ ≥ N + 1,
hi(j)hi′(j
′) = 0, hi(j)fi′ = 0, fifi′ = 0, for i 6= i
′.
This easily implies the following identification of the truncated associated graded algebra:
grF>N AGB ≃
n⊕
i=1
RGB[ui]>N , (1.7.7)
where the variables ui have degree 1. Therefore, the divisor D := (T = 0) in CGB is
isomorphic to Proj(
⊕n
i=1RGB[ui]), i.e., it is the disjoint union of n copies of the base
Spec(RGB). Note that the algebra of functions on the complement to D is isomorphic to
the degree 0 part of the localizationR(AGB)[T−1], which isAGB, so we get an identification
of RGB-algebras
H0(CGB \D,O) ≃ AGB. (1.7.8)
Let Fi, Hi(j) be elements fi, hi(j) viewed as elements of FmAGB = Rm(AGB), where
m is equal to deg1 of the corresponding element of AGB. We define the marked points
p1, . . . , pn, so that D = p1 ⊔ . . . ⊔ pn, and Fi 6= 0, Hi(j) 6= 0 at pi.
As in the proof of [17, Thm. 1.2.4], we check that CGB is flat over RGB, the sheaf O(1)
on CGB is locally free, and the divisor D = (T = 0) in CGB is ample.
As in the proof of [17, Thm. 1.2.4], we consider the affine open neighborhood of pi in
which Fi and all Hi(j) are invertible. Then pi is the intersection of D with this open
neighborhood, so
ti := TFi/Hi(1) (1.7.9)
generates the ideal of pi over this neighborhood. Since ti is a non-zero-divisor, we get that
CGB is smooth over RGB near pi.
Let us observe also that (1.7.7) implies that for any j ≥ 0 the function
Hi(j)F
N+1+j
i
Hi(1)N+1+j
∈
A(pi), has value 1 at p1.
We claim that considering polar conditions near p1, . . . , pn we recover the filtration
FmAGB on AGB = H
0(CGB \ D,O), for m ∈ MN (see (1.7.6)). For this we need to
estimate the orders of poles of hi(j), j ≥ 0, and of fi[p] at all the marked points. By
symmetry, it is enough to consider the marked point p1. We use t1 = TF1/H1(1) as a
local parameter at p1. We have for j ≥ 0,
h1(j) = H1(j)/T
N+1+j =
H1(j)F
N+1+j
1
H1(1)N+1+j
· t−N−1−j1 .
As we observed before, the fraction is invertible at p1, so we get that the order of pole is
exactly N + 1 + j.
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If G is a monomial of deg1 = N , viewed as an element of FNAGB = RN(AGB), then
GFN1 /H1(1)
N ∈ A(p1) is regular at p1. This implies that
G
TN
=
GFN1
H1(1)N
· t−N1
has pole of order ≤ N at p1. Thus, any element fi[−p] ∈ AGB has pole of order ≤ N at
p1.
Note that for i 6= 1 the function fi/f1 = Fi/F1 vanishes at p1, hence, fi has pole of order
≤ N at p1. Similarly, hi(j)/h1(j) vanishes at p1, so hi(j) has pole of order ≤ N + j ≤ 2N
at p1. Thus, we deduce that all normal monomials of deg1 ≤ 2N , have poles of order
≤ 2N at p1. Indeed, these are just the elements fi[−p] and hi(j) for j ≤ N − 1 (with
possibly i = 1).
Now let us check by induction on j that for i 6= 1, hi(j) has pole of order ≤ N at p1.
By (1.6.3), we have
hi(j)f1 = Qi(≤ 2N + 1 + j) +Q1(≤ 2N + 1) + terms(deg1 ≤ 2N),
where Qi(≤ 2N+1+j) is a linear combination of fi, hi(j′) and fihi(k) for 0 ≤ k < j, while
Q1(≤ 2N + 1) is a linear combination of h1(j′) and f1. Using the induction assumption
we see that Qi(≤ 2N +1+ j) has pole of order ≤ 2N at p1. Hence, we derive that hi(j)f1
has pole of order ≤ 2N + 1 at p1, which implies that hi(j) has pole of order ≤ N at p1.
The above information on the poles implies that the elements (f pi hi(j)) with k < (p+
1)(N+1)+j ≤ k+mi project to a set of generators ofH0(CGB,O(kD+
∑
imipi)), provided
0 ≤ mi ≤ k/N for each i. Thus, we deduce that for each m = kD1 +
∑
imiei ∈ MN one
has
FmAGB = H
0(CGB,O(kD +
∑
i
mipi)), (1.7.10)
where the left-hand side is given by (1.7.6).
We need a more precise information on the poles of fi[−p]. Let us consider the first
of the relations (1.7.2) for i = 1. As we have shown, the terms of deg1 ≤ N have poles
of order ≤ N at p1. The same is true for linear combinations of hk(j) with k 6= 1, so we
derive that f1[−p]f1 − h1(p) has pole of order ≤ N + p at p1. Thus, f1[−p]f1 has pole of
order exactly N + 1 + p at p1, which implies that f1[−p] has pole of order exactly p at
p1. Similarly, considering the second of the relations (1.7.2) for i 6= 1, i′ = 1, we see that
fi[−p]f1 has pole of order ≤ N +1+ a1 at p1, which implies that fi[−p] has pole of order
≤ a1 at p1.
The above information on the poles implies that the elements (fi[−p]) project to an
RGB-basis of H
0(CGB,O(ND))/H0(CGB,O(a1p1 + . . . + anpn)). Hence, we also deduce
that H0(CGB,O(a1p1 + . . .+ anpn) = RGB.
Also, form ≥ N the isomorphism FmAGB ≃ H0(CGB,O(mD)) shows thatH0(CGB,O(mD))
is a free RGB-module of rank mn− g+1. Hence, we have a family of curves of arithmetic
genus g with marked points satisfying the condition h0(O(a1p1 + . . .+ anpn)) = 1.
We define the family of tangent vectors at the marked points using the local parameters
t1, . . . , tn given by (1.7.9). Hence, we obtained an RGB-point of U˜nsg,n(a), i.e., defined a
morphism r : SGB → U˜nsg,n(a).
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Since ASG ∩ Σa,i0 ≃ ASGa/G, to check that Kr ◦ r ◦ i = id, by Proposition 1.5.5(ii),
we need to show that the isomorphism (1.7.8) is compatible with the marked algebra
structures on both sides. By Proposition 1.5.5(i), it is enough to show the compatibility
with the weakly marked algebra structures on both sides. But this follows from the
identification (1.7.10).
Next, we need to check that r ◦ i ◦ Kr = id. Thus, starting with a family of curves
(C, p1, . . . , pn) over a commutative ring R, with fixed tangent vectors at pi, defining an
R-point of U˜nsg,n(a), we apply the morphism r to the algebra A = H
0(C\D,O), viewed as a
subalgebra of
⊕
iR((ti)), where ti are the canonical parameters at the marked points (see
Corollary 1.4.7). Note that the corresponding Rees algebra R(A) (truncated in degree
≥ N) can be identified with
⊕
m≥N H
0(C,O(mD)). Since D is ample, we have a natural
isomoprhism
C ≃ Proj(R(A)),
compatible with the marked points pi. Since the expansion of fi/hi(1) = fi[−N −
1]/fi[−N − 2] at pi has form fi/hi(1) = ti + . . . , we get the compatibility with the
tangent vectors at the marked points.
This finishes the proof of Theorem A(i) and of Theorem B, working over Q. Let us now
explain how to pass to Z[1/N ]. Recall that we needed to work over Q so that we could
use the section Σa,i0 for the G-action on SGa and the corresponding canonical formal
parameters at the marked points over U˜nsg,n(a) (see Proposition 1.4.5 and Corollary 1.4.7).
However, if we only keep track of finite jets of formal parameters and work with the
Grassmannian of subspaces of H≥−N/H≥N for large N , then it would be enough to work
over Z[1/N ′]. Now we observe that since the affine scheme SGB is of finite type, we can
define versions of the morphisms in (1.7.4), replacing ASG with the following truncated
version for large enough N : we consider subspaces W ⊂ H≥−N/H≥2N such that 1 ∈ W
and
W ·W ⊂ (W +H≥N )/H≥N ⊂ H≥−N/H≥N .
Then the entire argument above still works and we only need Spec(Z[1/N ′]) as a base.
Next, we define the forgetting map
forn+1 : U˜
ns
g,n+1(a, 0)→ U˜
ns
g,n(a)
by associating with the universal curve (C, p1, . . . , pn+1) over U˜nsg,n+1(a, 0) the algebra
H0(C \ {p1, . . . , pn},O), viewed as a marked algebra of type a. By Proposition 1.5.5(ii)
and the first part of the proof, this gives a family in U˜nsg,n(a), hence the required morphism.
Furthermore, we have a compatible map between universal affine curves coming from the
natural homomorphism of filtered algebras
H0(C \ {p1, . . . , pn})→ H
0(C \ {p1, . . . , pn+1}).
This proves Theorem A(ii).
Finally, let us check that for any a′ ∈ X(g, n) the open subset U˜nsg,n(a, a
′) is a dis-
tinguished open affine in U˜nsg,n(a). Indeed, U˜
ns
g,n(a, a
′) is the preimage of SGa
′
under the
Krichever map U˜nsg,n(a) → SG1(g). But SG
a
′
∩ SGa is the distinghuished open affine in
SGa by Proposition 1.3.3(ii), and the assertion follows. 
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We have used the following result.
Lemma 1.7.1. Let S be a base scheme, X a stack over S, Y a separated scheme over S.
Suppose we are given morphisms i : X → Y and p : Y → X over S, such that p ◦ i ≃ idX .
Then i induces an isomorphism of X with a closed subscheme of Y .
Proof. Consider the closed subscheme Z ⊂ Y given by the equation y = ip(y) (here we
use separatedness of Y ). It is easy to check that the morphisms i and p induce mutually
inverse isomorphisms between X and Z. 
Remarks 1.7.2. 1. The Gro¨bner basis of the ideal defining the algebraH0(C\{p1, . . . , pn})
constructed in the above proof is often not optimal since it uses more generators than
needed. In the examples with g = 1 considered in Section 3 we will get presentations with
a smaller number of generators.
2. Let us denote by U˜nsg,n(a)
′ the stack of (C, p1, . . . , pn, v1, . . . , vn) such thatH
1(C,O(a1p1+
. . .+ anpn)) = 0 (but O(p1+ . . .+ pn) is not necessarily ample). Let us consider the com-
position
c : U˜nsg,n(a)
′ → ASGa/G
∼
✲ U˜nsg,n, (1.7.11)
where the first map is induced by the Krichever map (1.1.8), while the second is the
isomorphism of Theorem B. The map c sends a curve (C, p•, v•) to the curve (C, p•, v•),
where
C = Proj
(⊕
N
H0(C,O(N(p1 + . . .+ pn)))
)
.
Note that the natural map C → C is an isomorphism near p1, . . . , pn, so we have the
induced marked points on C and the tangent vectors at them. One can check that there
is a similarly defined morphism
U r,(∞)g,n → U
r,(∞)
g,n : (C, p•, t•) 7→ (C, p•, t•),
such that O(p1 + . . .+ pn) is ample on C and
Kr(C, p•, t•) = Kr(C, p•, t•).
3. If (C, p1, . . . , pn, v1, . . . , vn) is a curve in U˜nsg,n(a) and (C
′, q1, . . . , qm, w1, . . . , wm) is a
curve in U˜nsg′,m(a
′), such that the weights of the last marked points an and a
′
m are both
zero, then we can glue C and C ′ by identifying pn and qm in such a way that we get
a node on the glued curve. It is easy to see that the glued curve C˜ with the marked
points p1, . . . , pn−1, q1, . . . , qm−1 satisfies h
1(OC˜(p1 + . . . + pn−1 + q1 + . . . + qm−1)) = 0,
however, it may happen that it has irreducible components without marked points. We
can contract them by applying the map (1.7.11). The obtained curve, equipped with the
tangent vectors induced by v1, . . . , vn−1, w1, . . . , wm−1 defines a point of U˜
ns
g+g′,n+m−2(b),
where b = (a1, . . . , an−1, a
′
1, . . . , a
′
m−1). Applying this procedure to the universal curves,
we get a morphism
U˜nsg,n(a)× U˜
ns
g′,m(a
′)→ U˜nsg+g′,n+m−2(b).
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2. More on the moduli schemes U˜nsg,n(a)
2.1. Some special curves. Everywhere in Section 2 we work over Q.
First, we are going to construct some special singular curves corresponding to points
of U˜nsg,n(a). The cuspidal curves from the following definitions will appear as irreducible
components of some of our special curves.
Definition 2.1.1. For each g ≥ 0 let us denote by Ccusp(g) the following rational cuspidal
curve. The underlying topological space is P1, and the structure sheaf of Ccusp(g) is the
subsheaf of OP1 consisting of all functions f such that near 0 ∈ P
1 one has f−f(0) ∈ mg+1,
where m is the maximal ideal in the local ring of 0. Note that for g = 0 we have
Ccusp(0) = P1.
Without loss of generality let us assume that the weights a = (a1, . . . , an) satisfy ai > 0
for i = 1, . . . , r, and ai = 0 for r < i ≤ n.
Definition 2.1.2. Let x1, . . . , xn be independent variables, and let k be a field. First,
we define a subalgebra in
⊕r
i=1 k[xi] by
B = B(a1, . . . , ar) := k · 1 +
r⊕
i=1
xai+1i k[xi].
Next, let (hj)j=r+1,... ,n be a collection of elements in
⊕r
i=1 xik[xi]/(x
ai+1
i ) with the property
hjhj′ = 0 for j 6= j′. Now we define A(h•) as the B-subalgebra in
⊕n
i=1 k[xi] generated by
the elements hj = xj +hj, j = r+1, . . . , n, where we lift each hj to a sum of polynomials
of degree ≤ ai in xi with no constant terms.
We equip the above algebra A(h•) with the Ma-valued filtration
FmA(h•) = A(h•) ∩
n⊕
i=1
k[xi]≤mi ,
where k[xi]≤d denotes the space of polynomials of degree ≤ d. We denote by R(A(h•))
the Rees algebra associated with the filtration FmA(h•) = FmD1A(h•).
Proposition 2.1.3. (i) The algebra A(h•) with the above filtration extends to a structure
of a marked algebra of type a. Hence, the curve
C(h•) := Proj(R(A(h•)))
defines a point of U˜nsg,n(a).
(ii) The curve C(h•) is the union of n irreducible components Ci, joined in a single point
q, which is the only singular point of C(h•) (with pi ∈ Ci \ {q}). The components Ci
corresponding to i > r are all isomorphic to P1. The component Ci associated with i ≤ r
is the irreducible rational curve given as Proj of the Rees algebra of the subalgebra in k[xi]
generated by
⊕
xai+1i k[xi] and by the ith components of hj, (hj)i =
∑ai
p=1 cji(p)x
p
i , for
j = r+1, . . . , n. Furthermore, for i = 1, . . . , n the canonical formal parameter at pi ∈ Ci
(see Corollary 1.4.7) is given by x−1i (for any choice of i0 ≤ r).
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(iii) The algebra A(h•) has the following description by generators and relations: gener-
ators hi(m) = x
ai+1+m
i , for i = 1, . . . , r, m = 0, . . . , ai; hj, for j = r + 1, . . . , n, and
relations
hi(m)hi′(m
′) = 0,
hi(m)hi(m
′) = hi(m+m
′)hi(0),
hi(m)hj =
ai∑
p=1
cji(p)hi(m+ p),
hjhj′ =
r∑
i=1
∑
m≥0
∑
p,p′≥1,p+p′=ai+1+m
cji(p)cj′,i(p
′)hi(m) for j 6= j
′,
(2.1.1)
where i 6= i′, j 6= j′, i, i′ ≤ r, j, j′ > r, and we set hi(m) = hi(m − ai − 1)hi(0) for
ai + 1 ≤ m ≤ 2ai.
Proof. (i) Let us consider the ideal I =
⊕r
i=1 x
ai+1
i k[xi] ⊂ A(h•). It is easy to see that we
have an exact sequence
0→ I → A(h•)
p>r
✲ B′ → 0,
where B′ = k · 1+
⊕n
j=r+1 xjk[xj ] ⊂
⊕n
j=r+1 k[xj ], the map p>r is induced by the natural
projection
⊕n
i=1 k[xi] →
⊕n
j=r+1 k[xj ]. Furthermore, since p>r(h
m
j ) = x
m
j for m > 0, it
follows that for any m ≥ a we have an exact sequence
0→ I≤(m1,... ,mr) → FmA(h•)→ B
′
≤(mr+1,... ,mn) → 0, (2.1.2)
where B′≤(mr+1,... ,mn) consists of (fj) ∈ B
′ such that deg(fj) ≤ mj , and similarly for
I≤(m1,... ,mr). The exact sequences (2.1.2) easily imply that we indeed have a structure of
a marked algebra on A(h•).
(ii) Let us consider the affine curve Caff = SpecA(h•), which is dense in C(h•). By
definition, we have a surjective finite morphism ⊔ni=1A
1 → Caff corresponding to the
embedding of A(h•) into
⊕n
i=1 k[xi]. Hence, C
aff is the union of n irreducible components
Caffi , where the ring of functions on C
aff
i is the image of the projection A(h•) → k[xi].
This implies the assertion about the irreducible components Ci. For i = 1, . . . , r, the fact
that the canonical formal parameter at pi is induced by x
−1
i , follows from the fact that
for each m ≥ ai + 1 the element x
m
i extends to a regular function on C
aff . For j > r
the identification of the canonical formal parameter at pj follows from the fact that hj is
a regular function on Caff , such that hj |Caffj
= xj and the expansion of hj in xi has no
constant term for any i = 1, . . . , r.
(iii) It is easy to check that equations (2.1.1) hold in A(h•). The fact that these are
defining relations follows from the fact that A(h•) is a marked algebra of type a. 
Examples 2.1.4. 1. If we take all hj to be zero then the corresponding algebra is
B(a1, . . . , an) = k · 1 +
n⊕
i=1
xai+1i k[xi] ⊂
n⊕
i=1
k[xi].
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The corresponding curve is the pointed transversal union of the cuspidal curves Ccusp(ai):
Ccusp(a) := ∪ni=1C
cusp(ai), (2.1.3)
where we identify the origins in all Ccusp(ai), and take the infinity on each component
to be the marked point. Note that by Proposition 2.1.3(ii), all the coordinates αij[p, q]
vanish at the corresponding point of U˜nsg,n(a).
2. In the case a1 = . . . = ar = 1 the elements hr+1, . . . , hn can be arbitrary linear
combinations of x1, . . . , xr. For i = 1, . . . , r, the irreducible component Ci is isomorphic
to the cuspidal curve Ccusp(1) if and only if (hj)i = 0 for all j > r. Otherwise, Ci ≃ P1. It
is easy to see that the points in the moduli space U˜nsr,n(1, . . . , 1, 0, . . . , 0), corresponding to
these curves, are invariant with respect to the action of the diagonal subgroup Gm ⊂ Gnm.
3. In the case g = 1, r = 1, a1 = 1, n ≥ 3, if we take hj = x1 for j = 2, . . . , n, then
the equations (2.1.1) give hjhj′ = h1(0) for 2 ≤ j < j′ ≤ n and h1(0)hj = h1(1), hence,
h2, . . . , hn are generators of the corresponding algebra, and the only equations on them
are that the products hjhj′ , where j 6= j′, do not depend on the pair (j, j′), and that
hjh
2
j′ = h
2
jhj′ (the latter equations are superfluous for n > 3). In other words, we get
precisely the elliptic n-fold curve (see [21, Sec. 2], [11, Sec. 1.5]). Similarly, in the case
g = 1, r = 1, a1 = 1, n = 2, and h2 = x1 we get h1(0)h2 = h1(1), so h1(0) and h2 are
generators with the only relation h1(0)h
2
2 = h1(0)
2, which is the equation of the tacnode,
i.e., the elliptic 2-fold singularity.
2.2. The Gnm-action on U˜
ns
g,n(a). Below we freely use the identification of U˜
ns
g,n(a) with
the closed subset Σa,i0 ∩ASG of the open cell SGa in the Sato Grassmannian (depending
on a choice of i0 such that ai0 > 0). In particular, we view the coordinates αij [p, q] (see
(1.3.3)) as functions on U˜nsg,n(a).
Recall (see [17]) that the moduli space U˜nsg,g(1, . . . , 1) can be viewed as the deformation
space of the singular curve Ccusp(1, . . . , 1). that corresponds to the unique Ggm-invariant
point of the moduli space. Furthermore, this curve is the limit of the Gm-orbit through
every other point of U˜nsg,g(1, . . . , 1) with respect to the diagonal subgroup Gm ⊂ G
g
m.
In this section we will show that a similar picture holds for arbitrary a ∈ X(g, n) with
an appropriate choice of a subgroup Gm in G
n
m.
The functions αij [p, q] on U˜nsg,n(a) are semi-invariant with respect to the G
n
m-action, with
the weights
wt(αij[p, q]) = −pei + qej , p ≤ −ai − 1, q ≥ −aj .
Let us denote by Ωa ⊂ Zn the set of these weights.
Definition 2.2.1. For n > 1 we define Ca ⊂ Rn to be the closed cone generated by all
the vectors ωij = (ai +1)ei− ajej, with i 6= j, i.e., the set of all linear combination of ωij
with coefficients in R≥0. In the case n = 1 (and a = (g)) we set Ca = R≥0.
Lemma 2.2.2. The cone Ca contains all the basis vectors ei. Hence, we have Ωa ⊂ Ca.
In the case when ai > 0 for at least two indices i the cone Ca is generated by the vectors
ωij such that i 6= j and aj > 0. In the case when aj = 0 for all j 6= 1, i.e., a = ge1, the
cone Ce1 is generated by e1 and by the vectors ωi1, for i = 2, . . . , n.
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Proof. The first assertion follows from the equality
(aj + 1)ωij + ajωji = (1 + ai + aj)ei. (2.2.1)
For the second assertion let us denote by C′
a
the cone generated by ωij with i 6= j and
aj > 0. To see that C
′
a
= Ca it is enough to check that C
′
a
contains all the basis vectors
ei. In the case when ai > 0 for at least two i, (2.2.1) implies that this is true for each i
such that ai > 0. Hence, applying (2.2.1) to a pair (i, j) such that ai = 0 and aj > 0 we
see that it is also true for i such that ai = 0. The assertion about generators of the cone
in the case a = e1 is straightforward. 
For a given a ∈ X(g, n), let us set
N = max
1≤i≤n
(ai),
wi =
{
1
ai
, ai > 0
1 + 1
N
, ai = 0.
,
i = 1, . . . , n. Let also ℓ be the linear function on Rn given by ℓ(ei) = wi.
Lemma 2.2.3. (i) For any i, j one has ℓ(ωij) ≥
1
N
. Hence, the set Ωa lies in the half-space
ℓ > 0.
(ii) There are no global Gnm-invariant functions on U˜
ns
g,n(a).
Proof. (i) This is immediate from the definitions (note that 1
N
≤ 1 since at least one ai is
≥ 1).
(ii) This follows from the fact that any function on U˜nsg,n(a) is a linear combination of mono-
mials in coordinates αij [p, q], and that any nonconstant monomial in these coordinates
has Gnm-weight in the half-space ℓ > 0 by part (i). 
Let us consider the embedding
rw : Gm → G
n
m : λ 7→ (λ
rw1, . . . , λrwn)
given by the multiples of the weights wi, where we choose a rational number r > 0 so that
(rw1, . . . , rwn) are coprime integers.
Proposition 2.2.4. The moduli scheme U˜nsg,n(a) has a unique rw(Gm)-invariant point,
namely, the curve Ccusp(a) (see (2.1.3)). The closure of the rw(Gm)-orbit through ev-
ery point in U˜nsg,n(a) contains the invariant point. Thus, the corresponding curve can be
degenerated to Ccusp(a).
Proof. By Lemma 2.2.3(i), all the coordinates αij [p, q] have positive weight with respect
to the subgroup rw(Gm). Hence, there is a unique rw(Gm)-invariant point, namely, the
point where all these coordinates vanish, and it belongs to the closure of every orbit. 
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2.3. Generators of the ring of functions on U˜nsg,n(a). The set of coordinates (αij[p, q])
is superfluous: one can express some in terms of the others. In this section we find a more
convenient (infinite) subset of these coordinates that still generate the ring O(U˜nsg,n(a)).
We will later use this generating subset in analyzing the GIT stability for the Gnm-action
on U˜nsg,n(a).
In the next result we normalize (αij[p, 0]) by αii[p, 0] = 0.
Proposition 2.3.1. The coordinates
{αii[p, 1] | p ≤ −ai − 1, ai > 0} and {αij [p, q]) | p ≤ −ai − 1,−aj ≤ q ≤ 0}
(2.3.1)
(where i and j don’t have to be distinct), generate the ring O(U˜nsg,n(a)).
Let A ⊂ O(U˜nsg,n(a)) be the subring generated by (2.3.1).
Lemma 2.3.2. For m ≥ 1, m′ ≥ 1, i 6= j, one has
fi[−ai −m]fj [−aj −m
′] =
∑
k,q≤−ak−1
ck,qfk[q] + C, (2.3.2)
where C is a constant, and the coefficients ck,q for k 6= i, j belong to A. Also, for l ≥ 1
we have
ci,−ai−l ≡ αji[−aj −m
′, m− l] modA, cj,−aj−l ≡ αij[−ai −m,m
′ − l] modA.
Similarly, for m ≥ 1, m′ ≥ 1 one has
fi[−ai −m]fi[−ai −m
′] =
∑
k,q≤−ak−1
ck,qfk[q] + C, (2.3.3)
where ck,q ∈ A for k 6= i, and
ci,−ai−l ≡ αii[−ai −m
′, m− l] + αii[−ai −m,m
′ − l] modA.
Proof. We will only consider the case i 6= j; the case i = j is similar. It is enough to
choose coefficients ck,q in such a way that the difference
fi[−ai −m]fj [−aj −m
′]−
∑
k,q≤−ak−1
ck,qfk[q]
belongs to H0(C,O(
∑
akpk)). Since fk[−ak − l] has poles of order ≤ ak′ for k
′ 6= k and
has expansion t−ak−lk mod t
−ak+1
k k[[tk]] at pk, we see that we can take ck,−ak−l to be the
coefficient of t−ak−lk in the expansion of fi[−ai −m]fj [−aj −m
′]. For k 6= i, j we have
ck,−ak−l =
∑
q,q′≥−ak ;q+q′=−ak−l
αik[−ai −m, q]αjk[−aj −m
′, q′],
which is in A since q and q′ are in [−ak,−1]. For k = i we have
ci,−ai−l = αji[−aj −m
′, m− l] +
∑
q,q′≥−ai;q+q′=−ai−l
αii[−ai −m, q]αji[−aj −m
′, q′],
and it remains to observe again that q and q′ are in [−ai,−1]. 
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Proof of Proposition 2.3.1.
Step 1. For ai > 1 one has αii[p, q] ∈ A. We will prove by induction on m + l that for
m ≥ 1, l ≥ 1 one has αii[−ai − m, l] ∈ A. In the case when l ≤ 1 this holds by the
definition. Assume that the assertion is true for m′ + l′ < m+ l. Consider the expression
(2.3.3) of fi[−ai −m]fi[−ai − l]. Then the coefficients of all nonconstant terms belong to
A by Lemma 2.3.2 and by the induction assumption. Now considering the coefficients of
t−aii and t
−ai+1
i we get
αii[−ai −m, l] ≡ −αii[−ai − l, m] modA,
αii[−ai −m, l + 1] ≡ −αii[−ai − l, m+ 1]modA.
Combining these conditions we derive that for l > 1 one has
αii[−ai −m, l] ≡ αii[−ai −m− 1, l − 1],
which implies by induction on l that αii[−ai −m, l] ∈ A.
Step 2. If for some i 6= j, such that ai > 0, and some m ≥ 1, one has αij[p,m
′] ∈ A for
m′ < m and all p ≤ −ai − 1, then αji[−aj −m, q] ∈ A for all q ≥ −ai.
Indeed, for q ≤ 0 this holds by definition, so we may assume that q > 0. Let us
consider the expression (2.3.2) for the product fi[−ai − q]fj[−aj −m]. By Lemma 2.3.2,
the coefficients of fk[p] for k 6= i, j are in A, while the coefficient of fj [−aj− l] is αij[−ai−
q,m − l] modA, which is also in A by assumption. Since the elements fi[q′] all have
zero coefficient of t−aii by the definition of Σ
a, we deduce that the coefficient of t−aii in
fi[−ai − q]fj [−aj −m] belongs to A. But this coefficient is equal to
αji[−aj −m, q] +
∑
q1,q2≥−ai;q1+q2=−ai
αii[−ai − q, q1]αji[−aj −m, q2],
and our claim follows.
Step 3. Now let us prove by induction on m ≥ 0 that for i 6= j, such that ai 6= 0,
one has αij [p,m] ∈ A and αji[−aj − 1 − m, q] ∈ A for all p ≤ −ai − 1, q ≥ −ai. The
base of induction follows from Step 2 (applied to m = 1). Suppose now that m ≥ 1 and
the assertion is true for m′ < m. It suffices to check that αij[−ai − m
′, m] ∈ A. The
second assertion would follow by applying Step 2 again (to m + 1). Let us consider the
product fi[−ai −m′]fj [−aj −m]. By Lemma 2.3.2 and by the induction assumption, the
coefficients of the nonconstant terms of the expansion (2.3.2) of this product depend only
on elements of A. In the case when aj > 0 we deduce that the coefficient of t
−aj
j in the
expansion of fi[−ai −m′]fj [−aj −m] belongs to A. But this coefficient is equal to
αij[−ai −m
′, m] +
aj∑
k=1
αij [−ai −m
′,−k]αjj [−aj −m,−aj + k].
Hence, we derive that αij[−ai−m′, m] ∈ A. In the case aj = 0 we need the constant term
C in the expression (2.3.2) of fi[−ai −m′]fj[−m]. Looking at the constant term in the
expansion in ti, we see that
C ≡ αji[−m, ai +m
′] +
∑
−ai≤q≤ai
αii[−ai −m, q]αji[−m,−q] modA.
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Note that by Step 2 we have αii[−ai − m, q] ∈ A for q ≤ ai, while αji[−m, q′] ∈ A by
the induction assumption. Hence, C ∈ A. Then looking at the constant term in the
expansion in tj , as above we deduce that αij[−ai −m′, m] ∈ A.
Step 4. Thus, we proved that whenever i 6= j, and either ai > 0 or aj > 0, then one has
αij [p, q] ∈ A. Assume now that ai = aj = 0 for some i 6= j. Let i0 be such that ai0 6= 0.
We prove by induction on m+ l, where m ≥ 1, l ≥ 0, that αij [−m, l] ∈ A. The base case
m = 1, l = 0 is clear. Assume the assertion holds for m′ + l′ < m + l. We can assume
that l > 0, otherwise the assertion holds by definition. Consider the expression (2.3.2)
of fi[−m]fj [−l]. Then the coefficients of all nonconstant terms belong to A by Lemma
2.3.2 and by the induction assumption. Looking at the expansion in ti0 and using the
previously proved case we see that the constant coefficient also belongs to A. Now looking
at the constant coefficient in the expansion in tj we derive that αij [−m,n] ∈ A.
Step 5. Assume that ai = 1 and that for some m ≥ 1, l ≥ 1 one has αii[−1−m
′, l′] ∈ A
for m′ + l′ < r. Then
αii[−1 −m, l] ≡ −αii[−1 − l, m] modA,
αii[−1 −m, l + 2] ≡ −αii[−1 − l, m+ 2]modA.
(2.3.4)
Indeed, as in Step 1, we observe that the coefficients of nonconstant terms in the expression
(2.3.2) of fi[−1−m]fi[−1− l] belong to A by Lemma 2.3.2 and by the assumption. Now
the assertion follows by considering the coefficients of t−1i and ti in fi[−1 −m]fi[−1 − l]
(and using the fact that αji[p, q] ∈ A for j 6= i).
Step 6. By the previous step, we immediately see by induction in m ≥ 1 that for ai = 1
one has αii[−2, m] ∈ A (using the first of the congruences (2.3.4)). Next, we will prove
that for ai = 1 one has αii[−3, q] ∈ A. First, using the previous step we easily derive that
αii[−3, 3] and αii[−4, 2] are in A. Then applying Lemma 2.3.2 we find that
fi[−2]
2 = fi[−4] + a+ . . . ,
fi[−2]fi[−4] = fi[−6] + αii[−2, 2]fi[−2] + b+ . . . ,
fi[−3]
2 = fi[−6] + 2αii[−3, 1]fi[−2] + c+ . . . ,
where the skipped terms are linear combinations of fj [p], j 6= i, with coefficients in A,
and the constants a, b, c satisfy
a ≡ 2αii[−2, 2]modA, b ≡ αii[−2, 4] + αii[−4, 2]modA, c ≡ 2αii[−3, 3]modA.
Thus, by the previous work, we have a, b, c ∈ A. Since the expansion of fi[−2] in ti has
coefficients in A, we derive that the same is true for fi[−4] and for fi[−6] (using that
αji[p, q] ∈ A for j 6= i). Therefore, the expansion of fi[−3]
2 in ti has coefficients in A, and
hence, the same is true for fi[−3].
Step 7. Applying Step 5, we see by induction on m ≥ 1 that for ai = 1 one has
αii[−m, 2] ∈ A (using the first of the congruences (2.3.4)). Next, let us prove by induction
on m+ l that αii[−1−m, l] ∈ A for m ≥ 1, l ≥ 1. Assume this is true for m
′+ l′ < m+ l.
Then applying Step 5, and combining the resulting congruences (2.3.4) we derive that for
l > 2 one has
αii[−1 −m, l] ≡ αii[−1−m− 2, l − 2].
Since we already know that αii[p, 1], αii[p, 2] ∈ A, this implies by induction on l that
αii[−ai −m, l] ∈ A.
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Step 8. Finally, assume that ai = 0 and let us prove that αii[−m, q] ∈ A by induction
on m ≥ 1. In the base case m = 1 we have αii[−1, q] = 0 for q ≥ 0, by the definition of
the section Σa,i0 and since we normalized the coordinates by αii[p, 0] = 0. Assume that
αii[−m′, q] ∈ A for m′ < m. By Lemma 2.3.2, we have
fi[−1]fi[−m+ 1] = fi[−m] +
m−1∑
l=1
c−lfi[−l] + C + . . . , (2.3.5)
where c−l ∈ A and the skipped terms are linear combinations of fj[p], j 6= i, with
coefficients in A. Looking at the constant term in the expansion in ti and using the
induction assumption we see that C ∈ A. Hence, we can use (2.3.5) to find the entire
expansion of fi[−m] in ti. 
In the next Lemma, generalizing [17, Lem. 2.3.3(i),(ii)], we show how certain Brill-
Noether loci in U˜nsg,n(a) are cut out by vanishing conditions for appropriate coordinates
αij [p, q] with −aj ≤ q ≤ −1 (which are among the coordinates (2.3.1)).
Lemma 2.3.3. Let D =
∑
i aipi. Fix j such that aj > 0 and i such that i 6= j (so n > 1).
Then for m,m′ ≥ 1, such that m′ ≤ aj, the locus in U˜nsg,n(a) given by the condition
h0(D +mpi −m′pj) ≥ m + 1 (equivalently, = m + 1) for 1 ≤ m′ ≤ m, is cut out by the
equations
αij[p, q] = 0 for − ai −m ≤ p ≤ −ai − 1,−aj ≤ q ≤ −aj +m
′ − 1.
Proof. Since h0(D +mpi) = m+ 1, the equivalent condition describing this locus is
H0(D +mpi −m
′pj) = H
0(D +mpi).
In other words, every element of H0(D+mpi−m′pj) has to have a pole of order ≤ aj−m′
at pj . Now the equations are obtained by writing this condition on poles for the basis
(fi[p])−ai−m≤p≤−ai−1 of H
0(D +mpi)/〈1〉. 
The next result (which is an analog of [17, Lem. 2.3.3(iii)]) will be useful in the analysis
of GIT stability conditions for the Gnm-action on U˜
ns
g,n(a) (see Section 2.4).
Lemma 2.3.4. Let (C, p1, . . . , pn) ∈ U˜nsg,n(a) be such that C is smooth. Then for each
i ∈ [1, n], such that ai < g, there exists j ∈ [1, n], m ≥ 1 and q ∈ [−aj ,−1] such that
αij [−ai − m, q] 6= 0. If ai = g then there exists m ≥ 1 and q ≥ −g, q 6= 0, such that
αii[−ai −m, q] 6= 0.
Proof. Otherwise, we would have h0((ai+m)pi) = h
0((ai+m−1)pi)+1 for every m ≥ 1.
In other words, h1(aipi) = h
1((ai + 1)pi) = . . . = 0. But this is possible only if ai ≥ g.
In this case ai = g (and aj = 0 for j 6= i). Now let us consider the image (C, pi) of
(C, p1, . . . , pn) under the forgetting map U˜nsg,n(a) → U˜
ns
g,1(g). The point of U˜
ns
g,1(g) where
all coordinates vanish corresponds to the singular curve Ccusp(a) (see Example 2.1.4.1),
hence, there exists a nonvanishing coordinate αii[−ai −m, q]. 
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2.4. GIT quotients of U˜nsg,n(a). In this section we work over an algebraically closed field
k of characteristic zero.
We can view any element χ ∈ Zn as a character of Gnm. The corresponding GIT quotient
of U˜nsg,n(a) is
U˜nsg,n(a) / χ G
n
m := Proj
(⊕
p≥0
H0(U˜nsg,n(a),O)χp
)
,
where the subscript χp denotes the subset of functions f such that (λ−1)∗f = χ(λ)pf for
λ ∈ Gnm.
As in [17, Sec. 2.4], we are going to show that many of the GIT quotients of our
affine moduli schemes U˜nsg,n(a) by the natural G
n
m-action provide birational models ofMg,n.
Furthermore, we will describe one chamber of characters χ where every point of U˜nsg,n(a)
with a smooth curve C is χ-stable, and show that the corresponding GIT quotient is
the coarse moduli space of a modular compactification of Mg,n in the sense of [20] (see
Corollary 2.4.2 below).
For a full-dimensional cone C we denote by int(C) its interior.
Theorem 2.4.1. (i) For any weight χ ∈ Zn the GIT quotient U˜nsg,n(a)/ χG
n
m is a projective
scheme over k. For χ 6∈ Ca this GIT quotient is empty. Assume that χ ∈ Ca (resp.,
χ ∈ int(Ca)). Then for any smooth curve C of genus g and for generic points p1, . . . , pn
the point (C, p1, . . . , pn, v1, . . . , vn) ∈ U˜nsg,n(a) is χ-semistable (resp., χ-stable).
(ii) Let C0 ⊂ Ca be the subcone generated by all the vectors ei. Assume that χ ∈ int(C0).
Then any (C, p1, . . . , pn, v1, . . . , vn) ∈ U˜nsg,n(a), with C smooth, is χ-stable. Furthermore,
for such χ every χ-semistable point is χ-stable and the notion of semistability does not
depend on χ, and hence the GIT quotient U˜nsg,n(a) / χ G
n
m does not depend on χ.
(iii) For any a, a′ ∈ X(g, n), the geometric quotient U˜nsg,n(a, a
′)/Gnm is isomorphic to a
distinguished open affine subset of U˜nsg,n(a) / χ G
n
m for
χ = χa,a′ =
n∑
i=1
((
a′i + 1
2
)
−
(
ai + 1
2
))
ei ∈ Ca ∩ Z
n.
Proof. (i) The argument is similar that of [17, Prop. 2.4.1(i)]. Lemma 2.2.3 implies
projectivity of all the GIT quotients. The fact that the weights of all the coordinate
functions αij[p, q] belong to Ca (see Lemma 2.2.2) implies that the GIT quotients are
empty for χ 6∈ Ca.
Let Ω′ ⊂ Ωa be the set of weights ωij, where i 6= j and aj > 0, together with the weight
ei for ai = g (when such i exists). By Lemma 2.2.2, the weights from Ω
′ generate Ca.
Thus, by [17, Lem. 2.4.1(i)(ii)], it is enough to prove that for every ω ∈ Ω′ there exists
a function fω of weight ω, which does not vanish at a generic smooth curve. In the case
when all ai < g we can take fωij to be the coordinate αij [−ai − 1,−aj ]. Indeed, since
aj > 0, the condition αij[−ai − 1,−aj ] 6= 0 is equivalent to h0(C,D+ pi − pj) = 1, where
D =
∑
i aipi, (see Lemma 2.3.3), so it holds generically. In the case when there exists i
such that ai = g and all other aj = 0 we use the fact that there exists αii[p, q] with q 6= 0,
which does not vanish at a smooth curve (see Lemma 2.3.4).
(ii) Again the argument is similar to that of [17, Prop. 2.4.1(ii)]. Let (C, p1, . . . , pn, v1, . . . , vn) ∈
U˜nsg,n(a) with C smooth. By Lemma 2.3.4, for each i ∈ [1, n] there exists a coordinate of
weight ξi ∈ Zn, which is either a positive multiple of ei or has form pei + qej for some
i 6= j, where p ≥ ai + 1, −aj ≤ q ≤ −1. Let us rescale the basis ei as follows:
e′i =
1
wi
ei =
{
aiei, ai > 0,
N
N+1
ei, ai = 0.
Then in terms of the new basis we have that ξi is either a positive multiple of e
′
i or has
form ξi = xe
′
i + ye
′
j, where x > 1, −1 ≤ y < 0. By [17, Lem. 2.4.3], this implies that
the cone Cξ ⊂ Rn generated by ξ1, . . . , ξn contains C0. Now as in [17, Prop. 2.4.2(ii)]
we conclude that for any χ ∈ int(C0) ⊂ int(Cξ) the point (C, p1, . . . , pn, v1, . . . , vn) is
χ-stable.
Now let us prove that for χ in the interior ofC0 all χ-semistable points are χ-stable, and
that this notion does not depend on χ. To this end we will use the generating coordinates
of Proposition 2.3.1. Suppose we have a point (C, p•, v•) ∈ U˜nsg,n(a) which is χ-semistable
for some χ in the interior of C0. Then for each i there should exist a generating coordinate
of weight ξi that has a positive ith component. But such ξi is either a positive multiple
of ei or has form pei+ qej with i 6= j, p ≥ ai+1, −aj ≤ q ≤ −1. By [17, Lem. 2.4.3], this
implies that C0 is contained in the cone generated by ξ1, . . . , ξn. As before, we deduce
that the point (C, p•, v•) is stable with respect to any character in int(C0).
(iii) Recall that U˜nsg,n(a, a
′) is the distinguished affine open subset in U˜nsg,n(a) associated
with the pull-back of the determinant of the morphism of the vector bundles
π−1
a
◦ πa′ : H(a
′)/H≥0 ⊗O → H≥−a/H≥0 ⊗O
under the Krichever map (see Proposition 1.3.3(ii) and the proof of Theorems A and B).
Now the assertion follows immediately from the fact that χa,a′ is the weight of det(π
−1
a
◦
πa′). 
Recall that a modular compactification of Mg,n (over k) is an nonempty open substack
X ⊂ Ng,n, where Ng,n is the stack of smoothable curves of arithmetic genus g with n
smooth distinct marked points, such that X is proper. This term was introduced by
Smyth [20] who considered substacks defined over Z, whereas we work over k.
Let U˜nsg,n(a)
ss
χ ⊂ U˜
ns
g,n(a) denote the set of χ-semistable points. As in [17, Cor. 2.4.4]),
we deduce the following result.
Corollary 2.4.2. For χ ∈ int(C0) the quotient stack U˜nsg,n(a)
ss
χ /G
n
m is proper. Hence, its
irreducible component consisting of smoothable curves gives a modular compactification of
Mg,n.
Remarks 2.4.3. 1. As in [17, Sec. 2.4] we can use the weights of generating coordinates
(2.3.1) to define a countable set of walls in Ca, such that the statement of Corollary
2.4.2 also holds for characters that do not lie on these walls. In fact, this assertion holds
for some finite subset of these walls since we know that finitely many of the coordinates
(2.3.1) generate the ring O(U˜nsg,n(a)) (by Theorem A).
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2. For a pair a 6= a′ ∈ X(g, n) one often has nontrivial global Gnm-invariant functions on
U˜nsg,n(a, a
′). For example, for g = 2, n = 2, a = (2, 0) and a′ = (0, 2), we have χa,a′ =
3(e2−e1) which is in the interior of the cone C2,0, generated by e1 and e2−2e1. Hence, by
Theorem 2.4.1, the geometric quotient U˜ns2,2(2e1, 2e2)/G
2
m is a (nonempty) distinguished
open affine in a projective birational model of M2,2.
However, it may happen that the weight χa,a′ belongs to the boundary of Ca. For
example, for g = 2, n = 2, a = (1, 1) and a′ = (2, 0) we have χ = 2e1 − e2 which is
one of the generators of C(1,1). In this case one can check that there are no non-constant
G2m-invariant functions on U˜
ns
2,2((1, 1), (2, 0)).
2.5. Extending the coordinates on U˜nsg,n(a) to Mg,n. In this section we will use a
different normalization of the coordinates αij [p, 0] than in Section 2.3 (see Theorem 2.5.9
below).
Recall that the standard divisor classes ψi on the moduli stack of pointed curves cor-
respond to the line bundles Li := O(−pi)|pi on Ug,n. The pull-back of these line bundles
to U˜nsg,n(a) is canonically trivialized. Now considering the semi-invariance of αij [p, q] with
respect to the Gnm-action we see that they descend to sections
αij[p, q] ∈ H
0(Unsg,n(a), L
−p
i ⊗ L
q
j). (2.5.1)
Let Mg,n(a) denote the open substack of Mg,n consisting of (C, p1, . . . , pn) such that
H1(C,O(p1 + . . .+ pn)) = 0. We have a natural morphism
c :Mg,n(a)→ U
ns
g,n(a)
obtained by restricting the map c (see (1.7.11)) to stable curves. We have c∗Li = Li, and
we denote still by αij[p, q] the pull-back of αij[p, q] to Mg,n(a).
We are interested in the poles of αij [p, q] along the complement Mg,n \ Mg,n(a). In
Theorem 2.5.9 below we will achieve an estimate for these poles which ignores a possibly
more subtle behavior along the boundary of Mg,n.
Let (C, p1, . . . , pn) be the universal curve over Mg,n. For a segment [a, b] ⊂ Z let us
define the vector bundle on Mg,n by
Polar[a,b],pi := π∗(OC(−api)/OC((−b− 1)pi)).
Let us set
Polara :=
n⊕
i=1
Polar[−ai,−1],pi =
n⊕
i=1
π∗(OC(aipi)/OC).
As before, we denote by V the bundle with the fibers H1(C,O) (the dual of the Hodge
bundle). We have a natural morphism of vector bundles of rank g,
πa : Polara → V, (2.5.2)
such that Mg,n(a) is precisely the locus where πa is an isomorphism.
Definition 2.5.1. Let us consider the section
sa := det(πa) ∈ H
0(det(V)⊗
∏
det(Polara)
−1),
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We define the effective Cartier divisor Za ⊂ Mg,n as the zero locus of sa. Note that
Mg,n(a) =Mg,n \ Za.
Remark 2.5.2. Let M
(∞)
g,n → Mg,n be the torsor corresponding to choices of formal
parameters at marked points. Note that the pull-back of πa agrees with the map Kr
∗(πa)
over the open substack of M
(∞)
g,n where the Krichever map is defined, where πa is given
by (1.2.2). Hence, sa similarly agrees with Kr
∗(sa), where sa is the Plu¨cker coordinate
corresponding to a (see Section 1.3).
Below we use the standard divisor classes on Mg,n, ψi = c1(Li) and λ = −c1(V).
Lemma 2.5.3. One has the equality of divisor classes on Mg,n
Za := Ψa − λ,
where
Ψa :=
n∑
i=1
(
ai + 1
2
)
ψi. (2.5.3)
Proof. Since Za is the degeneration locus of the morphism πa, its class is given by
c1(V)− c1(Polara).
It remains to use the isomorphism
det(Polar[−m,−1],pi) ≃
m⊗
a=1
L−ai ≃ L
−(m+12 )
i
and recall that c1(V) = −λ, c1(Li) = ψi. 
Remark 2.5.4. Note that the effective divisor Za∩Mg,n is precisely the locus of (C, p1, . . . , pn)
such that h1(O(p1 + . . .+ pn)) 6= 0, or equivalently, h
0(O(p1 + . . .+ pn)) ≥ 2. Let Da be
the closure of this locus inMg,n. The divisors (Da) play an important role in the work of
Logan [12] on Kodaira dimension of Mg,n. In particular, he proves the following formula
in Pic(Mg,n):
Da = Ψa − λ−
∑
mi,S(a)δi,S,
where (δi,S) are the boundary divisors on Mg,n, and computes explicitly mi,S ≥ 0 (for
example, he shows that m0,{i,j} = aiaj). On the other hand, we defined Za = Ψa − λ as
an effective divisor, given by zeros of the section sa, which vanishes with multiplicity 1
along Da. Since the boundary divisors are linearly independent in Pic(Mg,n), it follows
that mi,S(a) are precisely the multiplicities of zeros of sa along the boundary divisors.
For any N ≥ 1 let us set
Polara,N :=
n⊕
i=1
Polar[−ai,N−1] =
n⊕
i=1
π∗(OC(aipi)/OC(−Npi)).
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Similarly to Section 1.3, it will be convenient to consider the natural morphism, induced
by the coboundary homomorphism,
πa,N : Polara,N /O → VN ,
where VN is the vector bundle onMg,n with the fiber H1(C,O(−N(p1+ . . .+pn))). Note
that the pull-back of this morphism toM
(∞)
g,n agrees with Kr
∗(π′
a,N) on the open substack
where Kr is defined (see the proof of Proposition 1.3.3).
Lemma 2.5.5. We have a natural identification
det(VN)⊗ det(Polara,N)
−1 ≃ det(V)⊗ det(Polara)
−1,
so that det(πa,N) = det(πa).
Proof. This follows immediately from the morphism of exact sequences (similar to the
one used in the proof of Proposition 1.3.3)
0✲ Polar0,N /O ✲ Polara,N /O ✲ Polara ✲ 0
0✲ Polar0,N /O
id
❄
✲ VN
πa,N
❄
✲ V
πa
❄
✲ 0

We are going to work over Unsg,n(a) for a while. We consider the bundles Polar[a,b],pi,
Polara,N and the morphisms πa, πa,N over Unsg,n, defined (and denoted) in the same way
as over Mg,n.
Recall that we have canonical formal parameters ti at the marked points pi on the
universal curve over U˜nsg,n(a) ≃ ASG ∩ Σ
a,i0 (see Corollary 1.4.7), depending on a choice
of i0 such that ai0 > 0 in the case when some ai are zero. These formal parameters are
uniquely characterized by the following properties. If ai > 0 then for each m > ai there
is an element fi[−m] ∈ H0(C,O(mpi +
∑
j 6=i ajpj)) with the expansion at pi satisfying
fi[−m] ≡ t
−m
i mod t
−ai+1
i k[[ti]]. If ai = 0 then there should exist an element fi[−1] ∈
H0(C,O(pi+
∑
j 6=i ajpj)) which restricts to t
−1
i in a formal neighborhood of pi and whose
expansion in ti0 at pi0 has no constant term.
For any a ≤ b, the splitting of the trivial vector bundle (tai k[ti]/t
b+1
i k[ti])⊗O associated
with the basis (tji ), over U˜
ns
g,n(a), descends to a splitting
Polar[a,b],pi ≃
b⊕
j=a
Lji (2.5.4)
over Unsg,n(a).
Now we will give a recipe for computing the sections αij [p, q] of L
−p
i L
q
j , where p ≤
−ai − 1, q ≥ −aj (see (2.5.1)), on Unsg,n(a), and hence on Mg,n(a), in terms of the above
splitting.
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Let us set
Polari
a,N :=
n⊕
i′ 6=i
Polar[−ai′ ,N−1],pi′ , Polar
i
a
:= Polari
a,0 .
Note that for each p ≤ −ai − 1 the isomorphism πa over Unsg,n(a) (see (2.5.2)) induces an
isomorphism
Polar[p,−1],pi⊕Polar
i
a
∼
✲ Polar[p,−ai−1],pi ⊕V.
Hence, its inverse gives a morphism
F ip : Polar[p,−ai−1],pi → Polar[p,−1],pi⊕Polar
i
a
on Unsg,n(a). Similarly, for N ≥ 1 the inverse of the isomorphism(
Polar[p,N−1],pi⊕Polar
i
a,N
)
/O
∼
✲ Polar[p,−ai−1],pi ⊕V.
induces a morphism
F ip,N : Polar[p,−ai−1],pi →
(
Polar[p,N−1],pi⊕Polar
i
a,N
)
/O.
Lemma 2.5.6. In the case q < 0 the section αij [p, q] on Unsg,n(a) is given by the composition
Lpi → Polar[p,−ai−1],pi
F ip
✲ Polar[p,−1],pi⊕Polar
i
a
→ Polar[−aj ,−1],pj → L
q
j ,
(2.5.5)
where the first and the last arrows use the splitting (2.5.4). If q > 0 then αij [p, q] is given
by the composition
Lpi → Polar[p,−ai−1],pi
F ip,q+1
✲
(
Polar[p,q],pi⊕Polar
i
a,q+1
)
/O → Polar[−aj ,q],pj /O → L
q
j .
(2.5.6)
Finally, in the case q = 0, let us normalize (αij [p, 0]) by the condition αi,j0[p, 0] = 0 for
some fixed j0 ∈ [1, n]. Then αij [p, 0], for j 6= j0, is given by the composition obtained from
(2.5.6) by replacing the last two arrows with(
Polar[p,0],pi⊕Polar
i
a,1
)
/O →
(
Polar[−aj0 ,0],pj0 ⊕Polar[−aj ,0],pj
)
/O → O,
where the last arrow is given by the difference of projections to O from both factors in the
direct sum.
Proof. It is enough to prove the similar assertions for the functions αij [p, q] on U˜nsg,n(a).
These follow essentially from the definition of αij[p, q]. Let us consider the case q < 0
first. We can think of Polar[p,−1],pi⊕Polar
i
a
as the bundle of polar parts at the marked
points (up to order −p at pi and up to order aj at pj, j 6= i). The kernel of the morphism
to V corresponds to polar parts coming from H0(C \ {p1, . . . , pn},O). Hence, the map
F ip applied to a given polar part at pi gives its extension to polar parts at all points,
that come from H0(C \ {p1, . . . , pn},O). Thus, the composition of the first two arrows
in (2.5.5) sends tpi to the polar parts of fi[p] at all points. The composition of the two
following arrows sends it to the term containing tqj in the polar part at pj , which is by
definition αij[p, q]t
q
j .
The case q > 0 is similar: the difference is that rather than considering polar parts we
have to take into account terms with higher order of the parameters. In the case q = 0 we
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make a necessary change to take into account that αij[p, 0] is the difference of constant
terms at pj and pj0. 
Given a surjective map of vector bundles p : V → Q, and an effective Cartier divisor
D, we say that a map Q → V (D) is a splitting of p with a pole if the composition
Q → V (D) → Q(D) is the map induced by the embedding O → O(D). Dually we talk
about retractions with a pole for embeddings of vector bundles.
Lemma 2.5.7. Let
0→ V1 → V2 → V3 → 0
be an exact sequence of vector bundles, and let D be an effective divisor, such that the
sequence splits on the complement U ofD. Then there is a splitting with a pole V3 → V2(D)
extending the given splitting over U , V3|U → V2|U , if and only if there is a retraction with
a pole V2 → V1(D) extending the given retraction over U , V2|U → V1|U .
Proof. Assume there exists V3 → V2(D). Consider the global morphism
f : V1 ⊕ V3(−D)→ V2.
Then it is easy to see that f is injective and coker(f) ≃ V3/V3(−D). In particular, coker(f)
is killed by the ideal sheaf of D, so we get an embedding V2(−D)→ V1 ⊕ V3(−D), which
gives the required map V2(−D)→ V1.
The proof of the converse is similar by looking at the morphism V2 → V1(D)⊕ V3. 
We say that a morphism of vector bundles of equal rank f : V → W degenerates exactly
on an effective Cartier divisor D if the morphism det(f) : det(V ) → det(W ) induces an
isomorphism det(V )(D) ≃ det(W ). Note that in this case the sheaf W/f(V ) is killed by
the ideal sheaf of D, hence, we get a morphism W (−D)→ V which is inverse to f on the
complement of D.
In the following lemma we analyze how to extend the splittings Lai → Polar[a,b],pi of the
natural projection Polar[a,b],pi → L
a
i (resp., retractions Polar[a,b],pi → L
b
i of the embedding
Lbi → Polar[a,b],pi) that we have overMg,n(a) (see (2.5.4)) to splittings (resp., retractions)
with a pole along the divisor Za ⊂Mg,n (see Definition 2.5.1).
Lemma 2.5.8. (i) Let Z be a divisor supported on Za. Assume that for some i ∈ [1, n]
and some m ≥ 0, N ≥ 1, the splittings L−m−ji → Polar[−m−j,−m],pi over Mg,n(a), for
j = 1, . . . , N , extend to splittings with a pole L−m−ji → Polar[−m−j,−m],pi(jZ) over Mg,n.
Then we have a splitting with a pole Lai → Polar[a,a+N ],pi(NZ) for any a ∈ Z, extending
the splitting over Mg,n(a).
(ii) For every i ∈ [1, n] such that ai ≥ 1, and every a ≤ b, the splitting Lai → Polar[a,b],pi
(resp., the retraction Polar[a,b],pi → L
b
i) over Mg,n(a) extends to a splitting (resp., retrac-
tion) with a pole
Lai → Polar[a,b],pi((b− a)Za) (resp., Polar[a,b],pi → L
b
i((b− a)Za) )
over Mg,n.
(iii) In the case ai = 0 the above splittings and retractions acquire at most the following
poles along Za:
Lai → Polar[a,b],pi((b− a)(ai0 + 1)Za), Polar[a,b],pi → L
b
i((b− a)(ai0 + 1)Za).
46
Proof. (i) Let us temporarily denote by ti,can the canonical formal parameter at pi over
U˜nsg,n(a) obtained from Corollary 1.4.7. The question is local, so we can choose a formal
parameter ti at pi locally over Mg,n. In particular, ti gives a nonzero relative tangent
vector at pi, and so we also have the corresponding canonical parameter ti,can at pi, which
is defined away from Za. We have
ti,can = ti + c1t
2
i + . . .+ cN t
N+1
i + . . . ,
where cl are some functions, regular on the complement to Za.
We claim that cl ∈ O(lZ) for l = 1, . . . , N . Using the induction on N we can assume
that we already know this for cl with l < N . Now our assumption about the pole of the
splitting L−m−Ni → Polar[−m−N,−m],pi means that the coefficients of powers of ti in the
expansion of t−m−Ni,can mod t
−m+1
i k[[ti]] belong to O(NZ). Looking at the coefficient of t
−m
i
of this expansion we derive that cN ∈ O(NZ), which proves our claim.
Hence, for any a ∈ Z the coefficients in the expansion of tai,canmod t
a+N+1
i k[[ti]] belong
to O(NZ), which is precisely our assertion.
(ii) Since, Za is the degeneration locus of the morphism πa (see (2.5.2)), it follows that
for any m ≥ 1 the morphism of vector bundles of rank g +m on Mg,n,
Polar[−ai−m,−1],pi⊕Polar
i
a
→ Polar[−ai−m,−ai−1],pi ⊕V
degenerates exactly on Za. Thus, we get a morphism
Polar[−ai−m,−ai−1],pi → Polar[−ai−m,−1],pi(Za)→ Polar[−ai−m,−ai],pi(Za).
(2.5.7)
As in the proof of Lemma 2.5.6, we see that over Mg,n(a) the first arrow in (2.5.7)
sends t−ai−m
′
i , for 1 ≤ m
′ ≤ m, to the polar part the expansion of fi[−ai − m′] in ti.
By the definition of the canonical parameters, this implies that the morphism (2.5.7) is
compatible with the splitting (2.5.4) over Mg,n(a).
Now, let us prove by induction that for any m ≥ 1 we have the required splittings with
poles
Lai → Polar[a,a+m],pi(mZa)
For m = 1 the morphism (2.5.7) gives a splitting with a pole
L−ai−1i → Polar[−ai−1,−ai],pi(Za),
and the assertion follows from part (i). Assume we already have such morphisms for
m′ < m. Then we can construct the required splitting with a pole for a = −ai−m as the
composition
L−ai−mi → Polar[−ai−m,−ai−1],pi((m− 1)Za)→ Polar[−ai−m,−ai],pi(mZa),
where the first arrow exists by the induction assumption and the second arrow is given
by (2.5.7). It remains to apply part (i) again.
Next, combining our splittings with poles we get a splitting with a pole
Polar[a,b−1],pi → Polar[a,b]((b− a)Za).
Hence, by Lemma 2.5.7 we get the required retraction with a pole
Polar[a,b] → L
b
i((b− a)Za).
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(iii) Now consider the case ai = 0. Recall that we have fixed i0 such that ai0 > 0. It
follows from Lemma 2.5.5 that for each m ≥ 1 the morphism of vector bundles of rank
g + n+m− 1 on Mg,n,(
Polar[−m,0],pi⊕Polar
i
a,1
)
/O → Polar[−m,−1],pi⊕V1
degenerates exactly on Za. Thus, we get a morphism
Polar[−m,−1],pi(−Za)→
(
Polar[−m,0],pi ⊕Polar[−ai0 ,0],pi0
)
/O. (2.5.8)
By part (ii), we also have a morphism Polar[−ai0 ,0],pi0 → O(ai0Za), which gives splitting
with the pole of order ai0 along Za of the exact sequence
0→ O → Polar[−ai0 ,0],pi0 → Polar[−ai0 ,0],pi0 /O → 0
Hence, the exact sequence
0→ Polar[−m,0],pi → (Polar[−m,0],pi ⊕Polar[−ai0 ,0],pi0)/O → Polar[−ai0 ,0],pi0 /O → 0
also has a splitting with pole of order ai0 along Za, so we get a retraction with a pole
(Polar[−m,0],pi ⊕Polar[−ai0 ,0],pi0 )/O → Polar[−m,0],pi(ai0Za).
Composing it with (2.5.8) we get a morphism
Polar[−m,−1],pi → Polar[−m,0],pi((ai0 + 1)Za).
As in part (ii), we deduce from this by induction on m that we have splittings with poles
Lai → Polar[a,a+m],pi(m(ai0 + 1)Za), L
−m
i → Polar[−m,0],pi(m(ai0 + 1)Za)
extending the ones associated with the canonical parameter ti over Mg,n(a). 
Theorem 2.5.9. Let us choose j0 ∈ [1, n] such that aj0 = min(a1, . . . , an), and normalize
αij[p, 0] by αi,j0[p, 0] = 0. If there exists i such that ai = 0 then we in addition choose i0,
such that ai0 > 0, that is used to define αi,j[p, q] for ai = 0. Then the section αij [p, q] of
L−pi ⊗ L
q
j on Mg,n(a), where p ≤ −ai − 1, q ≥ −aj, extends to an element of
H0(Mg,n, L
−p
i ⊗ L
q
j(1 + dj(q + aj)− di(p+ ai + 1))Za),
where
di =
{
1 ai > 0,
(ai0 + 1), ai = 0.
In particular if ai > 0 and aj > 0 then αij[p, q] extends to a global section of L
−p
i ⊗L
q
j ((q+
aj − p− ai)Za).
Proof. We use the presentation of αij [p, q] given in Lemma 2.5.6. Assume first that q < 0.
Then using Lemma 2.5.8, we can modify the composition (2.5.5) as
Lpi (di(p+ ai + 1)Za)→ Polar[p,−ai−1],pi →
(
Polar[p,−1],pi⊕Polar
i
a
)
(Za)→
Polar[−aj ,−1],pj(Za)→ Polar[−aj ,q],pj(Za)→ L
q
j ((1 + dj(q + aj))Za) ,
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which gives the required pole estimate in this case. Similarly, if q > 0 then we modify
(2.5.6) as
Lpi (di(p+ ai + 1)Za)→ Polar[p,−ai−1],pi →
((
Polar[p,q],pi⊕Polar
i
a,q+1
)
/O
)
(Za)→
(Polar[−aj ,q],pj /O)(Za)→ L
q
j ((1 + dj(q + aj))Za) .
Finally, in the case q = 0 and j 6= j0 we replace the last two arrows in this composition
by ((
Polar[p,0],pi⊕Polar
i
a,1
)
/O
)
(Za)→
((
Polar[−aj0 ,0],pj0 ⊕Polar[−aj ,0],pj
)
/O
)
(Za)
→ Lqj((1 + djaj)Za),
where the last arrow exists since aj0 ≤ aj . 
Remark 2.5.10. In the case of αij [−ai − 1,−aj ], where aj > 0, we can derive the result
of the above theorem much easier using the formula
αij [−ai − 1,−aj ] = ±
sa+ei−ej
sa
obtained similarly to Corollary 1.3.4. Indeed, the right hand side is a rational section of
O(Ψa+ei−ej − Ψa) = L
ai+1
i ⊗ L
−aj
j with the pole of order 1 at Za, so we can view it as a
regular section of Lai+1i ⊗ L
−aj
j (Za).
In the next result we will use the notation from Section 2.4. In particular, N =
max(a1, . . . , an) and Ca ⊂ Rn is the cone generated by all vectors ωij = (ai+1)ei− ajej .
We will also use the smaller subset of generators of this cone indicated in Lemma 2.2.2.
Proposition 2.5.11. (i) Assume that ai > 0 for at least two indices i. Let χ =∑
i 6=j:aj>0
xijωij be in the cone Ca. Then the rational map from Mg,n to U˜
ns
g,n(a) / χG
n
m is
given by a linear system in |rZ|, for some positive integer r, where
Z = Z(χ) =
∑
i 6=j:ai>0,aj>0
xij
(
Za+ei−ej + (
N
ai
− 1)Za
)
+
∑
i 6=j:ai=0,aj>0
xijZa+ei−ej .
(ii) For a = ge1 and χ = x1e1+
∑n
i=2 xiωi1 the rational map from Mg,n to U˜
ns
g,n(a) / χGm
is given by a linear system in a positive multiple of the class
x1 (ψ1 + Ze1) +
n∑
i=2
xiZ(g−1)e1+ei.
Proof. Set
ψ˜i = ψi +Nℓ(ei)Za =
{
ψi + (
N
ai
)Za, ai 6= 0,
ψi + (N + 1)Za, ai = 0.
We claim that αij[p, q] extends to a global section of the line bundle corresponding to the
class −pψ˜i + qψ˜j, where for a rational divisor class
∑
ri[Vi], by global sections we mean
global sections of
∑
⌊ri⌋[Vi]. Indeed,
−pψ˜i + qψ˜j = −pψi + qψj +Nℓ(−pei + qej)Za.
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But the linear functional ℓ has the property that Nℓ(ωij) ≥ 1 and Nℓ(ei) ≥ di, which
implies that
Nℓ(−pei + qej) ≥ 1 + dj(q + aj)− di(p+ ai + 1)
whenever p ≤ −ai − 1, q ≥ −aj . Thus, our claim follows from Theorem 2.5.9.
Next, let us define the homomorphism
ψ˜ : Qn → Pic(Mg,n)Q : ei 7→ ψ˜i.
Then we see that any monomial expression in coordinates (αij [p, q]) extends to a global
section of ψ˜(v), where v is the corresponding Gnm-weight. Now the assertion (i) follows
from the formula
ψ˜(ωij) = (ai + 1)ψ˜i − ajψ˜i =
{
Za+ei−ej + (
N
ai
− 1)Za, ai > 0, aj > 0;
Za+ei−ej , ai = 0, aj > 0.
Indeed, in the case ai > 0, aj > 0 this follows from the identity
(ai + 1)ei − ajej = Ψa+ei−ej −Ψa,
where Ψa are given by (2.5.3). Similarly, in the case ai = 0, aj > 0 this follows from
ψi − ajψj + Za = Ψa+ei−ej − λ.
For the assertion (ii) we use in addition the formula for ψ˜1, which in the case N = a1 = g
becomes ψ˜1 = ψ1 + Ze1 . 
Example 2.5.12. In the case when g is divisible by n and a1 = . . . = an = g/n, the
class Z(χ) from Proposition 2.5.11 is the image of χ under the linear map sending the
generating vectors ωij to Za+ei−ej .
Remark 2.5.13. It follows easily from the results of Logan [12] that if Cψ ⊂ Rψ1 +
. . .+ Rψn is the convex hull of the classes Ψa, where a ranges over X(g, n), then for any
rational class Z in the interior of Cψ + R≥0ψ1 + . . .+R≥0ψn, the Q-divisor Z − λ is big.
All the divisor classes appearing in Proposition 2.5.11 are multiples of classes of this form.
3. Examples with g = 1
3.1. Case g = 1, n = 2, a = (1, 0). In this section we work over Z[1/6].
The simplest case g = n = 1, a1 = 1 corresponds to the standard family of Weierstrass
cubics (see e.g., [11, Sec. 1.3]), so we start with the next simplest case n = 2, a = (1, 0).
Proposition 3.1.1. There is an isomorphism U˜ns1,2(1, 0) ≃ A
4 with coordinates a, b, e, π,
such that the universal affine curve C \ {p1, p2} over U˜ns1,2(1, 0) is given by the equations
h21 = f
3
1 + πf1 + s,
f1h12 = ah1 + bh12 + ae,
h1h12 = af
2
1 + eh12 + abf1 + a(π + b
2),
(3.1.1)
where
s = e2 − b(π + b2).
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Here the functions h12 ∈ H0(C,O(p1 + p2)), f1 ∈ H0(C,O(2p1)) and h1 ∈ H0(C,O(3p1))
have the expansions
h12 ≡ 1/t2 + . . . at p2,
h12 ≡ a/t1 + . . . , f1 ≡ 1/t
2
1 + . . . , h1 ≡ 1/t
3
1 + . . . at p1,
where t1 and t2 are formal parameters at p1 and p2 compatible with the fixed tangent vectors
at p1 and p2. Note also that b = f1(p2), e = h1(p2). The weights of the coordinates with
respect to the G2m-actions are:
wt(a) = e2 − e1, wt(b) = 2e1, wt(e) = 3e1, wt(π) = 4e1.
Proof. The proof is similar to that of [17, Thm. 1.2.4]. First, assuming that 6 is invertible,
we can construct canonical generators in any marked algebra A of type (1, 0) over R (see
(1.5.1)). Namely, we claim that there is a unique choice of f1 ∈ F2e1 , h1 ∈ F3e1 and
h12 ∈ Fe1+e2 , such that
f1 ≡ u
2
1modFe1 , h1 ≡ u
3
1modF2e1 , h12 ≡ u2modFe1 ,
and the following relations hold in A, with π, s, a, b, d, e, p, q, r ∈ R:
h21 = f
3
1 + πf1 + s,
f1h12 = ah1 + bh12 + d,
h1h12 = af
2
1 + eh12 + ph1 + qf1 + r.
Indeed, we have the following ambiguity in the choice of f1, h1, h12: we can add constants
to f1 and h12, and can change h1 to h1 + c1f1 + c0. The first relation fixes f1 and h1
uniquely, while adding a constant to h12 we make sure that there is no term with f1 in
the second equation.
The Buchberger’s algorithm gives the following relations between the coefficients that
are necessary and sufficient for the elements
fn1 , h1f
m
1 , h
k
12, n ≥ 0, m ≥ 0, k ≥ 1,
to form a basis of A:
s = e2 − b(π + b2), d = ae, p = 0, q = ab, r = a(π + b2). (3.1.2)
The rest of the proof is parallel to that of [17, Thm. 1.2.4], considering the chain of the
natural maps
U˜ns1,2(1, 0)→ MA(2,1) → S(1,0) → U˜
ns
1,2(1, 0),
where S(1,0) is the scheme defined by the equations (3.1.2), so S(1,0) ≃ A
4. 
Corollary 3.1.2. The forgetting morphism for2 : U˜ns1,2(1, 0) → U˜
ns
1 (1) identifies U˜
ns
1,2(1, 0)
with the total space Tot(Tp1) of the line bundle over the universal affine curve over U˜
ns
1 (1)
given by the tangent line at the marked point. This identification is compatible with the
G2m-action, where the action of the first factor on Tot(Tp1) is induced by its action on
U˜ns1 (1), while the second factor acts by rescalings in the fibers and trivially on the base.
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Proof. The morphism for2 is given by the functions (π, s). Now we can rewrite the formula
for s as the equation
e2 = b3 + πb+ s,
which is exactly the equation of the universal affine curve over U˜ns1 (1). The extra coor-
dinate a can be interpreted as the coordinate on the tangent line at the point p1 via the
identification of the latter with O(p1)/O, by recalling that h12 ≡ a/t1 in O(p1)/O. 
3.2. Case g = 1, n = 3, a = (1, 0, 0).
Proposition 3.2.1. There is an isomorphism of U˜ns1,3(1, 0, 0) ≃ A
1 × R1(2, 4), where
R1(2, 4) is the variety of 2 × 4-matrices M = (mij) such that rkM ≤ 1 (its ideal is
generated by the 2× 2-minors). The weights of the G3m-action on the coordinates mij are
given by
w(m11) = e2 − e1, w(m12) = e3 − e1, w(m13) = 2e1, w(m14) = 3e1,
w(m21) = e2, w(m22) = e3, w(m23) = 3e1, w(m24) = 4e1,
while the coordinate t on the extra factor A1 has weight 2e1. The scheme U˜ns1,3(1, 0, 0) is
irreducible of dimension 6, Cohen-Macauley, normal and nonsingular in codimension 4,
but not Gorenstein.
Proof. Again we argue as in [17, Thm. 1.2.4]. Using the case n = 2 (see Proposition
3.1.1) we see that any marked algebra A of type (1, 0, 0) has unique generators f1 ∈ F2e1 ,
h1 ∈ F3e1 , h12 ∈ Fe1+e2 and h13 ∈ Fe1+e3 , such that
f1 ≡ u
2
1modFe1 , h1 ≡ u
3
1modF2e1 , h12 ≡ u2modFe1 , h13 ≡ u3modFe1 ,
and the following relations hold in A:
h21 = f
3
1 + π1f1 + s1,
f1h1i = a1ih1 + b1ih1i + a1ie1i,
h1h1i = a1if
2
1 + e1ih1i + a1ib1if1 + a1i(π1 + b
2
1i),
h12h13 = c32h12 + c23h13 + a12a13f1 + d,
where i = 2, 3, and
s1 = e
2
12 − b
3
12 − π1b12 = e
2
13 − b
3
13 − π1b13.
Note that the form of the last equation is dictated by the fact that h12h13 − a12a13f1 ∈
Fe1+e2+e3 . Using the Buchberger’s algorithm, we see that the condition that
(fn1 , f
n
1 h1, h
k
12, h
k
13)n≥0,k≥1
form a basis of A is equivalent to the equation
d = a12a13(b12 + b13),
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together the following equations on the cooefficients a12, a12, b12, b13, e12, e12, c23, c32, π1:
e212 − e
2
12 = b
3
12 − b
3
13 + π1(b12 − b12),
c23(b13 − b12) = a12(e12 + e13),
c32(b12 − b13) = a13(e12 + e13),
c23(e13 − e12) = a12(π1 + b
2
13 + b12b13 + b
2
12),
c32(e12 − e13) = a13(π1 + b
2
13 + b12b13 + b
2
12),
a12c32 = −a13c23.
These are exactly the equations given by the 2× 2-minors of the matrix(
a12 a13 b13 − b12 e13 − e12
c23 −c32 e12 + e13 π1 + b
2
12 + b12b13 + b
2
13
)
.
It remains to observe that the entries of this matrix complemented by t = b12 form
a change of variables from the original 9 coordinates (recall that we assume 2 to be
invertible). The geometric properties of our space follow immediately from the well-known
properties of the affine cone over the Segre embedding of P1 × P3. 
3.3. The moduli space U˜ns1,n(e1, e2, . . . , en). An important example of the moduli scheme
of the form U˜nsg,n(a1, a2, . . . ) is the scheme U˜
ns
1,n(e1, e2, . . . , en) because of its connection with
the moduli scheme U˜sns1,n of genus 1 curves (C, p1, . . . , pn) such that h
1(O(pi)) = 0 and
O(p1 + . . . + pn) is ample, with a nonzero global section of the dualizing sheaf ωC .
1 The
scheme U˜sns1,n was constructed and studied in [11], where we showed that its GIT quotient
by Gm coincides with the moduli space of (n − 1)-stable curves of genus 1 defined and
studied by Smyth in [21], [22].
Let T1 ⊂ Gnm be the kernel of the projection to the first component G
n
m → Gm.
Proposition 3.3.1. The action of T1 on U˜ns1,n(e1, e2, . . . , en) is free and there is an iso-
morphism of Gm-schemes
U˜ns1,n(e1, e2, . . . , en)/T1 ≃ U˜
sns
1,n
Proof. The restriction map H0(C, ωC) → ωC |pi is an isomorphism for every i (see [11,
Lem. 1.1.1]). Hence, we have a natural embedding
U˜sns1,n → U˜
ns
1,n(e1, e2, . . . , en),
associating to a trivialization ofH0(C, ωC) the corresponding trivializations of the tangent
lines at each marked point. It is easy to see that its image is a section for the T1-action
on U˜sns1,n , which implies the assertion. 
1“sns” stands for “strongly non-special”, since each pi defines a non-special divisor. In [11] this scheme
is denoted by U˜ns
1,n.
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4. Moduli of curves with chains of divisors
4.1. The setup. The combinatorical data defining our moduli spaces is a collection of
formal divisors (formal integer combinations of p1, . . . ,pn):
0 = D−0 ≤ D
+
0 ≤ D
−
1 ≤ D
+
1 ≤ . . . ≤ D
−
s ≤ D
+
s ,
such that supp(D+s ) = supp(D
+
s −D
−
s ), and for each q = 1, . . . , s there exists an index
iq ∈ {1, . . . , n} such that D−q = D
+
q−1 + piq . We set
g =
s∑
q=0
deg(D+q −D
−
q ) = deg(D
+
s )− s. (4.1.1)
We always assume that g > 0.
We will construct the moduli space parametrizing curves C of arithmetic genus g with
smooth marked points p1, . . . , pn, such that OC(p1 + . . .+ pn) is ample, with restrictions
on the number of sections of various divisors supported at p1, . . . , pn. We say that a
divisor D =
∑
aipi is of type D =
∑
aipi. Let D
−
q , D
+
q , for q = 0, . . . , s, be the divisors
on C of the types D−q ,D
+
q . Then we impose the conditions h
1(C,D+s ) = 0, and
h0(C,D−q ) = h
0(C,D+q ) = q + 1, for q = 0, . . . , s, (4.1.2)
Note that since deg(D−q ) = deg(D
+
q−1) + 1, these conditions imply that h
1(C,D−q ) =
h1(C,D+q−1). Thus, h
1 drops by deg(D+s − D
−
s ) only when going from D
−
s to D
+
s . The
total drop from h1(D−0 ) = h
1(C,O) to h1(D+s ) is g, which explains the formula (4.1.1).
Let us set formally
h1(D±q ) = g + q − deg(D
±
q ), (4.1.3)
so that in the above situation these are the values of h1(D+q ) and h
1(D−q ).
Example 4.1.1. In the case s = 0 the above data reduces to a single formal divi-
sor D+0 =
∑n
i=1 aipi of degree g. Thus, the corresponding moduli space, parametrizing
(C, p1, . . . , pn), such that O(p1 + . . .+ pn) is ample and the divisor D
+
0 =
∑
aipi satisfies
h1(D+0 ) = 0, is exactly the stack U
ns
g,n(a).
Example 4.1.2. For n = 1 our data is equivalent to the collection of numbers
0 = d−0 ≤ d
+
0 ≤ d
−
1 ≤ d
+
1 ≤ . . . ≤ d
−
s < d
+
s ,
where d−q = d
+
q−1+1, so that D
±
q = d
±
q p1. Then our condition on divisors supported at p1
on a curve C is that h1(d+s p1) = 0 and that the set
[1, d+s ] \ {d
−
q | q = 1, . . . , s}
is precisely the set of Weierstrass gaps of (C, p1), i.e., the set of m ≥ 1 such that
h0((m − 1)p1) = h0(mp1). Conversely, if 1 = ℓ1 < . . . < ℓg is the gap sequence of
some subsemigroup S ⊂ Z≥0, i.e., S = Z≥0 \ {ℓ1, . . . , ℓg}, then we can reconstruct our
data by
d+s = ℓg, {d
−
q | q = 1, . . . , s} = [1, ℓg] \ {ℓ1, . . . , ℓg}. (4.1.4)
The next Lemma records a well known construction of the loci over which the rank of
a given map of vector bundles is constant.
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Lemma 4.1.3. Let φ : V → W be a morphism of vector bundles over a scheme X. We
define Z≤r(φ) ⊂ X to be the closed subscheme given by the equation ∧r+1(φ) = 0, and we
call the locally closed subscheme in X,
Zr(φ) := Z≤r(φ) \ Z≤r−1(φ),
the locus where the rank of φ is equal to r. Then for a morphism f : S → X the sheaf
coker(f ∗φ) is locally free of rank rkW−r if and only if f factors through Zr(φ). For such
f the sheaves im(f ∗φ) and ker(f ∗φ) are locally free of ranks r and rkV − r, respectively.
Proof. The question is local so we can assume that the bundles V andW are trivial. Note
that the complement of Z≤r−1(φ) is the open subset of X on which one of the r×r-minors
of the matrix of φ is invertible. Equivalently, it is the union of open subsets on which
there exists a decomposition W = W1 ⊕ W2 such that rkW1 = r and the component
φ1 : V → W1 of φ is surjective. Hence, locally we have a decomposition V = V1⊕V2 such
that φ1(V2) = 0 and φ1|V1 : V1 → W1 is an isomorphism. Thus, when we further restrict
to Zr(φ), the condition that ∧r+1(φ) = 0 will imply that φ factors as a composition of the
projection V → V1 followed by an embedding as a subbundle V1 →W. Thus, im(φ|Zr(φ))
is a subbundle of W|Zr(φ) of rank r.
Conversely, assume that coker(f ∗φ) is locally free of rank rkW − r. Then im(f ∗φ) is
a subbundle of f ∗W of rank r, so ∧r+1(φ) = 0 and locally there exists an r × r-minor of
f ∗φ which is invertible, hence f factors through Zr(φ). 
Definition 4.1.4. With the data D = (D±• ) we associate a locally closed subscheme
SGD ⊂ SG1(g) as follows. We start with an open subset SG(D+s ) ⊂ SG1(g) consisting
of W such that H1(W (D+s )) = 0. Note that over SG(D
+
s ) the spaces H
0(W (D+s ))/k are
the fibers of the vector bundle K(D+s ) (see (1.2.3)). Now for each q = 0, . . . , s we have
morphisms of vector bundles
ϕ±q : K(D
+
s )→ H≥−D+s /H≥−D±q ⊗O,
and we define SGD ⊂ SG(D+s ) as the intersection of the loci Zs−q(ϕ
±
q ), for q = 0, . . . , s,
where the rank of ϕ±q is equal to s− q (see Lemma 4.1.3).
Recall (see Lemma 1.2.2) that for any f : X → SG(D+s ) the morphism f
∗ϕ±q fits into
an exact sequence
0→ K(f,D±q )→ K(f,D
+
s )
f∗ϕ±q
✲ H(D+s )/H(D
±
q )⊗OX ✲ C(f,D
±
q )→ 0.
(4.1.5)
Lemma 4.1.5. (i) For the embedding i : SGD → SG(D+s ) the sheaves K(i,D
±
q ) and
C(i,D±q ) are locally free of ranks q and h
1(D±q ), respectively.
(ii) For each q the natural morphism K(i,D−q )→ K(i,D
+
q ) is an isomorphism.
(iii) For each q ≥ 1 the natural morphism C(i,D+q−1)→ C(i,D
−
q ) is an isomorphism.
Proof. (i) This follows from the exact sequence (4.1.5) for f = i together with Lemma
4.1.3 and the fact that the morphism i∗ϕ±q has the constant rank s− q.
(ii) By Lemma 1.2.2, we have an exact sequence
0→ K(i,D−q )→ K(i,D
+
q )→H(D
+
q )/H(D
−
q )⊗O → V → 0, (4.1.6)
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where V fits into an exact sequence
0→ V → C(i,D−q )→ C(i,D
+
q )→ 0.
Hence, V is a vector bundle of rank deg(D+q −D
−
q ), so the surjective morphismH(D
+
q )/H(D
−
q )⊗
O → V is in fact an isomorphism. Now the assertion follows from the exact sequence
(4.1.6).
(iii) By Lemma 1.2.2, this morphism is surjective. It remains to observe that by part (i),
both sheaves are locally free of the same rank. Hence, this map is an isomorphism. 
For a divisor D let us denote by mi(D) the coefficient of pi in D. We also set
ai = mi(D
+
s ), i = 1, . . . , n,
mq = miq(D
−
q ), q = 1, . . . , s
(4.1.7)
(recall that iq is determined by D
−
q = D
+
q−1 + piq). For each i = 1, . . . , n, let
Ti = {−mq | q ∈ [1, s], iq = i} ∪ (−∞,−ai − 1],
and set
Si = Z \ Ti, S = ⊔iSi.
Recall that the open cell US,1 ⊂ SG1(g) associated with S is given by (1.1.5).
Proposition 4.1.6. SGD is a closed subscheme of the open cell US,1, which is isomorphic
to the infinite-dimensional affine space.
Proof. By Lemma 1.2.2 and Lemma 4.1.5(iii), we have exact sequences of vector bundles
over SGD,
0→ K(D+q−1)→ K(D
−
q )→H(D
−
q )/H(D
+
q−1)⊗O → 0,
for q = 1, . . . , s, where the last vector bundle is canonically isomorphic to the trivial
bundle of rank 1. On the other hand, for every D ≥ D+s we have an exact sequence
0→ K(D+s )→ K(D)→H(D)/H(D
+
s )⊗O → 0.
Hence, we can choose splittings of all of these sequences over SGD, and represent the
universal subspace over SGD by a locally free subsheaf W ⊂ H ⊗ O (with locally free
quotient), such that W/〈1〉 has the basis
(gq)q=1,... ,s, (fi[−m])i=1,... ,n,m>ai), (4.1.8)
such that
gq ≡ t
−mq
iq
modH(D+q−1), (4.1.9)
fi[−m] ≡ t
−m
i modH(D
+
s ).
Adding to fi[−m] a linear combination of gq, and to each gq a linear combination of
gq′ with q
′ < q, we arrive at the basis of the form (1.1.6), so we obtain the inclusion
SGD ⊂ US,1. In addition, the property (4.1.9) implies that for every q = 1, . . . , s, the
coefficient of t−mi in gq, where −m ∈ Si, is zero unless m ≤ mi(D
+
q−1). Note that these
coefficients are among the coordinates on US,1, so their vanishing gives a closed subscheme
Z ⊂ US,1, isomorphic to the infinite-dimensional affine space. Finally, it is easy to see
that over Z the image of the map ϕ±q is a subbundle of rank s − q (for q = 1, . . . , s),
which shows that Z = SGD. 
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The following definition mimics Def. 4.1.4 for the moduli of curves.
Definition 4.1.7. (i) For the data D = (D±• ) as above let Ug,n(D
+
s ) denote the moduli
stack of projective curves C of arithmetic genus g with n marked points (distinct, smooth)
p1, . . . , pn such that OC(p1+ . . .+pn) is ample and h1(C,D+s ) = 0, where D
+
s is the divisor
of type D+s supported on p1, . . . , pn. Then the moduli space Ug,n[D] is the locally closed
locus of Ug,n(D+s ), defined as the intersection of the loci Zs−q(φ
±
q ), over q ≤ s, on which
the natural morphism of vector bundles
φ±q : R
0π∗(O(D
+
s ))→ R
0π∗(O(D
+
s )/O(D
±
q )). (4.1.10)
has rank equal to s − q. Here π : C → Ug,n(D+s ) is the universal curve, and (D
±
q ) is
the divisor of type (D±q ) supported at p1, . . . , pn. As before, U˜g,n[D] (resp., U
(∞)
g,n [D])
denote the similar moduli space with the choice of nonzero tangent vectors (resp., formal
parameters) at the marked points.
(ii) In the case n = 1, for a sequence 1 ≤ ℓ1 < . . . < ℓg we set
Ug,1[ℓ1, . . . , ℓg] = Ug,n[D], U˜g,1[ℓ1, . . . , ℓg] = U˜g,n[D],
where D = (d±q p1)q=0,... ,s is defined by (4.1.4).
Lemma 4.1.8. The stack Ug,n[D] classifies families of pointed curves (π : C → S, p1, . . . , pn)
such that O(p1 + . . . + pn) is relatively ample and R1π∗(OC(D±q )) is locally free of rank
h1(D±q ) for each q = 0, . . . , s, where D
±
q is the divisor of type D
±
q . For such a family and
for any D, D−q ≤ D ≤ D
+
q , q = 0, . . . , s, the sheaf R
1π∗(OC(D)), where D is the divisor
of type D, is locally free of rank h1(D+q ) + deg(D
+
q −D).
Proof. We have R1π∗(O(D+s )) = 0 on Ug,n(D
+
s ). Hence, for q = 0, . . . , s, the sheaf
R1π∗(OC(D±q )) is isomorphic to the cokernel of (4.1.10). Therefore, the first assertion
follows from Lemma 4.1.3. To prove the second assertion we use the commutative diagram
with exact rows and columns
π∗(O(D)/O(D
−
q ))
id
✲ π∗(O(D)/O(D
−
q ))
π∗(O(D
+
q )/O(D
−
q ))
❄
✲ R1π∗(O(D
−
q ))
❄
✲ R1π∗(O(D
+
q ))→ 0
π∗(O(D
+
q )/O(D))
❄
✲ R1π∗(O(D))
❄
✲ R1π∗(O(D
+
q ))→ 0.
id
❄
Since by assumption R1π∗(OC(D−q )) and R
1π∗(OC(D+q )) are locally free of prescribed
ranks, whose difference is deg(D+q − D
−
q ), we derive that the first arrow in the middle
row is injective. Since the left column is a short exact sequence, we deduce that the first
arrow in the bottom row is injective, so the bottom row is a short exact sequence. Hence,
R1π∗(O(D)) is locally free of prescribed rank. 
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Using this Lemma we can rephrase Definition 4.1.7(ii) as follows.
Corollary 4.1.9. For every gap sequence 1 = ℓ1 < . . . < ℓg the stack Ug,1[ℓ1, . . . , ℓg]
classifies families of pointed curves (π : C → S, p1) such that O(p1) is relatively ample,
R1π∗(OC(ℓgp1)) = 0 and R1π∗(OC(mp1)) is locally free of rank g − i for ℓi ≤ m < ℓi+1,
i = 0, . . . , g − 1 (where ℓ0 = 0).
4.2. Curves with special divisors and the Krichever map. It is clear from the
definitions that the Krichever map defines a map
Kr : U (∞)g,n [D]→ ASGD := ASG ∩ SGD, (4.2.1)
equivariant with respect to the action of the group of changes of parameters G (see Section
1.4).
Lemma 4.2.1. The action of G on SGD is free and admits a section ΣD ⊂ SGD, iso-
morphic to the infinite-dimensional affine space.
Proof. Renumbering the indices we can assume that
D+s = a1p1 + . . .+ arpr,
with ai > 0, r ≤ n. By assumption, each of the formal points p1, . . . ,pr is in the support
of D+s −D
−
s . In other words,
D−s ≤ (a1 − 1)p1 + . . .+ (ar − 1)pr.
We know that C(i,D+s ) = 0, where i : SGD → SG1(g) is the embedding. On the other
hand, we claim that for each i = 1, . . . , r, the sheaf C(i,D+s − pi) is locally free of rank
1. Indeed, by Lemma 1.2.2, we have an exact sequence
0→ C(i,D+s − pi)→ C(i,D
+
s )→ H(D
+
s )/H(D
+
s − pi)⊗O → C(i,D
+
s − pi)→ 0.
Since D−s ≤ D
+
s − pi, by Lemma 4.1.5(ii), the first arrow is an isomorphism, so the map
H(D+s )/H(D
+
s −pi)⊗O → C(i,D
+
s −pi) is also an isomorphism, which proves our claim.
Therefore, Proposition 1.4.3 is applicable to the action of Gi on SGD. Arguing as in
Corollary 1.4.4, we get a section for the action of
∏r
i=1Gi on SGD given by the locus of
W with the following property: each element fi[−m] ∈ H0(W (D+s + (m − ai)pi)), for
i = 1, . . . , r, m > ai, from the basis (4.1.8), has the expansion in ti of the form
fi[−m] ≡ t
−m
i mod t
−ai+1
i k[[ti]].
In other words, we require the vanishing of the coefficient of t−aii in fi[−m]. Next, as in
Proposition 1.4.5, for a fixed i0 ≤ r, we get a section for the action of the full group G on
SGD by requiring in addition for each i > r the expansion of fi[−1] ∈ H0(W (D+s + pi)
in ti to be of the form
fi[−1] = t
−1
i + const,
and the expansion of fi[−1] in ti0 to have no constant term.
Thus, our section ΣD is the vanishing locus of some set of coordinates in the infinite-
dimensional affine space SGD, hence, ΣD itself is an infinite-dimensional affine space. 
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Theorem 4.2.2. Let us work over Q. The action of G on ASGD is free and admits a
section. The Krichever map induces an isomorphism
U˜g,n[D] ≃ ASGD/G,
and U˜g,n[D] is an affine scheme of finite type over Q.
Proof. Let ΣD ⊂ SGD be the section for the G-action constructed in Lemma 4.2.1. Then
ΣD ∩ASGD is an affine scheme, isomorphic to ASGD/G.
The proof follows the same outline as the proof of Theorems A and B (see Section 1.7),
so we will omit some details. The key part of the proof is constructing the sequence of
morphisms
U˜g,n[D]
Kr
✲ ΣD ∩ ASGD
i
✲ SGB
r
✲ U˜g,n[D],
where SGB is a certain affine scheme of finite type classifying algebras with Gro¨bner bases
of given form, and proving that r ◦ i ◦Kr = id, Kr ◦ r ◦ i = id.
The morphism Kr is simply induced by (4.2.1) by passing to quotients by G and using
the identification ΣD ∩ASGD ≃ ASGD/G.
Let WR ⊂ HR be the universal subspace over Spec(R) := ΣD ∩ ASGD, and let N
be such that D+s ≤ N(p1 + . . . + pn). Then one has H
1(WR(N(p1 + . . . + pn))) = 0,
and part of the basis of WR/R · 1, constructed in Proposition 4.1.6, gives a basis of
H0(WR(N(p1 + . . .+ pn)))/R · 1, namely, the elements
(gq)q=1,... ,s, (fi[−p])i=1,... ,n,ai<p≤N (4.2.2)
(see (4.1.8)). Thus, the condition (⋆) of Section 1.6 is satisfied, and we can apply Propo-
sition 1.6.1, setting as before hi(j) = fi[−N − j − 1], fi = hi(0). This gives us generators
and the basis of normal monomials in WR of the form (1.6.2), with the elements (4.2.2)
playing the role of (gk). As in Section 1.7, we define SGB to be the closed subscheme in
the corresponding affine scheme of Gro¨bner relations of the form (1.6.3) by requiring in
addition the relations with the leading terms fi[−p]fi and fi[−p]fi′ to have form (1.7.2),
and those with the leading terms gqfi to have form
gqfi = hi(mq) + Ai(≤ N +mq) +
∑
k 6=i
Ak(≤ 2N) + terms(deg1 ≤ N) for i = iq,
gqfi = Bi(≤ N + 1 +mi(D
−
q )) +
∑
k 6=i
Bk(≤ 2N) + terms(deg1 ≤ N) for i 6= iq,
where Ai(≤ a) and Bi(≤ a) are some linear combinations of the elements hi(l) and fi
of deg1 ≤ a. The relations do have this form for WR, so we get a natural morphism
i : Spec(R)→ SGB.
The morphism r is associated with the family of curves over SGB given by CGB =
Proj(R(AGB)), where AGB is the universal algebra defined by Gro¨bner relations over
SGB, R(AGB) is the Rees algebra associated with the increasing filtration induced by
deg1. Exactly as in Section 1.7, we equip CGB with smooth marked points p1, . . . , pn and
show that it is a flat family over SGB. Furthermore, as in Section 1.7, we use the special
form of the relations to estimate the poles of the generators hi(j), fi[−p] and gq at the
marked points. Namely, we show that hi(j) has a pole of order N + j+1 at pi and a pole
of order ≤ N at pi′ for i
′ 6= i; fi[−p] has a pole of order p at pi and a pole of order ≤ ai′
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at pi′ for i
′ 6= i; and gq has a pole of order mq at piq and a pole of order ≤ mi(D
−
q ) at pi
for i 6= iq. This gives the following bases for the relevant divisors on CGB:
H0(CGB,O(mD)) for m ≥ N : (gq)q=1,... ,s, (fi[−p])i=1,... ,n,ai<p≤N , (hi(j))i=1,... ,n,0≤j≤m−N−1,
H0(CGB,O(D+q )) = H
0(CGB,O(D−q )) : 1, (gq′)q′=1,... ,q, (4.2.3)
where D±q denotes the divisor supported at p1, . . . , pn of type D
±
q . Hence, we derive
that CGB → SGB is a family of genus g curves, and from Riemann-Roch we get that
h1(Cs,O(D+s )) = 0 for each curve in this family. Furthermore, the above explicit bases
are compatible with the maps (4.1.10), so we derive that each sheaf R1π∗(O(D
±
q )) over
SGB is locally of rank h
1(D±q ).
Thus, we get a well-defined morphism r : SGB → U˜g,n[D]. The rest of the proof is
similar to that of Sec. 1.7. Note only that in proving that Kr ◦ r ◦ i = id we have to
establish an isomorphism of two R-points of ΣD ∩ ASGD ≃ ASGD/G. For this we again
can use Proposition 1.5.5(i) which reduces this to checking that the corresponding weakly
marked algebras are isomorphic. 
Note that Theorem E is a special case of Theorem 4.2.2 when n = 1, where we set
ASG[ℓ1, . . . , ℓg] = ASGD for D given by (4.1.4).
It is straightforward to see that in the case n = 1 all the coordinates on the affine space
ΣD have positive Gm-weights. Thus, similarly to Proposition 2.2.4 we derive the following
result.
Corollary 4.2.3. Let us work over an algebraically closed field k of characteristic zero.
Let 1 = ℓ1 < . . . < ℓg be a gap sequence, i.e.,
S = Z≥0 \ {ℓ1, . . . , ℓg}
is a subsemigroup in Z≥0. The action of Gm on the ring of functions on the scheme
U˜g,1[ℓ1, . . . , ℓg] has non-negative weights, with zero weight subspace given by constants.
The unique Gm-invariant point of U˜g,1[ℓ1, . . . , ℓg] corresponds to the projective curve CS
compactifying the curve Spec(k[S]), where k[S] is the semigroup ring of S. The geometric
quotient
U ′g,1[ℓ1, . . . , ℓg] := U˜g,1[ℓ1, . . . , ℓg] \ {C
S}/Gm (4.2.4)
is a projective scheme.
Recall that the maximal gap ℓg of a smooth point p on a curve of arithmetic genus g is
always ≤ 2g− 1 (this follows from the fact that S = Z≥0 \ {ℓ1, . . . , ℓg} is a subsemigroup,
see e.g., [10]). Using the Gm-action on U˜g,1[ℓ1, . . . , ℓg] we deduce that any curve that has
a smooth point for which ℓg = 2g−1 is necessarily Gorenstein (provided it is irreducible).
Corollary 4.2.4. Let C be a projective irreducible and reduced curve of arithmetic genus
g ≥ 1 with a smooth point p such that h1((2g− 2)p) = 1, or equivalently the maximal gap
at p is ℓg = 2g − 1. Then C is Gorenstein and ωC ≃ O((2g − 2)p).
Proof. Let 1 = ℓ1 < . . . < ℓg be the gap sequence of (C, p). The fact that ℓg = 2g − 1
implies that the subsemigroup S = Z≥0 \ {ℓ1, . . . , ℓg} is symmetric, i.e., for an integer m,
one hasm ∈ S if and only if 2g−1−m 6∈ S (see [10, Lemma]). Hence, by the main theorem
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of [10], the semigroup ring k[S] is Gorenstein. But the Gm-action on U˜g,1[ℓ1, . . . , ℓg] gives
a deformation over A1 with the special fiber Spec(k[S]) and every other fiber isomorphic
to C \ {p}. Hence, C \ {p} is Gorenstein as well, and so C is Gorenstein.
For the last assertion we observe that L = ωC(−(2g − 2)p) is a line bundle of degree
0 on C. Furthermore, by Serre duality, we get h0(L) = 1. Since C is irreducible and
reduced, this implies that L is trivial. 
Remarks 4.2.5. 1. Let 1 = ℓ1 < . . . < ℓg be a gap sequence with ℓg = 2g− 1. Assuming
in addition that ℓ2 = 2 and ℓg−1 ≥ g Sto¨hr constructed in [23] a projective scheme
S[ℓ1, . . . , ℓg] whose points are in bijection with Gorenstein projective irreducible curves
C of arithmetic genus g with a smooth point p such that (C, p) has finite automorphism
group and the gap sequence of (C, p) is (ℓ1, . . . , ℓg). His method is to study the equations
of C in the canonical embedding. It is easy to see that by construction S[ℓ1, . . . , ℓg] carries
a family satisfying the conditions of Corollary 4.1.9, so we get a morphism
S[ℓ1, . . . , ℓg]→ U
′
g,1[ℓ1, . . . , ℓg] (4.2.5)
where the scheme on the right is given by (4.2.4). Corollary 4.2.4 implies that this
morphism is a bijection on k-points. We conjecture that in fact, it is an isomorphism.
The construction of [23] has been extended in [15] to gap sequences with ℓg = 2g − 2,
ℓ3 = 3, ℓg−1 ≥ g, to give a quasi-projective variety S[ℓ1, . . . , ℓg] parametrizing Gorenstein
irreducible curves with such gap sequences. It seems plausible that in this case the map
(4.2.5) is an open embedding.
2. The construction of the moduli space of pointed curves (C, p) with a given gap sequence,
and such that C is smooth, goes back to Pinkham’s work [16]. He also constructs a
compactification of the space, using the versal deformation space of the monomial curve
associated with the gap sequence, viewed as a Gm-curve. It would be interesting to
compare this compactification to our space U˜g,1[ℓ1, . . . , ℓg]. In the case ℓg = 2g − 1 Sto¨hr
shows that Pinkham’s space for smooth curves is an open subset of the moduli space
considered in [23].
The following easy example of the moduli space U˜g,1[ℓ1, . . . , ℓg] is related to hyperelliptic
curves.
Proposition 4.2.6. Let us work over SpecZ[1/2]. For each g ≥ 2, the moduli scheme
U˜g,1[1, 3, . . . , 2g − 1] is isomorphic to the affine space A2g, and the universal affine curve
C \ {p} over it is given by the equation
y2 = x2g+1 + a1x
2g−1 + . . .+ a2g. (4.2.6)
The weights of the Gm-action on the coordinates are given by wt(ai) = 2i + 2. In other
words, this is just the miniversal deformation space of the A2g-singularity with its natural
Gm-action.
Proof. Given a curve (C, p) in U˜g,1[1, 3, . . . , 2g − 1], we can find elements x ∈ H
0(C, 2p)
and y ∈ H0(C, (2g + 1)p) with the expansions x ≡ 1
t2
+ . . . , y ≡ 1
t2g+1
+ . . . at p. Then
there should be a relation of the form
y2 = P2g+1(x) + yPg(x),
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where P2g+1 and Pg are polynomials of degree 2g + 1 and g, respectively. We can use the
ambiguity y 7→ y + Qg(x), where Qg is a polynomial of degree g, to get Pg = 0, and the
ambiguity x 7→ x + const to make the coefficient of x2g in P2g+1 to be 0. Since this is a
single equation, it already gives the Gro¨bner basis, so that the monomials (xm, xmy)m≥0
form a basis of H0(C \ {p},O). Conversely, starting from the algebra A with the defining
equation (4.2.6) between the generators x, y, we can construct a curve C as Proj(R(A)),
where R(A) is the Rees algebra of A with respect to the filtration induced by deg(x) =
2, deg(y) = 2g + 1. Similarly to the proof of [17, Thm. 1.2.4] one checks that these
constructions (that work in families) are mutually inverse. 
Remark 4.2.7. Thus, the moduli stack Ug,1[1, 3, . . . , 2g − 1] \ {C0}/Gm, where C0 is
the curve with the affine part y2 = x2g+1, is isomorphic to the weighted projective stack
P(4, 6, . . . , 4g + 2). Note that the same stack also appears in [6] as the stack H2g[2g − 1]
of quasi-admissible hyperelliptic covers of P1, and in [1] as the stack of cyclic covers of P1
of degree 2 with a fixed simple ramification point.
References
[1] J. Alper, D. Smyth, F. van der Wyck, Weakly proper moduli stacks of curves, arXiv:1012.0538.
[2] E. Arbarello, C. De Concini, V. Kac, C. Procesi, Moduli spaces of curves and representation theory,
Comm. Math. Phys. 117 (1988), no. 1, 1–36.
[3] A. Beilinson, V. Schechtman, Determinant bundles and Virasoro algebras, Comm. Math. Phys. 118
(1988) 651–701.
[4] D. Eisenbud, Commutative algebra. With a view toward algebraic geometry, Springer-Verlag, New
York, 1995.
[5] M. Fedorchuk, D. I. Smyth, Alternate compactifications of moduli spaces of curves, in Handbook of
moduli. Vol. I 331–413, Int. Press, Somerville, MA, 2013.
[6] M. Fedorchuk, Moduli spaces of hyperelliptic curves with A and D singularities, Math. Z. 276 (2014),
no. 1-2, 299–328.
[7] R. Fisette, A. Polishchuk, A∞-algebras associated with curves and rational functions on Mg,g. I,
Compos. Math. 150 (2014), no. 4, 621–667.
[8] J. Hall, Cohomology and base change for algebraic stacks, Math. Zeitschrift, 278 (2014), no. 1-2,
401–429.
[9] M. Kontsevich, The Virasoro algebra and Teichmller spaces, Funct. Anal. Appl. 21 (1987), no. 2,
156–157.
[10] E. Kunz, The value-semigroup of a one-dimensional Gorenstein ring, Proc. AMS 25 (1970), 748–751.
[11] Y. Lekili, A. Polishchuk, A modular compactification ofM∞,\ from A∞-structures, arXiv:1408.0611.
[12] A. Logan, The Kodaira dimension of moduli spaces of curves with marked points, Amer. J. Math.
125 (2003), no. 1, 105–138.
[13] M. Mulase, Category of vector bundles on algebraic curves and infinite dimensional Grassmannians,
Int. J. Math. 1 (1990), 293–342.
[14] J. M. Munoz Porras and J. Plaza Mart´ın, Equations of the moduli of pointed curves in the infinite
Grassmannian, J. Differential Geom. 51 (1999), no. 3, 431–469.
[15] G. Oliveira, K.-O. Sto¨hr, Moduli spaces of curves with quasi-symmetric Weierstrass gap sequences,
Geom. Dedicata 67 (1997), 65–82.
[16] H. C. Pinkham, Deformations of algebraic varieties with Gm-action, Aste´risque 20, SMF, Paris,
1974.
[17] A. Polishchuk, Moduli of curves as moduli of A-infinity structures, arXiv:1312.4636.
[18] A. Schwarz, J.-M. Liou, Moduli spaces and Grassmannian, Lett. Math. Phys. 103 (2013), no. 6,
585–603.
62
[19] G. Segal, G. Wilson, Loop groups and equations of KdV type, IHES Publ. Math. No. 61 (1985), 5–65.
[20] D. I. Smyth, Towards a classification of modular compactifications ofMg,n, Invent. Math. 192 (2013),
459–503.
[21] D. I. Smyth, Modular compactifications of the space of pointed elliptic curves I, Compos. Math. 147
(2011), no. 3, 877–913.
[22] D. I. Smyth, Modular compactifications of the space of pointed elliptic curves II Compos. Math. 147
(2011), no. 6, 1843–1884.
[23] K.-O. Sto¨hr, On the moduli spaces of Gorenstein curves with symmetric Weierstrass semigroups,
Crelle J. 441 (1993), 189–213.
63
