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Abstract—As more and more information systems are mov-
ing to the cloud, there have been efforts to deploy publish-
subscribe (or pub/sub) systems in the cloud environment to
take advantage of the elasticity of resources. As a result, there
is a need to perform resource management for the cloud-
based pub/sub systems that supports various types of jobs, each
consists of a series of tasks, or workflow. Designing an efficient
and effective resource management approach for the cloud-
based pub/sub system is challenging because such an approach
needs to be able to support flexible provisioning strategies,
model the complex interactions between heterogeneous types
of jobs, and provide dynamic resource allocation capability. In
this paper, we formulate the resource management problem
of elastic pub/sub system as optimization problems using
different objectives functions. We model the elastic pub/sub
system as a multiple-class open queuing network to derive
system performance measures, and propose greedy algorithms
to efficiently solve the optimization problems. Our evaluation
based on simulation on real system show that our proposed
solution outperforms the baseline and is robust in dealing with
high-volume and fast-changing workload.
I. INTRODUCTION
Publish-subscribe system (or pub/sub system for short) [7]
is a commonly used asynchronous communication pattern
for a variety of applications. In such the system, the asyn-
chronization is implemented by decoupling the producers
and consumers of messages1. Particularly, messages gener-
ated by producers will be sent to the pub/sub system and are
kept under different message queues. A consumer registers
its interest to certain type of messages and the pub/sub
system will deliver messages to consumers of appropriate
message types.
There are two main types of pub/sub system based
on how the subscription works: topic-based and content-
based. Topic-based is the simplest form of pub/sub system
where the messages are associated with topic strings and
subscriptions are defined at the level of topics. Content-
based pub/sub allows more complicated subscriptions based
on the content of the message. For example, subscriptions
can be arbitrary boolean functions on the entire content of
1We use publisher/producer and subscriber/consumer interchangeably.
messages. However, complexity often comes at the trade-
off for efficiency. Topic-based pub/sub is thus much more
efficient than content-based one, due to its simple message-
to-consumer matching. As a result, topic-based pub/sub is
more popular in real-world applications and is the type of
system we study in this paper.
The message passing mechanism in pub/sub system, in
which different components in the system can post events
(in form of messages) and react to those posted by other
components, gives applications the flexibility to decide the
logic of how to react to events and what chain of the steps
needed to process an event. As a result, pub/sub systems
are often used to process complex jobs that involve a series
of tasks in form of a Direct Acyclic Graph (DAG), or
workflow2. Examples include pub/sub systems that support
execution of scientific computing workflows [23][24] or
business processes [25], where the topics, each represents
a message queue for a type of task, are loosely coupled
with each other via message passing (i.e., as a task is
finished, it places a message(s) for the subsequent task(s)
into the appropriate message queue(s)). Another example is
the increasingly popular Internet of Things applications, in
which a chain of actions (i.e., workflow) is triggered when
there is a certain event happens at the Internet-connected
devices or sensors [26].
With the wide range of applications supported by pub/sub
system and the increasing popularity of cloud infrastructure,
there have been efforts [2][3][6] to deploy pub/sub system
in the cloud environment to take advantage of the elasticity
of the cloud. Particularly, as data generated by producers
increases, additional cloud resources can be added to the
pub/sub system dynamically to make it scalable. One scaling
strategy is to increase the capacity of message queues (so
that more produced messages can be stored until they are
consumed). Another strategy is to increase the number
of consumers per topic, so that more messages can be
processed in parallel. Given that processing messages is the
main bottleneck and messages are often small in size (i.e.,
messages only store job description, not actual data), elastic
2We use job and workflow interchangeably, both refer a DAG of tasks.
scaling of consumers is the more desirable approach and is
the one studied in this paper.
Designing an efficient resource management approach for
the cloud-based pub/sub system is challenging due to a
number of reasons. First, similar to other cloud deployment,
it is desirable that the cloud-based pub/sub system should
be able to support different provisioning strategies to satisfy
different objectives set by users, such as quality of service
(e.g., response time, utilization), or cost of resources. Sec-
ond, the heterogeneity of input jobs, each job is in form
of a DAG of tasks, makes it difficult to model complex
interactions between topics in pub/sub system (where each
topic corresponds to a type of task). Third, since real-
world applications often have variable and sometimes bursty
loads, static resource allocation and rule-based provisioning
strategies are not suitable.
In this paper, in order to tackle the above issues, we
propose a novel system architecture for cloud-based pub/sub
system that supports execution of heterogeneous workflows
and a performance modeling-based approach for resource
management of elastic pub/sub system. Our proposed ar-
chitecture separates control plane, which manages resources
and all the execution logic of workflows, and compute plane,
which focuses on actual processing of workflow’s tasks, and
thus, allows scalable and flexible implementation of hetero-
geneous workflows/jobs. To support flexible provisioning, we
formulate the resource management problem as optimization
problems with different objectives (i.e., minimizing response
time or minimizing cost of resources). To model the complex
interactions between topics to support heterogeneous jobs,
we propose to model the performance of the system as a
multiple-class open queuing network. From this modeling,
based on different assumptions about the distributions of
arrival rates of jobs and processing rates of tasks, we are
able to obtain (analytical or approximate) solutions for
system performance measures. To support dynamic resource
provisioning, we propose greedy strategies to efficiently
solve the optimization problems. Our evaluation results show
that our proposed solutions outperform the baseline and
are robust in dealing with high-volume and fast-changing
workload.
The paper is organized as follow. In Section II, we
describe in details the proposed system architecture of cloud-
based pub/sub system that supports execution of heteroge-
neous workflows. After that, in Section III, we formally
define the resource management problem as optimization
problems. In Section IV, we describe our performance mod-
eling of elastic pub/sub system using generalized multiple-
class open queuing network. We propose greedy strategies
to efficiently solve the optimization problems in Section V.
In Section VI, we the evaluation results on the performance
of the proposed approach. We summarize some related work
in Section VII. Finally, we conclude the paper and discuss
some future directions in Section VIII.
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Figure 1: Cloud-based pub/sub system architecture.
II. CLOUD-BASED PUBLISH SUBSCRIBE SYSTEM
Our proposed system architecture for cloud-based pub/sub
system that support execution of heterogeneous workflows
is presented in Figure 1. The system consists of three main
components: front-end, control plane, and compute plane.
Front-end is the entry point for all incoming requests.
Any input data that come with the requests are stored into a
database or file system (which will then be accessible when
requests are processed). Front-end translates the incoming
request into a job profile that includes time-stamp, job ID,
job type, and any references to its input data stored in
database/file system.
Control plane manages resources and handles all the
execution logic of jobs. When the Job invoker receives the
job profile from front-end, it will ask its brokers which task
of the job should be processed first. The brokers maintain
a mapping table that includes all the task dependencies of
the job types that system supports. Particularly, given a job
type and a current task (i.e., ”From” field), the brokers will
return what is the next task (i.e., ”To” field) to be processed
for a job. The Job invoker forward the job profile to the
appropriate component in compute plane where the first task
of the job will be processed.
Compute plane is in charge of actual processing of tasks
of a job. It consists of a “peer-to-peer”-like network of
processing components, which are commonly abstracted as
topics in pub/sub system, each is responsible for processing
a particular type of task. Each topic operates both as a
subscriber and a publisher. As a subscriber, a topic maintains
a message queue for requests of the task type it is in charge
for and a set of consumers that subscribes to the queue to
process the requests (the number of consumers per topic
can be adjusted dynamically and is the topic of study for
resource management). Each consumer of a topic also acts as
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Figure 2: Resource manager’s components.
a publisher. After a task is processed, the consumer will ask
control plane’s brokers for the subsequent task(s) of the job
and then, forward the job request to the appropriate topic(s).
In the Figure 1’s example, the front-end sends a request of
a type-1 job (which consists of three tasks A→ B → C that
are executed consecutively) to the control plane. Job invoker
asks the brokers what is the first task for a job of type 1 (i.e.,
task A) and then forwards the job request to the appropriate
topic in charge of task A. The job request is pushed into the
message queue and is processed by one of the consumers of
topic A. After finishing processing the job request, topic A’s
consumer asks brokers which topic(s) should it sends the job
request to next. As the brokers return the next destination
as the topic B, the consumer will publish the job request to
the message queue of topic B. Similar procedure applies for
the transition from task B to C. The processing of the job
request ends when task C’s consumer is notified that task
C is the last task of a type-1 job.
Resource manager, which is part of control plane, con-
sists of three components: monitor, scheduler, and allocator
(Figure 2). Resource monitor collects various statistics of the
system in real-time, such as job request arrival rates, actual
job response time, and feeds these information to sched-
uler. Resource scheduler implements resource management
algorithms and decides whether to perform rescheduling
of resources based on monitoring information (e.g., when
system’s average response time is greater than a certain
predefined threshold). If a rescheduling is needed, resource
scheduler execute appropriate algorithm and produce a
new allocation of resources over topics (i.e., how many
consumers are needed for each topic). The rescheduling
decision is sent to resource allocator that actually performs
provisioning of resources over topics.
How to design efficient and effective resource manage-
ment algorithms for elastic pub/sub system is the main focus
of this paper.
III. RESOURCE MANAGEMENT PROBLEM DEFINITION
Let us consider a cloud-based pub/sub system that consists
of J topics (i.e., supports processing J tasks) and accepts
requests for N types of jobs, each job corresponds to a work-
flow of tasks supported by the pub/sub system (the summary
of notations used in this paper is presented in Table I). For
each type of job i, we assume that the arrival rate of requests
follows a general distribution, denoted by expected rate λi
and squared coefficient of variant (or scv for short) of the
rate ca2i . The set of parameters Λ = {(λi, ca2i )}(1 ≤ i ≤ N)
defines the system’s workload.
In terms of computational parameters, for each topic j
(1 ≤ j ≤ J), there are mj (uniform) consumers subscribe
to its message queue. For each consumer of a topic j, we
assume that the time it takes to process the appropriate
task follows a general distribution, denoted by expected
processing rate µj and scv of the rate cs2j . We assume that
the processing rate parameters Γ = {(µj , cs2j )}(1 ≤ j ≤ J)
depend on the implementation of consumers and task input
data, and are given (e.g., by the collecting statistics of the
processing time of completed tasks).
Since the workload and computational times could be
considered as given, the numbers of consumers over topics
m = (m1,m2, ...,mJ) (which can be dynamically provi-
sioned by exploiting the elasticity of the cloud infrastructure)
are the main variables to measure performance of the elastic
pub/sub system.
The system performance metrics include job’s expected
response time and cost of computational resources. Since
response time is linearly related to the number of job
requests being in the system (by Little’s law), we use work-
in-progress, denoted as WIP , as the performance metric
for time. Particularly, WIP of the system is defined as
WIP (m) =
∑J
j=1 νjLj(mj), with νj and Lj(mj) are
respectively the value of a job request (assumed to be
given) and the number of job requests in progress at topic
j (if νj = 1,∀j, WIP equals the total number of jobs
in the system). In terms of the resource cost, since in this
paper we consider allocating consumers over topics is the
main resource allocation mechanism, the total resource cost
depends on the number of provisioned consumers per topic
and is define as F (m) =
∑J
j=1 Fj(mj), where the function
Fj(mj) (assumed to be given) is the cost of allocating mj
servers at station j. As we will show in Section IV, since the
performance of resource allocation algorithms depends on
the shape of Fj(mj), we assume that Fj(mj)(∀1 ≤ j ≤ J)
need to be a non-decreasing convex function of mj . This
assumption is reasonable since the resource cost increases
as the number of consumers at a topic increases.
With the above notations and definitions, the resource
management problem for cloud-based pub/sub system can be
formulated as optimization problems. By using different ob-
jective functions for optimization problems, we allow users
to flexibly choose between different resource provisioning
strategies to suit their purposes.
For the first optimization problem, the objective is to
minimize system’s overall response time, or appropriately
the WIP metric:
Problem Definition 1: (Minimal Time Resource Alloca-
tion) Given a cloud-based pub/sub system that supports N
Table I: Notations
J Number of topics (i.e., types of task) in the pub/sub system.
N Number of job types.
mj Number of homogeneous consumers that subscribe to topic j.
m Vector of the numbers of consumers subscribing to each topic: m = (m1,m2, ...,mJ ).
λi Expected arrival rate of requests for job type i to the system.
λij Expected arrival rate of requests for job type i at topic j.
ca2i Squared coefficient of variant (scv), or variability, of arrival rate of job type i to the system.
λ˜j Aggregated job arrival rate of all job types at topic j.
c˜a2j Aggregated scv of all job types at topic j.
Λ Set of parameters representing system’s workload: Λ = {(λi, ca2i )}(1 ≤ i ≤ N).
µj Expected processing rate of a task at topic j.
cs2j Squared coefficient of variant (scv), or variability, of processing rate of a task at topic j.
Γ Set of parameters representing system’s computing capacity: Γ = {(µj , cs2j )}(1 ≤ j ≤ J).
Lj(mj) Expected number of job requests at message queue of topic j (a function of mj ).
νj Value of a job request at topic j.
Fj(mj) Cost of allocating mj consumers subscribing to topic j.
M Resource cost budget.
T WIP , or equivalently, response time constraint.
types of job and J different tasks, a workload Λ, processing
rates Γ, and a cost budget M, find an optimal allocation
m of consumers to topics to minimize system’s work-in-
progress WIP :
argmin
m
WIP (m) =
J∑
j=1
νjLj(mj)
subject to
J∑
j=1
Fj(mj) =M
For the second optimization problem, the objective is to
minimize the total resource cost of allocating consumers
across topics:
Problem Definition 2: (Minimal Cost Resource Alloca-
tion) Given a cloud-based pub/sub system that supports N
types of job and J different tasks, a workload Λ, processing
rates Γ, and a WIP (or time) constraint T , find an optimal
allocation m of consumers to topics to minimize system’s
total resource cost F (m):
argmin
m
F (m) =
J∑
j=1
Fj(mj)
subject to
J∑
j=1
νjLj(mj) ≤ T
In order to solve the above problems, it is important to
obtain the formulation for the performance metric WIP . In
the next section, we will describe our proposed approach to
derive WIP of the elastic pub/sub system using queuing
theory.
IV. MODELING PERFORMANCE OF ELASTIC PUB/SUB
SYSTEM
A. Modeling Motivation
From the system architecture description in Section II, it is
intuitive to model each topic as a queue (i.e., represented by
the topic’s message queue) with multiple workers (i.e., the
subscribing consumers). In addition, topics in the system are
connected to each other because job requests are forwarded
across the topics following the dependencies between tasks
in a job. Hence, we can model the system as a network
of queues, where each topic is an individual queue in
the network. Besides, as job requests can be of different
job types and they arrive then leave the system as they
are finished, the queuing network model of the system is
categorized as multi-class and open.
By modeling the elastic pub/sub system as a multiple-
class open queuing network (OQN), we are able to apply
known results in queuing theory [9][11][10] to obtain the
solution for the system’s performance metrics. However,
since there are numerous models have been developed for
OQN, choosing an appropriate one is non-trivial. While
other related work that utilize queuing network for perfor-
mance modeling often opt for simplified models to obtain
analytical solutions, they are limited by strong (and some-
times unrealistic) assumptions about the system, such as
deterministic or exponential distribution of arrival rates of
job requests and processing rates.
In this paper, we decide to build our model based on
more realistic assumptions. Particularly, we consider job
request arrival rates and processing time at each topic both
follow general distributions, represented by parameter sets
Λ = {(λi, ca2i )}(1 ≤ i ≤ N) and Γ = {(µj , cs2j )}(1 ≤
j ≤ J), respectively. Under these assumptions, each topic
is appropriate to a GI/G/m queue and the elastic pub/sub
system can be modeled as a Generalized Multiple-class
Jackson OQN [9][11]. In the remaining of this section, we
show how to leverage this model to obtain solution for
performance metric of the system (i.e., WIP ).
B. From Model to Performance Characterization
Before analyzing our proposed modeling using general-
ized multiple-class Jackson OQN, let us consider the special
case, when job arrival rates and task processing rates are
exponentially distributed (i.e., ca2i = 1,∀1 ≤ i ≤ N and
cs2j = 1,∀1 ≤ j ≤ J). In this case, each topic in the
pub/sub system is appropriate to a M/M/m queue. Because
of the exponential distributions, we can aggregate all job
types as a single type (since the combination of exponential
distribution is also exponential). In addition, we can obtain
the analytical solution of the expected number of work-in-
progress job requests of a topic j (i.e., Lj) as a function
of µj , λ˜j ,mj following Erlang-C formula [9] (where λ˜j is
the aggregated job arrival rate at topic j of all job types:
λ˜j =
∑N
i=1 λij with λij is the expected arrival rate of job
request type-i at topic j):
L
M/M/m
j (µj , λ˜j ,mj) =
λ˜j
µjmj
(
λ˜j
µj
)mjpi(0)
(1− λ˜jµjmj )2mj !
+
λ˜j
µj
(1)
with:
pi(0) = {
mj−1∑
t=0
(
λ˜j
µj
)t
t!
+
(
λ˜j
µj
)mj
(1− λ˜jµjmj )mj !
}−1
For generalized case, since the job arrival rates and task
processing rates are generally distributed, it is not possible
to obtain exact analysis of Lj as in the special case. Hence,
in this paper, we employ an approximation method, named
parametric decomposition [11], to measure the steady-state
behavior solution for Lj . Specifically, for each topic j (in
general case, is modeled as a GI/G/m queue), we can derive
the aggregated job arrive rate and scv of all job types λ˜j and
c˜a2j respectively using parametric decomposition procedure
(the detailed procedure is described in Appendix A). With
the aggregated rates and scvs, the expected number of work-
in-progress job requests LGI/G/mj is derived as an approx-
imate function of λ˜j , c˜a2j , µj , cs
2
j , and mj . Among several
good two-moment approximations of LGI/G/mj that have
been established for the GI/G/m queue [27], in this paper,
we use the common approximation formulation proposed in
[28] that is based on an extension of the exact formula used
in the M/M/m case:
L
GI/G/m
j (λ˜j , c˜a
2
j , µj , cs
2
j ,mj)
=
λ˜j
µj
+ λ˜j(
c˜a2j + cs
2
j
2
)(L
M/M/m
j (µj , λ˜j ,mj)−
λ˜j
µj
)
(2)
where LM/M/mj (µj , λ˜j ,mj) is the expected number of
job requests in progress of a M/M/m queue as computed in
Equation 1.
In Equation 2, we can consider λ˜j , c˜a2j , µj , cs
2
j as given
(i.e., either provided or calculated by parametric decomposi-
tion). Therefore, LGI/G/mj becomes a function of mj only:
L
GI/G/m
j (mj).
Given the performance measure of individual topic
L
GI/G/m
j (mj) obtained by Equation 2, the system perfor-
mance measure (i.e., WIP of the whole pub/sub system)
can be calculated as WIP (m) =
∑J
j=1 νjL
GI/G/m
j (mj),
with νj is the value of a job request at topic j. In the
following, without any confusion, we use Lj(mj) to refer
to LGI/G/mj (mj) for being concise.
V. GREEDY RESOURCE ALLOCATION SOLUTIONS
With the formulation of system’s performance metric
WIP obtained from previous section, we now show how
to efficiently solve the optimization problems described in
Section III.
While we can view both optimization problems in Defi-
nition 1 and 2 as integer programming problems and apply
standard solver to solve them, dynamic resource allocation
for the system require more efficient solutions. In this
paper, we propose greedy strategies to efficiently solve the
optimization problems. In addition, by realizing the convex
property of the objective functions, we are able to prove
that the solutions by greedy algorithms are also the optimal
solutions.
For the first optimization problem (Definition 1), by
observing that Lj(mj) is a convex non-increasing func-
tion of mj , ∀1 ≤ j ≤ J [12], we can solve the opti-
mization problem in Definition 1 using a greedy strategy.
Particularly, in Algorithm 1, each topic is initialized with
one consumer, and then, the algorithm greedily finds the
topic with the largest benefit if being allocated one more
consumer. The benefit is defined to be proportional to the
decrease of the number of work-in-progress job requests
(i.e., νj [Lj(mi−1j ) − Lj(mi−1j + 1)]). The algorithm ends
when it reaches the resources cost constraint M.
Algorithm 1 Minimal Time Greedy Resource Allocation
1: procedure MINTIMEGREEDY
2: Initial allocation m0: m0j = 1, ∀1 ≤ j ≤ J
3: i = 1 . Initialize iteration count
4: while
∑J
j=1 Fj(mj) <M do
5: Find j∗ = argmax1≤j≤Jνj [Lj(mi−1j )− Lj(mi−1j + 1)]
6: mij∗ = m
i−1
j∗ + 1 . Add one consumer to most benefit topic
7: i = i+ 1
8: Return mi
With the non-increasing convexity of Lj(mj), it can be
proven that the solution of Algorithm 1 is also the optimal
solution, based on Theorem 3 in [10].
For the second optimization problem (Definition 2), given
the non-decreasing convexity of Fj(mj), ∀1 ≤ j ≤ J (as
assumed) and the non-increasing convexity of Lj(mj), ∀1 ≤
j ≤ J , we can again use the similar greedy strategy as in
Algorithm 1 to find the optimal resource allocation solution.
The minimal cost greedy resource allocation algorithm is
presented in Algorithm 2.
Algorithm 2 Minimal Cost Greedy Resource Allocation
1: procedure MINCOSTGREEDY
2: Initial allocation m0: m0j = 1, ∀1 ≤ j ≤ J
3: i = 1 . Initialize iteration count
4: while WIP (mi) ≤ T do
5: Find j∗ = argmax1≤j≤J
νj [Lj(m
i−1
j )−Lj(m
i−1
j +1)]
Fj(m
i−1
j +1)−Fj(m
i−1
j )
6: mij∗ = m
i−1
j∗ + 1 . Add one consumer to most benefit topic
7: i = i+ 1
8: Return mi
The main difference between Algorithm 2 and 1 is that, in
Algorithm 2, the benefit of adding an additional consumer
to a topic is defined to be inversely proportional to the
increase in resource cost (i.e., Fj(mi−1j +1)−Fj(mi−1j )) and
directly proportional to the decrease of the number of work-
in-progress job requests (i.e., νj [Lj(mi−1j )−Lj(mi−1j +1)])
(Line 5). Based on Theorem 2 in [10], the solution by
Algorithm 2 is proven to be “sufficiently close to the optimal
solution”.
VI. EVALUATION
In this section, we evaluate the effectiveness of our
proposed approach compared to baseline in the two resource
management tasks defined in Section III.
A. Evaluation Settings
Implementation: We implemented the proposed cloud-based
elastic pub/sub system using RabbitMQ3 as the message
queue engine and Docker4 container technology as the
implementation platform for consumers (for better isolation
and server consolidation). Particularly, each consumer is
implemented and encapsulated into a Docker image and
subscribes to a RabbitMQ’s message queue of appropri-
ate topic. We deployed the system on a cluster of three
servers, each server is equipped with an Intel Xeon quad
core processor (1.2Ghz for each core) and 16GB of RAM.
We use Kubernetes5 as the Docker container ostrastration
engine for the cluster and each topic’s consumer set is
abstracted as a Kuberneters’ ReplicationController. The re-
source manager (resource allocator in particular) interacts
directly with Kubernetes to dynamically scale the size of
ReplicationController (i.e., number of consumers) of each
topic. All system components are implemented using Python
programming language.
Case study: We take the application of executing scientific
computing workflows as the case study. Particularly, the
system supports analyzing experimental data generated by
digital microscopes (which are usually in forms of DM3, or
HDF5 files). Four types of task are supported, which corre-
spond to the steps needed to process input data (Figure 3a).
3RabbitMQ - https://www.rabbitmq.com
4Docker - https://www.docker.com
5Kubernetes - http://kubernetes.io
Task Description 𝜇j cs2j
A Unpacking digital microscope output files (e.g., DM3, HDF5) 4.2 0.33
B Extracting and analyzing metadata from input file 3.7 0.5
C Extracting and analyzing image from input file 6.7 0.4
D Classify the input file into appropriate experiment type and predict if the experiment is successful or not 5.1 0.5
(a) Supported types of task.
A B D
C D
A
B
D
C
Job type Format ca2i
1 0.33
2 0.5
3 0.25
(b) Supported types of job.
Figure 3: Tasks and jobs supported by the system.
Depending on the input data, the system can support three
different types of job, each job consists of all or a subset of
supported tasks (Figure 3b).
Parameter settings: The processing rates of tasks are given
in Figure 3a. The scv of job arrival rates are given in
Figure 3b, while the expected arrival rates of each job
type (i.e., λi) are varied during the evaluation to represent
changing workload. Please note that the time unit we use for
rates (i.e., processing time rate µj and job arrival rate λi) is
per minute. To simplify the computation, we use a uniform
resource cost function, i.e., Fj(mj) = mj ,∀j, and consider
the job requests as equally important, i.e., νj = 1,∀j6.
In terms of comparing approach, we compare our resource
management algorithms, named MinTime (Algorithm 1) and
MinCost (Algorithm 2), with random resource allocation ap-
proach, named Random. In Random, for each iteration, a topic
is randomly chosen to be allocated an additional consumer.
To evaluate the performance of different algorithms, we ini-
tially allocate one consumer to each topic: m = (1, 1, 1, 1).
Then, after each iteration (i.e., after a consumer is allocated
to a topic), we measure the average response time of each
type of job, as well as the average of all jobs. An algorithm is
considered better if it achieves lower average response time
after a given number of iterations (in case of minimal time
allocation), or requires less iterations to reach a predefined
response time threshold (in case of minimal cost allocation).
B. Numerical Analysis
First, we compare our proposed algorithm, MinTime in
particular, with Random using numerical analysis. Specifi-
cally, given a workload {λi} = (3.0, 3.5, 3.0) and a cost
constraintM = 10 (since Fj(mj) = mj ,M is equivalent to
the number of additional consumers allowed), we calculate
the number of expected work-in-progress jobs in the system
6Please note that Fj(mj) and νj can be chosen in any form so that
WIP (m) and F (m) maintain their non-increasing and non-decreasing
convex properties.
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Figure 4: Numerical analysis comparison.
0
50
100
150
200
250
300
350
400
450
[0.5, 1.0, 
0.5]
[1.0, 1.5, 
1.0]
[1.5, 2.0, 
1.5]
[2.0, 2.5, 
2.0]
[2.5, 3.0, 
2.5]
[3.0, 3.5, 
3.0]
A
ve
ra
ge
 re
sp
on
se
 ti
m
e 
(s
ec
on
ds
)
Job arrival rates
Type 1 Type 2
Type 3 All
Figure 5: Average response time when incoming workload increase.
(i.e., WIP (m) as derived in Section IV) produced by
each algorithm after each iteration (i.e., an iteration is
equivalent to an additional consumer added). The result in
Figure 4 shows that MinTime outperforms Random by adding
consumers to the most benefit topics, and thus helps reduce
WIP (m) at a faster rate. We observe similar result when
comparing MinCost with Random.
We also notice that the result of Random can be different
between different runs of Random algorithm (hence the error
bars). Therefore, in the remaining of this section, we will
use the Random’s best result after multiple runs.
C. Varying workload
We first evaluate the performance of the pub/sub system
by varying the input workload. In this experiment, we
fix the number of consumer at each topic to be 1 (i.e.,
m = (1, 1, 1, 1)) and increase the arrival rates of different
job types. The results in Figure 5 show that, as expected,
when the arrival rates increase, the average response time
of the system (averaging over each individual job type as
well as over all job types) increases. This result suggests
that, in order to maintain average response time under a
certain level (e.g., QoS constraint), we need to provision
the system resources (i.e., number of consumers subscribing
to topics). In addition, in Figure 5, we also observe that
the increases in the average response time of different job
types are different. For example, job type 3 seems to be less
affected by the increase of the arrival rates, compared with
job type 1 and type 2. This suggests that, when provisioning
the number of consumers at each topic, one should consider
the differences in the sensitivity of different job types to
the changing workload. This insight is also consistent with
our motivation in designing the greedy resource allocation
strategies (Section V), in which, we give higher provisioning
priority to topic whose provisioning gives largest benefit.
D. Minimal Time Optimization Task
For the Minimal Time Resource Allocation task, given
a workload {λi} = (2.0, 2.5, 2.0) and a cost constraint
M = 5, we perform resource allocation using MinTime and
Random. We measure the performance of each algorithm
over iterations. Figure 6a shows that, as two algorithms
reach the cost constraint (i.e., after 5 iterations), MinTime
outperforms Random by achieving a lower average response
time of all types of job. Although Random’s allocation helps
reduce the response time at some degree, it could not achieve
optimal result due to its randomization in selecting topics for
provisioning. In addition, MinTime also performs well with
individual types of job. Figure 6b shows that the average
response time of each type of job quickly drop after just a
few consumers are added to the system.
E. Minimal Cost Optimization Task
For the Minimal Cost Resource Allocation task, given
a workload {λi} = (3.0, 3.5, 3.0) and a response time
constraint of 50 seconds: T = 50, we perform resource
allocation using MinCost and Random until the system
average response time of all types of job smaller than or
equal T . The result in Figure 7 shows that MinCost satisfies
the response time constraint in just 5 iterations (i.e., 5
additional consumers are needed). On the other hand, even
though Random helps reduces the response time, it struggles
in bringing down the response time to below T , even after
10 iterations.
The results in both optimization tasks help confirm the
effectiveness of using greedy strategy in selecting the topics
for resource provisioning that maximize the overall benefit.
F. Efficient Dynamic Provisioning
In this section, we evaluate the efficiency of our proposed
resource management solution when dealing with changing
workload. Particularly, we create a bursty workload that
consists of 100 job request for each type of job. The first
20% of the requests arrive with rates {λi} = (0.5, 1.0, 0.5)
and the remaining 80% of the requests (abnormally) arrive
with rates multiple times higher {λi} = (3.0, 3.5, 3.0). At
the beginning of the test, each topic has one consumer:
m = (1, 1, 1, 1). Our resource manager is configured to run
during the test using MinTime algorithm and cost constraint
M = 5.
The response time statistics of all requests during the test
period is shown in Figure 8. We can see that the resource
manager observes the increase in the average response time
of the system (thanks to the resource monitor) and quickly
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Figure 8: Dynamic provisioning to deal with bursty workload.
comes up with a rescheduling strategy of the resources to
bring the average response time back to the level before
bursty load happens. Specifically, the resource scheduler
leverages all allowed resource cost and generates a new al-
location of resources over topics: m = (2, 2, 1, 4). This new
allocation decision is executed by resource allocator using
Kubernetes’ container scaling capability. The whole process
from observing the increasing response time, generating new
rescheduling strategy, to re-scaling the system is efficient,
and thus, the bursty load only affects a small portion of
requests (about 15% of requests) during a short amount of
time.
VII. RELATED WORK
Publish-subscribe system [14][7], with its wide range of
applications, has been a large topic of study. The related
work can be categorized based on the types of pub/sub
system: topic-based [15] and content-based [16]. In addition,
the pub/sub systems can also be peer-to-peer [17][18] or
cloud-based [2]. In this paper, we focus on topic-based
pub/sub systems that are deployed on the cloud.
There have been a lot of efforts recently [2][3][6] to
deploy pub/sub system in the cloud environment to take
advantage of the elasticity of the cloud. For example, Li
et al. [2] exploit the skewness of workload to achieve high
performance content-based pub/sub system. Gascon et al [3]
propose a cloud resource provisioning strategy for pub/sub
system based on monitoring the incoming workload. Setty et
al. [4] study the resource cost-effective deployment problem
of pub/sub system with known workload. This paper is
the first one that derives a performance models for elastic
pub/sub system that supports multiple types of jobs and
allows flexible provisioning strategies.
Most of the efforts on resource management for cloud-
based systems have been on batch processing [19] or inter-
active big data analytics systems. Fu et al. [5] model the
performance of the cloud-based data stream processing sys-
tem that supports one type of job in synchronous scenario. In
this paper, we focus on resource management for real-time
asynchronous pub/sub system that can support multiple types
of jobs. Our proposed resource allocation strategies can be
used with other more generic cloud resource management
solutions, such as YARN [22] and Mesos [21] that help
allocate available computational resources to applications.
Queuing network models [9][10][11] have been used
extensively to model the performance of job-shops systems
that involve complex job flows through the stations. There
have been numerous models for a single queuing nodes
(i.e., a station) in the network, such as M/M/1, M/M/c,
GI/G/1, etc., which are different in their assumptions on the
distribution of arrival rates, service time, and the number of
servers. In this paper, we model the pub/sub system as an
multiple-class open queuing network and leverage the results
of performance modeling to solve the resource management
problems for cloud-based pub/sub system.
VIII. CONCLUSIONS AND FUTURE WORK
In this paper, we formulate the resource management
problem of elastic pub/sub system as optimization problems
using different objectives functions. We model the elastic
pub/sub system as a multiple-class open queuing network to
derive system performance measures, and propose greedy
algorithms to efficiently solve the optimization problems.
For the future work, we would like to study the effect of
routing optimization to the performance of the system when
multiple possible paths exist for a given class (i.e., when the
task dependencies are not strictly required). We would like
to investigate to incorporate the result by Kameda et al. [13]
that shows the uniqueness of the solution for optimal static
routing in open BCMP queuing networks.
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APPENDIX A.
DETAILS ON PARAMETRIC DECOMPOSITION PROCEDURE
In this section, we describe in details how to use para-
metric decomposition to derive aggregated job arrive rate
and scv at each topic, when the elastic pub/sub system is
modeled as a generalized Jackson OQN (i.e., each topic
is modeled a GI/G/m queue). In this paper, we employ
a parametric decomposition procedure similar to the one
described in [11].
The realistic assumption about the general distribution of
job arrival and processing rates makes aggregating multiple
types of job more difficult. In the special case, where
the job arrival rates and processing rates are exponentially
distributed and each topic is modeled as a M/M/m queue,
we can aggregate multiple job types by just simply summing
up the arrival rates of all job types at a topic (since the
combination of exponential distribution is also exponential).
In addition, since the rate of a job type departing a topic
is the same as the arrival rate (Burke’s theorem [32]), the
aggregation at each topic is not affected by the flows of
different job types across topics. On the other hand, in
generalized case, as the rates are no longer exponential, the
aggregation of multiple job types depend on the flows of
jobs across topics.
To analyze the flows of different types of job requests
across topics, parametric decomposition employs a divide-
and-conquer approach (hence decomposition). Particularly,
we treat each topic in isolation and divide the workflows,
each corresponds to a type of job, into three basic building
blocks: merge, split, and follow through.
Merge
The merge building block represents the merging of
arrival requests of multiple types of job at a topic. Based
on [30], the aggregated job request arrival rates at topic j is
approximated as follow:
λ˜j =
N∑
i=1
λi1ij (3)
where λi is the expected arrival rate of job type i and 1ij
is an indicator function: 1ij = 1 if job type i goes through
topic j and 1ij = 0 otherwise.
And the aggregated scv of arrival rates over all types of
job types is calculated as follow:
c˜a2j =
N∑
i=1
λi
λ˜j
ca2ij1ij (4)
where ca2ij is the scv of the arrival rate of job type i at
topic j.
Follow through
As an aggregated stream of multiple types of job requests
enters, is processed, and departs topic j, the scv of aggre-
gated departure stream is approximated as follow [29]:
c˜d
2
j = 1 + (1− ρ2j )(c˜a2j − 1) +
ρ2j
(mj)
1
2
(cs2j − 1) (5)
where ρj is the traffic intensity at topic j: ρj =
λ˜j
µjmj
.
Please also note that the departure stream is equivalent to
the arrival stream to the follow-up topic.
Split
After being processed by a topic, aggregated stream of
multiple types of job might be splitted into different paths
as it departs the topic. The scv of individual departure stream
of product type i from topic j, cd2ij , can be approximated
as follow [31]:
cd2ij =
λi
λ˜j
c˜d
2
j + (1−
λi
λ˜j
)× (λi
λ˜j
+ (1− λi
λ˜j
)ca2ij) (6)
