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1. Let V be an infinite-dimensional inner product space over 
the real field R. Let L : V + V be an unbounded linear operator. We 
will study the image and the kernel of L. 
Let us suppose that L has an adjoint: that there is an operator 
L” : V + V satisfying the condition (Lf, g) = (f, L*g) for all f, g E V. 
If an adjoint operator exists, then of course it is uniquely determined 
by this condition. 
It is easy to see that Im L is orthogonal to ker L*. Therefore, in order 
for the equation Lu = f to admit a solution u E V for a given fg V, 
it is at least a necessary condition that (f, g) = 0 for all g satisfying 
L*g = 0. 
We will concern ourself with the question of whether, for certain V, 
L, and L*, this condition is also sufficient for the existence of a solution. 
DEFINITION. The Hodge situation holds for the space V and the 
operators L and L* if and only if 
(1) dim ker L < cc and dim ker L* < co, and 
(2) V = kerL* @ImL and 
V = kerL @ImL*. 
Thus, if the Hodge situation holds, then Lu = f is soluble if and only 
if f satisfies the finite number of conditions which are imposed by the 
orthogonality off to ker L*. 
Eventually we will prove the Hodge existence theorem, which says 
that the Hodge situation holds in the case where V is the space of C” 
sections of a vector bundle over a compact C” manifold, and L is an 
elliptic system of partial differential operators. But for the moment we 
will only show that the Hodge situation is implied by a certain two 
conditions which are part of the lore of elliptic operators. 
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CONDITION 1 (“regularity of weak solutions of Lu = f “). Let f E V, 
and let F : V -+ R be a continuous linear functional. Suppose that F 
is a weak solution of the equation LF = f, which is to say that 
F(L*v) = (f, 9) for all y E V’. 
Then there exists a g E V such that F(4) = (g, $) for all # E V. 
Remark. It is immediate that Lg = f. 
CONDITION 2 (“L has compact inverse”). Let (fn} C V be any 
bounded sequence. If {Lf,) is also bounded, then {fn} contains a 
convergent subsequence. 
The theorem, then, is as follows: 
THEOREM. Let V be an injinite-dimensional inner product space, and 
let L : V -+ V be an unbounded linear operator which possesses an agjoint 
operator L * : V -+ V. Suppose that the above two conditions hold for L 
as well as for L*. 
Then the Hedge situation holds. 
Proof. We know at once that ker L and ker L* are finite dimensional. 
For otherwise ker L*, say, would contain an infinite orthonormal 
sequence {F~}. But all L*q, = 0; therefore the compact inverse condition 
on L* would now imply that {p)J contained a convergent subsequence. 
Now let KC V be the space of all elements which are orthogonal 
to ker L*. Then by the finite dimensionality of ker L* we have the 
direct sum expression 
V = kerL* @ K. 
We show next that the restriction of L* to K is bounded from below. 
For suppose not. Then there exists a sequence (fn} C K with all 
llf,II = 1 and L*fn -+ 0. By the compact inverse condition on L*, we 
can assume without loss of generality that {fn} is a convergent sequence. 
Now define a linear functional G : V -+ [w by setting G($) = 
limn+m (f,, #) f or all # E V. This linear functional is continuous, and 
is a weak solution of the equation L*G = 0. For any v E V, we have 
G(Lg)) = lim(fil , Lp) = lim(L*fn , p’) = 0. 
We now invoke the condition on regularity of weak solutions of 
equations of the form L*u = f. The result is an element g E V which 
satisfies F(#) = (g, +) f or all # E V; by the remark it is also true that 
Leg = 0. 
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Now the sequence {f,} C K C V is a convergent sequence, and we 
know furthermore that lim(f, , $) = (g, 4) for all I/J E V. These facts 
are sufficient to force the conclusion fm -+ g. 
But this is impossible because g E ker L* and {fn} is orthogonal to 
kerL*. Therefore L* is bounded from below on K, i.e., there exists 
c > 0 such that /I L*f 11 > c 11 f/I for all f E K. 
Now at last we are in a position to prove that, in the direct sum 
expression V = ker L* u K, the summand K is actually equal to Im L. 
For, let f E K; we will demonstrate the existence of a u E V for which 
Lu =f. 
Consider the subspace Im L* C V. Let F : Im L* + R be a linear 
functional which satisfies the condition F(L*F) = (f, 9)) for all cp E V. 
Such a linear functional exists precisely because our f was chosen so 
that L*vl = L*v2 implies (f, vl) = (f, p).J for any v1 , pa E V. 
We show next that F is continuous. Indeed, let h E Im L*. Then 
h can be written as h = L*g, where g E K. Hence 
q4 = w*g) = (f9 g) < llfll II g II G (+ llfll) /I L*g II = c II h II, 
where C = l/cIlf \I is a constant independent of h. This completes the 
proof that F : Im L * -+ R is a continuous linear functional. 
Now extend F to be a continuous linear functional on all of V. This 
extended F is a weak solution of the equation LF = f; by the assumption 
on regularity of weak solutions we finally have a u E V for which Lu = f. 
This completes the proof of the theorem. 
2. Now let M be a compact C” manifold, and Cm(M) the space 
of smooth real-valued functions on M. 
(1) We begin by defining a notion of integration over il4. A 
permissible integration procedure is, for us, any positive definite linear 
functional on C”(IM) which respects the C” structure. More precisely, 
let 52 C KY and U C M be open, and let Y : Q + U be a diffeomorphism. 
Then there should exist a positive C” function p defined in Sz such that 
for any f E P’(M) which has supp f C U. 
The construction of such a notion of integration is not difficult. 
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One begins by constructing a positive semidefinite functional on Cm(M): 
Choose any nonnegative C” function 9 with compact support in Q, 
and define J(f) = JXEnf(Y(x)) tp(x)‘dx. In any other coordinate system, 
] will be represented by a smooth density function which will in general 
only be nonnegative. 
The desired integration on M is obtained as a finite sum of semi- 
definite functionals like J. Its density functions will all be strictly 
positive. 
(2) If for our space I/ we took just Cm(M) itself, then the obvious 
inner product would be (f, g) = JMfg. 
But suppose V = r(E), the space of smooth sections of a vector 
bundle. For s and t E r(E), we have no notion of multiplication and 
integration; therefore, it is necessary to interpolate certain machinery. 
For each p E A4 let ( , >1, be an inner product structure on the fiber 
E, of the bundle. Choose these inner products so that they vary smoothly 
from point to point. That is, in terms of local coordinates the inner 
product for E,) is given by a k x k matrix A(p) whose coefficients 
depend in a C” manner on the point p E M. 
In performing this construction one employs basically the same 
method as was used in defining integration over M. The first step is to 
show that a smooth choice of positive semidefinite inner products on 
the Ep’s can be made. Then a finite number of these things are added 
to produce a smoothly varying “proper” inner product structure. 
Thus one has a positive definite symmetric pairing from T(E) x T(E) 
into C’(M): If s and t E T(E), then F,~,~ E C”(M) is given by F,,~( p) = 
(4 PI, 4 PI>, * 
Finally, r(E) is made into an inner product space by 
(3) From now on we will work in an arbitrary local trivialization 
of the bundle E. An open set Sz C Rn will be identified with an open 
subset of the manifold M. We let C’(Q, Rk) be the space of k-tuples of 
smooth real-valued functions defined on 52; every section s of the bundle 
E will be represented by some f s E P(J2, Rk). Since L? is only a small 
open set, there will be some nonzero sections which are represented 
by the zero element of P(Q, Rk). 
We proceed to the definition of differential operators on M. 
First, a differential operator P of C(Q) into itself is one that is given 
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by an expression P = ClvlGm b”(x) D where u is a multiindex, b,(x) 
is a C” function defined in L?, and 
Next, a differential operator P of P(J2, Rk) into itself is just a k x k 
matrix (Pij), where each Pii is a differential operator of Cm(~) into itself. 
Thus 
(pf)< = ET& piifj , which corresponds to the usual matrix multi- 
plication rule. 
Finally, let L : F(E) + r(E) be a linear operator. We say that L is a 
differential operator if and only if L is represented in each local 
trivialization by some differential operator P of P(S2, Rk) into itself. 
That is, we are to have f Ls = P(f “) for all s E I’(E), where the map 
t tt f t is the map that associates with each t E r(E) its local representation 
as an element f 1 of Cm(A2, Rk). 
(4) Suppose that we are given a differential operator L of I’(E) 
into itself. We turn now to the problem of defining L*. 
First, we define L*s for section s whose support is contained in some 
local trivialization over an open set fz. 
By the foregoing definitions there exist C” functions p(x) and A(x) 
defined on J2, where TV > 0 is the local density function for integration 
over the manifold, and A( x is the symmetric positive definite matrix ) 
which gives the inner product structure in the fibers of the bundle. 
Therefore, if s and t E r(E), if s or t has support in Sz, we have 
h t) = j,,,fW .44fW 44 fk 
To shorten the notation we put B(x) = p(x) A(x). 
Now suppose that s is a particular section having support in Sz. 
For any t E I’(E), we have 
(Lt, s) = j, Pf t . Bf s dx, 
where P is the differential operator of C”(sZ, Rk) into itself which 
represents L in our local trivialization. 
For a differential operator Q of Cm(D) into itself let p designate the 
usual euclidean adjoint of Q. For our differential operator P of Cm(!2, [w”) 
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into itself, let Px be defined by (Pz),j = P$j . Now our formula for 
(Lt, s) can be rewritten 
P, 4 = j f t . P”Bf s d-c = (t, L*s), R 
where L*s E r(E) is defined by f L*s = B-‘PxBf S. 
Therefore, if s E T(E) has small support, then an element L*s E T(E) 
can indeed be defined so that (Lt, s) = (t, L*S) for all t E F(E). Now let 
s be an arbitrary element of F(E). By a partition of unity $ can be 
written as s = C,” sj , where each sj has support in some local trivial- 
ization of the bundle. One then puts L*s = xfL*si . 
It is not immediately obvious that this definition of L*s is independent 
of the partition of .urity; but it is obvious when one remembers that 
for any f in an inner product space V there can be no more than one 
g E V which satisfies the condition (Lq,f) = (F, g) for all y E V. 
We have, therefore, shown that there is a well-defined operator 
L* : I’(E) + F(E) and that in a local trivialization it is represented by 
an operator of the form B-lPxB, where P is the local representation 
for L. 
3. Our next task is to formulate local versions of the compact- 
inverse condition and the regular-solution condition. We will then show 
that if the local versions hold at every point of the manifold, then the 
global statements hold. 
Recall that if s and t are in T(E) then (s, t) = JIM F,,~, where 
yD,,( E Cm(M) is the function defined by ysJ p) = (s(p), t(p)>, . 
It certainly makes sense to multiply a section s by an element 71 of 
Cm(M). By the bilinearity of ( , )p we have p?s,Rs = $$s,s. Suppose 71 
satisfies 0 < 71 < 1; then by positivity of the integral 
With that preliminary out of the way, we proceed to the formulation 
of the local versions. 
CONDITION 1’ (“regularity of local weak solutions”). Let p E M. 
Then there exist open sets N1 and N, satisfying p E Ni , !Vr C N2, 
which make the following statement true. 
Suppose that s E r(E), and that F : T’(E) + iw is a continuous linear 
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functional. Suppose that over the larger set N, it is true that F is a weak 
solution of LF = s, which is to say that F(L*t) = (f, t) for all t E I’(E) 
whose support is in N2. 
Then F is represented over the smaller set N, by a C” section u whose 
domain of definition is Nr . That is, F(t) = (u, t) for all t E r(E) whose 
support is in Nr . 
CONDITION 2’ (“locally, L has compact inverse”). Let p E M. Then 
there exist open sets Nr and N2 , satisfying p E Nr , Er C N, , which 
make the following statement true. 
Let 7 E C”(M) have support in N, and satisfy 71 E 1 on Nr . Let 
h> c T(E) b e an Y 9 se uence for which {qs,} and {qLsn> are both bounded 
sequences. 
Then for any v E Cm(M) having support in the smaller open set Nr 
it is true that {QJS~} contains a convergent subsequence. 
Now assume that these local statements hold at every point of M. 
We will deduce the global versions. 
First consider the regularity property. Suppose that we have a 
continuous linear functional F : r(E) + R which is a weak solution 
of LF = s, where s is some element of r(E). 
Then in particular F and s satisfy Condition 1’ in the vicinity of any 
point p E M. We conclude that every p E M is contained in an open set 
N, on which some C” section up is defined, having the property that 
(UP 3 t) = F(t) for all t E r(E) whose support is in N, . 
On any overlap NP n N, we must have uP = uQ, since (up , t) = 
(u, , t) for all t E r(E) having support in NP n N, . Therefore, the locally 
defined up’s determine a globally defined C” section u of the bundle E. 
For elements t E I’(E) of sufficiently small support, it is certainly true 
that F(t) = (u, t). For g eneral t, the result follows by a partition of 
unity argument. 
This completes the proof. 
Now we deduce the global compact inverse property. Suppose that 
h> and GJ C J”(E) are both bounded sequences; we are to extract 
a convergent subsequence. 
Consider any p E M. Let N, 3 Nr sp be as promised in Condition 2’ 
andlet~~Cm(M)satisfyO<~<l,~=lonNI,andsupp~~N,. 
By the preliminary remarks {qs,} and {~Ls,) are bounded sequences. 
Therefore, if v E Cm(M) has support in NI , then (vsn} contains a 
convergent subsequence. 
Since M is compact it can be covered by a finite number of open 
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sets of type NI . We choose a partition of unity I = Cf” v’i , where for 
each yi it is true that the sequence {p)isn} contains a convergent sequence. 
Now let {s,$} b e a subsequence of (sn} having the property that for 
each vi , {~~s,,~) is convergent. Since C r++ = 1, it follows that {So,> is 
itself a convergent sequence. 
This completes the proof. 
