We consider a multiple access channel (MAC) with state information non-causally known at some encoders. For simplicity of exposition, we focus on a two-encoder model in which one of the encoders is non-causally informed of the the channel state information (CSI). The results can in principle be extended to any number of encoders with a subset of them being informed. We derive an inner bound for the capacity region in the general discrete memoryless case and specialize to a binary noiseless case. We also derive an inner bound for the capacity region of an additive white Gaussian MAC with one encoder being informed of the CSI. In both binary case and Gaussian case, we compare the inner bounds with trivial outer bounds obtained by giving the CSI to the decoder.
I. INTRODUCTION
We consider a multiple access channel (MAC) with channel state information (CSI) noncausally known only at some encoders. The simplest example of a communication system under investigation is shown in Figure 1 , in which two encoders communicate to a single decoder through a MAC p(y|s, x 1 , x 2 ) controlled by the CSI S. The results can in principle be extended to any number of encoders with subset of them being informed of the CSI. We assume that one of the encoders has non-causal CSI. The informed encoder, provided with both the message W 1 and the CSI S n , generates the codeword X n 1 . The uninformed encoder, provided only with the message W 2 , generates the codeword X n 2 . The decoder, upon receiving the channel output Y n , estimates both the messages W 1 and W 2 from Y n . In this paper, our goal is to study the capacity region of this model. 
A. Motivation and Background
Information embedding (IE) is a recent area of digital media research with many applications, including: passive and active copyright protection (digital watermarking); embedding important control, descriptive, reference information into a given signal; and covert communications [1] .
IE enables encoding a message into a host signal (digital image, audio, video) such that it is perceptually and statistically undetectable. Given the various applications and advantages of IE, it is important to study fundamental performance limits of these schemes.
Channel models with random parameters known at the encoder can be used to model IE [2] , [3] , [4] , [5] . The information theory community has been studying performance limits of such models in which random parameters capture fading in a wireless environment, interference from other users [6] , or the host sequence in IE and date hiding applications [2] , [3] , [4] , [5] , [7] .
The study of channel models with random parameters or channels with state, primarily for single-user channels, is initiated by Shannon himself. Single-user discrete memoryless (DM) channels p(y|s, x) with causal CSI at the encoder are studied in [8] . Here, X, Y, and S are the channel input, output, and state respectively. Salehi studies the capacity of these models when different noisy observations of the CSI are causally known at the encoder and the decoder [9] .
Caire and Shamai extend the results of [9] to channels with memory [10] .
Single-user DM channels with memoryless CSI non-causally known at the encoder are studied in [11] , [12] in the context of computer memories with defects. Gel'fand-Pinsker derive the capacity of these models [13] , which is given by
where U is an auxiliary random variable, and X is a deterministic function of (U, S). Singleuser DM channels with two CSI components, one known at the encoder and another known at the decoder, are studied in [14] .
Costa studies the memoryless additive white Gaussian noise channel Y n = X n +S n +Z n , where:
X n is the channel input with power constraint 1 n n i=1 x i ≤ P ; S n is the memoryless CSI vector whose elements are non-causally known at the encoder and are zero-mean Gaussian random variables with variance Q; and Z n is the memoryless additive noise vector whose elements are zero mean Gaussian random variables with variance N and are independent of the channel input and the CSI. The capacity of this model is given by [15] 
From (2), it can be observed that, in terms of the capacity, non-causally knowing the CSI only at the encoder is equivalent to knowing the CSI only at the decoder, or no CSI in the channel.
The so-called dirty paper coding (DPC) scheme used to achieve the capacity (2) suggests that state cancellation is not optimal, i.e., codewords X n are uncorrelated with the CSI S n [15] .
For models with CSI non-causally known at the encoder, although much is known about the single user case, the theory is less well developed for multi-user cases. Several groups of researchers [16] , [17] study the memoryless additive Gaussian MAC Y n = X n 1 + X n 2 + S n + Z n , where: X n 1 and X n 2 are the channel inputs with average power constraints 1 n n i=1 x 2 1,i ≤ P 1 and 1 n n i=1 x 2 2,i ≤ P 2 , respectively; S n is the memoryless CSI vector whose elements are non-causally August 31, 2007 DRAFT known at both the encoders and are zero-mean Gaussian random variables with variance Q; and Z n is the memoryless additive noise vector whose elements are zero-mean Gaussian random variables with variance N and are independent of the channel inputs and the CSI. The capacity region of this model is the set of rate pairs (R 1 , R 2 ) satisfying
From (3), it can be observed that the CSI has no effect on the capacity region when it is noncausally known at both the encoders. Similar to the single-user additive Gaussian models with CSI, DPC at both the encoders achieves (3) and state cancellation is not optimal in terms of the capacity region. It is interesting to study the capacity region for the Gaussian MAC with non-causal CSI at one encoder because DPC can not be applied at the uninformed encoder. The MAC with state at one encoder and degraded message sets is considered in [18] , [19] . Cemal and Steinberg study the MAC in which rate-constrained CSI is known at the encoders and full CSI is known at the decoder [20] . Broadcast channels with CSI known at the encoder have also been studied in the DM case [21] , [22] and the Gaussian case [23] .
B. Main Contributions and Organization of the paper
Specifically, we derive an inner bound for the model shown in Figure 1 for the DM case and then specialize to a binary noiseless case. We also derive an inner bound for an additive white
Gaussian MAC similar to [16] , [17] , but in the asymmetric case in which one of the encoders is non-causally informed of the CSI. Outer bounds for these models have been obtained in [24] ; however, at present, these bounds do not coincide with our inner bounds and are not computable due to lack of bounds on the cardinalities of auxiliary random variables. In both binary case and Gaussian case, the inner bounds are compared with outer bounds obtained by giving the CSI to the decoder.
For both the binary and the Gaussian inner bounds, the informed encoder uses a slightly generalized DPC scheme that allows arbitrary correlation between its codeword X n 1 and the known CSI S n . The negative correlation between the codeword and the CSI can be viewed as partial state cancellation. It is observed that, in terms of achievable rate region, the generalized DPC can assist the uninformed encoders. However, in contrast to the case of CSI available at all the encoders [16] , [17] , it appears that generalized DPC can not completely eliminate the effect of the CSI for the Gaussian case.
We also study the Gaussian case when the CSI has asymptotically large variance, i.e., Q → ∞.
Interestingly, the uninformed encoders can benefit from the informed encoder actions. In contrast to the case of finite CSI variance Q < ∞ in which the informed encoder uses the generalized DPC, we show that DPC alone at the informed encoder is sufficient to help the uninformed encoder as Q → ∞. In this case, state cancellation is not useful because it is impossible to cancel the infinite CSI power using the finite power of the informed encoder.
We organize the rest of the paper as follows. In Section II, we define some notation and the capacity region. In Section III, we study an inner bound for the capacity region of the DM MAC with one informed encoder and also specialize to the binary noiseless case. In Section IV, we state inner and outer bounds for the Gaussian case and study the inner bound for large CSI variance.
II. NOTATIONS AND DEFINITIONS
Throughout the paper, x is used to denote the realization of the random variable X ∼ p(x). X n 1 represents the sequence X 1,1 , X 1,2 , . . . , X 1,n , and X n 1,i represents the sequence X 1,i , X 1,i+1 , . . . , X 1,n . Calligraphic letters are used to denote the random variable's alphabet set, e.g., X ∈ X. cl{A} and co{A} denote the closure operation and convex hull operation on set A, respectively. Figure 1 , the MAC is embedded in some environment in which CSI is noncausally known at one encoder. A memoryless MAC with CSI, denoted p(y|s, x 1 , x 2 ), is controlled by the output S ∈ S of a memoryless state source p(s) and the channel input pair
As shown in
, and generates the channel output Y ∈ Y. These alphabet sets are discrete sets and the set of real numbers for discrete models and Gaussian models, respectively. We assume that S i 's are independent and identically distributed (i.i.d.) random variables drawn according to p(s), i = 1, 2, . . . , n.
The message sources at the informed encoder and the uninformed encoder produce random integers
respectively, at the beginning of each block of n channel uses. We assume that the messages are independent and probability of each pair of messages (
at the informed encoder and the uninformed encoder, respectively, and a decoding function
From a ( 2 nR 1 , 2 nR 2 , n) code, the sequences X n 1 and X n 2 from the informed encoder and the uninformed encoder, respectively, are transmitted across a MAC with CSI p(y|s, x 1 , x 2 ) modeled as a discrete memoryless conditional probability distribution, so that
The decoder, upon receiving the channel output Y n , reconstructs the messages. The average probability of error is defined as P n e = Pr[g(Y n ) = (W 1 , W 2 )]. Definition 2: A rate pair (R 1 , R 2 ) is said to be achievable if there exists a sequence of ( 2 nR 1 , 2 nR 2 , n) codes (f n 1 , f n 2 , g n ) with lim n→∞ P n e = 0. Definition 3: The capacity region C is the closure of the convex hull of the set of achievable rate pairs (R 1 , R 2 ).
Definition 4: For given distributions p(s) and p(y|s, x 1 , x 2 ), let P i be the collection of random variables (Q, S, U 1 ,
where Q and U 1 are auxiliary random variables.
III. DISCRETE MEMORYLESS CASE
In this section, we derive an inner bound for the capacity region of the DM MAC for the case of CSI non-causally known at one encoder and then specialize to a binary noiseless MAC.
In this section, we consider X 1 , X 2 , S, and Y to all be discrete and finite alphabets; and all probability laws are to be interpreted as probability mass functions.
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A. Inner Bound for the Capacity Region
The following theorem provides an inner bound for the DM MAC with CSI non-causally known at one encoder.
for some random vector (Q, S, U 1 , X 1 , X 2 , Y) ∈ P i . Then, the capacity region C of DM MAC with one informed encoder satisfies R i ⊆ C.
Proof:
The above inner bound can be proved by closely following the proofs in [25] , [13] . For completeness, a proof is given in V-A.
Remarks:
• The inner bound of Theorem 1 can be obtained by applying Gel'fand-Pinsker coding [13] at the informed encoder. At the uninformed encoder, the code book is generated in the same way as for a regular DM MAC [25] .
• The region R i in Theorem 1 is convex due to the auxiliary time-sharing random variable Q.
• Since the region is convex in p(x 1 |u 1 , s, q), it is sufficient to take X 1 to be a deterministic function of (S, U 1 , Q).
• To compute R i in Theorem 1, it is sufficient to restrict Q ∈ Q and U 1 ∈ U 1 with |Q| ≤ 4 and |U 1 | ≤ |X 1 ||X 2 ||S| + 4, respectively.
• The inner bound R i of Theorem 1 uses joint decoding of both encoders' messages. Let us also discuss successive decoding i.e., decoding one encoder's message first and use the decoded codeword and the channel output to decode the other encoder's message. First, consider decoding the message of the informed encoder. Following [13] , if R 1 ≤ I(U 1 ; Y) − I(U 1 ; S), we can decode the codeword U n 1 of the informed encoder with arbitrarily low probability of error. Now, we use U n 1 along with Y n to decode X n 2 . Under these conditions, if R 2 ≤ I(X 2 ; Y|U 1 ), then we can decode the message of the uninformed encoder with arbitrarily low probability of error. If we change the decoding order of the two messages, the constraints are R 2 ≤ I(X 2 ; Y) and R 1 ≤ I(U 1 ; Y|X 2 ) − I(U 1 ; S).
B. Binary Noiseless Example
In this section, we specialize Theorem 1 to a binary noiseless MAC with CSI Y n = X n 1 ⊕ X n 2 ⊕ S n , where : X n 1 and X n 2 are channel inputs with constraints n i=1 x 1,i = np 1 and n i=1 x 2,i = np 2 , respectively; S n is the memoryless CSI vector whose elements are non-causally known at one encoder and are i.i.d. Bernoulli(q) random variables; and ⊕ represents modulo-2 addition.
The following corollary gives an inner bound for the capacity region of the binary noiseless MAC by applying a slightly generalized binary DPC at the informed encoder in which the channel input X 1 and the channel state S are correlated.
Definition 5: Let R i (a 10 , a 01 ) be the set of all rate pairs (R 1 , R 2 ) satisfying
for (a 10 , a 01 ) ∈ A, where allows arbitrary correlation between the codeword and the known CSI. We consider U 1 = X 1 ⊕S and X 2 ∼ Bernoulli(p 2 ), where: S ∼ Bernoulli(q); X 1 is related to S by a 01 = P (X 1 = 0|S = 1) and a 10 = P (X 1 = 1|S = 0) with a 01 and a 10 chosen such that P (X 1 = 1) ≤ p 1 . We compute the region R i (a 10 , a 01 ) defined in (1) using the probability mass function of X 2 and the auxiliary random variable U 1 for all (a 10 , a 01 ) ∈ A to obtain the region R i BIN in (5). The following proposition provides an outer bound for the capacity region of the binary noiseless MAC with one informed encoder. We do not provide a proof of the following proposition because it is same as the capacity region of the binary noiseless MAC with CSI known at the decoder and it it the capacity region of the noiseless binary adder MAC with no CSI. 
Then, the capacity region C BIN for the binary noiseless MAC with one informed encoder satisfies Also shown for comparison are the following: an inner bound using binary DPC alone, or the generalized DPC with a 10 = 1 − p 1 and a 01 = p 1 at the informed encoder; and the capacity region for the case in which the CSI is known at neither the encoders nor the decoder.
These results show that the inner bound obtained by using generalized binary DPC is larger than that obtained using binary DPC [26] . These results suggest that the informed encoder can help the uninformed encoder using binary DPC [26] as well as generalized binary DPC. Even though CSI is known at only one encoder, both the encoders can benefit in terms of achievable rates compared to the case in which CSI is available nowhere. However, it does not appear that the region achieved by an informed encoder is achievable with only one informed encoder, in contrast to the single-user case.
IV. GAUSSIAN MEMORYLESS CASE
In this section, we develop inner and outer bounds for the memoryless Gaussian case. The additive Gaussian MAC with one informed encoder is shown in Figure 3 . The output of the channel is Y n = X n 1 + X n 2 + S n + Z n , where: X n 1 and X n 2 are the channel inputs with average power constraints n i=1 x 2 1,i ≤ nP 1 and n i=1 x 2 2,i ≤ nP 2 with probability one, respectively; S n is the memoryless CSI vector whose elements are non-causally known at one encoder and are zero-mean Gaussian random variables with variance Q; and Z n is the memoryless additive noise vector whose elements are zero-mean Gaussian random variables with variance N and are independent of the channel inputs and the CSI.
The following theorem gives an inner bound for the Gaussian MAC with one informed encoder.
To obtain the inner bound for this case, we apply a slightly generalized DPC at the informed encoder in which the channel input X 1 and the channel state S are negatively correlated.
Definition 6: Let
for a given −1 ≤ ρ ≤ 0, and a given α ∈ A(ρ), where
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Decoder Fig. 3 . Gaussian multiple access channel with channel state information known at one encoder.
Then, the capacity region C GAUS of the Gaussian MAC with one informed encoder satisfies
Our results for the DM MAC can readily be extended to memoryless channels with discrete time and continuous alphabets using standard techniques [27] . The informed encoder uses generalized DPC that allows arbitrary correlation between the codeword X n 1 and the known CSI S n . Fix a correlation parameter −1 ≤ ρ ≤ 0. We then consider the auxiliary random variable U 1 = X 1 + αS, where α is a real number whose range will be discussed later, X 1 and S are correlated with correlation coefficient ρ, X 1 ∼ N(0, P 1 ), and S ∼ N(0, Q). We consider X 2 ∼ N(0, P 2 ). Encoding and decoding is done similar to the encoding and decoding explained in Section V-A. We evaluate (5) using the jointly Gaussian distribution of random variables S, X 1 , U 1 , X 2 , Z, and Y for a given (ρ, α) and obtain R i (ρ, α). Also note that we restrict α to The following proposition gives an outer bound for the capacity region of the Gaussian MAC with one informed encoder. We do not provide a proof of the following proposition because this bound is same as the capacity region of the additive white Gaussian MAC with all informed encoders [16] , [17] as well as the the capacity region of the additive white Gaussian MAC with CSI known at the decoder and it is the capacity region of the additive white Gaussian MAC with no CSI.
GAUS be the set of all rate pairs (R 1 , R 2 ) satisfying
Then, the capacity region C GAUS for the Gaussian MAC with one informed encoder satisfies
A. Numerical Example Figure 4 depicts the inner bound using generalized DPC given in Theorem 2 and the outer bound specified in Proposition 2 for the case in which P 1 = 20, P 2 = 50, Q = 20, and N = 60.
Also shown for comparison are the following: an inner bound using DPC alone, or the generalized DPC with ρ = 0 and α as parameter at the informed encoder; and the capacity region for the case in which the CSI is known at neither the encoders nor the decoder.
These results suggests that the informed encoder can help the uninformed encoder using DPC as well as generalized DPC. Even though the CSI is known only at one encoder, both the encoders benefit from this situation by allowing negative correlation between the channel input X 1 and the CSI S at the informed encoder since the negative correlation allows the informed encoder to partially cancel the CSI. The achievable rate region R i (0, α) obtained by applying DPC [15] with α as parameter is always contained in R i GAUS in (9) . In contrast to the case of CSI available to both the encoders [16] , [17] , DPC alone is insufficient. Nevertheless, the inner bound obtained by using the generalized DPC is larger than that obtained when CSI is not available at either encoder.
B. Asymptotic Analysis
In this section, we discuss the inner bound in Theorem 2 as Q → ∞. Definition 7: Let R i (ρ, α) be the set of all rate pairs (R 1 , R 2 ) satisfying R 1 ≤ lim Q→∞ r 1 (ρ, α), R 2 ≤ lim Q→∞ r 2 (ρ, α), and R 1 + R 2 ≤ lim Q→∞ r 3 (ρ, α) for a given −1 ≤ ρ ≤ 0 and
As the variance of the CSI becomes very large, i.e., Q → ∞, the inner bound in Theorem 2 becomes
Let us investigate how the uninformed encoder can benefit from the informed encoder's actions even as Q → ∞. For this discussion, consider successive decoding in which the auxiliary codeword U n 1 of the informed encoder is decoded first using the channel output Y n and then the codeword X n 2 of the uninformed encoder is decoded using Y n and U n 1 . In the limit as Q → ∞, U n 1 can be decoded first with arbitrary low probability of error if R 1 satisfies
where ρ ∈ [−1, 0] and 0 ≤ α ≤
The right hand side of (12) is obtained by calculating the expression I(U 1 ; Y) − I(U 1 , S) for the assumed jointly Gaussian distribution and letting Q → ∞. The channel output can be written as
. . , n}. The estimate of (1 − α)S i using U 1,i is denoted asŜ i for i ∈ {1, 2, . . . , n}. UsingŜ n and U n 1 , we can generate a new channel output for decoding X n 2 as
Since all random variables are identical, we omit the subscript i for further discussion. Then, the variance of total noise present in elements ofỸ n for decoding
, where N is the variance of Z, and P 
Even if the variance of the additive CSI becomes infinite, nonzero rate for the uninformed encoder can be achieved because the estimation error is finite for ρ ∈ [−1, 0] due to the increase of the variance of U 1 with the increase of the CSI variance.
Our aim is to minimize the variance of the estimation error ((1−α)S−Ŝ) to maximize r 2 (ρ, α) over ρ and α. Since the right hand side of (12) becomes non-negative for 0 ≤ α ≤
and ρ ∈ [−1, 0], we consider only these values. The variance of the estimation error is decreasing in both ρ ∈ [−1, 0] and α ∈ [0, 1] and is increasing in the remaining range of α. Then, r 2 (ρ, α) achieves its maximum at ρ = 0 and α = min{1, 2P 1 P 1 +P 2 +N }. If P 1 ≥ P 2 + N , so that R 1 is nonnegative, then R 2 ≤ 1 2 log 1 + P 2 N is achievable. In this case, the uninformed encoder fully benefits from CSI at the informed encoder even though the interfering CSI is very large. If P 1 < P 2 +N , then R 2 ≤ lim Q→∞ r 2 (0, α * ) is achievable where α * = 2P 1 P 1 +P 2 +N . In both the cases, the generalized DPC with ρ = 0 is optimal in terms of assisting the uninformed encoder, contrary to the finite CSI variance case. This makes sense because, if the CSI has infinite variance, then it is impossible for the informed encoder to explicitly cancel it with finite power. Now consider successive decoding in the reverse order in which X n 2 is decoded first using Y n and then U n 1 is decoded using Y n and X n 2 . As Q → ∞, X n 2 can be decoded with arbitrary low probability of error if R 2 ≤ lim Q→∞ I(X 2 , Y) = 0. This means that only R 2 = 0 is achievable.
is achievable with ρ = 0 and α = P 1 P 1 +N .
V. APPENDIX
A. Proof of Theorem 1
In this section, we construct a sequence of codes ( 2 nR 1 , 2 nR 2 , n) with P n e → 0 as n → ∞ if (R 1 , R 2 ) satisfies Equation (5) . A random coding used in this section is combination of Gel'fand-Pinsker coding [13] and coding for MAC [25] . This random coding is not new technique but it is included for completeness. Fix > 0 and take (Q, S, U 1 , X 1 , X 2 , Y) ∈ P i .
• Encoding: The encoding strategy at the two encoders is as follows. Let M 1 = 2 n(R 1 −4 ) , M 2 = 2 n(R 2 −2 ) , and J = 2 n(I(U 1 ;S|Q)+2 ) . At the informed encoder, where the CSI is available, generate JM 1 sequences U n 1 (q n , m 1 , j), whose elements are drawn i.i.d. with p(u 1 |q), for each time sharing random sequence Q n , where 1 ≤ m 1 ≤ M 1 , and 1 ≤ j ≤ J. Here, m 1 indexes bins and j indexes sequences within a particular bin m 1 . For encoding, given CSI S n = s n , time sharing sequence Q n = q n and message W 1 ∈ {1, 2, . . . , M 1 }, look in bin W 1 for a sequence U n 1 (q n , W 1 , j), 1 ≤ j ≤ J, such that U n 1 (q n , W 1 , j) ∈ T n [Q, U, S|q n , s n ]. Then, the informed encoder chooses X n 1 , whose elements are given by deterministic function
At the uninformed encoder, sequences X n 2 (q n , m 2 ), whose elements are drawn i.i.d. with p(x 2 |q), are generated for each time sharing sequence Q n = q n , where 1 ≤ m 2 ≤ M 2 . The uninformed encoder chooses X n 2 (q n , W 2 ) to send the message W 2 ∈ {1, 2, . . . , M 2 } for a given time-sharing sequence Q n = q n and sends the codeword X n 2 . Given the inputs and the CSI, the decoder receives Y n according to conditional probability distribution i p(y i |s i , x 1,i , x 2,i ). It is assumed that the time-sharing sequence Q n = q n is non-causally known at both the encoders and the decoder.
• Decoding: The decoder, upon receiving the sequence Y n , chooses a pair (U n 1 (q n , m 1 , j), X n 2 (m 2 )), 1 ≤ m 1 ≤ M 1 , 1 ≤ j ≤ J, and 1 ≤ m 2 ≤ M 2 such that (U n 1 (q n , m 1 , j), X n 2 (q n , m 2 )) ∈ T n [Q, U 1 , X 2 , Y|q n , Y n ]. If such a pair exists and is unique, the decoder declares that (Ŵ 1 ,Ŵ 2 ) = (m 1 , m 2 ). Otherwise, the decoder declares an error. 
The first term, Pr[s n ∈ T n [S]], and the second term, Pr[q n ∈ T n [Q]], in the right hand side expression of (13) go to zero as n → ∞ by the strong asymptotic equipartition property (AEP) [25] .
Without loss of generality, we can assume that (W 1 , W 2 ) = (1, 1) is sent, time sharing sequence is Q n = q n , and state realization is S n = s n . The probability of error is given by the conditional probability of error given (W 1 , W 2 ) = (1, 1), Q n = q n ∈ T n [Q], and S n = s n ∈ T n [S]. Let E 1 be the event that there is no sequence U n 1 (q n , W 1 , j) such that U n 1 (q n , 1, j) ∈ T n [Q, U 1 , S|q n , s n ]. For any U n 1 (q n , 1, j) and S n = s n generated independently according to p(u 1i |q i ) and p(s i ), respectively, the probability that there exists at least one j such that U n 1 (q n , 1, j) ∈ T n [Q, U, S|q n , s n ] is greater than (1 − )2 −n(I(U 1 ;S|Q)+ ) for n sufficiently large. There are J number of such U n 1 's in each bin. The probability of event E 1 , the probability that there is no U n 1 for a given s n in a particular bin, is therefore bounded by 
Taking the natural logarithm on both sides of (14), we obtain 
From (18), the Pr[E 5 |E c 1 , E c 2 ] → 0 as n → ∞ if R 2 + R 2 < I(U 1 , X 2 ; Y|Q) − I(U 1 ; S|Q). In terms of these events, Pr[error|s n , q n ] in (13) can be upper-bounded via the union bound, and the fact that probabilities are less than one, as 
From Equation (19), it can be easily seen that Pr[error|s n , q n ] → 0 as n → ∞. Therefore, the probability of error P n e goes to zero as n → ∞ from (13) and completes the proof.
