ABSTRACT Besides the target in synthetic aperture radar (SAR) image, the structural information remained in speckle and shadow is also very important when we extract the invariant feature of SAR image. However, the output of the classical pulse coupled neural network (PCNN) is a binary value. All the information remained in speckle and shadow is lost, when the classical PCNN is used to process SAR image directly. To overcome this problem, a multi-gray level simplified PCNN (MSPCNN) is proposed in this paper. All the useful information in speckle, shadow, and target can be considered when we use MSPCNN to compute the invariant feature of the SAR target. In order to suppress the negative influence of speckle noise and keep the useful structured information, the improved speckle reducing algorithm (SRAD) is used first. By an adaptive threshold delt0, we can keep the remained speckle in different SAR images to an ideal same level. The negative influence of the remained speckle to different targets' signature becomes basically the same and can be ignored. Combining with SRAD and MSPCNN, the SAR image invariant feature extraction scheme AD-MSPCNN is put forward. After analyzing the performance of different signature computing methods, we splice the time signature and the entropy signature together and use the new spliced vector as the invariant feature of the SAR target. The validity and robustness of AD-MSPCNN are proved by the experimental results on MSTAR database.
I. INTRODUCTION
Synthetic aperture radar (SAR) is a widely used remote sensing surveillance tool for both military and civil applications. Computing the invariant features from the SAR image is the most important operation in the SAR image interpretation system. Because of the SAR system coherent imaging mechanism, speckle noise is unavoidably distributed in SAR images. The presence of speckle noise affects both the human interpretation of SAR images and the automated feature extraction techniques [1] , [2] . Therefore, it may be failed, when the conventional optical image feature extraction algorithms [3] , [4] used to process SAR image directly.
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Therefore, developing an effective method of speckle noise reduction is important for many SAR image post-processing tasks, such as feature extraction and target recognition. Yu and Acton proposed the speckle reducing anisotropic diffusion (SRAD) algorithm [5] , [6] to suppress speckle in the ultrasound image, and successfully expanded this method to SAR images. The SRAD is a modification of the P-M algorithm [5] that can improve the edge detection accuracy by incorporating the instantaneous variation coefficient into an improved edge detection operator. The effectiveness of SRAD is proved by many applications [1] , [5] - [8] .
The mammalian visual system has the ability to search and recognize interesting targets from a complex background quickly and naturally [9] . However, the computer vision system still does not solve this problem very well. It has become an important method for researchers to get inspiration from the biological visual system. Many bio-inspired computer vision algorithms are proposed and get good processing results nowadays. The pulse coupled neural network (PCNN) is proposed under this context in recent years. This model is inspired by the mammalian's visual cortex and proposed by Johnson et al. [10] . Different from the traditional neural network is that PCNN is a single layer network of integratefire neurons and does not require a pre-training process. Because of the biological background, this model has superior performance than other conventional image processing algorithms [11] - [17] and attracts the researchers' attention in recent years.
As is known, on the one side, though speckle damaged SAR image seriously, some structural information and textual information related to the target are also contained in the speckle [18] ; on the other side, the shadow is a special component of SAR target. To extract and utilize the shadow's information effectively from SAR images is an important and practical problem for the interpretation of the SAR image. However, the output of the classical PCNN is a binary value. The information in speckle noise and shadow of the target are all lost if the classical PCNN is used to process SAR image directly. Based on the above analysis, a novel multigray level simplified PCNN (MSPCNN) is proposed. All the useful information remained in speckle, shadow, and target can be considered when MSPCNN is used to compute the invariant feature of the SAR image. Combining with SRAD and MSPCNN, the SAR image invariant feature extraction scheme AD-MSPCNN is proposed. In AD-MSPCNN, the SRAD operation is used to reduce speckle noise contained in different SAR images firstly. By an adaptive threshold delt0, the remained speckle in different SAR image is kept to an ideal same level. The negative influence of the remained speckle to different targets' signature becomes basically the same and can be ignored. Then the MSPCNN is used to computing the SAR image signature. After analyzing the performance of the time signature and the entropy signature, these two signatures are spliced together, and the new spliced vector is used as the invariant feature of the SAR target. The validity and robustness of AD-MSPCNN are proved by the experiment results on MSTAR database.
The following part of this paper is divided into six sections. Section 2 gives a brief description of the SRAD method. Section 3 discusses the classical PCNN model and the simplified PCNN model. Section 4 mainly focuses on the models of MSPCNN and AD-MSPCNN. Section 5 shows the experimental results by applying our proposed approach to compute the SAR target invariant feature. In the last section, a conclusion is made.
II. SPECKLE REDUCING BY ANISOTROPIC DIFFUSION A. MULTIPLICATIVE SPECKLE MODEL
Because of the coherent imaging mechanism, speckle noise unavoidably exists in all such images like ultrasound image and SAR image. Speckle is usually modeled as a multiplicative noise with Gamma distribution [19] that can seriously reduce the image quality. The SAR image with speckle noise can be described as formula (1) .
where I O is the observed image, In is the noise-free image, and N is the speckle noise, (x, y) is the pixel position of the image. The effect of speckle noise is undesirable. How to reduce speckle noise effectively and keep the structural feature information in SAR image undamaged turns out to be a key preprocessing step in SAR image interpretation system.
B. PRINCIPLE OF SPECKLE REDUCING ANISOTROPIC DIFFUSION
The principle of speckle noise reduction by anisotropic diffusion (SRAD) can be illustrated as the following partial differential equations.
where I 0 (x, y) is the input SAR image with speckle, I (x, y, t) is the output processed image, ∇ represents the gradient, div denotes the divergence, is the image domain, ∂ is the border of , n is the outward normal vector of ∂ , and c(q) is the diffusive factor. The diffusive factor is the key part of SRAD and it determines the anisotropic diffusion model. The diffusive factor can be expressed as equation (3).
c(q(x, y; t))
To preserve edge details, the diffusive factor of equation (3) should have high values at edges and low values in homogeneous regions. In other words, the diffusive factor should possess the ability of edge detector in the image with speckle noise. For these reasons, the value of q should be calculated by the formula (4).
where α, β and γ are positive parameters. Utilizing robust statistics theory, the q 0 (t) can be estimated by formula (5) .
where δ(= 1.0484) is constant. The SRAD partial differential equation (2) can be solved numerically using a Jacobi iterative method.
III. PULSE COUPLED NEURAL NETWORK (PCNN) A. THE CLASSICAL PCNN
The classical PCNN is a single layer laterally connected neural network. Because of the simplicity and without pretraining, PCNN is also called as the third generation of neural network. The discrete form of classic PCNN [15] can be described as equations of (6) ∼ (10).
where The pixels of the image and the neurons of PCNN have one to one correspondence relationship when the PCNN is used to process image. In this case, the normalized gray value of image pixel serves as input stimulus S ij . Although no pre-training is required in PCNN model, an iterative computing process of equations (6) 
B. THE SIMPLIFIED PCNN (SPCNN)
To achieve a lower computational complexity and high accuracy rates, a simplified SPCNN model is proposed by Chen et al. [20] , [21] . The SPCNN model can be described by three equations.
The feeding input and the linking input is merged into one internal activity item U i,j [n], which is denoted by equation (11) . The attenuation time constants are simplified to α F and α E . All parameters in equations (11) ∼ (13) have the same meaning as in the classical PCNN. After each iteration calculation, a pulse image (binary image) is outputted by the SPCNN. As a result, a series of binary image Y (1); Y (2); . . . ; Y (n) can be obtained when SPCNN is iterated n times. They are carrying different features of the original image. A unique one-dimensional feature (usually called image signature) can be calculated from this binary image sequence. The image signature is invariant to rotation, translation, and scale of the original image. It is widely used in target recognition and content-based image retrieval nowadays. To condense the two-dimensional image into a short one-dimensional image signature is a highly desirable operation in the computer vision systems.
IV. MSPCNN AND AD-MSPCNN A. MSPCNN
In order to extract the information hidden in speckle and shadow, when we computing the SAR target signature, we changed the binary output of SPCNN into a fourgray level intensity image. The output of MSPCNN can be described as formula (15) .
where gray1, gray2, gray3 are normalized intensity values, and the summation of these three parameters is equal to one; µ and δ are the mean value and the standard variance of a non-target uniform sub-region selected from the input SAR image; ε is a little positive number. µ and δ can be calculated VOLUME 7, 2019 by equations (15) and (16) . (16) where N and M are the pixels number along with the horizontal and vertical direction of the non-target uniform sub-region.
The other equations and parameters are the same as SPCNN. A four-gray level intensity image will be obtained, at the end of each iteration. There are many methods to calculate an image signature from the output image series. One of the conventional methods of calculating image signature is to sum the output image series Y (n) separately and to combine them into a one-dimensional vector. This onedimensional vector is called the time signature (image signature). Another method is to compute the entropy of each output image Y (n), and then to combine the entropy sequence together as the image signature. The entropy can be calculated by equation (17) .
where H (P) is the entropy of output image, P i (i =1. . . 4) are the probabilities of gray1,gray2,gray3 and 0 occurred in the image. In order to get a better distinction between different SAR targets, we splice time signature and entropy signature together as the SAR targets signature series. We called the result signature vector as Entropy + Time signature in the following sections. The performance of different signatures is analyzed in section 5.1.
B. AD-MSPCNN
The flowchart of AD-MSPCNN is displayed in Fig.1 . The parameter delt is the standard variance of a non-target homogeneous sub-region in the input SAR image. In order to maintain the robustness of the algorithm, we compute the standard variances by multiple homogeneous regions and use the mean value of standard variances as the parameter delt. As discussed in section 1, though speckle damaged SAR image seriously, some structural information and textual information related to the target also exist in speckle. Therefore, if we get rid of the speckle completely, the structural information contained in speckle is also lost at the same time. It is necessary to suppress speckle noise and keep structured information. Thus we proposed an adaptive threshold delt0, as shown in Fig.7 . After a reasonable choice of delt0, we can keep the remained speckle in different SAR image to an ideal same level by delt0 and SRAD. The effects of different delt0 to image signature are displayed in section 5.2. As a result, the negative influence of the remained speckle to different target's signatures becomes basically the same. The positive influence is mainly caused by SAR targets' information.
V. EXPERIMENTATION RESULTS
The initial values of U , Y, and E in MSPCNN are zeros. The other parameters are set as following: e −α F = 0.2; 
A. THE TYPICAL RESULTS OF AD-MSPCNN
The SAR image of armored transport vehicle BTR60 (Target1), main battle tank T72 (Target2) and truck zil131 (Target3) are displayed in Fig.2 . Where the targets' depression angles are 17 degrees and view angles are 220 degrees.
In order to give a quantitative evaluation of the effectiveness of AD-MSPCNN, the Euclidean distance of two vectors is used to evaluate the distinguishability of two image signatures. It is expressed as:
where E 1 and E 2 are two image signatures computed by AD-MSPCNN. The distances of two signatures computed by different methods are listed in Table 1∼3 . Apparently, the discrimination of Entropy + Time signature is the best. On the other hand, the Entropy + Time signature has great robustness for rotation and magnification, and the experimental results in Table 4 confirm this conclusion. Table 4 listed the signature distances between the original SAR targets and the transformed SAR targets. The signature distances of the same target are very small and can be ignored. Therefore, the Entropy + Time signature is selected as the invariant feature of SAR image in this work.
B. THE EFFECTS OF delt0
It is important to select an ideal value of delt0 in AD-MSPCNN. On the one hand, if delt0 too big, the negative influence of speckle will reduce the signature accuracy seriously. On the other hand, if delt0 too small, the structural information of the SAR target will be lost sharply. The distance variances of Entropy + Time signatures, computed by the above three targets with different delt0 are listed in Fig. 7 . As it is shown, the distance variances are small when delt0 between 0.01 and 0.05. By analyzing the processing results of different SAR targets in MSTAR database, we choose delt0 = 0.03.
VI. CONCLUSION
A SAR image invariant feature extraction method AD-MSPCNN is presented in the paper. At the first step, the negative influence of speckle is reduced to an ideal level by SRAD and delt0. Then the useful information remained in speckle and shadow is extracted by MSPCNN, when we compute the signature of SAR target. The accuracy and robustness of our method are proved by the experiment results on MSTAR database. 
