Introduction
This article focuses on the nature of safety in the future online world to enable humanity to reach profoundly new levels of productivity and creativity. Bailetti, Levesque, and Walsh (2014) envision an online world for 2030 that is safe (i.e., users communicate with accuracy and enduring confidence), productive (i.e., users make timely decisions that have an ongoing global effect), and creative (i.e., users can connect seemingly unrelated information online). Their proposed view is characterized by seven conditions of the future online world: i) global-scale autonomous learning systems; ii) humans co-working with machines; iii) human factors that are authentic and transferrable; iv) global scale whole-brain communities; v) foundational knowledge that is authentic and transferrable; vi) timely productive communication; and vii) continuous technological adaptation.
Key research questions pertaining to the safety characteristics of this future world include:
• Under what conditions does an attacker have an advantage over an infrastructure protector?
• Why do many infrastructure protectors and users not adopt effective mechanisms that provide safety and privacy?
• What are the resources, processes, and values to concurrently provide online safety and privacy to users?
• What are the characteristics of the individuals and organizations that are most likely to attack?
• What are the enhanced characteristics of safety through disclosure (i.e., by being open and not by being proprietary)?
If progress is made understanding the underlying properties of safety that are required to address these questions, then a foundation will be provided that promotes scientific progress and the arts within a society that is ever more connected on a global scale.
The Internet was not created to be safe but is being increasingly used in a way that requires that it be so. The increasing pervasiveness of cyber-based systems and infrastructure, and society's growing reliance on them, shifts the perspective concerning their proper opera-
In this article, we address what it means to be safe in the online world of the future by advocating the perspective whereby improving safety will improve resilience in cyberspace.
We adopt a specific approach towards transdisciplinarity; present a weakly transdisciplinary model of the safety context and an initial position about what existing disciplines are most relevant; and link prospect theory to risk-based decision making as one example that could lead to a new paradigm for safety. By treating safety as a transdisciplinary challenge, there is an opportunity to enable the participants of the online world to become more productive and creative than ever before. The beneficiary of this increased productivity and creativity will ultimately be the public. The perspective of this article is of interest to senior decision makers, policy makers, managers, educators, strategists, futurists, scientists, technologists, and others interested in shaping the online world of the future. 
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Nadeem Douba, Björn Rütten, David Scheidl, Paul Soble, and D'Arcy Walsh tion from security to safety. Although defending networks and other information assets is necessary, it is part of the larger intent of securing these systems' ability to produce services and functions upon which society depends. Safety is often associated with unintended disruption, and security is often associated with intended disruption; both concepts affect the proper operation of cyber-based systems and infrastructure. Safety properties include security properties (Burns et al., 1992; Leveson, 2013; Young & Leveson, 2013) . Safety is the foundation that promotes scientific progress and the arts within a society that is ever more connected on a global scale; it enables the global knowledge commons that is an engine of human progress.
This view of safety is sympathetic and compatible with the ultimate intent of copyright and patent laws. Article I of the American Constitution makes clear that the beneficiary of publications and inventions is the public -copyrights are granted and patents are issued in order "to promote the Progress of Science and useful Arts" (Menard, 2014) . The thinking behind Article I is that prohibiting people from copying and selling someone else's original work should be time bound to strike an appropriate balance so that individuals and organizations have the means to further create original work but in a manner that the public can also benefit from this work in a timely fashion (Menard, 2014) .
In this spirit, the concept of safety (including security) is not restricted to the protection and control of property, because ownership is a concept that can vary across social contexts. Instead, improving the safety of cyber-based systems and services focuses on the intended use of these systems. Further, safety must have enduring resilience where "cyber-[or online] resilience is about digital literacy at every level of the organization/society, distributed leadership, and a capacity to adapt in a networked and fast-changing digital ecosystem" (Rütten, 2010) . Thus, there is a responsibility for safety that transcends the technological disciplines.
Based upon our knowledge and experience, current approaches toward safety and security do not make an explicit connection to productivity and creativity when contemplating the transdisciplinary aspects of the problem domain. These approaches emphasize preventing failure instead of enabling success. A new online paradigm that implies an environment that is safe regardless of how much you interact within it is necessary "to promote the Progress of Science and useful Arts" (Menard, 2014) in the future.
This article makes three contributions. First, it provides insight about a particular approach for addressing the global and transdisciplinary aspects that we believe characterize safety concerns of the online world of the future. Second, the article presents a weak transdisciplinary representation of the safety context and an initial position about what existing disciplines are most relevant. Third, by linking prospect theory to risk-based decision making within the domain of cyber-resilience, it provides an example to advance the idea of safety through online interactivity that could lead to a new paradigm for safety for the future online world.
The Safety Context is Global and Transdisciplinary
A safe online world must be created and maintained by stakeholders at multiple levels of society, which suggests that a more holistic view is required to define goals and engage participants rather than following separate approaches to the problem from distinct disciplines, which individually tend to address a subset of stakeholders. The concerns of these stakeholders are accommodated by treating relevant disciplines in a unified way. The concept of transdisciplinarity (Nicolescu, 2005) , creating a unity of intellectual frameworks beyond the disciplinary perspectives (Jensenius, 2012) , offers an approach for constructing a view of safety as a composition of collaborating disciplines that address the concerns of these stakeholders.
A distinction may be made between strong and weak transdisciplinarity. Strong transdisciplinarity envisions a total system of knowledge without stable boundaries between the disciplines. However, in the case of weak transdisciplinarity, traditional methods and logic can be applied. Here, we focus on weak transdisciplinarity, where a transdiscipline extends its action through coordination among disciplines at several levels of organization: the first, lowest level refers to "what exists now" (i.e., the world as it is; the empirical level), the second level refers to "what we are capable of doing" (i.e., it is composed mainly of technology disciplines; the capacity level), the third level refers to "what we want to do" (i.e., the normative level), and the fourth level refers to "what we should do" (i.e., the value level) (Max-Neef, 2005 ).
Thus, we do not treat safety as strictly disciplinary (specialization in isolation), multidisciplinary (no cooperation), pluridisciplinary (cooperation without coordination), or interdisciplinary (coordination from a higher-level concept), but instead we treat it as a coordination amongst all hierarchical levels.
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Nadeem Douba, Björn Rütten, David Scheidl, Paul Soble, and D'Arcy Walsh In an effort to practice weak transdisciplinarity in a systematic manner as advocated by Max-Neef (2005), we have adopted a four-level organization model at the core of the safety context, and a set of high-level categories of knowledge that should be coordinated to achieve a safe online environment ( Figure 1 ):
1. Online world of the future: speculates about the safe, productive, creative aspects that will drive the evolution of the online world, including the key conditions that will be met by the future world (see Bailetti et al., 2014 6. Related domain models: concern the promotion of specific theories or concepts relevant to the domain, for example: the Cyber Game (information versus power); safety (unintended and intended disruption); economic models (public, private, club, common pooled resource); political science models; human behavior (decision making under risk, deception, intent); technical methods and techniques related to attack, attribution, forensics, and impact of compromise; and specific business models.
7. Important topics: include specific perspectives or "game changers" that represent current informed thinking about the domain (e.g., supply/value chain; duality of risk -opportunities, threats; adoption; disclosure, disruption).
Figure 1.
Four levels of concerns that need to be addressed to produce a safe online environment and seven categories of knowledge that influences the work done on these concerns.
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Nadeem Douba, Björn Rütten, David Scheidl, Paul Soble, and D'Arcy Walsh Specific to the domain, we believe that the "Cyber Game" from the Global Cyber Game report (Tibbs, 2013) presents a useful domain analysis of the online world. The report was produced by the United Kingdom's Defence Academy, which provides education and training in a broad range of subjects -including command and staff, leadership, defence management, languages, acquisition and technology -for members of the UK Armed Forces and Defence Civil Servants. In delivering education and training, it is the Defence Academy's responsibility to prepare senior decision makers for the uncertainties and complexities of the challenges ahead. The report is a good example of this preparation as it pertains to the nature of cyberspace in the future, including cybersafety and cybersecurity.
The overall objective when producing the report was first to consider the broad question, "How should the cyber-domain be conceptualized?", and in the light of that question, to examine the implications for security strategy generally, the issues raised for state actors in the Internet age, new power relationships, possible sources and modes of future conflict, and the steps that need to be taken to prepare for a range of plausible possibilities (Tibbs, 2013) .
The report examines these issues, in part, by proposing the idea of the Global Cyber Game as a framework that can be used for practical thinking about cyber strategy. Cyberpower and cybersecurity are conceptualized using a "Cyber Gameboard", which consists of a nine-cell grid. The horizontal direction on the grid is divided into three columns representing aspects of cyber-information: connection, computation, and cognition. The vertical direction on the grid is divided into three rows representing types of power: coercion, co-option, and cooperation. The nine cells of the grid represent all the possible combinations of power and information, that is, forms of cyberpower (Tibbs, 2013) .
The central ideological decision of the Cyber Game is whether to play the game as if freedom of information content is a public good in itself or whether extensive control of information content is necessary for public safety (Tibbs, 2013) .
Thus, the Cyber Game gives precedence to the concepts of information and power and the interrelationships that can arise when these two concepts are applied together. The Cyber Gameboard is a concise but powerful representation that permits reasoning about many of the aspects and complex interactions of cyberspace to achieve an outcome that can be successful despite, for example, known ideological conflicts, politics, and human nature whose complexity requires coordinated action.
The power dimension of the Cyber Game privileges the sub-concepts of cooperation (integrative social power), co-option (economic exchange power), and coercion (destructive hard power) as means to exercise power. On this dimension, cyberspace is a tool similar to new technologies such as airpower or net-centric warfare used to achieve effects on geopolitical actors with its own characteristics of power transition versus power diffusion.
The information dimension of the Cyber Game privileges the sub-concepts of connection (the physical data-handling domain), computation (the virtual interactivity domain), and cognition (the knowledge and meaning domain). On this dimension, an example bridging the gap from cyberspace to physical space is the Stuxnet case study of a cyber attack strategy to bridge connection, computation and cognition spaces (Kushner, 2013) .
A Weak Transdisciplinary Representation of the Safety Context
This section introduces a weak transdisciplinary representation of the safety context of cyberspace and an initial position about what existing disciplines are most relevant. Because we lack a methodology for applying weak transdisciplinarity, our approach is based on our subjective confidence.
Figure 2 presents Cyber Game concepts and related disciplines using the four-level organizational model, including connections that cascade from the Value Level, through the Normative and Capacity Levels, to the Empirical level to indicate the coordination that must happen across levels amongst those concepts that are linked. Although the structure does not directly answer questions such as "What does it mean to be safe?" or "Who is safe from whom or what?", it unifies the elements that must be adjusted to evolve from the present situation toward the preferable future (Bailetti et al., 2014) in a way that addresses the multi-level complexity of the problem.
What we should do is addressed at the Value Level of Figure 2 , including theology, values, security and privacy, intellectual property, regulation, disclosure, and the individual and collective good as they relate to human-machine interaction. Practical solutions must in- What we want to do is addressed at the Normative Level of the figure, including risk-based decision making, management and planning, the strategy for making scientific progress and knowledge sharing, legal, and political concerns. We have also positioned the power dimension of the Cyber Game sub-concepts of cooperation (integrative social power), co-option (economic exchange power), and coercion (destructive hard power) at this level.
What we are capable of doing (composed mainly of technology disciplines) is addressed at the Capacity Level of the figure, including the information dimension of the Cyber Game sub-concepts of connection (physical data handling domain), computation (virtual interactivity domain), and cognition (knowledge and meaning domain).
What exists now (the world as it is) is addressed at the Empirical Level of the figure, including physical sciences, computer science, information science, brain sciences, and behavioural and social sciences.
The weak transdisciplinary model is a representation of the safety context of cyberspace. Relevant disciplines are identified at every level and these disciplines must be coordinated to achieve the safety goal in the face of the real-world complexities and conflicts.
Safety through Online Interactivity
This section provides an example of relevant disciplines that are coordinated to achieve safety by linking prospect theory to risk-based decision making in the con- The concept of cyber-resilience (Rütten, 2010 ) is addressed by Collier and colleagues (2014) , who focus on the ability to prepare for and recover quickly from both known and unknown threats. They recommend linking technical data with decision analysis in an adaptable framework to move toward systems that are more resilient to dynamic threats by incorporating decision analysis methods and techniques "to accommodate value-centric perspectives inherent in multiple stakeholder views when addressing the challenge of establishing risk-based standards that will protect the cyber domain" (Collier et al., 2014) . This approach is an example of weak transdisciplinarity. Now consider prospect theory, which is the foundation of the field of behavioural economics. As an evolution of concepts that originate from statistics, economics, and psychology, it is another example that transcends a particular discipline. Using the concept of a reference point to indicate that the human response to losses is stronger than the response to corresponding gains (loss aversion) together with the concept of diminishing sensitivity, it is a coherent theory that can describe decision under risk: prospect theory provides a plausible way to describe different attitudes to risk for gains (as favourable prospects) and losses (as unfavourable propects) (Kahneman, 2011) .
Prospect theory should be investigated as at least a partial theoretical grounding of risk-based decision making within the domain of cyber-resilience. It would contribute to descriptions of the behavioural aspects when humans are confronted with decisions "to prepare for and recover quickly from both known and unknown threats". Based on prospect theory, risk-based standards could be enhanced to better align with the decisions humans actually make under such circumstances.
Further, because prospect theory accommodates favourable as well as unfavourable prospects, we believe it applies beyond "risk-based standards that will protect the cyber domain'' (Kahneman, 2011) . By accommodating both kinds of prospects, prospect theory in effect could also be considered a theory of decision making pertaining to the duality of risk, which treats each risk situation not just as a threat (an unfavourable propect) but also as an opportunity (a favourable prospect).
As an example from the medical domain (Kahneman, 2011) , consider anesthesiologists, who benefit from feedback because their actions are quickly evident, and radiologists, who obtain less immediate information about the accuracy of their diagnoses. In both cases, risk can be considered as the difference between life and death. Saving a patient is an example of a favourable prospect and not saving a patient is an example of an unfavourable prospect. Anesthesiologists and radiologists become better at their profession as they save or do not save patients by continually making decisions under risk and learning and adapting (by modifying their protocol of intervention). Under very different circumstances, both kinds of medical experts must overcome their subjective confidence and must continually know the limits of their expertise as they become more experienced and knowledgeable.
In the context of cyber-resilience, viewing risk as an opportunity is a way to facilitate productive and creative outcomes within a society that is ever more connected on a global scale. When risk as an opportunity is applied within an adaptive learning framework such as the one promoted by Collier and colleagues (2014) , online safety becomes a function of user online interactivity. Humans (providing insight and understanding) and systems/networks (interpreting information at scale) will interwork to assess and to achieve joint goals to predict continuously emerging complex phenomena (Bailetti et al., 2014) . If such an environment existed, it would make a profound contribution in promoting the future "Progress of Science and useful Arts" (Menard, 2014) : cyber-resilience in this sense is not just recovering from individual loss events, but more akin to reduction of brittleness in the protective measures (through an adaptive learning approach).
Conclusion
We presented an approach for addressing safety concerns in the online world of the future using a weak transdisciplinary model, including an initial position about what existing disciplines are most relevant. Although the model does not directly answer key research questions pertaining to underlying safety properties, it does provide a unified structure that accommodates the participation of stakeholders at multiple levels of society and a holistic view.
Instead of restricting the concept of safety (including security) to the protection and control of property, we emphasize improving the safety of cyber-based systems and focus on the intended use of these systems that could lead to profoundly new levels of productivity and creativity for the benefit of society as a whole.
In order to make progress in understanding the underlying properties of safety, and to evolve from the present situation toward the preferable future (Bailetti et al., 2014) , attention should be given to applying a methodology of transdisciplinarity that exclusively concentrates on joint problem solving of key research questions pertaining to the science-technology-society triad implied by the weakly transdisciplinary model that was presented. The investigation of prospect theory as a theoretical grounding of risk-based decision making within the domain of cyber-resilience is an example.
We foresee the possibility of a new online environment that becomes progressively safer for participants the more that online interactions occur within the environment. The idea is that a participant's fingerprint is enriched the more that the participant interacts online. The more enriched a participant's fingerprint becomes, the greater the potential for ensuring the safety of the participant. At the same time, the more a participant interacts online, the more opportunity there will be for the participant to be productive and creative.
With this perspective in mind, we believe that future work should contemplate both the productivity and creativity domains in depth to better understand how their respective underlying properties relate to safety when safety is a function of interactivity.
