A rapidly increasing number of medical imaging studies is longitudinal, i.e. involves series of repeated examinations of the same individuals. This paper presents a methodology for analysis of such 4D images, with brain aging as the primary application. An adaptive regional clustering method is first adopted to construct a spatial pattern, in which a measure of correlation between morphological measurements and a continuous patient's variable (age in our case) is used to group brain voxels into regions; Secondly, a dynamic probabilistic Hidden Markov Model (HMM) is created to statistically analyze the relationship between spatial brain patterns and hidden states; Thirdly, parametric HMM models under a bagging framework are used to capture the changes occurring with time by decoding the hidden states longitudinally. We apply this method to datasets from elderly individuals, and test the effectiveness of this spatio-temporal model in analyzing the temporal dynamics of spatial aging patterns on an individual basis. Experimental results show this method could facilitate the early detection of pathological brain change.
Introduction
A number of advances in medical imaging technologies allow researchers to study the progression of anatomical or functional changes in a number of diseases and therapies. High-dimensionality pattern analysis methods have been increasingly used to measure imaging patterns and use them for individual diagnosis and progression. In the literature of aging and Alzheimer's Disease (AD), highdimensional classification work aims to provide diagnostic predictors for early marker of AD [1, 2, 3, 4] . However, there is an increasing need for methods that aim to measure subtle gradual progression of change, especially in neurodegenerative diseases. Compared with the dichotomous classification approaches, pattern regression methods offer an alternative approach, which tries to estimate continuous variables from imaging data [5, 6, 7, 8] .
Although high-dimensionality pattern analysis methods have potential to provide biomarkers for early detection of Alzheimer's disease (AD), they typically take into account one scan at a time, which can render them less sensitive to subtle longitudinal changes that relate to disease progression. Longitudinal studies allow us to measure subtle changes more accurate by repeatedly evaluating the same subject over time [9, 10, 11] . For example, Driscoll et al. evaluated 138 nondemented samples with longitudinal scans up to 10 years, and observed that brain volume declined at specific regions for healthy people while accelerated changes were shown in MCI group [11] .
To statistically analyze temporal dynamics and capture disease progression, a general solution is spatio-temporal modeling, which has been quite widely used in pattern recognition and computer vision areas, such as speech processing and activity analysis [12, 13] . Spatio-temporal analysis has also found applicability in measuring the temporal evolution of brain activation under fMRI studies [14, 15, 16] . However, spatio-temporal analysis of brain change in longitudinal studies using advanced statistical analysis tools has been relatively scarce. Herein, we propose such an approach based on a popular dynamic model, Hidden Markov Models (HMM). First, we adaptively extract regional features by clustering brain voxels with similar correlation measurements to age. Compared with voxel-wise methods, regional measures can provide more robust and discriminative patterns. Then HMM is constructed to model the temporal evolution of brain change as a sequence of probabilistic transitions from one discrete state to the other. To improve the stability of the methodology, a bagging strategy is adopted to build ensemble HMM models and estimate state path for each subject statistically. Experiments with brain MRI serial scans from older individuals show that the regional feature-based HMM is an effective method to analyze the spatio-temporal change of brain structure. It also can potentially detect abnormal changes due to neurodegeneration, which is accomplished by comparing the individual state trajectory with changes observed in healthy elderly.
Material and Methodology

Materials
9-year longitudinal data with T 1 -weighted MRIs from 144 cognitively normal individuals (CN) were used under BLSA study. More image acquisition details about BLSA data are described in [10] . Here, the slope of the California Verbal Learning Test (CVLT) scores for each subject over all years was used to select training samples, because CVLT test has been widely adopted for cognitive performance evaluation. These slopes were calculated by mixed-effects regression, and 58 subjects with the higher and lower CVLT score slopes were chosen for training, while the remaining 86 subjects were used for testing. The characteristics of participants in this study are shown in Table 1 . In this work, brain MR scans were pre-processed to three tissue density maps, namely gray matter (GM), white matter (WM) and cerebrospinal fluid (CSF) by extensively validated techniques [2, 8] . These three tissue density maps give a quantitative representation of the spatial tissue distribution in a template space. Brain change is reflected by volume values in the respective tissue density maps. 
Methodology
Regional feature extraction: To generate robust patterns against measurement noise or image pre-processing errors, it is a common approach to group tissue voxels with similar characteristics. As age is the major risk factor for brain change, Pearson correlational analysis of morphological measurements and the corresponding age is adopted to measure the similarity of tissue voxels. However, given the limited number of samples, how to generate the most informative features with good generalizability is still very challenging. Leave-k-out bagging strategy has been proved effective in improving the robustness of measures. Given a training set D of N samples with longitudinal scans k n , n = 1, ...N , bagging procedure generates N Pearson correlation coefficients between tissue values and age, by respectively sampling D − k n examples from the whole training set with the corresponding replacement. Then correlation confidence, defined as the quotient of the mean and variance of these correlation coefficients from the same location u of tissue map i (i = 1, 2, 3 represents GM, WM and CSF respectively), is used to evaluate the discrimination ability and robustness of features. The larger the absolute value of this correlation confidence is, the more relevant to brain change this feature is. Here is the mathematical formulation as follows:
where
is the Pearson correlation coefficient between the tissue values f i n (u) and variables y i n (age in this work) at location u of tissue map i from the nth leavek-out case, from which k images of the nth sample are excluded. Here, f i (u) is the mean of f i n (u) over all samples, and y is the mean of all sample ages y n . By extensively examining voxels and their respective correlation coefficients, correlation confidence takes into account not only the discriminative ability, but also consistence of feature. The reason is that, outliers can be found via high variance of correlation coefficients, even some correlation coefficients are high at the location u from cross-validation procedure.
We adopted the method of [8] and partitioned the brain into clusters of relatively homogeneous correlation with age. Given these regional clusters, features can be extracted by some statistical analysis on the respective brain regions. In order to produce a small size of effective features for efficient parameter optimization of spatio-temporal model, a feature subset was selected by the ranking criterion, which was the absolute value of leave-k-out correlation confidence defined as formula (1) . Spatio-temporal model: To model the brain structure change over time, it is reasonable to employ a dynamic model with probability distributions, which indicates the spatio-temporal relationship between the observed brain pattern sequences and hidden state trajectories. Since brain change in old adults usually accompanies tissue volume decline irreversibly, Markov process, in which past observations explicitly influence present measurements, is an appropriate representation for the true brain change. Therefore, HMM model with a Markov process combing unobserved state is applied to statistically analyze the spatial brain changes in longitudinal progression, then explain them by the corresponding state at each time point individually.
Mathematically, an HMM is defined by a finite set of J states, and transitions among the states are governed by a set of probabilities called transition probabilities,
Considering the gradual progression of brain structure with age, a continuous probability density function is employed to characterise the relationship between states and brain change measured with regional patterns. Specifically, a weighted sum of M Gaussian distributions is commonly adopted to approximate the probability density function Our approach aims to characterize progression along a direction, e.g. aging, disease progression or treatment effects. We therefore explicitly incorporate an additional constraint in the model, and introduce a left-to-right HMM structure with 5-states. The state index of left-to-right HMMs decreases or remains the same as time increases, as illustrated in Figure 1 . To simplify the model, observation density function b j is represented by a single Gaussian distribution for each state j in this paper.
A bagging strategy is also used to improve the model generalizability. For each leave-k-out loop, we build a HMM model with the associated parameters (π n , α n , b n ). Given the estimated model parameters, Viterbi decoding is employed to find the most likely state path for both training and testing sequences. In order to interpret the state transition, once N state paths are obtained under bagging procedure for each subject, the state that occurs most frequently at each time point is chosen as the final state mode. A framework of the spatio-temporal modelling and analysis is shown in Figure 2 . 
Results and Discussion
Given the bagging procedure, we summarized the average age distributions of the respective state index values, which were decoded by Viterbi algorithm based on all ensemble HMM models. Overall, the estimated state index value closely correlates with age in both training and testing sets as shown in Figure 3 , where the state values decrease with increasing age. To further evaluate the performance of HMM models, the state transition path for each individual was constructed. We note that almost half of them experienced the state transitions with advancing age, and several representative CNs are illustrated in Figure 4 .
In order to investigate the relationship between state transition and cognitive performance decline, CN individuals in the group with positive CVLT score slopes (referred to as Non-Cognitive Decline group, i.e. NCD) were compared with the remaining samples with negative slopes (referred to as Cognitive Decline group, i.e. CD). We examined the number of state transitions for each subject from the training set and the whole set, as illustrated in the first two plots of Figure 5 . Though nearly half of them had brain structure change as expected, a much larger proportion of the CN individuals remained structurally stable without any state transition. We also can see that the number of stable subjects in NCD group was larger than that of CD group. To determine which state the stable individuals remained in, we plotted the histogram of the number of state index values for those individuals without transition (the last graph in Figure 5) . Notably, what was common in most "CD" subjects was that they showed relatively higher prevalence of states 1-2, which are states with the most abnormal structure, even though they remained relatively stable throughout the follow-up period.
To further understand the difference of the age-related brain changes between "relatively healthy" set and "progressive" set, we examined the average ages for the corresponding states from those two groups, respectively. Here, the samples with relatively minimal CVLT slopes and also high CVLT scores at baseline scan (score > 45) were included into the "relatively healthy" set, while those with rapidly decreasing CVLT slopes were the "progressive" set (slope < −0.5). From Table 2 , at states 1 and 2 (which are the most abnormal states), "progressive" group members were younger than those from "relatively healthy" group. It is possible that the "progressive" subjects in these states are the ones with most aggressively evolving disease. In addition, the age difference between the "normal" state 5 and the "abnormal" state 1 in "progressive" group was less than that of the healthy group. For "progressive" group, there was no significant difference of the mean ages between state 2 and 3. This implied that "progressive" individuals progress nonlinearly. Indeed, we found that several individuals demonstrated lower index values of state 1/2 throughout observing period, even though they had high cognitive test scores at baseline, and were relatively younger compared with the average ages of these two states (1/2) as illustrated in Figure 3 . Figure 6 shows the state paths with increasing age of two detected samples. Therefore, the individuals with early "abnormal" state paths might develop cognitive impairment in the near future. To some extent, this is consistent with most of MRI studies, i.e., there is an accelerating rate of change among AD-like people, even for those who seem to be cognitively healthy until later disease stages. One of the potentials of HMM models is that they might help identify early state transitions in individuals bound to later develop a disease, and therefore to intervene early enough in the process.
The distinctive patterns of brain change in aging used in HMM modeling are shown in Figure 7 . We can see that most of these regional patterns are primarily located at hippocampus, superior temporal gyrus, frontal lobe, cingulate region and precuneus, which are largely in agreement with previous findings [10, 11] . 
Conclusion
We presented a methodology for analysis of longitudinal image data, and applied it to serial MRI brain scans of an aging cohort. In view of the statistical analysis between cognitive performance and brain change, we found that considerably more subjects with state transitions came from CD group. Moreover, subjects without state transitions from CD group showed high prevalence of state 1 or 2, which implied their cognitive performance might have already declined before the first visit. In addition, subjects with quickly declining cognitive performance showed faster and nonlinear brain change, compared with "relatively healthy" subjects. These findings are largely consistent with previous studies. Therefore, the HMM model is a promising approach to evaluate the spatio-temporal progression of brain change over time individually. In this work, model parameters were learned automatically from the data. However, the HMM structure was defined manually. This was mainly due to the small size of the data set, which will be addressed in future with the availability of larger data set.
