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a b s t r a c t
In this paper, on the basis of the theories and methods of ecology and ordinary differential
equations, an ecological system with impulsive harvest and distributed time delay is
established. By using the theories of impulsive equations, small amplitude perturbation
skills and comparison techniques, we get a condition which guarantees the global
asymptotical stability of the prey-(x) eradication and predator-(z) eradication periodic
solution. Further, the influences of the impulsive perturbation on the inherent oscillation
are studied numerically, and shows rich dynamics, such as period-doubling bifurcation,
chaotic bands, periodic windows, chaotic crises, etc. Moreover, the computation of the
largest Lyapunov exponent shows the chaotic dynamic behavior of the model. Meanwhile,
we investigate the qualitative nature of the strange attractor by using Fourier spectra. All
of these results may be useful in the study of the dynamic complexity of ecosystems.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Community models where consumers share resources have drawnmuch attention since the pioneering work of Holt [1]
on apparent competition [2–4]. A detailed mechanistic understanding of apparent competition is important to assess the
effects of alien species invasion on native ecosystems [5–7].
Many evolution processes are characterized by the fact that at certain moments of time they experience a change of
state abruptly. These processes are subject to short-term perturbations whose duration is negligible in comparison with
the duration of the process [1,2]. Consequently, it is natural to assume that these perturbations act instantaneously, that
is, in the form of an impulse. It is well known that biological phenomena involving thresholds, bursting rhythm models in
medicine and biology, optimal controlmodels in economics, pharmacokinetics and frequencymodulated systems do exhibit
impulsive effects [8–14]. Thus impulsive differential equations, differential equations involving impulsive effects, appear as
a natural description of observed evolution phenomena of several real world problems [15,16]. Moreover, it is well known
that time delay is an important factor of mathematical models in ecology. Usually, time delays in those models have two
categories: discrete delay and distributed time delay (continuous delay) [10]. For the impulsivemodel with distributed time
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delay, papers such as [17–19] have even investigated some ecological models with a distributed time delay and impulsive
control strategy.
The model can be described using the following differential equations:
dx(t)
dt
= r1x(t) (k0 − x(t))
(k1 − x(t)) − a2x(t)y(t)−
a1x(t)z(t)
b1 + x(t)+ c1z(t) ,
dy(t)
dt
= dy(t)
∫ t
−∞
F(t − s)x(s) ds+ (r2 −m1)y(t)− d1y2(t),
dz(t)
dt
= e1a1x(t)z(t)
b1 + x(t)+ c1z(t) −m2z(t),

t 6= nT ,
1x(t) = 0,
1y(t) = −δ1y(t),
1z(t) = 0.
}
t = nT ,
(1.1)
where x(t), y(t), z(t) are the densities of one prey and two predators at time t , respectively, 1x(t) = x(t+) − x(t),
1y(t) = y(t+)− y(t),1z(t) = z(t+)− z(t), ri (i = 1, 2) are the intrinsic growth rates, ai (i = 1, 2) are the cropping rates,
e1 denotes the efficiency with which resources are converted to new consumers, r1k0
(
0 ≤ k0k1 ≤ 1
)
is the carrying capacity
of the prey, k1 is the value of limiting resources, b1 is a saturation constant, c1 scales the impact of predator interference, d1
is the intraspecies density dependence coefficient of the predator y, mi (i = 1, 2) are the mortality rates for each predator,
and d denotes the product of the per-capita rate of predation and the rate of converting prey into predator, The function
F(t) satisfies
∫ +∞
0 F(s) ds = 1 and F(t) = ae(−at), a > 0. Then T is the period of the impulsive effect, n ∈ N , N is the set of
all non-negative integers, δ1 (0 ≤ δ1 ≤ 1) is the proportion of harvest at fixed moments t = nT .
In order to study the system, we can carry out the chain transform p(t) = ∫ t−∞ F(t − s)x(s) ds. Since∫ t
−∞
F(t − s) ds = lim
A→−∞
∫ t
A
ae−a(t−s) ds = 1,
and
∫ t
−∞ F(t − s)x(s) ds is convergent, then
1p(t) =
∫ t+
−∞
F(t − s)x(s) ds−
∫ t
−∞
F(t − s)x(s) ds = 0, t = nT , n ∈ N.
Furthermore, the system (1.1) becomes
dx(t)
dt
= r1x(t) (k0 − x(t))
(k1 − x(t)) − a2x(t)y(t)−
a1x(t)z(t)
b1 + x(t)+ c1z(t) ,
dy(t)
dt
= dp(t)y(t)+ (r2 −m1)y(t)− d1y2(t),
dz(t)
dt
= e1a1x(t)z(t)
b1 + x(t)+ c1z(t) −m2z(t),
dp(t)
dt
= a(x(t)− p(t)),

t 6= nT ,
1x(t) = 0,
1y(t) = −δ1y(t),
1z(t) = 0,
1p(t) = 0.
 t = nT .
(1.2)
From the above discussions, we know that the properties of system (1.1) can be obtained by investigating system (1.2),
therefore, in the following we will mainly consider system (1.2).
In this paper, we give the condition which guarantees the global asymptotical stability of the prey-(x) eradication
and predator-(z) eradication periodic solution. It is proved that the system is permanent, via a method of comparison
involving multiple Lyapunov functions. Secondly, by using numerical simulation, we investigate the influence on the
inherent oscillation caused by the impulsive perturbations. Finally, the computation of the largest Lyapunov exponent shows
the chaotic behavior of the model, and the qualitative nature of the strange attractors is studied by using Fourier spectra.
2. Mathematical analysis
Let R+ = [0,∞), R4+ = {X ∈ R4 | X ≥ 0}. Denote as f = (f1, f2, f3, f4)τ the map defined by the right hand of the first,
second, third and fourth equation of system (1.2). Let V : R+ × R4+ → R+, then V is said to belong to class V0 if:
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(1) V is continuous in (nT , (n+ 1)T ] × R4+, and for each X ∈ R4+, n ∈ N , lim(t,Y )→(nT+,X) V (t, Y ) = V (nT+, X) exists.
(2) V is locally Lipschitzian in X .
Definition 2.1. Let V ∈ V0; then for (t, µ) ∈ (nT , (n+ 1)T ] × R4+, the upper right derivative of V (t, µ)with respect to the
impulsive differential system (1.2) is defined as
D+V (t, µ) = lim
h→0+
sup
1
h
[V (t + h, µ+ hf (t, µ))− V (t, µ)].
Since the solution X(t) = (x(t), y(t), z(t), p(t))τ of system (1.2) is a piecewise continuous function X : R+ → R4+, which
is continuous on (nT , (n+1)T ], n ∈ N , and X(nT+) = limt→nT+ X(t) exists. Furthermore, the smoothness properties of f =
(f1, f2, f3, f4)τ guarantee the global existence and uniqueness of the solution of system (1.2), for the details see book [15,16].
Definition 2.2. System (1.2) is said to be permanent if there exists a compactΩ ⊂ int R4+ such that every solution (x(t), y(t),
z(t), p(t)) of system (1.2) will eventually enter and remain in the regionΩ .
The following lemma is obvious.
Lemma 2.1. Let X(t) be a solution of system (1.2) with X(0+) ≥ 0, then X(t) ≥ 0 for all t ≥ 0. And further X(t) > 0, t > 0 if
X(0+) > 0.
Lemma 2.2. There exists a constant M such that x(t) ≤ M, y(t) ≤ M, z(t) ≤ M, p(t) ≤ M for each solution (x(t), y(t),
z(t), p(t)) of system (1.2) with all t large enough.
Proof. Define V (t, X(t)) such that
V (t, X(t)) = e1x(t)+ y(t)+ z(t)+ p(t),
then V ∈ V0. Since dx(t)dt ≤ r1x(t) (k0−x(t))(k1−x(t)) ≤
(r1k0+1)x(t)−r1x2(t)
k1
and p(t) = ∫ t−∞ F(t − s)x(s) ds, then x(t) ≤ k1 and p(t) ≤ k1.
We calculate the upper right derivative of V (t, X) along a solution of system (1.2). When t 6= nT , we have
D+V (t)+ LV (t) = Le1x(t)+ r1e1x(t) (k0 − x(t))
(k1 − x(t)) − a2e1x(t)y(t)+ dp(t)y(t)
+ (L+ r2 −m1)y(t)− d1y2(t)+ (L−m2)z(t)+ (L− a)p(t).
Obviously,
D+V (t)+ LV (t) ≤ e1r1k0 + ak1 + Le1k1 + (L+ dk1 + r2 −m1)y(t)− d1y2(t)+ (L−m2)z(t)+ (L− a)p(t).
Letm1 − dk1 − r2 < L < min{m2, a}, then D+V (t)+ LV (t) is bounded. Select L1 and L2 such that
D+V (t) ≤ −L1V (t)+ L2,
where L1, L2 are two constants.When t = nT , V (nT+) = e1x(nT )+(1−δ1)y(nT )+z(nT )+p(nT ) ≤ x(nT )+y(nT )+z(nT )+
p(nT ) = V (nT ). From (Lemma 2.2 [16] page 23), we have V (t) ≤ V (0+) exp(−L1t)+ L2L1 (1− exp(−L1T ))+
p exp(−L1(t−T ))
1−exp(L1T ) +
p exp(−L1T )
exp(L1T )−1 →
L2
L1
+ p exp(L1T )exp(L1T )−1 as t →∞. Therefore V (t, X(t)) is ultimately bounded, andwe know that each positive solution
of system (1.2) is uniformly ultimately bounded. This completes the proof. 
We will use an important comparison theorem on impulsive differential equation.
Lemma 2.3 ([15]). Suppose V ∈ V0. Assume that{
D+V (t, X) ≤ g(t, V (t, X)), t 6= nT
V (t, X(t+)) ≤ ψn(V (t, X)), t = nT , (2.1)
where g : R+ × R+ → R+ is continuous in (nT , (n + 1)T ] × R+ and for u ∈ R+, n ∈ N, lim(t,v)→(nT+,u) g(t, v) = g(nT+, u)
exists, ψn : R+ → R+ is non-decreasing. Let r(t) be maximal solution of the scalar impulsive differential equation
du(t)
dt
= g(t, u(t)), t 6= nT ,
u(t+) = ψn(u(t)), t = nT ,
u(0+) = u0
(2.2)
existing on [0,∞). Then V (0+, X0) ≤ u0, implies that V (t, X(t)) ≤ r(t), t ≥ 0, where X(t) is any solution of system (1.2).
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If the prey-(x) and predator-(z) are absent, that is, x(t) = 0 and z(t) = 0, and then p(t) = 0, then system (1.2) reduces to
dy(t)
dt
= (r2 −m1)y(t)− d1y2(t), t 6= nT ,
y(t+) = (1− δ1)y(t), t = nT ,
y(0+) = y0.
(2.3)
Clearly, we have
y(t) = (r2 −m1)y(nT
+)
((r2 −m1)− d1y(nT+)) exp(−(r2 −m1)(t − nT ))+ d1y(nT+) , t ∈ (nT , (n+ 1)T ],
n ∈ N , and
y∗(0+) = (r2 −m1)(1− δ1 − exp(−(r2 −m1)T ))
d1(1− exp(−(r2 −m1)T ))
is a positive solution of system (2.3). Since
y∗(t) = (r2 −m1)(1− δ1 − exp(−(r2 −m1)T ))
d1(1− δ1 − exp(−(r2 −m1)T ))+ d1δ1 exp(−(r2 −m1)(t − nT ))
is a positive solution of system (2.3) with initial value y0 = y(0+) ≥ 0, where t ∈ (nT , (n+ 1)T ], n ∈ N , we get
Lemma 2.4. For a positive solution y∗(t) of system (2.3) and every solution y(t) of system (2.3)with y0 ≥ 0, |y(t)−y∗(t)| → 0,
t →∞ if and only if exp(−(r2 −m1)T ) < (1− δ1).
Proof. Define
y(t) = 1
n(t)
. (2.4)
By carrying out the transform, we obtain a linear nonhomogeneous impulsive equation.
dn(t)
dt
= d1 − (r2 −m1)n(t), t 6= nT ,
n(t+) = 1
1− δ1 n(t), t = nT ,
n(0+) = n0
(2.5)
so y(t) = y(t, y0) is the solution of system (2.3) with y(0) = y0 if and only if n(t) = n(t, n0) is the solution of system (2.5)
with n(0) = n0 = 1y0 .
Let
n(t, s) =
∏
0<nT<t
1
1− δ1 exp(−(r2 −m1)(t − s))
be the Cauchy matrix for the homogeneous equation. Then
n(t) = n(t, 0)+ d1
∫ t
0
n(t, s)ds
is the solution of system (2.5), Obviously, the solution of system (2.5) is ultimately upper bounded and
|n(t)− n∗(t)| = n(t, 0)|n(0)− n∗(0)|,
where n∗(t) is the periodic solution of system (2.5) with n∗(0) = 1y∗(0) . Therefore, |n(t) − n∗(t)| → 0 if n(t, 0) → 0 as
t →∞.
Suppose t ∈ (nT , (n+ 1)T ], then
n(t, 0) =
∏
0<nT<t
1
1− δ1 exp
(
−
∫ t
0
(r2 −m1)ds
)
≤
(
exp(−(r2 −m1)T )
1− δ1
)n
.
Thus,
lim
t→∞ n(t, 0) = 0
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if and only if exp(−(r2 −m1)T ) < (1− δ1), furthermore |n(t)− n∗(t)| → 0 as t →∞. On the other hand, since
|y(t)− y∗(t)| =
∣∣∣∣ 1n(t) − 1n∗(t)
∣∣∣∣ = |n(t)− n∗(t)|n(t)n∗(t) ,
and |n(t)− n∗(t)| → 0 as t →∞, then |y(t)− y∗(t)| → 0 as t →∞. This completes the proof. 
Therefore, we obtain the complete expression for the prey-(x) and predator-(z) eradication periodic solution (0, y∗(t),
0, 0) of system (1.2).
Now, we study the stability of the prey-(x) and predator-(z) eradication periodic solution.
Theorem 2.1. Let (x(t), y(t), z(t), p(t)) be any solution of system (1.2), then (0, y∗(t), 0, 0) is said to be globally asymptotically
stable if
r1k0
k1
T − a2(r2 −m1)
d1
T − a2
d1
ln(1− δ1) < 0,
−(r2 −m1)T − 2 ln(1− δ1) < ln
(
1
1− δ1
)
and
exp(−(r2 −m1)T ) < (1− δ1).
Proof. The local stability of periodic solution (0, y∗(t), 0, 0) may be determined by considering the behavior of a small
amplitude perturbation of the solution. Define
x(t) = u(t), y(t) = v(t)+ y∗(t), z(t) = w(t), p(t) = h(t). (2.6)
We will put (2.6) into (1.2), The linearization of the system becomes
du(t)
dt
=
(
r1k0
k1
− a2y∗(t)
)
u(t),
dv(t)
dt
= (r2 −m1 − 2d1y∗(t))v(t)+ dy∗(t)h(t),
dw(t)
dt
= −m2w(t),
dh(t)
dt
= au(t)− ah(t),

t 6= nT ,
1u(t) = 0,
1v(t) = −δ1v(t),
1w(t) = 0,
1h(t) = 0.
 t = nT .
(2.7)
Therefore, we haveu(t)v(t)w(t)
h(t)
 = Φ(t)
u(0)v(0)w(0)
h(0)
 , 0 ≤ t < T ,
whereΦ(t) satisfies
dΦ
dt
=

r1k0
k1
− a2y∗(t) 0 0 0
0 r2 −m1 − 2d1y∗(t) 0 dy∗(t)
0 0 −m2 0
a 0 0 −a
Φ(t)
andΦ(0) = I , the identity matrix,u(nT
+)
v(nT+)
w(nT+)
h(nT+)
 =
1 0 0 00 1− δ1 0 00 0 1 0
0 0 0 1

u(nT )v(nT )w(nT )
h(nT )
 .
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The stability of the periodic solution (0, y∗(t), 0, 0) is determined by the eigenvalues of
Θ =
1 0 0 00 1 0 00 0 1 0
0 0 0 1
Φ(T ).
If their absolute values are less than one, then the periodic solution (0, y∗(t), 0, 0) is locally stable. Therefore all eigen-
values ofΘ are given by
λ1 = exp
(∫ T
0
(
r1k0
k1
− a2y∗(t)
)
dt
)
, λ2 = (1− δ1) exp
(∫ T
0
(
r2 −m1 − 2d1y∗(t)
)
dt
)
,
λ3 = exp(−m2T ) < 1, λ4 = exp(−aT ) < 1.
According to Floquet theory for impulsive differential equation, (0, y∗(t), 0, 0) is locally asymptotically stable if |λ1| < 1
and |λ2| < 1, that is to say:
r1k0
k1
T − a2(r2 −m1)
d1
T − a2
d1
ln(1− δ1) < 0,
and
−(r2 −m1)T − 2 ln(1− δ1) < ln
(
1
1− δ1
)
.
In the following, we will prove the global attractivity. Choose a ε > 0 such that
ξ1 , exp
(∫ T
0
(
r1k0
k1
− a2(y∗(t)− )
)
dt
)
< 1.
Note that dy(t)dt ≥ (r2−m1−d1y(y))y(t), from Lemma2.4 and the comparison theoremof the impulsive equation,we have
y(t) > y∗(t)−  (2.8)
for all t large enough. For simplification, we may assume that (2.8) holds for all t ≥ 0. From (1.2) and (2.6), we can obtain
dx(t)
dt
≤
(
r1k0
k1
− a2(y∗(t)− )
)
x(t), t 6= nT ,
x(t+) = x(t), t = nT
which leads to
x((n+ 1)T ) ≤ x(nT+) exp
(∫ (n+1)T
nT
(
r1k0
k1
− a2(y∗(t)− )
)
dt
)
= x(nT )ξ1.
Hence, x(nT ) ≤ x(0+)ξ n1 and x(nT ) → 0 as n → ∞. Therefore, x(t) → 0 as n → ∞ since 0 < x(t) < x(0+)ξ n1 for
nT < t ≤ (n+ 1)T . At the same time, x(t)→ 0 implies z(t)→ 0 and p(t)→ 0.
Next, we prove that y(t) → y∗(t) as t → ∞. For 0 <  sufficiently small, there must exist a T ′ > 0 such that
0 < x(t) < , 0 < z(t) <  and 0 < p(t) < , t ≥ T ′. Without loss of generality, we may assume that 0 < x(t) < ,
0 < z(t) <  and 0 < p(t) <  for all t ≥ 0, then from system (1.2) we obtain
(r2 −m2 − d1y(t))y(t) ≤ dy(t)dt ≤ (d + r2 −m2 − d1y(t))y(t).
From Lemmas 2.4 and 2.3 we have v1(t) ≤ y(t) ≤ v2(t) and v1(t)→ y∗(t), v2(t)→ y∗(t) as t →∞, where v1(t) and
v2(t) are solutions of:
dv1(t)
dt
= (r1 −m2)v1(t)− d1v21(t), t 6= nT ,
v1(t+) = (1− δ1)v1(t), t = nT ,
v1(0+) = y(0+)
(2.9)
and 
dv2(t)
dt
= (r1 −m2 + d)v2(t)− d1v22(t), t 6= nT ,
v2(t+) = (1− δ1)v2(t), t = nT ,
v2(0+) = y(0+)
(2.10)
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respectively,
v∗(t) = (r2 −m1 + d)(1− δ1 − exp(−(r2 −m1 + d)T ))
d1(1− δ1 − exp(−(r2 −m1 + d)T ))+ d1δ1 exp(−(r2 −m1 + d)(t − nT )) .
Then, for any 1 > 0 there exists a T1 > 0 such that
y∗(t)− 1 < y(t) < y∗(t)+ , t > T1.
Let  → 0, we have
y∗(t)− 1 < y(t) < y∗(t)+ 1
for t large enough, which implies y(t)→ y∗(t) as t →∞. This completes the proof. 
Then we investigate the permanence of the system (1.2).
Theorem 2.2. The system (1.2) is permanent if
r1k0
k1
T − a2(r2 −m1)
d1
T − a2
d1
ln(1− δ1) > 0,
−(r2 −m1)T − 2 ln(1− δ1) > ln
(
1
1− δ1
)
and
exp(−(r2 −m1)T ) < (1− δ1).
Proof. Suppose X(t) = (x(t), y(t), z(t), p(t)) is any solution of the system (1.2) with X(0) > 0. From Lemma 2.2, we
assume that x(t) ≤ M , y(t) ≤ M , z(t) ≤ M and p(t) ≤ M with t ≥ 0. From (2.6), we have y(t) > y∗(t) −  for all t large
enough and some y(t) ≥ y∗(t) −  , ζ1 > 0 for t large enough. Thus we only need to find a ζ2 such that x(t) > ζ2 > 0,
z(t) > ζ8 > 0 and p(t) > ζ2 > 0 for t large enough. Now we will find a ζ2 > 0.
We will prove this in the following two steps. First, let 0 < ζ4, 1 > 0 be small enough such that
η1 , exp
(∫ (n+1)T
nT
(
r1(k0 − ζ4)
k1
− a2(v∗3(t)+ 1)−
a1
b1
ζ4
)
dt
)
> 1.
It is easy to prove that x(t) < ζ4 and p(t) < ζ4 cannot hold all t ≥ 0. Otherwise,
dy(t)
dt
≤ (r2 −m1 + dζ4 − d1y(t))y(t), t 6= nT ,
y(t+) = (1− δ1)y(t), t = nT ,
y(0+) = y0.
(2.11)
Then we have y(t) ≤ v3(t) and v3(t)→ v∗3(t)(t →∞), where v3(t) is the solution of
dv3(t)
dt
= (r2 −m1 + dζ4 − d1v3(t))v3(t), t 6= nT ,
v3(t+) = (1− δ1)v3(t), t = nT ,
v3(0+) = y0
(2.12)
and
v∗3(t) =
(r2 −m1 + dζ4)(1− δ1 − exp(−(r2 −m1 + dζ4)T ))
d1(1− δ1 − exp(−(r2 −m1 + dζ4)T ))+ d1δ1 exp(−(r2 −m1 + dζ4)(t − nT )) .
Therefore, there exists a T1 > 0 such that
y(t) ≤ v3(t) < v∗3(t)+ 1
and 
dx(t)
dt
≥
(
r1(k0 − ζ4)
k1
− a2(v∗3(t)+ 1)−
a1
b1
ζ4
)
x(t), t 6= nT ,
x(t+) = x(t), t = nT
(2.13)
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Fig. 1. Time series of system (1.2) when δ1 = 0.8 and other parameters are r1 = 0.6, r2 = 0.5, k0 = 15, k1 = 20, a1 = 0.8, a2 = 0.2, e1 = 0.8,
c1 = 0.6, b1 = 0.25,m1 = 0.3,m2 = 0.05, d = 0.25, a = 0.6, d1 = 0.03, T = 15.
for t > T1. Let N1 ∈ N and (N1 − 1)T ≥ T1. Integrating (2.13) on (nT , (n+ 1)T ], n > N1, we can get:
x((n+ 1)T ) ≥ x(nT+) exp
(∫ (n+1)T
nT
(
r1(k0 − ζ4)
k1
− a2
(
v∗3(t)+ 1
)− a1
b1
ζ4
)
dt
)
= x(nT )
(
exp
(∫ (n+1)T
nT
(
r1(k0 − ζ4)
k1
− a2
(
v∗3(t)+ 1
)− a1
b1
ζ4
)
dt
))
= x(nT )η1. (2.14)
Then x((N1 + n)T ) ≥ X(N1T )ηn1 → ∞ as n → ∞, which is a contradiction to the boundedness of x(t). Hence there
exists a t1 > 0 such that x(t1) ≥ ζ4.
Secondly, if x(t) ≥ ζ4, and p(t) ≥ ζ4 for all t ≥ t1, then our aim is obtained. Next we consider the case that x(t) is
oscillatory about ζ4 for some t ≥ t1. Let ζ5 = ζ42 , in the following we will show that x(t) ≥ ζ5. There exist two positive
constants T2, w such that x(T2) = x(T2 + w) = ζ4 and x(t) < ζ4, t ∈ (T2, T2 + w). When T2 is large enough, the inequality
y(t) > ζ1 holds true for T2 < t < T2 + w. Since x(t) is continuous and bounded and is not affected by impulses, we
conclude that x(t) is uniformly continuous, so there exists a constant t5 which is independent of the choice of T2 such that
x(t) > ζ5, t ∈ (T2 < t < T2 + t5), and t5 < T . Ifw < t5, our aim is obtained. If t5 < w < T , we have
dx(t)
dt
≥ r1x(t) (k0 − x(t))k1 − a2Mx(t)−
a1Mx(t)
b1
, t ∈ (T2, T2 + w),
x(t) ≥
ζ4
(
r1k0
k1
− a2M − a1Mb1
)
r1ζ4 +
(
r1k0
k1
− a2M − a1Mb1 − r1ζ4
)
exp
(
−
(
r1k0
k1
− a2M − a1Mb1
)
(t − T2)
)
≥ ζ5 = ζ42 ,
since x(T2) = ζ4. If w ≥ T we have that x(t) ≥ ζ5, t ∈ [T2, T2 + t5]. The same arguments can be continued, we can obtain
x(t) ≥ ζ5, t ∈ t ∈ [T2, T2 + t5]. Since the interval [T2, T2 + w] is arbitrarily chosen, we can obtain that x(t) ≥ ζ5 for t large
enough. In view of our arguments above, the choice of ζ5 is independent of the positive solution of (1.2), which satisfies that
x(t) ≥ ζ5 for sufficiently large t . The proof for z(t) is similar with x(t). Set Ω = {(x, y, z, p) : x ≥ ζ2, y ≥ ζ1, z ≥ ζ8,
p ≥ ζ2, x + y + z + p ≤ 4M}. Obviously, we know that the set Ω ∈ int R4+ are global attractors. Every solution of system
(1.2) will eventually enter and remain in the regionΩ . Therefore, system (1.2) is permanent. The proof is completed. 
3. Dynamical analysis
3.1. The effects of impulsive harvest and bifurcation analysis
To study the dynamics of an ecological model with impulsive harvest and distributed time delay, the solution of system
(1.2) with initial conditions in the first quadrant is obtained numerically for a biologically feasible range of parametric value
and the bifurcation diagram provides a summary of the essential dynamical behavior of system (1.2) [12].
To verify the theoretical results obtained in our paper, we will give some numerical simulations. From Theorem 2.1 we
know that the periodic solution (0, y∗(t), 0, 0) is globally asymptotically stable. Typical periodic solutions of the system
(1.2) are shown in Figs. 1 and 2 with respect to δ1 = 0.8 and δ1 = 0.9, all the other parameters are the same. Fig. 1 shown
that the prey x(t) and the predator z(t) is extinct and the predator y(t) is permanent when δ1 = 0.8. From Fig. 2, we know
3832 H. Yu et al. / Computers and Mathematics with Applications 59 (2010) 3824–3835
0.4
0.3
0.2
0.1
0
0 200 400 600 800 1000 1200 1400
t
x
a
0 200 400 600 800 1000 1200 1400
t
5
4
3
2
1
y
b
0 200 400 600 800 1000 1200 1400
t
1
0.8
0.6
0.4
0.2
0
z
c
Fig. 2. Time series of system (1.2) when δ1 = 0.9 and other parameters are r1 = 0.6, r2 = 0.5, k0 = 15, k1 = 20, a1 = 0.8, a2 = 0.2, e1 = 0.8,
c1 = 0.6, b1 = 0.25,m1 = 0.3,m2 = 0.05, d = 0.25, a = 0.6, d1 = 0.03, T = 15.
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Fig. 3. Bifurcation diagram of the system (1.2) with initial conditions x(0) = 0.5, y(0) = 0.3, z(0) = 0.5, p(0) = 0.5 and 20 ≤ T ≤ 120, r1 = 0.6,
r2 = 0.5, k0 = 15, k1 = 20, a1 = 0.8, a2 = 0.2, e1 = 0.8, c1 = 0.6, b1 = 0.25,m1 = 0.3,m2 = 0.05, d = 0.25, a = 0.6, δ1 = 0.8, d1 = 0.3.
that the system (1.2) is permanent when δ1 = 0.9. Obviously, δ1 has a profound effect on system (1.2) and changes its
dynamical behavior.
As we know, the corresponding continuous system (1.2) cannot be solved explicitly, so we have to study the system by
using computer simulation. Now we will study the influence of the period of the impulsive effect T on inherent oscillation.
Bifurcation diagrams of system (1.2) plotted as a function of the bifurcation parameter p are shown in Fig. 3. Because of the
similarity of these bifurcation diagrams, only Fig. 3(a) is analyzed in detail. When 20 ≤ T ≤ 120, from Fig. 3(a), we observed
that system (1.2) is more complex and exhibits the process of chaos→ cycles→ chaos→ period-doubling bifurcation
that occur 8 times→ chaos→ cycles. This period-doubling bifurcation makes the 2T -period solution suddenly change to
the 4T -period solution, next the 4T -period solution suddenly changes to 8T -period solution, finally the system enters the
chaotic band (see Fig. 4).
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Fig. 4. Period-doubling bifurcation leads to chaos of the system (1.2): (a) 2T -period solution when T = 108, (b) 4T -period solution when T = 110,
(c) 8T -period solution when T = 110.5, (d) chaos when T = 113.
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Fig. 5. The largest Lyapunov exponents (LLE) for the system (1.2) with T varying between 20 and 120.
3.2. The largest Lyapunov exponent
Convincing evidence for deterministic chaos has come from several recent experiments [20–28]. The results of these
studies have confirmed the importance of detecting and exploring chaos. Here, the largest Lyapunov exponents are
considered; these have proved to offer the most useful diagnostics for a chaotic system [24–28]. The largest Lyapunov
exponents take into account the average exponential rates of divergence or convergence of nearby orbits in phase space [22].
For a chaotic attractor, the largest Lyapunov exponent λ must be positive. If λ is negative, this implies a stability state
or a period attractor. Reviewing the bifurcation diagram shown in Fig. 3, the corresponding largest Lyapunov exponent
[(20 ≤ T ≤ 120)] can be calculated for system (1.2). The outputs are shown in Fig. 5.
3.3. The strange attractor and power spectra
In order to study the qualitative nature of strange attractors, we will use more commonly employed methods, namely
the power spectrum [29,30]. The power spectrum was calculated using 4096 points corresponding to the time series of
the variable x(t) with a time difference 1t = 0.5. By calculating the largest Lyapunov exponent for the strange attractor
(Fig. 6(a)) we know that the value of the largest Lyapunov exponent for strange attractor is 0.2585701199. Obviously, the
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Fig. 6. Strange attractors and power spectra: (a) strange attractor when T = 85, (b) Power spectra of attractor (a).
strange attractor is a strong chaotic attractor. Furthermore, in the spectrum of the strong chaotic attractor we cannot
distinguish any sharp peaks (see Fig. 6(b)). These results agree with the fact that strange attractor arises from period-
doubling bifurcation of narrow limit cycles that are strongly influenced by noise.
4. Conclusions and remarks
In this paper, the dynamic complexities of an ecological model with impulsive harvest and distributed time delay
are studied numerically and analytically. By using Floquet theorem and small amplitude perturbation methods, we have
proved that the periodic solution (0, y∗(t), 0, 0) is globally asymptotically stable if r1k0k1 T −
a2(r2−m1)
d1
T − a2d1 ln(1 − δ1) <
0,−(r2 − m1)T − 2 ln(1 − δ1) < ln
(
1
1−δ1
)
and exp(−(r2 − m1)T ) < (1 − δ1). Numerical analysis indicates that the
complex dynamics of the system (1.2) depends on the values of the period of the impulsive effect T . By choosing the period
of the impulsive effect T as the bifurcation parameter we have obtained bifurcation diagrams. Bifurcation diagrams have
shown that there exists dynamical complexity for the system (1.2), including a period-doubling bifurcation cascade, chaotic
bands with periodic windows, and chaotic crises. Furthermore, by means of computer simulations of the largest Lyapunov
exponents, we confirm the presence of chaotic dynamics in the system. Moreover, by using Fourier spectra, we investigate
the qualitative nature of strange attractors. All of these results show that the dynamical behavior of the system (1.2) is more
complex under periodically impulsive perturbations.
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