Which components of a large software system are the most defect-prone? In a study on a large SAP Java system, we evaluated and compared a number of defect predictors, based on code features such as complexity metrics, static error detectors, change frequency, or component imports, thus replicating a number of earlier case studies in an industrial context. We found the overall predictive power to be lower than expected; still, the resulting regression models successfully predicted 50-60% of the 20% most defectprone components.
Introduction
To get the most out of quality assurance, it is important to allocate quality assurance resources wisely-i.e., to decide how much test and reviewing effort goes into the individual components of a large software system. This task is challenging, because neither defects nor their potential damage is distributed equally across the system. One therefore needs to focus on where to put the most effort-for instance, the components with the highest complexity, the components most critical for essential functionality, or the components most frequently or most recently changed.
To support such allocation decisions at SAP, we wanted to leverage actual facts from the project history-in particular, the defect history of a project, telling which defect had been fixed when and by whom in which component. For instance, if we knew which components have shown to be especially defect-prone in the past, we could justify spending extra effort on these in the future. If we additionally could determine which features of these components corre-late with proneness to defects, we could check new components for such features-and predict their defect likelihood.
In the past, such historic facts had been exploited a number of times. Weyuker and Ostrand [23] had shown that 80% of the defects in a large AT&T system are located in just 20% of the files. In a study at Microsoft, Nagappan et al. [21] used complexity metrics to successfully predict the most defect-prone components. Schröter et al. [26] showed that imports could be used as defect predictors.
All these works rely on the same principal scheme, summarized in Figure 1 : By mining defect and change histories, one determines the number of past defects fixed in a component. The resulting defect counts can then be related to other component features (such as complexity metrics, dependencies, change frequency. . . ) to learn which features typically correlate with defect counts. This allows to build predictor models which predict the defect count for a new component based on these features.
We were curious to learn whether such approaches Figure 1 . Predicting Defects in a Nutshell. We map previous defects to components and relate the resulting quality to component features. These features can then be used to predict future quality.
would be applicable to SAP's code base as well. We therefore decided to replicate these earlier case studies on one of SAP's larger systems. In this experience report, we make the following contributions:
• We replicated and compared the studies of Nagappan et al. [21] and Schröter et al. [26] on a much larger Java system in a different industrial context;
• We extended the study to additionally consider dependency and code smell metrics;
• We experienced that mining software archives provided very valuable data;
• We learned that predictors obtained from one project are hard to generalize to other projects, or a system of several projects;
• We expect that more features, in particular process features, may be required to differentiate between projects and further improve prediction.
This paper starts with the context at SAP (Section 2), followed by the related work (Section 3). We then discuss how we obtained defect data (Section 4) and metrics (Section 5), followed by the predictor models we used (Section 6). The results we obtained are discussed in Section 7, closing with the lessons we learned on the benefits and limitations of mining and predicting defects (Section 8). Section 9 provides a conclusion and an outlook to future work.
Context and Goal
Since 1997, SAP uses the Java programming language for producing software systems. Java is primarily used for interfaces or engines on top of base systems such as SAP ERP, which are mostly written in the ABAP programming language. Overall, at SAP, several million lines of Java are used in production code.
In this paper, we describe our experience on a very large Java system consisting of several hundred individual projects. Projects with coherent tasks are grouped into socalled tracks.
In each of these projects, the production process is composed of a development and a maintenance phase. During development, the product is built and enhanced as well as tested locally. At the end of development, a maintenance branch is created from the main development trunk; in this branch, only corrections are applied, but no new features are added. From this branch, individual versions (called service packs) are assembled, tested, packaged, and deployed to the customer. Tracking the individual changes, versions, and branches is being handled by standard software configuration management (SCM) systems such as Perforce. As post-release fixes are applied only in the maintenance branch, it is easy to relate these fixes to individual service packs. Thus, for each service pack, we can exactly tell which fixes were applied, and where they were applied. By counting the fixes per artifact, we wanted to have a defect distribution, showing us in which artifacts the most defects occurred-or, more precisely, the most defects were fixed.
At the same time, we wanted to extract appropriate features from software components-in particular, complexity metrics-and relate these to defect counts, as sketched in Figure 2 . Our overall goal was to build statistical predictor models that would allow predicting the defect counts for new components, based on their features-and thus assist in deciding where to allocate quality assurance resources.
Background
We started this project by studying the related work.
Defects. More than 20 years ago, Basili et al. [5] explored data on defect distribution, module size and complexity, as well as fixing effort in a medium-sized software project. One of their key results was that defect density decreased with increasing module size-a result that contrasted with common assumptions about modular programming. To collect the data, developers filled out forms whenever they changed a file. Similar to the work of Koru et al. [16] that undermines their results, we aimed for collecting such data automatically.
Fenton and Ohlsson [8] could not replicate the results of Basili et al. [5] and pointed out that defects found during testing and in production are not related. Consequently, we exclusively focused on defects fixed during production.
Software Archives. Recently, researchers have learned to leverage the enormous amount of process data as contained in software archives [25, 27, 29, 31, 32] . By mapping defects to components, one can compute the defect density [10] and identify defect-inducing changes [27] . This fine-grained mapping forms the base for our prediction.
Metrics. Software quality management makes use of metrics to measure the quality of a product as well as the effort for its development and maintenance. The product metrics compiled by Fenton and Pleeger [9] measure the size, complexity, and the programming style of a software; the best known are the number of non-comment non-blank code lines (LOC), McCabe's complexity measure [18] as well as the Halstead metrics [13] .
As these early metrics were unsuited for objectoriented design, researchers have explored better alternatives. Chidamber und Kemerer's OO metrics [6] were successfully used by Basili [4] to predict defect densities. The cohesion metrics by Henderson-Sellers [14] refine Chidamber and Kemerer's cohesion metric; see [12] for a discussion. In [17] , Robert C. Martin presented dependency metrics to measure the quality of an object-oriented design in terms of it being reusable and conforming to OO design principles.
Defect prediction. Researchers have long recognized the potential value of defect prediction. Ostrand et al. [24] used historic data from version archives to predict defects in two large software systems. Their predictor model considered whether a file had been changed in the previous release; the size and age of the file; whether it was present in the previous release; and its number of defects in this release. For each release, they could successfully predict 71%-92% of the 20% most defect-prone files. Graves et al. [11] added software metrics as additional features and found that the number of changes of a file was a stronger predictor than its size.
While the set of code metrics to be used appeared to be quite stable over the past few years, the variety of techniques used to train and to improve defect accuracy is wide. Lately, Kamei et al. [15] presented interesting over and under sampling techniques to prevent heavily unbalanced training sets. Menzies et al. [19] showed that similar techniques can also be used to reduce the size of training sets without loosing predictive accuracy.
Most related to our current approach is the work of Nagappan et al. [21] , who used complexity metrics to successfully predict the most defect-prone components.
Another important related work is the work of Schröter et al. [26] , who showed that imports could be used as defect predictors. Imports were also used by Neuhaus et al. [22] to predict a subset of defects, namely security vulnerabilities. Dependencies between components, as well as change data, were also used by Nagappan and Ball [20] to predict post-release defects.
In [7] , Fenton and Neil criticize potential issues of earlier software defect prediction models. In particular, they point out that earlier studies using linear regression models did not adequately consider the problem of multi-collinearity. This can be addressed by principal component analysis, as applied in [21] as well as in the present work.
Collecting Defect Data
As laid out in Section 2, post-release fixes are applied only in the maintenance branch. Thus, they can easily be retrieved directly from the SCM system. For each service pack, we could thus exactly tell which fixes were applied, and where they were applied. For each artifact, we could thus count how many times it was fixed-or, in hindsight, how many defects it still contained as it was released in the last service pack.
In related work on extracting defect densities in open source software, establishing defect counts is listed as challenging: First, one has to establish a mapping between defect database and version archive [10] ; second, one must distinguish between fixes and non-corrective changes [28] . Due to the particular organization of all fixes in one single branch, we experienced no such issues.
As shown in Figure 3 , each Java project at SAP can be decomposed into several packages, which in turn is composed of classes. In addition to aggregate defect counts per Java class, we also aggregated defect counts per package and per project. (As a single fix may encompass multiple classes, the sum of defect counts across all parts is different from the defect count for a whole.) We thus could tell precisely where the defects were, and how they were distributed. 
Collecting Metrics
As stated initially, we wanted to build a predictor by relating defect counts to other program features, such as complexity metrics. To extract metrics, we used external tools, working on Java source as well as on Java binaries. Extracting metrics was surprisingly difficult, since we had to keep track of sources and binaries, as well as their interrelations; also, not every source in the version archive and not every binary produced actually ends up in a service pack.
Overall, we collected 78 metrics from our Java system:
Complexity metrics. There is a common assumption that the more complex a component is, the more defect prone it is. To quantify complexity, we used a set of 40 source code complexity metrics such as total lines of code, McCabe complexity, number of attributes or number of methods. These metrics also included Halstead metrics such as vocabulary, difficulty, or number of distinct operands.
Additionally, we also used the eight Chidamber and Kemerer byte code metrics [6] such as weighted methods per class, depth of inheritance tree, or number of children.
Dependency metrics. Another common assumption is that the number and kind of dependencies affects the defect-proneness of a component. We used the JDepend tool to measure Martin's eight dependency metrics [17] such as efferent couplings or abstractness (the ratio between abstract and concrete classes). Change metrics. The more frequently a component is changed, the more likely it is to contain a defect introduced during one of these changes. From the SCM system, we extracted for each artifact the total number of changes it had gone through.
All these metrics were determined both at the class and package level; for each entity, we computed the sum, the average, and the maximum of each metric (where applicable).
Predictor Models
The purpose of the statistical analysis in this paper is to predict defects for software components, but also to reveal defect distributions to better understand failure-prone components. In this section, we explain the different prediction models that we used for our experiments. The analysis was conduced with the freely available tool GNU R. 1 Prediction models are trained with data for which the defect-proneness is known. For the studies in this paper, we used two different training sets (see also Figure 4 ).
1. To assess long-term predictions, we took the eight months after the release of version V1 as training data. We tested our predictions on the eight months after version V2 (denoted as V1¡V2 throughout the paper).
2. For short-term predictions, we took the two months after the release of version V2 as training data to predict defects in version V3 (denoted as V2¡V3).
Our evaluation setting has the advantage that it closely reflects the potential usage of prediction models at SAP: a model is learned from one version of a software, and then applied to predict the defects of a later version of the same software. In contrast, techniques such as data splitting or nfold cross-validation operate on a single dataset and neglect the temporal aspect. 
Linear Regression
Linear regression is a standard technique for prediction models [30] and can reveal relationships between one dependent variables (here: number of defects, see Section 4) and one or more independent variables (metrics, see Section 5). A crucial prerequisite is that independent variables are not inter-correlated with each other. Partly because we used different tools to collect metrics, some metrics showed high correlations in our data set, for example number of type declarations and the total number of classes within a package. When neglected, such inter-correlations can increase the variability of the dependent variable and thus decrease the quality of predictions. This phenomenon is called multicollinearity.
To remove multi-collinearity, we used principal component analysis (PCA). PCA reduces complex datasets by projecting the data points into a subspace with lower dimensionality, while keeping most of the information. The resulting principal components are independent of each other, which satisfies the requirements of linear regression. Specifically for our prediction models, we use the number of defects as the dependent variable and the principal components resulting from PCA as independent variables.
The quality of a linear regression model is expressed using the coefficient of determination (R 2 ). It expresses the proportion of variance in a data set that is accounted for by a statistical model. The R 2 coefficient can take values between 0 and 1, where a higher value implies a higher predictive power. The adjusted coefficient of determination (R 2 )
expresses the robustness of the model with respect to the number of used regressors.
Support Vector Machines
A support vector machine (SVM; see [30] , for example) is a classification method used for pattern recognition, such as recognition of spam e-mail. The data points of the objects to be classified are represented in a vector space. In this space, the SVM fits a multi-dimensional separating hyperplane maximizing the margin between the data sets. The SVM thus clusters objects into groups and can decide which group new objects are in. SVMs can be used for classification as well as for regression.
Regression vs. Classification
We present the prediction results in two ways: regression and classification.
Regression
A regression analysis predicts actual defect counts for individual components. Such an analysis can be conducted with linear regression as well as with SVMs.
To express the predictive power of a regression, Spearman's rank correlation coefficient is widespread and useful. A high positive Spearman correlation indicates a precise prediction regarding both ranking as well as the actual defect counts. A Spearman correlation of −1 means that the ranking was predicted in reverse order. For our purposes, we were most interested in the Spearman correlation for the 5%, 10%, and 20% most defect-prone components, as these would be focused upon in quality assurance allocation based on the prediction.
Classification
As an alternative to regression, one can build predictors that classify components whether they are defect-prone or not. For classification, we exclusively used SVMs; as with regression analysis, we used the most 5%, 10%, and 20% most defect-prone components for classification.
To measure the quality of a classification, we use precision and recall, as shown in Figure 5 :
Precision expresses whether the components classified as defect-prone are correctly classified. A value close to 1 means that almost all reported components are indeed defect-prone; all positives are true positives.
Precision = true positives true positives + false positives
Recall expresses the percentage of defect-prone components that are classified as such. Again, a value close to 1 is the best, and means that almost all defect-prone components are classified as such; all negatives are true negatives.
Recall = true positives true positives + false negatives
Results
In this section, we present the results of our experiments. We first explain the distribution of defects in the studied software system. We then discuss the correlations between metrics and the number of defects; finally, we show the performance of different defect prediction models.
Defect Distribution
For both package and class level, we observed a Pareto effect. For the eight months after the release V1, we found that 20% of all packages contain more than 70% of all defects. For the eight months after release V2, we found that 20% of packages contain 80% of defects. A similar effect has been observed in other industrial studies. For example, Fenton and Ohlsson report 60% of all defects in the 20% most-defect prone modules [8] and Andersson and Runeson found between 63% and 70% of all defects in the 20% most defect-prone modules [3] .
The presence of a Pareto effect indicates that it is worthwhile to prioritize resources for quality assurance (QA), as long as one knows the most defect-prone parts of a software system. 2 Managers often rely on their experience to identify these parts. Having access to prediction models helps them to cross-check their judgments, explain the decisions, and to partly automate the process of QA prioritization.
The Pareto effect additionally provides an upper bound for the maximal possible recall of prediction models. On the SAP data, any prediction of the 20% most defect-prone components, will catch at most 70% (for V1) or 80% of the defects (for V2).
Correlation
Before building prediction models, we checked whether there is a relation between the number of defects and the metrics computed in Section 5. In this section, we report the Spearman correlations between defects and metrics. Correlation values close to 1 indicate that two variables are almost perfectly related; values close to -1 indicate a strong relation, but in opposite direction; finally, values close to 0 indicate that the two variables are independent.
We first correlated the number of defects in components across different versions of the system. This answers the questions "Are the most defect-prone components in V1 the same as in V2?" For this analysis, we considered only components that existed in both releases. In Table 1 In most cases, the correlations are stronger on package level than on class level; as a consequence one can expect better prediction results for packages than for classes. Furthermore, there is a difference between the correlations for V1¡V2 and for V2¡V3, which might be because of the different time intervals (eight months vs two months). Most importantly, the correlations are only weak to medium (0.3-0.6), which indicates that the components that are most defect-prone changes are not exactly the same in two different versions.
A prerequisite for making reliable predictions is that the independent variables (here: metrics) are correlated with the dependent variable (here: number of defects). In Table 2 , we show the correlations between a selection of metrics and the number of defects-for the entire software system ("Overall"), Track T1, and Project P3 on package level and for Project P4 on class level. Out of the 78 collected metrics, we include only the most promising metrics (with the highest correlations) in Table 2 .
In almost all cases, the metrics correlated positively with the number of defects, i.e., the higher the value of a metrics, the more defects a component is likely to have. However, for the packages of the entire system only the number of changes (N p4changes) had a correlation of above 0.400. If we focus our analysis on single tracks or packages (for example Track T1 or Project P3), the correlations increase for several metrics to values above 0.500. On class level the correlations are generally lower; for example, for Project P4 all correlations are below 0.400, except for the number of changes and number of violated ControversialRules.
Regression Analysis
In this section, we present the results from defect prediction with linear regression models and principal component analysis. Table 3 shows general information about the models which we built with Variant 1 (V1¡V2, eight months of defect data) and Variant 2 (V2¡V3, 2 months of defect Note that the R 2 -values only describe how well a model fits its training data. In particular, they do not make any statements about the testing data and high R 2 -values do not automatically result in good predictions. To measure how well a model performs on the testing data, we use Spearman correlation and hit rates. The Spearman correlations for all packages and the top 5%, 10%, and 20% of most-defect prone packages are listed in Table 4 . In addition, we report the hit rate for the 5%, 10%, and 20% of most-defect prone packages. The hit rate describes how many of the observed top n% of most defect-prone packages are actually in the predicted top n%.
For the entire software system, the Spearman correlation values range between 0.3 and 0.5, the hit rate is between 45% and 55%. When focussing on tracks and projects, the results improve: correlation values rise up to 0.7 and the hit rate increases above 60%.
Prediction on Class Level
We repeated our experiments on class level for Project P4 using Variant 1 (V1¡V2). To build regression models we used linear regression with principal component analysis and a support vector machine. We also used support vector machines to build a classification model. The linear regression model had an acceptable R 2 -value above 0.5. Table 5 shows the results of this experiment.
For the regression, the results for linear regression and support vector machines were similar. They had Spearman correlations between 0.4 and 0.5 and hit rates around 0.5. For classification with support vector machines, both precision and recall were roughly 0.50. This means that every second file predicted as defect-prone had actually defects, and every second file with defects was correctly predicted as defect-prone.
Prediction for New Components
We also tested whether the models can predict defects for new components. For this experiment, we trained a model from version V1 of Track T2 and tested the model on the new packages in version V2. 3 regression and classification, again with linear regression and support vector machines. For both linear regression and support vector machines, the Spearman correlations are weak and in some cases even negative (-0.1 to 0.2); the hit rates reach 33.3%-52.1%. For classification, the precision and values are low compared to the results for the previous models. Thus it is unlikely to get reliable predictions for new components.
Prediction with Metrics vs. Dependencies
In a last experiment, we compared classification with metrics data against classification with dependency data (as proposed by Schröter et al. [26] ). For the classification, we used a support vector machine with Variant 1 (V1¡V2). Table 7 shows the results for Track T1, Project P1, Project P2, and Project P6. In some cases, we can observe high values for precision (>0.7) and recall (>0.7); however, both models fail to reach good predictions in all situations. It is noteworthy that the results are very similar, thus we cannot recommend which approach should be preferred over the other.
Lessons Learned
Software archives such as change and defect histories provide lots of valuable data about the quality of the product. As quality assurance managers, we of course have an idea of what the most defect-prone components or what the most risky components are. However, the abundance of facts extracted from software archives allows us to look at a far more complete and detailed picture. Quoting one of the SAP team leaders: "You always remember the extremes, the Table 7 . Classification results of models using metrics vs. dependencies as input features.
best and the worst in quality, and you learn from them. This data, however, gives you all the shades of gray, for hundreds of projects, and thus far more than any individual could ever remember or summarize." This was our first lesson learned:
Software archives are reliable, easily accessible, and complete source for defect data.
As it came to predicting defects, we were generally satisfied with the results; yet, we felt we could have achieved more. The study of Nagappan et al. [21] showed a much higher predictive power for complexity metrics and a number of well-known Microsoft products such as Internet Explorer; likewise, the study of Schröter et al. [26] showed better prediction results for imports and the Eclipse programming environment. We had expected that by incorporating the best features from both these studies, we would obtain similar predictive power, but this was not the case.
What is it that makes our experience different from the Microsoft and Eclipse environments? For us, a crucial point is that all studies mentioned above predicted defects within a single project. In fact, one of the key results of Nagappan et al. [21] was that predictors obtained from one project could only rarely be applied to another project. In contrast, our study encompassed and summarized Java code from several hundred large-scale, individual projects, which all differ in their domain, their maturity, their criticality, their team members, their testing, their reviewing-but few of these features, if any, actually end up in code as measurable quantities. A piece of code will have considerably fewer defects if it was thoroughly tested or reviewed. Yet, one cannot tell this from the code alone-one needs all the context.
Since our predictors eventually predict defect counts based on similarity to known artifacts with known quality, we should strive to take more of these process and quality assurance features into account. This is our second lesson learned:
Defects have many sources, and code is just one of them.
Conclusion and Future Work
As shown in Section 7, the predictive power increases as soon as one stays within a single project, confirming the results of Nagappan et al. [21] at Microsoft. We are currently investigating methods to create clusters of similar projects, with the aim of making precise predictions within these clusters. One important challenge is to identify those features by which clusters should be formed. This, however, is part of the general research question: Which features are there that allow us to predict defect counts? We are not sure whether we will ever be able to answer this question in a short sentence. What we know, however, is that any prediction of this kind will be self-defeating. In fact, we hope it will be self-defeating-because once we know where the defects will be, we will do our best to obliterate them.
