We consider the probability that a two-dimensional random walk starting from the origin never returns to the half-line (−∞, 0] × {0} before time n. Let X (1) = (X 1 , X 2 ) be the increment of the two-dimensional random walk. For an aperiodic random walk with moment conditions (E[X 2 ] = 0 and E[|X 1 | δ ] < ∞, E[|X 2 | 2+δ ] < ∞ for some δ ∈ (0, 1)), we obtain an asymptotic estimate (as n → ∞) of this probability by assuming the behavior of the characteristic function of X 1 near zero.
Introduction and Statement of Results
Let us consider the probability that a two-dimensional random walk starting from the origin never returns to the half-line (−∞, 0] × {0} before time n. In this paper we investigate the asymptotic behavior (as n → ∞ ) of this probability.
For a simple random walk, this probability, multiplied by n 1/4 , is bounded both from above and from below by positive constants. This bound was shown by Lawler [5,(2. 35)], and the estimate plays an important role in computing an upper bound of a hitting distribution from infinity for a simple random walk (see [5, Proposition 2.4 .10]). The upper bound gives a growth estimate for the two-dimensional diffusion limited aggregation (DLA in short) model (see [4] ) and an estimate of the two-dimensional intersection exponent (see [6] ).
Several authors have already studied the same probability that we consider here. In [1] , Bousquet-Mélou and Schaeffer treated two-dimensional random walks satisfying the condition that the increment of the random walk takes finite values with equal probability by using a combinatorial argument. In [3] , Isozaki treated two-dimensional symmetric random walks. In [2] , a class of two-dimensional aperiodic random walks which satisfy good conditions (a mean of zero and the 2 + δ(> 2)-th absolute moment exists) such as the simple random walk is considered. The present approach is probabilistic. We mainly treat two-dimensional nonsymmetric random walks.
Let {X (k) } ∞ k=1 be a sequence of independent identically distributed random variables with values in Z 2 . A two-dimensional random walk {S(n)} ∞ n=0 starting at x ∈ Z 2 is defined by S(0) = x and S(n) = x + n k=1 X (k) .
If the random variable X (1) takes the four values (1, 0), (−1, 0), (0, 1), (0, −1) with equal probability, the random walk is called simple. We write X
(1) = (X 1 , X 2 ) and S(n) = (S 1 (n), S 2 (n)). We denote by P x the probability law of the two-dimensional random walk starting at x and by E x the expectation with respect to P x . For a subset A of Z 2 , define
(note that the time n = 0 is not included here). We also denote by U the first coordinate axis: U = {x = (x 1 , x 2 ) ∈ Z 2 : x 2 = 0}
and by V − and V + the left half and right half of U, respectively:
V − = {x = (x 1 , x 2 ) ∈ Z 2 : x 1 ≤ 0, x 2 = 0}, V + = {x = (x 1 , x 2 ) ∈ Z 2 : x 1 ≥ 0, x 2 = 0}.
Theorem 1.1 Assume that a two-dimensional random walk satisfies the following conditions:
(a) aperiodic (i.e., the smallest additive subgroup containing {x ∈ Z 2 | P {X (1) = x} > 0} agrees with Z 2 ),
] < ∞ for some δ ∈ (0, 1).
If there exist constants α ∈ (0, 2], ε > 0, c 1 > 0, c 2 > 0 such that and we write a n ≍ b n if there exist positive constantsc * ,c * such that c * b n ≤ a n ≤c * b n .
2E[X
As an example, we consider the increment X (1) = (X 1 , X 2 ) of a two-dimensional random walk which satisfies the following conditions: hold. By simple calculus,
where Γ is the gamma function. Thus
and
For a two-dimensional simple random walk, (1.2) was shown by Lawler [5,(2. 35)] and Kesten [4] . Bousquet-Mélou and Schaeffer [1] considered P 0 {τ V − > n} for a two-dimensional random walk satisfying the condition that the increment of the random walk takes finite values with equal probability. For a two-dimensional simple random walk, they computed
by using a combinatorial argument. We consider an aperiodic random walk with a mean of zero and a finite 2 + δ(> 2)-th absolute moment. In [2] , it is proved that for this random walk, n 1/4 P 0 {τ V − > n} converges to some positive constant as n → ∞. This random walk satisfies the assumptions of Corollary 1.2 and we have P 0 {τ V − > n} ≍ n −1/4 . This result is weaker than that in [2] , but Corollary 1.2 is applicable to a large class of random walks. 
We consider the increment X (1) = (X 1 , X 2 ) of a two-dimensional random walk which satisfies the following conditions: (I) aperiodic, (II) X 1 and X 2 are independent, (III) E[X 2 ] = 0, and E[|X 2 | 2+δ ] < ∞ for some δ > 0, (IV) ' P {X 1 = 1} = 1. It is clear that for n ∈ N,
We apply Corollary 1.3 to this random walk. By simple calculus,
and thus
which is in agreement with P 0 {τ V − > n} = 1. We consider P 0 {T λ < τ V − }, where T λ is a random variable independent of the random walk with the law P {T λ = j} = (1 − λ)λ j (j = 0, 1, 2, · · ·). By the Tauberian theorem, the asymptotic behavior of P 0 {T λ < τ V − } as λ ↑ 1 determines the asymptotic behavior of P 0 {τ V − > n} as n → ∞.
If we can calculate the asymptotic behavior of P 0 {T λ < τ V − }×P 0 {T λ < τ V + } and P 0 {T λ < τ V − }/P 0 {T λ < τ V + } as λ ↑ 1, then we have the asymptotic behavior of P 0 {T λ < τ V − } as λ ↑ 1. This method is based on [2] . However, to have Theorem 1.1, we need to obtain an estimate of P 0 {T λ < τ V − }/P 0 {T λ < τ V + } which is different from that in [2] .
In Section 2, we state a certain relation between P 0 {T λ < τ V − } × P 0 {T λ < τ V + } and P 0 {T λ < τ U } and give the asymptotic behavior of P 0 {T λ < τ U } as λ ↑ 1. We show that P 0 {T λ < τ V − }/P 0 {T λ < τ V + } may be expressed using the characteristic function of the increment of the random walk.
In Section 3, we state some results needed to prove Theorem 1.1. In Section 4, we give a proof of Theorem 1.1.
In the appendix, we give the proof of lemmas not proved in Section 3.
Fundamental relations
Lemma 2.1 For an arbitrary two-dimensional random walk, 
where we write To formulate the next lemma, we introduce some notation. For a two-dimensional random walk satisfying (b) and E[X 2 2 ] < ∞, we introduce the following random variables:
For λ ∈ (0, 1), we define
Lemma 2.3 For every two-dimensional random walk satisfying
The proof of Lemma 2.3 is identical to that given in §17 Proposition 5 of [7] and is thus omitted (see [2, Proposition 2.4] ).
Preliminary lemmas
In this section, we will consider a λ (θ 1 ) and b λ (θ 1 ) defined by
Then we have the following lemma. 
whereδ is the same constant as in (3.1) .
P roof. By the definition of the characteristic function,
The inequality
Using the Hölder inequality and condition (c),
We notice that
for some suitable constant c > 0. Since the random walk is aperiodic, there exists a constant c * > 0 such that, for λ ∈ (1/2, 1) and
as shown in [7, §7 Proposition 5] . (3.1) follows from (3.3) and (3.4). (3.3) implies that
By combining (3.5) with the last inequality in (3.4), there exists r 0 > 0 (small enough) such that, for λ ∈ (1/2, 1) and
2) follows from (3.5) and (3.6).
To estimate a λ (θ), we calculate
where r 0 is the same constant as in Lemma 3.1. Let
.
To calculate the integral of
with respect to θ 2 , we use routine integration of a rational function using partial fractions. This calculation gives the following lemma.
Lemma 3.2 Suppose a two-dimensional random walk satisfies
Then there exist c 4 > 0, λ * ∈ (1/2, 1) and s * > 0 such that, for all λ ∈ (λ * , 1) and
With the help of (3.1),(3.3),(3.4) and (3.6), we have the following lemma.
Lemma 3.3 Suppose a two-dimensional random walk satisfies (a), (b) and (c).
Then there exist c 5 > 0, λ * ∈ (1/2, 1) and s * > 0 such that, for λ ∈ (λ * , 1) and
Lemma 3.4 Suppose a two-dimensional random walk satisfies
Then there exist c 6 > 0, λ * ∈ (1/2, 1) and s * > 0 such that, for all λ ∈ (λ * , 1) and θ 1 ∈ (−π, π) with
Lemma 3.5 Suppose a two-dimensional random walk satisfies (a), (b) and (c).
Then there exist c 7 > 0, λ * ∈ (1/2, 1) and s * > 0 such that, for λ ∈ (λ * , 1) and
The proofs of the above four lemmas are given in the appendix.
Proof of Theorem 1.1
We consider P 0 {T λ < τ V − }/P 0 {T λ < τ V + } under the assumption that the random walk satisfies (a),(b) and (c). By Lemma 2.3 and the definitions of f 0 (z; λ) and f ∞ (z; λ), this can be expressed as
where
Since the left-hand side of the first identity in (4.1) is a positive real number,
To obtain an expression for ℜ[C L (λ)], we use (2.1) in Lemma 2.3 which implies that
From the inequality sup
which is shown in [2, p332-p333], we can interchange the order of summation and integration on the right-hand side of (4.3) and then use the identity
Here, Log(z) is the principal logarithm of z and we choose
By a simple calculation,
Recall that a λ (θ 1 ) is the real part of (1/(2π))
Thenã λ (θ 1 ) in Lemma 3.2 can be written as
andb λ (θ 1 ) in Lemma 3.4 can be written as
Hence,b
To prove Theorem 1.1, we recall the following assumption:
From assumption (A1), it is easy to see that there exist constants c 8 > 0, s > 0 such that, for λ ∈ (1/2, 1) and 0 < |θ 1 | ≤ s,
(4.4) implies the following lemma.
From (3.6) and the definitions of A and B,
for λ ∈ (1/2, 1) and |(θ 1 , θ 2 )| ≤ r 0 . Since A tends to zero as |θ 1 | → 0, we choose θ 1 small enough so that |(θ 1 , −A/2)| ≤ r 0 . Then the above inequality (setting
, it follows that
Combining the above inequalities with and 2|D| ≤ |2D − AC| + |A||C|, and using (4.4) and Lemmas 3.2, 3.3, 3.4, 3.5 and 4.1 gives the following lemma.
Lemma 4.2 Assume that (a), (b), (c) and (A1) hold. Then there exist c 10 > 0, λ * ∈ (1/2, 1) and s * ∈ (0, 1) such that, for λ ∈ (λ * , 1) and 0 < |θ 1 | ≤ s * , 
P oof. By applying the Mean Value Theorem to the inverse of the sin function, arcsin t, on the closed interval with end points
, the left-hand side of (4.6) is equal to
where t 0 is a number between
If θ 1 is small enough, then (4.5) implies that
and we obtain
(4.7), together with (4.5) and the above inequality, gives the desired estimate (4.6).
. With s 0 > 0 being the same constant as in Lemma 4.3,
It is easy to verify that
By applying Mean Value Theorem to the function arcsin t on the closed interval with end points
) and 0, and using (4.8),
This inequality and (4.6) give
For fixed λ ∈ (λ 0 , 1), the above inequality implies that the left-hand side of the above is integrable on [−π, π]. By the Riemann-Lebesgue Lemma,
From (4.6) and arcsin t ∈ [−π/2, π/2], the absolute value of the integrand in
is bounded by a constant independent of λ ∈ (λ 0 , 1). We have the following estimate.
There exists a constant c 13 such that, for λ ∈ (λ 0 , 1), 
To estimate this integral, we use the power series representation for arcsin t:
2n + 1 (−1 < t < 1).
By the dominated convergence theorem,
We notice that the function 1
that appears on the right-hand side of the above equality is an even function, and perform the change of variables s = θ α 1 , so that 
ds. (as 2 + bs + c) (2n+1)/2 ds (n ∈ {0} ∪ N).
In the case when n = 0,
2 , this identity yields the following estimate.
There exists a constant c 15 > 0 such that, for λ ∈ (1/2, 1),
(4.14)
In the case when n ∈ N, we make the substitutions
The formula for integration by parts gives 2 , (4.14) implies the following estimate for k = 1. There exists a constant c 16 > 0 such that, for λ ∈ (1/2, 1) and n ∈ {0} ∪ N,
The same argument as in the proof of the estimate for k = 1 in (4.17) gives the estimate for k = 2 in (4.17). By (4.13), (4.17) also holds when the integral of s 2n /(Q We recall (4.1) and (4.2). It immediate from Lemma 4.4 that, for λ ∈ (λ 0 , 1),
where β is the same constant as in Theorem 1.1. By combining the above inequalities, Lemma 2.1 and Lemma 2.2, we have the following estimate. 
This asymptotic behavior of P 0 {T λ < τ V − } implies ( 
Appendix
We calculate
where r 0 is the constant in Lemma 3.1.
Recall that
Then a ± , b ± are real numbers, since 4B − A 2 − C 2 > 0, and
In the case 2D − AC = 0, it is easy to verify that
From the definition of a ± and b ±
Combining the above inequality with J 1 > 0, we have
We turn now to the integration. In the case 2D − AC = 0,
In the case 2D − AC = 0, we obtain
Proof of Lemma 3.2. We will prove (3.7) in the case 2D − AC = 0; the proof of (3.7) in the case 2D − AC = 0 is similar and is omitted.
Assume 2D − AC = 0. In view of (5.2) and the definition of a ± , a ± and b ± tend to 0 as θ 1 → 0 and λ ↑ 1. With the help of
the first term on the right-hand side of the last equality in (5.5) is bounded by a constant. A simple calculation gives
We recall that
as shown in the proof of (5.4), | − a + F + 2G| is bounded by a constant. The difference between the second term on the right-hand side of the last equality in (5.5) and
is bounded by a constant. Here we used the inequality
Similarly, the difference between the third term on the right-hand side of the last equality in (5.5) and
is bounded by a constant. Put
Then the difference between (1/2π)
It remains to show that
which implies thatā λ (θ 1 ) ≥ 0. (The first inequality above has already been shown in the proof of (5.4).) We will compute (ā λ (θ 1 )) 2 . By (5.3) and
which follows from (5.3), the sum of the second and third terms on the right-hand side of the last equality in (5.7) vanish. Hence
Sinceā λ (θ 1 ) andã λ (θ 1 ) are nonnegative functions, the above relation yields (5.6).
To show Lemma 3.3, we require the following lemmas.
Lemma 5.1 Assume (a), (b) and (c) hold. Then, for λ ∈ (1/2, 1) and
P roof. By (3.6), we obtain that, for |θ 1 | ≤ r 0 /2,
Assume that 2D −AC = 0. In view of (5.5), the definition ofã λ (θ 1 ) and
The above two inequalities give the desired estimate (i) in the case 2D − AC = 0. The proof of (i) in the case 2D − AC = 0 is similar and is omitted. Since 1/|ϕ λ (θ 1 , θ 2 )| 2 ≥ 0, the first inequality of (ii) is clear. To obtain the last inequality of (ii), we calculate the integral of 1/|ϕ λ (θ 1 , θ 2 )| 2 over (−∞, ∞) with respect to θ 2 . Assume
This gives the integral
A simple calculation and (5.1) show that the right-hand side of the above equality is equal to
We compute (c λ (θ 1 )) 2 by using (5.3). From this computation and c λ (θ 1 ) ≥ 0, we have
This implies the desired estimate (ii) in the case 2D − AC = 0. The proof of (ii) in the case 2D − AC = 0 is similar and is omitted. 
(γ = δ, 1, 1 + δ).
P roof. We prove (iii). Since δ ∈ (0, 1),
We use (5.8) to obtain that the left-hand side of (iii) is bounded by
(5.9)
By (ii) in Lemma 5.1, the first term of (5.9) is bounded by a constant multiple of K (−1+δ)/4 . From (3.6), we replace |ϕ λ (θ 1 , θ 2 )| 2 with c 2 * |θ 2 | 4 /16 in the second term of (5.9). Then the second term of (5.9) is bounded by a constant multiple of K (−1+δ)/4 (1 + | log K|). Thus we conclude that (iii) holds.
To prove (iv), we use the inequality
instead of (5.8), and the result follows by (i) and (ii) in Lemma 5.1. Proof of Lemma 3.3. With r 0 > 0,
(3.4) implies that, for λ ∈ (1/2, 1) and
Hence the second term on the right-hand side of (5.10) is bounded by a constant.
To estimate the first term on the right-hand side of (5.10), we consider χ λ (θ 1 , θ 2 ). By applying the estimates (3.3) and
which follows from (3.1), we deduce that
whereĉ is a constant independent of λ ∈ (1/2, 1) and ( appearing on the right-hand side of the above inequality over [−r 0 /2, r 0 /2] with respect to θ 2 is bounded by a constant multiple of K (−1+δ)/4 | log K|. These estimates come from (i) in Lemma 5.1 and (iii) in Lemma 5.2. Notice that K tends to zero as θ 1 → 0 and r ↑ 1, which implies that 1 ≤ | log K|.
Proof of Lemma 3.4. (3.8) can be proved by the same procedure as in Lemma 3.2. We only give a sketch of the proof of (3.8) in the case 2D − AC = 0.
Assume that 2D − AC = 0. We calculate
The partial-fraction decomposition of
From the inequality
the sign ofb λ (θ 1 ) is the same as that ofb λ (θ 1 ). (5.14) yieldsb λ (θ 1 ) =b λ (θ 1 ). Proof of Lemma 3.5. Letb λ (θ 1 ) be the imaginary part of 1 2π
By performing the change of variables θ 2 = −θ 2 and using the symmetry of trigonometric functions,
In view of this,
The inequality Hence the third term on the right-hand side of the last equality in (5.15) is bounded by a constant multiple of |θ 1 | δ . To estimate the first and second term on the right-hand side of the last equality in (5.15), we consider χ 
