Abstract. We show that Melrose's divisor flow and its generalizations by Lesch and Pflaum are invariants of K-theory classes for algebras of parametric pseudodifferential operators on a closed manifold. These invariants are obtained by means of pairing the relative K-theory modulo the symbols with the cyclic cohomological characters of odd relative cycles, constructed out of the regularized operator trace together with its symbolic boundary. This representation gives a clear and conceptual explanation to all the essential features of the divisor flow -its homotopy nature, additivity and integrality. It also provides a cohomological formula for the spectral flow along a smooth path of self-adjoint elliptic first order differential operators, between any two invertible such operators on a closed manifold.
Introduction
Cyclic cohomology of associative algebras, viewed as a noncommutative analogue of de Rham cohomology, provides via its pairing with K-theory a natural extension of the Chern-Weil construction of characteristic classes to the general framework of noncommutative geometry [4] . In this capacity, cyclic cohomology has been extensively and successfully exploited to produce geometric invariants for K-theory classes (see Connes [5] for an impressive array of such applications, that include proving the Novikov conjecture for all word-hyperbolic groups [6] ).
In this paper we present a new application of this method to the construction of geometric invariants in the relative setting, which takes full advantage of the excision property not only in topological K-theory but also in (periodic) cyclic cohomology (cf. Wodzicki [26] , Cuntz-Quillen [7] ).
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the familiar context of de Rham (co)homology on manifolds with boundary, we recast in this light the divisor flow for suspended pseudodifferential operators introduced by Melrose [19] , as well as its multiparametric versions defined in Lesch-Pflaum [17] . More precisely, we show that the divisor flow for parametric pseudodifferential operators on a closed manifold can be expressed as the pairing between a relative cyclic class determined by the regularizationà la Melrose of the operator trace together with its symbolic 'boundary' and the relative K 1 -group of the pair consisting of parametric pseudodifferential operators together with their symbol algebra. This representation gives a clear and conceptual explanation to all the essential features of the divisor flow -its homotopy nature, additivity and integrality. In additon, it provides a cohomological formula for the spectral flow along a smooth path of self-adjoint elliptic first order differential operators, between any two invertible such operators on a closed manifold. 1. Relative pairing in cyclic cohomology 1.1. Relative cyclic (co)homology. To establish the notation, we briefly revisit in this section the definition of relative (co)homology. After introducing a convenient general formulation, based on consistently expressing relative objects in terms of pairs, we specialize these considerations to the case of relative cyclic (co)homology. Consider a short exact sequence of chain complexes
Contents
where the differentials ∂ A , ∂ B , ∂ C are of degree −1. Put
and
Then ( C • , ∂) and ( A • , ∂) are chain complexes, and one finds the following natural chain maps:
where we always assume that a l ∈ A l , b l ∈ B l and c l ∈ C l . Moreover, C • → C • and A • → A • are quasi-isomorphisms, and the connecting morphism in the long exact homology sequence for (1.1) becomes quite explicit. Namely, the long exact sequence reads
We shall say in this case that the complex C • (resp. A • ) encodes the relative homology of
In the dual situation one looks at a short exact sequence of cochain complexes:
, and ( F • , d) with
As above one obtains a long exact cohomology sequence involving
Analogous to the homology case, we then say that the complex D • (resp. F • ) describes the relative cohomology of
is the sequence of the dual complexes of (1.1) then D is naturally the dual of C.
In what follows we shall apply the preceding remarks to describe the relative cyclic (co)homology in terms of pairs.
Recall that every unital C-algebra A (possibly carrying an appropriate locally convex topology) gives rise to a mixed complex (C • (A), b, B), where C • (A) is the Hochschild cochain complex, b the Hochschild coboundary and B Connes' boundary (cf. Connes [4] , also Loday [18] ). By definition, this means that C k (A) = A ⊗ A ⊗k * , and that the operations b and B act on φ ∈ C k (A) by
(1.8)
Consider now the associated double complexes BC •,• (A) and BC •,• per (A), which determine the cyclic resp. periodic cyclic cohomology of A as follows:
per (A)); in both cases the differential on the total complex is given by b + B. A (continuous) surjective homomorphism of algebras σ : A → B then induces a morphism of mixed complexes σ * : C • (B) → C • (A). Hence, we are in a "relative situation" as in (1.6) and can express the corresponding relative cyclic resp. periodic cyclic cohomology as explained above. Hereby, we provide the details only for cyclic cohomology; the periodic cyclic cohomology case works similarly.
As shown above, the relative cyclic cohomology coincides with the cohomology of the total complex
where the differential is given by
.
where BC •,• (A, B) is the cyclic double complex associated to the relative mixed complex (C • (A, B), b, B). This mixed complex is given by
In other words, the relative cyclic cohomology HC • (A, B) is canonically isomorphic to the cohomology of
Of course, the 'staircase trick' also works for this complex; as a consequence, each class in
The preceding considerations can be dualized in an obvious fashion. Thus, HC • (A, B) is the homology of Tot
, and B = B 0 0 −B .
1.2.
Relative Chern character and relative pairing. Clearly, the resulting (co)homology groups inheri a natural pairing 9) which will be called the relative cyclic pairing. In Section 2.3 below we shall express the divisor flow defined by Melrose [19] in terms of such a pairing. For the clarity of the exposition, before giving the corresponding details we recall the (odd) Chern character in cyclic homology and its transgression formula. Given a (Fréchet) algebra A, and an element g ∈ GL ∞ (A), the odd Chern character is the following normalized cyclic cycle: 10) where (g −1 ⊗ g) ⊗j is an abbreviation for the j-fold tensor product 
Combining the two, one can define the secondary Chern character / ch by
(1.12)
Note that our sign convention differs from the one in Getzler [8] , since in Eq. (1.7) and (1.8) we have used the sign convention of e.g. [18] for the definition of the operators b and B.
The transgression formula (1.11) gives rise to a relative cyclic homology class as follows. As above, let σ : A → B be a continuous homomorphism of two locally convex topological algebras. Let us call an element a ∈ gl N (A) elliptic, if the projection σ * (a) is invertible, or in other words lies in GL N (B). Moreover, given a family (a s ) 0≤s≤1 of elements of gl N (A), we say that (a s ) 0≤s≤1 is an admissible elliptic path, if each a s is elliptic, and a 0 and a 1 are both invertible.
We next define the Chern character of an admissible elliptic family (a s ) 0≤s≤1 as the class of the relative cyclic cycle given by the following statement.
is well-defined and defines a relative cyclic cycle.
Proof. The transgression formula (1.11) entails
Moreover, the odd Chern character is a cyclic cycle in A, and therefore
which completes the proof.
1.3. Elliptic paths and relative K-theory. With the application alluded to above in mind, it is appropriate to elaborate at this point on invertibility and ellipticity in topological algebras as well as on a representation of relative topological K-theory by homotopy classes of elliptic paths.
Assume that A is a topological algebra, which in particular means that the product in A is separately continuous. Following the presentation in Recall that a locally convex topological algebra B is called m-convex, if its topology is generated by submultiplicative seminorms. Next, a Fréchet subalgebra ι : A ֒→ B of some m-convex Fréchet algebra B is called closed under holomorphic functional calculus, if for every A ∈ A and every complex function f holomorphic on a neighborhood of the B-spectrum of A, the element f (A) ∈ B lies in Banach algebra A. If B is a Banach algebra (resp. C * -algebra) and A is dense in B, then one often calls A a local Banach algebra (resp. local C * -algebra) or briefly local in B, and denotes B asĀ, the completion of A. By a result going back to the work of Gramsch [11] and Schweitzer [22] , the matrix algebra gl N (A) over a Fréchet algebra A is local, if and only if A is. This implies in particular the following stability result. 
Let us now briefly recall the construction of the relative K 1 -group associated to a continuous unital homomorphism σ : A → B of unital Fréchet algebras. The group K 1 (A, B) is defined as the kernel of the map pr 2 * :
onto the second coordinate. Since K 1 (A) is the quotient of GL ∞ (A) by the connected component of the identity, it is clear that K 1 (A, B) can be naturally identified with the quotient of
by G 0 , the connected component of the identity in G. By excision in (topological) K-theory, one knows that K 1 (A, B) is naturally isomorphic to K 1 (J ). We will present another identification of K 1 (A, B), namely with a certain fundamental group of the space
of elliptic elements of A. Note that as an inductive limit this space carries a natural topology inherited from the Fréchet topology on A. (1) For each a 0 ∈ GL ∞ (A), one has an isomorphism
where 
is an isomorphism.
Proof. We only sketch the proof of the first claim, since it also follows from the second and stability of K-theory for local Banach algebras. The locality implies in particular that GL N (A) = GL N (Ā) ∩ gl N (A) for each N (see e.g. [22] ). Likewise, one shows Ell
is open in gl N (Ā), and the topology ofĀ is generated by a complete norm, every path in Ell N (Ā) starting at a 0 is homotopic in Ell N (Ā) to a path with values in Ell N (A). This proves (1) .
The second claim is essentially a consequence of the fact that under the assumptions made (notably locality of A and B), there exists for each b ∈ GL N (B) I , the connected component of the identity in GL N (B), an invertible lift, i.e. an element a ∈ GL N (A) I with σ(a) = b (see for example Blackadar After these preliminary considerations let us now prove surjectivity of κ. Let (a s ) 0≤s≤1 be a continuous path in Ell N (A) which starts at the identity and satisfies a 1 ∈ GL N (A). By the preceding remarks there exists an invertible lift of (σ(a s )) 0≤s≤1 , that means a continuous path (b s ) 0≤s≤1 of elements of GL N (A) such that σ(a s ) = σ(b s ) for all s. Hence the path (a s b −1 s ) 0≤s≤1 consists of elements of the form I + S s , where S s ∈ J . Moreover, since the homotopy class of (b s ) 0≤s≤1 is trivial, (a s ) 0≤s≤1 and (a s b −1 s ) 0≤s≤1 are homotopic. Consider now the homotopy
where s ∈ [0, 1] and t ∈ [0, 1] is the homotopy parameter. Then one has
s , and (iv) h(s, 0) = I + sS 1 with S 1 := (a 1 b
Hence (a s ) 0≤s≤1 is homotopic to the path h(., 0), which is equal to κ(I +S 1 ). This shows surjectivity.
Let us finally show injectivity of κ. Assume that κ(I + S) has trivial homotopy class. This means that there exists a homotopy h in Ell N (A) relative GL N (A) with h(s, 0) = I +sS, h(s, 1) = I and h(0, t) = I. Since σ•h is a homotopy of invertible elements in GL N (B), there exists an invertible lift to A, i.e. a homotopy g in GL N (A) such that σ • g = σ • h and
Furthermore, one has (ii) g(s, 0) = I + T s with T s ∈ J.
Consider now the homotopy H(s, t)
Therefore, H(s, .) gives rise to a homotopy in K 1 (A, B) between I + S and I. Hence κ is injective, and the theorem follows.
1.4. Relative cycles and their characters. Connes' concept of a cycle over an algebra has a natural extension to the relative case. In the sequel let A, B be unital (locally convex topological) C-algebras and let σ : A → B be a (continuous) unital and surjective homomorphism. We recall from [4, Part II. §3] (cf. also [10, Sec. 2] ) the definition of a 'chain', which we prefer to call 'relative cycle' here. The graded trace induces a unique closed graded trace ′ on ∂Ω of degree
is satisfied.
A relative cycle will often be denoted in this article as a tuple C = Ω, ∂Ω, r, ρ A , ρ B , , ′ or, more compactly, as C = Ω, ∂Ω, r, , ′ . The boundary (∂Ω, d, ′ ) is just a cycle over the algebra B. For (Ω, d, ), this is in general not the case, unless the trace is closed.
Note that, for the unit 1 Ω of Ω, the Leibniz rule implies d1 Ω = 0. By definition we consider only cycles with ̺ A unital. This simplifies our considerations because of d̺(1 A ) = d1 Ω = 0. If one deals with non-unital ̺ A , then one has to accept the disturbing fact that d̺ A (1) might be nonzero. If no confusion can arise, we will omit from now on the subscript of ̺.
We next define the character of a relative cycle C by means of the following proposition.
Proof. Since (∂Ω, d, ′ ) is a cycle over B, we know by the work of Connes [4] that ψ k−1 is a cyclic cocycle over B, which in particular means that (b + B)ψ k−1 = 0. Hence it remains to show that
Eq. (1.17) in fact means
For simplicity we omit ̺ in the notation. Now, b-closedness follows from the trace property. Namely, for a 0 , . . . , a k+1 ∈ A applying Leibniz rule to d(a j a j+1 ) we find
( 1.18) and hence by the trace property bϕ k = 0. Using d1 = 0 and Stokes formula for C we find
where we have used that is a graded trace.
1.5. Divisor flow associated to a relative cycle. In the situation of Section 1.4, consider a relative cycle C of degree 2k + 1 over (A, B). Denote by (ϕ 2k+1 , ψ 2k ) the character of C as defined above. Definition 1.6. The divisor flow of the smooth admissible elliptic path (a s ) 0≤s≤1 with respect to the relative cycle C is defined to be the relative pairing between ch • (a s ) 0≤s≤1 and the character (ϕ 2k+1 , ψ 2k ), i.e.
A simple calculation shows the following formulas:
( 
is additive with respect to composition of paths.
In conjunction with Theorem 1.3, this has the following consequence. 
1.6. Illustration on a manifold with boundary. To give a concrete illustration of the preceding concepts in a familiar setting, we pause to consider the case of a compact n-dimensional manifold M with boundary ∂M . Let i : ∂M ֒→ M denote the inclusion and let ω ∈ Ω n−k (M ) be a fixed closed differential form. Set
:
(1.23)
with character is (ϕ k , ψ k−1 ) given by
this is a relative cyclic cycle, whose periodic cyclic cohomology class in HP • (C ∞ (M ), C ∞ (∂M )) corresponds, via the Connes-type isomorphism
to the class of the current defined by ω.
Restricting our attention to the odd case, we now assume that the cycle has degree 2k + 1 or, equivalently, that ω has degree n − 2k − 1. If g ∈ GL N (A), i.e. if g is a smooth map from M into GL N (C), then g represents an element of K 1 (M ) = K 1 (A). Denote by Ch DG (g) ∈ Ω odd (M ) the classical odd Chern character (in differential geometry) of this element in K 1 (M ). Explicitly, cf. e.g. [8, Prop. 1.4], one has
(1.25)
However, this pairing is not well-defined at the cohomology level, as both Ch DG (g) and ω represent absolute cohomology classes. Instead, let us consider a smooth admissible elliptic path (g s ) 0≤s≤1 in gl N (A) with g 0 = I. Admissibility means here that g 1 is invertible and that g s |∂M is invertible for all s. Thus, (g s ) 0≤s≤1 represents an element in the relative K 1 -group
and its divisor flow with respect to the relative cycle C = C ω is given by 26) which is a well-defined invariant of the K-theory 27) which is precisely the Poincaré pairing between the relative cohomology class of Ch DG (h 1 ) and the absolute cohomology class of ω.
2.
Divisor flow on algebras of suspended pseudodifferential operators 2.1. Parametric pseudodifferential operators and regularized traces. We start by fixing some notation. Let U ⊂ R n be an open subset. We denote by S m (U ; R N ) the space of symbols of Hörmander type (1, 0) (Hörmander [13] , Grigis-Sjøstrand [12] ). More precisely, S m (U ; R N ) consists of those a ∈ C ∞ (U × R N ) such that for multi-indices α ∈ Z m + , γ ∈ Z N + and each compact subset K ⊂ U we have an estimate
The best constants in (2.1) provide a set of semi-norms which give S ∞ (U ; R N ) := m∈R S m (U ; R N ) the structure of a Fréchet-algebra.
A symbol a ∈ S m (U ; R N ) is called log-polyhomogeneous (cf. Lesch [16] ), if it has an asymptotic expansion in S ∞ (U ; R N ) of the form
where a j ∈ C ∞ (U × R N ) and b lj (x, ξ) =b lj (x, ξ/|ξ|)|ξ| m j log l |ξ| for ξ ≥ 1. Here, (m j ) j∈N is a decreasing sequence with m ≥ m j ց −∞.
A symbol a ∈ S m (U ; R N ) is called classical, if it is log-polyhomogeneous and m j = m − j, k j = 0 for all j. In other words, log-terms do not occur in the expansion (2.2) and the degrees of homogeneity in the asymptotic expansion decrease in integer steps.
The space of log-polyhomogeneous symbols with m = m 0 in the expansion (2.2) is denoted by PS m (U ; R N ) and the space of classical symbols in S m (U ; R N ) by CS m (U ; R N ). Note the little subtlety that in view of the log-terms we only have
Fix a ∈ S m (U ; R n × R p ) (resp. ∈ CS m (U ; R n × R p )). For each fixed µ 0 we have a(·, ·, µ 0 ) ∈ S m (U ; R n ) (resp. ∈ CS m (U ; R n )) and hence we obtain a family of pseudodifferential operators parameterized over R p by putting
Hereby, d denotes (2π) −n/2 -times the Lebesgue measure on R n . We denote by L m (U ; R p ) the set of all Op(a) (plus parameter dependent smoothing operators), where a ∈ S m (U ; R p ), and by CL m (U ; R p ) the corresponding algebra of classical parameter dependent pseudodifferential operators.
Remark 2.1. In case p = 0 we obtain the usual (classical) pseudodifferential operators of order m on U . Parameter dependent pseudodifferential operators play a crucial role, e.g., in the construction of the resolvent expansion of an elliptic operator (Gilkey [9] ). The definition of the parameter dependent calculus is not uniform in the literature. It will be crucial in the sequel that differentiating by the parameter reduces the order of the operator. This is the convention e.g. of [9] but differs from the one in Shubin [23] . In Lesch-Pflaum [17, Sec. 3] it is shown that parameter dependent pseudodifferential operators can be viewed as translation invariant pseudodifferential operators on U × R p and therefore our convention of the parameter dependent calculus captures Melrose's suspended algebra from [19] .
For a smooth manifold M and a vector bundle E over M we define the space CL m (M, E; R p ) of classical parameter dependent pseudodifferential operators between sections of E in the usual way by patching together local data.
The suspension of a noncommutative space, i.e. a (Fréchet) algebra A, is defined to be as C 0 (R, A), the functions on R with values in A which vanish at infinity. In the pseudodifferential world the parameter dependent calculus is the "right" setting for considering pseudodifferential operator valued functions. In this sense CL 0 (M, E; R) should be viewed as the suspension (with unit) of the algebra CL 0 (M, E). It has been shown in [20] that the K-theory of CL 0 (M, E; R) indeed equals the K-theory of C 0 (R, CL 0 (M, E)) ++ (functions f (x) on R with values in CL 0 (M, E) which have limits proportional to the identity as x → ±∞).
As a side remark, we should mention that there still are some open questions in this picture, which deserve further attention. The true suspension is not contained in CL 0 (M, E; R), nor vice versa. The above mentioned isomorphism is abstract and it is not obvious that it is canonical, though the latter is very conceivable. It would be helpful to know that an element A ∈ CL 0 (M, E; R) has limits (in the operator norm on L 2 -space) as µ → ±∞. However, in this respect another strange thing happens. Since the (ordinary pseudodifferential) leading symbol of A(µ) is independent of µ it is clear that lim µ→∞ A(µ) ≡ A(0) modulo lower order terms. On the other hand, K-theoretically, CL 0 (M, E; R) is the algebra of pseudodifferential operator valued functions whose limits are proportional to the identity. These issues remain to be clarified in the future.
We now fix a compact smooth manifold M without boundary of dimension n. Denote the coordinates in R p by µ 1 , . . . , µ p and let C[µ 1 , . . . , µ p ] be the algebra of polynomials in µ 1 , . . . , µ p . By slight abuse of notation we denote by µ j also the operator of multiplication by the j-the coordinate function.
Then we have
Also ∂ j and µ j act naturally on PS ∞ (R p ) and C[µ 1 , . . . , µ p ] and hence on the quotient PS ∞ (R p )/C[µ 1 , . . . , µ p ]. After these preparations we can summarize some of the results of [17] .
Let E be a smooth vector bundle on M and consider A ∈ CL m (M, E; R p ) with m + n < 0. Then for µ ∈ R p the operator A(µ) is trace class hence we may define the function TR(A) : µ → tr (A(µ) ). The functional TR is obviously tracial, i.e. TR(AB) = TR(BA), and commutes with ∂ j and µ j . In fact, the following theorem holds: 
of TR to operators of all orders such that
This unique extension TR satisfies furthermore:
Sketch of Proof. We briefly present two arguments which explain why this theorem is true.
Taylor expansion.
Given A ∈ CL m (M, E; R p ). Since differentiation by the parameter reduces the order of the operator, the Taylor expansion around 0 yields for µ ∈ R p (cf. [17, Prop. 4 
.9])
Hence, if N is so large that m − N + n < 0, then the difference (2.5) is trace class and we put
Since we mod out polynomials the result is in fact independent of N . This defines TR for operators of all order and the properties (1)- (3) are straightforward to verify. However, (2.5) does not give any asymptotic information and hence does not explain that TR takes values in PS.
Differentiation and integration. Given
which again is of trace class if m − |α| + n < 0. Now integrate the function TR(∂ α A)(µ) back. Since we mod out polynomials this procedure is independent of α and the choice of antiderivatives. This integration procedure also explains the possible occurrence of log-terms in the asymptotic expansion and hence why TR ultimately takes values in PS. For details see [17, Sec. 4 
where p α is a polynomial of degree k(α). − R p f (x)dx is defined to be the constant term in this asymptotic expansion. This notion of regularized integral is close to the Hadamard partie finie. It has a couple of peculiar properties which were investigated in [16, Sec. 5] and [17] . The most important peculiarities are a modified change of variables rule for linear coordinate changes and as a consequence the fact that Stokes' theorem does not hold in general. The failure of Stokes' theorem is, as we will see below, the reason for the existence of the formal trace. The extended and the formal trace are explained best in terms of differential forms on R p with coefficients in CL
. . , dµ p ] be the exterior algebra of the vector space (R p ) * . We put
Then, Ω just consists of pseudodifferential operator-valued differential forms, the coefficients of dµ I being elements of CL ∞ (M, E; R p ). For a p-form A(µ)dµ 1 ∧ . . . ∧ dµ p we define the extended trace by
On forms of degree less than p the extended trace is defined to be 0. TR is a graded trace on the differential algebra (Ω, d). However, TR is in general not closed. The formal trace TR := dTR = TR • d is a closed graded trace of degree p − 1. It is shown in [17, Prop. 5.8] , [19, Prop. 6 ] that TR is symbolic, i.e. it descends to a well-defined closed graded trace of degree p − 1 on
Denoting by r the quotient map Ω → ∂Ω we see that Stokes' formula with "boundary" TR(dω) = TR(rω) (2. 
where S * p M := {(ξ, µ) ∈ T * M ×R p | |x| 2 +|µ| 2 = 1} denotes the p-suspended cosphere bundle, and σ m is the principal symbol map for parametric pseudodifferential operators of order m. This sequence is even topologically split, but we do not need this here.
2.3.
The divisor flow as a relative cyclic pairing. Let us consider now the above constructed suspended algebra CL ∞ 2k+1 of pseudodifferential operators on a compact manifold M with values in a bundle E → M . Since it gives rise to the short exact sequence of local Banach algebras (2.12), we are in a relative situation and can apply the abstract results of the first part to the cycle with boundary (Ω, ∂Ω, r, ̺, TR, TR) defined in Section 2.1.
Therefore, assume to be given a smooth family A s ∈ CL ∞ 2k+1 , s ∈ [0, 1], of elliptic operators of some fixed order m ∈ N such that A 0 and A 1 are invertible. According to Prop. 1.1, the family A s gives rise to the relative cyclic cycle ch
Following the ideas from Section 1.5, one can pair this cyclic cycle with the character (ϕ 2k+1 , ψ 2k ) of (Ω, ∂Ω, r, ̺, TR, TR) to obtain the divisor flow of the suspended algebra of pseudodifferential operators. Since
14) 15) one then gets for the divisor flow 
Additivity and integrality of the divisor flow. Let
be invertible. The expression
occurring in the definition of the divisor flow has been investigated in [19] in the case k = 0 and in [17] in general. In the case k = 0, (2.17) extends to a homomorphism from K 
Remark 2.7. For k = 0 the theorem is trivial and for k = 1 it follows from (2.18). However, the higher cases are more subtle and their discussion will take up the rest of this section.
For the proof of the theorem we proceed in several steps.
Reduction to constant path.
Lemma 2.8. is invertible. Then applying Lemma 2.8 we find
The right hand side is independent of B ′ . Eq. 2. Reduction to the finite-dimensional case. By Lemma 2.9 and the homotopy invariance of the divisor flow we need to prove (2.21) for one representative (A s ) 0≤s≤1 of each class in the relative K 1 -group K 1 (CL 0 2k+1 , CS 0 2k+1 ) and one constant invertible B q for each q. Next we are going to choose convenient B q . Choose a riemannian metric on M , a hermitian metric on E as well as a metric connection on E. Denote by ∆ E the connection Laplacian acting on sections of E. Then ∆ E is a non-negative self-adjoint elliptic differential operator. Put
Then B q is an invertible element in CL q 2k+1 . It has the nice property that the operators B q (µ) commute and have a joint spectral decomposition. Since there is an inclusion
2k+1 which induces an isomorphism in K-theory, we may represent a class in K 1 (CL 0 2k+1 , CS 0 2k+1 ) in the following form:
A s (µ) = I + sg(µ)P, (2.24) where P is a spectral projection of ∆ E of sufficiently high rank and g : R 2k+1 −→ End(im P ) is a smooth function with compact support such that I + g(µ) is invertible.
The spectral projection P reduces the operator A s as well as B q . Although P is not in the parametric calculus, a direct calculation of TR shows that the divisor flow of (A s ) 0≤s≤1 equals the divisor flow of the finite-rank family (P A s P ) 0≤s≤1 . Also, the divisor flow of (A s B) 0≤s≤1 equals the divisor flow of the finite-rank family (P A s BP ) 0≤s≤1 .
Hence we are reduced to prove Theorem 2.6 in the case M = {pt}:
is nothing but the algebra of End C N -valued symbols of Hörmander type (1, 0). The divisor flow makes perfectly sense for admissible paths of elliptic elements of A ∞ . The theorem will now follow from Lemma 2.9 and the following lemma. 
Proof. As noted at the beginning of this section, the case k = 0 is trivial, so we assume k ≥ 1 and abbreviate ω s := A −1 s dA s and η s := B −1 s dB s . Then ω s satisfies dω
(2.27) Since B s is a scalar function, we find Next we deal with the ingredients of the divisor flow.
Now the expression inside TR is exact. Namely, taking into account that B is central, one sees as in the proof of [17, Prop. 6.3] that
and since TR is a closed graded trace, we conclude that (2.31) vanishes. Furthermore, since (ω s +η s ) 2k = ω 2k s , the two integrands in the third term of (2.16) coincide for A s B s and for A s . Finally, since η 2 s = 0, the third term of (2.16) vanishes for B s and we are done.
As a consequence of the additivity and of the K-theoretic interpretation of the divisor flow we can now prove its integrality. This generalizes [19, Prop. 8] . Every element of K 1 (CL 0 2k+1 , CS 0 2k+1 ) can be represented in this way. Indeed, by excision and the well-known fact that dense subalgebras which are stable under holomorphic functional calculus have the same K-theory as the original algebra
Hence it suffices to prove that the divisor flow of (A s ) is integral and that an (A s ) of the form (2.36) and of divisor flow 1 exists. Since σ(A s ) = 1 and A 0 = I, the divisor flow equals
The latter is nothing but the odd Chern character of g [8, Prop. 1.4]. The odd Chern character is known to be an isomorphism from K 1 (C 0 (R 2k+1 )) onto Z and we reach the conclusion. Here, c k is the constant from (2.16), and the reader should be warned that it is different from the c k of [17] . The right hand side of (2.46) has been studied extensively in loc. cit. Up to a sign, it was called the (parametric) −1 dD
