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We derive bounds on angle-integrated absorption and thermal radiation for arbitrary bodies (of
prescribed material susceptibility and domain size) that account for both the per-volume limit on
polarization response set by the optical theorem and geometry specific finite size constraints imposed
by the interplay of material and radiative losses. We then consider these bounds in a number of
common settings, comparing against prior limits as well as nearly optimal structures discovered
using topology optimization, and show that they properly capture the transition from the volume
scaling characteristics of deeply subwavelength objects (nanoparticle radius or thin film thickness)
to the area scaling of the blackbody in the ray optics limit.
Motivated by the increasing control of light offered
by micro and nanoscale structuring [1, 2], impetus to
find upper bounds on absorption and thermal radiation
analogous to the blackbody limits for geometries that
violate the assumptions of ray optics (nanoparticles [3],
thin films [4], photonic crystals [5, 6], etc.) has steadily
grown over the past several decades. It is now long es-
tablished that the absorption cross-section of a compact
object can be much greater than its geometric area [7–12]
(resulting in “super-Planckian” emission), and that thin
films can achieve very high absorptivity via surface tex-
turing [13, 14]. A limit applicable for all length scales and
materials could both provide insight into these represen-
tative phenomena and guide efforts in related application
areas such as LEDs [15, 16], photovoltaics [17–19], and
photon sources [20–22].
Development of bounds for arbitrary objects, Fig. 1,
has primarily followed from two overarching strategies:
modal decompositions based on quasi-normal, Fourier
and/or multipole expansions [23–31], relating an object’s
absorption cross-section to the number of excitable op-
tical modes (radiation channels), or conservation prin-
ciples, utilizing energy [32, 33] and/or spectral sum
rules [34–36] to determine the achievable optical response
of a medium. Separately, each of these approaches
present challenges for use in photonic design. Modal
decompositions tend to inherently incorporate the spe-
cific size and shape characteristics of a body, and hence
require enumeration and characterization of the rele-
vant participating modes [24, 37, 38]. Although funda-
mental considerations (transparency, constraints on en-
ergy, object sizes, etc.) have been employed in this re-
gard [26, 31, 39], present cut-offs do not tightly bound po-
tential properties when considering an arbitrary compact
geometry, particularly when applied to metallic nanopar-
ticles and antennas [25, 33, 40]. Conversely, conserva-
tion principles, which provide bounds on a medium’s po-
larization response limited by intrinsic dissipation, nat-
urally reproduce the volumetric scaling of absorptivity
for deeply subwavelength objects (and are highly accu-
rate in the special case of weak polarizability for this
regime [33]). However, due to the implicit reliance of
FIG. 1. Schematic of investigation. To what extent does
the material response (electric susceptibility χ), and a bound-
ing domain (volume V ) constrain the thermal emission and
integrated absorption characteristics of an arbitrary object?
these bounds on uniform fields and their neglect of finite
size effects, the same volumetric scaling persists for all
length scales. As a consequence, conservation bounds
rapidly become too loose when applied beyond quasi-
static settings, yielding unphysical divergences with both
increasing object size and material response.
In this article, we derive bounds on thermal radiation
and absorption that combine these two approaches, link-
ing the impact of material response with the influence
of an object’s size and shape on scattering. The result
is applicable to objects of any size, exhibiting a smooth
transition in absorptivity from the volume scaling of the
quasi-static regime to the area scaling of macroscopic
ray optics. Further, the bounds always asymptotically
approach the blackbody limit regardless of material re-
sponse (when all characteristic lengths are large) and di-
verge logarithmically—rather than quadratically—with
material response for compact domains. Finally, we com-
pare the present results to prior bounds and structures
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2discovered using topology optimization, realizing a vari-
ety of examples (both metallic and dielectric) that nearly
achieve the predicted limits.
RESULTS
Derivation—Thermal radiation for any object at a
given angular frequency ω and temperature T
H (ω, T ) = Π (ω, T ) Φ (ω) (1)
can be expressed in terms of its scattering characteristics
through the T operator (reviewed in Appendices) and the
vacuum Green function Gvac [41] as
Φ =
2
pi
Tr
[
Asym {Gvac} (Asym {T} − T†Asym {Gvac}T)] ;
(2)
where Π (ω) = ~ω/ (Exp (β~ω)− 1) with (β = kBT ) is
the Planck energy of a harmonic oscillator, Tr [. . .] de-
notes the trace, and Asym {T} = (T− T†) /2i denotes
the asymmetric component of an operator. By Kirch-
hoff’s law [42] (2) also equals any object’s angle inte-
grated absorption. (Another derivation of (2) is given
in our recent work on bounds for radiative heat trans-
fer [43].) To constrain the magnitude of this expression
we begin by recalling two properties of the involved op-
erators. First, the optical theorem requires the singular
values of the T operator to be bounded above by the
material figure of merit,
ζ =
|χ (ω)|2
Im [χ (ω)]
, (3)
i.e. ‖T‖2 ≤ ζ. This fact, previously derived in Ref. [33]
through variational optimization, sets a physical limit
on the magnitude of the polarization that can arise for
any incident field. Second, because Asym {Gvac} is real-
symmetric positive-definite, it can be expressed via a sin-
gular value decomposition as
Asym {Gvac} =
∑
i
ρi |qi〉〈qi| . (4)
Together, these two considerations (see Appendices) are
sufficient to show that any optimal T operator should
be diagonalizable in the basis of singular vectors of
Asym {Gvac} and have purely imaginary eigenvalues:
T =
∑
i
iτi |qi〉〈qi| , (5)
with τi ∈ [0, ζ]. Applying (5) to (2) and maximizing
the contribution of each singular value subject to the
material constraint yields
Φopt =
1
2pi
∑
i
Θ (2ζρi − 1)
+
2
pi
∑
i
ρiζ (1− ρiζ) Θ (1− 2ζρi) , (6)
where Θ is the Heaviside step function. Based on the
criterion ρiζ ≥ 1/2, each index of (6) produces either
the maximum entropy flow per channel (Landauer
bound) contribution of 1/4 [44, 45], or the material
limited contribution of ρiζ (1− ρiζ), with saturation of
absorption occurring under the rate matching condition
of equal dissipative and radiative loss rates. A proof
that (6) is domain monotonic is given in Appendices.
Analysis—While (6) is straightforward to com-
pute for any geometry of interest (elongated cylinders,
disks, spheres, extended films, etc.) using numerical
methods [46, 47], it is also well approximated by a
simplified model that is amenable to semi-analytic
evaluation for highly symmetric domains. Specifi-
cally, for the representative case of a spherical domain
(and homeomorphisms thereof), the singular values of
Asym {Gvac} display a natural split: up to some length
scale dependent index they are essentially constant,
then, after a brief transitional knee, they begin to decay
as a geometric factors over factorials. (Corroborating
details for this statement are included in Appendices.)
For small enough ζ or domain volume, the knee is small
and the contribution of the tail region is insubstantial.
As such, there is typically little difference between
evaluation of (6) with the set of optimal {τi}, and
evaluation with a single optimized τsc. Within this
scalar approximation, the optimal flux corresponding to
a domain of volume V is given by
Φsc (τsc, V ) = τsc
∫
V
dr Asym {Gvac (r, r)}
−τ2sc
x
V
dr dr′Asym {Gvac (r, r′)}2 . (7)
The linear coefficient of τsc in (7) is the local density of
states integrated over the volume of the domain. By it-
self, this whole term is maximized when τsc = ζ, and un-
der this saturation of the material response, it is larger
than either the full form (6) or (7). Interestingly, it is
also the result of applying the per-volume (geometry in-
dependent) optical response limit described in Ref. [33] to
angle integrated absorption over a region, and similar to
the local density of states light trapping bound given in
Ref. [32]. Due to these connections with prior literature,
ΦBorn (V ) = ζ
∫
V
dr Asym {Gvac (r, r)} (8)
serves as a useful comparison for our present investiga-
tion, and is subsequently referred to as a Born bound,
owing to its neglect of higher-order scattering present in
the second term. For any combination of parameters
Φsc ≤ Φopt ≤ ΦBorn. (9)
3FIG. 2. Upper bounds on angle-integrated absorption and thermal radiation for compact and extended bodies.
The figure shows the absorptivity (Φ normalized by area A) bounds Φopt (orange lines) and ΦBorn (purple lines), along with
the approximation Φsc (green lines), for several values of the material figure of merit ζ = |χ|2/Im [χ] at a fixed wavelength λ.
These quantities are shown as a function of the wavelength normalized radius R of an enclosing sphere (a), and thickness h of
a semi-infinite film (b). Even for small characteristic lengths ({R, h} ≤ 0.1λ) Φopt is orders of magnitude smaller than ΦBorn.
Notably, high absorptivity is seen for certain subwavelength domains (nanoparticles and thin films).
The quadratic coefficient of τ2sc in (7),
Ccorr (V ) =
x
V
dr dr′ Asym {Gvac (r, r′)}2 , (10)
which we designated as the domain correlation, is less
familiar, but still intuitive. The presence of strong
polarization currents, necessary for strong per-volume
absorption, leads to size dependent scattering and
radiative loses; in turn, these effects decreases possible
absorption. The competition between these two terms
mirrors known features of absorption and scattering
cross-sections for highly subwavelength objects (e.g.
metallic antennas): absorption ∝ V and scattering
∝ V 2 [24, 28]. (6) and (7) are natural extensions, with
the (ρiζ)
2
terms representing per-channel scattering
losses due to finite object sizes.
Examples—Evaluations of (6), (7) and (8) for
two prototypical domains are shown in Fig. 2. Due to
the high symmetry of these geometries, semi-analytic
evaluation is manageable and carried out in Appen-
dices. We begin with panel (a) investigating spherically
bounded volumes. In the quasi-static regime, R/λ  1,
(6) is almost entirely determined by the first singular
value ρ1 of Asym {Gvac} (the monopole). Yet, although
(∀i 6= 1) ρ1/ρi  1, ρ1 is still small compared to ζ for
the (realistic) material factors shown here. This results
in absorption being dominated by material dissipation.
Accordingly, Φopt ≈ Φscal ≈ ΦBorn so that, normalizing
by the surface area of the sphere, all three forms scale
∝ 23piζR/ (3λ).
As the domain grows, so too do the values of ρi, and
the agreement of Φopt and Φsc with ΦBorn breaks down.
From the perspective of radiative emission, finite size or
“wave” effects (scattering, interference, correlation, etc.)
eventually preclude the possibility that every position in
a domain can act as an independent perfect emitter sat-
urating the material figure of merit. These effects cause
the normalized magnitudes of Φopt and Φsc to drop, reg-
ularizing the volumetric divergence of ΦBorn. For a fixed
radius, as discussed in Appendices, the growth of (6) with
ζ compared to (8) is also greatly reduced.
The differences caused by these corrections become in-
creasingly pronounced as the domain grows comparable
or greater than the wavelength, R & 0.5λ. Essentially, as
the domain expands, an increasing number of channels
(higher-order multipoles) become saturated. This leads
to the steps seen in Φopt, and for values greater than
R ≈ 0.2λ causes the domain correlation to tend rapidly
to the asymptotic value Ccorr (R) ≈ 23pi5 (R/λ)4. Se-
lecting the optimum τsc (in this limit) of τsc =
(
pi2R/λ
)
yields the asymptotic scalar approximation
Φsc (R) ≈ 2
3
32
4pi (R/λ)
2
, (11)
which is 8/9 of a perfect spherical absorber in the ray
optics limit. Although Φopt and Φsc do not perfectly
agree in the intermediate range of 10−2 . R/λ . 1, as a
result of the previously mentioned knee in ρi, their overall
characteristics are largely similar. In the large R/λ limit,
Φopt always asymptotes to a perfect spherical absorber,
ie. the blackbody limit applied to a ball, independent of
the chosen material.
Analogous results for an extended body (infinite area
4FIG. 3. Comparison of bounds with geometries discovered by inverse design. The figure plots the absorptivity
(Φ over area A) of structures discovered using gradient topology optimization for a variety of metallic (a) and dielectric (b)
materials of susceptibility χ, characterized by the material figure of merit ζ = |χ|2/ Im [χ]. For comparison the bounds Φopt
(6) and ΦBorn (8), and the scalar approximation Φsc (7) are also depicted. For panel (a), all structures are bound by a ball of
radius R = 0.05λ. For panel (b), the confining domain is a ball of R = 0.5λ. The inset provides a visualization of the structure
(exterior and xy-plane cut) for the rightmost black square. The observation that optimized structures come within factors of
unity from our bounds and the scalar approximation provides case evidence of the tightness of (6) and usefulness of (7).
A and finite thickness h) are shown in Fig. 2 (b). In this
situation, as derived in Appendices, one finds that
Ccorr (V ) = A c (h) ,
so that
Φsc (h) /A = 2
3pi (h/λ) τsc − c (h) τ2sc. (12)
The optimal value of τsc is then given by τsc =
min
{
ζ, 2pi2 (h/λ) /c (h)
}
, where c (h) is a monotonic in-
tegral trigonometric function of thickness. As before,
in the deeply subwavelength limit h  λ one recovers
ΦBorn, as absorptivity is closely approximated by the in-
ternal density of states; in the limit of large thickness
h  λ (ray optics) both Φsc and ΦBorn become inde-
pendent of material and reproduce the blackbody limit
for a solid angle of 4pi steradians. Some disagreement
between (6) and (7) is observed for “intermediate” thick-
nesses, h/λ . 10−1. However, in the Fourier description
of Asym {Gvac}, this difference results from oscillations
in the singular values, which are damped as the thickness
increases. The finding that Φopt does not disqualify the
possibility of near unity absorptivity in extremely thin
films is tacitly supported by a growing number of studies
in 2D materials and meta-surfaces [48–50].
Case evidence for the tightness of (6) is presented in
Fig. 3. Using a gradient topology (density) optimiza-
tion design algorithm [2, 51], see Appendices, two of the
major features of Φopt for a spherically bounded domain
are explored: the separation of ΦBorn from Φopt and Φsc,
panel (a) R/λ = 0.05, and the separation of Φopt from
Φsc, panel (b) R/λ = 0.5. As was previously remarked
by Miller et al. [33], in the quasi-static regime ΦBorn is
attained for a plane wave polarized along the axis of an el-
lipsoidal metallic particle, given a properly chosen aspect
ratio. For small values of ζ this ratio is near unity and
resonant metallic structures (Re [χ] ≈ −3) matching all
three bounds are easily discovered. As ζ moves to mod-
erate values the aspect ratio required for an ellipsoidal
particle to match ΦBorn becomes increasingly extreme.
Due to our choice of a spherical boundary, the discovered
structures begin to deviate considerably from ΦBorn, but
continue to come within a factor of 2 of Φopt for ζ as
large as 103. Past this material figure of merit, numeri-
cal issues impede our present algorithms and it remains
to be seen to what extent the roughly order of magni-
tude headroom allowed by Φopt is accessible (ζ . 105 is
attained by some metals in the infrared [52]). The data
trend suggests that Φsc may be more realistic for such a
deeply subwavelength domain. Intuitively, the dominant
singular vectors of Asym {Gvac} show qualitatively simi-
lar radial characteristics, and this makes creating multi-
ple distinct polarization responses difficult.
Results for the larger domain, Fig. 3 (b), nevertheless
prove that Φsc can be surpassed. One such example is
depicted in the right inset (full view and xy-plane cut),
corresponding to the rightmost black square of the plot.
In agreement with the assumptions made in reaching (6),
the T operator for this dielectric structure (χ = 20 + 4i,
Φ = 0.60 Φopt) is found to be nearly diagonal in the basis
of Asym {Gvac} and have almost completely imaginary
5eigenvalues. Supporting data and additional details are
given in Appendices. (Note that metals in non-spherical
domains may nearly saturate the bounds for wavelength-
scale volumes.)
DISCUSSION
There are a number of practical points that should be
considered when making use of (6), or comparing to prior
work. First, Φopt represents a bound on thermal emis-
sion and integrated absorption for a given domain and ζ
factor. By choosing different geometries (elongated cylin-
ders, disks, spheres, extended films, etc.) and material
parameters, (6) can be applied to any desired context,
but the connection to the confining volume is an essen-
tial feature. Second, there is no universal guarantee of
tightness. Beyond the demonstrated agreement of the
bounds with known quasi-static and ray optics asymp-
totics, the only a priori guarantee we have given is do-
main monotonicity. In all likelihood, there are certain
volumes and material parameters where the value of Φopt
will be considerably larger than the true Φ of any prac-
tical structure. This caveat is especially relevant to the
results of Fig. 3 concerning objects with small charac-
teristic length scales, which remain prime candidates for
realizing extremely high-field intensities, absorption cross
sections, and super-Planckian emission in the present
bounds. Next, while the example domains we have ex-
plored are highly symmetric, we stress that the approach
itself does not rely on any symmetry, or for that matter
connectedness, of the domain. Numerical singular value
decomposition is agnostic to these features. As previ-
ously suggested, Φopt can be interpreted as the extension
of prior multipole analysis to general domains with the
crucial addition that an upper bound is set on the number
modes which may possibly contribute through a combi-
nation of the pseudo-rank of the imaginary part of the
vacuum Green function (Asym {Gvac}) and the material
figure of merit (ζ) (3). We foresee this rank revealing ca-
pability possibly providing a number of benefits for future
practical design and optimization studies. Finally, while
differences do exist, much of what has been developed in
this manuscript is applicable to the related problem of
light extraction (from incident planewaves or individual
dipolar emitters) with applications to solar cells, light-
emitting diodes, and single-photon emitters.
In summary, using purely algebraic arguments, we
have amalgamated two previously considered approaches
to derive limits on thermal emission and optical absorp-
tion (modal analysis and passivity). This has led to
bounds (6) that are simple to compute and incorporate
two of the primary considerations of actual design: the
material the device will be made of and the volume within
which it will be confined. The bounds are applicable to
objects of any size, agreeing with known large and small
length scale limits, and display a more realistic depen-
dence (logarithmic versus quadratic divergence) on the
material figure of merit |χ|2 /Im (χ) than previous ab-
sorptivity limits for compact objects. Using a topology
optimization algorithm, we have also provided sample
structures for a number of different materials (metals
and dielectrics) that nearly achieve the predictions of the
bounds, giving case evidence for their tightness.
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APPENDICES
T operator properties—Following the Lippmann-
Schwinger approach to scattering [53], the T operator
is formally defined through the self-consistent equation
E = Einc +GvacVE, (13)
as
T−1 = V−1 −Gvac, J = TV−1Jinc, (14)
with the “inc” subscript denoting an initial (freely inci-
dent) current (field), Gvac the vacuum Green function,
and V a generalized electromagnetic susceptibility. A
lack of any subscript indicates total field quantities. The
singular value condition quoted in the main text is de-
rived by applying these definitions to the passivity condi-
tion that the power scattered by a medium must always
be a positive quantity. That is, Pscat = Pext − Pabs ≥ 0.
Using the fact (Kong [54]) that
Pext =
ko
2Z
Im [〈Einc|V|E〉] , (15)
Pabs =
ko
2Z
Im [〈E|V|E〉] (16)
with ko = ω/c, Z =
√
µ0/0, given an arbitrary initial
current source |Jinc〉, passivity then implies that
Im
[〈Jinc ∣∣V−1†TV−1∣∣Jinc〉] ≥
Im
[〈Jinc ∣∣T†V−1†V−1†TV−1∣∣Jinc〉] , (17)
6and in turn,∣∣∣∣Asym {T} − T†Asym{V−1∗}T∣∣∣∣
2
≥ 0. (18)
Making the assumption of a local, linear, isotropic, non-
magnetic media so that V = χ (ω) I, the singular values of
T are thus bounded by the material factor quoted in the
main text. An alternative derivation of this bound was
obtained by Miller et al.[33] based on passivity, known as
the optical theorem, and variational optimization.
The above properties also validate the act of decou-
pling the singular values of Asym {Gvac} (the collection
{ρi}) from the actual volume of the object used in deriv-
ing (6) (additional details below). T takes free electric
fields and produces total polarization currents—which
are automatically confined to the material body. Hence,
in applying (2) the domain of Asym {Gvac} may freely
be taken to be larger than that of the object (the domain
of T). Any mismatch between the domain of the object
and the domain of Asym {Gvac} technically reduces
||T|| below (3), but accounting for this change simply
produces a slightly stronger, more complex, version of
(6).
Optimal T operator.—The stated properties of
an operator maximizing Φ follow from considering (2) in
terms of (4):
Φ =
2
pi
(∑
i
ρi
(
Im [〈qi |T|qi〉]− ρi |〈qi |T|qi〉|2
)
−
∑
{(i,j)|i 6=j}
ρiρj
∣∣〈qi |T|qj〉∣∣2
)
. (19)
In this setting, consider T as some operator in the space
{T 3 ||T||2 ≤ ζ & Asym {T} positive semi-definite} ,
(20)
and disregard all other physical constraints. Two charac-
teristics of an optimal element in this set are clear. First,
(∀ i 6= j) ρiρj
∣∣〈qi |T|qj〉∣∣2 ≥ 0,
and so the appearance of any cross-terms (〈qi |T|qj〉)
will always decrease (19). Therefore, any optimal oper-
ator must be diagonalized in the basis of Asym {Gvac}.
Second, the angle of the response in the complex plane
only influences the first (positive) piece of the above sum,
and so the value of (19) will peak when
(∀i) atan
(
Im [〈qi |T|qi〉]
Re [〈qi |T|qi〉]
)
=
pi
2
.
Therefore, any optimal T in (20) is simultaneously diag-
onalizable with Asym {Gvac} and has purely imaginary
eigenvalues.
Domain monotonicity– Let U be a subdomain
of D, and
Asym
{
Gvac
U
}
=
∑
i
ui |ui〉〈ui|
Asym
{
Gvac
D
}
=
∑
i
di |di〉〈di| (21)
be the vacuum Green functions for each of these vol-
umes. Assume that these sums are finite. The first sin-
gular vector, corresponding to the largest singular value,
is equivalent to the complex vector field f (r) maximizing
the integral
x
V
drdr′ f∗ (r) Asym {Gvac} (r, r′) f (r′) (22)
subject to the constraint,
∫
V
dr f∗ (r) f (r) = 1.
It is clear that moving to a larger volume is always
favourable in this context. In the worst case f (r) simply
does not change. Hence, that the largest singular value
of Asym {Gvac} is domain monotonic. Now, suppose
that all singular values up to i = N have been shown
to be domain monotonic so that (∀i ≤ N)ui ≤ di, and
consider i = N + 1. Recall that the N + 1 singular
vector |dN+1〉 is defined by the property of maximizing
〈dN+1 |Asym {Gvac}|dN+1〉 subject to the constraints
(∀i ≤ N) 〈di|dN+1〉 = 0 and 〈dN+1|dN+1〉 = 1. Take
pi
U
|di〉 to be the projection of |di〉 onto the subdo-
main U . If
∑N
i=1 piU |di〉 spans
∑N
i=1 |ui〉, then we
essentially return to the case of the first singular
vector. |uN+1〉 is orthogonal to all piU |di〉 3 i ≤ N ,
and zero outside U . Therefore, it is orthogonal to all
|di〉 3 i ≤ N . Since 〈uN+1
∣∣Asym{Gvac
D
}∣∣uN+1〉 =
〈uN+1
∣∣Asym{Gvac
U
}∣∣uN+1〉, with the added freedom
of the additional volume we must have dN+1 ≥ uN+1.
If
∑N
i=1 piU |di〉 does not span
∑N
i=1 |ui〉, then some
elements of {|ui〉 3 i ≤ N} are orthogonal to all piU |di〉.
Select one such vector and denote it as |uα〉. Since
uα ≥ uN+1, by the preceding argument dN+1 ≥ uN+1.
Singular values for balls—To derive the singu-
lar values of Asym {Gvac} for a ball we have followed
the formulation in Tsang et al. [55]. In this work, it is
shown that
Asym {Gvac} (ra, r′a) = k3o
∞∑
l=1
l∑
m=−l
(−1)m
2∑
j=1
rS
(j)
l,m (r, θ, φ)⊗ rS(j)l,−m (r′, θ′, φ′) (23)
7where
rS
(1)
lm (r, θ, φ) =
√
2l + 1
4pil (l + 1)
jl (r) V
(3)
lm (θ, φ)
rS
(2)
lm (r, θ, φ) =
√
2l + 1
4pil (l + 1)
( l (l + 1)
r
jl (r) V
(1)
lm (θ, φ)
+
1
r
d (r jl (r))
dr
V
(2)
lm (θ, φ)
)
. (24)
In these definition, V
(α)
lm are the vector spherical harmon-
ics, obeying the orthogonality conditions∫
dΩ V
(α)
lm (θ, φ) V
(β)
l′m′ (θ, φ)
= δα,βδm,m′δl,l′
{
(−1)m 4pi2l+1 , α = 1
(−1)m 4pil(l+1)2l+1 , α = {2, 3}
(25)
(As the spherical harmonics are unaffected by projec-
tion into a connected volume, the program given below
is also valid for shells and other homeomorphic domains.)
Comparing (23) with a standard singular value decom-
position, we equate the value of the inner product of the
vector pairs forming the above outer products with the
singular values of Asym {Gvac}. Performing the angular
integrals over the vector spherical harmonics, results in
two types of singular values
ρ
(1)
lm =
R∫
0
dr r2 j2l (r)
=
piR2
4
(
j2l+ 12
(R)− jl− 12 (R) jl+ 32 (R)
)
ρ
(2)
lm =
R∫
0
dr r2
(
l + 1
2l + 1
j2l−1 (r) +
l
2l + 1
j2l+1 (r)
)
=
piR2
4
(
l + 1
2l + 1
(
j2l− 12 (R)− jl+ 12 (R) jl− 32 (R)
)
+
l
2l + 1
(
j2l+ 12
(R)− jl+ 52 (R) jl+ 32 (R)
))
(26)
where each l index has a multiplicity of (2l + 1) and R
is the radius of the ball normalized by ko = 2pi/λ. For
large values of R, R 
∣∣∣(l ± n/2)2 − 1/4∣∣∣, each of these
singular values begins to scale as ∝ piR. For small argu-
ments 0 < R  √l ± n/2 + 1 the Bessel functions scale
as
jl±n/2 (R) ∝
√
pi
2Γ
(
l + 3±n2
) (R
2
)l±n/2
(27)
so that the l = 1 term gives volumetric scaling. This
asymptotic behaviour is the basis for the statement made
in the main text that for a spherical bounding volume the
singular values display a tail that decays as geometric
factors over factorials. Past some index, (27) is always a
close approximation of the true value of the Bessel func-
tion, independent of the value of R.
To see that this asymptotic also implies sub-
logarithmic scaling with ζ, consider the first type of sin-
gular values in the limit of (27)
ρ
(1)
lm ≈
pi
22
(
R
2
)2
1
(l + 1)! (l + 2)!
. (28)
(The same analysis applies to the second type of singular
values.) Suppose that ζ = ρ
(1)
lm . Summing the remaining
(unsaturated) linear term of (6) we then have
∞∑
l+1
(2l + 1) ρ
(1)
lmζ =
r2
4 (l + 2) (l + 3)(
(2l + 1) HypGeo
(
1, {3 + l, 4 + l} , R
2
4
)
+ 2 HypGeo
(
1, {3 + l, 4 + l} , R
2
4
))
, (29)
where HypGeo is the generalized hypergeometric func-
tion. If ζ is large then l will also be large, and (29) is
both small and only weakly dependent on the value of
l. Therefore, the growth in Φ produced by growth in ζ
results, to increasingly good accuracy, from the contri-
bution of the nearest unsaturated singular value. In this
large l and ζ limit, applying Sterling’s approximation to
(28) shows that the dependence of l on ζ is
(2l + 3)
(
ln
(
2 (l + 1)
R
)
− 1
)
= ln (ζ)− ln
(pi
2
)
, (30)
where ln (. . .) is the natural logarithm. The leading
order terms of this expression give the stated scaling.
Singular values for films—Calculation of the
singular values for films of thickness h follows a sim-
ilar procedure to that of a ball. Using results from
Tsang et al. [55] and Kru¨ger et al. [41], the imag-
inary part of the Green function can generally be
decomposed in terms of “regularized” spectral basis as
Asym {Gvac} = ∑j∈prop |Eregj 〉〈Eregj |. The “propagat-
ing” basis functions of this set are orthogonal to one
other (though not necessarily self-normalizable), and
form a complete set both at the origin and at infinity.
In particular, considering the in-plane wavevector
k = kxex+kyey ∈ R2, the basis functions can be written
as plane waves Eregs,p(k, r), with s ∈ {−1, 1} denoting the
parity and p ∈ {M,N} the polarization. The vacuum
Green function in this basis then takes on the form
Asym {Gvac} (r, r′) =∑
p,s
∫
|k|≤k0
Eregs,p(k, r)⊗Ereg∗s,p (k, r′)
d2k
(2pi)2
, (31)
8with singular vector functions given by
Ereg+,M (k, r) =
iko e
i(kxx+kyy)
√
2kz|k|
(kyex − kxey) cos(kzz)
Ereg−,M (k, r) =
−iko ei(kxx+kyy)√
2kz|k|
(kyex − kxey) sin(kzz)
Ereg+,N (k, r) =
ei(kxx+kyy)√
2kz|k|
(
|k|2 cos(kzz)ez
− ikkz sin(kzz)
)
Ereg−,N (k, r) =
ei(kxx+kyy)√
2kz|k|
(
ikkz cos(kzz)
− |k|2 sin(kzz)ez
)
(32)
in position space, where kz =
√
k20 − |k|2 is real and
nonnegative by virtue of the restriction to propagating
waves. The inner products may then all be written as
〈Eregs′,p′(k′),Eregs,p(k)〉 = ρs,p(k)(2pi)2δ2(k− k′)δs,s′δp,p′
(33)
due to the orthogonality of these basis functions. This
immediately yields the desired singular values corre-
sponding to each k:
ρ±,M (k) =
k2oh
4
(
1± sin(kzh)
kzh
)
ρ±,N (k) =
k2oh
4kz
(
1± sin(kzh)
kzh
)
∓ sin (kzh)
2
. (34)
Scalar approximation for films—Computation of the
domain correlation factor (10) for the scalar approxima-
tion of a film of thickness h is most conveniently carried
out by expressing the vacuum Green function in Fourier
domain as
Asym {Gvac} (r, r′) =
lim
η→0
k2o
∫
d3k
(2pi)3
2koη e
ik·(r−r′) (p⊗ p′ + s⊗ s′)
(|k|2 − k2o − i2koη) (|k|2 − k2o + i2koη)
,
(35)
with p and s denoting two orthogonal polarizations.
Skipping some straightforward but tedious integration
details, one finds that in the limit that η → 0 the only
contribution that does not vanish is
x
dr dr′(Asym {Gvac (r, r′)})2 = A
h/2x
−h/2
dz dz′
lim
η→0
∞∫
0
dk
2
k
|kz|2
(
e2ikz|z−z′| + e−2ik∗z |z−z′|
)
,
where we have defined kz =
√
|k|2 − k20 + 2iηk0. Mak-
ing the coordinate transformation u = kz, the path of
integration is found to begin at u = 1, move towards
the origin (approximately along the real axis), and then
curve to asymptotically follow the imaginary axis toward
∞. In the limit η → 0, normalizing by ko, this path is
described to arbitrary accuracy by integrating backwards
from 1 to
√
2η, moving along a circular contour to
√
2ηi
and then proceeding along the imaginary axis. Explicitly,
this leads to the integrals
∞∫
1
du
e−2u|z1−z2|
u
+
1∫
√
2η
du
e−2u|z1−z2| − cos (2u |z1 − z2|)
u
− i
pi/2∫
0
dθ e−2
√
2η|z1−z2| sin(θ)cos
(
2
√
2η |z1 − z2| cos (θ)
)
.
(36)
The first and second contributions can be broken into
known special functions, while the third can easily be
handled with a numeric procedure in the limit. Evaluat-
ing these results over the remaining z coordinate integrals
yields
x
dr dr′(Asym {Gvac (r, r′)})2 = Ac (h) , (37)
where c (h) is a function of the wavelength normalized
thickness given by
c(h) =
1− cos (2pih)
4
+ 2pih sin (2pih) cos (2pih) +
(2pih)
2
(pi
2
− CosInt (4pih)
)
(38)
In the large h limit, c (h) rapidly asymptotes to h2.
Inverse design—To explore the largest possible
design space, geometric optimization is carried out
using the “topology” optimization approach [2], in
which each pixel (permittivity value) within the chosen
bounding domain is considered as an independent
design parameter. The key to the tractability of such
large-scale optimizations is the use of gradient-based
optimization algorithms, such as the method of moving
asymptotes [56]. To make use of these approaches,
each pixel is initially treated as continuous, and then
subsequently binarized with filter and regularization
methods [51].
The primary challenge of the inverse design problem
lies in the expensive evaluation of Φ for inhomogeneous
medium, which may be evaluated thousands of times in
a typical optimization routine. To surmount this diffi-
culty, we exploit our previous fluctuating volume current
formulation [47, 57]. This framework both removes any
unknown outside of the bounding domain, and allows the
central matrix-vector multiplication, GvacJ, to be com-
puted via the fast-Fourier transform. To further reduce
9computational cost we also use the fact that Asym{Gvac}
is low-rank. This allows the singular value decomposition
(SVD) Asym {Gvac} = UΣU† to be approximated to any
accuracy with an efficient randomized method [58], re-
sulting in a tall-and-skinny matrix U ∈ RN×n and a small
matrix Σ ∈ Rn×n, where n  N [47]. Starting from an
alternative (equivalent) trace form of (2), we then have
Φ =
2
pi
Tr
{
Asym {V} |V|−2T†Asym{Gvac}T}
=
2
pi
||
√
Asym {V}V−1T†U
√
Σ||2F . (39)
Evaluation of (39) requires only one inverse solve for each
column Ui (r total):
T†−1Qi =
(
V†−1 −Gvac†)Qi = Ui. (40)
(39) is also well suited to calculation of the gradient of Φ.
Setting the susceptibility at the i-th pixel by the linear
equation χi = χ pi, with pi ∈ [0, 1] the design parameter
and χ the susceptibility of the material, direct application
of matrix calculus shows that
∂piT = −T∂piχ−1i δi,iT. (41)
Using this result the total gradient is then
∂piΦ =
2
pi
(
∂pi
Im (χα)
|χα|2
)(
T†UΣU†T
)
i,i
+
4
pi
Re
((
∂piχ
−1∗
i
)
T†UΣU†T|V|−2Im (V)T†)
i,i
.
(42)
As before, only n solves are required to evaluate (42) for
all design parameters.
Singular values of T from inverse design—As
a point of comparison with the assumptions made in
deriving (6), we have explored the representation of the
T operator for the dielectric structure of the rightmost
black squares (χ = 20 + 4i, Φ = 0.6 Φopt) in the
basis of Asym {Gvac}. This physical realizations prove
to nearly satisfy both the assumption of asymmetry
(atan (Im (〈qi |T|qi〉) /Re {〈qi |T|qi〉}) = pi/2) and
simultaneous diagonalizability, as we find that√∑
i
Im (〈qi |T|qi〉)2/
√∑
i,j
∣∣〈qi |T|qj〉∣∣2 = 0.97.
The ratio of the true values of 〈qi |T|qi〉 in comparison
to the ideal values determined by (6) are given in Tab.1
below. These values are naturally grouped by a singular
value type index ({1, 2}) and the spherical harmonic “l”
index. For clarity, an average is taken over the (ideally
constant) harmonic “m” subindex, and the final column
gives the weight that each entry makes to Φopt. (This is
same notation used in discussing the singular values for
a ball.)
l-Type Ideal Value Average Ratio Weight
1− 1 0.32 0.94 0.05
1− 2 0.40 1.32 0.05
2− 1 0.81 1.29 0.08
2− 2 0.50 1.19 0.08
3− 1 4.18 0.83 0.11
3− 2 1.40 0.67 0.11
4− 1 36.25 0.53 0.13
4− 2 7.48 0.60 0.13
5− 2 66.23 0.04 0.17
TABLE I. Comparison of T response values for exem-
plary structure. Comparison of the values of |〈qi |T|qi〉|
(where |qi〉 are the singular vectors of Asym {Gvac}) for the
structure of the rightmost black square, χ = 20+4i (ζ = 104),
of Fig. 3 to the magnitude of the ideal values set by (6). Al-
though the two set values agree to great extent, pronounced
differences between the ideal response dictated bound and the
T operators of the optimized structures are seen for higher
spherical harmonics l-numbers when the magnitude of ideal
value of 〈qi |T|qi〉 approaches ζ.
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