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ABSTRACT 
 
The requirements for assisted living are rapidly changing as the number of elderly 
patients over the age of 60 continues to increase. This rise places a high level of stress on 
nurse practitioners who must care for more patients than they are capable. As this trend is 
expected to continue, new technology will be required to help care for patients. Mobile 
robots present an opportunity to help alleviate the stress on nurse practitioners by 
monitoring and performing remedial tasks for elderly patients. In order to produce 
mobile robots with the ability to perform these tasks, however, many challenges must be 
overcome. 
 
The hospital environment requires a high level of safety to prevent patient injury. Any 
facility that uses mobile robots, therefore, must be able to ensure that no harm will come 
to patients whilst in a care environment. This requires the robot to build a high level of 
understanding about the environment and the people with close proximity to the robot. 
 
Hitherto, most mobile robots have used vision-based sensors or 2D laser range finders. 
3D time-of-flight sensors have recently been introduced and provide dense 3D point 
clouds of the environment at real-time frame rates. This provides mobile robots with 
previously unavailable dense information in real-time. I investigate the use of time-of-
flight cameras for mobile robot navigation in crowded environments in this thesis. A 
unified framework to allow the robot to follow a guide through an indoor environment 
safely and efficiently is presented. Each component of the framework is analyzed in 
detail, with real-world scenarios illustrating its practical use. 
 
Time-of-flight cameras are relatively new sensors and, therefore, have inherent problems 
that must be overcome to receive consistent and accurate data. I propose a novel and 
practical probabilistic framework to overcome many of the inherent problems in this 
thesis. The framework fuses multiple depth maps with color information forming a 
reliable and consistent view of the world. In order for the robot to interact with the 
environment, contextual information is required. To this end, I propose a region-growing 
segmentation algorithm to group points based on surface characteristics, surface normal 
and surface curvature. The segmentation process creates a distinct set of surfaces, 
however, only a limited amount of contextual information is available to allow for 
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interaction. Therefore, a novel classifier is proposed using spherical harmonics to 
differentiate people from all other objects. 
 
The added ability to identify people allows the robot to find potential candidates to 
follow. However, for safe navigation, the robot must continuously track all visible 
objects to obtain positional and velocity information. A multi-object tracking system is 
investigated to track visible objects reliably using multiple cues, shape and color. The 
tracking system allows the robot to react to the dynamic nature of people by building an 
estimate of the motion flow. This flow provides the robot with the necessary information 
to determine where and at what speeds it is safe to drive. In addition, a novel search 
strategy is proposed to allow the robot to recover a guide who has left the field-of-view. 
To achieve this, a search map is constructed with areas of the environment ranked 
according to how likely they are to reveal the guide’s true location. Then, the robot can 
approach the most likely search area to recover the guide. Finally, all components 
presented are joined to follow a guide through an indoor environment. The results 
achieved demonstrate the efficacy of the proposed components. 
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Chapter 1 	
 
Introduction 
 
 
The healthcare industry is continually challenged by the modern patient’s demand for 
The Cure. Even when one is unavailable, physicians are expected to deliver care of an 
infallible nature. Therefore, the driving motivation behind the health industry is to 
continually develop new techniques and improve the quality standards of care available 
to patients.  Researchers must push forward the boundaries of modern medicine through 
innovating new equipment and the creation of new technology. In recent years, the 
robotic industry has become a booming field expanding the capabilities of physicians. 
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While healthcare quality continues to improve in recent years the aging population has 
begun to present a new set of problems. In the UK, the 65+ population will almost 
double and the 85+ population will quadruple by 2050. A similar trend is predicted for 
the US [see Figure 1.1(a)]. The continual demographic shift will contribute to a 
significant rise in the number of elderly patients requiring assisted living. Coupled with 
this increase, the middle age population will begin to decrease causing the number of 
nurse practitioners to fall [see Figure 1.1(b)]. New innovations in technology are required 
to help ensure elderly patients receive adequate care. In this regard, the use of 
autonomous and remote presence robots may provide a viable option in overcoming the 
shortage of nursing practitioners in future. 
 
 
 
 
(a) 
 
(b) 
Figure 1.1. The aging population presents new complications for the health care industry. New 
innovations and technology will be required to assist monitoring and caring for elderly patients as 
the number of patients over 60 continues to increase. (a) Estimated increase in the percent of the 
population above the age of 60. Data obtained from U.S. Census Bureau International Database [4]. 
(b) Estimated supply of nurse practitioners [5]. 
25 
 
The robotic industry strives to provide alternative options for patient monitoring and 
assisted technology. The aim of assisted technology is first and foremost to improve the 
daily life of patients, whilst providing additional and beneficial information to 
physicians. Furthermore, these technologies also expand the current delivery process of 
medicine. Thus far, standard medical care delivers limited information about the 
wellbeing of the patient in a home environment. This can also become a problem in large 
hospitals where patients are not constantly monitored by a nurse. Given this limited 
interaction with patients, the physician’s diagnostic task becomes difficult. Figure 1.2 
illustrates how assistive robots might help to expand the current delivery process of 
medicine by allowing constant monitoring of patients in the home environment or 
patients in large hospitals or assisted living communities. 
 
 
 
Assisted Technology has already been introduced to the medical industry with a wide 
selection of devices that continuously improve patient care. These technological devices 
include robotic surgical systems, Body Sensor Networks [6], and tele-presence 
technology [7].  
 
Figure 1.2. Comparison of the current medical delivery practice versus future delivery practice. 
Robotics and assisted technology will aim to expand the out-patient monitoring to provide 
physicians with a larger amount of information for follow-ups. Furthermore, this new technology 
aims to assist throughout the patient delivery cycle providing physicians with a steady stream of 
patient information. 
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In recent years, the use of robots has benefited from significant clinical uptake. For 
example, robotically assisted surgical systems have been used to enhance the capabilities 
of surgeons during minimally invasive surgical procedures. These platforms provide 
enhanced visual-motor control including tremor removal, motion scaling, and 3D 
visualization. One good example of a surgical robot is the da Vinci® Surgical System 
created by Intuitive Surgical [8] as shown in Figure 1.3(a)1. Another is the X Robotic 
Catheter System developed by Hansen Medical [9] for accurate 3D control of the 
catheter for cardiac ablation and stent delivery. 
 
The use of robots for remote telepresence is an important assisted technology aiming to 
expand the reach of physicians. Physicians are able to visit their patients from anywhere 
in the world using telepresence devices. One such example is the RP7 robot as shown in 
Figure 1.3(c)2 by InTouch Health Technologies, Inc [7]. With this platform, a physician 
has the ability to fully control the movements of the robot remotely. In current 
deployments, the robot is generally located in hospital wards and can be accessed 
remotely by a physician using a laptop. Further extensions of the platform would allow 
the robot to operate autonomously (rather than remotely controlled by a joystick) and 
perform simple examination tasks. During these interactions, the robot could be 
gathering information about the patient and sending the information directly to the 
physician.  
                                                     
1 Image was taken by author at the Institute of Bio-Medical Engineering at Imperial College of 
London on July 27, 2010. 
2 Image was taken by the author at the Institute of Bio-Medical Engineering at Imperial College of 
London on July 27, 2010. 
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Autonomous navigation by the robot is not a trivial task. This, on its own, has been an 
actively researched topic and requires a high-level of intelligence. In fact, autonomous 
navigation is not the only requirement for robots to operate intelligently in a home or 
hospital environment. The robots would also need to interact seamlessly with people. 
This includes allowing a person to issue commands to the robot either verbally or 
through hand gestures. The robots would then be able to carry out simple tasks that are 
currently performed by nursing staff. Being proactive, whilst being discreet and 
seamlessly integrated with the hospital and home environment, is a significant technical 
challenge. 
 
The aim of this thesis is to investigate and enhance current mobile robots with more 
intelligent navigation capabilities. The thesis will focus on guided navigation in crowded 
environments with the following main objectives: 
 
 To develop a mobile robot platform with the ability to safely navigate within 
dynamic indoor environments based on depth sensor fusion;  
 To develop a robust human identification system based solely on shape 
information; 
 To recognize the commanding person in the environment with robust target 
following; 
 To navigate in a crowded environment with obstacle avoidance and 
understanding about the general intention of the people in the environment.  
   
 (a) (b) (c) 
Figure 1.3. Three examples of assisted technology that have been adopted by the medical industry. 
(a) da Vinci® Surgical system for robotic surgery (b) Body Sensor Network Earpiece for non-
invasive patient activity monitoring. (c) RP7 robot by InTouch Health to allow physicians remote 
access to their patients. These devices expand the physician’s ability to provide the best care to a 
patient. 
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The thesis proceeds as follows: 
 
In Chapter 2: a review of the recent advances in mobile robotics is provided along with 
the current key challenges in the field of robotics and assisted living technologies. These 
advances include state-of-the-art robots for personal and service robots, humanoid 
robots, industrial robots, vehicle robots, and robots for medical applications. The key 
challenges in developing a fully capable assisted robot are presented. 
 
In Chapter 3: the use of time-of-flight camera for depth recovery and navigation 
planning is introduced. A general introduction to the principles of 3D time-of-flight 
cameras is given followed by the current limitations of the technology. A novel Bayesian 
Framework is proposed with the aim to resolve some of the existing limitations. The 
framework fuses multiple depth maps to produce a more accurate and reliable estimate of 
the current view of the environment. It also uses color information to improve the 
consistency of the final depth map. The framework is evaluated in several typical settings 
encountered in indoor environments to illustrate the capability of the framework in terms 
of accuracy and consistency. 
 
In Chapter 4: a reliable system for scene reconstruction is presented. It aims to reduce 
the dense 3D point cloud derived in Chapter 3 to a set of distinct objects defining the 
current view. To this end, a scene segmentation algorithm is presented to reconstruct 
distinct objects using geometric primitives based on relative point orientation and 
curvature. The proposed algorithm is systematically evaluated to demonstrate its overall 
robustness for indoor navigation. 
 
In Chapter 5: an understanding of the scene based on the visual and depth cue derived 
from the previous chapters for people identification in a crowded environment is 
presented. The purpose here is to establish contextual information from the low-level 
information derived and a robust scene classification algorithm is proposed. With this 
proposed algorithm, the set of distinct objects are reduced to a 1D rotation-invariant 
shape descriptor through the use of spherical harmonics. The underlying assumption is 
that the shape of an object is unique enough to differentiate between people and all other 
objects typically found in indoor environments. The method is evaluated both in terms of 
accuracy for detection and computational complexity. 
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In Chapter 6: the problem of scene understanding for crowded environments is 
investigated. As shape alone is not enough to differentiate between people in the 
environment a multiple cue based framework is presented. The framework is analyzed by 
evaluating the ability of the system to reliably track multiple moving people in the 
environment with partial occlusions. The robot cannot expect the environment to remain 
static and must evaluate the flow of the environment; the flow provides the robot with 
information about where it is safe to drive and at what speeds. 
 
In Chapter 7: a guided navigation system is presented. The system uses the concepts 
developed throughout the thesis to enable safe and reliable navigation in the presence of 
crowds. The robot relies on the environment flow to efficiently plan paths to maintain a 
required distance from the guide. Furthermore, to cater for limited field-of-view of the 
camera, a novel navigation recovery strategy is presented allowing the robot to 
effectively recover the commanding person when moving out of the scene. 
 
Finally, a summary of the technical achievements and contributions of the thesis are 
presented in Chapter 8. The chapter also provides an outline of potential future work to 
improve the capabilities of the proposed robotic system towards a fully operative 
platform. These include human-robot interaction, dense environment mapping, and 
integration with remote patient diagnostic devices. 
 
The major aim of the thesis is to present a unified framework for robust and reliable 
system navigation of assistive robots. Technically, the focus of the approaches presented 
in the thesis is to use time-of-flight cameras to provide real-time 3D depth maps of the 
environment. The depth maps are used to detect and track objects in the current view of 
the environment and the inter-relationship of different technical components presented in 
the thesis is presented in Figure 1.4. 
 
The key technical contributions of this thesis can be summarizes as follows: 
 
1) Proposed a Bayesian framework for improved accuracy and consistency for 
time-of-flight cameras; 
2) Developed a reliable segmentation and people classification algorithm using a 
rotation-invariant descriptor based on spherical harmonics; 
30 
 
3) Analysis of crowd behaviors for integration of assistive robots;  
4) Developed practical search strategies for guide recovery due to limited field-of-
view of the camera and reliable guide following in crowded indoor 
environments; 
5) Real-time framework to control the navigation of a robot. 
 
The work presented in this thesis has been published or submitted to the following peer-
reviewed international journal and conference proceedings: 
 
1) James Ballantyne, Salman Valibeik, Ara Darzi, and Guang-Zhong Yang, Robotic 
Navigation in Crowded Environments: Key Challenges for Autonomous 
Navigation Systems, Performance Metrics for Intelligent Systems, 2008, p. 306-
312; 
2) James Ballantyne, Salman Valibeik, Ara Darzi, and Guang-Zhong Yang, 
Assisting Elderly Patients through a Mobile Robot: First Steps towards a safe 
robotic platform, Minimally Invasive Robotic Association (MIRA), 2009; 
3) Salman Valibeik, James Ballantyne, Ara Darzi, and Guang-Zhong Yang, Person 
Identification and Gesture Recognition in a Crowded Environment, Minimally 
Invasive Robotic Association (MIRA) 2009; 
4) Salman Valibeik, James Ballantyne, Benny Ping Lai Lo, Ara Darzi, and Guang-
Zhong Yang, Establishing Affective Human Robot Interaction through 
Contextual Information, IEEE International Symposium on Robot and Human 
Interactive Communication, 2009; 
5) Douglas G. McIlwraith, Julien Pansiot, James Ballantyne, Salman Valibeik, and 
Guang-Zhong Yang, Structure Learning for Activity Recognition in Robotic 
Assisted Intelligent Environments, IEEE/RSJ International Conference on 
Intelligent Robots and Systems, 2009, p. 4644-4649; 
6) Salman Valibeik, James Ballantyne, Benny Ping Lai Lo, Ara Darzi, and Guang-
Zhong. Yang, Bayesian Person Identification and Human-Robot Interaction in a 
Crowded Environment, Journal of Computer Vision and Image Understanding, 
submission date 21st October, 2009 (under review); 
7) James Ballantyne, Edward Johns, Salman Valibeik, Charence Wong, and Guang-
Zhong Yang, Autonomous Navigation for Mobile Robots with Human Robot 
Interaction, in Liu, Gu, Howlett and Liu (Ed.) Robot Intelligence: An Advanced 
Knowledge Processing Approach, 2010, Springer, p. 251-275; 
31 
 
8) James Ballantyne, Ara Darzi, and Guang-Zhong Yang, Robust Identification of 
People by Mobile Robots to Aid in Remote Patient Monitoring, Minimally 
Invasive Robotic Association (MIRA) 2010; 
9) James Ballantyne, Ara Darzi, and Guang-Zhong Yang, Bayesian Depth Map 
Fusion with Time-of-flight Cameras for Mobile Robot Navigation, Journal of 
Robotics and Autonomous Systems, submission date 19th January, 2010 (under 
review). 
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Figure 1.4. Schematic for the proposed framework presented in this thesis. Initially, a depth map is 
constructed fusing three individual depth maps with color information. The scene is reconstructed 
into distinct objects using surface characteristics, which are then classified as people based on the 
unique shape of humans. Accurate tracking of people provides motion dynamics which enable 
defining safe areas of the environment to travel. 
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Chapter 2 	
 
Mobile Robots  
 
 
2.1 Introduction 
 
In recent years, advances in robotics have led to applications in a variety of contexts 
including industrial, domestic, and medical fields. The term “Robot” was first introduced 
by the Czech writer Karel Čapek (1890-1938) in the play “R.U.R. (Rossum’s Universal 
Robots)” published in 1921. The term was adopted by the science fiction writer Isaac 
Asimov (1920-1992) who defined the three fundamental laws for robotics in the short 
story “Liar” (1941) to allow for its potential integration into society: 
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1) “A robot may not injure a human being or, through inaction, allow a human 
being to come to harm. 
2) A robot must obey any orders given to it by human beings, except where such 
orders would conflict with the First Law. 
3) A robot must protect its own existence as long as such protection does not 
conflict with the First or Second Law.” 
 
Roboticists have long aimed to follow these defining rules to reach a level of autonomy 
where robots can seamlessly integrate into society. To determine how close we are to 
reaching the required level of intelligence, the World Technology Evaluation Center 
(WTEC) published a report entitled “International Assessment of Research and 
Development in Robotics” [10] detailing the current state of robotics in 2006. The panel 
categorized the industry into six separate fields:  
 
1) Robot Vehicles, 
2) Space Robotics, 
3) Humanoids, 
4) Industrial, Personal, and Service Robots , 
5) Networked Robots, 
6) Robotics for Biological and Medical Applications . 
 
I will expand the WTEC report by presenting the current advances in robotic devices and 
applications in each field. Robots represent autonomous systems that aim to perform or 
assist in activities conventionally performed by humans. They can be remotely controlled 
by an operator or work autonomously without human assistance. In this chapter, I will 
introduce specific advances in medical robotics and outline some of the key challenges in 
its use for assisted technologies.  
 
2.2 Robotic Applications 
 
As mentioned earlier, the WTEC report categorized the robotics industry into six 
different areas. A similar breakdown will be used to introduce the state-of-the-art in 
robotics and to help outline some of the key challenges faced by robotic research. 
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2.2.1 Robot Vehicles 
 
Robotic Vehicles represent a general category of robots that can operate in the air, on the 
ground, or underwater. These robots perform tasks in environments that are difficult for 
humans with conventional tools. These robots usually operate autonomously with little 
human intervention required. 
 
This fundamental problem is known as the task of Simultaneous Localization and 
Mapping (SLAM). The problem requires the robot to create a map of the environment 
during its exploration. The robot usually begins with no prior knowledge and can only 
use its sensors to gather information about the environment. SLAM remains a research 
problem and it involves several fundamental issues: 
 
 Handling dynamic environments, 
 Loop closing, 
 Handling large environments, 
 Reliable feature detection, 
 Reliable data association. 
 
Thus far, there have been many practical implementations of SLAM using either laser or 
vision based sensing techniques [11-23], the most common method for handling large 
scale environments is to use 2D laser range finders due to their speed and efficiency [14, 
15]. Generally, an occupancy grid is used to represent the environment as small grid 
cells, where each cell represents a small portion of the environment. While many 
solutions have provided reasonable results, the derived map is useful only for localization 
due to the use of 2D data. To help increase the contextual information about the 
environment, vision-based systems have been introduced [12, 18, 19]. Generally, a stereo 
camera rig is used to gather 3D information. These systems rely on real-time algorithms 
to compute disparity maps from stereo images. Due to the size of features used, large-
scale environment mapping can be more difficult. Furthermore, monocular SLAM is 
possible for generating sparse feature maps [12]. 
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2.2.1.1 Aerial Vehicles 
 
Aerial vehicles are robotic devices that operate semi-autonomously in the air allowing 
the devices to enter into dangerous and/or hazardous areas unreachable by humans. 
These devices are particularly useful for Search and Rescue initiatives. Angeli et al. [24] 
presented a Micro Air Vehicle (MAV) equipped with a grayscale camera. The camera 
used an Extended Kalman Filter (EKF) with natural landmarks defined as SIFT 
descriptors [25], to track the location of the MAV. The system displayed the capabilities 
of the MAV in terms of loop-closing and overall map precision. Caballero et al. [26] 
presented a similar system for Unmanned Aerial Vehicles (UAV) with the additional 
ability to provide a mosaic image of the generated map. Wang et al. [27] extended the 
vision-only-based UAV to include Global Positioning Systems (GPS) and laser range 
data to improve the localization of the UAV. Two Kalman filters were used 
independently to provide a reliability check. If GPS information is available, the location 
is used to help update the filters to obtain more accurate readings. Recently, a quad-rotor 
helicopter as shown in Figure 2.13 was developed by the Robust Robotics Group at 
Massachusetts Institute of Technology CSAIL [28]. The helicopter is equipped with a 2D 
laser scanner and constructs dense 3D maps of the environment to perform safe and 
efficient navigation in complex environments. The maps provide accurate localization 
due to the high accuracy of laser range finders.  
 
 
 
                                                     
3 Image obtained from http://groups.csail.mit.edu/rrg/index.html with photo credit to 
MIT/Ascending Technologies. Written permission has been received to present the photo in this 
work. 
 
Figure 2.1. An example of an autonomous aerial vehicle: the quad-rotor helicopter developed at the 
Robust Robotics Group at Massachusetts Institute of Technology CSAIL. Aerial vehicles provide 
the ability to enter dangerous and/or hazardous areas unreachable by humans. These devices are 
particularly suited for search and rescue missions in unstable environments. 
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2.2.1.2 Ground Vehicles 
 
In recent years, ground vehicles, either for indoor or outdoor use, have attracted 
significant interest. These systems tend to approach the SLAM problem based on laser or 
vision sensors by using the following steps: 
 
 Acquire sensor information, 
 Detect landmarks, 
 Associate observations with existing map, 
 Calculate position. 
 
Indoor vehicles take advantage of structured environments by using either geometrical or 
topological models of space [29]. One of the most reliable laser based systems uses a 
particle filter and occupancy grid for indoor mapping [14, 15]. Rodriguez-Losada et al. 
[30] provide a detailed analysis of SLAM using EKF with a SICK laser range finder in 
large indoor environments. The system was evaluated in two large environments each 
containing loops. The system proved to be effective even for tour guide robots. Karlsson 
et al. [19] presented a monocular vision based SLAM approach for indoor robots in 
crowded settings. A map is generated using a list of visual landmarks detected during 
exploration. The system is able to handle the well-known kidnapping problem, where the 
robot is unknowingly moved from its current location to another spot in the environment. 
Another monocular based SLAM system is the Monocular SLAM framework [12]. This 
system builds a sparse feature map constructed using Lucas-Kanade features [31]. 
Features are matched using normalized cross-correlation and an EKF is used to estimate 
the pose of the robot in the environment.  
 
Major problems can arise for indoor robots when dealing with dynamic conditions. This 
includes changes in illumination and dealing with a large number of moving objects such 
as people in the scene. Since, indoor environments can be confined and congested the 
majority of the sensor data can correspond to the dynamic aspects of the environment. 
This can cause problems during the data association step and increases the error in the 
estimated pose of the robot. 
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Outdoor vehicles, on the other hand, have larger scale problems due to the size of the 
environment. Dynamic conditions are much more likely, and the type of sensors used 
determines the efficacy of the robots. Thus far, the Defense Advanced Research Projects 
Agency (DARPA) supported many of the outdoor vehicle’s development by organizing a 
grand challenge to develop autonomous vehicles that perform complex navigational 
tasks. The initial challenge required a vehicle to travel across the Mojave region using 
only sensors installed on the vehicle and no outside help. The first ever challenge did not 
see a single vehicle complete the course. However, the second challenge saw five 
vehicles successfully complete the challenge led by the University of Stanford’s Team 
Stanley [32] as shown in Figure 2.2(a)4. The vehicle was equipped with a variety of 
sensors including laser range finders, radar systems, stereo camera systems, and 
monocular vision systems. The sensor information was fused to provide a detailed 
account of the current state of the environment, allowing the vehicle to adapt to different 
driving conditions. 
 
 
 
After the success of the 2005 event, DARPA issued a new grand challenge in 2007 
requiring vehicles to operate in an urban environment. The event required vehicles to 
follow all traffic rules and all vehicles were on the course at once. This latter requirement 
forced all systems to deal with dynamically changing environments. The event was 
successfully completed by six vehicles led by the Tartan’s Boss [33] truck as shown in 
                                                     
4 This Wikipedia and Wikimedia Commons image is from the user Milkyway and is freely 
available at http://commons.wikimedia.org/wiki/File:Stanleyrobot.jpg under the GNU Free 
Documentation License 
  
 (a) (b) 
Figure 2.2. Recently, DARPA issued a grand challenge to develop autonomous automobiles to 
complete complex tasks. The last two challenges saw several successful entries completing the tasks. 
The winning entries used a variety of sensors to gather information about the environment. (a) 
Team Stanley vehicle, the winning entry in the 2005 DARPA Grand Challenge. (b) Tartan’s Boss 
vehicle that won the 2007 DARPA Urban Challenge. 
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Figure 2.2(b)5. As with the previous challenge, vehicles were equipped with different 
sensors to generate 3D views of the environment for determining safe driving routes. The 
main difference between the two challenges was handling traffic. In the original 
challenge, the vehicles only encountered each other when passing, whereas, in the urban 
challenge, all the vehicles were on the course together and, therefore, collision avoidance 
was of real importance.  
 
2.2.1.3 Underwater Vehicles 
 
Underwater vehicles are accompanied by an additional challenge due to the nature of 
their environment. Many of the typical sensors used for ground vehicles are not 
applicable in underwater environments. Williams et al. [34] proposed a SLAM system 
for underwater vehicles using sonar sensors. In addition, an EKF filter was used to 
estimate the location of the robot during its travels. The system relies on extracting point 
features from the onboard sonar sensor match to the existing map in order to obtain 
reliable positional estimates of the robot. Eustice et al. [35] presented a vision-based 
system for underwater map building. The system extracts a combination of both Harris 
[36] and SIFT [25] features which help to track the location in water allowing a full six 
degrees of freedom. 
 
Another recent trend in underwater robot design is the use of bio-inspired systems. The 
rationale behind the work is that fish swim efficiently and with high speed, and by 
adopting a bio-inspired design, a more efficient propelling motion can be realized. Liu et 
al. [37] proposed an architecture for controlling a robotic fish as shown in Figure 2.36. 
Reinforcement Learning is used to allow the robot to learn the best methods of 
swimming for different scenarios. For example, the robot can learn to follow the border 
of a tank autonomously.  
 
                                                     
5 Photo was obtained from Carnegie Mellon University/Tartan Racing. Written permission was 
received to use photo in this document. 
6 Image was obtained from the author Jindong Liu with verbal permission to publish in this work. 
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2.2.2 Space Robots 
 
Space presents a unique environment wherein it is difficult and hazardous for humans to 
operate and, therefore, is ideally suited for autonomous robot applications. Recently, 
advances in robotics have led to a wide-range of robotic devices that can be remotely 
operated. One such example is the “Robonaut2” shown in Figure 2.4(a) developed by 
National Aeronautics and Space Administration (NASA). The robot was designed as a 
human-like robot with a high level of dexterity including five-fingered hands capable of 
using conventional tools. This allows an astronaut to remotely fix and repair damages to 
equipment without the need to enter the hazardous environment. 
 
NASA has also pushed the field of autonomy for robots to operate on space terrain. One 
such example is the Mars Rover robots shown in Figure 2.4(b). The robots operate 
autonomously after being assigned a task by a supervisor. The robots are equipped with a 
stereo camera setup [38] used to generate a 3-D terrain map to determine safe traveling 
routes. At each time-step, the robot analyzes the terrain to determine safe areas to travel 
by finding rocks, steps and uneven terrain.  
 
 
Figure 2.3. Underwater environments present great difficulty for autonomous systems due to the 
difficulty of sensing the environment under water. Researchers have looked to mimic fish life to 
improve the efficiency of underwater navigation. One such example is the robotic fish developed by 
the Essex Robotics Group, which is controlled by reinforcement learning to learn the best 
swimming methods. (Image was obtained from the author Jindong Liu with verbal permission to 
publish in this work.) 
41 
 
 
 
2.2.3 Humanoids 
 
Humanoid robots have become a fascination of the general public for many years. They 
are ubiquitous in science fiction novels and films such as “iRobot” and the “Terminator”. 
Researchers aim to develop robots that can act and behave like humans in everyday life 
for a wide range of applications. These robots feature similar appearances to humans, 
incorporate dexterity similar to humans, and can simulate emotions like humans. 
 
Currently, the most well-known humanoid robot is the “ASIMO” robot shown in Figure 
2.5(a)7, developed by Honda Worldwide. The robot uses a vision system to detect, track, 
and recognize moving objects in the environment enabling the robot to follow people 
efficiently and safely. The robot can be commanded through speech using its auditory 
sensors. The human-robot interaction (HRI) aspect of the robot is defined by the 
“Autonomous Learning and Interaction System” [39, 40], which combines visual and 
auditory information to help the robot learn information about the environment.  
 
                                                     
7 This Wikipedia and Wikimedia Commons image is from the user Gnsin and is freely available at 
http://commons.wikimedia.org/wiki/File:HONDA_ASIMO.jpg under the Creative Commons 
Attribution-Share Alike 3.0 Unported license 
  
 (a) (b) 
Figure 2.4. Space presents a difficult working environment that can be too hazardous for humans. 
NASA has pushed the boundaries of robots to repair and perform autonomous tasks in space. (a) 
NASA’s Robonaut2 robot. The robot provides a high level of dexterity including five fingered 
hands. (Image courtesy of NASA’s Robonaut page) (b) NASA’s Mars Exploration Rover. (Image 
courtesy of NASA’s Mars Rover page) 
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The “Toyota Partner” shown in Figure 2.5(b)8, by TOYOTA Motor Corporation [41], is 
another example of the humanoid robot. The robot is capable of running at speeds up to 
7km/hr using balance stabilizers. Furthermore, the robot is able to play instruments such 
as a violin and a trumpet using articulated fingers and artificial lips with similar 
capabilities as humans. 
 
Japan’s National Institute of Advanced Industrial Science and Technology is 
approaching realism with its “HRP-4C” robot, which has the ability to form facial 
expressions including anger and surprise. The facial expressions are produced using eight 
motors in its face, and thirty built-in motors perform all body movements. 
 
 
 
Humanoid robots form many challenges for the robotic community including developing 
the mechanics to allow for similar degrees of freedom as humans. To achieve this, the 
full joint mechanics and the ability to handle and grasp objects are necessary. Secondary 
to the mechanics of the robots is the intelligence required for spatial awareness and to 
interact with the environment. 
 
                                                     
8 This Wikipedia and Wikimedia Commons image is from the user Chris 73 and is freely available 
at http://commons.wikimedia.org/wiki/File:Toyota_Robot_at_Toyota_Kaikan.jpg under the 
creative commons cc-by-sa 2.5 license. 
    
 (a) (b) 
Figure 2.5. Humanoid robots present great challenges due to the high level of dexterity required to 
simulate human motion. These devices must have stabilizers to allow walking, joints for 
interaction, and facial expressions to communicate. Two examples of humanoid robots are 
provided: (a) Asimo robot developed by Honda Worldwide and (b) Toyota Partner developed by 
Toyota Motor Corporation. 
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2.2.4 Industrial, Personal, and Service Robots 
 
Robots have been key to industrial applications due to their inherent repeatability and 
accuracy. George Devol and Joseph F. Engelberger produced the first industrial robot 
called “Unimation”. The first purpose of the robot was to move objects from one point to 
another with accuracy up to 0.00254mm. This has led to the development of the 
Programmable Universal Machine for Assembly, with its primary use in the car assembly 
line. 
 
Another popular field for mobile robots is the personal and service robot. One such robot 
is the “Wakamaru” personal care robot developed by Mitsubishi shown in Figure 2.69. 
The robot is able to monitor the environment by learning the daily activities of the 
inhabitants and can alert the owner to unusual activities. The system can also use the 
knowledge of the user’s daily activities to determine when to perform assigned tasks. 
The robot is equipped with two arms for giving gestures during speech. It can recognize 
up to 10,000 words and recognize up to ten faces. The robot performs localization with a 
camera pointed at the ceiling. 
 
 
 
                                                     
9 This Wikipedia and Wikimedia Commons image is from the user BradBeattie and is freely 
available at http://commons.wikimedia.org/wiki/File:Wakamaru_shaking_hands.jpg under the 
Creative Commons Attribution-Share Alike 3.0 Unported license. 
 
Figure 2.6. The Wakamaru personal care robot developed by Mitsubishi. The robot provides the 
ability to monitor an environment for a user and report any unusual activity through email. It can 
recognize up to 10,000 words and recognize up to ten faces. 
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Another personal robot is the “Existing Nova on Network” created by Fujitsu Frontech 
Ltd. The robot is designed as an escort and security robot, standing at 52 inches tall and 
weighing approximately 50kg. The robot is equipped with two fully functional arms, 
each with five degrees of freedom with an extra degree for the robot’s hands. The arms 
can handle objects of 0.5kg and can be used to place objects in an internal storage 
compartment. The robot uses an autonomous navigation system to navigate between pre-
defined landmarks in the environment. Furthermore, speech recognition is used to enable 
communication between the user and the robot.  
 
2.2.5 Networked Robots 
 
With the advance in robotics, a key research area is the exploration of how robots can 
work with each other. Robots need a way to communicate and perform tasks together 
safely and efficiently; this can be achieved by networking robots together to perform 
complex tasks. The Robocup [42] is a prime example of robots working together for a 
common goal. Robocup is a soccer competition run entirely by teams of autonomous 
robots. The robots must have a level of intelligence to perform their own actions and be 
able to communicate with team members effectively in order to build tactics.  
 
2.2.6 Robotics for Biological and Medical Applications 
 
The key advantage of robots is their ability to provide increased dexterity, consistency, 
and accuracy when compared to humans in certain tasks. It is a natural step, therefore, to 
extend their use to medical applications. A recent mobile robot used in the medical 
environment is the RP7 robot developed by InTouch Health Technologies [7]. A standard 
desktop computer equipped with a web cam, joystick, microphone, and speakers, 
controls the robot. It provides a physician with the ability to be anywhere in the world yet 
still have access to patients. The physicians can drive the robot using a joystick to control 
both the movements of the robot and the interactive display positioned on top of the 
robot. In recent years, the robot has seen many clinical applications demonstrating its 
potential in improving patient care delivery [43].  
 
Another example is the RI-MAN, which provides help to patients: the RI-MAN robot is 
equipped with force feedback arms, which allow physical interaction with humans. The 
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arms are built with tactile sensors to help the robot determine the contact pressure. RI-
MAN is controlled by verbal commands incorporating stereo sound localization and face 
recognition. Additionally, the torso of RI-MAN contains two gas sensors, which can 
detect smells. 
 
Another area of research for the healthcare community is that of assistive wheelchairs. 
Standard wheelchairs are equipped with a variety of sensors allowing the wheelchair to 
obtain information about the environment. Iwase et al. [44] introduced a wheelchair to 
follow a caregiver in the hospital environment using infrared sensors to restrict the 
movement of the wheelchair. The sensors provide a ring around the wheelchair in which 
the environment could be sensed providing safe and reliable navigation. The wheelchairs 
have been further enhanced with voice recognition to improve their practical use [45]. 
The controller enables people with disabilities to maintain full control over the 
wheelchair. Ikeda et al. [46] further extended the wheelchair to allow a wheeled robot to 
work in cooperation: the robot connects to the wheelchair with its two arms to help the 
disabled person, thus enhancing the physical capabilities of the disabled. 
 
Concerning medical robots, a major platform developed in the past two decades is the da 
Vinci® surgical system by Intuitive Surgical, Inc. [8]. The robot follows a similar 
master-slave set-up as that of the RP7 robot. The operator sits at a console to control the 
arms on the robotic platform. The robot is currently used in a wide range of applications 
including General Surgery, Cardiac Surgery, Gynecologic Surgery, Pediatric Surgery, 
Thoracic Surgery, and Urologic Surgery. The robot provides high dexterity for the 
surgery with instruments incorporating up to 7 degrees of freedom combined with 
stereoscopic 3D visualization. Furthermore, the system is equipped with motion scaling 
to adjust large movements of the operator to microscopic motion at the instrument tip. It 
also removes the hand tremor allowing more accurate and safe surgical operations.  
 
2.3 Limitations and Key Technical Challenges 
 
The robotic platforms reviewed in the previous section help illustrate many of the 
challenges faced by the research community. For assistive robots, the key issues are 
concerned with the level of autonomy required to monitor and interact with patients. 
More specifically, these challenges include: 
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 Robotic Appearance, 
 Sensor Choice, 
 Mapping and Localization, 
 Human-Robot Interaction, 
 Remote Patient Monitoring, 
 Dynamic Environments, 
 Scene Manipulation, 
 Motion Planning/ 
 
The aim of this section is to elaborate on these issues and highlight the technical focus of 
this thesis. 
 
2.3.1 Robotic Appearance 
 
The appearance of the robot plays a vital role in the acceptance of the robot in society. In 
1970, Masahiro Mori coined the phrase “uncanny valley” corresponding to the human 
reaction to robotic devices approaching human-like appearance [47]. The hypothesis 
states that, as robots become more human-like, the emotional response from humans will 
become increasingly positive until a point where the response quickly changes to 
repulsion. Therefore, the design and appearance of the robot is essential for its adoption 
by society. 
 
2.3.2 Sensor Choice 
 
The primary device for a robot to gather information about the environment is through its 
sensors. The chosen device determines what information is available to the robot. Many 
of the existing systems combine a large number of sensors to ensure the robot has 
adequate information to make informed decisions about the environment. However, 
many indoor mobile robots are not always able to carry multiple sensors due to their 
limited payload, making the selection of a primary sensor paramount to the success of the 
system.  
 
Traditionally, indoor mobile robots have been equipped with either vision based systems 
[22, 29, 48-51] or 2D laser range finders [16, 52-54]. Occasionally, the 2D range finders 
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have been mounted on a tilt platform to allow for full 3D acquisition [11, 55]; however, 
these systems require the robot to stop before each acquisition to ensure consistency. 
More recently, 3D time-of-flight cameras have been introduced to researchers allowing 
real-time acquisitions of 3D depth data at a frame rate. Due to the high frame-rate, robots 
can capture images in a continuous fashion and no stopping is required per scan. With 
this in mind and the need for a mobile robot to be fully interactive in the environment, a 
time-of-flight camera has been chosen as the primary sensor for this thesis. 
 
Time-of-flight cameras are still in their infancy and, therefore, experiments must be 
performed to demonstrate their capabilities compared to existing sensors. An example of 
such a study is Rapp’s [56] investigation of the basic properties of time-of-flight cameras 
to improve the overall accuracy of the acquired depth maps. A mathematical model was 
proposed to predict both systematic errors and statistical uncertainties of the acquired 
depth maps. The first systematic error is largely due to the integration time offset, which 
is a constant offset for each integration time of the camera. These offsets are not the same 
for each integration time and must be calculated. The second systematic error is related 
to pixel offset, which is similar to the pixel pattern noise found in 2D cameras. Both 
errors can be handled using Rapp’s calibration procedure, which requires first computing 
the integration time offset by collecting an average frame when the camera is pointed at a 
level target. The offset is determined for each required integration time. Maps captured at 
varying distances from a fixed target are used to derive an error distribution function.   
 
In the past few years, there has been an increased research effort to improve the accuracy 
of depth estimation for time-of-flight cameras. For example, a post-processing step has 
been proposed to enhance the consistency of the depth maps by using a high-resolution 
color image [57]. The underlying assumption used is that a registered high-quality 
texture from a color camera can provide significant information to enhance the raw depth 
map. The formulation considers the input depth map to be a probabilistic distribution of 
depth. Therefore, it is possible to construct a 3D volume of depth probability or cost 
volume. The final output in the form of a high-resolution depth map, is constructed using 
a winner-takes-all approach by iterating with a bilateral filter. The system begins by up-
sampling the depth map to the same size as the high-resolution color image. The cost 
volume is computed using a quadric model to allow the cost of large depth variations to 
become constant. Mathematically, the quadric used can be represented as  
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the potential depth candidate. The bilateral filter is run iteratively, smoothing the 
resulting cost volume using the color information of each pixel under two assumptions; 
1) world surfaces are piecewise smooth; and 2) pixels with similar colors around a region 
are likely to have similar depth. The system was compared against another system with 
no refinement and a system using Markov Random Field refinement. The Middlebury 
benchmark [58] provided the test space, resulting in sub-pixel improvement compared to 
the other two methods. The spatial resolution enhancement in this case is up to 100 times 
within a single reference image.  
 
For existing work on time-of-flight range scanners, techniques developed for point-based 
measurement can also be extended for dense 3D mapping [59]. Existing work on a LMS 
200 sensor has shown that the target surface color gives a biased range estimation, which 
can be overcome by using a non-linear function of the measured depth map [59]. The 
major error found in the sensor readings comes from mixed measurements, i.e., where a 
single measurement is formed from multiple readings of different surfaces. To identify 
the extent of mixed measurement errors, an experiment with two cardboard panels was 
run. In the experiment, one cardboard panel was positioned such that the middle scanning 
point was incident upon it. Then, a second cardboard panel was placed behind the first at 
six distances (30, 50, 100, 120, 150 and 200cm). Mixed measurements were found where 
the separation between the panels was less than or equal to 1.2m. For the scanner used in 
the study, the distance matched the width of the emitted pulse. To avoid this problem, a 
fuzzy grid can be used to detect and remove mixed measurements, thus improving the 
overall accuracy of the depth maps [59]. The phenomenon is exacerbated for 3D time-of-
flight cameras where all readings are gathered at once; more mixed measurements are 
likely to occur. 
 
Given a fixed parameter setting, a multi-view time-of-flight fusion system is presented in 
[60], allowing simultaneous depth reconstruction and error rectification of the scene. The 
framework is able to overcome errors found in individual depth maps and can handle 
three common sources of error: rigid misalignment, directional misalignment, and 
distance misalignment. The rigid misalignment is adjusted by finding a rigid body 
transformation to project the depth maps into a common reference frame. Furthermore, a 
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directional compensation is applied to each range map by taking into account angular 
errors. Additional distance errors are rectified along the ray after applying the rigid 
transformation and angular correction. These steps improve the alignment of multiple 
depth maps acquired from different cameras. 
 
A sensor fusion framework through a combined use of time-of-flight cameras and stereo 
depth recovery is also presented [61]. For each depth recovery modality, a probability 
distribution function of the depth distribution is first calculated. These functions are then 
used in a maximum a posteriori Markov Random Field to derive the most probable fused 
depth map. This hybrid approach overcomes certain short-comings of each method, and 
is particularly useful for avoiding systematic biases [62, 63]. Hitherto, shading 
constraints have also been investigated to link intensity and depth maps to improve the 
accuracy of the time-of-flight cameras [64]. A probabilistic model is proposed to derive a 
maximum a posteriori estimate of the true depth map by using a Lambertian reflectance 
model with increased accuracy. 
 
2.3.3 Mapping and Localization 
 
For a robot without prior knowledge of the environment, mapping and localization 
present many challenges, as mentioned in 2.2.1. The robot is required to simultaneously 
build a map while maintaining an estimate of its location. The type of sensor mounted on 
the robot and the environment of operation determine the type of SLAM system. 
 
The most common type of SLAM is laser based with either a Kalman filter or particle 
filter. These systems have been used with great success in both indoor and outdoor 
environments [14-16, 20, 21]. Generally, the laser-based SLAM systems use a grid based 
map due to limited memory requirements. This allows large environmental maps to be 
created with ease. Occupancy maps are one of the simplest and most reliable solutions 
[65]. The general principle of occupancy maps is to plot the environment as a 2D grid 
where each cell represents a small portion of the environment. Each cell maintains a 
probability that an object exists in the portion of the computed environment based on the 
measurements taken from the sensors using Bayes Theorem. Using probabilities instead 
of a simple binary state helps handle uncertainties and potential errors in sensor 
information and in the robot’s pose. There have been many practical implementations of 
the occupancy grid since its introduction in 1983 [66-68]. 
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The SLAM system is then able to perform scan matching with a new range scan against 
the existing map to estimate the motion of the robot and update its location accurately. 
Generally, a filter is used to handle any errors in the range readings. Furthermore, loop 
closing has been used actively during robot’s navigation to help remove drift or errors in 
the robot’s pose estimate [11, 69, 70]. 
 
While laser-based SLAM systems have shown positive results, the vision community has 
seen similar success with their vision-based SLAM implementations. The general 
principle of the vision-based SLAM system is to build sparse maps from easily 
recognizable features [25, 71]. From these features, the robot is able to estimate the 
location of the robot and add new features when required. Again, a filter is used to 
estimate the motion and location of the robot within the environment. 
 
There have been many practical implementations of vision-based systems designed to 
work in both indoor and outdoor environments [12, 18, 19, 22, 72]. These 
implementations include both stereo and monocular camera setups. As with laser-based 
SLAM, the problem of loop closing is a well-addressed problem with many efficient 
approaches [73-75]. 
 
While there has been considerable success with SLAM systems using both laser and 
vision sensors, no definitive solution to the SLAM solution has been presented. Dynamic 
environments can significantly affect the robustness and performance of the algorithms 
due to the rapid change in the layout of the environment. Therefore, SLAM is still an 
open research issue with a large population of researchers tackling the problem. 
 
2.3.4 Human-Robot Interaction (HRI) 
 
One of the key requirements for mobile robots in assisted technology is human-robot 
interaction. Interaction allows the robot to receive commands from a user either verbally 
or through gestures and vice-versa. Without this vital component, the robot would not be 
able to provide quality assistance to patients. 
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The HRI field has made significant advances in recent years. These advances propelled 
by progress in sensing technologies including auditory, visual, sensation, and smell 
categories. Speech recognition has been a primary focus for many applications to enable 
clear and easy communication [39, 40]. In addition, gesture recognition enables the robot 
to understand a variety of commands, which eases the communication barrier [50, 76-
81]. 
 
While there have been significant advances in the HRI community, getting a robot to be 
fully integrated into the human environment is a challenging task. This requires the robot 
to understand simple commands from humans and respond accordingly. 
 
2.3.5 Remote Patient Monitoring 
 
The overall aim for patient monitoring is to accurately and safely monitor the patient 
from afar. This requires non-invasive methods of monitoring that will not interfere with 
the patient’s daily life. Recently, a new wave of wearable sensors, referred to as “Body 
Sensor Networks” [6], have been developed. The field is expanding and many of the 
sensor technologies developed can potentially be integrated with mobile robot 
environments for assisted technologies. 
 
2.3.6 Dynamic Environments 
 
The general human environment presents many challenges for robots. While many robust 
mapping and localization systems exist, there is still the problem of dynamic objects. 
Objects actively moving through the environment present difficulties for the mapping 
systems since the required features are no longer static. In large environments this is not 
an issue, but as the number of dynamic objects increases, existing systems will start to 
break. Therefore, correctly identifying the dynamic aspects of the environment is 
important for improving the overall robustness of the robot. 
 
The general approach to dynamic object detection is to assume that the entire 
environment is static. As the robot moves, it can expect all objects to remain in the same 
position at the next time step. This allows the robot to make an estimation of the future 
location of the objects based on the robot’s movement. The estimated scene can then be 
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compared to the actual scene. If the environment is truly static, the two scene 
representations would be identical; however, if the objects have moved, the two scenes 
would be different. This technique is known as Frame-differencing. A demonstration of 
the Frame-differencing technique is explained by Prassler et al. [82] and involves the 
following steps: 
 
1) Sense the state of the environment using a range based sensor, 
2) Estimate the motion of the sensor, 
3) Build a representation of time-varying information using lattice maps, 
4) Detect motion and tracking by applying spatio-temporal clustering to the maps. 
 
This technique is generally employed with range-based sensors because point 
correspondences can be obtained quite easily. The first step of these systems is to 
develop a lattice map with time-varying information based on the occupancy grid. Each 
measurement from the scan is projected onto a local occupancy grid with the time of the 
observation. With each new scan a local map is generated using the latest range readings. 
This local map is compared to the global map generated from all previous range 
readings. The algorithm uses the time-lattice information to determine which cells are 
occupied in the local map but not the global map and vice versa. These detected cells 
represent the moving aspects of the environment. 
 
As mentioned above, in indoor environments the most common moving objects are 
people. Many systems have approached the problem, therefore, by initially trying to 
detect the people in the environment and subsequently tracking their movements. Many 
existing systems have used both vision and laser-based systems to detect people. Vision-
based systems tend to use either skin color detection techniques [83] or histograms of 
oriented gradients [84].  Laser-based systems handle the detection process depending on 
whether 2D or 3D sensors are used. For the 2D case, the most common technique is to 
perform leg detection on the range data [85]. For the 3D case, the depth maps are first 
clustered and each cluster is then identified as a person based on a classifier [86, 87]. In 
both cases, i.e. by using vision and laser based approaches, once a person is identified, 
the tracking is then performed. 
 
While there are many types of methods for detecting the dynamic objects in the 
environment, there is limited work on how the robot should handle the objects. This 
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remains a major challenge for mobile robots. The robots must be able to use detection 
and tracking to efficiently plan safe movements without simply stopping and waiting for 
objects to disappear. 
 
2.3.7 Scene Manipulation 
 
In practice, assistive robots also require the ability to interact and manipulate the 
environment. This requires a significant amount of dexterity and accuracy. For example, 
the robot must have force feedback to determine how hard to grip an object without 
breaking it. Furthermore, the systems must be back-drivable to provide safety when 
accidental collisions occur. 
 
Thus far, there exist many systems that are able to interact with objects in the 
environment. One such example is a vision-based system proposed by Kragic et al. [88] 
to allow for object manipulation in indoor domestic environments. This system uses a 
selection of monocular and binocular cues allowing the robot to recognize an object of 
interest and determine the distance to the object. Once an object has been identified, 
tactile and force feedback information is used to grasp the object. Saxena et al.[89] 
proposed a similar system with the addition of determining the best place to grasp the 
object of interest. The proposed system was able to grasp new, unknown objects and, for 
example, was able to successfully unload a dishwasher.  
 
While scene manipulation with regards to objects is becoming practical for robots, 
interaction with humans still remains a challenge. This is due to the sensitive nature of 
handling objects. Humans require a different level of care and accuracy. It would be 
unacceptable to grip a human too hard due to the chance of injury. More work is required 
in clinical applications where a robot might be required to interact with a frail patient. 
 
2.3.8 Motion Planning 
 
After gathering knowledge about the objects in the environment and their kinematic 
properties, the robot has all the required information to make informed decisions in terms 
of motion planning. Motion planning is the process the robot takes to develop safe plans 
to complete a given task safely and accurately. Typically, this task always involves 
54 
 
navigation. Navigation involves two closely coupled steps: path planning, and path 
following. The first requires the robot to use object information gathered from the 
sensors to devise collision-free paths and allow the robot to reach a goal in a timely 
fashion. The second requires the robot to use the defined paths to control its motion. This 
can be simple in static environments where the scene does not change; however, in 
dynamic situations, the original plan can quickly become invalid requiring fast action to 
re-plan and form alternative options.  
 
One possible strategy for path planning is to follow the well-known A* algorithm [90]. 
The aim of the algorithm is to find the optimal path between any two points in the 
environment minimizing a heuristic function. In recent years, dynamic extensions of the 
A* have been proposed to handle dynamic environments [91, 92]. The aim of these 
algorithms is to handle unknown aspects of the environment efficiently. Therefore, 
dynamic objects still present a problem for these algorithms and generally, a new path 
must be constructed each time a dynamic object moves. 
 
Once a path has been generated, the robot still needs to devise a strategy to follow the 
path. A common approach for mobile robots is reactive planning. Reactive planning 
specifies a list of actions available to the robot and at every point in time; the robot 
chooses the best action for the current state of the environment. In terms of path 
following, the robot chooses a point just in front of itself on the path to approach. This 
allows the robot to follow a smooth path. 
 
Motion planning has many potential implementations, but all suffer from dynamic 
conditions. A path invalidated by dynamic objects must be re-planned and can occur 
often when there are many moving people. Therefore, motion planning for crowded 
situations still remains a challenge for mobile robots. 
 
2.4 Conclusion 
 
In recent years, robot research is progressing rapidly with a diverse range of applications 
being successfully deployed. The long-term aim of this field is to develop robotic devices 
that can operate independently and intelligently, whilst being seamlessly integrated 
within the human environment. 
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In order to achieve a level of autonomy, many of the challenges discussed in the previous 
section need to be investigated. This thesis concentrates on incorporating robots into the 
field of assisted living either in hospital or home environments. For practical 
deployment, I have chosen to first address the following issues related to mobile robot 
navigation: 
 
 Sensor Choice, 
 Human-Robot Interaction (HRI), 
 Dynamic Environments, 
 Motion Planning. 
 
I believe that these four challenges are the primary concerns before other areas can be 
handled. 
 
The first challenge is that of which sensor the robot should primarily use to make 
informed decisions of the environment. The new state-of-art 3D time-of-flight cameras 
provide a rich source of information at a high acquisition rate. Other sensors only provide 
partial information and require using multiple cameras or scanning devices to obtain the 
same amount of information. Due to the relative novelty of time-of-flight cameras, there 
is still little research done into the usability of these devices on mobile robots in crowded 
situations. Therefore, this thesis will investigate this very issue on scene recognition and 
mapping. 
 
The main responsibility for mobile robots in an assisted living setting is to monitor 
patients. This implies the fundamental requirement that the robot can identify, interact 
with, and continuously monitor the patient. Therefore, the second challenge investigated 
in this thesis is concerned with the use of raw 3D time-of-flight point clouds to robustly 
and accurately identify humans. This process requires partitioning the points into distinct 
groups and distinguishing the people from all other objects in the current view. 
 
The robot, whether at home or in a hospital, will typically encounter dynamic objects 
other than the patient in question. This is especially true in the hospital environment 
where people are constantly moving through the environment. The handling of dynamic 
objects dictates the last two research issues investigated in this thesis - that of crowd 
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dynamics and motion planning. The robot must understand crowd dynamics and 
formulate plans that allow for efficient and safe navigation. While the aim of the robot is 
to complete certain tasks, the most important rule is safety. Robots can never be accepted 
if they are not proven to be safe. 
 
This thesis will focus on analyzing each of the research issues stated above and propose a 
novel yet practical framework for autonomous, indoor mobile navigation. After each 
individual component, a unified framework is presented. Detailed validation of each of 
the technical components is provided and potential improvements of the system are also 
discussed. 
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Chapter 3 	
 
Time-of-flight Sensing 
 
 
3.1 Introduction 
 
Mobile robots rely on building an accurate understanding of the environment for 
navigation. Mobile robots increasingly use dense 3D information to learn the location, 
shape, and size of objects in the environment as sensing technology continues to evolve. 
Traditional techniques for obtaining this information rely on stereo-camera systems or 
motorized 2D laser range finders. Stereo-cameras require computing disparity maps 
whereas motorized 2D laser range finders require the robot to stop at each position to 
allow acquisition of each 3D scan. The maturity of miniaturized 3D time-of-flight 
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cameras as shown in Figure 3.110, provide the required dense information in real-time to 
improve robot navigation. However, due to their infancy, there still exist inherent 
problems that prevent wide-spread use.  This chapter aims to investigate these problems 
and propose a reliable framework to receive consistent and accurate data for use with 
mobile robot navigation. 
 
 
 
3.2 Principles of Time-of-flight Cameras 
 
Time-of-flight cameras measure the time for an emitted signal to bounce off an object 
and return to the sensor. A visual representation of this process is illustrated in Figure 
3.2. The basic process works by emitting an infrared light, which will reflect off an 
object in the environment. When the light is emitted, a timer is started that is stopped by 
the receiver upon detection of the returned signal. Based on the amount of elapsed time, 
the receiver can determine the distance to the object.  
 
                                                     
10 Image was taken by the author in the Institute of Bio-Medical Engineering at Imperial College 
of London on July 27, 2010. 
 
Figure 3.1. The time-of-flight camera used in this study, the Mesa Imaging SR3000 camera. The 
camera provides dense 3D point clouds of the environment with an intensity map at real-time 
frame rates. 
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Modern time-of-flight sensors extend the basic time-of-flight principle to allow emitting 
many modulated parallel light rays to produce a 3D point cloud of all objects in the 
current field-of-view. These state-of-the-art sensors work on the phase-shift principle. An 
emitted light is modulated in amplitude with a sinusoidal modulation as shown in Figure 
3.3. The time-of-flight camera used in this thesis, modulates the emitted light at 20MHz. 
The reflected light is sampled four times at equal intervals of 
0 1 2
( ), ( ), ( )c c ct t t , and 
3
( )c t , 
typically shifted by 90° between successive measurements. If we denote A, B, and j , as 
the amplitude, offset and phase shift, respectively, of the modulated light, the 
corresponding signal for the four sampling points can be represented as 
( ) cos( / 2)
j
c B A jt j p= + + . 
 
The following equations can be used to recover the phase shift, offset and amplitude 
values:   
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Figure 3.2. The underlying principle behind a time-of-flight camera. An infrared light signal is 
emitted from the device, at which point a timer is started. The light reflects off an object in the 
environment and returns to the receiver. Upon detecting the returned signal, the timer is stopped 
and the distance to the object is computed using the amount of time for the signal to return and the 
properties of the light. 
60 
 
 
 
 
In appearance, the offset B  is similar to the conventional 2D intensity image. The phase 
delay is directly proportional to the distance of the camera to the object, leading to a 
distance measurement of 
 02
D D
j
p= ,
 (3.2) 
where
0
D  is the intrinsic non-ambiguity range of the camera. Finally, the deviation of the 
measurements can be estimated as [93] 
 
1/2
0 1
28
d BG
D M
M
M
s æ ö÷ç ÷= ⋅ ⋅ +ç ÷ç ÷çè ø ,
 (3.3) 
where M  is the number of photoelectrons per pixel generated by the incoming light, and 
BG
M  is the number of photoelectrons generated by the scene’s background light. 
Therefore, for a given scene, a minimum number of electrons are required to achieve a 
suitable accuracy [93]. 
 
 
 
 
Figure 3.3. Phase-shift measurement principle for time-of-flight cameras. A modulated 
light is emitted from the camera, and the reflected light is sampled at four equal 
intervals, ( 0), ( 1), ( 2), ( 4)c c c ct t t t , typically shifted by 90̊. The distance to the object is 
computed based on the amount of time for the light to return and the properties of the 
light, , ,A B j . 
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For time-of-flight cameras, the most important adjustable parameter is the integration 
time, which controls how many modulation periods are integrated together. This time has 
a direct effect on the number of photoelectrons that can be returned by the reflected 
modulated light. Therefore, the integration time directly influences the accuracy of the 
results for a given scene. It should be noted that the integration time is in the range of 1-
255, where the actual time is computed as 256t sm⋅ , where t  is the desired integration 
time. In practice, the expected number of photoelectrons can be computed given the 
power of the light source, the reflectivity of the object, the distance to the object, and the 
integration time as [93] 
 ( )
2
2
( ) 1
4 /
lightsource lens INT
e
image pix
P D k QE T
N
RA A hc
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 (3.4) 
where  
e
N  Number of electrons per pixel D  Aperture of lens 
image
A  Image size in sensor plane R Distance of object 
pix
A  Light sensitive area of pixel 
lens
k  Losses of objective and filters 
h  Plank’s constant ( )QE l  Quantum efficiency 
c  Speed of light l Wavelength of light 
r  Reflectivity of object 
int
T  Integration time 
 
Therefore, for a given distance, a larger integration time will increase the total number of 
electrons per pixel and improve the accuracy of the measurement. However, if the 
integration time is too high for the scene, the number of electrons will exceed the pixel’s 
ADC capacity and saturation will occur. Conversely, if the integration time is too low, 
the standard deviation of the measurements will be too high, and the measurements will 
be unreliable. Therefore, the chosen integration time is essential for reliable depth 
estimation.  
 
3.3 Inherent Problems 
 
Time-of-flight cameras have only recently been used in the robotics community, 
although early prototypes started to emerge back in 2004. As with any new technology 
there exist inherent problems that can affect the accuracy and reliability of the acquired 
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readings. The inherent problems found in time-of-flight cameras include response to 
internal heating, aliasing, mixed measurements, and integration time [94-97]. 
 
Internal heating of the camera directly affects the measurements received by the camera 
during start-up until a stable temperature is reached. To determine the consistency of the 
temperature effect on depth readings, two experiments were run. The first run allowed 
the camera to fully cool down after constant usage, and the second experiment only 
allowed a ten minute cool down period before acquisition. The results of both 
experiments are presented in Figure 3.4. In both cases, the time to reach a stable reading 
occurred at roughly the same time following a similar curve. These experiments were run 
several times showing repeatable curves. Therefore, fitting a curve to the experimental 
data allows determination of the point at which stable readings are produced and normal 
data acquisition can commence. 
 
 
 
A second problem of aliasing occurs when objects are located at a depth greater than the 
maximum range of the camera. In these situations, the depth readings are modulated by 
7.5m. For example, the maximum range of the SR3000 camera is 7.5m; therefore, if an 
object is located at 8.0m, the camera would report a depth of 0.5m. One such example of 
aliasing is shown in Figure 3.5(a-c), where the camera has been pointed down a long 
hallway where the distance at the center of the image is greater than the 7.5m maximum 
range of the camera. As shown in Figure 3.5(b-c), the measured distance of the objects 
further down the hallway is modulated and given depth values between 2.0 and 3.0 
meters, which does not correctly represent the actual position of the object in the 
  
 (a) (b) 
Figure 3.4. Temperature stability results after (a) Full Cool Down and (b) 10 Minute Cool Down. 
The time-of-flight camera provides an average depth, which increases until a stable temperature is 
reached. 
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environment. A second example is shown in Figure 3.6(a-c), where a person has stepped 
in front of the camera in a hallway. According to the raw depth map, there exist objects 
that are closer to the camera than the person. It should be noted that the intensity for 
points decreases as the depth increases according to Equation (3.4). Therefore, it is 
expected in real-world data, that the modulated points will have lower intensity readings 
than the normal points at that distance. 
 
 
(a) 
 
(b) 
 
(c) 
Figure 3.5. Aliasing found in time-of-flight data. The camera is pointed down a hallway with a 
distance greater than the maximum range of the camera. (a) Gray-scale image. (b) 3D mesh. (c) 2D 
jet color image. The central region of the image shows objects at a distance of roughly 2 meters 
corresponding to objects that are beyond the 7.5m range. 
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A third problem found in time-of-flight depth maps is that of mixed measurements. Due 
to the nature of how the depth maps are acquired, noisy points form a transition between 
neighboring objects. These mixed measurement points cause issues in the depth maps 
that do not accurately portray the state of the environment. An example of mixed 
 
(a) 
 
(b) 
 
(c) 
Figure 3.6. A second example of aliasing pixels found in the time-of-flight camera. The camera is
pointed down the hallway with a person standing in the center of the scene. Aliasing can be seen on the
borders of the person, implying that there are objects closer than the person when these objects are
actually further away. (a) Gray-scale image, (b) 3D mesh, (c) 2D jet color image. 
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measurements is shown in Figure 3.7 where there is a steady stream of points between 
the box in the foreground and the wall in the background. 
 
 
 
A fourth problem corresponds to the selected integration time of the camera. As defined 
in Equation (3.4), the integration time plays a vital role in determining the achievable 
accuracy of the obtained depth map. This is can be seen in Figure 3.8, where the camera 
is placed at varying depths from a flat white wall. The graph shows the variance in the 
readings at six depths from the wall. At each depth, 100 maps were acquired and 
averaged at each of the available integration times. From this figure, two main 
observations can be derived: 
 
1) The average depths have noticeable errors compared to the ground truth, 
2) The integration times produced varying results at each distance. 
 
 
Figure 3.7. An example of erroneous measurements forming transition between a box in front of a 
flat white wall. These erroneous points are known as mixed measurements and are caused by light 
scattering. 
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3.4 Reliable Depth Mapping 
 
In order to resolve the depth errors associated with the time-of-flight cameras, the aim of 
this section is to introduce a Bayesian framework for enhancing the accuracy and 
consistency of dense 3D mapping. As mentioned in the previous chapter, one way of 
resolving the integration error is to use multiple integration times at each measurement 
step. This, however, can introduce many practical problems and reduce the temporal 
response of the system. Instead, I will present, in this chapter, a new method based on 
dynamic parameter setting and simultaneous multi-view depth fusion with error 
rectification.  
 
The basic concept is schematically illustrated in Figure 3.9 using different integration 
times whilst the robot is in continuous motion to cater for different depth distribution of 
the objects and multiple camera views to enhance the quality of the latest depth map. The 
use of different integration times allows for improved accuracy at varying depths, in the 
environment, and when fused, the overall accuracy is increased. In this thesis, three 
integration times, t, are used: 20, 40, and 60 (t * 256µs). Finally, color appearance 
information is incorporated through Generalized Gaussian Markov Random Fields 
 
Figure 3.8. Average depth readings taken at varying depths from a flat white wall using all possible 
integration times (1-255, t * 256µs). As illustrated, the integration time can affect the reliability and 
accuracy of the received depth measurements. The values in the lengend specify the ground truth 
for the distance of the camera to the wall. For example, at the 0.51m mark, an integration time too 
high (blue curve) dramatically affects the readings. 
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(GGMRF). The framework produces the final improved depth map following a three-
stage process: 
 
1) Noise detection and removal, 
2) Depth map fusion, 
3) Reconstruction with color information. 
 
The remainder of this section will introduce each of the three stages in detail. 
 
 
 
 
Figure 3.9. Schematic of the basic concept used by the proposed Bayesian framework to obtain 
reliable and consistent readings from the time-of-flight camera. Three integration times are used to 
capture three separate views of the scene during robot motion. These maps are fused to produce a 
final map using the best information from each map. (a) High integration time capturing objects 
furthest from the camera, (b) mid-integration time capturing objects in the middle depth range, (c) 
low integration time capturing objects closest to the camera. 
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3.4.1 Noise Detection and Removal 
 
As mentioned in Section 3.3, modulated time-of-flight cameras have inherent problems 
that must be resolved initially before additional processing can be performed. This 
section introduces the steps taken to identify and remove erroneous measurements from 
an individual depth map. For modulated time-of-flight cameras, the majority of 
erroneous readings come from aliasing and mixed measurements. Therefore, the main 
task for this stage is to develop a robust method to distinguish between normal valid 
readings and erroneous readings by exploiting the relationship between depth and 
intensity. 
 
As defined by Equation (3.4), the number of electrons obtained decreases at a rate of the 
reciprocal of the squared depth. Therefore, as the number of electrons decrease, so does 
the received intensity. The reliability of a depth-intensity pair can be determined by using 
this information. 
 
To this end, the camera has been positioned at 0.5m intervals ranging from 0.5m to 5.0m 
from a white wall to learn the relationship between depth and intensity. At each depth, 
100 frames were captured at each of the three integration times and averaged together to 
remove sensor noise. Figure 3.10 illustrates three intensity maps at three of the discrete 
distances; 0.5m, 1.0m, and 1.5m. 
 
 
 
 (a) (b) (c) 
Figure 3.10. Intensity maps obtained from the time-of-flight camera at three different distances, (a) 
0.5m, (b) 1.0m, and (c) 1.5m, from a flat white wall using an integration time of 20. All intensity 
maps share a similar pattern, which can be approximated by a 2D Gaussian distribution with the 
peak occurring near the center of the image and a radial fall-off towards the edges. The 
distributions are scaled in a decreasing manner based on the distance from the wall. These 
distributions help form a relationship between the depth and intensity to detect erroneous pixels. 
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As illustrated in Figure 3.10, the average intensity not only decreases as the depth 
increases but the intensity decreases away from the center of the image. Poppinga and 
Birk [1] attempted to approximate this decrease using a function of the form 
 ( ) ( )2 2p x p yB x offset y offsetæ ö÷ç- - + - ÷ç ÷çè ø , (3.5) 
where ,
p p
x y  are the pixel position. As stated by the authors, the approximation gave 
reasonable results except on the edges of the image. After evaluating Figure 3.10, one 
can notice that the shape generally follows a 2D Gaussian distribution. To improve upon 
the approximation of Poppinga and Birk [1], I have found that the fall-off can be best 
approximated with a function of the form: 
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where ,x y  are the pixel positions, , , ,
x x y y
m s m s  define the 2D Gaussian distribution, and 
s  is a scale to adjust based on the depth readings. The approximation given by Equation 
(3.6) increases the overall accuracy and allows a more reliable fit across the face of the 
depth map and across the range of the camera. To compare the two approximations, the 
average intensity map was calculated at each of the six distances from the white wall. For 
each intensity map, a surface fit was computed according to the two approximation 
functions. The first three approximations are given in Figure 3.11. The top row 
represents the result of the proposed approximation function, Equation (3.6), while the 
bottom row is the result of the approximation function by Poppinga and Birk, Equation 
(3.5). The proposed approximation maintains a more accurate fit across the range of the 
camera. Finally, the root mean square error (RMSE) was computed for each intensity 
map and the results are illustrated in Figure 3.12(a). 
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 (a) (b) 
 
 (c) (d) 
 
 (e) (f) 
Figure 3.11. A visual comparison between the proposed approximation function (first column) and 
that of Poppinga and Birk [1] (second column) for intensity maps of a flat white wall at distances of 
(a), (b) 0.5m, (c), (d) 1.0m, and (e), (f) 1.5m, respectively. The red surface represents the raw 
intensity map, while the blue surface represents the approximated surface. The approximation 
functions are pivotal in building an accurate relationship between the depth and intensity from the 
time-of-flight camera. 
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The approximation of the decrease in intensity across the image helps provide an 
estimate of the relationship, but at discrete distances. Furthermore, a different Gaussian 
approximation for Equation (3.6) is obtained at each depth. While the Gaussian 
approximation is similar, there is a decrease in average intensity, as shown in Figure 
3.12(b). Therefore, a more general solution is required to quickly determine a lower 
bound for the intensity of a given depth. To this end, a lower bound for the expected 
intensity is computed as  
 
(a) 
 
(b) 
Figure 3.12. (a) Analytical comparison between the proposed approximation function (red curve) 
and that of Poppinga and Birk [1] (blue curve) at six distances from a flat white wall. The proposed 
method maintains a closer fit throughout the range of the camera. (b) Illustration of the decay in 
the peak intensity as the camera is moved away from a flat white wall. Using this decay, the peak of 
the Gaussian 2D distribution can be scaled to correctly approximate the intensity as objects move 
away from the camera. 
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where 
decay
I  is the value computed from Equation (3.6), c is a decay constant to represent 
how the value of s , Equation (3.6) drops as the depth increases, and d  is the measured 
depth. It should be noted that 
decay
I  represents the surface fit at the initial depth (0.5m) 
from the white wall. The value of c  is approximated to minimize the RMSE across all 
six discrete depths. Finally, one can determine the aliased points by ensuring the 
measured intensity value is greater than the minimum bound computed by Equation (3.7)
. 
 
Depth distribution is used to handle the erroneous points created from mixed 
measurements. Valid pixels maintain a low distribution with neighboring points 
compared to points corresponding to mixed measurements. Assuming a point represents 
a true object in the environment, the average depth between neighbors of the same object 
should be low, and vice-versa for mixed measurements. To this end, samples of both 
mixed and non-mixed measurements have been collected at varying depths between 
0.5m and 5.0m. The Gaussian distribution for each type of pixel is shown in Figure 3.13. 
The distributions were obtained by computing the average depth difference between 
neighboring pixels using an eight-connected neighboring system. A positive sample was 
taken from the center of an object where all neighboring pixels belonged to the same 
object. A negative sample was taken from a mixed measurement.  
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As illustrated by Figure 3.13, the distributions are quite different and therefore, a pixel 
can be identified as a mixed measurement depending on which distribution it most likely 
belongs to. The noise detection is able to reliably identify erroneous measurements 
ensuring that only valid pixels are used in subsequent stages. Both types of erroneous 
measurements are illustrated in Figure 3.14. Aliasing pixels have been detected in the 
scene with a person standing in front of the camera in a long hallway, as fully visualized 
in Figure 3.5. Furthermore, mixed measurements have been detected in a scene with a 
box positioned in front of a white wall as fully visualized in Figure 3.7. In both 
examples, valid measurements are colored with blue while erroneous measurements are 
red. 
 
 
Figure 3.13. A comparison between the distributions of mixed measurements (blue curve) and valid 
points (red curve). Distributions were obtained by computing the average depth difference between 
a point and its neighbors. A valid point was chosen such that all neighbors belonged to the same 
surface. The mixed measurements have a larger mean separation from its neighbors. These 
distributions can be used to predict whether a point corresponds to an actual object in the 
environment. 
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3.4.2 Depth Map Fusion 
 
After noise removal in each of the three integration times, the fusion stage can 
commence. Since the robot can potentially be moving between each acquisition, the three 
depths may be in different reference frames. Therefore, before the three depth maps can 
be fused, the motion of the robot must be taken into account in order to align the three 
depth maps into the same reference frame. 
 
(a) 
 
(b) 
Figure 3.14. Two examples illustrating the detection of erroneous measurements (red points) using 
our proposed outlier detection. (a) An aliasing example with a person standing in front of the 
camera in a hallway. (b) A mixed measurement example with a box positioned in front of a white 
wall. 
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3.4.2.1 Motion Estimation 
 
An accurate estimate of the robot motion is required to ensure a reasonable alignment is 
obtained. The robot provides raw odometry readings in the form of an output 
vector,( , , )x y q , where ( , )x y  represents the Euclidean position on the xz-plane, and q  
represents the orientation of the robot. However, pure odometry is unreliable due to drift 
and slippage. Therefore, pure odometry, on its own, is insufficient. 
 
In order to rectify errors in the odometry estimate, a real-time structure from motion 
system is used, which is only activated when the robot has moved. The calculation is 
performed in image space to utilize the wider field-of-view of the color camera. The 
system uses a Shi and Tomasi corner feature [71] detector to identify features in the 
current frame, which are represented as Inverse Depth features, as detailed in [72]. Then, 
pure odometry is used to initialize a search location in the subsequent frame to reduce the 
search space. Matching features is performed using normalized cross-correlation. 
 
 
 
The structure from motion problem is constrained because the robot operates in a planar 
environment. Furthermore, the robot in use is a non-holonomic, differential drive system, 
which further constrains the problem to a single unknown variable as detailed in [98]. 
 
Figure 3.15. A non-holonomic, differential drive robot rotates around the Instantaneous Center Of 
Curvature (ICC). According to the turn radius of the robot, R , the estimated motion between two 
poses can be obtained using the angles q  and j . These motion principles help constrain the 
structure from motion problem, which can be used to improve the raw odometry estimates 
obtained from the robot. 
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During movement, the robot rotates about the Instantaneous Center of Curvature (ICC), 
as visualized in Figure 3.15. The direction of travel, q , and rotation, j , of the robot are 
related as / 2q j= . The direction of travel is estimated as opposed to the translation 
because the system uses a monocular set-up and scale is, therefore, unavailable. The 
motion between two camera positions are defined by a rotation, R  and translation T  
defined as 
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where r  is a scale factor. Under the epipolar constraint, two unknown camera positions 
and the image coordinates are related as 
 ' 0Tx Ex = , (3.9) 
where ( , ,1)T
i i
x x y=  and ' ' '( , ,1)Ti ix x y=  are the normalized image coordinates of the 
matching feature sets. The essential matrix can be constructed as [ ]
x
E T R=  where [ ]xT is 
the skew-symmetric matrix T . Then the essential matrix for planar motion is computed 
as 
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After plugging Equation (3.10) into Equation (3.9), every matching point-set follows the 
homogenous equation 
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 (3.11) 
For a single match, the value of j  can be computed as 
 
'
1
' '
( )
2 tan
( )
y y
x y y x
j - += - - .
 (3.12) 
As shown in [98], a one-point Random Sample Consensus (RANSAC) [99] algorithm 
can be used due to the reduction of the problem to a single unknown variable. The 
number of hypotheses required to guarantee a correct solution is determined by 
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 (3.13) 
With the requirement of a single point ( 1m = ), a probability of success of 99%p =  and 
the percentage of outliers estimated at 50%e = ; the total number of required hypotheses 
is 7. To generate a set of hypotheses, a correspondence pair is chosen randomly and the 
angles of rotation and translation are computed with Equation (3.12). Since, we have the 
speed of the robot, a scale factor of v tr = D  is used. After each hypothesis is generated, 
the features from the previous frame are re-projected with the new motion hypothesis. 
The re-projected coordinates are compared against the matched location to obtain the 
error of re-projection. Then, the hypothesis with the least amount of error is chosen. If 
there are not enough correspondences, pure odometry is used. 
 
 
3.4.3 Depth Fusion 
 
Once the three depth maps have been aligned in the same reference frame, each 3D point 
is re-projected back to 2D image space. This technique follows the method outlined by 
Stipes et al. [100]. The re-projection of a 3D point ( ), ,p x y z=  to a 2D pixel coordinate is 
obtained by using a linear fit of the formP a bx cy= + +   for each pixel coordinate, 
where ( / )x x z=  and ( / )y y z= . Thus, each pixel in the current depth map can 
determine if there is a potential estimate from a previous frame. 
 
For all valid pixels, the likelihood is computed to determine which reading most likely 
resembles the actual state of the environment. As shown in Figure 3.12(b), the 
depth/intensity relationship can be exploited to determine the likelihood of a given pixel. 
A function to approximate the decay matching Figure 3.12(b) can be computed with the 
form ( ) bf z az= . This provides a more accurate estimate of the scale to compute the 
lower bound of the intensity from Equation (3.6). With the approximation for the scale, 
the likelihood of a pixel is computed as  
 ( )( )2p p decay pf z I Il = ⋅ - , (3.14) 
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where 
decay
I  represents the decay across the face of the image based on the current pixel’s 
position, and ,
p p
z I  represent the measured depth and intensity values obtained from the 
camera. 
 
Finally, for each point with a valid estimate in the current frame, the maximum 
likelihood point is determined. A pixel from a previous frame is only considered if the 
depth estimate is within a defined threshold of the measurement from the most recent 
depth map. This ensures that dynamic objects do not cause fusing points from different 
objects. Therefore, the maximum likelihood point will match to the current scene. 
 
3.4.4 Scene Reconstruction 
 
In practice, the fused depth maps may contain noise around each pixel as no contextual 
information has yet been taken into account. The structure of the environment, especially 
for those in indoors, is typically constructed with smooth surfaces. In theory, the noise of 
pixels can be reduced under the assumption that pixels belonging to the same object 
surface fall onto a similar smooth surface. The challenge is how to determine if 
neighboring pixels belong to the same object. In this thesis, I have used color information 
for this purpose, which requires determination of the color of each point in the final 
depth map and optimization of the map to conform to our assumption. 
 
3.4.4.1 Correspondence 
 
The primary concern is obtaining the correct color value for each pixel in the final fused 
depth map. If these estimates are incorrect, pixels could be mistakenly assumed to belong 
to the same object and smoothed causing erroneous final maps. Since the time-of-flight 
camera produces an intensity image, a potential step is to follow the common approach to 
information fusion by performing a standard stereo camera calibration [101]. A selection 
of 16 images was taken with a calibration grid in front of both the time-of-flight and 
color camera. A sample projection of the grid points from the time-of-flight camera 
being projected into the color image is shown in Figure 3.16(a). It can be seen that there 
is a large pixel correspondence error, appearing as a shift to the left of the actual position. 
The overall average pixel error for the 16 calibration images is 6.2923 and 2.2819 in the 
79 
 
x and y direction, respectively, see Table 3.1. This occurs because the depth values were 
not considered during the calibration process. 
 
 
 
To overcome these errors, a modified calibration method has been followed to 
incorporate depth information. Since the two types of images are obtained from different 
cameras, a known transformation is needed to obtain the color information. To this end, 
the color camera is calibrated using a traditional checkerboard calibration procedure 
[101], with the requirement that the checkerboard is in view of both the color and time-
of-flight cameras. The aim is to obtain samples that cover the range of the time-of-flight 
camera. After calibration, the intrinsic and extrinsic parameters of the color camera are 
known. Using the extrinsic parameters, the four 3D corners of the calibration grid can be 
determined for each image producing a set of points identified as { }1 2, ,..., nr r r r= . 
Similarly, the four 3D corners of the calibration grid are determined by manual selection 
in the time-of-flight images. This produces an equally sized set of points identified as 
{ }1 2, ,..., nl l l l= . 
 
The aim of the calibration is to determine the scale, rotation, and translation such that the 
total error ( )Tl s R r T= ⋅ +  is minimized. The transformation is computed using the 
  
 (a) (b) 
Figure 3.16. A comparison between the standard stereo calibration and our modified method. All 
points from the time-of-flight camera that correspond to the grid are projected using the 
transformation specified by each calibration method. (a) The typical stereo camera calibration and 
(b) the proposed calibration. The correspondence in (b) aligns the depth points from the time-of-
flight camera more closely than (a) with an improvement of pixel error of 4.2998 on the x-axis and 
0.7901 on the y-axis. 
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closed-form solution given by Horn [102]. This provides the best estimate for obtaining 
per-point color information to aid in subsequent steps.  
 
Figure 3.16(b) illustrates the correspondence of the same grid points using our proposed 
method, which more accurately matches the correct transformation. The average pixel 
error for the proposed calibration method is 1.99 and 1.49 in the x and y direction, 
respectively. This alignment step is essential because the reconstruction algorithm relies 
on color information to help smooth neighboring pixels belonging to the same object. 
With slightly inaccurate correspondence, pixels corresponding to two objects can be 
smoothed together. The transformations obtained from each calibration are shown in  
Table 3.1. 
 
 
 
3.4.4.2 Reconstruction 
 
Finally, an optimization problem can be formulized to reduce the overall noise in the 
depth map using the color information. The problem is based on Markov Random Fields 
(MRF), which have received significant attention in smoothing depth maps, with the help 
of color information. The principle idea assigns a weight based on the 
2
L norm-  of the 
color between neighboring pixels. The underlying assumption is that neighboring pixels 
with similar color belong to the same object, and thus should have similar depth 
measurements. Figure 3.17 illustrates such an example. A box is positioned in front of a 
white wall. The box is blue in color and therefore, all pixels locally with the same blue 
color belong to the same smooth surface. Similar observations can be made of the white 
wall. Existing systems have used a prior model based on a Gaussian Markov Random 
Method Scale Rotation Translation 
Avg. Pixel 
Error X 
Avg. Pixel 
Error Y 
Stereo 1.0 (-0.002, 0.11, 0.036) (-116.82, -66.3, 97.87) 6.29 2.28 
Proposed 1.138 (0.009, 0.038, 0.042) (-69.96, -62.14, 9.9) 1.99 1.49 
 
Table 3.1. Transformation computed using both the traditional stereo calibration method and our 
proposed method for improving per-pixel correspondence. The rotation is given in Rodrigues 
rotation vector form. Furthermore, the average pixel error of the 16 calibration images is given, 
showing a large reduction in pixel error using our proposed method. 
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Field with a metric of the squared distance between pixels. This is often too high a 
penalty for depth images for indoor environments because edges are common and the 
depth between objects can vary considerably as the robot moves through the 
environment. To address this problem, General Gaussian Markov Random Fields 
(GGMRFs) [103] are used due to their flexibility to balance between edge preservation 
and depth map smoothing.  
 
 
 
The GGMRF construction is shown in Figure 3.18. The GGMRF consists of two layers 
corresponding to the range measurements and the red, green, blue (RGB) color values of 
each pixel nodes with D and C, respectively. The additional nodes of depth discontinuity 
and image gradient determine the depth measurement potential and the depth smoothness 
prior, respectively. In order to obtain a quality depth map, a Bayesian optimization 
problem is formulated to incorporate a prior model of the noise component and 
relationship of the color component. Using Bayes theory, the prior model and noise 
model are incorporated as follows:  
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( ) ( )
argmax |
argmax log | log
z
z
z p z d
p d z p z
é ù= ê úë û
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
,
 (3.15) 
  
 (a) (b) 
Figure 3.17. The underlying assumption of our proposed system: neighboring pixels with similar 
color belong to the same object, and thus belong to the same smooth surface. (a) Image from the 
color camera. (b) Time-of-flight data. The data is colored using a jet color map, ranging from the 
minimum depth of the data (blue) to the maximum depth of data (red). 
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where ( )p z  is the depth map prior and ( )|p d z  is the likelihood function. The solution to 
Equation (3.15) represents the optimal restored depth map. 
 
 
 
The likelihood function determines the cost for adjusting the depth value of a pixel 
resulting in a depth potential function. The cost is determined by the likelihood of the 
original estimate and the squared difference between the current and original estimate. 
The depth potential function is defined as: 
 
2( )
i i i
i
d zlY = -å
,
 (3.16) 
where 
i
l  is the likelihood of the i
th pixel as computed from Equation (3.14), 
i
d  is the 
current depth estimate of the pixel, and 
i
z  is the original depth estimate.  
 
The use of GGMRFs provides increased flexibility in balancing the smoothness and edge 
preservation. The log form of the GGMRF is as follows: 
 
 
Figure 3.18. The proposed GGMRF to use color information to improve the consistency of time-of-
flight depth maps. The multi-layer graph links the depth measurements (circles with D) with the 
RGB color values (squares with C) using a four-point neighboring scheme. The two layers are 
connected via a depth potential controlled by the depth discontinuity (green circles) and a 
smoothness constraint controlled by the RGB color of neighboring points (yellow squares). It 
should be noted that not all neighbors exist due to potential erroneous measurements, therefore, 
the graph may be missing links as illustrated. 
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where g  is the neighborhood weight based on the RGB color component, 
2s  is the scale 
parameter of the Gaussian function, r  is a parameter between 1 and 2, and N  is the 
neighborhood of the ith pixel. The selection of r  is paramount in the optimization 
problem, with a high value discouraging discontinuity in the image and a low value 
allowing discontinuity. In the work completed by Rey [104], the value 1.2r =  produced 
improved reconstruction. The optimal value of 2s  can be found using a maximum 
likelihood approach based on the observed noisy data [105]. 
 
In general, the neighborhood weight,g , plays an important role in the expected result. A 
pixel
int
p  on the interior of an object suggests that the neighboring pixels of p  belong to 
the same object, and thus,
int
p  should fit on the same plane as its neighbors. It can be 
shown that the distribution of the set of points determined by
int
p  and its neighbors will 
have a low variance since they all belong to the same object. Figure 3.19(d) illustrates 
such an example for three interior points of an object with varying surface normals to the 
camera. The graph illustrates the Gaussian distribution for the set. In such a situation, 
where the point has a similar color to that of its neighbors, the neighboring weight, g , 
should be high to force the GGMRF to adjust the values to ensure the point falls on the 
same plane as its neighbors. Now, consider a point,
ext
p  on the exterior of an object where 
some of the neighbors will belong to the same object and the remaining will belong to an 
object of a different color. The expected distribution for this situation will vary 
depending on the depth between objects, but the distribution will be significantly higher 
than the interior point. The graph in Figure 3.19(e) illustrates the distribution where three 
points have been selected on the exterior of an object, which have the same three surface 
normals as above. The variance of the Gaussian distribution for these points is 
significantly higher than the interior point. In this situation, the neighbor weight,g , 
should be low to ensure the edges are kept and the structure of the scene is maintained. 
The function ofg in Equation (3.17) enforces this requirement by giving a high weight 
for neighboring points belonging to the same object (similar color) and a low weight for 
neighboring points belonging to different objects (different color). 
84 
 
 
The acquired depth maps hold a similar structure as generic 2D images in that the 
neighborhood can be chosen as either 4 or 8 adjacent pixels. The former is chosen as in 
previous studies [106-108], and the GGMRF is combined with depth potential Equation 
(3.16) to arrive at a minimization problem corresponding to the restored depth map. 
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 (3.18) 
The function is guaranteed to have a global minimum due to the convexity of the 
function, and thus any general-purpose optimization algorithm can be used. Due to the 
size of the depth map (144×176) and the real-time requirement, a variant of the quasi-
Newton method is used for the minimization. The work uses the matrix free variant 
Limited Storage Broyden-Fletcher-Goldfarb Shanno [109]. This lowers the required 
storage space because the Hessian is never fully stored. 
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 (a) (b) (c) 
 
(d) 
 
(e) 
Figure 3.19. (a-c) Depth data used to generate the distributions in (d) and (e). Each depth map is 
colored using a jet color map where blue represents the minimum depth value to red representing 
the maximum depth value. (a) Surface normal is roughly perpendicular to the camera. (b) Surface 
normal is roughly 25° to the camera. (c) Surface normal is roughly 45º from the camera.  (d) 
Gaussian distribution for three points chosen on the interior of the box.  (e) Gaussian distribution 
for three points chosen along the edge of the box. The variances of the exterior distributions are 
significantly higher than the interior distributions. This is reflected in the GGMRF prior by forcing 
high weight on a pixel belonging to the same object (similar color) as its neighbors and a low weight 
on a pixel belonging to a different object (different color) as its neighbors. 
86 
 
 
3.5 Results 
 
The proposed framework has been evaluated in four indoor scenes, as shown in Figure 
3.20(a-d). The navigation system being developed is designed for a hospital environment 
and the chosen scenes represent environments that a robot is likely to encounter. For each 
scene, a candidate sequence of three depth maps have been chosen, one from each of the 
three integration times.  
 
 
 
The initial evaluation examines the likelihood estimation during the preprocess stage. 
Each point is tested against the expected relationship of depth and intensity and given a 
value between 0 and 1. Figure 3.21 illustrates the likelihood of each integration time, as 
well as the final mixed likelihood. As expected the majority of noisy pixels come from 
 
 (a) (b) 
 
 (c) (d) 
Figure 3.20. (a)-(d): Four scenes used to evaluate the proposed framework. Only the first three 
scenes have ground truth information to evaluate the proposed framework due to the static aspects 
of the environment. The red dots represent the locations of markers for the reference motion 
capture system. 
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the mixed measurements. Furthermore, it can be noted that each integration time 
provides a high likelihood in a different area depending on the distance. Finally, the 
combined likelihood uses the best of each individual map to produce the most probable 
map. 
 
 
 
To help visualize the results, I have provided the full 3D reconstruction in Figure 3.22. 
The first three columns represent the individual integration times of each scene, while the 
last column represents the final reconstruction using the proposed framework. The final 
scene represents the most likely depth map obtained from the three separate integration 
times, removing all noisy points and providing a more accurate representation of the 
environment. 
 
Figure 3.21. The likelihood maps for each scene. In each row, the three individual integration times 
are presented along with the final fused likelihood map. The individual integration times provide 
different levels of accuracy in different regions justifying the need to use multiple integration times. 
The fused depth map uses the best information from each to reach consistent accuracy across all 
ranges. The color images of each scene are shown in Figure 3.20. 
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The proposed framework has also been evaluated quantitatively with a reference motion 
capture system [110]. Markers where placed in the first three scenes on the static aspects 
of the environment as shown Figure 3.20(e-g). The markers provide ground truth data at 
select areas in the environment to compare our proposed framework against the 
individual raw depths maps obtained at each integration time. Table 3.2-Table 3.4 
present the RMSE of each marker, the total RMSE at the three integration times, and the 
result of the proposed framework. It is evident that the framework has improved upon the 
individual results of each integration time. Furthermore, the best individual map has 
changed, thus confirming the efficacy of the proposed framework. 
 
Figure 3.22. Dense 3D depth maps for each of the three integration times along with the final 
reconstruction of the proposed framework. In each row, the three individual integration times are 
shown with the final reconstruction. It can be noticed that most of the noise has been removed with 
the proposed system and improved accuracy is achieved as illustrated in Table 3.2-Table 3.4. 
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Marker Integration Time 20 Integration Time 40 Integration Time 60 Proposed Framework 
1 – RMSE 0.323 0.103 0.063 0.063 
2 – RMSE 0.211 0.030 0.010 0.011 
3 – RMSE 0.058 0.135 0.136 0.130 
4 – RMSE 0.040 0.256 0.132 0.062 
5 – RMSE 0.016 0.037 0.043 0.003 
6 – RMSE 0.099 0.011 0.031 0.031 
7 – RMSE 0.099 0.019 0.007 0.009 
8 – RMSE 0.127 0.020 0.022 0.024 
Overall 
RMSE 
0.349 0.276 0.236 0.204 
 
Table 3.2. RMSE for the markers in the first scene. 
Marker Integration Time 20 Integration Time 40 Integration Time 60 Proposed Framework 
1 – RMSE 0.026 0.103 0.001 0.006 
2 – RMSE 0.173 0.501 0.224 0.173 
3 – RMSE 0.078 0.126 0.075 0.115 
4 – RMSE 0.003 0.091 0.057 0.004 
5 – RMSE 0.051 0.005 0.001 0.012 
6 – RMSE 0.007 0.012 0.014 0.019 
Overall 
RMSE 
0.205 0.324 0.216 0.204 
 
Table 3.3. RMSE for the markers in the second scene. 
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3.6 Conclusion 
 
Time-of-flight cameras provide new possibilities for mobile robot navigation by 
providing real-time dense 3D depth maps along with intensity images. However, the 
acquired images can contain different sources of error; therefore adaptive online 
improvements must be made in order to increase the accuracy and consistency of the 
data. The proposed framework aims to handle both issues through a Bayesian 
framework. I have proposed to cycle three distinct integration times while the robot is 
moving to take into account objects at varying distances. The method described works in 
three stages; first, removing erroneous measurements and enhancing the most recently 
received depth map by fusing it with previously acquired depth maps; and finally, using a 
GGMRF method to improve the accuracy and consistency of the overall depth map. 
Color information is used to infer relationships between neighboring pixels to determine 
which pixels belong to the same surface.   
 
For the method proposed, prior information is used to initially determine a depth offset 
for each pixel. The depth offset comes from a function determined by the error values 
found with average measurements to a plane. Once the modified depth is found, it is used 
Marker Integration Time 20 Integration Time 40 Integration Time 60 Proposed Framework 
1 – RMSE 0.008 0.015 0.055 0.005 
2 – RMSE 0.014 0.009 0.013 0.004 
3 – RMSE 0.116 0.027 0.049 0.120 
4 – RMSE 0.064 0.009 0.004 0.051 
5 – RMSE 0.008 0.076 0.019 0.020 
6 – RMSE 0.022 0.058 0.020 0.007 
Overall 
RMSE 
0.197 0.180 0.135 0.179 
 
Table 3.4. RMSE for the markers in the third scene. In this example, the proposed framework 
performs better than the first two integration times but falls short of the high integration time. 
However, the proposed framework shows similar or better accuracy at 3/6 of the markers. 
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to determine the expected intensity. The expected intensity helps provide the likelihood 
for a pixel. One of the key challenges for the method proposed is to overcome the 
varying reflectivity of objects in the environment. The current system gathers samples 
from different objects expected in everyday indoor environments. It is worth noting that 
reflectivity could be overcome with additional information. For instance, the system 
could be enhanced with stereovision to provide collaborative information to help rectify 
depth values from the time-of-flight camera. This could help to adjust the raw depth 
values and reduce dependency on the intensity information. To further extend the method 
proposed, Simultaneous Localization and Mapping could be used either through a 
monocular or a stereo approach to obtain additional estimates of the depth of different 
patches in the environment. These patches could provide cues that can be fused with the 
depth map to further eliminate errors. 
 
In this chapter, each integration time provides a different level of accuracy for different 
depth ranges in the environment. This is used to handle dynamic environments as the 
robot navigates. In practice, objects continually change position and depth, therefore, a 
single integration time would only provide accuracy at one particular depth level. It has 
been shown that the proposed framework can produce accurate results by integrating 
these measurements. It should be noted that utilizing three integration times comes at a 
cost of frame rate. Alternatively, the disparity map of a stereo system could be used to 
help reduce the errors and inconsistencies in depths outside the focal length of a single 
integration time if dense 3D mapping in these regions is not important.  
 
The final stage of the proposed framework uses a GGMRF as a post-processing step to 
enhance the smoothness and accuracy of the depth map. The aim is to use appearance 
information obtained from the color camera to determine which pixels belong to the 
same object, and thus are part of the same surface. The assumption used generally 
provides satisfactory result for indoor scenes. However, situations can arise where 
surface patches sharing the same color are connected but have 2nd or higher order 
discontinuity. The GGMRF is designed to smooth these pixels, which could result in a 
loss of surface fidelity in the final map. In such cases, geometrical segmentation could be 
used to split the current view into meaningful regions. The GGMRF could then smooth 
and improve consistency under those patches. Another feasible option would use surface 
shading and p-q space information to build patches in the environment. These patches 
would then form the surfaces for the GGMRF. 
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In this chapter, I have investigated the applicability of the proposed framework for real 
world data. The experiments performed are aimed to evaluate the system in environments 
with objects at varying depths and complex scenes that are expected in normal indoor 
environments. The results have shown that the proposed framework provides a robust 
framework for generating accurate depth maps in all these cases, thus demonstrating the 
potential value of using time-of-flight camera for accurate real-time mobile robot 
navigation.  
 
The result of this chapter provides the robot with a dense 3D point cloud accurately 
depicting the current view of the environment. In order for the robot to understand the 
environment and make informed decisions, the point cloud must be analyzed to obtain 
contextual and semantic information. To this end, Chapter 4 through Chapter 7 will 
investigate the steps taken to analyze the point clouds to allow interaction with the 
environment. Chapter 4 begins with a geometrical scene reconstruction through 
segmentation of the point cloud into groups of distinct objects. 
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Chapter 4 	
 
Geometrical Scene Reconstruction 
 
4.1 Introduction 
 
In Chapter 3, a Bayesian Framework was presented to provide a reliable and accurate 
depth map based on three separate views of the environment. The end result is a dense 
3D point cloud of the environment. In order for a mobile robot to interact with the 
environment, especially people, these point clouds must be analyzed to extract valuable 
information about the environment. A common approach to analyzing dense data is to 
reduce the data to a workable size. For mobile robots in indoor environments, surface 
reconstruction is a practical method of choice. 
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The 3D point clouds from the Bayesian Framework are improved estimates of the current 
view of the environment. The point clouds have been smoothed, but may carry errors in 
the data. Nonetheless, the point clouds represent a noisy sampling of surfaces in the real 
world. Since only point cloud information is available, explicit information about the 
orientation and curvature of the surface is lost. This needs to be recovered to gain 
contextual information required for scene recognition. The derived information will 
permit differentiating between objects in the environment. 
 
In this chapter, I will aim to reconstruct the objects of the scene to reduce the complexity 
of the point clouds based on geometrical information. The proposed system constructs a 
set of segmented regions based on the surface characteristics of individual points. This 
reduces the complexity of the available data and allows for more efficient processing in 
later stages. 
 
The goal of surface reconstruction is to generate a set of surfaces  
1
{ ,..., }
m
S s s=  where 
m  is the number of visible objects in the environment. To this end, the point cloud must 
be segmented based on local surface properties of the individual points. Typically, local 
normal approximation and local surface curvature are used to build the surfaces [111-
113]. 
 
4.2 Surface Reconstruction 
 
As mentioned above, the goal of surface reconstruction is to simplify the dense point 
clouds by gathering contextual information about the environment that the robot can use 
to make informed decisions. To this end, the first step is to generate the local surface 
characteristics of individual points. These properties include surface normal and surface 
curvature. The surface characteristics can then be used with region growing methods to 
build a set of distinct regions in the current environment. 
 
In this section, I will begin with a detailed analysis of surface normal approximation 
techniques and surface curvature techniques to determine appropriate methods for use 
with time-of-flight cameras. Following this analysis, an efficient region growing 
implementation is proposed that allows fast computation of distinctive regions of the 
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point cloud. Finally, a set of condensed surfaces is reconstructed for the robot to build an 
understanding of the environment. 
 
4.2.1 Surface Normal Estimation 
 
The first surface characteristic of interest for surface reconstruction is the local surface 
normal of the individual points. Surface normal estimation seeks to reconstruct the 
orthogonal vector to the tangential plane of the surface to which the point belongs. To 
this end, we are given a set of n  points 3
1 2
{ , ,..., },
n i
P p p p p= Î  , where 
[ , , ]
i ix iy iz
p p p p= . The goal is to estimate a normal vector, [ , , ]
i ix iy iz
n n n n= , for every 
point, 
i
p , using a set of k  neighbors. 
 
The k - nearest neighbors (kNN) of a point are difficult to compute efficiently. 
Typically, an undirected graph structure is used to form this relationship. The graph is 
represented as ( , )G V E=  where the vertices 
i
v  correspond to the set of points and the 
edges 
j
e  connect each point to its k  neighbors. The traditional approach is to build a 
kNN graph with the Euclidean metric 
2
( , )
i j i j
v v p pr = -  to determine the ‘nearness’ of 
two vertices. In this thesis, I take advantage of the fact that the points are given in a 
structured manner. The structure ensures that the nearest neighbors of a point, 3p Î  , 
will always come from its nearest neighbors in image space, 2 . Therefore, the 
neighbors can be computed efficiently by spiraling outwards in image space until k  
neighbors have been found. 
 
Once the k  neighbors have been found, the local surface normal can be approximated 
with an optimization problem of the form 
 ( )min , ,
i
i i in
F p M n , (4.1) 
where 
i
M  is the neighbor matrix defined as 
1
{ ,..., }
i i ik
M m m= , and ( , , )
i i i
F p M n  is a cost 
function penalizing on certain criteria. Generally, F  is stated as a linear problem in 
matrix-vector notation to allow the normal to be computed as a direct result of singular 
value decomposition (SVD) or principal component analysis (PCA). Therefore, the first 
two methods investigated in this thesis are the SVD and PCA approximation techniques. 
The third technique evaluated in this thesis is a Maximum Likelihood Estimation Sample 
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Consensus (MLESAC) [111, 114], which extends the PCA method to eliminate outliers, 
thus improving the best estimate. 
 
4.2.1.1 Singular Value Decomposition 
 
The classical method for computing a surface normal estimation of a point p  is to fit a 
local plane to the point p  and its k  neighbors 
i
M . The local plane fit is determined by 
 ( )
i ix x iy y iz z
f p n p n p n p d= + + + , (4.2) 
where ( , , )
x y z
n n n  define the normal of the plane and d  defines the distance to the origin. 
This leads to the minimization problem defined as 
 
1
2
min 1
i
i k ib
M b+ +
é ùê úë û , (4.3) 
where 
i
M +  is the neighborhood matrix with the addition of p , and 1  is a 1 1k + ´  vector 
of ones, and [ , ]T T
i i
b n d= . 
 
Typically, the chosen method for solving the optimization problem of Equation (4.3) is to 
use SVD to compute the decomposition of 
i
M +  as *U Vå  where 
 
U  Left-Columns are singular vectors corresponding to the singular values 
å  Diagonal vectors are the singular values 
V  Right-Columns are singular vectors corresponding to the singular values 
 
The minimum value of 
i
b  desired from Equation (4.3) can be obtained by selecting the 
vector in V  corresponding to the minimum singular value of å  [115]. This allows the 
computation of surface normals directly from the local neighborhood. 
 
4.2.1.2 Principal Component Analysis 
 
The PCA method approaches surface normal reconstruction using a minimization 
function to minimize the variance between the point and its neighbors. To this end, the 
empirical mean of the matrix containing the point of interest and its neighbors is 
computed, followed by an eigenanalysis of the covariance matrix. This method has been 
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demonstrated successfully in earlier work [113]. The covariance matrix C  is a 3 3´  
matrix of the form: 
 
1 1
T
i i
ik ik
m m m m
C
m m m m
é ù é ù- -ê ú ê úê ú ê ú= ⋅ê ú ê úê ú ê ú- -ê ú ê úë û ë û
  , (4.4) 
where m  is the central position of the neighbors 
i
m  of p  computed as 
 
1
1 k
i
i
m m
k =
= å . (4.5) 
The eigenvector problem can then be formulated as 
 { }, 0,1,2l l lC v v ll⋅ = ⋅ Î . (4.6) 
Due to the nature of the construction of C , it will always be symmetric positive semi-
definite, and therefore, all eigenvalues 
l
l  will be real-valued and the eigenvectors 
l
v  will 
form an orthogonal frame for the principal components of the neighborhood matrix 
[116]. The eigenvalues measure the variation along the direction of the eigenvectors from 
their center of gravity: 
 
2
0 1 2
1
k
i
i
m m l l l
=
- = + +å . (4.7) 
 
Under the assumption that 
0 1 2
l l l£ £ , the equation of the plane approximating the 
local neighborhood of p  is given by [116] 
 ( ) ( ) 0:N x x m v- ⋅ . (4.8) 
Therefore, 
0
v  approximates the surface normal of p , while 
1
v  and 
2
v  span the tangent 
plane of p . 
 
4.2.1.3 Maximum Likelihood Estimation Sample Consensus 
 
The previous two techniques for estimating the surface normal used all points from the 
neighborhood of a point of interest p . The collection of neighbors may contain one or 
more outliers that will adversely affect the accuracy of the surface normal estimation. 
Rusu et al. [111] recently proposed an additional method for estimating the surface 
normal based on the MLESAC estimator [114] which is a generalization of the popular 
Random Sample Consensus (RANSAC) estimator [99]. The overall goal of the algorithm 
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is to pick the best neighbors of p  for the support of the local plane. This strategy aims to 
remove any and all outliers, thus providing a more reliable estimate of the surface 
normal. 
 
The MLESAC estimator aims to minimize a cost function defined as 
 ( )2i
i
C er=å , (4.9) 
where the error term r  is  
 ( ) 2 2 22 2 2 2e e Te T e Tr
ìï <ï= íï ³ïïî
, (4.10) 
where T  is a threshold for considering inliers. In this model, outliers are given a fixed 
penalty and inliers are scored based on how well they fit the data model. This variable 
score is how MLESAC differs from the traditional RANSAC algorithm. In the case of 
surface normal estimation the points are chosen to fit a local plane around the point of 
interest where the model function has a form similar to Equation (4.2). 
 
Rusu et al. [111] used MLESAC to obtain a set of the best neighbor points for computing 
the surface normal. This new point set was used to assemble a weighted covariance 
matrix. The neighborhood matrix is defined as 
 ( ) ( )Ti iQ q q q q= - ⋅ - , (4.11) 
where q  is the central position of the neighborhood computed as 
 1
k
i
i
q q
k
= ⋅å . (4.12) 
Then, the weighted covariance matrix has the form 
 
1
k
i i
i
C Qx
=
= ⋅å . (4.13) 
The weighting term 
i
x  represents the weight given to the point 
i
q  defined on whether the 
point is an inlier or outlier: 
 2
2
1
expi i
if inlier
d
if outlier
x
m
ìïïïï æ ö= í ÷ç ÷çï ÷çï ÷çï ÷çè øïïî
, (4.14) 
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where m  is the mean distance from the query point p  to all its neighbors 
i
q , and 
i
d  is the 
distance from the point p  to the neighbor 
i
q . This formulation ensures that the correct 
normal is estimated even where sharp edges exist. 
 
4.2.2 Surface Curvature Estimate 
 
The second characteristic of interest for surface reconstruction is the local curvature for 
individual points. In this section, I investigate two separate methods for estimating local 
curvatures. The first method is based on estimating the surface variation from the 
variation of the normal estimate obtained from Section 4.2.1. The second method 
formulates the problem as a least squares minimization problem to find the principal 
curvatures for the individual points. 
 
4.2.2.1 Surface Variation 
 
The estimated surface normal computed in the previous section uses either the singular 
values or the eigenvalues of the local neighborhood of a point p . In both cases, the 
estimates provide the amount of variation in the neighborhood. Pauly et al. [112] defined 
the surface variation of a point p  in a k  neighborhood as 
 ( ) 0
0 1 2
k
p
ls l l l= + + , (4.15) 
where 
i
l  either represents the singular values or the eigenvalues depending on which 
method has been used. According to this formulation, if ( ) 0
k
ps = , then all points in the 
neighborhood will lie on the plane. The maximum surface variance is found when 
( ) 1 / 3
k
ps =  and occurs when the set of neighborhood points are completely 
isotropically distributed. The surface variation estimate has been used successfully as an 
estimate of local point curvature [111]. 
 
4.2.2.2 Principal Curvature 
 
The second method for surface curvature estimation is to approximate the principal 
curvature of each individual point [117]. To this end, the point coordinates and estimated 
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surface normals of a point p  and its neighbors 
i
q  are used. Let 
i
M  define the normal of 
each neighboring point 
i
q . We will define an orthogonal coordinate system 
{ , , , }L p X Y N= , as illustrated in Figure 4.1, where N  is the normal vector of the point 
p  and ,X Y  are the orthogonal vectors at p . The orthogonal vectors can be computed as 
 ( )( )
sin , cos , 0
cos cos , cos sin , sin
X
Y
y y
f y f y f
= -
= - , (4.16) 
where arccos( )
z
nf = , arctan( / )
y x
n ny = , and ( , , )
x y z
N n n n=  is the normal of the point 
p . 
 
 
 
The normal curvature i
n
k  of a point p  can be estimated using an oscillating circle passing 
through p  and 
i
q  with normals N  and 
i
M  respectively [117]. The normal curvature is 
estimated with the radius corresponding to a point 
i
q  as 
 
Figure 4.1. Local Orthogonal Coordinate system L defined by {X, Y, N}  used for estimating the 
local principal curvature of a point p  with a normal N .  The normal curvature can be estimated 
with an oscillating circle through the points p  and 
i
q . The principal direction vectors are 
1
e  and 
2
e , q  is the angle between the vectors X  and 
1
e , and 
i
q  is the angle between X  and the 
projection of the vector 
i
pq  onto the plane. 
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 sin
sin
i
n
i
k
pq
b
a= - . (4.17) 
This can be approximated using 
 
2 2 2 2
2 2
xyi
n
xy z i i
i x i y
xy
i i
m
k
m m x y
x m y m
n
x y
= -
+ ⋅ +
+=
+
. (4.18) 
This method ensures the normal vectors of the neighboring points are used to help 
estimate the curvature of the point of interest. 
 
The principal curvature is estimated by transforming all the neighboring points into the 
local coordinate frame L . Then, we will define S  as the plane through point p  with 
normal N . The principal direction vectors at point p  will therefore be 
1
e  and 
2
e . 
Furthermore, the principal curvature at point p  will be defined as 
1
k  and 
2
k . We will let 
the unknown parameter q  be the angle between the vectors X  and 
1
e  and define the 
angle between the vectors X  and 
i
pg  as 
i
q , where 
i
pg  is the projection of 
i
pq  onto the 
plane S . By employing Euler’s Formula, we can obtain a new definition of the normal 
curvature as 
 ( ) ( )2 21 2cos sin , 1,...,in i ik i mk q q k q q= + + + = . (4.19) 
Equation (4.19) can be used to construct a set of equations to formulate an optimization 
problem defined as 
 ( ) ( )
1 2
2
2 2
1 2, ,
1
min cos sin
m
i
i i n
i
k
k k q
k q q k q q
=
é ù+ + + -ê úë ûå . (4.20) 
It should be noted that 
 
( ) ( ) ( )
( )
( )
2 2 2 2 2
1 2 1 2
2 1
2 2 2
1 2
cos sin cos cos sin
2 cos sin cos sin cos sin
sin sin cos
i i i
i i
i
k q q k q q q k q k q
q q k q q k q q
q k q k q
+ + + = +
+ -
+ +
. (4.21) 
This relationship allows rewriting Equation (4.20) in matrix form 
 
2
min M R
m
m- , (4.22) 
where 
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( )
2 2 1
1 1 1 1
2 2
2 2
2 2
1 2
2 1
2
1 2
cos 2 cos sin sin
cos 2 cos sin sin , , , ,
cos 2 cos sin sin
cos sin
cos sin
sin co
n
Ti
i i i i n
m
m m m m n
k
kM R A B C
k
A
B
C
q q q q
q q q q m
q q q q
k q k q
k k q q
k q k
é ù é ùê ú ê úê ú ê úê ú ê úê ú ê ú é ù= = =ê ú ê ú ê úë ûê ú ê úê ú ê úê ú ê úê ú ê úê ú ê úë û ë û
= +
= -
= +
   
   
2s q
, 
 
where m  is the number of points in the neighborhood. Any least square fitting technique 
can be used to find the solution vector m . Once m  has been determined the principal 
curvatures can be computed as 
 
( )
( )
2 2
1 2 2 1
2 2
2 1 1 2
1
2
cos sin cos sin
cos sin sin cos
cos sin 0 cos sin
sin cos 0 sin cos
A B
B C
k q k q k k q q
k k q q k q k q
q q k q q
q q k q q
é ùé ù + -ê úê ú = ê úê ú - +ê úê úë û ë û
é ù é ù é ù-ê ú ê ú ê ú= ê ú ê ú ê ú-ê ú ê ú ê úë û ë û ë û
. 
Therefore, 
1
k  and 
2
k  can be obtained using an eigenvalue decomposition of the matrix 
 
A B
W
B C
é ùê ú= ê úê úë û
. (4.23) 
 
4.2.3 Surface Characteristic Reconstruction Analysis 
 
In the previous sections, I have introduced different methods for approximating surface 
characteristics for individual points in a point cloud including the surface normal and the 
surface curvature. These methods need to be evaluated in terms of accuracy and 
performance to determine the best combination for time-of-flight depth maps. The 
evaluation performed in this thesis consists of two steps; 
 
1) A simulated scene to generate absolute error and timing, 
2) Three real-world scenes obtained from the time-of-flight camera. 
 
The simulated scene was generated using OpenGL and therefore, the ground truth 
information is available allowing absolute error computation and is shown in Figure 
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4.2(a), while the three real-world scenes provide only a visual comparison, as shown in 
Figure 4.2(b-d). 
 
 
 
The aim of analytical comparison of the methods is to determine the best method both in 
terms of time and accuracy. We will define two performance measures, one for normal 
comparison and one for curvature comparison. The normal benchmark, g , is defined as 
the absolute value of the normalized inner product of the estimated normal and the 
ground truth normal [118] 
 
ˆ,
ˆ
i i
i
i i
n n
n n
g = ⋅ , (4.24) 
where 
i
n  is the estimated normal and 
iˆ
n  is the ground truth. Then, the overall normal 
quality is given as 
 
1
1 n
i
in
g g
=
= å . (4.25) 
The curvature benchmark is defined as the squared error of the estimated point curvature 
and the ground truth curvature 
 (a) 
   
 (b) (c) (d) 
Figure 4.2. Four scenes used to evaluate surface reconstruction. (a) A simulated test scene with two 
boxes and a cylinder in front of a wall. Ground truth is available to determine the absolute error of 
the investigated methods. (b-d) Real-world examples are used for subjective visual comparison 
since no ground truth information is available. 
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 ( )2ˆi i ia k k= - , (4.26) 
where 
i
k  is the estimated curvature, and 
iˆ
k  is the ground truth curvature. Again, the 
overall curvature error is the average of the individual errors, as in Equation (4.25). 
 
The initial comparison looks at the surface normal approximation by comparing the 
estimated normal against the ground truth normal with the benchmark from Equation 
(4.25). The results can be seen in Figure 4.3. As depicted in this figure, the SVD method 
consistently performs better than the other two methods as the neighborhood size 
increases. Furthermore, all methods increased in quality as the neighborhood size 
increased. 
 
 
The second comparison looked at the curvature approximation using the two different 
methods of surface variation and principal curvature. The surface variation results are 
presented in Figure 4.4(a). We can see that the SVD method performed consistently 
better with the surface variation approximation; however, this is expected since the SVD 
provides better surface normal approximations. The principal curvature results are 
 
Figure 4.3. Empirical comparison of the surface quality g  for the three surface normal 
approximation techniques using the simulated test scene. The test was run for neighborhood sizes 
of 5, 10, 15, 20, 25, and 30. The quality of the estimate increased as the neighborhood size increased 
(<= 15) until a stable level of quality was reached (>15). Furthermore, the SVD method performed 
consistently better than the PCA and MLESAC methods with MLESAC performing better than 
PCA. 
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illustrated in Figure 4.4(b) with all three methods producing similar results with no one 
technique outperforming the others. This leads me to believe that the three surface 
approximation techniques are accurate enough and that all three are good potential 
candidates. A visual comparison of the curvature approximation is illustrated in Figure 
4.5 for the surface variation and Figure 4.6 for the principal curvature. 
 
 
 
(a) 
 
(b) 
Figure 4.4. Analytical comparison of surface curvature estimation techniques for the three 
different methods using the simulated test scene. (a) Surface variation results for the three 
methods. SVD performed significantly better than either PCA or MLESAC. (b) Principal 
curvature comparison. All three methods share similar accuracy. 
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The final step for comparing the different methods is the computational complexity of 
the methods. This complexity is computed in terms of the overall process in computing 
both surface characteristics. The average results for each of the methods are presented in 
Figure 4.7. In both methods of surface curvature, SVD and PCA performed at similar 
 Ground Truth SVD PCA MLESAC 
 
 
 
Figure 4.5. Visual comparison of the surface curvature for the simulated scene using surface 
variation: ground truth (first column), SVD (second column), PCA (third column), and MLESAC 
(fourth column). Each row represents a different neighborhood size, 5, 15, and 30, respectively. 
 Ground Truth SVD PCA MLESAC 
 
 
 
Figure 4.6. Visual comparison of the surface curvature for the simulated scene using principal 
curvature: ground truth (first column), SVD (second column), PCA (third column) and MLESAC 
(fourth column). Each row represents a different neighborhood size, 5, 15, and 30, respectively. 
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rates, while MLESAC was significantly longer. This is due to the number of iterations 
the MLESAC requires to find the best plane estimate using a random sampling. 
 
 
 
The second step of the evaluation investigates the surface characteristic methods using 
real-world data obtained from the time-of-flight camera in indoor environments. Since 
 
(a) 
 
(b) 
Figure 4.7. The run-time for both of the surface characteristics. (a) The three surface normal times 
plus the time to compute the surface variation. In this case, both SVD and PCA shared similar 
performance, while MLESAC was considerably more complex. (b) The three surface normal times 
plus the time to compute the principal curvature. These times are considerably longer than (a). 
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the ground truth is unavailable for these scenes, subjective visual assessment is used 
instead. The three scenes for comparison are illustrated in Figure 4.2(b-d). A partial set 
of the initial scene is depicted in Figure 4.8. The three methods for surface normal 
estimate, i.e. SVD, PCA, and MLESAC, are shown in different rows and each column 
represents a subset of the neighborhood sizes of 5, 15, and 30, respectively. It seems 
difficult to subjectively differentiate the three methods implying that all methods provide 
a reasonable estimate of the surface normal. This is similar for other scenes as illustrated 
in Figure 4.9 and Figure 4.10. 
 
 
 
 SVD PCA MLESAC 
 
 
 
Figure 4.8. A visual comparison of the surface normal approximations for the crowd scene. The 
surface normals have been converted from normal space [-1,+1] to RGB space [0,1]. The first 
column illustrates surface normals approximated with SVD, the second column illustrates PCA, 
and the third illustrates MLESAC. The rows represent neighborhood sizes of 5, 15, and 30, 
respectively. Similar to the simulated scene, it seems difficult to subjectively tell the difference 
between the different techniques. 
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 SVD PCA MLESAC 
 
 
 
Figure 4.9. A visual comparison of the surface normal approximations for the office scene. The 
surface normals have been converted from normal space [-1,+1] to RGB space [0,1]. The first 
column illustrates surface normals approximated with SVD, the second column illustrates PCA, 
and the third illustrates MLESAC. The rows represent neighborhood sizes of 5, 15, and 30, 
respectively. Again, it seems difficult to subjectively tell the difference between the different 
techniques. 
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The results of surface characterization illustrate that the methods compared are able to 
provide reasonable accuracy for both simulated and real-world scenes. Therefore, 
choosing a method for surface reconstruction for real-time applications would be mostly 
biased by the computational performance of the algorithm. For the rest of this thesis, 
SVD has been used for surface normal and curvature estimation. 
 
4.3 Surface Reconstruction 
 
In the previous section, I have discussed the reconstruction of the surface characteristics. 
The overall goal is to reconstruct a set of surfaces, 
1
{ ,..., }
m
S s s= , for the m  objects 
currently visible in the scene. To this end, the depth map needs to be divided into a set of 
 SVD PCA MLESAC 
 
 
 
Figure 4.10. A visual comparison of the surface normal approximations for the kitchen scene. The 
surface normals have been converted from normal space [-1,+1] to RGB space [0,1]. The first row 
illustrates surface normals approximated with SVD, the second row illustrates PCA, and the third 
illustrates MLESAC. The columns represent neighborhood sizes of 5, 15, and 30, respectively. As 
seen with the previous two real-world scenes, it seems difficult to subjectively tell the difference 
between the different techniques. 
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regions, where each region defines a surface. In this section, I will describe our 
implementation of scene segmentation 
 
Thus far, there exist two main categories of segmentation algorithms for use with time-
of-flight cameras 
 
1) Edge-base segmentation, 
2) Region growing segmentation. 
 
Edge-based segmentation methods generally work in two steps; an edge detection step to 
find the borders of the objects, followed by a clustering step to group all the points inside 
the boundaries defined by the first step. The edges are generally defined as three main 
types: jump edges, crease edges, or smooth edges [119-123]. In general, smooth edges 
are difficult to find in depth data due to the inherent noise in raw depth maps, and they 
are typically excluded in edge detection algorithms. Jump edges are formed when there is 
a discontinuity in depth values. Crease edges can be further divided into two types; roof 
edges and non-roof edges. Roof edges are found at local extremes where a point has a 
higher or lower depth value than its direct neighbors. Non-roof edges are found where 
there is a discontinuity in the surface normals. 
 
Region growing methods use local properties as a similarity metric to group the 
individual points into clusters that are spatially close with similar local properties. These 
methods are generally less sensitive to noise and typically perform better than edge-
based methods [124]. Recently, Klasing et al. [125] proposed a region-growing method 
using only a Euclidean distance metric to determine the similarity of neighboring points 
called radial bounded nearest neighbor. The allowable distance between valid neighbor 
points is based on an adjustable threshold. Rabbani et al. [124] incorporated the surface 
normal of the local points and formed clusters with points that were spatially close as 
well as having a similar normal. Again, thresholds were used to determine the allowable 
separation between normals.  More recently, Parvizi and Wu [126, 127] presented a 
novel segmentation method based on adaptive object segmentation called Kernel Density 
Estimate (KDE). The algorithm uses a depth map distribution as well as a depth 
histogram to separate the depth map into varying regions. These regions are then used to 
segment the depth map into objects where neighboring pixels are in the same region. 
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Since, region growing methods tend to perform better in terms of accuracy and efficiency 
[124], I will concentrate on these methods for time-of-flight cameras. In addition, I will 
propose an extension of Rabbani et al. [124] to incorporate local curvature to enhance the 
segmentation results. Following the discussion of the segmentation system, the proposed 
method will be compared to both the edge-based and KDE methods in terms of 
segmentation accuracy and performance. 
 
4.3.1 Region-Growing Segmentation 
 
After the surface characteristics are reconstructed, the next step is to segment the scene 
into distinct regions based on similarity metrics. The depth maps obtained from the time-
of-flight camera have been smoothed but may still contain a small level of noise across 
the image. Therefore, the similarity metrics should allow for noise but force a high level 
of similarity in order for two neighbors to be grouped into the same surface. 
Furthermore, the overall goal is to avoid over-segmentation at a cost of under-
segmentation. This goal is relevant because the long-term aim for the robot is to identify 
and interact with people in the environment, and if the scene is over-segmented, the 
people will be difficult to identify if rendered in pieces. 
 
The region growing segmentation used in this thesis will use four constraints to 
determine the similarity between neighboring pixels 
 
1) Local Connectivity: The points on a defined surface must form a connected sub-
graph of the structured depth map. That is the sub-graph must be connected in 
image space, 2 , 
2) Depth consistency: The neighbors on a defined surface must not vary too much 
from each other in terms of depth. This constraint is enforced with a threshold, 
MAX
d , on the difference in depths between two points 
 ( ) 2, ,,i j i z j z MAXd p p p p d= - < , 
3) Surface Smoothness: The points on a defined surface must form a locally 
smooth surface. This forces the normals of neighboring pixels to be similar to 
each other and is enforced through a threshold, 
MAX
q , specifying the allowable 
difference in angles between points 
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 ( )cosi j MAXn n q⋅ >= , 
4) Curvature Smoothness: The points on a defined surface must share a similar 
curvature variation. This constraint is enforced by threshold, 
MAX
k , specifying 
the allowable variation between neighboring points 
 
i j MAX
k k k- < . 
 
Region growing segmentation proceeds by selecting a seed and growing the region using 
the neighbors of the seed. The neighbors are expanded and this process continues 
recursively until no more neighbors can be found. When this occurs, another seed is 
selected until all points have been added to a group. The seeds can be selected at random 
from the remaining data [112] based on certain criteria such as the point with the least 
surface variation [124], or selected based on the regions with the highest density 
distribution [128]. I will follow an approach similar to the latter. 
 
The process of selecting the seeds begins by generating a depth-based histogram. The 
range of the histogram is adaptive based on current depth range of the scene. Since the 
objects in the scene will contain a significant number of points, these depths will 
represent the peaks on the depth histogram. Therefore, when a seed is required, it is 
chosen from the next highest peak in the depth histogram. 
 
The accuracy of the region-growing algorithm is determined by the values of the various 
thresholds. These values are generally computed off-line using real-world data to 
determine reasonable values to allow accurate segmentation across various scenes. To 
this end, each threshold has been experimentally determined using the testing scenes of 
Figure 4.2. The thresholds were determined by selecting samples from each scene such 
that each sample belongs to the same surface as its neighbors. This will provide the 
means to determine the maximum threshold for each constraint. A total of 3000 samples 
were collected, 1000 from each scene. According to the accuracy and performance 
results of each method, the SVD surface normal method has been chosen with the surface 
variation. Furthermore, the threshold was computed using a neighborhood size of 15 
which provided the highest level of accuracy.  
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The first constraint of interest is the allowable depth between neighboring pixels. Using 
the 3000 samples, the mean and standard deviation was computed as (0.009 , 0.005 )N m m , 
and the full error analysis is presented in Figure 4.11. The first constraint was chosen to 
require neighboring points to be within three standard deviations of the mean of the 
samples. 
 
 
The second constraint requires a threshold on the allowable difference between surface 
normals. Again, 3000 samples were used to compute the mean and standard deviation 
with a result of (16.61 ,7.69 )N   . The full error for all samples is illustrated in Figure 
4.12. The second constraint was chosen to require neighboring points to be within one 
standard deviation of the mean. The final threshold deals with the third constraint of 
allowable difference in curvature between neighboring points. The 3000 samples were 
used again to determine the mean and standard deviation for neighboring points of the 
same surface, resulting with (2.78 4,1.09 4)N e e- - . The full error analysis is depicted in 
Figure 4.13. As with the depth constraint both curvature constraints require an error 
within three standard deviations of the mean. 
 
Figure 4.11. Depth error for points selected from the three testing scenes to determine the 
maximum depth threshold for the depth constraint of the region-growing segmentation. Points 
were chosen such that the k -nearest neighbors all belonged to the same surface. The depth 
constraint requires that two points have a depth difference less than three standard deviations 
( 0.005ms = ) from the mean ( 0.009mm = ).  
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Figure 4.12. Angular error for points selected from the three testing scenes to determine the 
maximum angular threshold for the surface normal constraint of the region-growing segmentation. 
The points were chosen such that the k -nearest neighbors all belonged to the same surface. The 
surface normal constraint requires two points to have a difference in normal angle within one 
standard deviation ( 7.69s =  ) of the mean ( 16.61m =  ). 
 
Figure 4.13. Curvature error for points selected from the three testing scenes to determine the 
maximum curvature threshold for the fourth and final constraint of the region-growing 
segmentation. The points were chosen such that the k -nearest neighbors all belonged to the same 
surface. The surface curvature requires two points to have a curvature difference within three 
standard deviations ( 41.09es -= ) of the mean ( 42.78em -= ). 
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4.3.2 Surface Reconstruction Comparison 
 
The proposed surface reconstruction algorithm has been tested using two scenes against 
two commonly used algorithms, Edge-based and KDE. The edge-based algorithm is 
based on the method proposed in [122, 123], whereas the KDE algorithm follows that of 
Parvizi and Wu [126, 127]. In our comparison, the edge thresholds were as follows: 
minimum scan line of 5, edge distance of 0.1m, and crease edge angle of 30̊. The KDE 
algorithm used the following parameters: the bin width was set to be 0.25m and the 
bandwidth used was 0.05m. All parameters and thresholds were empirically defined to 
obtain the best results across all scenes. 
 
The first test scene depicts four people standing in front of the robot in an indoor open 
area. The main difficulty of the scene is two overlapping people relatively close in depth 
to each other. The results of the three algorithms are illustrated in Figure 4.14. It can be 
seen that only our proposed method was successfully able to differentiate between the 
two overlapping people. This was despite the closeness of two of the people in the scene. 
Both the edge-based and KDE methods could not handle such a small jump between the 
two objects. My proposed algorithm used the surface normals to determine the separation 
between the objects. 
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The second scene tested involved a typical indoor layout to evaluate the robustness of the 
algorithms. This scene represented a challenge due to the connectivity of the scene. Most 
surfaces are touching each other; however, there are differences in surface orientation. 
 
(a) Edge-Based 
 
(b) KDE 
 
(c) Proposed 
Figure 4.14. Segmentation results for the three tested algorithms for the scene with four people 
standing in front of the camera. The major challenge with this scene is the two overlapping people 
in the center of the scene. (a) Segmentation using an edge-based method. (b) Segmentation using 
the KDE method. (c) Segmentation using our proposed method. For this complex scene of four 
people, only our algorithm was able to successfully differentiate between the two overlapping 
people. 
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The results of the three algorithms are shown in Figure 4.15. All three algorithms had 
difficulties with the subtle differences in the object surfaces; however, my proposed 
algorithm, Figure 4.15(c), was able to find significantly more distinct surfaces than the 
other two methods. This was due to the knowledge of the surface characteristics of the 
points. 
 
 
 
 
(a) Edge-based 
 
(b) KDE 
 
(c) Proposed 
Figure 4.15. Second test scene of a kitchen environment. (a) Segmentation by the edge-based 
method. (b) Segmentation by the KDE method. (c) Segmentation by our proposed method. Both the 
edge-based and KDE methods suffered from under segmentation. Neither algorithm was able to 
segment the subtle differences due to the strong connectivity of the point cloud. Our proposed 
algorithm was able to take advantage of the surface properties to find several distinct objects. 
While the scene was still under segmented, our proposed algorithm produced a more accurate 
segmentation. 
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4.4 Conclusions 
 
Surface reconstruction is an important task for mobile robot navigation to allow for its 
effective interaction with the environment. The reconstruction algorithm proposed allows 
the building of distinct objects from the sensor information. The process requires the 
system to first determine how the different points in the point cloud are related to each 
other and form groups such that all points share similar properties. The accuracy of the 
clustering process is solely determined by the similarity metrics used. In this chapter, 
surface characteristics were investigated as the primary means of comparison for points 
with their nearest neighbors.  
 
Since the time-of-flight camera does not provide explicit surface characteristics, several 
methods have been evaluated to determine the most accurate methods to compute the 
surface normals and surface curvatures. It was shown that with a detailed analysis of 
simulated and real-world data, the SVD method provided the most reliable results with 
the fastest speed compared to the PCA and MLESAC method. Furthermore, the surface 
variation method was shown to provide reasonable results for computing the local 
curvature of a point. Although the principal curvature method produced more accurate 
results, the time to compute the curvature prevents its real-time use as required by mobile 
robots. 
 
The computation of the surface characteristics provides a basis for forming clusters. A 
region-growing algorithm was introduced in this chapter to use the characteristics to 
form the distinct surfaces in the field-of-view. The proposed method was compared 
against common segmentation algorithms, edge-based and KDE. The experimental 
results have shown that our proposed method has outperformed the other methods 
evaluated in complex scenes typically found in indoor environments. 
 
The segmentation process presented in this chapter provides a distinct group of surfaces 
constructed from 3D point clouds. In the next chapter, a method for building an 
understanding of the scene based on the results of this chapter will be proposed. This 
understanding will further permit the robot to distinguish people from all other surfaces 
in the environment, and therefore facilitate its navigation within the environment. 
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Chapter 5 	
 
Scene Understanding 
 
 
5.1 Introduction 
 
In Chapter 4, geometrical surface details are identified and then used to segment the 
scene. A region growing method is used to distinguish between the points in the point 
cloud resulting in a set of surfaces for the visible objects. While the complexity of the 
point cloud has been reduced, there is still little contextual information known about 
these surfaces. For a mobile robot to interact with the environment effectively, more 
contextual information is necessary. 
 
121 
 
In this chapter, I will try to improve the robot’s understanding of the scene by 
determining surface details associated with people. This information will allow the robot 
to take a first step toward intelligent interaction with the environment. Performing tasks, 
such as following a guide, is only possible if people can be accurately identified from the 
scene. 
 
People detection is an important field of study in mobile robot navigation, especially in 
computer vision. One of the most common methods for identifying people in vision is to 
locate the head in each image [129-135]. A popular method is to perform head 
recognition using Haar-like features. Such a method uses a Haar wavelet to build a 
relationship between neighboring regions in the image. These wavelets are used to form 
a template to capture the structural relationship between instances of the desired class. 
Another popular method is to use model-based detection [48, 136, 137]. The goal is to 
use different modules to detect the head, shoulders, and limbs. A graphical model can 
then be generated based on the relative positions of the joints. Finally, by using the 
detected components, a person is identified based on the likely match to a graphical 
model. However, these techniques suffer from three major issues; 1) the assumption of 
the availability of a priori background information; 2) the requirement of large size 
silhouettes; and 3) the need for a controlled environment in terms of illumination 
changes. 
 
Laser Range Finders require a completely different set of tools to identify humans in the 
environment. Due to the typical positioning of the laser range finder, laser-scanning 
systems usually identify humans using leg detection schemes. One common approach is 
to search for local minima [138, 139] in the scan data. This has shown promising results 
for relatively simple environments; however, as soon as the environment becomes 
cluttered, the detection results become unreliable and error prone [140]. A second 
common approach is to use motion detection to identify humans [52, 141, 142] as people 
are often the only moving objects in indoor environments. These methods usually 
involve the comparison of the current and previous laser scans to determine the dynamics 
objects within the environment. The areas from the current scan, which are not found in 
the previous scan, are considered as the moving objects. The very nature of the algorithm 
means that the system is unable to detect stationary people in the environment. A more 
recent approach to help overcome some of the problems mentioned above is to identify 
people-based characteristic patterns [85]. There are three patterns associated with the 
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presence of a person, which are typically found in laser scans including split leg, 
staggered legs, and a single leg. 
 
With the introduction of time-of-flight cameras, people detection systems have shown 
increasing popularity due to the dense 3D point clouds. A common technique is to use a 
background segmentation approach for surveillance systems [143, 144]. Initially, an a 
priori model is required to differentiate the background and foreground objects. The 
identified foreground objects are identified as the people and a tracking system is 
implemented to estimate the movements of the people in the environment. A more recent 
approach for mobile robots is presented by Koenig [86] to use a connected component 
labeling algorithm to form distinct groups of objects in the environment. Neighboring 
pixels are put into the same component using an Euclidean distance metric. For each 
component, a row-oriented and column-oriented shape histogram is created to simplify 
the model. The row-oriented histogram is constructed by summing the number of points 
in each row of the component, while the column-oriented histogram is built using the 
column data. To ensure all models were the same size, each component is first 
normalized to a constant size of 200x160 pixels. Finally, a component is identified as a 
human with a learned Support Vector Machine (SVM) classifier built based on the shape 
histograms. The accuracy and performance of the descriptor was not given due to it being 
a preliminary study. The proposed system was later used in a full robotic platform 
allowing the robot to follow a human through the environment based on shape tracking 
[87].  
 
As mentioned above, there exist several methods for identifying people in time-of-flight 
data. However, the majority of methods rely on a background model implying a 
stationary camera. Koenig [86] presented a method for mobile robots, but no conclusive 
evidence was presented to confirm the validity of the proposed SVM shape histogram. In 
this thesis, I will propose a novel solution to the human detection problem for mobile 
robots with time-of-flight cameras. I will take advantage of the unique shape of humans 
when compared to other objects in indoor environments to develop a rotation-invariant 
shape descriptor. The proposed shape descriptor will be used to construct a classifier to 
enable fast detection of humans from a given set of surfaces. A brief introduction to 3D 
shape descriptors will be given before the shape descriptor and classifier are defined. 
This chapter will conclude with a detailed analysis of the classifier using real-world 
examples. 
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5.2 3D Shape Descriptors 
 
Shape detection and comparison for robot navigation is focused on producing a real-time 
object search engine. The aim of the research is to enable a user to submit a query object 
and have the search engine return a ranked list of similar objects. For example, if the user 
submits a “car” as the query, the search engine would return all cars in the database. To 
this end, the search engine must define a way to efficiently represent the objects in the 
database as well as a way to compare two objects. 
 
Describing the objects in a simplified manner is important when working with point 
clouds or polygon models because of their potential size. These models must be reduced 
in size and complexity to allow for real-time searching. Therefore, in order to perform 
online classification or compute 3D model similarity, many popular systems rely on a 
two step process [145] 
 
1) Signature generation from the dense model, 
2) Online comparison. 
 
The first step is typically generated off-line due to the size of the 3D models in question. 
The signatures are meant to be lightweight to allow for online comparison in an efficient 
manner. The second step requires defining a metric for comparing a query object against 
all objects in the database to produce a ranked list. 
 
As a way of introducing shape descriptors, a brief overview of popular shape descriptors 
will be given first before presenting our own results. This will not be an exhaustive list 
due to the vast number of descriptors. The presented descriptors all aim to reduce the 
complexity of the 3D model to a manageable size, thus allowing fast and efficient 
comparison for real-time online comparison. 
 
Extended Gaussian Image (EGI) [146] of an object is obtained by associating the 
surface normal of each point onto the unit sphere. The mass of the EGI is equal to the 
surface area of the object. Furthermore, the mapping is invertible if and only if the object 
has positive Gaussian curvature everywhere. The EGI provides a descriptor that is 
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translation invariant and scale-normalized but rotation-dependent. The principle of EGI 
generation is illustrated in Figure 5.1(a-b). 
 
Simplex Angle Image (SAI) [147] is an extension of the EGI method with a curvature 
measure, called the simplex angle, for 3D meshes. The angle is derived solely from a 
point and its neighbors on the mesh. The simplex angle varies between p-  to p . The 
angle is 0 for a flat surface, negative if the surface is locally concave and positive if the 
surface is locally convex. A major advantage of SAI is that the descriptor is invariant to 
scale, translation, and rotation. 
 
Spherical Extent Function is generated by building the minimal surface containing the 
3D model such that the center sees every point on the surface [148]. Extending a ray at 
every angle and selecting the last intersection with the model construct the point. The 
calculation of the last intersection point is shown in Figure 5.1(c). 
 
Sector Model is constructed such that each angular segment represents a surface of the 
model as shown in Figure 5.2(b). 
 
Shell Model is constructed such that each concentric sphere is represented by the shape 
volume, as shown in Figure 5.2(a). Due to its construction, the descriptor is rotation 
invariant. 
 
Shape Histogram [3] is built as a combination of the shell and sector model. The full 
descriptor is illustrated in Figure 5.2(c). 
 
The main distinction between the varying shape descriptors is the extent, which can 
either be local or global. Local descriptors are defined as a collection of local features, 
whereas a global descriptor encompasses the whole object. Global descriptors tend to be 
more robust against random noise; however, they are unable to distinguish between 
subtle shape changes. 
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A summary of the discussed shape descriptors is provided in Table 5.1. The type of 
spherical descriptor, the extent of each descriptor, and its invariance to scale, translation, 
and rotation are given. A native spherical descriptor describes a direct projection of the 
model to the sphere, whereas a mapping spherical descriptor implies a morphism to map 
the model to the unit sphere. 
 
 
 (a) (b) (c) 
 
Figure 5.1. (a-b) The principle of the Extended Gaussian Image: surface normals of a shape (a) are 
mapped onto the unit sphere (b). (c) The calculation of the Spherical Extent Function. A ray is cast 
from the center of the object and the last intersection with the object is chosen (red arrow). 
 
 (a) (b) (c) 
Figure 5.2. Shape decomposition into (a) shells, (b) sectors, and (c) a hybrid approach as proposed 
in Ankerst et al. [3]. 
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5.3 Spherical Harmonics 
 
The primary problem when comparing two objects is that the objects may be specified 
with different transformations. Therefore, a required initial step is to ensure all the 
objects are specified by the same transformation. If this were not the case, then the 
comparison would have to be performed against all possible transformations for each 
object. To deal with this problem, two different solutions have been proposed [145] 
 
1) Normalization Methods: These methods place the shapes into a canonical 
coordinate frame by normalizing the translation, scale, and rotation. Two shapes 
are considered aligned when each is in its own frame. This allows comparison 
without having to test all possible transformations, 
 
2) Invariance Methods: These methods aim to describe the object in an invariant 
manner. They allow an object to be described in the same way regardless of 
transformation. 
 
Following the two different solutions, many possible techniques have been proposed. A 
well-known method is to transform the 3D surface into a 2D image to allow simpler 
well-known, robust, and fast techniques for matching. In addition, several other general 
methods have been proposed to determine the similarity between different objects 
Descriptor Spherical Extend S T R 
Extended Gaussian Image Mapping Local N I N 
Simple Angle Image Mapping Local I I I 
Spherical Extent Function Mapping Local/global N N N 
Sector Model Native Global N N N 
Shell Model Native Global N N I 
Shape Histogram Native Global N N N 
 
Table 5.1. Shape Descriptors. S, T, R stand for scale, translation, and rotation respectively. I stands 
for Invariant, and N is for Normalized. 
127 
 
 
1) Try to align the models; this is restricted depending on the number of degrees of 
freedom in the object, 
2) Normalize the models to develop an invariant descriptor (translation is handled 
using the center of mass, scale handled by square root of the average square 
radius, and Principal Component Analysis for rotation), 
3) Describe the transformation-invariant descriptor, 
4) Use a hybrid method that combines (2) and (3). 
 
Normalization is typically easier for the translation and scale of an object. However, the 
rotation invariance is not always reliable. Therefore, the primary concern in developing a 
robust comparison operator is the rotational aspect. To help resolve this difficulty, 
Spherical Harmonics can be used due to their rotation invariance properties. 
 
Spherical Harmonics represent the angular portion of a set of solutions to Laplace’s 
equations that form an orthogonal system. The underlying spherical function can be 
decomposed as the sum of its harmonics. Laplace’s equation in the spherical coordinate 
system has the following form 
 
2
2
2 2 2 2 2
1 1 1
sin 0
sin sin
f f f
r
r rr r r
jj jj j q
æ ö æ ö¶ ¶ ¶ ¶ ¶÷ ÷ç ç÷ ÷+ + =ç ç÷ ÷ç ç÷ ÷ç ç¶ ¶ ¶ ¶ ¶è ø è ø . (5.1) 
The angular portion of Equation (5.1) can be obtained by applying a separation of 
variables to reach a solution of the form ( ), , ( ) ( , )f r R r Yq j q j= . This results with an 
angular solution of the form  
 ( ) ( ), cosm im ml lY Ne Pjq j q= , (5.2) 
where ( )cosmlP q  is the associated Legendre polynomial, q  is the co-latitude angle with a 
range of [0, ]p , j  is the longitude angle with a range [0,2 )p , l  is the degree of the 
polynomial, and m  is the order such that l m l- £ £ . The full solution on a unit sphere 
is specified by 
 ( ) ( )
0
, ,
l
m m
l l
l m l
f C Yq j q j
¥
= =-
= å å , (5.3) 
where m
l
C  are the expansion coefficients that are analogous to the Fourier Coefficients. If 
we restrict Equation (5.3) to a discrete data size such as 2n n´ , then the coefficients can 
be computed using a Fast Fourier Transform (FFT) of the form 
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Equation  (5.4) provides a least square approximation of the original function. Therefore, 
the decomposition can be computed in real-time on modern computer hardware. A 
sample decomposition of a cube is provided in Figure 5.3 for visualization purposes. 
 
 
 
5.3.1 Spherical Harmonics Rotation-Invariant Shape Descriptor 
 
The properties of spherical harmonics are helpful in generating a robust shape descriptor 
with rotation-invariant properties. Kazhdan et al. [145] introduced a method for 
generating a 1D shape descriptor from the harmonic frequencies of the 3D model 
transformed onto a unit sphere. In their method, the descriptor describes the spherical 
function in terms of the amount of energy the shape contains at each frequency. Spherical 
functions have a nice property wherein rotating the function does not change the energy 
 
Figure 5.3. An example of the process to decompose a cube with spherical harmonics. The cube is 
represented at the top, and moving down a level increases the degree. The figure provides the full 
decomposition of the first three degrees. 
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at the different frequencies. Therefore, only normalization of scale and translation are 
required. 
 
The process for generating a 1D descriptor from a surface model generated from the 
time-of-flight camera can be computed by the following steps 
 
1) Center the surface at the origin to remove any translation, 
2) Project each point from 3D Cartesian space to 3D spherical space. 
3) Compute the spherical extent of the surface in 2D spherical image space, 
4) Perform decomposition of the spherical harmonic coefficients for a defined 
degree, 
5) Sum the energy at each frequency by computing the 
2
L norm-  to generate a 1D 
descriptor. 
 
The initial step is performed by finding the central position of the surface and subtracting 
that position from each point of the object. Then, each point, 3[ , , ]p x y z= Î  , is 
projected to the spherical system as [arctan( / ), cos( / ), ]
s
p y x a z d d=  where d  is the 
distance of the point from the origin. The decomposition of the coefficients is performed 
using the FFT. Finally, the 1D descriptor is constructed by summing the energy at each 
frequency. This process is shown visually in Figure 5.4. 
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5.4 Robust Person Classifier 
 
The previous section introduced the method for constructing a 1D rotation-invariant 
shape descriptor for surfaces obtained from the time-of-flight camera. In the current 
format, the descriptors can only be used to determine the similarity between different 
 
Figure 5.4. The proposed process to generate a 1D rotation-invariant descriptor from a segmented 
object. The process begins with a 3D surface obtained from the time-of-flight camera followed by a 
conversion of each point to the normalized spherical coordinates. Once all points are projected 
onto the unit sphere, the spherical decomposition process is run. The 1D descriptor is generated by 
summing the energy at each frequency by computing the 
2
L norm . 
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descriptors. The aim of this thesis is to ensure efficient classification as to whether a 
given descriptor is a person. To this end, a classifier is required to determine the class of 
a given descriptor. For this thesis a SVM has been used to train a classifier to distinguish 
between the 1D descriptors for a person and descriptors for all other objects. This section 
will continue by introducing the underlying principle behind SVMs and how they can be 
used to differentiate between two classes. I will then explain the process I used in this 
thesis to train a classifier to identify the people from the segmented scene. Finally, the 
trained descriptor is tested with real-world data using a variety of spherical harmonic 
degrees in terms of accuracy and performance. 
 
5.4.1 Support Vector Machine 
 
SVMs are a set of supervised learning methods for classification and regression. The aim 
of an SVM is to decide in which two classes a given data set resides. In this thesis, the 
two classes are a person and not a person. The data describing the object in question is a 
p -dimensional vector, where p  is the degree of the spherical harmonic descriptor. SVMs 
attempt to find a 1p-  dimensional hyperplane that splits the two data classes. There 
exist many potential hyperplanes, but the most common one is found by finding the 
largest separation between the two data sets, known as the maximum margin classifier. 
 
Building an SVM classifier begins by supplying a training data set of the form 
 ( ) { }{ }
1
, | , 1,1
n
p
i i i i i
D x c x c
=
= Î Î - , (5.5) 
where 
i
x   is the thi  training sample, and ic   represents the class of each training sample. 
The SVM then finds the hyperplane dividing the training samples with class 1
i
c =  and 
those with class 1
i
c = - . The hyperplane is defined as the set of points, x , satisfying the 
equation 
 0w x b⋅ - = , (5.6) 
where w  is the normal vector of the hyperplane and b  is the distance of the hyperplane 
from the origin. The SVM uses Equation (5.6) to find the maximum distance between the 
two hyperplanes of each class type as 
 1
1
i
i
w x b
w x b
⋅ - =
⋅ - = - . (5.7) 
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An example of the SVM procedure is found in Figure 5.5, where two classes are 
represented (circles and squares) in 2 . The hyperplane is illustrated as the red line, 
which specifies the maximum-margin between the two distinct classes. 
 
 
Furthermore, two constraints, one for each class, are supplied to prevent the training 
samples from falling into the margin 
 
1
1
i
j
w x b
w x b
⋅ - ³
⋅ - £- , (5.8) 
where the training samples 
i
x  belong to the first class, and the training samples 
j
x  
belong to the second class. The constraints from Equation (5.8) can be rewritten as a 
single constraint such that 
 ( ) 1i ic w x b⋅ - ³ . (5.9) 
The SVM then tries to solve the Quadratic programming optimization problem 
 
( )
2
( , )
1
2
1
i i
Minimize w b
w
subject to
c w x b⋅ - ³
. (5.10) 
The solution of Equation (5.10) can be expressed as a linear combination of the training 
samples such that 
 
Figure 5.5. The principle of the SVM supervised learning method with the aim of finding a 
hyperplane to separate the two classes. In this example, squares and circles form the two classes, 
while the red line represents the hyperplane with the maximum-margin between the two classes. 
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The solution to the linear combination will have only a handful of 0
i
a > , which are 
considered as the support vectors of the problem. These support vectors fall on the 
margin satisfying the equality of Equation (5.9). The equality can be used to derive the 
value of b  as 
 ( )
1
1 SVN
i i
iSV
b w x c
N =
= ⋅ -å , (5.12) 
where 
SV
N  are the complete set of support vectors. 
 
The unconstrained version of the dual form of the optimization problem illustrates that 
the maximum-margin hyperplane is a function of the support vectors using 
2
w w w= ⋅  
and by substituting in Equation (5.11),  
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where ( , )
i j
k x x  is the kernel function. 
 
There exist different common kernels depending on the nature of the problem. In this 
thesis, the following kernel types have been evaluated 
 
1) Linear: ( , )
i j i j
k x x x x= ⋅ , 
2) Polynomial: ( )( , ) di j i jk x x x x= ⋅ , 
3) Radial Basis Function (RBF): 
2
( , ) exp , 0
i j i j
k x x x xg gæ ö÷ç= - - >÷ç ÷çè ø . 
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5.4.2 Classification Results 
 
A descriptor is constructed based on the desired spherical harmonic degree. The degree 
determines the number of points used to describe the object. For use with classification 
of people, one question is how many degrees are required to provide accurate detection 
of people in real-world environments. A second question is how the different kernel 
types affect the accuracy of the classifier. Furthermore, it is important to assess if one 
kernel type is more certain about the classification. These questions are analyzed in detail 
using real-world data obtained from the time-of-flight camera to help determine how 
suitable spherical harmonics are for classification and what parameters are best for 
reliable detection results. 
 
The SVM Spherical Harmonic classifier is built with training data consisting of 1728 
samples including both positive and negative samples. The negative samples have been 
gathered in various indoor scenes not including people. These samples have been 
manually labeled as a person or not a person. The positive samples were collected with 
eight people standing in front of a white wall, while the negative samples were collected 
at various locations in an indoor office environment.  Out of the 1728 samples, 1300 
were randomly selected for training the classifier. The training was performed using the 
libsvm library [149]. A different classifier was constructed for the three kernel types and 
four different spherical harmonic degrees: 5, 10, 15, and 20. This results in a total of 12 
classifiers to be analyzed. 
 
As mentioned earlier, one of the questions at hand is how to determine the accuracy of 
the classifiers at varying degrees. From the remaining samples (428), the classifier was 
required to label each feature as belonging to a person or not. The results compare the 
overall accuracy, as well as the true and false positive rates. The results of the linear 
kernel for each spherical harmonic degree are presented in Table 5.2. Similarly, the 
results for the polynomial and RBF kernels are presented in Table 5.3 and  
Table 5.4 respectively. From these three tables, it is evident that the SVM classifier is 
able to identify people accurately with real-world data. Furthermore, there is no 
significant difference between varying degrees. 
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As mentioned above, the degree of the spherical harmonic classifier is not significantly 
important for accurate classification. Furthermore, the kernel type did not make a 
Descriptor Size Overall True Positive False Positive 
5 98.36% 99.56% 3.00% 
10 98.13% 99.56% 3.50% 
15 98.83% 99.56% 2.00% 
20 99.30% 99.56% 1.00% 
 
Table 5.2. Classification results using the Linear Kernel. 
Descriptor Size Overall True Positive False Positive 
5 99.07% 100.00% 2.00% 
10 99.07% 100.00% 2.00% 
15 99.30% 100.00% 1.50% 
20 98.83% 100.00% 2.50% 
 
Table 5.3. Classification results using the Polynomial Kernel. 
Descriptor Size Overall True Positive False Positive 
5 98.83% 99.56% 2.00% 
10 98.83% 99.56% 2.00% 
15 99.53% 100.00% 1.00% 
20 99.53% 100.00% 1.00% 
 
Table 5.4. Classification results using the Radial Basis Function Kernel. 
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significant difference in accuracy. This leads to the following question: is one kernel type 
more confident in its classifications? To answer this question, the probability of each 
positive testing sample was recorded. This probability represents the confidence of the 
classifier in labeling the human subject. The results for the four different spherical 
harmonics are provided in Figure 5.6. Across the four different descriptor sizes, the RBF 
kernel function maintains the most confidence in labeling the positive samples as people. 
The linear kernel function is close behind while the polynomial kernel is the least 
confident. This illustrates the difference between the kernel functions, which is not 
evident by looking at the classification results only. For systems that rely on accuracy, 
the RBF kernel provides the most accurate results for people classification. 
 
 
 
As presented above, the RBF kernel is the most accurate across the four different 
descriptor sizes. The next question is whether the descriptor size makes a difference in 
 
 (a) Descriptor Size 5 (b) Descriptor Size 10 
   
 (c) Descriptor Size 15 (d) Descriptor Size 20 
Figure 5.6. The confidences of each kernel function when labeling the positive samples as people. In 
each case the RBF kernel (red line) is the most confident in its classification followed by linear 
kernel (blue line) and then the polynomial kernel (green line). Descriptors sizes of: (a) 5, (b) 10, (c) 
15, and (d) 20. 
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terms of performance. To this end, a video sequence was used where the robot was 
positioned facing a group of people in an indoor environment. Each detected object was 
classified using the four different versions of the RBF classifier to determine their 
relative performance. This test was run on an Intel Core 2 Duo 2.2GHz processor. The 
results are presented in Figure 5.7. The mean execution time for classifying a single 
object using the four RBF classifiers was 5.63ms, 11.16ms, 19.46ms, and 32.43ms, 
respectively. Therefore, for indoor environments where several objects will typically be 
in the field-of-view, the degree of the classifier makes a significant difference in the 
provision of real-time capabilities. 
 
 
The final query here is whether or not the RBF classifier works well in real-world 
situations. To verify the suitability of the RBF classifier, the same scene used for the 
timing results is used. Several frames have been selected from the sequence to evaluate 
the robustness of the classifier. These frames are presented in Figure 5.8. In this figure, 
the left column renders all the visible objects containing more than 100 points from the 
point cloud. Each of these objects is classified, and the objects not identified as people 
are removed from the rendering (right column). In all three sample images, the people 
entirely in the field-of-view of the camera are correctly identified as people, whereas in 
 
Figure 5.7. Relative performance to generate a spherical harmonic descriptor at difference sizes. 
The descriptor sizes under testing are 5, 10, 15, and 20. All times are in milliseconds. 
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the first and third rows, the person in partial view is not correctly identified. This is 
acceptable because this can be corrected when the person comes fully into view. 
 
 
 Detected Surfaces Identified People 
 
Scene 1 
 
 
Scene 2 
 
 
Scene 3 
Figure 5.8. Selected frames from a sequence taken with the robot positioned facing a group of 
people interacting in an open area. The left column depicts all identified objects by the 
segmentation algorithm. Each object is then classified using the RBF classifier with a descriptor 
size of five. The objects labeled as people are re-rendered in the right column. As illustrated, the 
classifier is able to correctly identify people in complete view of the camera. The first and third 
rows illustrate a partial view of a person that is not classified correctly. 
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5.5 Conclusions 
 
In this chapter, we have moved from surface patches to people identification. In order for 
the robot to interact with the environment, a good understanding of the environment is 
required. In this chapter, I have focused on expanding the robot to distinguish people 
from other objects in the environment. This, of course, is a first and necessary step for 
people interaction. 
 
In order for the robot to determine which object represents people in the environment, a 
classifier was required. Since people can have different orientation and can be at 
different locations in front of the camera, the classifier needs to be invariant to these 
conditions. In order to achieve these invariant properties, spherical harmonics have been 
introduced to represent the surfaces in the spherical coordinates. A 1D rotation invariant 
descriptor is proposed to reduce the complexity of the object representation. Due to the 
use of spherical harmonics, the descriptor is invariant to rotation, while scale and 
translational invariance is achieved by normalizing the object around the origin. 
 
The descriptors used allow the use of a supervised learning technique. In this chapter, a 
SVM classifier is used for different kernel methods. Different classifiers are constructed 
to evaluate the individual properties, as well as to determine the best combination for 
people identification. The manually labeled training data set was randomly sampled to 
build the individual classifiers. The remaining samples were used to evaluate the 
classifiers. It has been shown that the classifiers performed accurately with the main 
difference being the confidence in the RBF classifier. Furthermore, the performance of 
the RBF was run over a test sequence to determine the difference in computational speed 
at the different spherical degrees. 
 
The RBF classifier, with a descriptor size of 5, was established as the best classifier for 
use in real-time situations on board a mobile robot. The classifier was then evaluated 
with a real-world sequence with the robot positioned facing a small group of people in an 
open area. Through this sequence, the robot was able to correctly classify the people in 
full view of the camera. This sequence illustrated the feasibility of using the RBF 
classifier for real-world situations. 
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The ability to correctly identify people brings the robot one step closer to interaction with 
the environment. The added contextual information about objects in the environment 
allows the robot to narrow its focus to only those objects representing people. However, 
in order for the robot to work autonomously, identification of people is still not 
sufficient. The observations must be performed in a continuous manner to understand the 
movement of each individual object. By building a continuous estimate of the objects, 
the robot is able to grasp the environmental flow to form safe navigation plans. 
 
In the next chapter, a reliable multi-object tracking system is proposed to maintain a 
continuous estimate of all objects in the current field-of-view. The tracking system will 
provide the robot with positional and velocity information from which the robot can 
understand the environment. This information will allow the robot to determine the safe 
areas to travel and to follow a guide, for example. 
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Chapter 6 	
 
Understanding Dynamic and 
Crowded Environments 
 
 
6.1 Introduction 
 
The main challenge for robots working alongside humans is the dynamic nature of the 
environment. Indoor environments are generally dynamic, especially in hospitals. In 
order for robots to safely interact and operate in such environments, a comprehensive 
understanding of the environment is required. To this end, the robot must be aware of 
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several aspects of crowd dynamics to ensure safe operation. Four key ideas that will help 
a robot efficiently operate in environments are presented in Figure 6.1. 
 
 
 
The robot’s ability to infer these principles is essential to the productivity of the robot. 
The robot must determine how people in the crowd are interacting with each other, 
allowing the robot to plan accordingly in terms of navigation and determining whether to 
approach a person. Furthermore, the robot would not want to approach and interrupt 
someone in the middle of a conversation. Similarly, the intentions of people are 
invaluable to the robot. The robot should be able to determine if someone is intending to 
interact with the robot or if they are intending to interact with other people. As the robot 
attempts to navigate crowds, the flow of the environment is essential. Generally, crowds 
form lanes of travel to allow everyone to proceed in an efficient manner. The robot 
should not invalidate the flow of the environment and disrupt people from progressing to 
their destinations. Finally, the robot must not block someone from achieving their goal, 
whether it is blocking a doorway or accessing a part of the environment. 
 
 
Figure 6.1. Four key dynamics of crowds that can help the robot operate safely and efficiently. 
Interaction deals with how people are interacting with each other or the environment. Intention 
aims to find the intention of the people to help facilitate the robot towards a goal. The flow helps 
the robot safely control its motion preventing collisions. The goals of the crowd provide insight into 
how the robot should operate to prevent interfering with people. 
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Interaction and intention go hand in hand and recent work by Valibeik et al. [2] has 
attempted to gain an understanding of people in an environment. One example is 
illustrated in Figure 6.2. In this example, three people are situated in front of the robot. 
The proposed system attempts to identify what sort of interaction the people are having: 
Human-Robot Interaction, Human-Human Interaction, or Human-Environment 
Interaction. The proposed system is able to determine that the two people in the 
background are interacting with each other, while the foreground person is looking at the 
robot and might be interested in interacting. This information could be invaluable to the 
robot when making decisions regarding with whom it should interact. 
 
 
 
Understanding the goals of people in the environment is quite a complex task. One such 
example is provided by Bennewitz et al. [150] where the proposed system attempts to 
learn the general paths taken by people in the environment. Several laser range finders 
have been used to record the motion of people throughout the day. Through this dataset, 
the typical resting places and paths between these locations were determined. The robot 
uses a Hidden Markov Model to determine the most likely combination of paths a person 
could be taking based on their current location in the environment. This information is 
then used for planning and to avoid areas where people were most likely to go. 
 
While the existing systems attempting to handle the first three types of crowd dynamics 
require a heavy amount of training, the final dynamic of flow can be can be handled 
online in real-time. This chapter aims to generate the current motion flow of the 
 
 (a) (b) 
Figure 6.2. An example of method described by Valibeik et al.[2] to determine the type of interaction 
people are having in an environment. (a) Faces detected. (b) The interaction type: red illustrates 
human-robot interaction and green indicates human-human interaction. 
144 
 
environment to establish effective means of motion control. To this end, a first step is 
required to understand the motion characteristics of each object. The robot must be able 
to estimate how the objects are traveling, ensuring the robot does not obstruct the 
movements of people. A tracking system is proposed to provide the robot with this 
information. Each object in the field-of-view is tracked, and each tracked object 
maintains a continuous estimate of its location and velocity. The basic flow of the 
tracking system is presented in Figure 6.3. 
 
 
 
The tracking system provides the robot with a means of estimating the future position of 
objects in the environment. The robot can use this information to determine the best path 
of travel and at what speed to move. Furthermore, this should be accomplished such that 
the robot does not disrupt the movement of other people in the environment. To this end, 
the robot must be able to use the tracking system to generate a general crowd flow with 
which to accurately plan its motions. 
 
6.2 Multiple Object Tracking 
 
Understanding the flow of the environment provides the robot with the ability to safely 
navigate. The flow provides the robot with knowledge of where people are and their 
 
Figure 6.3. Overview of the tracking system used in this thesis to track multiple objects. The 
observations from scene reconstruction are used to update existing tracks and formulate new 
tracks. Tracks can be deleted if the likelihood of the track falls too low, and tracks can be merged if 
they are tracking the same object. This helps ensure each object is represented by only a single 
track. 
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corresponding travel speed and direction. In order to achieve an understanding of the 
flow, the robot must first be able to link observations of objects together from frame-to-
frame. This leads to the investigation of a reliable tracking system using the time-of-
flight camera. 
 
6.2.1 Kalman Filter (KF) 
 
Motion tracking of objects is a common problem in robotics research. There are many 
different types of filters that allow efficient estimation of the motion of a wide variety of 
objects, including the Kalman Filter (KF), the Extended Kalman Filter (EKF), and the 
Particle Filter. The simplest filter is the KF, as introduced by Rudolf E. Kalman [151] in 
1960, which was designed for linear systems. While the motion of humans is generally 
non-linear, there has been ample research illustrating the capabilities of the KF to 
efficiently track humans [152-155]. 
 
The KF aims to provide an estimate of the pose of the tracked object using noisy 
observations. It is defined by two estimates, the a posteriori state estimate 
|kˆ k
x  and the a 
posteriori error covariance matrix 
|k k
P , where k  represents the current time-step. The 
filter works in two phases  
 
1) Prediction phase, 
2) Update phase. 
 
The predication phase is responsible for producing an estimate of the object’s pose at the 
current time-step also known as the a priori state estimate. In this phase, the 
measurement information is not used. The update phase uses an observation obtained by 
the sensor to refine the a priori state estimate. This new state is known as the a posteriori 
state estimate. 
 
In this thesis, all objects are tracked using a pose consisting of the position and velocity 
 , , ,
T
k x y
x x v y vé ù= ê úë û , (6.1) 
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where ,x y  represents the position of the object and ,x yv v  represents the velocity of the 
object. The prediction phase uses Newton’s laws of motion to obtain the a priori state 
estimate as  
 | 1 1| 1
| 1 1| 1
ˆ ˆ
k k k k k k k
T
k k k k k k k
x F x G w
P F P F Q
- - -
- - -
= +
= + , (6.2) 
where 
k
F  is the state transition model, kG  controls the amount of process noise, kw , 
which is applied to each element of the state. Furthermore, the process noise, 
k
w , is 
drawn from a zero-mean multivariate normal distribution with covariance 
k
Q . The 
update phase proceeds with an observation ,
k
z x yé ù= ê úë û  and computes the a posteriori state 
estimate using the following equations 
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, (6.3) 
where 
k
H  is the observation model, kR  is the observation noise, ky  is the innovation, kS   
residual covariance, and 
k
K  is the filter gain. 
 
The motion model controls the prediction step and is essential in the accuracy of the 
filter. In this thesis, I will assume constant velocity for all objects. Therefore, the state 
transition model F  is defined as 
 
1 0 0
0 1 0 0
0 0 1
0 0 0 1
t
F
t
é ùê úê úê ú= ê úê úê úê úë û
. (6.4) 
Then, the process noise is applied to the state and covariance as 
 
2 20.5 0.5
T
G t t t t w
Q G G
é ù= ê úë û
=
. (6.5) 
 
The objects constructed through the segmentation system of Chapter 4 consist of a 
collection of points from the 3D point cloud. Therefore, the 3D central position of the 
object is reduced by dropping the y-component providing a 2D measurement vector. The 
observation model can then be stated as 
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1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
H
é ùê úê úê ú= ê úê úê úê úë û
. (6.6) 
 
One of the main factors in achieving stable results with the KF is the amount of process 
noise applied during the update phase. To determine a suitable value for tracking humans 
in an indoor environment, a simple example of two people in a hallway approaching the 
robot was used, Figure 6.4. Different values for 
k
w  were used to evaluate the filter 
response, 0.001, 0.01, 0.1, and 1.0, respectively. The results are presented in Figure 6.5. 
As illustrated, the level of noise makes a significant difference in the accuracy of the 
tracking with a value of 0.001 and 0.01 providing the best results. Furthermore, these 
initial results illustrate the capabilities of the KF to track humans in indoor environments 
robustly. 
 
 
 
 
Figure 6.4. A tracking scenario with two people walking towards the robot in a hallway. This 
sequence is used to determine the practically optimal value for the process noise for robustly 
tracking people. 
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6.2.2 Data Association 
 
The accuracy of any filter is heavily influenced by how well the measurements are 
associated to the object. The tracking system needs a suitable way to determine if a given 
observation matches the track in question. The conventional way to associate 
observations is to limit candidates to only those observations that fall into the gate of the 
track. The gate is specified by the user and represents how close the statistical distance 
between the observation and the predicted state of the track must be 
 2 1Td y S y-= , (6.7)  
where y  and S  are computed as shown in Equation (6.3). The observations falling in the 
specified gate are ranked and the nearest neighbor is chosen to update the track. The gate 
can be experimentally tested by running real-world experiments in such a way that the 
minimum statistical distance is always the correct observation. To this end, two 
experiments have been performed to obtain an accurate gate for time-of-flight cameras. 
 
Figure 6.5. Presentation of the results for tracking two people walking towards the robot in a 
hallway using different levels of process noise. As illustrated, the amount of process noise makes a 
significant difference in the accuracy of the KF. A process noise of 0.001 or 0.01 provide similar 
and near optimal results. 
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The first scenario is a single person walking towards the robot with no other object near 
the person. Similarly, the second scenario has the person walking diagonally away from 
the robot. In both scenarios shown in Figure 6.6, the observation representing the person 
always had the minimum distance. The distance across all frames of the two scenarios is 
presented in Figure 6.7. 
 
 
 
 
 
Figure 6.6. Selected images taken from the two scenarios used to determine both the optimal gate 
value and the shape similarity lower bound. The top row has a person walking towards the robot, 
while the bottom row illustrates a person walking diagonally away from the robot. These scenarios 
were chosen because the observation with the minimum statistical distance was always the correct 
observation to update the filter. 
 
Figure 6.7. The computed statistical distance for 379 different samples (blue line) where the correct 
observation is linked with the tracked object. The red line provides the mean value of all measured 
distances, while the green line provides one sigma difference from the mean. An observation is 
removed from consideration if its gate is above the green line. 
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The major drawback of the statistical distance on its own is how to differentiate between 
observations with similar distance values. In the current state, the system would simply 
choose the observation with the smallest value, which might not always be the correct 
observation. This drawback can be overcome by using appearance information about 
each object. The appearance information comes in the form of the shape descriptor 
computed in Chapter 5. The shape descriptor provides a way to differentiate between 
two objects. This ensures observations with similar distance from the track are eliminated 
if there is no similarity in appearance. The similarity of two shape descriptors is based on 
the normalized intersection computed as 
 ( ) ( ) ( )1, 2, 1, 2,1 2
1, 2,
min , min ,
,
i i i i
i i
i i
i i
s s s s
d s s
s s
= ⋅
å å
å å , (6.8) 
where 
,k i
s  corresponds to the value of the descriptor k  at the thi  bin. This similarity 
metric will return one if the two shape descriptors are identical and approach zero as the 
descriptors begin to differentiate. A limit on the similarity must be obtained in order to 
eliminate tracks from being updated when occluded by objects that bear no resemblance. 
To this end, the same scenarios used to compute the optimal gate are used again to 
determine a lower bound for the shape, as shown in Figure 6.6. The results of the shape 
similarity are presented in Figure 6.8. 
 
 
 
Figure 6.8. Analysis of the shape similarity metric for the two scenarios presented in Figure 6.6. 
The aim of the two experiments was to determine a lower bound for the shape similarity to prevent 
associating an object to a track where no similarity of appearance occurs. The red line represents 
the mean of the similarities, while the green line shows one standard deviation below the mean. 
During tracking, an observation is rejected from consideration if it falls below the green line. 
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With the addition of the shape similarity, tracking in dynamic environments becomes 
feasible. Observations will be eliminated if they share no resemblance to a track; 
however, a new problem arises when working in real-world scenarios. Multiple objects 
may share a similar shape, such as people. This presents a challenge especially when it is 
quite typical for people to overlap and occlude each other. To illustrate this problem, an 
experiment was run with two people crossing in front of the robot. The occlusion 
occurred in the center of the camera to allow each object to be visible after occlusion. 
Select frames from the video sequence are depicted in Figure 6.9. The results of the 
tracking are presenting in Figure 6.10. As mentioned, when the two tracked persons 
cross, the left person becomes occluded and no more observations are available. Since 
the two people share a similar shape, the tracker of the left person begins tracking the 
right person. This requires a new additional tracker to be created once the left person re-
enters the field-of-view; while this works, all previous information about the person’s 
trajectory is lost. 
 
 
 
 
Figure 6.9. Selected image taken from an image sequence of two people crossing in front of the 
robot. An occlusion occurs while the two people were close to each other presenting a problem for 
the tracking systems using only gate and shape information. This example is quite typical in indoor 
environments and illustrates the need for a third metric to improve tracking performance. 
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6.2.3 Incorporation of color information 
 
The previous section introduced two similarity metrics to eliminate observations from 
updating a track incorrectly: distance and shape. However, as mentioned the shape may 
not discriminate enough. This can be seen when two people are in the view of the 
camera. The shapes are quite similar and it will be difficult to differentiate between the 
two observations. Therefore, a third metric is required to help overcome this potential 
problem. In Chapter 3, a color camera was used in conjunction with the time-of-flight 
camera to help improve the consistency of the point cloud information. A calibration step 
was proposed to obtain a red, green, blue value for each point. Therefore, color can 
provide an additional cue to help discriminate between two objects with similar shape. 
 
Color tracking is a well-known problem and has been tackled with a variety of 
approaches [156-159]. The traditional approach has been to represent the color model as 
 
Figure 6.10. Tracking results for the scene with two people crossing in front of the camera using 
only gate and shape information. A problem occurs when the person on the left is occluded. The 
similarity in the shape of the two people cause the left filter to start tracking the person on the right 
leaving two filters tracking the same object. The person on the left has been lost and a new tracker 
must be created once the person re-enters the field-of-view. The challenge is to prevent the track 
from switching to the person on the right. 
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a histogram [160] where each bin represents a region of color. Histograms allow the 
ability to capture complex and multi-modal color regions, while disregarding geometric 
information. Furthermore, histograms remain relatively invariant to many complicated, 
non-rigid movements. Therefore, they are well-suited for tracking people [48, 161-163]. 
 
The color model used in this work follows the hue, saturation, value color space because 
it is relatively invariant to illumination changes. This helps in indoor environments 
because the lighting conditions in multiple rooms can be different. Therefore, the color 
histogram is comprised of 
h s
n n  bins for the hue and saturation components. In addition, 
the luminance information is incorporated with an additional 
v
n  bins resulting in a 
histogram with 
h s v
m n n n= +  bins. 
 
Given a new object defined as a set of points, where each point maintains the color and 
depth information, a histogram is constructed using a function 2: {1,..., }g mÂ  , which 
associates a point, 
i
p , to the index ( )
i
g p  of the histogram bin corresponding to the color 
region. After all points have been added, the histogram is normalized similar to Muñoz-
Salinas et al. [164]. The color density distribution for each bin ( )q u  is calculated using 
 ( ) ( )1
1
1
i
i
q u g p u
n
k
=
é ù= -ê úë ûå , (6.9) 
where n  is the number of points representing the object and k  is the Kronecker delta 
function. Also, it should be noted that 
 
1
( ) 1
m
u
q u
=
=å . (6.10) 
 
The normalized histogram allows efficient comparison between the colors of two 
different objects. In this work, the comparison is performed using the Bhattacharyya 
coefficient [162, 165]. The similarity can be represented by the discrete distribution 
between two histograms, 
1
q  and 
2
q  as: 
 ( )1 2 1 2
1
, ( ) ( )
m
HSV
u
d q q q u q u
=
= ⋅å . (6.11) 
The result of Equation (6.11) provides a value in the range of [0,1]  since the two 
histograms are normalized. A result of 1 implies that the two histograms are the same 
and the value approaches 0 as the histograms differ. 
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With the addition of the color descriptor, the scenario of Figure 6.10 is revisited to 
illustrate the importance of the color descriptor. Results using all three metrics are 
presented in Figure 6.11. These results show how the additional cue of color helps 
overcome the problems presented in Figure 6.10. With the color descriptor, the left filter 
does not follow the right person as soon as the left person is occluded. This allows the 
filter to resume tracking the left person when they re-entered the field-of-view. 
 
 
 
6.2.4 Track Management 
 
Data association is only a single aspect of a full multi-object tracking system. The 
tracking system must ensure tracks are deleted when the object is no longer visible and 
that two tracks are not tracking the same object. This section will introduce the steps to 
ensure the tracking system is in a valid state based on the current state of the 
environment. 
 
 
Figure 6.11. Results of the tracking sequence with two people crossing in front of the robot using all 
three similarity metrics. The additional cue of color prevents the left filter from following the right 
person after occlusion. Therefore, only two filters are required to track the two people. 
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The main task of the tracking system is the management of the tracks. The system must 
be able to determine when a track is valid and whether it should be deleted or merged 
with another track. To this end, each track maintains a likelihood specifying the validity 
of the track. A track with a low likelihood implies that it is not reliably tracking an object 
in the environment. This typically occurs when an object leaves the field-of-view. When 
the likelihood gets too low, the track should be deleted. 
 
The likelihood of a given track is generated based on the observations that have been 
used to update the track and how likely they are to originate from the object. The 
likelihood of an individual observation associated to a track can be computed as: 
 
2
/2
exp( / 2)
(2 )
D
M
F
P d
L
Sp b
⋅ -= , (6.12) 
where  
D
P  = Probability of detection 
M  = Sensor dimensionality 
F
b  = False target density 
2d  = Statistical distance, Equation (6.7) 
S  = Measurement residual covariance matrix 
 
The track likelihood can then be updated according to 
 ( ) ( 1) ( )
L L L
T k T k T k= - +D , (6.13) 
where 
 
ln(1 )
( )
ln( )
D
L
P no observation
T k
L otherwise
ìï -ïD = íïïïî
. 
 
The evolution of the track’s likelihood can be used to determine if a track should be 
deleted [166]. A track is deleted if the difference between the current track score and the 
maximum score achieved so far is above a threshold value. This decrease is represented 
as 
 
max
( )
L T
T k T D- £ , (6.14) 
where 
T
D  is the threshold for deleting a track. I have found experimentally that a 
decrease in probability score of 0.0001 provides the optimal results. Therefore, 
 ln(0.0001) 9.21
T
D = = - . (6.15) 
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The final aspect of track management is to ensure that two tracks are not tracking the 
same object. To enforce this requirement, each observation is issued an ID, and each 
track maintains a list of all observations used to update it. Two tracks can be merged if 
they share multiple observations. I have experimentally found that setting the number of 
shared observations to 4 provides sufficient results. 
 
6.3 Crowd Flow 
 
The robot aims to navigate and complete tasks in the presence of other people in the 
environment. To this end, the robot must understand where it is safe to drive. The 
tracking system provides the first step to building a firm understanding of the motion 
dynamics of the environment. However, in order to safely fit into the environment and 
prevent disrupting the flow of other people, the robot must build a representation of the 
general flow of movement before it can efficiently navigate. 
 
The flow of the environment is determined by the objects in the environment and the 
speed at which they are traveling. Therefore, the first step in understanding the flow of 
the environment is to use the tracking system to build a density map based on the 
position of the objects. The density field provides an understanding of where it is safe 
and unsafe to navigate. 
 
6.3.1 Density Field 
 
The density of the environment is constructed using the location and speed of known 
objects. The robot uses the tracking system to retrieve a list of objects with their current 
estimated trajectories. The robot generates a 2D grid map of the environment, where each 
grid cell represents a small portion of the environment. In this work, each grid cell 
represents a 0.25m ´ 0.25m area of the environment. The density field fills each cell 
with the density of that region, where higher densities are located at the locations of 
known objects. 
 
The density field, r , is constructed using the estimated location and trajectories of each 
known object. The tracking system represents each object as a single point. This presents 
a problem as each object in the environment has a volume larger than a single point. 
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Therefore, the density field will peak at each object location and fall-off radially, away 
from the central point. The aim is to provide a continuous representation of the density of 
the environment. The fall-off enables the robot to react to objects before getting too close 
to the object. The density for the environment is constructed by combining the density of 
each object together as 
 
i
i
r r=å , (6.16) 
where 
i
r  is the density contribution of the thi  object in the tracking system. 
 
As mentioned above, the primary concern is maintaining a continuous estimate of the 
density of the environment. This can be achieved by having the density fall-off radially 
away from the center of the object. In this work, a Gaussian radial basis function has 
been used to achieve the fall-off 
 ( ) ( )2, expx y rr = - . (6.17) 
An example density field using Equation (6.17) is provided in Figure 6.12. The density 
field presents two main peaks formed from two objects in front of the robot. This 
illustrates a problem with using an unconstrained radial function. The radial falloff can 
be too large and restrict the movement of the robot through the environment. 
 
 
 
Figure 6.12. A density field with two objects in the field-of-view of the robot. The density field uses 
a Gaussian radial function to provide a continuous estimate of the density of the environment. Each 
grid square represents a 0.25m square area of the environment. 
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The problem of the large radial fall-off can be overcome by using constraints on how 
each object contributes to the density field. Each object represents a small portion of the 
environment and through experimentation, a radius of 0.25m works well to simulate the 
size of people. Therefore, the first constraint is to restrict the full contribution of each 
object only inside a radius from the point’s location. However, in order to allow the robot 
to react in time to objects, each object should contribute to the density outside of the 
radius. Following the work of [167], each object contributes a maximum density outside 
of its radius of 
 1
2
p
læ ö÷ç ÷= ç ÷ç ÷çè ø , (6.18) 
where l  is a user defined variable for how quickly the density drops off outside the 
radius. Examples of 1, 2l l= = , and 3l =  are presented in Figure 6.13. 
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(a) 
 
(b) 
 
(c) 
Figure 6.13. Three different values of l  affecting how quickly the density falls off outside the 
radius of an object: (a) 1l = , (b) 2l = , and (c) 3l = . Each grid cell represents a 0.25m 
square area of the environment. The fall off allows the robot to avoid objects at a safe distance 
without entering an objects discomfort area. In this work, a l  value of 2 has been chosen. 
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The density fields presented so far only take into account the object’s current location in 
the environment. This does not allow the robot to take full advantage of all information 
available from the tracking system. The tracking system provides velocity information 
for each object, which can help predict the future locations. The robot can use this 
information to improve the quality of the density field to account for changing 
environments. To this end, each object is projected forward in time using the object’s 
estimated velocity. Furthermore, the density at each future step is scaled based on how 
far in time the prediction occurs. This reduces the density at these future predicted 
locations as the object could change direction at any time. In Figure 6.14, the object is 
projected forward at four different time-steps of 1, 10, 25, and 50 respectively. As 
illustrated, the larger the number of times steps, the larger the density in the direction of 
travel. This helps persuade the robot away from future predicted locations and ensures 
the robot does not obstruct the motion of the people in the environment. 
 
  
 (a) (b) 
 
 (c) (d) 
Figure 6.14. Four different amounts of forward projection based on the object’s estimated velocity. 
The projection allows creating density in front of the object to persuade the robot from getting too 
close to objects. (a) Forward projection 1 step. (b) Forward projection 10 steps. (c) Forward 
projection 25 steps.  (d) Forward projection 50 steps. In this thesis, I have chosen a forward project 
of 10 steps as the movement of people can change rapidly and for performance reasons. 
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6.3.2 Velocity Field 
 
The density field provides the robot with an estimation of where the objects are situated 
in the environment and where it is safe to travel. However, the robot still has limited 
information as to how the objects contribute to the overall flow of the environment. The 
flow is essential to allowing the robot to fit into the environment and not disrupt the 
motion of other people. Furthermore, the flow will inform the robot about what speeds 
are allowable for travel. In areas of high flow, the robot can restrict its speed to prevent 
collisions. 
 
The flow information is obtained through the use of the density of the object with the 
speed and direction at which the object is traveling. The velocity of each object should 
contribute to the flow of the environment based on its own contribution of density and 
proportionally to the overall density of the environment. Therefore, the overall flow of 
the environment can be constructed as 
 
i i
i
v
v
r
r=
å 
, (6.19) 
where 
i
v  represents the speed and direction of each object. An example of a velocity 
flow field is illustrated in Figure 6.15(b), with one person walking towards the robot. All 
flow fields are colored using the color map illustrated in Figure 6.15(c) [168]. 
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6.3.3 Evaluating Crowd Flow 
 
Both the density and velocity fields contribute to the overall estimate of the general flow 
of the environment. To illustrate the full capabilities of these two fields, two experiments 
have been set-up to show the progression of the density and velocity fields as people 
move through the environment. The first experiment involves two people, slightly 
staggered, walking toward the robot in a hallway. The results are presented in Figure 
6.16. Selected images from the sequence were used to illustrate both the density field 
(second column) and the velocity field (third column).  The results illustrate the 
usefulness of the two pieces of information in providing the robot with valuable 
information to aid in safe navigation. 
 
 
 (a) (b) 
 
(c) 
Figure 6.15. The density field and velocity field constructed with a single object moving towards the 
robot. (a) Density field. (b) Velocity field. (c) Color map used to encode the magnitude and 
direction of the velocity for the object. For example, a point with a purple color implies that the 
object is moving up and to the right. In both the density field and velocity field, a single grid cell 
represents a 0.25m square area of the environment. 
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Figure 6.16. A short sequence of two people, slightly staggered, walking towards the robot. The 
first column displays selected images from the video sequence. The second column shows the 
density grid generated based on the results of the tracking system, and the third column provides 
the velocity field. As illustrated, both the density and velocity information give the robot insight 
into the flow of the environment and where and at what speeds it is safe to navigate. 
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The second experiment involves two people walking in opposite directions, one towards 
the robot and the other away from the robot. The results are presented in Figure 6.17. The 
scenario provides useful information to help the robot determine which side of the 
hallway it should travel along in order to ensure the motion of the two people is not 
disrupted. In this scenario, the robot would choose to travel down the right side, 
following the person on the right. 
 
 
 
 
 
 
Figure 6.17. A second sequence of two people walking in opposite directions in front of the robot. 
The density information is provided in the second column, while the velocity information is in the 
third column. The important aspect of the velocity information is the flow in two different 
directions, which can help the robot correctly choose which side of the hallway to travel along. 
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6.4 Conclusion 
 
An understanding of crowd dynamics is essential for the safe navigation of a robot. In 
this thesis, the flow of the environment has been investigated to help inform the robot 
about where it is safe and unsafe to travel. To obtain this information, a two part system 
was introduced; (1) Multi-object tracking system and (2) density and velocity fields. 
 
The first part of the system required the robot to produce a continuous estimate of all 
objects in the current field-of-view. The tracking system not only provided a continuous 
estimate of the location of the objects, but also the velocity at which the objects were 
traveling. In order to reliably associate new observations with existing tracks, a multi-cue 
descriptor was proposed. The first cue was based on the shape descriptor generated in 
Chapter 5. It was shown that shape alone was not sufficient for reliable tracking because 
multiple objects in the environment may share a similar shape. Therefore, a second cue 
of color was proposed to distinguish between objects with similar shape. Both cues 
enabled consistent tracking even when objects occluded each other. 
 
The tracking system provides the robot with the motion dynamics about each visible 
object. However, this information does not provide the means to make safe and efficient 
navigation plans. To this end, density field was proposed to provide information about 
congested areas. This information helps determine the safe areas for travel. In addition, 
the estimated velocity of each object from the tracking system was used to build a halo 
around the object in the direction of travel to prevent future collisions. 
 
The density field provided information about the obstructed regions of the environment, 
but there is limited information about the overall flow of the environment. To this end, a 
velocity field was introduced to provide the robot with the flow of objects. The flow was 
computed using both the density of the environment and the velocity of each object. Each 
object contributed to the overall flow. It was shown through two experiments how this 
information is beneficial to the robot in determining where and at what speeds to travel 
through the environment to reach specific goals. 
 
The flow information about the environment helps the robot to understand its navigation 
space within the environment. This information provides the robot with all the necessary 
information required for completing navigation tasks. In the next chapter, I will issue a 
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challenge to the robot to follow a person through the environment. This task will force 
the robot to use all information derived up to this point to devise safe plans to maintain a 
minimum distance from the guide at all times.  
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Chapter 7 	
 
Guiding Mobile Robots 
 
 
7.1 Introduction 
 
Up until this point in the thesis, the robot has been gathering information about the 
environment to make informed decisions for safe navigation. Each individual system was 
shown to be robust and accurate using the time-of-flight camera in indoor environments.  
The major challenge for the robot is to integrate these systems to perform a given task to 
illustrate its potential use in real-world applications. 
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The chosen task for this thesis is to follow a guide through the environment both safely 
and efficiently. The requirements of the task are to maintain a pre-defined distance from 
the guide at all times and to handle situations where the guide leaves the field-of-view. 
The robot must use the tracking system to continuously track the guide and use the crowd 
flow information to plan safe and efficient paths. 
 
There are two challenges to overcome in order to follow a guide continuously. The first 
being that of planning safe travel paths to ensure the robot maintains the required 
distance from the guide and ensure all other obstacles are avoided. The second challenge 
is due to the limited field-of-view of the time-of-flight camera. It is quite often the case 
that the guide will leave the field-of-view and the robot will lose tracking of the guide. 
This challenge should be overcome in such a way such that the guide does not have to 
continually return to the robot to re-initialize and re-enable following. 
 
7.2 Safe Traveling 
 
The primary concern for the robot is to always ensure safe navigation to prevent 
collisions and obstructing the path of others. In Chapter 6, the robot was able to build 
both crowd density and flow using the tracking system. This information is essential in 
planning safe paths. The robot can use this information to stay away from areas of high 
density and high velocity to reach a destination efficiently and quickly. Furthermore, in 
addition to object avoidance, the robot should aim to simulate human motion patterns to 
fit in nicely and to help maintain the environment flow. Motion planning can be 
explained using the example image in Figure 7.1. In this example, two people are 
walking, in a staggered fashion, towards the robot. The robot has the task of reaching the 
far end of the hallway without disrupting or colliding with the environment or the two 
people walking. 
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7.2.1 Behavior analysis 
 
As mentioned above, during the task of following the guide, the robot must ensure safety 
is maintained. Furthermore, the robot should aim to maintain the environment flow to 
prevent disrupting or obstructing the path of other objects. In order to ensure these goals 
are met, the robot has been given a set of rules to help simulate humans in crowded 
settings.  
 
In recent years, there has been a large body of work investigating the dynamics of 
crowds [167, 169, 170]. Extensive work has been done in the field of crowd simulation, 
which is aimed at defining rules for pedestrians allowing realistic behaviors in crowded 
situations. These rules have worked in large outdoor simulated environments; however, 
there has been little investigation into the validity of these behaviors in real-world 
conditions for mobile robots.  
 
The mathematical model for the crowd dynamics is defined by a set of hypotheses that 
the robot must follow. These hypotheses are similar to the ones defined in [167, 169], but 
have been modified and extended for a mobile robot. As with humans, the robot will 
always be aiming to reach a target location in the environment, whether to follow a 
person or to reach a defined location. To simplify the problem, it can be assumed that, in 
a short time span (<5s), the robot can assume the motion dynamics of the people in the 
 
 
Figure 7.1. The example scene used to explain the motion planning stage using crowd dynamics. In 
this example two people are walking towards the robot slightly staggered. The robot has the goal of 
reaching the far end of the hallway. 
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current field-of-view will not change. These assumptions form together to define the first 
hypothesis 
 
HYPOTHESIS 1: In the short-term (<5s), the motion dynamics of each person will not 
change drastically. 
 
As with people, the robot aims to reach its goal by traveling at the maximum allowable 
velocity. This will ensure the goal is reached in a timely manner. One of the defining 
characteristics of people choosing their traveling velocity is the density of the area 
surrounding them. In areas of high density, people will tend travel slowly to prevent 
collisions and ensure everyone can make progress. In contrast, in areas of low density, 
people will travel at their maximum velocity. This leads to the second hypothesis for the 
robot 
 
HYPOTHESIS 2: The density of the surrounding area determines the velocity of the 
robot 
R
V . If the density is low, the robot should travel at the maximum allowable 
velocity; in high density areas, the robot should travel similar to those objects around it 
to prevent collisions and disruption. 
 
During travel in lower density areas, people expect a certain amount of space to be 
undisturbed. When this space is invaded, people become uncomfortable and irritated at 
the person or object invading said space. Therefore, the robot should respect this 
discomfort area and avoid it at all costs, preventing people from resenting the robot. This 
leads to the third hypothesis for the robot 
 
HYPOTHESIS 3: There exists a discomfort area, g , around each person that the robot 
should avoid at all times. If a discomfort area is unavoidable, the robot should stop and 
allow the person to proceed before proceeding. 
 
The three primary hypotheses help define the robot’s behavior and lead to the definition 
of the robot’s motion planning goal. 
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DEFINITION 1: The paths chosen by the robot will minimize the amount of time to 
reach the destination, the length of the path, and the amount of discomfort inflicted on 
people following the chosen path  
 1 1
P P P
Length Time Discomfort
ds dt gdta b g+ +ò ò ò   , (7.1) 
where a ,b , and g  are weights specifying the importance of each factor; ds  specifies 
that the integral is in terms of the path length, while dt   means the integral is taken in 
terms of time. Both the path length and path time are directly related by the speed as 
R
ds V dt= ⋅ , where 
R
V  is the speed. Therefore, Equation (7.1) can be reduced to 
 , R
P
R
V g
Cds where C
V
a b g+ +ºò . (7.2) 
 
These three hypotheses and one definition define how the robot operates in the 
environment. By following these principles, the robot aims to fit into the environment 
causing as little discomfort to people as possible. 
 
7.2.2 Path generation 
 
In Chapter 6, the density field of the environment was constructed using the tracking 
system. As mentioned by Hypothesis 2, the speed of the robot is governed by the density 
of the surrounding area. In areas of low density, 
min
r r£  for some 
min
r , the robot aims to 
travel at the maximum possible speed  
 ( ) max,TV x Vq = . (7.3) 
In contrast, in areas of higher density, 
max
r r³  for some 
max
r , the speed is restricted to 
the flow of the environment. This ensures the robot does not obstruct the motion of 
others in the environment. Thus the preferred speed for a location can be generated as 
 ( ) ( ),vV x v x nqq = ⋅ , (7.4) 
where x  is the current position of the robot in the environment, and nq  is the unit 
direction of the robot. Finally, if the density has reached a density limit of r¥ , the speed 
of the robot is set at zero. This ensures the robot does not continue to operate in areas of 
high congestion, thus eliminating the chance of collisions. 
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The final case in situations of medium density, 
min max
r r r< < , where the speed is 
determined by linearly interpolating between the maximum allowable speed, Equation 
(7.3) and flow speed, Equation (7.4) 
 ( ) ( ) ( ) ( ) ( )( )min
max min
, , , ,
T v T
x
V x V x V x V x
r rq q q qr r
æ ö- ÷ç ÷ç ÷= + -ç ÷ç ÷-ç ÷è ø
. (7.5) 
 
The robot uses the allowable speeds to generate a safe path with the least resistance to 
the goal. As defined by Hughes [169], the desired direction of movement is 
perpendicular to the potential where the potential is defined as the sum of the set of 
optimal paths outwards from the desired goal location. Therefore, at the target, the 
potential is defined as 0f = , and elsewhere it satisfies the eikonal equation: 
 ( )x Cf = , (7.6) 
where C  is the unit cost from Equation (7.2), evaluated in the direction of the gradient. 
All optimal paths are guaranteed to follow the gradient of the function in Equation (7.6) 
according to a theorem from the calculus of variations [171]. Therefore, the robot’s 
direction of movement is defined in the direction opposite of the gradient scaled by the 
speed at that point 
 ( ) ( )( ),
x
x V x
x
fq
f
=-

 . (7.7) 
 
The first step in computing the potential field is to compute the unit cost field for the 
robot using the velocity field generated in Chapter 6. Since these fields are anisotropic, 
it is required to iterate over each of the four directions in each grid cell. Figure 7.2 
displays the information that is generated for each grid cell and in each direction from a 
cell in question. For example, in order to allow the robot to anticipate any collisions 
ahead, the speed and discomfort into which the robot would be moving is computed. If 
the robot moves east, the speed, 
C E
V   would be computed by plugging the density Er , 
discomfort 
E
g , and velocity v  into Equation (7.5). 
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The final step is to compute the dynamic potential of the environment. This requires 
evaluating Equation (7.6), which cannot be computed directly because of the implicit 
eikonal equation. An efficient method for solving this equation is the fast marching 
method [172]. The method begins by assigning the potential field, f  to zero at the 
robot’s goal and to ¥  at all other locations. Furthermore, the goal cell is added to a list 
of KNOWN cells, while all other cells are added to the UNKNOWN cell list. The 
algorithm proceeds by adding all cells adjacent to the goal cell to a list of CANDIDATE 
cells. The potential f  is approximated for each of these adjacent cells by computing the 
finite difference approximation of Equation (7.6). The cell with the minimum potential is 
chosen from the CANDIDATE cell list and added to the KNOWN cell list, and its 
neighbors are added to the CANDIDATE cell list. This process continues by propagating 
outwards until all cells have been evaluated. 
 
The finite difference approximation of Equation (7.6) is explained by supposing that the 
potential is required to be computed for a cell C.  First, the least costly adjacent cell is 
chosen in both the x and y direction 
 { } { }
{ , } { , }
argmin argmin
x i C i y i C i
i W E i N S
m C m Cf f Î Î= + = + . (7.8) 
 
Figure 7.2. The discrete grid structure specifies the information stored in each grid cell needed to 
compute the robot’s dynamics in complex environments. A cell maintains the density, velocity and 
potential ( , ,vr  and f  respectively), while also storing the speed, cost, gradient, and velocity 
between neighboring cells ( , , ,
C i C i
V C f    and v , respectively). 
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These cells are used to compute the finite difference approximation by solving the 
quadratic equation 
 
22
1yx
x y
C mC m
C m C m
C C
f ff f
 
æ öæ ö -- ÷÷ çç ÷÷ çç ÷÷ + =çç ÷÷ çç ÷÷ çç ÷÷ çè ø è ø
. (7.9) 
 
Once 
C
f  is computed, the gradient of the cell, f , is determined by taking the 
difference with the neighboring cell in the upwind direction. Then, the velocity flow field 
is finalized by multiplying the gradient by the speed in the appropriate directions. 
 
By using Figure 7.1 as an example, the density and flow information, as computed in 
Chapter 6, are presented in Figure 7.3. As mentioned earlier, the robot aims to travel to 
the far end of the hallway as illustrated with the red dot in Figure 7.3(a).  The potential 
field computed for this example in shown in Figure 7.3(c). Once a potential field is 
obtained, the robot can build a path to follow the potential in the opposite direction to 
reach the goal. The potential is followed until the goal is reached, and the path is returned 
to the robot. The path is presented in Figure 7.3(d). 
 
The path presented in Figure 7.3 illustrates a potential problem as the derived plan uses 
the most direct route without taking into account the dimensions of the robot. The path 
could be potentially dangerous as it will bring the robot as close as possible to objects in 
the environment. In practical situations, this is unacceptable as collisions may still occur. 
To prevent this from happening, the density map is extended to increase the density of all 
known objects by the width of the robot. This will ensure that any path generated will be 
valid regardless of the robot’s size. The extended density field and updated potential field 
are presented in Figure 7.4. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 7.3. (a) The density field computed for the example of two people walking toward the robot.  
The location of the robot is illustrated with a blue dot, while the goal location is represented with a 
red dot. (b) The flow field for the same example. (c) The potential field. (d) The path computed 
using the potential field to allow the robot to reach the goal at the far end of the hallway. 
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(a) 
 
(b) 
Figure 7.4. (a) The density map extended by making cells occupied if they are within the robot’s 
radius of an already occupied cell. (b) The corresponding potential field for the new density map. 
The improved combination ensures the robot is able to follow any path taking into account the 
robot’s dimensions. 
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Using the improved potential from Figure 7.4(b), a more accurate path can be computed. 
This is shown in Figure 7.5(a). The path contains many waypoints due to the grid 
representation of the environment. The final step in producing a usable path for the robot 
is to smooth the existing path. Path smoothing is performed by finding the furthest 
waypoint from the current waypoint that is drivable by the robot. This process is 
performed until the minimal set of waypoints is produced, as shown in Figure 7.5(b). 
 
 
 
(a) 
 
(b) 
Figure 7.5. (a) The improved path for reaching the goal using the extended density and potential 
fields. The path allows the robot to avoid entering the discomfort area of each of the objects. (b) A 
smoothed version of the path generated from (a). The path is smoothed by removing redundant 
waypoints that are caused by using a grid structure for the environment’s representation. 
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7.3 Recovering Strategies 
 
When following a guide, the robot may encounter situations where the guide exits 
(moves out of) the field-of-view. In the general case, the robot will quickly correct this 
by following an existing plan; however, common scenarios, such as the guide entering or 
exiting a room or going around a corner, can cause complex and difficult problems for 
the robot. In order to prevent irritating the guide, the robot must be able to recover in a 
timely manner and not expect the guide to return to the robot after going around each 
corner. This requires efficient search strategies to ensure the robot can relocate the guide. 
 
The process for recovering a lost guide will be explained using the example presented in 
Figure 7.6. In this example, a guide is standing in front of the robot in the hallway, and 
the robot is located in a room. The guide continues to the right, down the hallway until he 
is out of view. The goal for the robot is to recover the guide as quickly as possible 
without requiring the guide to return to the robot. The recovery process starts as soon as 
the tracking system has lost the guide. 
 
 
  
  
Figure 7.6. Select images taken from a short sequence used to illustrate the process of recovering a 
guide. In this example, the guide is standing in a hallway while the robot is inside a room. The 
guide continues down the hallway to the right out of the field-of-view. The goal for the robot is to 
recover the guide without requiring the guide to return to the robot. 
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7.3.1 Building a search area 
 
The robot maintains an estimate of the guide’s location through the tracking system. 
However, the tracking system can fail if the guide leaves the field-of-view of the camera 
and no observations are available to update the track. The robot must have a back-up 
solution to find the guide when the tracking system is unable to provide a reliable 
estimate. To this end, at the moment the guide is lost, a search map is constructed using 
the last known location of the guide. The process begins by first constructing a local 
environment map using all the current observations from the sensor. The environment 
map corresponding to the example presented in Figure 7.6 is shown in Figure 7.7. 
 
 
 
The search map is constructed using both the environment map, as shown in Figure 7.7, 
and the last known position of the guide, red dot in Figure 7.7. The initial task is to 
 
Figure 7.7. Environment map built from the observations provided by scene reconstruction after 
the guide has been lost. The values on the y-axis represent the occupancy probability. A value of -1 
implies that there is no information about that particular location, values close to zero imply a cell 
with no object, and values approaching 1 imply an object is located at that position. The robot’s 
position is illustrated as the blue dot, while the last known estimate of the guide’s location is shown 
with the red dot. 
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generate a list of search areas where the guide could be potentially located. These are 
unknown areas in the map with one constraint to reduce the total number of search areas. 
The constraint requires that a potential search area be in the extended field-of-view of the 
robot. The standard field-of-view for the example shown in Figure 7.7 is shown in Figure 
7.8(a). If the search areas were restricted to only those inside the standard field-of-view, 
there would be a relatively small number of search areas. Also, there would be fewer 
search areas on the side of the map where the guide was heading. Therefore, we extend 
the field-of-view by 20̊ on the side the guide was last seen and 5 ̊ on the other. The 
extended field-of-view is shown in Figure 7.8(b). The extended field-of-view helps to 
populate the search areas, especially near the last known position of the guide. The 
search areas for the extended field-of-view are displayed in Figure 7.9(a). 
 
 
 
Once the search areas are determined, they must be ranked according to how likely they 
are to provide the true position of the lost guide. To this end, the covariance in the 
guide’s last known location is used. A 95% confidence error ellipse is first constructed 
based on the covariance matrix. The ellipse provides a confidence region as to how sure 
the tracking filter was in the last known position. The error ellipse is derived from the 
covariance matrix obtained from the tracking filter. An eigenanalysis of the covariance 
matrix provides the ellipses’ properties. The eigenvalues correspond to the error ellipses’ 
 
 (a) (b) 
Figure 7.8. (a) A top-down view of the environment map directly after the guide has been lost. The 
camera’s field-of-view is laid on top with a red-line. (b) The field-of view is extended in both 
directions, more so in the direction of the last known position of the guide. This helps produce more 
search areas close to the last known position. 
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axis lengths, while the eigenvectors represent the axis directions. 
 
The aim is to rank the search areas according to how close they are to the last known 
position using the confidence region to scale the likelihood. This will get the robot to 
first search areas closest to the last known position. To this end, the likelihood is 
computed as  
 '
,
1 1
exp ( ) ( )
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, (7.10) 
where ,i j  are the row and column of the cell in question, x  is the central location of the 
cell, m  is the last known location of the robot, and å  is the scaled covariance matrix to 
provide a 95% confidence region. The likelihood of the search areas presented in Figure 
7.9(a) is shown in Figure 7.9(b). 
 
 
 
7.3.2 Searching 
 
Once a search map has been constructed, the robot can start the recovery process. To this 
end, the robot chooses the most likely area to begin its search. To approach each search 
area, the robot uses the crowd flow information to travel safely to the search target. The 
initial path the robot takes to the likely search area is presented in Figure 7.10. During 
the robot’s travel to the search each, the robot is continually looking for the guide by 
 
 (a) (b) 
Figure 7.9. (a) The image shows all potential search areas for the lost guide. The search areas are 
chosen such that they are in the extended field-of-view of the robot. (b) The likelihood of each 
search area found in (a). The likelihood ranks the search areas according to how likely they are to 
reveal the guide’s true location. The value is computed based on the guide’s last known location. 
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comparing all new observations against the guide’s descriptors. Furthermore, as new 
observations are received from the sensor, aspects of the environment that were 
previously not visible become visible. If any of these areas were search targets, they are 
removed from the potential list of search areas. When a search area has been reached, the 
robot will either have found the guide and can continue following or secondary search 
areas are approached. The process continues until either the guide is found or all search 
areas have been exhausted. If the latter occurs, the robot must wait for the guide to 
return. It should be noted that search exhaustion never occurred in our experimentation, 
as presented in the next section. 
 
 
 
7.3.3 Evaluating the search strategies 
 
The search strategy mentioned above has been tested in several exemplar situations, five 
in total. The first four experiments have the guide disappearing around a corner including 
 
1) Exiting a room,  
 
Figure 7.10. The path chosen by the robot to approach the first search area. The path is 
constructed using the flow information to ensure all objects are avoided and the robot does not 
obstruct the flow of other dynamic obstacles. 
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2) Entering a room,  
3) Rounding a corner into an open plan area, 
4) Leaving an open area into a hallway. 
 
The fifth experiment aims to simulate errors in the tracking system to illustrate potential 
problems where the guide is not at the first search area. To achieve this situation, the 
guide exits a room and goes around the corner into a hallway. Once the guide exits the 
field-of-view, the robot is put to sleep for several seconds. This provides the guide with 
ample time to relocate to the other side of the hallway. 
 
During the experiments, the robot was set to travel with a maximum linear velocity of 
100 mm/s and maximum angular velocity of 15 degrees/s. Furthermore, the average 
recovery time is presented alongside the optimal time, which is computed as the amount 
of time it would take for the robot to go directly to the last known location and face the 
correct orientation. In the fifth experiment, since it is known that the robot is in the 
opposite direction of the first tested, the optimal time is simply increased by the time it 
would take to turn in the other direction. These results are presented in Table 7.1. 
 
 
 
For the first set of experiments, Figure 7.11 displays selected frames from the experiment 
where the guide exits the room. The figure illustrates the progression of the system. 
Initially, the robot was following the guide until the guide exits the room and goes 
around the corner. The robot then builds the search map and approaches the most likely 
Scenario Recover Recover Time Optimal 
1 5/5 39.40s ( 1.25s = ) 38.45s 
2 5/5 39.76s ( 0.26s = ) 36.00s 
3 5/5 41.64s ( 2.72s = ) 40.29s 
4 5/5 30.71s ( 4.86s = ) 27.04s 
5 5/5 62.17s ( 5.47s = ) 50.45s 
 
Table 7.1. The average amount of time required to recover the guide for each scenario. Each 
experiment was run five times successively.  
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search area. Upon arriving at this area, the robot recovers the guide. All recovering times 
are similar to the optimal ones.   
 
 
 
The fifth experiment simulates potential errors in tracking where the robot thinks the 
guide exited the room to the right when, in fact, the guide went to the left. Figure 7.12 
illustrates the progression of the robot attempting to recover the guide. The initial phase 
plays out exactly like the first experiment, except the robot does not recover the guide 
after reaching the first search area. The robot then picks the next most likely search area 
to approach. After approaching the secondary target, the guide is recovered. Over the 
five test runs, the average time to recover the guide was 62.173s. This time is higher than 
the optimal time but still within reason. 
 
 
Figure 7.11. Recovery process for the first experiment. The experiment begins with the robot 
tracking and following the guide until the guide exits the room and goes around the corner leaving 
the field-of-view. The system maintains an estimate of the guide’s motion (visualized with blue 
squares). After the disappearance of the guide, a search area is generated with each cell’s 
likelihood assigned based on its locations from the last known position. The brightness of the cell 
coloring is determined by the likelihood of the cell containing the guide.  The robot finds a path to 
approach the first search area. Upon arriving at the search area, the robot recovers the guide, 
allowing the robot to continue following the guide. 
185 
 
 
 
7.4 Target Following 
 
The addition of a motion planner and a recovery system provides the robot with the tools 
necessary to perform the task of following. To this end, the combined systems have been 
evaluated using a following example where the robot is required to follow a guide from a 
starting room, through the hallway, and into another room. The aim of this experiment is 
to determine if the systems can be combined in a real-time efficient manner to perform 
the task safely and efficiently. 
 
The experiment has been set-up such that the robot will follow the first identified person. 
This design helps simplify the problem of determining who to follow, which will be 
discussed further in Chapter 8. Furthermore, the robot is equipped with a simple state 
machine to control the actions of the robot and to link the different systems together. The 
 
Figure 7.12. Selected images from the fifth experiment. The start of the experiment is similar to 
that of the first experiment. The guide is followed until exiting the room to the right leaving the 
field-of-view. Before the system continues, the robot is put to sleep for several seconds to allow the 
guide to move to the left. After waking, the robot builds the search area and proceeds to approach 
the most likely search area. When the robot reaches the first search area, the guide is not visible. 
The robot selects and approaches the next most likely location. Finally, upon arriving, the robot 
identifies the guide and proceeds to follow. 
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state machine is shown in Figure 7.13 with four possible states for the robot: Idle, Face, 
Follow, and Search. 
 
Each action requires the robot to handle a different event. The first state of Idle is 
activated when the guide is both within the desired follow distance, and the robot is 
facing the guide. The face state is activated when the distance to the guide is less than or 
equal to the following distance, but the guide has shifted horizontally. This requires the 
robot to rotate in-place until the robot is facing the guide. The following state requires 
the robot to approach the guide when they have moved further away than the required 
following distance. This causes the robot to use the crowd planning to devise a safe path 
to approach the guide. Finally, the search state is activated when the guide has left the 
field-of-view. The robot initiates the recovery process and searches for the guide. 
 
 
 
As mentioned earlier, the robot has been issued the task of following the first identified 
person in the environment. The guide plans to lead the robot from its starting location 
 
Figure 7.13. State machine used by the robot to efficiently follow a guide through the environment. 
The state machine is controlled by four states: Idle, Follow, Face, and Search. Idle is active when 
either no guide has been identified, or the robot is facing the guide and within the travel distance. 
The face state is active when the guide has shifted horizontally and has stayed within the travel 
distance. The follow state is active when the guide has moved away from the robot. The search state 
is active when the guide has left the field-of-view. 
187 
 
inside a room, through the hallway and into a second room. The robot must maintain the 
required distance and remain outside of the guide’s discomfort area. The results of this 
experiment are shown in Figure 7.14. The blue circles represent the estimated location of 
the robot, while the guide’s pose is shown with squares. Two separate trajectories are 
shown for the guide (indicated as red and green squares, respectively). Two trajectories 
exist because the guide was lost and a new trajectory was started when the guide was 
found. While the robot is exiting the room, the guide leaves the field-of-view to continue 
down the hallway. As no measurements are available to update the track, the guide’s 
pose quickly becomes invalid (red squares).  This forces the robot to use the recovery 
strategies to locate the guide. Once the guide is recovered, the robot is able to follow the 
guide to the second room (green squares). 
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Figure 7.14. Following example. The robot is issued with a task to follow the guide from one room, 
down a hallway, and into a second room. The aim of the experiment was to test the ability of the 
proposed components to track the guide continuously, create safe and efficient motion plans, and 
follow the created plans to maintain a 1.5m distance from the guide at all times. The robot was 
successfully able to handle the task even when the guide left the field-of-view after exiting the initial 
room. 
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7.5 Conclusions 
 
In this chapter, I have used all derived information from the previous chapters to handle 
the task of following a guide. The robot was required to face and maintain a specified 
distance of 1.5m from the guide at all times. This involved identifying and maintaining a 
continuous estimate of the guide’s location. In addition, the robot was required to 
navigate safely to maintain the specified distance from the guide. 
 
The navigation planning forced the robot to use both the density and velocity fields to 
determine the safe areas of the environment to travel. To this end, a proposed path 
finding system was presented.  The path finding system built a potential field from the 
density and velocity fields leading to the desired goal location. It was shown how the 
potential field produced efficient paths through the environment avoiding all known 
obstacles. 
 
During the task of following, there exist situations where the guide may exit the field-of-
view. This is seen in real-world situations such as the guide exiting a room or going 
around a corner. This presents a difficult problem for the robot, as the tracking system is 
unable to provide an accurate estimate to the guide’s location. To this end, a novel search 
strategy was introduced so that it is possible to quickly relocate the guide once they have 
left the field-of-view. A search map was constructed based on potential areas that the 
guide could be located. The search areas were chosen using the field-of-view of the 
camera and the tracking system’s estimation of the guide’s trajectory. Then, the search 
areas were ranked based on how likely they were to contain the guide. The likelihood 
was computed based on the search area’s relationship to the last known position. It was 
shown in five real-world scenarios that the robot could efficiently recover the lost guide. 
 
The two additional components of path finding and guide recovery were then 
incorporated into a unified framework. The framework was built to determine the 
feasibility of following a guide in the environment. The following tasks positioned the 
robot in a starting room, and the robot was then required to follow a guide to a second 
room. It was shown that the robot was successful in its attempt to follow a guide 
accurately even if the guide exited the field-of-view. 
 
190 
 
The task of following illustrated the feasibility of using our proposed framework, but 
also presented several challenges that need to be overcome before more elaborate testing 
is feasible. First, the proposed path finding system is limited because of the narrow field-
of-view. The robot is only able to account for visible objects, which is a problem as the 
field-of-view of the camera is small. While created paths are valid for the current view, 
the paths may lead the robot into a non-visible object, causing collisions. In addition, the 
robot follows the first identified person, which is an unrealistic behavior. This can cause 
problems when the robot is positioned in a room with multiple people as it is not clear 
whom the robot should follow. In the next chapter, I will provide an overview of the 
work completed in this thesis. Furthermore, I will provide a deeper investigation into the 
limitations of the current framework and potential research directions that solve these 
limitations.  
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Chapter 8 	
 
Conclusions and Future Work 
 
 
8.1 Contributions of the Thesis 
 
In this thesis, I have addressed several key technical challenges related to autonomous 
navigation for robot navigation in a crowded indoor environment. In recent years, there 
has been extensive work into building intelligent robots for indoor environments. 
However, the presence of dynamic objects, such as people, has caused difficulties due to 
their unpredictable behavior. The problem consists, first and foremost, of identifying 
people in the environment, tracking their movements in the environment, and motion 
planning for collision-free navigation. 
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The overall contribution of this thesis is a unified framework for 3D time-of-flight 
cameras providing the robot with detailed information about the environment. The 
framework consists of a person identification system, multi-object tracking system, 
crowd flow generation, and reliable guide following. The key technical contributions of 
this thesis are as follows 
 
 Bayesian Framework for improved accuracy and consistency for 3D time-of-
flight cameras, 
 Reliable segmentation and classification of people using a spherical 
harmonic rotation-invariant descriptor, 
 Multi-object tracking system using multiple cues of shape and color. 
 Crowd flow dynamics for safe and efficient navigation , 
 Search strategies for recovering a lost guide, 
 Reliable guide following in indoor environments, 
 Real-time implementation running on mobile robot. 
 
Time-of-flight cameras represent the latest innovation in sensor technology. They were 
introduced commercially to the robotics community in 2005. Whilst still in its infancy, 
there is limited information about time-of-flight cameras as to their suitability for mobile 
robots for reliable navigation in complex, dynamic situations. Furthermore, there exist 
inherent problems that must be overcome to obtain reliable and consistent readings. This 
thesis introduced a Bayesian Framework for resolving some of these inherent problems. 
The framework presented in Chapter 3 fuses information from three distinct depth maps 
to obtain consistency across the range of the camera. Each depth map is captured with a 
different integration time, thus producing a high level of accuracy at a distinct range in 
the current view. Therefore, the final depth map is able to provide consistent results 
across all ranges of the camera. Furthermore, color information is incorporated to ensure 
the depth map is locally smooth by assuming that neighboring pixels with similar color 
belong to the same object and should fall on the same plane. 
 
The fused depth map provides a consistent view of the current state of the environment, 
but little contextual information is available. For a robot to safely interact with the 
environment, the depth map must be processed to reconstruct the contents of the scene. A 
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region-growing system has been proposed to utilize the surface characteristics of the 
points of the depth map to form distinct objects, as described in Chapter 4. The depth 
maps provide only the geometrical position of the objects and no surface properties. 
Therefore, the reconstruction of the surface properties was investigated. Both the local 
surface normal and local surface curvature are of interest, and there exists a wealth of 
methods to compute each; however, the most efficient and accurate method for 3D time-
of-flight cameras is required. Three popular methods for local surface normal were 
investigated: Principal Component Analysis, Singular Value Decomposition (SVD), and 
Maximum Likelihood Estimation Sample Consensus, and two local surface curvature 
methods, including the use of surface variation and principal curvature, were evaluated. 
The assessment was performed using both simulated and real-world data. The simulated 
data allowed determining the absolute error of each technique from ground truth, and the 
real-world data allowed comparison against real-world conditions. It has been shown that 
a combination of SVD with surface variation provides the overall best estimation in 
terms of accuracy and time. Using these two surface properties, the region-segmentation 
was compared against two popular range segmentation schemes, edge-based and kernel 
density estimation. Using real-world scenarios for evaluation, my proposed method was 
able to segment the scenes more accurately than the two compared. 
 
The distinct set of objects provides limited information about the current view of the 
environment because there is no context given about the objects. If robots are to interact 
with the environment, a higher level of understanding of the objects is required. Since the 
primary aim of this thesis is assisted living, the robot was required to learn to 
differentiate between people and all other objects.  Detailed technical implementation is 
presented in Chapter 5. The underlying principle of the differentiation is that the shape 
of people is sufficiently unique from the majority of objects encountered in indoor 
environments. However, the result of the segmentation stage provided a set of discrete 
objects represented as small point clouds, which causes a large problem when trying to 
compare objects. Therefore, spherical harmonics were introduced as a way of reducing 
the dimensionality of the objects. Spherical harmonics provide a rotation-invariant 
descriptor due to the underlying spherical functions. Therefore, consistency could be 
maintained even when objects were rotated, which is often the case with a moving robot. 
A support vector machine was used to build a classifier from training data to learn the 
relationship between those descriptors representing people and those representing 
background. The descriptor was evaluated using both manually labeled data and a video 
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sequence from a real-world crowded situation. In both cases, the classifier excelled to 
correctly identify the people over 95% of the time. 
 
The identification of people provides the robot with the means to start formulating plans 
for interaction. However, the main requirement for robot operation is safety. People 
should not be endangered by the robot and should not be disrupted from their current 
activities. To ensure safety is met, the dynamics of the crowd are required. In Chapter 6, 
the dynamic of flow was investigated to ensure safe navigation is always achieved. 
Understanding flow requires the knowledge of the location and speed of all objects in the 
environment. The robot attempted to build this knowledge using a multi-object tracking 
system to provide a continuous estimate of the location and velocity of each object. The 
proposed tracking system used two cues, shape, and color for data association to provide 
reliable tracking. The tracking information, position, and velocity allowed the 
construction of a density field to learn the locations that are safe for travel. Furthermore, 
a velocity field was introduced to learn the speeds at which it is safe to drive. The overall 
aim for the robot is to fit seamlessly into the flow of traffic to prevent disruption of the 
flow of other people. Therefore, the velocity field specifies the speeds at which the robot 
can travel to prevent collisions and to travel safely. 
 
One of the practical tasks for mobile robots is to follow a guide through the environment. 
In an assisted living scenario, this could be following a patient to ensure they are safe or 
assisting a nurse. Therefore, guide following has been used as an example in Chapter 7 
to evaluate the components introduced so far in a real-world scenario. The task required 
the robot to maintain a preferred distance from the guide at all times. To achieve this 
goal, the robot built safe navigation paths taking into account the crowd flow. A potential 
field was introduced using both the density and velocity information of the environment 
to create the most efficient path to a goal location taking into account speed, time and 
safety. Furthermore, situations exist where the guide may leave the field-of-view where a 
valid estimate of the guide’s location is unavailable. Search strategies were introduced to 
overcome this problem to prevent the guide from having to return to the robot. All 
components were used to evaluate the state of the proposed systems to handle the task of 
following. The experiment positioned the robot in a starting room and required the robot 
to follow the guide out of the room, down a hallway, and into a second room. The robot 
was successful in this task. 
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8.2 Limitations and Future Perspectives 
 
While the robot was able to complete the task of following a guide through the 
environment, several limitations were identified. These limitations include the lack of a 
reliable initialization phase, limited field-of-view, a lack of environment map, and no 
way to receive or give feedback to the guide. Each limitation will be addressed as to the 
cause of the problem and potential solutions to be addressed in future work. 
 
8.2.1 Limited field-of-view 
 
One of the main problems with reliable tracking and crowd flow is the limited field-of-
view provided by the time-of-flight camera. Due to this restriction, objects are only 
visible for a short period of time, making it hard to obtain reliable position and velocity 
information. Furthermore, when navigating, the robot has no knowledge about objects 
outside the camera’s field-of-view. Therefore, long-term planning is difficult as objects 
may appear in front or alongside the robot at any time. 
 
Additional sensors mounted on the robot may be able to help overcome these problems. 
For example, using two time-of-flight cameras would nearly double the field-of-view, 
thus improving the navigation abilities of the robot. Objects would be tracked for longer 
periods of time, providing more accurate estimates of the crowd flow. Also, using sonar 
sensors or infrared sensors could provide information about the immediate surrounds in 
all directions. This could provide the robot with information about objects alongside or 
behind the robot which it is currently unable to handle. 
 
Another interesting prospect is improved integration with the environment. Hospitals and 
businesses are typically equipped with surveillance systems, which could provide a 
tremendous amount of information about the environments’ overall flow even in areas 
outside of the robot’s current view. The robot could rely on the surveillance system to 
provide a full environment flow to help with long-term motion planning and to avoid 
congested areas. 
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8.2.2 Human-Robot Interaction 
 
The example of following used to evaluate the proposed components was initiated by 
having the robot follow the first person identified in the field-of-view. This is not 
practical in real-world scenarios, as some people will have no interest in having the robot 
follow them. Therefore, a deeper human-robot interaction system is required to enhance 
the communication between the robot and the people in the environment. One such 
example is the system proposed by Valibeik et al. [2, 76], which provides gesture 
recognition. This type of system would allow the robot to wait for a specific gesture 
before selecting a guide. The robot could be called by a user no matter the complexity 
and number of people in the current field-of view. In addition to gesture recognition, 
sound based systems could provide an increased level of interaction. The robot could be 
programmed to understand several key words or phrases to initiate the following phase. 
Furthermore, additional tasks could be commanded, for example, requesting the robot to 
navigate to a different room in the environment or to perform a simple task. 
 
8.2.3 Environment Map Building 
 
A major limitation in the proposed work is the lack of an environment map either pre-
made or constructed during travel. This prevents the robot from long-term planning or 
from carrying out tasks autonomously. The major challenge with environment mapping 
is handling the Simultaneous Localization and Mapping (SLAM) problem. There is no 
single solution to this problem, and there is limited information regarding the success of 
SLAM systems using 3D time-of-flight cameras. Dynamic objects present a challenge as 
many of the visible features may come from moving objects. The multi-object tracking 
system introduced in Chapter 6 may be able to help overcome some of these problems. 
By removing observations associated with moving objects, the SLAM system would 
only use observations from static objects, thus making it practical for the environment 
addressed in this thesis.  
 
Another problem with generating dense environment maps is how the robot wanders 
through the environment to ensure each location is mapped. Typically, this is performed 
by allowing the robot to wonder aimlessly, requiring a large amount of time before an 
environment is fully mapped. A potential solution to this problem is to allow a guide to 
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lead the robot to important rooms where the robot may be required to navigate in the 
future. The robot would be able to build a general sparse layout of the environment. 
Then, when tasks are completed in the future, the robot could expand the sparse map to a 
full dense map. Therefore, the robot is quickly able to begin operating and completing 
tasks in the environment. 
 
8.2.4 Assisted Healthcare 
 
One of the application areas of the navigation technology developed in this thesis is 
assisted living. Assisted healthcare is a rapidly expanding industry, and the number of 
elderly patients continues to increase. New innovations and technologies will be required 
to reduce the amount of work required by nursing staff and physicians. Mobile robots 
seem to be a potential option to help reduce the work load. The robot platforms will be 
able to carry out simple tasks for patients, while continuously monitoring the patient and 
sending updates to the physicians. 
 
This thesis has presented the first steps toward a reliable and safe platform to assist in 
patient monitoring. The proposed framework investigated navigation strategies for 
complex and crowded environments. The platform was able to identify people, track 
visible objects, and devise safe navigation paths. These components were combined in a 
unified framework to follow a guide through the environment. Although, there are many 
additional steps to be taken to develop an assistive robot, the study presented in this 
thesis brings us one step closer. 
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