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El objetivo de este trabajo es modelar la evolución de los indicadores de incapacidad 
temporal. Disponer de modelos capaces de aproximar cuál será la evolución temporal de los 
indicadores económicos de baja laboral resulta clave por múltiples aspectos. Por un lado, 
permite tomar medidas de prevención y planificación sanitaria en el caso de que se detecte 
un aumento en la incidencia de una enfermedad. Por otro lado, la elaboración de un modelo 
de series temporales nos va a permitir evaluar el impacto de medidas de política de gestión 
sanitaria. En este trabajo se han utilizado datos suministrados por la Dirección Provincial del 
INSALUD de la provincia de Guadalajara entre 1989 y 2001. Con estos datos hemos 
estimando modelos ARIMA para predecir la evolución de los indicadores por de gasto por 
incapacidad temporal. Además, en Guadalajara se diseñó un plan especial de inspección de 
las bajas laborales, entre 1994 y 1996. Mediante este modelo se ha contrastado que esta 
política fue eficaz y supuso una reducción del coste durante ese periodo de un 34%. El 
análisis efectuado nos permite además afirmar que a pesar de eliminar el componente 
estacional de la gripe existen otras variables sociolaborales relacionas con el fraude que 
explican que los procesos de baja no se comporten de forma uniforme en el tiempo.  
 




The aim of this paper is to model the evolution of temporary disability indexes. There are 
several reasons that make necessary to implement models able to fit future evolution of 
economic indicators related with temporal disability. On one hand, this kind of models allow 
for health policies in prevention, control and planning in case of high reported disease. On 
the other hand, a time series model is useful in order to evaluate specific health policy 
actions. In this work we used data provided by Dirección Provincial del INSALUD in 
Guadalajara province in the period 1989-2001. We estimated time series models (ARIMA) to 
predict the evolution of temporary disability. Moreover, Guadalajara implemented a special 
temporal disability policy inspection from 1994 to 1996. Through this model we contrasted 
that this policy was successful and implied a 34% decrease in cost. The time series analysis 
permit us to say that after to take into consideration the seasonal component due to flu 
disease, there exists other socio-labor variables related with fraudulent behaviour explaining 
that temporal disability have not a uniform distribution in time.  
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La protección de la incapacidad laboral transitoria es un logro social reciente en la historia de la clase 
trabajadora y protege a quien en un momento dado se encuentra, por diferentes causas, 
imposibilitado para desarrollar su trabajo. Lo que inicialmente se previó para cubrir una esporádica 
situación de necesidad, se ha convertido en un coste fijo y preocupante del sistema de seguridad 
social (SS). La pérdida de horas de trabajo por baja laboral generó durante la última década una 
cuantiosa reducción de recursos productivos en todos los países de la Unión Europea. Esta realidad 
supone, además de la reducción en la producción económica un aumento del gasto público en 
prestaciones asociadas, servicios médicos y percepciones por enfermedad. Gründemann et al. (1997) 
estiman que la atención de las bajas genera una carga relativa de entre el 1,5 y el 4 por ciento del PIB 
según el país miembro. Las horas de trabajo perdidas por enfermedad nos proporcionan una medida 
de la importancia del problema. En el caso de España, en 1996, se perdieron aproximadamente 
260,73 millones de horas de trabajo por enfermedad lo que equivale a 154.540 trabajadores menos 
en ese año [Álvarez, 2000]. 
 
La magnitud de las cifras mencionadas explica la creciente preocupación por parte de los gobiernos 
europeos para eliminar la incapacidad laboral no justificada o fraudulenta a fin de reducir, no sólo los 
costes de personal, sino también el doble gasto público, económico y sanitario, asociado a la 
prestación por Incapacidad Temporal (IT). La implementación de la Directiva marco de la Unión 
Europea sobre Seguridad y Salud en el lugar de trabajo de 1989
1 constituye una de las principales 
estrategias para acometer este problema.  Para el caso particular español, el acuerdo del pleno del 
Consejo de Política Fiscal y Financiera de 27 de noviembre de 1997
2  expone como situación de 
partida, con el fin de fijar las reglas de actuación de control de gasto en las prestaciones por IT, que: 
“las prestaciones económicas causadas por la incapacidad temporal han experimentado un 
crecimiento acelerado, llegando en el último ejercicio a rebasar con amplitud la cifra de medio billón 
de pesetas (tres mil millones de euros). Los datos disponibles, así como la evolución de la distribución 
                                                 
1 Directiva 89/391/CEE del Consejo, de 12 de junio de 1989, relativa a la aplicación de medidas para promover la 
mejora de la Seguridad y de la Salud de los trabajadores en el trabajo. 
2 Resolución de 26 de Octubre de 1998, de la Dirección General de Coordinación con las Haciendas 
Territoriales, por la que se ordena la publicación del Acuerdo 1/1997, de 27 de noviembre, por el que se aprueba 
el sistema de financiación de los Servicios de Sanidad en el periodo 1998-2001.   1
de las cifras relativas a estas prestaciones, permiten afirmar que existe un importante nivel de gasto 
que pueda considerarse indebido, es decir, que no tendría que producirse si las prestaciones se 
limitaran a la cobertura de las necesidades correctamente definidas, es decir, las derivadas de 
situaciones reales de incapacidad con una duración adecuada”.  
 
A esta primera consideración, de índole puramente económica hay que unir aún dos más de carácter 
competencial. La primera de ellas es que el gasto asociado a la IT cuya reducción es posible, se 
produce en una esfera administrativa diferente de la del órgano cuya actuación lo desencadena. El 
gasto es cubierto por el Instituto Nacional de la Seguridad Social (INSS) y los órganos que originan su 
aparición son los Servicios de Salud correspondientes. La segunda consideración se refiere a la 
pluralidad de Administraciones Públicas con competencias sobre los servicios de salud: el Instituto 
Nacional de la Salud (INSALUD) hasta la reciente finalización de las transferencias sanitarias, las 
Comunidades Autónomas (CC.AA) con competencias asumidas, (desde el 1 enero de 2002 son la 
totalidad), y el Instituto de Gestión Sanitaria (INGESA), heredero del INSALUD en la actualidad, 
aunque sólo para Ceuta y Melilla. 
 
Esta situación ha dado lugar, entre otras acciones por parte del Ministerio de Trabajo y Asuntos 
Sociales (MTAS), a la creación de unos Equipos de Valoración de Incapacidades y a la contratación 
de unos médicos “controladores de las bajas laborales” en el seno del propio INSS. También se han 
otorgado paulatinamente mayores competencias para el control de la IT a las Mutuas de Accidentes 
de Trabajo y Enfermedades Profesionales de la Seguridad Social (MATEPSS), pero sin concederles 
el total control del proceso (capacidad de dar altas), alejando aún más la entidad controladora del 
proceso, del lugar donde se origina la prestación, el Servicio Público de Salud. 
 
A pesar de todas las medidas brevemente reseñadas el gasto por IT sigue aumentando. Tal es la 
preocupación en la Administración Central, que la Ley 21/2001, sobre el nuevo sistema de 
financiación de las CC.AA, al igual que su predecesora
3, contempla la dotación de un fondo para la 
mejora y control de la prestación por IT. Dicho fondo, en el que las CC.AA participan inicialmente 
según la población protegida, se establece para financiar la adopción de programas y medidas 
                                                 
3 Acuerdo 1/1997, de 27 de noviembre por el que se aprueba el Sistema de Financiación de los Servicios de 
Sanidad en el periodo 1998-2001.   2
dirigidas al control del gasto relativo a la IT y la mejora de gestión de los servicios de Asistencia 
Sanitaria de la Seguridad Social por estas contingencias. 
 
Dada la ingente cantidad de recursos económicos públicos y privados destinados a esta prestación, 
resulta de interés disponer de mecanismos eficientes que faciliten su control, en particular que 
detecten comportamientos fraudulentos [Santín et al., 2003], así como de herramientas capaces de 
predecir la evolución de todas las variables implicadas en el proceso.   
 
El objetivo de este trabajo es proponer un mecanismo, basado en modelos de series temporales 
ARIMA, para el seguimiento y control económico de los principales indicadores de baja laboral. Se 
pretende además contrastar si determinadas variables influyen en el comportamiento de la serie. En 
primer lugar, debemos crear indicadores económicos adecuados, además de los ya existentes, para 
el seguimiento de la prestación. Así, desde el punto de vista de la gestión clínica, cuando se produzca 
un aumento en alguno de los indicadores generales de incidencia, duración, días de baja por 
trabajador o coste medio por asegurado, podremos detectar de forma temprana a qué patología es 
debido, lo que posibilitará la toma de las medidas de prevención y planificación sanitaria tendentes a 
la contención del problema. En segundo lugar, el modelo nos va a permitir monitorizar la evolución 
temporal respecto a la distribución mensual de las bajas, de las patologías más frecuentes y dibujar a 
priori un “retrato robot” del problema con el que el gestor tendrá que enfrentarse. Esto nos permitirá 
contrastar hipótesis clínicas sobre la estacionalidad de determinadas patologías o en caso contrario 
detectar un posible fraude en la prestación.  
 
En tercer lugar, el modelo resulta también adecuado a la hora de realizar una presupuestación óptima 
de las necesidades del sistema, reforzando los servicios de gestión e inspección en aquellos períodos 
del año en los que se prevea una mayor incidencia, lo cual supondrá una mejor asignación de los 
recursos y la posibilidad de articular mecanismos de incentivos. Por último, la elaboración de un 
modelo predictivo de series temporales nos va a permitir evaluar el impacto de medidas de política de 
gestión sanitaria. De esta forma, podremos estimar de forma rigurosa la influencia de aumentos de 
gasto sanitario, cambios en los mecanismos de control o la eficacia de campañas en la lucha contra 
determinadas enfermedades, comparando la predicción del modelo con el valor realmente observado.   3
 
Para la construcción de indicadores y el estudio de su evolución hemos utilizado datos suministrados 
por la Dirección Provincial del INSALUD de la provincia de Guadalajara.  
 
El trabajo está organizado de la siguiente manera. En el apartado 2 hemos construido junto a los 
indicadores tradicionales: incidencia anual, duración media de la baja y días de baja consumidos por 
100 trabajadores y año, indicadores de monitorización económica. En el apartado 3 se discribe la 
base de datos utilizada para la posterior aplicación empírica. En el apartado 4 se estiman modelos de 
series temporales ARIMA para los indicadores construidos. Además, en Guadalajara se llevó a cabo 
un plan de Inspección de la IT, entre 1994 y 1996. Hemos comprobado en el apartado 5 que este plan 
fue eficaz y hemos medido el efecto: el coste durante ese periodo se redujo en un 34%. Finalmente 
en el apartado 6 se estudia la influencia de determinadas variables; gripe, día del mes y día de la 
semana en la estacionalidad de la serie. Finalmente hemos dedicado el último apartado a comentar 
las principales conclusiones obtenidas en este trabajo. 
 
2. Indicadores para el seguimiento de la incapacidad temporal. 
 
2.1 Indicadores tradicionales. 
 
Los indicadores tradicionales de seguimiento de la IT se calculan a nivel provincial y son cuatro:  
 
1.  Incidencia Mensual de las Bajas (IMB):  
 
activos asegurados de N






En el numerador tenemos el nº de bajas iniciadas en cada mes, originadas por contingencias 
comunes, correspondientes a procesos cerrados o abiertos. En el denominador aparece el nº de 
asegurados activos con derecho a obtener la prestación por IT de la Seguridad Social en ese mes.  
   4
 
2.  Duración Media de las Bajas. 
 
mes el en tramitadas Altas
mes el en altas las de baja en Días
DMB ∑ =  
 
Días en Baja de las Altas: Esta variable se define como la duración de un proceso de baja una vez 
que se ha producido el alta y se mide en días, los “días-baja” es la unidad básica de medida de la 
baja laboral.  
 
3.  Duración Media por Asegurado. 
 
activos asegurados de N
mes el en altas las de baja en Días
DMA
º
∑ =  
 
No consideraremos en este trabajo la prevalencia, porque lo que mide es el número de procesos 
abiertos en un momento dado y no tiene sentido para una base de datos histórica como la que será 
manejada en la aplicación empírica.  
 
Los indicadores tradicionales son indicadores mensuales y se crean en las Inspecciones de Área de 
Salud, a mes vencido. Por ejemplo, en la segunda semana de un mes dado se recopilan las bajas y 
altas tramitadas en el mes anterior. Pero en ocasiones algunas inspecciones no han podido 
mecanizar la totalidad de los partes correspondientes a un mes antes de la primera semana del 
siguiente,  con el retraso en el conocimiento de la situación y en la incorporación de ciertos datos. 
 
En este trabajo, al disponer de una base de datos histórica, no nos enfrentamos con ese problema, ya 
que los procesos de baja se mecanizan con dos fechas para la baja, la de baja y la de mecanización 
de la misma, y otras dos para el alta. Hemos tomado en todos los casos las fechas correspondientes 
a la baja y alta reales. Al haber transcurrido tanto tiempo en la mayoría de los procesos entre la fecha 
del alta y el momento del estudio, estamos seguros de estar atribuyendo las bajas y las altas al mes   5
correcto. Sin embargo, y dado que tomamos datos hasta mayo de 2001 incluido, se nos planteó el 
problema del último mes, que resolvemos no hallando el indicador correspondiente y cerrando el 
estudio el mes de abril.  
 
2.2 Indicadores de Monitorización Económica. 
 
Además de los indicadores tradicionales en este trabajos hemos construido distintos indicadores para 
la monitorización de la baja. Del total de los días de baja que se pagan al trabajador, el INSS, las 
MATEPSS y las Empresas Colaboradoras (EC)4, sólo pagan las bajas cuya duración supera la 
normativamente determinada para cada régimen y contingencia5.  Existe todo un abanico de fórmulas 
aplicables, según el caso. Para el cálculo de la prestación económica, se tiene en cuenta, a su vez, 
dos componentes: 
  Base Reguladora (BR): Resultado de dividir las Bases de Cotización (BC) del mes anterior a 
la fecha de la baja, entre los días del mes. 
  Porcentaje sobre la BR que depende de la contingencia ocasionante será de: 
o  Accidente de trabajo, enfermedad profesional y maternidad: el 75% de la base 
reguladora desde el día en que nace el derecho. 
o  Enfermedad común y Accidente no Laboral: El 60% de la base reguladora desde el 
día 4 al 20 ambos incluidos y el 75%  a partir del día 21 hasta la finalización de la 
prestación. En este caso corren a cargo del empresario el abono de la prestación al 
trabajador desde el día 4º al 15º de baja ambos inclusive6. 
 
El resto de la cantidad que percibe el trabajador, hasta la totalidad, depende de los convenios 
colectivos que se hayan firmado para el sector o del contrato para cada caso concreto, estando a 
cargo de la Empresa en la mayoría de las ocasiones. Nos propusimos construir un indicador que 
                                                 
4 No vamos  a entrar aquí en el estudio acerca de quien se hace cargo del pago en cada caso concreto de la 
baja laboral (INSS, MATEPSS o EC), puesto que es una información de la  que el sistema sanitario no dispone, y 
a efectos de lo que se quiere estudiar, que es el gasto público por IT, es irrelevante. Por tanto, para simplificar, y 
dado que se trata de un ejercicio teórico,  hablaremos de la SS, sin perjuicio de que ésta pueda haber delegado 
el pago en una MATEPSS. Sí podría construirse un sistema de información que permitiera conocer al sistema 
público de salud qué afiliados pertenecen a uno u otro, y será por tanto posible diferenciar el coste que para cada 
uno de ellos representa la IT. 
5 Artículo 129 del Texto Refundido de la Ley General de la Seguridad Social. (RDL 1/94 de 20 de junio). 
6 RD Ley 5/1992 y Ley 28/1992 de medidas presupuestarias urgentes.   6
muestre el gasto público, por lo que sólo tendremos en cuenta lo que le corresponde pagar a la 
Seguridad Social. Si se quisiera saber lo que se ha pagado por proceso de baja en su totalidad, 
habría que multiplicar cada proceso por su base reguladora pero sería preciso conocer el convenio 
aplicable a cada caso. 
 
Indicador Coste Baja (ICB)  
 
Medido en Bases Reguladoras (BR) y calculado a partir del porcentaje de la BR que, de cada jornada 
laboral perdida por Incapacidad Temporal en cada uno de los procesos, corre a cargo de la SS.  
 
Para el diseño de los indicadores que nos ocupan, escogemos el caso de la Contingencia Común en 
el Régimen General, por ser el caso mayoritario. En éste régimen, al INSS (o a la MATEPSS) sólo 
corresponde el abono a partir de los quince primeros días de baja laboral y el pago se realiza 
conforme a un porcentaje de la Base Reguladora (BR) que asciende al 60% entre el decimosexto y 
vigésimo día de la baja, y al 75% de la BR a partir del vigésimo primer día de baja.  
 
Construimos el indicador de tal modo que nos permita conocer la cantidad de bases reguladoras 
gastadas en cada momento. A partir de la DBA, aplicamos a cada proceso de baja una fórmula que 
sólo tiene en cuenta la duración de la baja cuando ésta excede de 15 días y que pondera en un 60% 
los días decimosexto a vigésimo y en un 75% cada día a partir del vigésimo primero. Por ejemplo, si 
un proceso de baja laboral no dura más que 7 días, no corresponderá al INSS abonar prestación 
económica por el mismo en concepto de IT por contingencia común (ITCC). En este proceso el 
número de bases reguladoras será cero. En un proceso de 20 días de duración a la Entidad 
Aseguradora corresponderá pagar del decimosexto al vigésimo día, un 60% de la BR, esto es 5 días 
del 60% de BR, o lo que es igual: 3 bases reguladoras. En un proceso de 25 días de duración el nº de 
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Coste Medio de las Bajas (CMB) 
 
A partir del ICB acumulado para cada mes, podemos calcular el Coste Medio de las Bajas que han 
supuesto algún coste para la SS, dividiendo el ICB entre el número de altas que se han producido en 
el mismo mes y en cuyo pago ha participado la entidad aseguradora, esto es, las altas que han 
durado más de quince días. De otro modo estaríamos subestimando el CMB ha tenido para la 
Seguridad Social. 
 
Coste Medio por Asegurado (CMA) 
 
También a partir del ICB acumulado podemos construir el Coste Medio de la Baja, homólogo de la 
DMA, dividiendo el ICB entre el número de afiliados al régimen general con derecho a recibir la 




Con el fin de conocer cómo van a evolucionar los distintos indicadores de las bajas laborales, los 
organismos centrales de control del INSALUD se basan, hasta el momento, en la experiencia de años 
anteriores y como mucho en el ajuste de modelos de regresión lineal simple [Hermida et al., 2000].  
Este tipo de modelos no resultan óptimos ya que es lineal y por ello muy sensible a la diferencia entre 
los valores que toman el caso inicial y final. Además, no tienen en cuenta ni la estacionalidad ni los 
efectos autorregresivos.   
 
3.1 Los Modelos ARIMA. 
 
En este trabajo, y dadas las características de los datos disponibles, se han utilizado un tipo de 
modelos univariantes de series temporales desarrollados a partir de la década de los 70 por Box y 
Jenkins, y conocidos en general como modelos ARIMA7 o modelos Box-Jenkins. [Box y Jenkins, 
1970].  
 
                                                 
7 La palabra ARIMA significa Modelos Autorregresivos Integrados de Medias Móviles.   8
Sea, d el orden de diferenciación regular o número de diferencias regulares necesarias para eliminar 
la tendencia. D es el orden de diferenciación estacional o número de diferencias estacionales 
necesarias para eliminar el comportamiento estacional; p, P son los órdenes de los polinomios 
autorregresivos para las partes regular y estacional respectivamente y q, Q los órdenes de los 
polinomios de medias móviles para las partes regular y estacional respectivamente. 
 
En su forma más general el modelo ARIMA(p,d,q), (P,D,Q,)S de período S podría escribirse como: 
 
q sQ T q Qs T T d sD p Ps T d Ds p Ps T T T a a a Y Y Y Y − − + − − − − − + + + − − + + + + + + + + = θ θ δ φ φ φ ... ... 1 1 2 2 1 1  (1) 
 
Entendiendo que en (1) puede haber más de un proceso generador de la serie (en la parte regular y 
en la estacional) y escribiendo una combinación de los modelos MA(q) y AR(p) que han precisado de 
una serie de diferenciaciones "d" en la parte regular o "D" en la parte estacional para que fueran 
estacionarios. Definida esta función genérica, el objetivo principal es estimar el vector formado por los 
parámetros correspondientes a la parte autorregresiva  j φ  y de medias móviles  j θ  (incluido, si fuera 
necesario, el término independiente δ ) así como la varianza residual8. 
  
La determinación de los órdenes d, D, p, P,q, Q se hace fundamentalmente a partir del estudio de las 
funciones de autocorrelación simple (ACF) y parcial (PACF) de la serie observada y de sus sucesivas 
diferencias. El estudio de la ACF de la serie observada puede ser también útil en ocasiones para 
determinar el período S en un posible comportamiento estacional. 
 
Una vez determinados los órdenes del modelo, la estimación de los coeficientes se realiza, 
necesariamente con la ayuda de un paquete estadístico9. Construido el modelo, y antes de utilizarlo 
para hacer predicciones, es esencial, como ocurre en general con cualquier modelo estadístico, 
validarlo. En este tipo de modelo, la validación se reduce a comprobar que los residuos satisfacen las 
                                                 
8 No es el objetivo de este trabajo llevar a cabo una extensa revisión de una metodología bien conocida como los 
modelos ARIMA. Para una revisión de los mismos puede acudirse entre otros a Aznar et al. (1993), Wei (1998) y 
Cryer (1986). 
9 En este caso SPSS 10.0 para Windows con licencia de la Universidad Complutense de Madrid.   9
hipótesis de: normalidad, media cero, varianza constante e incorrelación. Las predicciones que se 
obtienen con un modelo probabilístico de este tipo para cada instante (cada mes, es nuestro caso) en 
el futuro, vendrán acompañadas por un intervalo de confianza, que nos indicará la precisión o 
fiabilidad de las predicciones y que, una vez fijo el modelo, será más amplio cuando mayor sea el 
horizonte de predicción. 
 
Además de este tipo de modelos utilizaremos modelos de análisis de Varianza (ANOVA) para 
determinar si las diferencias en media por enfermedad encontradas varían según la influencia de 
determinadas variables en principio independientes de que se produzca o no la contingencia.  
 




Se ha realizado un estudio censal de la totalidad de los partes de baja recogidos en la provincia de 
Guadalajara desde el inicio de su mecanización. Los datos fueron suministrados por la Dirección 
Provincial del INSALUD de la provincia de Guadalajara. La base de datos original objeto de análisis 
constaba de 123.326 registros, procedentes de la mecanización de los P9, (modelo oficial del parte 
de baja laboral), correspondientes a las bajas iniciadas desde el año 1982 hasta mayo de 2001. Cada 
registro se corresponde con un proceso de baja concreto, del cual se codificaron e informatizaron 
determinados datos de interés relacionados con el proceso, procedente tanto del parte de baja como 
del parte de alta.  
 
Procedimos al filtrado de los valores perdidos y de los errores encontrados en la base de datos 
original, debido a lo cual los partes de baja con fechas anteriores a 1989, que carecían de información 
suficiente en cuanto a las variables sexo y edad, tuvieron que ser eliminados en su totalidad. Tras 
este proceso quedaron 103.702 registros correspondientes a las bajas iniciadas y terminadas entre 
enero de 1989 y mayo de 2001, ambos inclusive10. Se eligió esta provincia por varios motivos entre 
                                                 
10 Una exhaustiva colección de tablas con los valores de todas las variables utilizadas puede ser consultada en 
Romay (2003).   10
los que se hallan razones de tipo epidemiológico y razones relacionadas con la gestión y control de la 
prestación objeto de estudio. 
 
En cuanto a las razones epidemiológicas, Guadalajara es una provincia en la que coexiste población 
rural y urbana, y se hallan representados los cuatro sectores en los que actualmente se divide a los 
trabajadores: industria, servicios, agricultura y construcción. 
 
En cuanto a las razones relativas a la prestación: Guadalajara, por su tamaño, contiene una única 
área sanitaria. El área sanitaria coincide exactamente con la demarcación territorial y además posee 
una única área de inspección, que también coincide exactamente con el área sanitaria. Guadalajara 
es, además, una área sanitaria ideal por ser la primera en informatizar sistemáticamente los partes de 
baja y alta laboral con ayuda de un “Programa Informático para la Gestión y Control de la Prestación 
por la Inspección Médica de Área”. En esta Área, además, se llevó a cabo un programa para la 





A partir de los indicadores tradicionales y económicos expuestos en el punto 2 vamos a monitorizar 
su seguimiento mediante modelos ARIMA. 
 
 
En la elección de los datos para la creación de los indicadores de seguimiento de la IT y el ajuste de 
los diferentes modelos de series temporales hemos tenido en cuenta la influencia que los sucesivos 
cambios legislativos han tenido en los mismos. Así, debido a la exclusión de la maternidad como 
causa de Incapacidad Temporal a partir del 1 de enero de 1995, las bajas debidas a “procesos 
maternales” anteriores a esta fecha
11 se han filtrado ya que lo que pretendemos es predecir los 
indicadores en el futuro. 
 
 
                                                 
11 Estos procesos venían a constituir hasta un 5% del total de los procesos de baja.    11
3.3 Creación de la Serie mensual de la DBA (Días en Baja de las Altas). 
 
La serie de la DBA debe crearse a partir de la agregación mensual de la variable DBA a la fecha de 
alta imputando los Días en Baja al mes correspondiente del año del alta. De esta forma no 
subestimaremos la duración de la baja en las predicciones. La DBA de cada proceso de baja, como 
su propio nombre indica, se toma al alta, esto es, cuando el proceso concreto está cerrado. Si 
agregáramos por fecha de baja, aunque individualmente se trate de procesos igualmente cerrados 
(ya que lo que se toma es la DBA), ocurre un efecto de conjunto: en los últimos meses sólo se tienen 
en cuenta los procesos cortos, que forzosamente han durado pocos meses, puesto que ya están 
cerrados. Los días de baja imputados a estos últimos meses del estudio son inferiores a los que 
realmente tendrán. Entonces la predicción de la duración media de la baja y por afiliado sería menor 
que la real. 
 
Esta variable se define como la duración de un proceso de baja una vez que se ha producido el alta y 
se mide en días, los “días-baja” es la unidad básica de medida de la baja laboral.  
 
Tabla 1: Estadísticos descriptivos de la variable respuesta: DBA 
 
N VÁLIDOS  103.702
Media   40.80
Mediana   12.00
Moda   4
Desv. típ.    80.22
Mínimo   1
Máximo   1825
Suma   4230810
Cuartiles 1º  6.00
   2º  12.00
   3º  36.00
 Percentil  95  169.00
   99  479.00
 
 
3.4 La Afiliación a la Seguridad Social en la provincia de Guadalajara. 
 
En el denominador de los indicadores que vamos a construir es preciso tener en cuenta el número 
mensual de afiliados a la Seguridad Social en alta laboral con derecho a percepción de la prestación 
por Incapacidad Temporal. La tabla 2 muestra el número de afiliados en cada régimen para el período 
estudiado. Por tanto consideraremos la totalidad de los trabajadores en activo, más los perceptores   12
de la prestación por desempleo contributivo. Hasta el año 1993 sólo se conservaban en la Dirección 
Provincial de la TGSS, las medias anuales por régimen de afiliación, a partir del año 1994 ya 
disponemos del número mensual de trabajadores por régimen.  
 
 
Tabla 2: Afiliados por régimen en la provincia de Guadalajara 1989-2001. 
 
REGIMEN  1989 1990 1991 1992 1993 1994* 1995 1996 1997 1998 1999 2000 2001
RG  29.268 31.470 33.599 33.51934.44833.44035.37735.60936.70238.30240.77643.54045.904
RETA  8084 8318 8248 8524 8705 8799 8886 9072 9129 9344 9640 9925 10172
REA-CA  - - - - - 939 916 954 891 839 810 757 728
REA-CP  - - - - -  2840 2735 2610 2487 2381 2306 2208 2109
REA-CA+CP 5.595 5.066 4.583 4.181 3.915 3.778 3.650 3.564 3.378 3.220 3.116 2.966 2.837
REEH  384 323 288 267 255 247 243 236 239 255 295 309 331
Total parcial  43.331 45.177 46.718 46.49147.32446.26548.15648.48049.44851.12153.82756.74059.244
Fuente: elaboración propia a partir de datos de la DP TGSS de Guadalajara. 
* Hasta 1994 no aparecen desagregados el REA por cuenta propia del REA por cuenta ajena. 
RG: Régimen General 
RETA: Régimen Especial de Trabajadores Autónomos 
REA-CA: Régimen Especial Agrario por Cuenta Ajena 
REA-CP: Régimen Especial Agrario por Cuenta Propia 
REA-CA+CP:  Suma de los anteriores 
REEH: Régimen Especial de Empleados del Hogar 
 
Para calcular de manera correcta los indicadores de seguimiento de la prestación por IT, es 
fundamental tener en cuenta en el denominador, el número real de los trabajadores con derecho a la 
misma. Oficialmente se utiliza el denominador de tarjeta sanitaria, fijado en noviembre de un año para 
el año siguiente. Además de la pérdida de precisión al fijar una única cifra para todo el año, cuándo 
ésta varía casi a diario, en los últimos años, el número de trabajadores con derecho a la prestación ha 
aumentado considerablemente, por lo que los indicadores sanitarios calculados estaban sesgados al 
alza.  
 
El hecho de tener en cuenta a los perceptores de la prestación por desempleo contributivo tiene, 
además de la importancia formal que se le desee otorgar, una repercusión enorme en la consecución 
del fondo para la mejora y control de la prestación por IT contemplado en la ley 21/2001 sobre el 
nuevo sistema de financiación de las CC.AA. El seguimiento del convenio de gestión de la IT suscrito 
entre las CC.AA y el MTAS al amparo de la citada ley se concreta en un objetivo de coste-afiliado-  13
INSS, que en determinadas CC.AA y en ciertos años puede ser o no alcanzado dependiendo de si se 
tienen o no en cuenta estos perceptores de desempleo en los cálculos inicial y final de la cifra de  
 
A partir del número de partes de baja y de su duración recalcularemos tres de estos cuatro 
indicadores que tradicionalmente se utilizan para el estudio de la IT. 
 
4. Modelos para el seguimiento y control de los indicadores de baja laboral. 
 
 
A continuación se presenta la discusión para cada indicador: 
 
4.2 Modelo ARIMA para la incidencia mensual de las bajas (IMB). 
 
 
Para el indicador incidencia ajustamos un modelo ARIMA (1,0,1) (3,1,0), esto es, un modelo AR 3 
ESTACIONAL, ARMA (1,1) REGULAR, para la serie diferenciada estacionalmente una vez. 
  
t t a IMB ) 12 , 0 1 ( ) 1 )( 063 , 0 1 )( 14 , 0 099 , 0 328 , 0 1 (
12 36 24 12 β β β β β β + = − − + + +  
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Tabla 2: Tabla IMB real, ajustada y predicciones hasta diciembre de 2002. 
fecha  INC real  INC predicha  Diferencia entre 
INC real y predicha 
Límite superior 
del intervalo de 
confianza 
Límite inferior del 
intervalo de confianza 
JAN 2000  3.24  2.72  .51  2.18  3.26 
FEB 2000  2.09  2.61  -.52  2.07  3.15 
MAR 2000  2.02  1.90  .13  1.35  2.44 
APR 2000  1.58  1.71  -.13  1.17  2.25 
MAY 2000  2.02  1.80  .22  1.26  2.34 
JUN 2000  1.88  1.87  .00  1.33  2.42 
JUL 2000  1.63  1.61  .03  1.06  2.15 
AUG 2000  1.50  1.44  .06  .90  1.98 
SEP 2000  1.63  1.84  -.21  1.30  2.38 
OCT 2000  2.01  1.94  .07  1.39  2.48 
NOV 2000  2.05  2.09  -.05  1.55  2.64 
DEC 2000  1.59  1.89  -.31  1.35  2.44 
JAN 2001  2.35  2.92  -.57  2.37  3.46 
FEB 2001  1.98  2.25  -.27  1.71  2.79 
MAR 2001  2.39  1.79  .60  1.25  2.34 
APR 2001  1.94  1.66  .28  1.11  2.20 
MAY 2001  ,  1.87  ,  1.33  2.42 
JUN 2001  ,  1.85  ,  1.31  2.40 
JUL 2001  ,  1.58  ,  1.03  2.14 
AUG 2001  ,  1.44  ,  .88  2.00 
SEP 2001  ,  1.77  ,  1.20  2.33 
OCT 2001  ,  2.00  ,  1.43  2.57 
NOV 2001  ,  2.01  ,  1.44  2.59 
DEC 2001  ,  1.69  ,  1.11  2.26 
JAN 2002  ,  2.77  ,  2.19  3.36 
FEB 2002  ,  2.34  ,  1.76  2.93 
MAR 2002  ,  2.12  ,  1.53  2.71 
APR 2002  ,  1.74  ,  1.15  2.34 
MAY 2002  ,  1.95  ,  1.31  2.59 
JUN 2002  ,  1.93  ,  1.28  2.58 
JUL 2002  ,  1.60  ,  .95  2.26 
AUG 2002  ,  1.49  ,  .83  2.15 
SEP 2002  ,  1.75  ,  1.09  2.42 
OCT 2002  ,  1.97  ,  1.30  2.64 
NOV 2002  ,  1.97  ,  1.30  2.65 
DEC 2002  ,  1.73  ,  1.05  2.41   15
 
4.3 Modelo ARIMA para la Duración Media de la Baja (DMB). 
 
Ajustamos un modelo ARIMA (1,0,1) (0,1,1). Para la serie transformada con el logaritmo neperiano, 
es un modelo ARMA (1,1) REGULAR, MA (1) ESTACIONAL, para la serie diferenciada 
estacionalmente una vez (y transformada por el logaritmo).  
 
t t a LnDMB ) 627 , 0 1 )( 938 , 0 1 ( 025 , 0 ) 1 )( 867 , 0 1 (
12 12 β β β β − − + − = − −  





























Fit for DMB from ARI
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Tabla 3 TABLA DMB real AJUSTADA Y PREDICCIONES HASTA DICIEMBRE 2002 
fecha  DMB real  DMB predicha  Diferencia entre 
DMB real y 
predicha 
Límite superior del 
intervalo de confianza 
Límite inferior del 
intervalo de confianza
JAN 2000  27,68 30,28491 -0,08995 22,48278  40,7946
feb-00 34,99 28,15952 0,21709 20,90922  37,92388
mar-00 40,13 37,27154 0,07385 27,67768  50,1909
APR 2000  44,39 41,05325 0,07817 30,48713  55,28134
may-00 43,81 43,00028 0,01877 31,93339  57,90251
jun-00 38,77 41,13463 -0,05918 30,54778  55,39052
jul-00 41,93 40,71244 0,0294 30,23386 54,82274
AUG 2000  39,47 43,76741 -0,10325 32,5019  58,93768
sep-00 45,09 43,59798 0,0337 32,37528  58,71097
oct-00 37,44 38,09707 -0,01737 28,28955  51,30469
nov-00 35,68 35,88455 -0,00578 26,64572  48,32674
DEC 2000  38,75 32,18658 0,1856 23,89893  43,3482
JAN 2001  37 31,99042 0,14544 23,76113  43,0698
feb-01 41,08 31,98118 0,25026 23,75883  43,04908
mar-01 37,04 41,55943 -0,115 30,87725  55,93717
APR 2001  37,49 43,10467 -0,1396 32,02654  58,01479
may-01 , 42,30346 , 31,4316  56,9358
jun-01 , 39,961 , 29,40527  54,30597
jul-01 , 40,39406 , 29,50246  55,30659
AUG 2001  , 42,51299 , 30,86864  58,54985
sep-01 , 43,8462 , 31,68904  60,66732
oct-01 , 37,70473 , 27,14891  52,36478
nov-01 , 35,60635 , 25,56036  49,6007
DEC 2001  , 32,49326 , 23,26745  45,37719
JAN 2002  , 30,81921 , 22,02356  43,12762
feb-02 , 30,23678 , 21,57243  42,38108
mar-02 , 36,23752 , 25,81888  50,86038
APR 2002  , 38,97459 , 27,73762  54,76385
may-02 , 40,27554 , 28,54081  56,83508
jun-02 , 38,16687 , 27,00833  53,93558
jul-02 , 38,68731 , 27,34367  54,73689
AUG 2002  , 40,81444 , 28,81714  57,80653
sep-02 , 42,18201 , 29,7556  59,79787
oct-02 , 36,33909 , 25,61318  51,55665
nov-02 , 34,37041 , 24,20778  48,7994
DEC 2002  , 31,40794 , 22,10625  44,62352
 
 
4.4. Modelo ARIMA para la Duración Media por Asegurado (DMA). 
 
Ajustamos un modelo ARIMA (0,1,1)(1,0,1), esto es, MA(1) REGULAR ARMA(1,1) ESTACIONAL, 
para la serie diferenciada regularmente una vez. 
 
t t a DMA ) 677 , 0 1 )( 683 , 0 1 ( ) 1 )( 888 , 0 1 (
12 12 β β β β − − = − −    17
































Tabla 4 DMA real AJUSTADA y PREDICCIONES HASTA DICIEMBRE 2002 
fecha  DMA 
real  DMA predicha  Diferencia entre DMA 
real y predicha 
Límite superior del 
intervalo de confianza 
Límite inferior del 
intervalo de 
confianza 
JAN 2000    .86  .67909  .18300  .46143  .89676 
FEB 2000    .72  .73026  -.00778  .51259  .94793 
MAR 2000    .82  .74003  .08047  .52236  .95769 
APR 2000    .76  .75761  -.00069  .53995  .97528 
MAY 2000    .81  .73988  .06642  .52221  .95754 
JUN 2000    .76  .78095  -.01644  .56328  .99861 
JUL 2000    .75  .73826  .00744  .52060  .95593 
AUG 2000    .56  .66618  -.10180  .44851  .88384 
SEP 2000    .70  .71520  -.01945  .49754  .93287 
OCT 2000    .71  .71436  -.00382  .49670  .93203 
NOV 2000    .68  .71465  -.03519  .49698  .93232 
DEC 2000    .64  .65079  -.00888  .43312  .86846 
JAN 2001    .78  .76315  .01397  .54549  .98082 
FEB 2001    .80  .73352  .06606  .51586  .95119 
MAR 2001    .84  .78341  .05687  .56574  1.00107 
APR 2001    .75  .78266  -.03358  .56500  1.00033 
MAY 2001  .  .77058  .  .55292  .98825 
JUN 2001  .  .77532  .  .54700  1.00364 
JUL 2001  .  .74598  .  .50748  .98449 
AUG 2001  .  .65733  .  .40906  .90560 
SEP 2001  .  .74007  .  .48240  .99774 
OCT 2001  .  .74679  .  .48006  1.01353 
NOV 2001  .  .74125  .  .46575  1.01675 
DEC 2001  .  .69764  .  .41365  .98163 
JAN 2002  .  .80415  .  .51190  1.09639 
FEB 2002  .  .78582  .  .48556  1.08609 
MAR 2002  .  .81401  .  .50593  1.12209 
APR 2002  .  .78207  .  .46637  1.09777 
MAY 2002  .  .78563  .  .44969  1.12158 
JUN 2002  .  .78984  .  .44368  1.13601 
JUL 2002  .  .76379  .  .40770  1.11988 
AUG 2002  .  .68507  .  .31932  1.05082 
SEP 2002  .  .75854  .  .38338  1.13370 
OCT 2002  .  .76451  .  .38018  1.14885 
NOV 2002  .  .75959  .  .36629  1.15288 
DEC 2002  .  .72086  .  .31880  1.12292   18
 
5. El control de los indicadores de monitorización económica. 
 
Los indicadores de monitorización económica tienen el fin de conocer el coste-afiliado-INSS, cifra 
objetivo de reducción del convenio para el control de la IT, suscrito entre el INSS y cada CCAA. Dado 
que la CMA es la variable que combina la duración de la baja con el número de asegurados se 
procedió a ajustar un modelo ARIMA para los datos sin transformar. Tras comprobar 
homocedasticidad, se ajustó un modelo ARMA (1,1) estacional; MA (1) regular, sin constante, para la 
serie diferenciada regularmente una vez.  
 
t t a CMA ) 594 , 0 1 )( 67 , 0 1 ( ) 1 )( 811 , 0 1 (
12 12 β β β β − − = − −  
 
Gráfico 4: Representación de la serie real del indicador CMA y del modelo ARIMA ajustado. 
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Tabla 5: CMA real AJUSTADA y PREDICCIONES HASTA DICIEMBRE 2002 
 
FECHA  CMA  FIT_CMA  ERROR  LCL  UCL 
JAN 2000  .52  .37708  .14054  .23824  .51591 
FEB 2000  .42  .41564  -.00051  .27680  .55447 
MAR 2000  .49  .43759  .05555  .29876  .57643 
APR 2000  .47  .45845  .01370  .31962  .59729 
MAY 2000  .51  .45068  .06327  .31185  .58952 
JUN 2000  .44  .48355  -.04697  .34472  .62239 
JUL 2000  .45  .44075  .01268  .30192  .57959 
AUG 2000  .33  .40763  -.07601  .26880  .54647 
SEP 2000  .43  .43816  -.00844  .29933  .57700 
OCT 2000  .42  .42331  -.00521  .28448  .56215 
NOV 2000  .39  .41678  -.02577  .27794  .55561 
DEC 2000  .40  .38390  .01931  .24507  .52273 
JAN 2001  .49  .45056  .03550  .31172  .58939 
FEB 2001  .47  .43538  .03621  .29655  .57422 
MAR 2001  .52  .47741  .04561  .33858  .61624 
APR 2001  .45  .48939  -.03510  .35056  .62822 
MAY 2001  .  .47962  .  .34079  .61845 
JUN 2001  .  .46995  .  .32378  .61612 
JUL 2001  .  .45738  .  .30422  .61053 
AUG 2001  .  .40876  .  .24893  .56860 
SEP 2001  .  .46308  .  .29683  .62932 
OCT 2001  .  .45338  .  .28096  .62581 
NOV 2001  .  .44463  .  .26625  .62301 
DEC 2001  .  .43280  .  .24865  .61695 
JAN 2002  .  .48661  .  .29687  .67635 
FEB 2002  .  .46752  .  .27234  .66269 
MAR 2002  .  .49656  .  .29610  .69702 
APR 2002  .  .47982  .  .27421  .68543 
MAY 2002  .  .48639  .  .26722  .70556 
JUN 2002  .  .47854  .  .25241  .70467 
JUL 2002  .  .46835  .  .23547  .70123 
AUG 2002  .  .42891  .  .18947  .66835 
SEP 2002  .  .47297  .  .22714  .71879 
OCT 2002  .  .46511  .  .21306  .71715 
NOV 2002  .  .45801  .  .19988  .71613 




5. Análisis de los Efectos Económicos de Políticas de Intervención mediante modelos ARIMA. 
 
Una de las principales ventajas que ofrece el análisis de series temporales es la posibilidad de poder 
contrastar si determinadas políticas públicas llevadas a cabo resultaron eficaces y en caso de serlo 
cuantificar su impacto.  Tenemos constancia de que durante los años 1994 a 1996 se llevó a cabo un 
programa de especial control de los procesos de baja laboral. Hemos procedido al análisis de la serie 
correspondiente al indicador DMA, mediante lo que se denomina un estudio de política de 
intervención. Se analiza el efecto que pudo tener sobre la DMA, principal indicador de medida de la 
prestación por IT, la política de intervención llevada a cabo desde la Inspección médica de la 
provincia por el equipo de inspección de la Dirección Provincial del extinto Instituto Nacional de la   20
Salud, durante el periodo de tiempo comprendido entre el mes de enero de 1994  y el de diciembre de 
1996. Para tal fin se procedió a ajustar el siguiente modelo. 
 
t t t I a DMA ) 1 ( 116 , 0 ) 847 , 0 1 ( ) 1 )( 41 , 0 1 (
12 β β β β − − − = − −  
 
 
Donde It es igual a uno cuando t tome valores entre enero de 1994 a diciembre de 1996 e igual a cero 
cuando tome otros valores.  
 
Gráfico 5: Representación de la serie real del indicador DMA con variable de intervención y del 































Comparamos ambos modelos con arreglo a los parámetros AIC y SBC. AIC y SBC son estadísticos 
que miden la bondad del ajuste. Para la misma serie, a menor valor del estadístico, mejor es el ajuste. 
Los valores de los estadísticos nos confirman que el modelo con variable de intervención procura un 
mejor ajuste para la serie observada. 
 
Tabla 6: Comparación de los modelos DMA y DMA con Variable de Intervención. 
 
 DMA  DMA_VI 
AIC:   Akaike Information Criterion  -223  -227 
SBC: Schwartz Bayesian Criterion  -214  -218 
   21
 
 
Se cuantificó la política de intervención sobre la base de la disminución del principal indicador de 
medida de la prestación por IT. Con estos datos podemos afirmar que durante los años 1994 a 1996, 
el valor medio de la variable DMA (0,5214),  es inferior en un 34,14%, al valor medio de dicha variable 
en los cinco años anteriores (DMA media de 1989 a 1993 = 0,7917). Con posterioridad al año 1996, 
se obtiene para la variable DMA, un valor medio de 0,6780, superior en un 30% al correspondiente a 
los años de la intervención. Podría argumentarse que las diferencias encontradas pudieran ser 
debidas a un comportamiento estacional de período largo, pero el hecho de que la variable de 
intervención haya aparecido en el modelo con un coeficiente significativamente distinto de cero nos 
induce a pensar que la intervención sí tuvo efecto durante los años 1994 a 1996. El hecho de que la 
introducción de la variable de intervención mejore el modelo y de que su coeficiente sea distinto de 
cero, no explica toda la disminución observada en el indicador DMA durante el periodo,  pero si una 
parte de la misma. El cálculo, basado en los valores reales que durante el periodo toma el indicador, 
no tiene en cuenta el hecho de que probablemente sin la intervención, los valores hubieran seguido 
creciendo a la misma velocidad que en cualquier otro periodo de tres años. 
 
6. Factores influyentes en el inicio y duración de la baja laboral. 
 
6.1. Influencia de la Gripe en la Estacionalidad de la Serie. 
 
 
De los anteriores estudios se ha desprendido que las series temporales que representan la incidencia 
mensual de bajas (número de bajas de cada mes dividido entre afiliados con derecho a acogerse a 
ésta prestación) poseen una estacionalidad anual muy marcada, con máximos en los meses 
invernales, siendo en los meses de enero y febrero donde se registran un mayor número de bajas. 
Existe la creencia de que esta estacionalidad es debida a la epidemia anual de gripe, por tanto 
analizamos la influencia que las bajas por gripe puedan tener en esta estacionalidad anual.  
 
Podría surgir la duda de si las diferencias, coincidentes con periodos vacacionales, también coinciden 
con una menor afiliación en esos meses. Para comprobarlo hemos utilizado datos relativos, esto es, 
dividiendo el número de bajas en cada mes entre el número de trabajadores en cada mes.    22
 
Para ello se ha procedido de la siguiente manera: para la elección del periodo hemos tenido en 
cuenta que los picos se producían en los meses invernales y por tanto hemos creado lo que 
denominamos “años-gripe”, que abarcan desde el mes de septiembre de un año al mes de agosto del 
año siguiente. En este periodo se han creado tres series siempre en términos relativos con el número 
de afiliados: 
1.  la primera, correspondiente al total absoluto de los procesos de baja acaecidos en cada mes 
por contingencias comunes.  
2.  la segunda, correspondiente a bajas por gripe exclusivamente y  
3.  la tercera, correspondiente a las bajas de cada mes causadas por todas las enfermedades 
excepto por gripe, es decir, la diferencia entre las dos anteriores. 
 
Gráfico 6: Representación gráfica de la serie correspondiente a la incidencia de las bajas, gripe 
y diferencia por afiliado. 
 





































En el gráfico 6 se aprecia en primer lugar, la estacionalidad de la serie total antes comentada, 
representada en rojo. En verde representamos las bajas que han tenido como causa la gripe, vemos 
que se trata de una serie con una estacionalidad aún más marcada que la anterior y cuya línea de 
base se mantiene constante a lo largo del periodo, al contrario que la serie que representa el total de 
las bajas causadas por el conjunto de las enfermedades, que tiene una tendencia creciente a partir   23
del año 1999. La serie representada en azul corresponde a la diferencia entre las bajas causadas por 
la gripe y las causadas por el resto de enfermedades. Se aprecia que esta serie reproduce el 
comportamiento, en cuanto a tendencia, de la serie de totales. Parece que en ambos casos, al 
eliminar la gripe, se ha eliminado en gran parte el componente estacional. 
 
De este estudio se puede concluir que, si bien podemos afirmar que las sospechas de que la 
estacionalidad de la serie de la incidencia mensual de las bajas es debida al llamado “pico de la 
Gripe”, correspondiente a las epidemias anuales que de ésta enfermedad se producen en los meses 
de enero y febrero, no son desatinadas; al eliminar las bajas producidas por esta enfermedad12, 
encontramos que la serie no se alisa todo lo que sería esperable de ser éste el único factor influyente 
en su estacionalidad.  
 
6.2. Influencia del mes en las bajas laborales. 
 
Así, a la vista de los gráficos las pruebas estadísticas  a sugerir que la estacionalidad remanente 
parece muy relacionada con el calendario laboral. El número de bajas es significativamente menor en 
los periodos en que existe un mayor porcentaje de la población disfrutando de un periodo vacacional. 
Curiosamente, la bajada de diciembre es la más significativa. Nótese el pequeño valor de diciembre 
que casi alcanza los mínimos del mes de agosto. Una vez eliminadas las bajas por gripe, los valores 
de diciembre disminuyen todavía en mayor proporción de lo esperado. La disminución en el número 
de bajas observada en el mes de abril podría deberse al efecto “Semana Santa”. La tabla 7 muestra 





                                                 
12 En un análisis exploratorio posterior procedimos a eliminar de la serie el efecto de todas las “Enfermedades 
Infecciosas Agudas” además de la gripe. En particular tuvimos en cuenta las siguientes: Naso faringitis aguda 
(resfriado común), sinusitis aguda, faringitis aguda, amigdalitis aguda, laringitis y traqueitis agudas, infecciones 
agudas de las vías respiratorias superiores de localización múltiple o local no especificada y bronquitis y 
bronquiolitis aguda. Los resultados finales muestran la misma tendencia que los ilustrados únicamente para la 
gripe.    24
Tabla 7: Estadísticas Descriptivas de los indicadores mensuales. 
    N Media Desviación 
típica Error típico
Intervalo de confianza para 
la media al 95% Mínimo Máximo
      Límite inferior Límite 
superior
enero 13 2.2289 .5472 .1518 1.8983 2.5596 1.50 3.22
febrero 13 1.9727 .4702 .1304 1.6886 2.2569 1.44 3.08
marzo 13 1.6779 .3067 8.507E-02 1.4926 1.8633 1.26 2.34
abril 13 1.4432 .1994 5.531E-02 1.3227 1.5637 1.23 1.87
mayo 13 1.5640 .2569 7.125E-02 1.4088 1.7192 1.27 2.08
junio 12 1.5043 .1778 5.132E-02 1.3913 1.6172 1.31 1.86
julio 12 1.3176 .1957 5.649E-02 1.1933 1.4420 1.01 1.64
agosto 12 1.1391 .1777 5.130E-02 1.0262 1.2520 .93 1.48
septiembre 13 1.3685 .1913 5.305E-02 1.2529 1.4841 1.11 1.76
octubre 13 1.5964 .2234 6.196E-02 1.4614 1.7314 1.25 1.98















diciembre 13 1.4595 .3622 .1005 1.2407 1.6784 .97 2.24
   Total  153 1.5802 .4041 3.267E-02 1.5156 1.6447 .93 3.22
enero 13 .613634 .470652 .130535 .329222 .898046 .1354 1.5954
febrero 13 .487551 .452590 .125526 .214053 .761049 .1306 1.5767
marzo 13 .176527 .123219 3.41747E-02 .102066 .250987 .0417 .4869
abril 13 8.42469E-02 4.16261E-02 1.15450E-02 5.90926E-02 .109401 .0263 .1806
mayo 13 5.11211E-02 2.67484E-02 7.41867E-03 3.49572E-02 6.72850E-
02
.0236 .1242
junio 12 2.62818E-02 1.45295E-02 4.19432E-03 1.70502E-02 3.55134E-
02
.0130 .0609
julio 12 1.36962E-02 1.38411E-02 3.99559E-03 4.90199E-03 2.24904E-
02
.0047 .0564
agosto 12 1.27296E-02 1.21755E-02 3.51477E-03 4.99368E-03 2.04656E-
02
.0000 .0361
septiembre 13 4.21174E-02 1.67702E-02 4.65121E-03 3.19833E-02 5.22516E-
02
.0180 .0733
octubre 13 .121414 6.47913E-02 1.79699E-02 8.22614E-02 .160567 .0388 .2573















diciembre 13 .264473 .235503 6.53167E-02 .122160 .406786 .0348 .8485
   Total  153 .173709 .275183 2.22472E-02 .129755 .217662 .0000 1.5954
enero 13 1.6153 .2051 5.689E-02 1.4913 1.7392 1.36 2.11
febrero 13 1.4852 .1699 4.712E-02 1.3825 1.5879 1.27 1.80
marzo 13 1.5014 .2520 6.988E-02 1.3491 1.6536 1.21 2.09
abril 13 1.3589 .1874 5.196E-02 1.2457 1.4721 1.15 1.75
mayo 13 1.5129 .2423 6.719E-02 1.3665 1.6593 1.23 2.00
junio 12 1.4780 .1755 5.067E-02 1.3665 1.5895 1.30 1.84
julio 12 1.3039 .1882 5.432E-02 1.1844 1.4235 1.00 1.60
agosto 12 1.1263 .1685 4.864E-02 1.0193 1.2334 .92 1.45
septiembre 13 1.3264 .1809 5.016E-02 1.2171 1.4357 1.08 1.69
octubre 13 1.4750 .1931 5.357E-02 1.3583 1.5917 1.15 1.88
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Gráfico 7: Distribución de las medias mensuales para el total de procesos incidencia de la 

































En la serie de los totales, gráfico 7, se aprecia un máximo absoluto en enero, y varios mínimos por 
orden creciente de importancia en abril, diciembre y agosto; correspondientes a los meses en que 
habitualmente se toman las vacaciones. La tabla 8 muestra como las diferencias en la distribución de 
las bajas a lo largo de los meses es estadísticamente significativa. 
 
Tabla 8: ANOVA para las diferencias de las medias mensuales. 
 





total IT/nº afiliados x 100  Inter-grupos  11.885  11 1.080 11.774  .000
   Intra-grupos  12.939  141 9.177E-02  
   Total  24.824  152  
gripe/afiliados Inter-grupos  5.347  11 .486 11.122  .000
   Intra-grupos  6.163  141 4.371E-02  
   Total  11.510  152  
      
diferencia Inter-grupos  2.857  11 .260 6.765  .000
   Intra-grupos  5.414  141 3.840E-02  
   Total  8.272  152  
 
 
Hemos podido comprobar que la duración media de las bajas difiere según el día del mes, 
pudiéndose delimitar dos grupos. El primero correspondiente a los días 1, 30 y 31 (en su caso), de 
cada mes y el segundo con el resto de días del mes, siendo las bajas en el primer grupo 3,5 días más 
largas en media. Los intervalos de confianza no se solapan,  hemos eliminado valores   26
extremadamente raros,  las pruebas no paramétricas también rechazan la hipótesis de igualdad de 
distribuciones para cualquier nivel de significación, junto con además existe un gran número de 
observaciones (101.036). Todo ello nos induce a pensar que no se trata de un fenómeno debido al 
azar que quizás sería conveniente estudiar en otro contexto, ya que no encontramos a priori una 
explicación plausible a este hecho. Una posible explicación sería que la finalización de contratos 
temporales muchas veces coincide con meses naturales, pero sin otra información no es posible 
señalar que esta explicación sea la correcta. 
 
 
6.3. Influencia del día de la semana. 
 
Los lunes existen un mayor número de bajas laborales, más del doble que el resto de días de la 
semana, observándose mínimos en sábados y domingos, lo cual es coherente con el hecho de que la 
mayoría de las bajas son extendidas por los médicos de atención primaria. La duración presenta un 
patrón opuesto, esto es, máxima en domingo seguida del sábado y en clara disminución hasta 
alcanzar el mínimo absoluto el lunes. 
 
Como conclusión podemos decir que el lunes acumula las bajas del sábado y domingo además de 
constituir el día típico en que el absentista toma la decisión de pedir su baja laboral. En definitiva, las 
bajas de los lunes son más frecuentes y más cortas, y las bajas del fin de semana son menos 
frecuentes y más largas. Existe conciencia por parte de los facultativos prescriptores de que los lunes 
se tramitan más bajas laborales, ya que acumulan las del fin de semana, pero al hecho de que el 
martes haya más que el miércoles, y el miércoles más que el jueves, no encontramos una explicación 
razonable basada en variables médicas. 
 
Tampoco encontramos una explicación al hecho de que la duración tenga una tendencia creciente de 
lunes a domingo, a igualdad de todas las demás variables existe una diferencia de más de seis días 
entre la duración de una baja que se tramite el lunes o cualquiera de los otros días de la semana. Lo 
razonable sería que el lunes tuviera una duración dos días menos en promedio que el resto de días 
de la semana, ya que la enfermedad ha podido comenzar durante el fin de semana y la baja se ha 
extendido con fecha del lunes.   27
 
No existen datos objetivos que nos permitan conocer la causa de que la duración media de las bajas 
extendidas los sábados y domingos sean significativamente mayor que las del resto del día de la 
semana, aventuramos a decir que estas bajas suelen producirse como consecuencia de asistencia 
médica urgente, lo cual revela una importancia en la patología que haría que el número días en baja 
fuese mayor.  
 
Podemos observar la diferente distribución del número de bajas según el día de la semana en función 
de que se trate de un conjunto de patologías como las enfermedades reumáticas, la cardiopatía o la 
gripe, (gráfico 8). 
 
Gráfico 8: Distribución del número de bajas según patología y día de la semana en que se 
produce. 
 






   Gripe 
 
 
En el caso de la cardiopatía, donde las bajas responden a patologías de gravedad, la distribución de 
las bajas es la esperada, uniforme, ya que es evidente que no están influyendo otros factores 
externos a la propia enfermedad. Sin embargo factores de tipo extrasanitario, probablemente de tipo 
socioeconómico y sociolaboral, están influyendo en el inicio de la baja laboral en enfermedades de 
menor gravedad. El caso más claro es el de la gripe. Cuando el trabajador empieza a tener los 
síntomas de la enfermedad sin duda incorpora como variable de decisión a la hora de acudir a pedir 
la baja laboral el día de la semana en el que la enfermedad se manifiesta. Para enfermedades de 
gravedad e intensidad moderada como las reumáticas, tendríamos un comportamiento intermedio. El 
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día de la semana influye en la decisión de solicitar la baja aunque no de forma tan acusada como en 




En este trabajo hemos demostrado como es posible controlar la evolución de los indicadores 
económicos vinculados con la incapacidad temporal mediante modelos ARIMA. Asimismo hemos 
mostrado como la política de control de gasto llevada a cabo entre 1994 y 1996 resultó eficaz y 
supuso una reducción del coste en un 34%. Un modelo predictivo de este tipo resulta además 
adecuado para políticas de presupuestación, detección temprana de epidemias, valoración 
económica de campañas de vacunación e introducción de incentivos ligados a reducciones en costes 
no justificados que además aumentarían la competitividad económica. 
 
Además hemos mostrado como a pesar de eliminar la gripe de la estacionalidad de la serie podemos 
ver como la contingencia de baja laboral no se mantiene uniforme a lo largo del año. Determinados 
factores como los períodos vacacionales, el día del mes o el día de la semana influyen en la decisión 
de pedir la baja laboral. Este hecho nos permite afirmar que muchos de los costes provistos por el 
sistema pueden responder a comportamientos fraudulentos no relacionados con la prestación que el 
sistema debería cubrir. 
 
Dada la ingente cantidad de recursos destinados a esta prestación y la escasez del presupuesto 
público concluimos que es necesaria una mayor investigación de cara a identificar comportamientos 
fraudulentos que hagan que el perceptor vea aumentada la posibilidad de ser detectado y por tanto 
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