We propose some new additive Runge-Kutta methods of orders ranging from 2 to 4 that may be used for solving some nonlinear system of ODEs, especially for the temporal discretization of some nonlinear systems of PDEs with constraints. Only linear ODEs or PDEs need to be solved at each time step with these new methods.
Preliminaries
In this paper we shall explore some new additive Runge-Kutta methods that may be used for solving some nonlinear system of ODEs, especially for the temporal discretization of some nonlinear systems of PDEs with constraints: for example, the Navier-Stokes equations in incompressible flow, where the velocity satisfies the divergence-free constraint, and the mean-field magnetic induction system in geodynamo modeling, where the magnetic field has to satisfy the divergence-free constraint. Only linear ODEs or PDEs need to be solved at each time step with these new additive Runge-Kutta methods.
We start with the introduction of some basic notations and results on the existing Runge-Kutta (RK) methods.
As usual, we shall represent a standard s-stage RK method (cf. [7] ) by the tableau (1) where A = (a ij ) s i=1 a vector used to specify the discrete times. We shall use h > 0 to denote the time stepsize, and t n = t 0 + n h, n = 0, 1, 2, . . ., for the discrete time points. When applied to the following system of first-order ODEs, y (t) = f (t, y) for t > t 0 ; y(t 0 ) = y 0 ,
where y ∈ R m and f : (t 0 , ∞) × R m → R m is a nonlinear vector-valued function, scheme (1) can be written as 
where y n is an approximation of y(t n ) and y 
In general, the parameters c i 's in (5)- (6) are required to satisfy the conditions
a ij , i = 1, . . . , s, in order to essentially simplify order conditions, especially for high-order methods. These conditions indicate that the local truncation error of each approximation in (5) is at least first-order accurate. Stability will be one of our central issues to be considered when we construct the new RK methods. Recall that the stability function R(z) with z = h of an RK method is the approximate solution generated by one step of the method for the Dahlquist test problem:
with Re{ } < 0. Then the stability region of the method is defined to be S = {z ∈ C; |R(z)| 1} .
We know that the stability function of the implicit RK method (1) is given (cf. [7] ) by R(z) = det(I − zA + z1b T ) det(I − zA) .
Recall that a method is said to be A( )-stable if the sector S = {z; | arg(−z)| , z = 0} is contained in the stability region. An A( 2 )-stable method is called A-stable.
It can be seen that an RK method is A-stable if and only if
|R(iy)| 1 for all real y, R(z) is analytic for Re{z} < 0.
Clearly, an A-stable RK method must be implicit. For very stiff problems, one may need schemes with L-stability, that is, schemes which are A-stable and
In many stiff situations, the L-stability condition (11) may be too strong. In fact, it is often sufficient in those very stiff cases to require that lim z→∞ |R(z)| equals some constant less than, for example, < 1 2 ; this will be used in our subsequent construction of the additive methods.
Additive Runge-Kutta methods
The focus of our study is on the numerical solution of the following ODEs of additive form:
where y ∈ R m , f : (t 0 , ∞) × R m → R m is stiff, but linear with respect to y, and g(t, y) is nonlinear but not stiff. We remark that our subsequent construction techniques can be equally applied to construct similar schemes for the case where f (t, y) is linear but non-stiff, while g(t, y) is nonlinear but stiff. As we will show in Section 10, system (12) can also be PDEs with constraints, where f (t, y) and g(t, y) are both differential operators of space variables. In fact, the PDEs with constraints are the major systems our new additive RK methods intend to solve.
The additive methods use the idea of the RK method but aim to provide a more effective way to deal with the ODEs of the additive form (12) . One can already find some additive RK methods in the literature, which can achieve favorable results in numerical solutions of certain stiff additive ODEs like (12) (see [1, 5, 6, 9, 12] ). But all the existing additive schemes are not suitable to the PDEs with constraints, or are applicable but very expensive.
When applied to Eq. (12), an s-stage additive RK method is a scheme of the form:
where i = 1, 2, . . . , s and n = 1, 2, 3, . . . . The following row conditions are always assumed
in order to simplify the order conditions so that it is possible to find some reasonable high-order schemes. By putting f (t, y) = 0 or g(t, y) = 0 in (12), we can get from (13) two standard s-stage RK methods of form (1) 
Due to the coupling between blocks A and B in (15), the order conditions and the stability analysis for the additive RK methods are much more complicated than the standard (1).
Stability analysis
The general additive RK methods were first introduced by Cooper and Sayfy (cf. [5, 6] ) for solving the stiff problem
They associated the additive methods with a sequence of decompositions of F (t, y) of the form
where {J (n) } is chosen to be independent of t and often as an approximation to the Jacobian of F evaluated at some sequence of computed values.
To study the stability of the additive methods, let y be the particular solution of the system
which has the initial value y(t 0 ) = y 0 . It is known that if the trivial solution of y = Jy is exponentially stable, i.e., Re{ } < 0 for all ∈ [J ], and that g(t, y) = o( y ), then the trivial solution of (18) is also exponentially stable, which implies that there is an > 0 such that if y 0 , then y(t) has limit zero. Using this model problem, Cooper and Sayfy established the stability for their additive schemes associated with system (18). We are interested in the more general additive system (12), instead of system (16) with special Jacobiantype decompositions (17). Clearly the results in Theorem 1 cannot be used for the stability estimates of the additive methods (15), especially the smallness condition, i.e., g(t, y) = o( y ), which plays a key role in the proof of the above theorem, is usually not true to system (12) of our interest.
For our purpose, we shall take a similar approach to the one in [12] to directly apply the linear stability analysis for standard RK methods to the following test problem associated with (12) :
where f and g represent the eigenvalues of jf/jy and jg/jy in (12) . They are complex parameters satisfying 3 Re{ f } 0, Re{ g } 0 and |Re{ f }|?|Re{ g }|. We emphasize that the additive RK schemes proposed in [12] are different from the RK schemes of form (13) to be studied in the current paper, and cannot be used for those PDE systems with constraints, see Section 10.
By applying the additive method (15) to the test problem (20), we get after one time step that 
where In case the first part (c, A) is A-stable as a standard RK method, then the L-stability of the additive method (15) implies that its first part (c, A) is still L-stable and this can be verified directly.
Construction of the additive RK methods
Our construction of additive RK methods is based on the satisfaction of both stability and accuracy conditions. Corresponding to (15), we introduce the following notations for i =1, 2, . . . , s, =1, 2, 3, . . . .
Then the Taylor expansion gives the order conditions for the general method (15) up to fourth order as follows (see [5] ).
An additive RK method (23) is of order p 4 if and only if the conditions
and the following extra conditions for p = 4,
are satisfied, where and take all possible positive integer values.
Semi-implicit additive RK methods
As we can easily see, the additive RK schemes of the general form (15) are fully implicit, and will be very expensive when applied for solving ODEs or for the time marching schemes of PDEs. Recall that our target system is of form (12), where the linear part f (t, y) is stiff but the nonlinear part g(t, y) is not stiff. It will be more practical to have schemes that are only implicit in terms of f (t, y) and explicit in terms of g(t, y) as this needs to solve only linear systems at each intermediate time step. To further reduce the computational complexity, we would like to have schemes that are only semi-implicit in terms of f (t, y), that is, the first coefficient matrix A is lower triangular while the second coefficient matrix B is strictly lower triangular in (15). Besides, in order to take into account certain constraint equations in the PDEs (see Section 10), we require that the computed value at each intermediate step, i.e., y (n) i in (13), is given implicitly and this can be satisfied if a ii = 0 for i = 2, 3, . . . , s. On the other hand, it is quite necessary for every intermediate stage y (n) i of the method to give physical meaningful computation, that is, y (n) i should be the approximated value of y(t) at time t = t n−1 + c i h. Naturally, we shall take c s = 1 and y (n) s as the final computed value of each time step. In summary, the new additive RK methods we are looking for can now be described by the following tableau:
Before starting our construction, we shall discuss a bit about the difference between our new schemes and the existing ones. The most important existing additive schemes are the ones developed in [6] , which take a ss = 0 and can therefore be viewed as the combination of an (s − 1)-stage diagonally implicit RK (DIRK) method (with weights b i = a si , i = 1, 2, . . . , s − 1) and an (s − 1)-stage explicit RK method (with weights b i = b si , i = 1, 2, . . . , s − 1). For the implicit part of those schemes, the diagonal entries take as many zeros as possible in order to make the derived scheme more efficient and ease the construction simultaneously. On the contrary, our new schemes are required to satisfy the conditions that a ii = 0 for i = 2, 3, . . . , s due to the application problems in our mind (see Section 10) . If this is difficult, at least we should have a ss = 0. Now, in the semi-implicit additive RK method (35), the (c, A) method is in fact an s-stage stiffly accurate DIRK method (with weights b i = a si , i = 1, 2, . . . , s) and the (c, B) method is reduced to an (s − 1)-stage explicit RK method (with weights b i = b si , i = 1, 2, . . . , s − 1). Thus, our new additive RK schemes can be viewed as the combination of an s-stage stiffly accurate DIRK method and an (s − 1)-stage explicit RK method. To our best knowledge, there are no such additive methods in the literature. In fact, the construction of such schemes are not straightforward at all and we cannot see any direct application of the existing techniques for the construction of explicit RK and DIRK methods to achieve our purpose here. Theorem 2 below will play the key role in our subsequent construction of the schemes which meet our needs.
We are now going to construct the additive schemes of form (35) with a ii = 0 for i = 2, 3, . . . , s. In order to deal with the stiffness of the linear part f (t, y), we shall require that the part (c, A) in (15) as a standard RK method is A( )-stable. The algebraic conditions for a semi-explicit RK method (c, A) , where the first diagonal element of A is zero, to be A-stable can be given in terms of two sets of parameters
This gives 0 = 1 and 
where is the integral part of p/2 + 1 and the asterisk denotes that the terms j = r are halved. Since in the semi-implicit additive RK method (35), the (c, B) method is in fact reduced to be an (s − 1)-stage standard explicit RK method, the order of such methods cannot exceed s − 1; if s > 5, the order cannot exceed s − 2, see [7] . That is, if we want to construct a fourth-order scheme of this type, it is at least of 5-stage. By observing Eqs. (26)-(34), one can readily see that the order conditions turn out to be too tedious to deal with. Together with the A-stable conditions, the construction becomes extremely difficult. However, it will be much easier if we have a si = b si in (35) for i = 1, 2, . . . , s, as implemented in [6] , since the number of the order conditions is almost halved as one can see from (26)-(34). But this conflicts with our requirement that a ss = 0 and b ss = 0. Fortunately, we have the following solution to overcome this dilemma. 
Proof. By Eq. (36), we know that there must exist some constant C such that
Again, by Eq. (36), we easily see that
Using this and Eq. (38), we have
Repeating this process, we can derive (37).
Proof of Theorem 2. Setting
we can rewrite (13) as
where 
In order to prove that the new method is also of order p, it is sufficient to show that the local truncation error of z 
where C = |b s,s |L and L is the bound for |g |, and we have made use of the fact that the local truncation errors of y (1) s−1 and y (1) s are, respectively, O(h p ) and O(h p+1 ), by the assumption of the theorem, i.e., y
Hence, we derive by (41)
This implies, by Lemma 1,
Then we can deduce
The proof is completed. and 0, respectively, we will achieve a new method of order p, which is linearly implicit of form (35) and satisfies that a ss = 0 and b ss = 0.
All our subsequent constructions of the new additive RK methods are based on the above principle. With this principle and the order conditions in Section 4, we can construct additive RK methods with orders ranging from 2 to 4. We shall ignore all the tedious derivations but present many different examples of such schemes in the subsequent sections. For most of the schemes, the A( 2 )-stability region of the additive RK method will be plotted against the stability region of the corresponding explicit part (c, B) as a standard explicit RK method of form (1) for comparisons. Some numerical experiments with these new RK methods will be presented to demonstrate their accuracies, stabilities and efficiencies.
In the sequel, we shall use the descriptions like additive RK.m.A.n or RK.m.L.n for some positive integers m and n. " additive RK.m.A(L).n " indicates an additive RK method, which is mth-order accurate and A-stable (or L-stable). The number n means it is the nth method of this class listed in this paper.
Examples of additive RK methods with nonzero diagonal entries
This section presents some new additive RK methods with nonzero diagonal entries a ii for i = 2, 3, . . . , s. The following tableau gives a new class of additive RK methods of order 2 which is A-stable:
where 0 < c < 1, , are positive and satisfy
2 .
If we take
then the resulting method is L-stable. We first take c = 1/2, = = 1 and get the following A-stable one:
Its stability function R(z f , z g ) as defined in (21) is
and its A( 2 )-stability domain is plotted in Fig. 1 (left) . One can observe that the A( 2 )-stability domain of the additive method, i.e. S f ∩g /2 , is slightly smaller than that of the explicit part as a conventional RK method, i.e. S g . For additive stiff problem (12) , if we only use the explicit part, which is a second-order standard RK method, the step length should be chosen to satisfy ( f + g )h ∈ S g , where f ∈ { jf jy } and g ∈ { jg jy }, in order to meet the stability requirement. But as discussed earlier, the additive method needs only to satisfy that g h ∈ S f ∩g /2 . Since |Re{ f }|>|Re{ g }|, eventhough the stability domain of the additive method is smaller than that of its explicit part as in the conventional RK method, it allows a relatively much larger range to choose the step length h. Moreover, considering the efficiency, we can see that such an additive method is definitely superior to the pure implicit method as it does not need to solve any nonlinear equations. So the additive methods of this new type present some advantages over the existing RK methods for solving the additive system (12) .
Below are two more examples with A-stability by taking = 1/2, = 1/2, c = 1/2 and = 1/2, = 1/2, c = 1/4, respectively:
These two methods have the same stability function R(z f , z g ),
and their A( 2 )-stability domain is shown in Fig. 1 (right) . One can see that these two schemes have a relatively larger stability region (in fact, they almost coincide with that of the explicit RK method), and thus should be more preferable in solving those not too stiff problems.
The following are two L-stable schemes:
The stability functions of these two schemes are, respectively,
and their A( 2 )-stability domains are given in Fig. 2 (left for RK.2.L.1 and right for RK.2.L.2). Next, we provide some third-order methods that should be at least of 4-stage as we pointed out earlier. But one can show that there exists a 4-stage linearly implicit RK method of order 3 if and only if a 44 = 0 (the proof is omitted here). This does not meet our requirement that a ss = 0 for an s-stage method. So we can only try to find some 5-stage third-order methods. This is possible, and some A-stable schemes are given below: with its A( 2 )-stability domain as shown in Fig. 3 (left) . with its stability region as shown in Fig. 3 (right) .
with its A( 2 )-stability domain given in Fig. 4 (left) .
Below is one example of L-stable schemes, with its A( 2 )-stability domain given in Fig. 4 (right) . Finally, we present some fourth-order methods. A few 6-stage schemes with a 44 =0 are given in Section 7, which are applicable in some special cases. Here, we list two 7-stage A-stable methods. Its A( 2 )-stability domain is plotted in Fig. 5 (right) .
Numerical experiments
In this section we carry out some numerical experiments to attest the stability and accuracy of the additive RK methods constructed in Section 6.
Some notations are needed. We shall use E(h) to denote the discrete L 2 -norm error between the computed solution y h (t) by an additive RK method and the exact solution y(t) to system (12), while r(h) measures the asymptotic convergence rate. The two parameters are given by (with h 1 > h 2 )
In our tests of numerical schemes, we will use the usual practice to compute the numerical solutions in the transient phase where the stiff terms f (t, y) in (12) contribute to the solutions of the considered stiff problems and outside this phase the stiff terms die out. The numerical solutions are computed with a relatively high-order explicit method using much smaller time steps for accuracy in the transient phase.
In all the tests, we take the fourth-order explicit RK methods for computations in the transient phase. We observe that if the step length h gets larger, the numerical solutions vibrate more strongly and even diverge. If only the step length is chosen to satisfy that ah (here a is the g in (20)) falls into the A( 2 )-stability domain of the method used, it is safe to have the numerical solution to be damped.
Example 1. The first model problem is taken to be
(ii) b = 1, a =−10, where the theoretical solution is computed using the 4-stage and fourth-order explicit RK method (see [8] ), which is plotted in Fig. 7 .
Below we list the eigenvalues of jg/jy at different time points (Table 1 ) (iii) b = 1, a = −2, the theoretical solution computed as in the previous case. The eigenvalues of jg/jy at some time points are listed in Table 2 .
Now, with this model, the convergence order of some schemes can be computed as in the following tables. which has the exact solution
In this, we take = −10, = −1 and since the stiffness is brought in the consideration of the solution at the transient phase (which we may regard as [0,1]) is taken as the true solution, which is equivalent to taking t 0 = 1, and the computation is carried out as in [1, 6] and we arrive at results shown in Table 6 . The convergence of RK.4.A.1 is listed in Table 7 . From all the previous tables, one can see that the numerical experiments have clearly verified the actual orders of the corresponding additive RK methods.
Methods with zero diagonal elements
In this section, we will give a few additive methods of form (35), which allow some diagonal elements a ii to be zero, but the last entry a ss = 0. The following scheme is the first one listed in Section 6 with = 0, = c = This method can be viewed as a direct combination of the Crank-Nicolson method and the modified mid-point formula [10] , and its stability function as defined in (21) is
The A( 2 )-stability domain of the additive method and the stability domain of its explicit part (c, B) as a standard RK method are shown in Fig. 9 (left) .
In the remaining part of this section, we present some more such additive methods with order 3 and 4.
where a,b,c,d are 4 real parameters satisfying These two methods have the same stability function and their A( /2)-stability domain is shown in Fig. 9 (right). and its A( 2 )-stability domain is plotted in Fig. 10 (left) .
Its A( 2 )-stability domain is shown in Fig. 10 (right) . 
Some not A-stable fourth-order methods
In this section, we present some fourth-order methods that are not A-stable, which may be used for the nonlinear ODEs or PDEs of additve form (12) that are not stiff.
The following tables verify the fourth-order convergence of additive RK.4.nA.5 (Table 8 ) and additive RK.4.nA.6 (Table 9 ) when applied to the model problem (47) in the non-stiff case with = −1.
The following are two more such schemes of fourth-order that are not A-stable:
Some applications
In this section we discuss briefly how to apply our new additive RK methods to solve two important PDE systems with constraints.
Kinematic magnetic induction system
In the kinematic geodynamo modeling, the following mean-field dynamo magnetic induction system is widely used, 
with appropriate initial and boundary conditions [2, 3] , where B is the magnetic field of the dynamo system, (x) is the magnetic Reynolds number, and f(, x, t; u, B) is a nonlinear vector-valued function of flow u and magnetic field B, which determines the key dynamo system so that the magnetic field can sustain in the corresponding physical system. Now, as an example, we apply the additive method RK.2.A.2 to the temporal semi-discretization of this system and obtain the following scheme advancing from time t n to t n+1 : 
Navier-Stokes system
The Navier-Stokes system is a general model for incompressible fluid dynamics:
where u is the fluid velocity, p is the pressure and f is an external source, and is the viscosity of the fluid. Applying the additive method RK.2.L.2 to this system, we obtain the following scheme: 
