Design of discrete time di erentiating lters, in presence of coloured noise and non{neglectable transducer dynamics is investigated. The signal and noise are described by ARMA{models, possibly with poles on jzj = 1. The MSE{optimal lter, based on a discrete time approximation of the derivative operator, is given by a spectral factorization and a linear polynomial equation.
Introduction
The problem of estimating derivatives of signals from noise corrupted measurements arises frequently. See, for example, 1]{ 2]. Several design principles have been suggested, see 3]{ 6] for some recent approaches. In 3] and 4], this problem was addressed by means of stochastic signal models. Section IV in 3] presented an MSE{optimal estimator design based on a discrete time model. The transducer dynamics a ecting the measurements was assumed to be neglectable.
In some applications though, transducers cannot be neglected without seriously degrading the estimation accuracy. For example, a heating rate estimate may be required, based on sampled temperature data from a sensor with bandwidth below the Nyquist frequency. In such cases, we would like to estimate the derivative of the input to the transducer, rather than the derivative of the measured signal itself. In this correspondence, the di erentiation problem is formulated in discrete time, with the transducer dynamics taken into account. The optimal (MSE) solution is derived.
Signal and noise models will be allowed to be marginally stable, i.e. to have poles on jzj = 1. This enables us to treat drifting signals, described as ARIMA{models, which frequently occur in di erentiation problems. Shape{deterministic signals, such as random sequences of steps or ramps, can also be handeled.
The purpose of this correspondence is thus to serve as an important extension of 3]. Moreover, a new methodology for deriving Wiener lter design equations, suggested in 8] for stationary data, is shown to be applicable (with small modications) also for marginally stable signal models.
Problem formulation
Consider the discrete time model, in shift operator form, (q i y(t) = y(t + i)), discussed in 7] y(k) = q ?k B(q ?1 ) A
Here, u(k) is the signal of interest. The measurement y(k) is described by (2.1), which models the sensor dynamics and an additive coloured noise process. (2.4) where Q(q ?1 ) and R(q ?1 ) are to be determined so that the MSE{criterion The system B=A is allowed to have poles on the unit circle. Transducers will, however, seldom have this property. A consequence of A2 is that N is not allowed to have common factors with either A or D with zeros on the unit circle.
Note that`, S and T in (2.3) are user choices. The frequency response of q`S=T should be close to (i!) n in the frequency band of interest. The polynomial S will not, in general, be stable. A simple choice for n = 1 is q`S=T = (q ? q ?1 )=2h, where h is the sampling interval.
In which has fairly good accuracy in the transducer passband. A 3{lag smoothing estimator (2.4) will be designed. Using (4.1), the spectral factorization (3. We obtain nQ 1 = maxf3; 0g = 3 and nL = maxf0; 2g ? 1 = 1 from (3.5) .
Equation ( The transfer function has a zero at z = 1. (By evaluating (3.4) at z = 1, this is seen to be the case whenever both D and S have zeros at z = 1.) Furthermore, there are zeros at the pole locations of the noise and transducer models. The minimal error variance is 0:0516 e .
A Proof.
The constructive derivation methodology suggested in 8] is utilized. It is extended to cope with marginally stable systems. With (2.1){(2.4), the estimation error is
All admissible alternatives to a proposed estimated(kjk + m), given by (2.4), can be described by (Q=R)y(k + m) + n(k), where
Here G is a causal, stable but otherwise arbitrary rational function, and is the innovation. Optimality of (2.4) is obtained if the corresponding error z(k) is orthogonal to any admissible estimator variation n(k), i.e. Ez(k)n(k) = 0.
Assume E(z(k)) 2 to be nite. (This will be veri ed when the optimal estimator has been obtained.) Evidently, to keep a perturbed error variance (for n(k) 6 = 0) nite, E(n(k)) 2 must also be nite. Thus, G in (A.2) must be constrained so that its numerator cancels all zeros of DAN on the unit circle. Both z(k) and n(k) will then be stationary and Parseval's formula gives Ez(k)n(k) as The right{hand side of (A.4) must contain R as a factor. We keep our options open by not assuming a priori that R and Q have common factors. Furthermore, since R must be stable, it cannot include factors of . Thus, set R = T, and cancel T in (A.4). Observe that NA must be factor of Q, i.e. Q = Q 1 NA. Cancel NA and exchange q for z to obtain (3.4). With R = T and Q = Q 1 NA (which may contain stable common factors), we have (3.3).
A unique solution fQ 1 ; L g to (3.4) is guaranteed by (3.5) and the coprimeness of and DT. The minimal variance (3.6) is obtained by inserting (3.1), (3.3) and (3.4) , in this order, into (2.5). The \only if"{part of the result follows because choices of Q=R other than (3.3) correspond to n(k) 6 = 0. The criterion value would be E(z(k) ? n(k)) 2 = E(z(k)) 2 + E(n(k)) 2 
