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Abstract
We show how the Zak kq-representation can be adapted to deal with pseudo-bosons,
and under which conditions. Then we use this representation to prove completeness of a
discrete set of bi-coherent states constructed by means of pseudo-bosonic operators. The
case of Riesz bi-coherent states is analyzed in detail.
I Introduction
In a series of papers the notion of D-pseudo bosons (D-PBs) has been introduced and studied
in many details. We refer to [1] for a recent review on this subject and for more references. In
particular, we have analyzed the functional structure arising from two operators a and b, acting
on a Hilbert space H and satisfying, in a suitable sense, the pseudo-bosonic commutation rule
[a, b] = 1 . Here 1 is the identity operator. We have shown how two biorthogonal families of
eigenvectors of two non self-adjoint, number-like, operators can easily be constructed, having
real eigenvalues, and we have discussed how and when these operators are similar to a single
self-adjoint number operator, and which kind of intertwining relations can be deduced. We
have also seen that this settings is strongly related to physics, and in particular to PT and
to pseudo-hermitian quantum mechanics, [2, 3], since several models originally introduced in
those contexts can be written in terms of D-PBs.
More recently, again in connection with D-PBs, the notion of bi-coherent states (BCS),
originally introduced in [4], has been considered in some of its aspects, see [5, 6, 7]. Here we
continue this analysis and, for that, we first introduce a generalized version of the so-called kq-
representation, originally considered in the context of many-body theory and studied in details
in several papers, [8, 9, 10]. We show that, extending what is done for ordinary coherent states
[], this generalized kq-representation can be successfully used to prove that certain discrete sets
of BCS are complete in H.
This article is organized as follows: in the next section, to keep the paper self-contained,
we review few facts on D-PBs. In Section III we introduce our BCS and discuss some of
their properties. Section III also contains our generalized kq-representation, while its use in
connection with BCS is discussed in Section IV, where we show that it is possible to extract
two discrete sets of these vectors which are both complete in H. In Section V the particular
case of regular D-PBs and regular BCS is considered. Our conclusions and plans for the future
are given in Section VI. Our paper also contains two Appendices. In the first one, meant for the
reader who is not familiar with the standard kq-representation, few facts on this representation
are listed. The second is a technical Appendix, where an useful formula needed in the main
part of the paper is proved.
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II Modifying the CCR
In this Section we review some of the relevant facts arising when the canonical commutation
relation (CCR) [c, c†] = 1 are replaced by a similar commutation rule, [a, b] = 1 , where b is not
the adjoint of a. In this case, under suitable assumptions which are often verified in concrete
models, an interesting functional structure can be recovered, and the notion of coherent states
can also be introduced.
Let H be a given Hilbert space with scalar product 〈., .〉 and related norm ‖.‖. We will
assume here that H is maximal, i.e. that, given a vector f , in general belonging to some vector
space V larger than H, if 〈f, g〉 is well defined for all g ∈ H, then f must necessarily be in H as
well. This is, for instance, what happens in L2(R), see [14], while it is not true if we consider
H to be a closed subspace of a larger Hilbert space Hl, endowed with the same scalar product
〈., .〉 of H: in this case, in fact, the fact that 〈f, g〉 is well defined for all g ∈ H does not prevent
f to be an element of Hl not necessarily belonging to H.
Let a and b be two operators on H, with domains D(a) and D(b) respectively, a† and b†
their adjoint, and let D be a dense subspace of H such that a♯D ⊆ D and b♯D ⊆ D, where x♯
is x or x†. Of course, D ⊆ D(a♯) and D ⊆ D(b♯).
Definition 1 The operators (a, b) are D-pseudo bosonic (D-pb) if, for all f ∈ D, we have
a b f − b a f = f. (2.1)
Our working assumptions are the following:
Assumption D-pb 1.– there exists a non-zero ϕ0 ∈ D such that aϕ0 = 0.
Assumption D-pb 2.– there exists a non-zero Ψ0 ∈ D such that b†Ψ0 = 0.
It is obvious that ϕ0 ∈ D∞(b) := ∩k≥0D(bk) and that Ψ0 ∈ D∞(a†), so that the vectors
ϕn :=
1√
n!
bnϕ0, Ψn :=
1√
n!
a†
n
Ψ0, (2.2)
n ≥ 0, can be defined and they all belong to D and, as a consequence, to the domains of a♯, b♯
and N ♯, where N = ba. We further introduce FΨ = {Ψn, n ≥ 0} and Fϕ = {ϕn, n ≥ 0}.
It is now simple to deduce the following lowering and raising relations:

b ϕn =
√
n+ 1ϕn+1, n ≥ 0,
a ϕ0 = 0, aϕn =
√
nϕn−1, n ≥ 1,
a†Ψn =
√
n + 1Ψn+1, n ≥ 0,
b†Ψ0 = 0, b†Ψn =
√
nΨn−1, n ≥ 1,
(2.3)
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as well as the eigenvalue equations Nϕn = nϕn and N
†Ψn = nΨn, n ≥ 0. In particular, as
a consequence of these last two equations, choosing the normalization of ϕ0 and Ψ0 in such a
way 〈ϕ0,Ψ0〉 = 1, we deduce that
〈ϕn,Ψm〉 = δn,m, (2.4)
for all n,m ≥ 0. Hence FΨ and Fϕ are biorthogonal. The analogy with ordinary bosons
suggests us to consider the following:
Assumption D-pb 3.– Fϕ is a basis for H.
This is equivalent to requiring that FΨ is a basis for H as well, [15]. However, several
physical models suggest to adopt the following weaker version of this assumption, [1]:
Assumption D-pbw 3.– For some subspace G dense in H, Fϕ and FΨ are G-quasi bases.
This means that, for all f and g in G,
〈f, g〉 =
∑
n≥0
〈f, ϕn〉 〈Ψn, g〉 =
∑
n≥0
〈f,Ψn〉 〈ϕn, g〉 , (2.5)
which can be seen as a weak form of the resolution of the identity, restricted to G. To refine
further the structure, in [1] we have assumed that a self-adjoint, invertible, operator Θ exists,
which leaves, together with Θ−1, D invariant: ΘD ⊆ D, Θ−1D ⊆ D. Then we say that (a, b†)
are Θ−conjugate if af = Θ−1b†Θ f , for all f ∈ D. This extends what happens for CCR, where
b = a† and Θ = 1 . One can prove that, if Fϕ and FΨ are D-quasi bases for H, then the
operators (a, b†) are Θ−conjugate if and only if Ψn = Θϕn, for all n ≥ 0. Moreover, if (a, b†)
are Θ−conjugate, then 〈f,Θf〉 > 0 for all non zero f ∈ D.
In Section V, rather than using Assumption D-pbw 3 above, we will consider its following
stronger version:
Assumption D-pbs 3.– Fϕ is a Riesz basis for H.
In this case we call our D-PBs regular1. In this case a bounded operator S, with bounded
inverse S−1, exists in H, together with an orthonormal basis Fe = {en ∈ H, n ≥ 0}, such that
ϕn = Sen, for all n ≥ 0. Then, because of the uniqueness of the basis biorthogonal to Fϕ, it
is clear that FΨ is also a Riesz basis for H, and that Ψn = (S−1)†en. Hence, an operator Θ
having the properties required above can be introduced as Θ := (S†S)−1, at least if D is stable
under the action of both S and S−1. It is clear that Θ is also bounded, with bounded inverse,
1Notice that the w and s in the Assumptions D-pbs 3 and D-pbw 3 stand for strong and weak, respectively.
Of course, when Assumption D-pbs 3 holds, Assumptions D-pb 3 and D-pbw3 hold as well.
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self-adjoint, positive, and that Ψn = Θϕn, for all n ≥ 0. Θ and Θ−1 can both be written as a
series of rank-one operators. In fact, adopting the Dirac bra-ket notation, we have
Θ =
∞∑
n=0
|Ψn 〉〈Ψn|, Θ−1 =
∞∑
n=0
|ϕn 〉〈ϕn|.
Of course both |Ψn 〉〈Ψn| and |ϕn 〉〈ϕn| are not projection operators2 since, in general the norms
of Ψn and ϕn are not equal to one. The series above are uniformly convergent if Assumption
D-pbs 3 is satisfied, while they are not, if its weaker versions, Assumption D-pb 3 or D-pbw 3,
hold.
In several explicit models both S♯ and (S−1)♯ map D into D, and this is the reason why we
have assumed this condition here. Hence, en ∈ D, for all n. In [1] it has also been discussed
that an operator S and an orthonormal basis Fe can also be introduced when our D-PBs satisfy
Assumption D-pbw 3. In this case, however, S or S−1, or both, are unbounded.
The lowering and raising conditions in (2.3) for ϕn can be rewritten in terms of en as follows:
S−1aSen =
√
n en−1, S−1bSen =
√
n + 1 en+1, (2.6)
for all n ≥ 0. Notice that we are putting here e−1 ≡ 0. Then, the first equation in (2.6)
suggests to define an operator c acting on D as follows: cf = S−1aSf . Of course, if we take
f = en, we recover (2.6). Moreover, simple computations show that c
† satisfies the equality
c†f = S−1bSf , f ∈ D, which now, taking f = en, produces the second equality in (2.6). These
operators satisfy the CCR on D: [c, c†]f = f , ∀f ∈ D. The conclusion is that the operators
a and b are related to a canonical pair c and c† by a similarity map S on D, which could be
bounded together with its inverse, or not. We refer to [1] for several applications to physics of
this framework.
III Bi-coherent states
We start recalling that, calling W (z) = ezc
†−z c, a standard coherent state is the vector
Φ(z) = W (z)e0 = e
−|z|2/2
∞∑
k=0
zk√
k!
ek. (3.1)
Here c and c† are operators satisfying the CCR, and Fe is the orthonormal basis related to
these operators in the usual way: c e0 = 0, and en =
1√
n!
(c†)ne0, n ≥ 0. The vector Φ(z) is
2Here (|f 〉〈 f |) g = 〈f, g〉 f , for all f, g ∈ H.
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well defined, and normalized, for all z ∈ C. This is just a consequence of the fact that W (z) is
unitary, or, alternatively, of the fact that 〈ek, el〉 = δk,l. Moreover,
cΦ(z) = z Φ(z), and
1
π
∫
C
d2z|Φ(z) 〉〈Φ(z)| = 1 . (3.2)
It is also well known that Φ(z) saturates the Heisenberg uncertainty relation, which will not be
discussed in this paper.
What is interesting to us here is to show that the family of vectors {Φ(z), z ∈ C} can be
somehow generalized in a way that preserves similar properties, and that this generalization is
related to the D-pb operators a and b considered in the previous section.
Roughly speaking, due to the relation between (c, c†) with (a, b) or with (b†, a†), we expect
we can replace W (z) with one of the following operators:
U(z) = ezb−z a, V (z) = eza
†−z b† . (3.3)
Of course, if a = b†, then U(z) = V (z) and the operator is unitary and essentially coincide with
W (z), identifying a with c. However, the case of interest here is when a 6= b†. This makes the
situation more complicated since, in this case, neither U(z) nor V (z) are bounded, in general,
at least when z 6= 0. Still, in [5, 6], we have found conditions for the vectors
ϕ(z) = U(z)ϕ0, Ψ(z) = V (z) Ψ0, (3.4)
to be well defined in C. This, of course, only means that ϕ0 belongs to the domain of U(z),
ϕ0 ∈ D(U(z)), and that Ψ0 ∈ D(V (z)), for all z ∈ C. This was proven under some assumptions
on the norms of ϕn and Ψn, see Proposition 2 below. What we will do here is to check that
these same assumptions make U(z) and V (z) densely defined, for all z ∈ C. For that, we first
recall our main existence result, which can be found, with some differences, in [6]:
Proposition 2 Let us assume that there exist four constants rϕ, rψ > 0, and 0 ≤ αϕ, αψ < 12 ,
such that ‖ϕn‖ ≤ rnϕ(n!)αϕ and ‖Ψn‖ ≤ rnψ(n!)αψ , for all n ≥ 0.
Then, for all z ∈ C, ϕ0 ∈ D(U(z)) and Ψ0 ∈ D(V (z)). Moreover, ϕ(z) ∈ D(a), Ψ(z) ∈
D(b†), and we have aϕ(z) = zϕ(z) and b†Ψ(z) = zΨ(z), for all z ∈ C. Finally, if Fϕ and FΨ
are biorthogonal bases for H, then
〈f, g〉 = 1
π
∫
C
d2z 〈f, ϕ(z)〉 〈Ψ(z), g〉 = 1
π
∫
C
d2z 〈f,Ψ(z)〉 〈ϕ(z), g〉 , (3.5)
for all f, g ∈ H. If Fϕ and FΨ are D-quasi bases, then equation (3.5) still holds, but for
f, g ∈ D.
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The proof of the first statement is based on the uniform convergence of the series
∑
zk√
k!
ϕk
and
∑
zk√
k!
ψk, which is granted by the above bounds for ‖ϕn‖ and ‖Ψn‖. The other statements
are easy to prove.
Remarks:– (1) This Proposition extends, for ϕ(z) and Ψ(z), similar properties very well
known for Φ(z).
(2) In several concrete models coming from PT -quantum mechanics we have seen that ‖ϕn‖
and ‖Ψn‖ diverge with n. This prevents the sets Fϕ and FΨ to be bases for H, but they can
be still used to construct BCS as in (3.4) because the divergences of the norms is slower than
that admitted in Proposition 2, [6].
(3) In [16] the extension of these BCS to the non-linear situation has also been considered.
In this case, the set of natural numbers is replaced by a more general set {ǫn}, with 0 = ǫ0 <
ǫ1 < ǫ2 < · · · . The main difference is that the bounds required to the norms of ϕn and Ψn are
now replaced by ‖ϕn‖ ≤ rnϕ(ǫn!)αϕ and ‖Ψn‖ ≤ rnΨ(ǫn!)αΨ , where ǫ0! = 1 and ǫn! = ǫ1ǫ2 · · · ǫn,
n ≥ 1. In this case the BCS can only be defined in some suitable region in C, rather than
in the whole complex plane as in Proposition 2. Also, a resolution of the identity can be
found if a certain moment problem related to the ǫn’s can be solved. However, this non-linear
version of BCS is not relevant for us, since these states are not, in general, eigenstates of the
pseudo-bosonic number operators. We refer the interested reader to [16] for more details.
Proposition 2 only show that U(z) and V (z) can be applied to two different vectors, ϕ0
and Ψ0. But it is important to stress that, in fact, under the same bounds for ‖ϕn‖ and ‖Ψn‖,
both operators are densely defined. Of course, when they are bounded, see Section V, they are
defined in all of H, but this is not true in general. To see that D(U(z)) and D(V (z)) are dense
in H, we first introduce the following sets:
Lϕ = l.s.{ϕn}, LΨ = l.s.{Ψn}.
These sets are both dense in H in any of the Assumption D-pb 3 (pb3, pbs 3 or pbw 3)
considered in Section III. Let us now introduce the operators σ1 = e
γa and σ2 = e
γb, for some
γ ∈ C, as the following formal (for the moment!) series: σ1 =
∑∞
k=0
(γ a)k
k!
and σ2 =
∑∞
k=0
(γ b)k
k!
.
Then, both these operators are densely defined. More explicitly:
Lemma 3 D(σ1) ⊇ Lϕ. Moreover, if ‖ϕn‖ ≤ rnϕ(n!)αϕ for all n ≥ 0, for some positive rϕ and
some αϕ ∈
[
0, 1
2
[
, then D(σ2) ⊇ Lϕ.
Proof – The first statement is due to the fact that a acts as a lowering operator on the vectors
of Fϕ. Then, eγaϕn is just a sum of n + 1 contributions for all values of γ, which is clearly a
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well defined vector of H. Therefore each finite linear combination of the ϕn’s belongs to D(σ1).
Hence D(σ1) ⊇ Lϕ. More than this: Lϕ is stable under the action of σ1: σ1 : Lϕ → Lϕ.
The situation is completely different for σ2, since b behaves as a raising operator on Fϕ. In
fact, we can check that
σ2ϕn =
∞∑
k=0
γk
k!
√
(n+ k)!
n!
ϕn+k,
for all n ≥ 0. Using now the bound on ‖ϕn‖ we find that
‖σ2ϕn‖ ≤
rnϕ√
n!
∞∑
k=0
(|γ|rϕ)k [(n+ k)!]
1/2+αϕ
k!
,
which is surely convergent since αϕ <
1
2
. Then ‖σ2f‖ <∞ for all f ∈ Lϕ.

Remark:– in a similar way we can prove that D(eγa
†
) ⊇ LΨ and that D(eγb†) ⊇ LΨ, for
all z ∈ C, at least if ‖Ψn‖ ≤ rnΨ(n!)αΨ , for some positive rΨ and some αΨ ∈
[
0, 1
2
[
.
It is now possible to use this Lemma, and the Baker-Campbell-Hausdorff formula, to define
the operators T1(α) = e
iαxˆ and T2(β) = e
−iβpˆ, where, in analogy with the standard definitions,
xˆ and pˆ are related to the pseudo-bosonic lowering and raising operators a and b as follows:
xˆf =
a+ b√
2
f, pˆf =
a− b√
2 i
f, (3.6)
for all f ∈ D. For all f ∈ Lϕ, and for all real α and β, we put
eiαxˆf = e−α
2/4eiα/
√
2beiα/
√
2af, e−iβpˆf = e−β
2/4eβ/
√
2be−β/
√
2af. (3.7)
The order here is important: for what discussed before, both eiα/
√
2af and e−β/
√
2af belong to
Lϕ, for all f ∈ Lϕ. Hence we can act on these vectors with eiα/
√
2b or with eβ/
√
2b getting well
defined vectors in H.
In a similar way we can prove that the operators e−iαxˆ
†
and eiβpˆ
†
are densely defined, since
they are both defined on LΨ. With a little abuse of language, based on the fact that explicit
computations show that〈
e−iαxˆ
†
g, f
〉
=
〈
g, eiαxˆf
〉
,
〈
eiβpˆ
†
g, f
〉
=
〈
g, e−iβpˆf
〉
, (3.8)
for all f ∈ Lϕ and g ∈ LΨ, we will call e−iαxˆ† and eiβpˆ† the adjoints of T1(α) and T2(β), and we
will simply write T †1 (α) = e
−iαxˆ† and T †2 (β) = e
iβpˆ† .
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III.1 An interlude: generalized eigenstates of xˆ
We recall that, calling xˆ0 the self adjoint position operator xˆ0 =
c+c†√
2
, it is possible to introduce
its generalized eigenstates ξx satisfying xˆ0 ξx = x ξx, 〈ξx, ξy〉 = δ(x− y), and
∫
R
dx|ξx 〉〈 ξx| = 1 ,
using a standard notation. Of course, ξx is not a square integrable function, but can be seen
as an element of S ′(R), the space of tempered distributions on R, [17].
The role of ξx is quite important in kq-representation and, more in general, in representation
theory of quantum mechanics, [18, 19]. For this reason, it is interesting to see what can be
extended to our situation. To achieve this aim, we will first propose a general settings, adopting
some useful assumptions, and then we will show that these assumptions are indeed satisfied in
some relevant situations.
Let x ∈ R labels a tempered distribution ηx ∈ S ′(R), and let Fη be the set of all these
distributions: Fη = {ηx, x ∈ R}.
Definition 4 Fη is called well-behaved if:
1. each ηx is a generalized eigenstate of xˆ: xˆηx = xηx, for all x ∈ R;
2. a second family of generalized vectors Fη = {ηx ∈ S ′(R), x ∈ R} exists such that
〈ηx, ηy〉 = δ(x− y) and
∫
R
dx|ηx 〉〈 ηx| =
∫
R
dx|ηx 〉〈 ηx| = 1 .
Both Fη and Fη are complete in H: if f ∈ H is such that 〈ηx, f〉 = 0 ∀x ∈ R, then since
f =
∫
R
dx 〈ηx, f〉 ηx, it follows that f = 0. Analogously, f = 0 if 〈ηx, f〉 = 0 ∀x ∈ R.
Remark:– It is clear that the resolutions of the identity above extend to generalized vectors
of Fη and Fη. In fact, for instance, we have(∫
R
dx|ηx 〉〈 ηx|
)
ηy =
∫
R
dx 〈ηx, ηy〉 ηx =
∫
R
dx δ(x− y)ηx = ηy.
We call M the set of (generalized) vectors for which Fη and Fη produce similar resolutions.
For what we have just seen, M⊃ H. Of course, both Fη and Fη are complete in M.
With this in mind it is possible to prove that, if xˆ†ηx ∈M, ηx is a generalized eigenstate of
xˆ†:
xˆ†ηx = x ηx, (3.9)
for all x ∈ R. In fact, we have
〈
ηy, xˆ
†ηx
〉
= 〈xˆηy, ηx〉 = yδ(x− y) = xδ(x− y) = x 〈ηy, ηx〉 ,
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so that
〈
ηy, xˆ
†ηx − xηx〉 = 0 for all x, y ∈ R. Then, using completeness of Fη inM we conclude
that xˆ†ηx − xηx = 0.
Example:– As an example we consider the non self-adjoint shifted harmonic oscillator,
[1, 20], where the D-pb operators are defined as a = c + α1 and b = c† + β 1 , and the
Hamiltonian is H = ba which is clearly non self-adjoint if α 6= β. Since xˆ = a+b√
2
= xˆ0 + δ1 ,
where δ = α+β√
2
, we see that the eigenstates of xˆ are ηx = ξx−δ, while ηx = ξx−δ are the eigenstates
of xˆ†. This is true, of course, if the eigenvalue equation xˆ0 ξx = x ξx can be extended (in some
non trivial way) to complex x. In this case, it is possible to check that 〈ηx, ηy〉 = δ(x− y) and
that the resolution of the identity holds true:
∫
R
dx 〈f, ηx〉 〈ηx, g〉 = 〈f, g〉, for f, g ∈ H.
For each f ∈ H we can now define two functions as follows:
f ↑(x) := 〈ηx, f〉 , f ↓(x) := 〈ηx, f〉 . (3.10)
The first remark is that each pair (f ↑(x), g↓(x)) is compatible, for any f, g ∈ H: in other words,
their product f ↑(x) g↓(x) belongs to L1(R). In fact,∫
R
dxf ↑(x) g↓(x) =
∫
R
dx 〈f, ηx〉 〈ηx, g〉 = 〈f, g〉 ,
which is finite since f, g ∈ H. This, of course, does not imply that f ↑(x) and g↓(x) are both
square-integrable. In principle, it could well be that f ↑(x) ∈ Lp(R) and g↓(x) ∈ Lq(R), with
p−1 + q−1 = 1. However, it is possible to find a necessary and sufficient condition for both
f ↑(x) and g↓(x) to be square-integrable. For that, we need to introduce the operators Sη and
Sη defined as follows: we introduce first
D(Sη) =
{
f ∈ H :
∫
R
dx 〈ηx, f〉 ηx ∈ H
}
, D(Sη) =
{
f ∈ H :
∫
R
dx 〈ηx, f〉 ηx ∈ H
}
,
and then we put
Sηf =
∫
R
dx 〈ηx, f〉 ηx, Sηg =
∫
R
dx 〈ηx, g〉 ηx (3.11)
for all f ∈ D(Sη) and g ∈ D(Sη). It is important, in what follows, to require that D(Sη) and
D(Sη) are (at least) dense in H.
Remark:– of course, this is the case when xˆ = xˆ0, i.e. when D-PBs are ordinary bosons.
In fact, when this is so, ηx = η
x = ξx, see Appendix 1, and D(Sη) = D(S
η) = H. We will see
in Section V that this is not the only case where the density of these sets can be proved.
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It should be remarked that Sη and S
η can also act outside their domains D(Sη) and D(S
η)
since, for instance,
Sηη
x = ηx, S
ηηx = η
x, (3.12)
for all x ∈ R. Then we have SηSηηx = ηx, and SηSηηx = ηx: Sη is a sort of inverse of Sη on
M. It may be convenient to write these operators in a bra-ket form as
Sη =
∫
R
dx|ηx 〉〈 ηx|, Sη =
∫
R
dx|ηx 〉〈 ηx|.
Let us now introduce the sets
Dˆ(Sη) =
{
f ∈ H :
∫
R
dx
∣∣f ↓(x)∣∣2 <∞} , Dˆ(Sη) = {f ∈ H : ∫
R
dx
∣∣f ↑(x)∣∣2 <∞} .
These sets are, at a first sight, different from D(Sη) and D(S
η). However the following
results show that this is not so:
Lemma 5 f ∈ D(Sη) if and only if f ∈ Dˆ(Sη). Analogously, g ∈ D(Sη) if and only if
g ∈ Dˆ(Sη).
Proof – Using (3.11) it is clear that, if f ∈ D(Sη), then
∫
R
dx
∣∣f ↓(x)∣∣2 <∞, so that f ∈ Dˆ(Sη).
Hence D(Sη) ⊆ Dˆ(Sη). To prove the converse we first observe that, if f, g ∈ Dˆ(Sη), then
αf+βg ∈ Dˆ(Sη) for all choices of complex α and β:
∫
R
dx
∣∣αf ↓(x) + βg↓(x)∣∣2 <∞. Then since∫
R
dx
∣∣f ↓(x)∣∣2 = 〈Sη f, f〉 < ∞, for all f ∈ Dˆ(Sη), using the polarization identity we conclude
that 〈Sηf, g〉 is well defined for all f, g ∈ Dˆ(Sη). Now, since D(Sη) is dense in H, and since
we have just shown that D(Sη) ⊆ Dˆ(Sη), Dˆ(Sη) is also dense in H. Then, using the continuity
of the scalar product, we conclude that 〈Sηf,G〉 is well defined for all G ∈ H, and for any
f ∈ Dˆ(Sη). Hence, because of the maximality of H, Sηf ∈ H. This means that f ∈ D(Sη), as
we had to prove.
The equality D(Sη) = Dˆ(Sη) can be proved in a similar way.

A consequence of this Lemma is the following result
Proposition 6 The functions f ↓(x) ∈ L2(R) for each f ∈ H if and only if Sη ∈ B(H).
Analogously, f ↑(x) ∈ L2(R) for each f ∈ H if and only if Sη ∈ B(H).
Proof – Let us first assume that Sη ∈ B(H). Then, since
‖f ↓‖2L2 =
∫
R
dx 〈f, ηx〉 〈ηx, f〉 = 〈Sηf, f〉 ≤ ‖Sη‖‖f‖2H,
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it follows that f ↓(x) ∈ L2(R). Notice that we are using different notations for the norm of f
and f ↓, since they live in different spaces.
Let us now suppose that f ↓(x) ∈ L2(R). Hence, since 〈Sηf, f〉 = ‖f ↓‖2L2, it follows that
〈Sηf, f〉 is finite for all f ∈ H. Then, using the polarization identity, 〈Sηf, g〉 is well defined
for all f, g ∈ H. Hence the maximality of H implies that Sηf ∈ H, for all f ∈ H. This means
that Sη is everywhere defined in H, so that it must be bounded.
A similar proof can be repeated for our second claim.

III.2 Back to the exponential operators
Let us now go back to the operators in (3.7), and to their adjoints. For our purposes, it will
be sufficient to take α = β, but we will constraint α to satisfy the equality α2 = 2πL, for some
L = 1, 2, 3, . . .. In fact, in this case, the two operators T1 = e
iαxˆ and T2 = e
−iαpˆ commute. Of
course, commutation should be understood in the sense of unbounded operators, i.e., as〈
T1f, T
†
2g
〉
=
〈
T2f, T
†
1g
〉
, (3.13)
for all f ∈ Lϕ and g ∈ LΨ. If, in particular, a set D dense in H exists which is left stable
under the action of T ♯j , j = 1, 2, then rather than (3.13) we can write T1(T2f) = T2(T1f), for
all f ∈ D.
Of course T1 and T2 admit inverse, and the inverses are T
−1
1 = e
−iαxˆ and T−12 = e
iαpˆ, whose
(formal) adjoints are (T−11 )
† = eiαxˆ
†
= (T †1 )
−1 and (T−12 )
† = e−iαpˆ
†
= (T †2 )
−1, with the same
care we used in formula (3.8) for the adjoints of T1 and T2. The action of these operators on
ηx and η
x can be deduced and it turns out that
T1ηx = e
iαxηx, T
†
1 η
x = e−iαxηx, (3.14)
with obvious identities for T−11 ηx and (T
†
1 )
−1ηx. These formulas easily follow from (3.9) and
from the eigenvalue equation xˆηx = x ηx. As for T
♯
2 , we can check, see Appendix 2, that
T2ηx = ηx+α, T
†
2η
x = ηx−α, (3.15)
so that T−12 ηx = ηx−α and (T
†
2 )
−1ηx = ηx+α. From (3.14) and (3.15) standard arguments show
that, for all f ∈ H, {
T1f
↑(x) = eiαxf ↑(x), T2f ↑(x) = f ↑(x− α),
T
†
1f
↓(x) = e−iαxf ↓(x), T †2 f
↓(x) = f ↓(x+ α)
(3.16)
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With this in mind, extending what is discussed in the Appendix 1, it is possible to find the
generalized eigenstates of T1 and T2, and of T
†
1 and T
†
2 . If we put
Φ↑kq(x) =
1√
α
∑
n∈Z
eiknαδ(x− q − nα) = 〈ηx,Φkq〉 , (3.17)
for k, q ∈ [0, α[, then it is clear that they are not square integrable in R. Still, they have
interesting features. In fact, using (3.16) and a bit of algebra, we get
T1Φ
↑
kq(x) = e
iαqΦ↑kq(x), T2Φ
↑
kq(x) = e
−iαkΦ↑kq(x). (3.18)
In a similar way, introducing the distributions
Ψ↓kq(x) = 〈ηx,Ψkq〉 = Φ↑kq(x), (3.19)
we find that
T
†
1Ψ
↓
kq(x) = e
−iαqΨ↓kq(x), T
†
2Ψ
↓
kq(x) = e
iαkΨ↓kq(x). (3.20)
Remark:– It might be worth noticing that, even if Ψ↓kq(x) = Φ
↑
kq(x), in general Ψkq 6= Φkq.
This is because ηx and η
x are different. This will be clarified in Section V.
Now, in complete analogy with what stated in the Appendix 1, calling ✷ = {(k, q) ∈ R2 :
k, q ∈ [0, α[}, we can check the following results∫
R
Ψ↓kq(x)Φ
↑
k′q′(x)dx =
∫
R
Ψ↓kq(x)Ψ
↓
k′q′(x)dx =
∫
R
Φ↑kq(x)Φ
↑
k′q′(x)dx = δ(k− k′)δ(q− q′), (3.21)
and ∫ ∫
✷
Ψ↓kq(x)Φ
↑
kq(x
′)dk dq =
∫ ∫
✷
Φ↑kq(x)Ψ
↓
kq(x
′)dk dq = δ(x− x′). (3.22)
From (3.21) the following equalities can be deduced:
〈Ψkq,Φk′q′〉 = 〈SηΨkq,Ψk′q′〉 = 〈SηΦkq,Φk′q′〉 = δ(k − k′)δ(q − q′), (3.23)
while from (3.22) we deduce that∫ ∫
✷
|Ψkq 〉〈Φkq|dk dq =
∫ ∫
✷
|Φkq 〉〈Ψkq|dk dq = 1 . (3.24)
Since we also have∫ ∫
✷
Ψ↓kq(x)Ψ
↓
kq(x
′)dk dq =
∫ ∫
✷
Φ↑kq(x)Φ
↑
kq(x
′)dk dq = δ(x− x′), (3.25)
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it is natural to introduce formally3 here also the operators
RΨ =
∫ ∫
✷
|Ψkq 〉〈Ψkq|dk dq, RΦ =
∫ ∫
✷
|Φkq 〉〈Φkq|dk dq. (3.26)
Then 〈
ηx
′
, RΦ η
x
〉
= 〈ηx′ , RΨ ηx〉 = δ(x− x′). (3.27)
The conclusion is therefore that (Sη, S
η) and (RΨ, RΦ) share a similar behavior, in the following
sense:
SηΦkq = Ψkq, SηΨkq = Φkq, while RΨηx = η
x, RΦη
x = ηx. (3.28)
Then, in a certain sense, Sη and RΨ can be thought as the inverses of Sη and RΦ, respectively.
We end this section by observing that the equalities in (3.18) and (3.20) can be rewritten
as follows:
T1Φkq = e
iαqΦkq, T2Φkq = e
−iαkΦkq, T
†
1Ψkq = e
−iαqΨkq, T
†
2Ψkq = e
iαkΨkq. (3.29)
IV Completeness of BCS
It is well known that standard coherent states Φ(z) in (3.1) are overcomplete. This is the
essence of the resolution of the identity in (3.2), together with the fact that we can remove
out of the set {Φ(z), z ∈ C} some vector, Φ(zj), j = 1, 2, . . . , N for instance, still getting a
complete set. In past years, it has been discussed how to take a suitable countable subset of
C, Cnum, such that the discrete set of coherent states {Φ(zj), zj ∈ Cnum}, is still complete.
Results in this directions can be found in [11, 12, 13].
We want to show that our previous analysis allows us to answer a similar question also for
our BCS. More explicitly we will show that, calling z
n
= α√
2
(n1 + in2), where n = (n1, n2)
and n1, n2 ∈ Z, the completeness of the sets {ϕ(z), z ∈ C} and {Ψ(z), z ∈ C} following from
Proposition 2 is still true for the two sets Cϕ = {ϕ(zn), n ∈ Z2} and CΨ = {Ψ(zn), n ∈ Z2}, at
least if L = 1 (i.e. if α2 = 2π), while is false for L = 2, 3, 4, . . ..
Let us assume, for the moment, that α2 = 2πL. Then U(z
n
) = (−1)Ln1n2T n21 T n12 . Let
f ∈ H be orthogonal to all the ϕ(z
n
), n ∈ Z2: 〈f, U(z
n
)ϕ0〉 = 0, ∀n ∈ Z2. This implies that
〈f, T n21 T n12 ϕ0〉 = 0, ∀nj ∈ Z. Then, because of the (3.24), we have
0 = 〈f, T n21 T n12 ϕ0〉 =
∫ ∫
✷
〈f,Φkq〉 〈Ψkq, T n21 T n12 ϕ0〉 dk dq =
3In fact, these operators could be unbounded, and a certain mathematical care is needed for a rigorous
definition. However, since they will play no role in the rest of the paper, we will skip this point here.
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=∫ ∫
✷
〈f,Φkq〉
〈
T n12
†T n21
†Ψkq, ϕ0
〉
dk dq =
∫ ∫
✷
eiα(qn2−kn1) 〈f,Φkq〉 〈Ψkq, ϕ0〉 dk dq.
Notice that, if L = 1, the set E := {eiα(qn2−kn1), nj ∈ Z} is complete in L2(✷). Hence we must
have 〈f,Φkq〉 〈Ψkq, ϕ0〉 = 0. Now, 〈Ψkq, ϕ0〉 cannot be zero almost everywhere (a.e.) in k and
q since otherwise ϕ0 would be the zero vector, which is impossible. Hence 〈f,Φkq〉 = 0 a.e.
and, consequently, f = 0, which is what we had to prove. Of course, this conclusion is false if
L = 2, 3, 4, . . ., since in this case the set E is not complete in L2(✷).
Similar arguments can be repeated to prove that, if L = 1, CΨ is complete in L2(✷), while,
if L > 1, it is not.
V A particular case: regular D-PBs and Riesz BCS
We will now consider the case of regular D-PBs, i.e. the case in which the sets Fϕ and FΨ
are biorthogonal Riesz bases: then a bounded invertible operator S exists (which we assume,
without loss of generality, to be self-adjoint), with S−1 bounded, such that ϕn = Sen and Ψn =
S−1en, where {en, n ≥ 0} is an orthonormal basis for H. In several explicit models involving
D-PBs each en ∈ D and D is stable under the action of S and S−1. We will work under these
simplifying assumptions here. This case has been analyzed in details in [7], where, among other
things, it was proven that ϕ(z) and Ψ(z) are well defined in H for all z ∈ C, that U(z) and V (z)
are bounded operators and that ϕ(z) = U(z)ϕ0 = SΦ(z), while Ψ(z) = V (z)Ψ0 = (S
−1)†Φ(z).
This means that (ϕ(z),Ψ(z)), z ∈ C, are Riesz BCS (RBCS), see [7], so that they satisfy in
particular the following properties:
(1) ∀ z ∈ C
〈ϕ(z),Ψ(z)〉 = 1.
(2) For all f, g ∈ H the following resolution of the identity holds:
〈f, g〉 = 1
π
∫
C
d2z 〈f, ϕ(z)〉 〈Ψ(z), g〉 (5.1)
(3) ∀ z ∈ C
aϕ(z) = z ϕ(z), b†Ψ(z) = zΨ(z) (5.2)
Our aim in this section is to show that, for regular D-PBs, the assumptions required in
Section III are indeed satisfied. First of all, since ‖ϕn‖ = ‖Sen‖ ≤ ‖S‖ and ‖Ψn‖ = ‖S−1en‖ ≤
‖S−1‖, both these norms are uniformly bounded. Hence, the inequalities required in Proposition
2 are surely satisfied. This is in agreement with what stated above, that is that ϕ(z) and Ψ(z)
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are well defined in H for all z ∈ C. Now, it is useful to observe that, in the present case, calling,
as in Section III.1, xˆ0 =
c+c†√
2
and pˆ0 =
c−c†√
2 i
, these two self-adjoint operators are related to xˆ
and pˆ by a similarity transformation:
xˆf = Sxˆ0S
−1f, pˆf = Spˆ0S−1f, (5.3)
for all f ∈ D. Of course, this implies that D is stable under the action of xˆ and pˆ. Suppose
now that, in a distributional sense, ξx belongs to the domain of S and S
−1. More explicitly, we
assume that, for all x ∈ R, Sξx and S−1ξx both exist and belong to S ′(R). Then we define
ηx = Sξx and η
x = S−1ξx, (5.4)
and we can easily see that the set Fη is well-behaved in the sense of Definition 4. In fact,
assuming that (5.3) can be extended to S ′(R), we find xˆ ηx = Sxˆ0S−1Sξx = Sxˆ0ξ0 = x ηx.
Also,
〈ηx, ηy〉 =
〈
Sξx, S
−1ξy
〉
= 〈ξx, ξy〉 = δ(x− y).
Finally, taken f ∈ H, we have for instance∫
R
dx 〈ηx, f〉 ηx =
∫
R
dx 〈Sξx, f〉S−1ξx = S−1
∫
R
dx 〈ξx, Sf〉S−1ξx = S−1(Sf) = f,
where the fact that S−1 is bounded (and therefore continuous) has been used.
Recalling now our definitions of f ↑(x) and f ↓(x) in (3.10) we see that f ↑(x) = 〈ηx, f〉 =
〈ξx, S−1f〉 = S−1f(x), while f ↓(x) = 〈ηx, f〉 = 〈ξx, Sf〉 = Sf(x). Therefore, for all f ∈ H,
f ↓(x) = S2f ↑(x). It is further possible to check that the operators Sη and Sη are both bounded,
so that their domains coincide with the whole H. In fact,
Sηf =
∫
R
〈ηx, f〉 ηx =
∫
R
〈Sξx, f〉Sξx = S
∫
R
〈ξx, Sf〉 ξx = S2f.
Then Sη = S
2, and in a similar way we find that Sη = S−2. Hence, as stated before, these
operators are the inverse one of the other, and they are both everywhere defined. Of course,
Proposition 6 implies that f ↑(x), f ↓(x) ∈ L2(R).
Formulas (3.14) and (3.15) can also be explicitly checked. Finally, S relates the generalized
vectors ρkq, Ψkq and Φkq introduced before and in the Appendix 1, as follows:
ρkq = SΨkq = S
−1Φkq. (5.5)
In particular, this means that Φkq = S
2Ψkq = SηΨkq, which is in agreement with formula (3.28).
We conclude that the case of regular BCS fits perfectly in our framework, and all the quantities
introduced in Section III can be easily identified.
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VI Conclusions
We have considered the possibility of extending the kq-representation to operators xˆ and pˆ
arising from suitable combinations of pseudo-bosonic operators a and b. We have shown that,
under natural conditions, such an extension is possible and shares similar properties with its
standard version. The price we have to pay is to deal with biorthogonal (inM) sets of vectors.
This is not a big surprise, since biorthogonality is somehow intrinsic in any physical model
described by non self-adjoint Hamiltonians, [1, 2, 3].
We have also used this extended kq-representation to prove that the overcomplete sets of
BCS constructed out of a and b contain two discrete subsets which are complete in H. The
particular case of RBCS has been discussed in details.
Next steps in our analysis will include the detailed analysis of explicit examples of the kq-
representation discussed here, and its possible applications to physical problems, especially in
the realm of pseudo-hermitian quantum mechanics. Another interesting aspect, to be consid-
ered in more details, has to do with the position and momentum representations of quantum
mechanics when the (generalized) position and/or momentum operator are not self-adjoint.
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Appendix 1: The kq-representation for xˆ0 and pˆ0
The relevance of the kq-representation in many-body physics has been established since its
first appearances, [13], becoming later also an interesting mathematical subject of interest,
[10, 21]. To keep the paper self-contained, we list here few definitions and results on the
kq-representation, referring to the cited papers, and to references therein, for more details.
Let xˆ0 and pˆ0 be the self-adjoint position and momentum operators, satisfying [xˆ0, pˆ0] = i1 .
We define the unitary operators τ1 = e
iαxˆ0 and τ2 = e
−iαpˆ0, where α2 = 2πL, for some L =
1, 2, 3, . . .. Then [τ1, τ2] = 0. Also, if f(x) ∈ L2(R), then
τ1f(x) = e
iαxf(x), τ2f(x) = f(x− α).
The kq-representation makes use of the fact that, since τ1 and τ2 commute, they can be diago-
nalized simultaneously. However, the common eigenstates,
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ρkq(x) =
1√
α
∑
n∈Z
eiknαδ(x− q − nα), k, q ∈ [0, α[, (A.1)
do not belong to L2(R), as it is clear, but can still be thought as elements of the space of
tempered distributions S ′(R). For this reason, and since
τ1ρkq(x) = e
iαqρkq(x), τ2ρkq(x) = e
−iαkρkq(x), (A.2)
they are called generalized eigenstates of τ1 and τ2. If ξx is the generalized eigenvector of the
position operator xˆ0, xˆ0 ξx = x ξx, we can write ρkq(x) as ρkq(x) =< ξx, ρkq >. If we now put
✷ = {(k, q) ∈ R2 : k, q ∈ [0, α[},
it is possible to check that ∫ ∫
✷
ρkq(x)ρkq(x
′)dk dq = δ(x− x′), (A.3)
and that ∫
R
ρkq(x)ρk′q′(x)dx = δ(k − k′)δ(q − q′). (A.4)
In terms of the ρkq the previous formulas can be written as:
〈ρkq, ρk′q′〉 = δ(k − k′)δ(q − q′),
∫ ∫
✷
|ρkq 〉〈 ρkq|dk dq = 1 , (A.5)
and
τ1ρkq = e
iαqρkq, τ2ρkq = e
−iαkρkq. (A.6)
As already said, the states ρkq(x) can also be used to define a new representation of the wave
functions by means of the integral transform Z : L2(R)→ L2(✷), defined as follows:
h(k, q) := (ZH)(k, q) :=
∫
R
dxρkq(x)H(x), (A.7)
for all functions H(x) ∈ L2(R). The result is a function h(k, q) ∈ L2(✷).
Of course, to be more rigorous, Z should be defined first on the functions of C∞o (R) and
then extended to L2(R) using its continuity. This is the approach considered in [10], to whom
we refer for more mathematical details.
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Appendix 2: formula (3.15)
To check (3.15) it is convenient to introduce, other than Fη and Fη, the sets of generalized
eigenstates of pˆ and pˆ†. We first assume that a tempered distribution θp exists such that
pˆ θp = p θp, (A.1)
for all p ∈ R, and we call Fθ the set of all these distributions. Now we assume that Fθ is
well-behaved. Hence a second set F θ of tempered distributions θp also exists, p ∈ R, such that
〈θp, θq〉 = δ(p − q) and
∫
R
dp|θp 〉〈 θp| =
∫
R
dp|θp 〉〈 θp| = 1 . Here these resolutions hold in M.
We can check that θp is a generalized eigenstate of pˆ†: pˆ† θp = p θp. Moreover, as in (3.10), we
put
fˆ ↑(p) := 〈θp, f〉 , fˆ ↓(p) := 〈θp, f〉 , (A.2)
and we deduce that
fˆ ↑(p) =
∫
R
〈θp, ηx〉 fˆ ↑(x), fˆ ↓(p) =
∫
R
〈θp, ηx〉 fˆ ↓(x). (A.3)
It is natural to interpret fˆ ↑,↓(p) as the Fourier transform of f ↑,↓(x). For that, we put
〈θp, ηx〉 = 〈θp, ηx〉 = 1√
2π
e−ipx, (A.4)
which is in agreement with the fact that 〈θp, θq〉 = δ(p− q):
〈θp, θq〉 =
∫
R
〈θp, ηx〉 〈ηx, θq〉 dx = 1
2π
∫
R
ei(q−p)x dx = δ(p− q).
Now, since T2θp = e
−iαpθp and
∫
R
dp|θp 〉〈 θp| = 1 , using (A.4) we have
T2ηx = T2
(∫
R
〈θp, ηx〉 θp dp
)
=
∫
R
〈θp, ηx〉 (T2θp) dp = 1√
2π
∫
R
e−i(x+α)pθp dp =
=
∫
R
〈θp, ηx+α〉 θp dp = ηx+α,
which is true at least when T2 can be moved inside the integral. This is the case, for instance,
in Section V. The other formula in (3.15) can be proved in a similar way.
Remark:– As in Section V, it is possible to prove the existence of θp and θ
p as in the case
of regular D-PBs. When D-PBs are not regular, as in the Example discussed in Section III.1,
θp and θ
p should be explicitly deduced and the conditions required to these vectors should be
checked. For the non self-adjoint shifted harmonic oscillator, [1, 20], this could be explicitly done
easily. In other words, for this model both the coordinate and the momentum representations
associated to the non self-adjoint operators xˆ and pˆ can be introduced.
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