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Abstract
We present a stochastic variance-reduced heavy
ball power iteration algorithm for solving PCA
and provide a convergence analysis for it. The
algorithm is an extension of heavy ball power it-
eration, incorporating a step size so that progress
can be controlled depending on the magnitude
of the variance of stochastic gradients. The al-
gorithm works with any size of the mini-batch,
and if the step size is appropriately chosen, it at-
tains global linear convergence to the first eigen-
vector of the covariance matrix in expectation.
The global linear convergence result in expecta-
tion is analogous to those of stochastic variance-
reduced gradient methods for convex optimiza-
tion but due to non-convexity of PCA, it has
never been shown for previous stochastic variants
of power iteration since it requires very different
techniques. We provide the first such analysis
and stress that our framework can be used to es-
tablish convergence of the previous stochastic al-
gorithms for any initial vector and in expectation.
Experimental results show that the algorithm at-
tains acceleration in a large batch regime, outper-
forming benchmark algorithms especially when
the eigen-gap is small.
1. Introduction
Principal component analysis (PCA) is a fundamental tool
for dimensionality reduction in machine learning and statis-
tics. Given a data matrix A = [a1a2 . . . an] ∈ Rd×n con-
sisting of n data vectors a1, a2, . . . , an in R
d, PCA finds a
direction w onto which the projections of the data vectors
have the largest variance. Assuming that the data vectors
are standardized with a mean of zero and standard devia-
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tion of one, the PCA problem can be formulated as
maximize f(w) =
1
2n
n∑
i=1
(aTi w)
2
subject to ‖w‖2 = 1.
(1)
Letting C = 1nAA
T ∈ Rd×d be the covariance matrix,
we can write the objective function as f(w) = 12w
TCw.
As the largest eigenvector u1 of C maximizes f(w), one
can solve (1) by computing the singular value decompo-
sition (SVD) of A. However, the runtime of SVD is
O(min{nd2, n2d}), which can be prohibitive in a large-
scale setting.
An alternative way to solve (1) is to use power iteration
(Golub & Van Loan, 2012) which repeatedly applies the
following update step at each iteration
wt+1 = Cwt, wt+1 =
wt+1
‖wt+1‖2 . (2)
Since the gradient ∇f(wt) is equal to Cwt, the above up-
date rule can be interpreted as obtaining the next iterate
wt+1 by normalizing the gradient of the current iterate wt.
A sequence of iterates {wt} generated by power iteration
(2) is guaranteed to achieve an ǫ-accurate solution after
O( 1∆ log1ǫ ) iterations, exhibiting linear convergence where
∆ = λ1−λ2 is the eigen-gap and λ1 > λ2 ≥ . . . ≥ λd ≥ 0
are the eigenvalues of C. As each iteration involves multi-
plying a vector wt with the matrix C, the total runtime be-
comesO(nd 1∆ log1ǫ ). If n and d are both large, the runtime
of power iteration is better than that of SVD. Nonetheless,
it still largely depends on n and can be prohibitive when∆
is small. In order to reduce the dependence on ∆ or n, the
following variants of power iteration have been developed.
To reduce the dependence on∆, (Xu et al., 2018) proposed
power iteration with momentum (Power+M), which is a
simple variant of power iteration utilizing the momentum
idea of (Polyak, 1964). With the additional momentum
term, it can be written as
wt+1 = 2Cwt − βwt−1. (3)
In heavy ball power iteration (3), we have
(uTkwt)
2 ≤ βt(uTkw0)2
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if λk ≤ β and
(uTkwt)
2 = Θ
((
λk +
√
λ2k − β
)2t)
(uTkw0)
2
otherwise. Therefore, if β = λ22, it achieves the op-
timal rate of convergence resulting in the runtime of
O(nd 1√
∆
log1ǫ
)
, which greatly improves the dependence
on∆.
On the other hand, a stochastic algorithm utilizing a
stochastic gradient aita
T
it
wt rather than a full gradientCwt
is introduced in (Oja, 1982). Since it requires just one
data vector at a time, the computational cost per itera-
tion is significantly reduced. However, due to the vari-
ance of stochastic gradients, a sequence of diminishing
step sizes needs to be adopted in order to converge, mak-
ing its progress slow near an optimum. Built on a re-
cent stochastic variance-reduced gradient (SVRG) tech-
nique (Johnson & Zhang, 2013), (Shamir, 2015) proposed
a stochastic variance-reduced version of Oja’s algorithm
(VR-PCA). By utilizing stochastic variance-reduced gradi-
ents with a constant step size, this sophisticated stochas-
tic algorithm attains linear convergence, reducing the to-
tal runtime required to obtain an ǫ-accurate solution to
O(d(n+ 1∆2 )log 1ǫ ).
Other works on the power method include the noisy
(Hardt & Price, 2014), coordinate-wise (Lei et al.,
2016), and shifted-and-inverted (Garber & Hazan, 2015;
Garber et al., 2016) power methods. The noisy power
method considers the power method in noise setting and
(Balcan et al., 2016) extended it, providing an improved
gap-dependency analysis. The shifted-and-inverted power
method reduces the PCA problem to solving a series
of convex least squares problems, which can be solved
by optimization algorithms such as coordinate-descent
(Wang et al., 2018), SVRG (Garber & Hazan, 2015;
Garber et al., 2016), accelerated gradient descent or accel-
erated SVRG (Allen-Zhu & Li, 2016), and Riemannian
gradient descent (Xu, 2018). Due to the presence of fast
least squares solvers, the shifted-and-inverted approach
has received much attention. However, since it involves
solving a series of optimization problems, it is not simple
to implement and hard to parallelize while the variance-
reduced power methods are easy to implement and a single
iteration can be parallelized in the obvious way.
In this paper, we present a stochastic variance-reduced al-
gorithm (VR HB Power) for heavy ball power iteration
(3). While a stochastic variance-reduced power iteration
with momentum (VR Power+M) is introduced in (Xu et al.,
2018), it is not practical to use since it requires that the
size of the mini-batch needs to be sufficiently large. In
this work, we enhance the algorithm by adding a step size
which turns out to have a big impact. By incorporating the
step size, the proposed algorithm can work with any size
of the mini-batch. Given that the step size is appropriately
chosen depending on the size of the mini-batch, the algo-
rithm attains linear convergence to the first loading vector
as VR-PCA. Furthermore, if the size of the mini-batch is
chosen to be large, it attains accelerated convergence, out-
performing VR-PCA. Table 1 summarizes the state-of-the-
art.
For the algorithm, we provide a novel convergence analy-
sis where the resulting convergence statement provides a
bound for the ratio of two expectations that goes to zero
at a linear rate. This result is analogous to those of stochas-
tic variance-reduced gradient methods for convex optimiza-
tion and stronger than probabilistic statements, appearing
in (Shamir, 2015) and (Xu et al., 2018) in a sense that a
probability parameter δ does not constraint the size of the
mini-batch or the rate of convergence. Note that PCA stud-
ied herein is a non-convex problem and thus completely
different techniques are needed. In order to obtain a conver-
gence guarantee with high probability, the step size needs
to be arbitrarily small in (Shamir, 2015) and the batch size
needs to be arbitrarily large in (Xu et al., 2018). Comple-
mentary to them, our analysis does not have such require-
ments and the convergence is deterministically guaranteed
in terms of expectation terms.
Moreover, our analysis allows random initialization while
VR-PCA and VR Power+M do not. Since random initial-
ization of w˜0 results in |uT1 w˜0| ≤ O(1/
√
d)with high prob-
ability (Shamir, 2015), it is not trivial to obtain an initial
iterate w˜0 such that |uT1 w˜0| ≥ 1/2, especially when d is
large. To handle this issue, an initialization scheme that
samples a point from the standard Gaussian distribution in
R
d and performs a single power iteration is presented in
(Shamir, 2016). After some stochastic iterations, this pro-
cess yields an iterate w˜0 satisfying |uT1 w˜0| ≥ 1/2with high
probability. However, such an initialization scheme is not
essentially necessary since VR-PCA practically works well
with random initialization, as observed in (Shamir, 2015).
Our convergence analysis resolves this gap, showing that
the rate of convergence does not depend on how far an it-
erate is from u1 but is kept the same across iterations, as
in the case of deterministic power iteration. The frame-
work used in the convergence analysis is not specific to the
presented algorithm; it can be extended to analyze other
stochastic variance-reduced PCA algorithms such as VR-
PCA or VR Power+M, deriving in expectation bounds for
them and resolving their initialization issues.
Our work has the following contributions.
1. We present a stochastic variance-reduced algorithm
for heavy ball power iteration, which works with any
size of the mini-batch and attains acceleration in a
large-batch regime. Since there is no constraint on
the size of the mini-batch, it is more practical than
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Table 1. Comparison of stochastic variance-reduced methods for PCA and their convergence analyses. Algorithms are compared for two
regimes (small-batch and large-batch), and types of convergence guarantee and conditions for the angle between an initial iterate w˜0
and the first loading vector u1 are summarized. “Local” means that there is a restriction on the angle while “global” implies no such
restriction.
ALGORITHM
CONVERGENCE
(SMALL-BATCH)
ACCELERATION
(LARGE-BATCH)
CONVERGENCE GUARANTEE REFERENCE
VR-PCA
√ × PROBABILISTIC LOCAL (SHAMIR, 2015)
VR POWER+M × √ PROBABILISTIC LOCAL (XU ET AL., 2018)
VR HB POWER
√ √
EXPECTATION GLOBAL (THIS PAPER)
VR Power+M, and it outperforms VR-PCA in a large
batch-setting, especially when the eigen-gap ∆ is
small.
2. We provide a novel convergence analysis for the al-
gorithm. The convergence result does not require a
good initialization, yet provides a bound for the ratio
of two expectation terms, which has a similar form to
those of stochastic variance-reduced gradient methods
for convex optimization. The framework for the con-
vergence analysis is general, therefore can be used to
analyze other stochastic variance-reduced PCA algo-
rithms. To this end, we are the first to establish con-
vergence of VR-PCA and VR Power+M for any initial
vector and in expectation.
3. We report numerical experiments on diverse datasets
to investigate the empirical performance of the algo-
rithm. Experimental results show that our algorithm is
more efficient than VR-PCA in a large-batch setting,
especially when the eigen-gap is small and it outper-
forms VR-Power+M in all cases.
The paper is organized as follows. We present the algo-
rithm in Section 2 and the convergence analysis is provided
in Section 3. Some practical considerations regarding the
implementation of the algorithm are discussed in Section 4
and the experimental results are followed in Section 5.
2. Algorithm
In this section, we develop a stochastic variance-reduced
algorithm for heavy ball power iteration (3). For eigenval-
ues and eigenvectors of C, we assume that the eigenvalues
λ1, λ2, . . . , λd satisfy
λ1 > λ2 ≥ . . . ≥ λd ≥ 0
and the eigenvectors u1, u2, . . . , ud form an orthonormal
basis. Since a symmetric matrix is orthogonally diagonal-
izable, we can assume such eigenvectors exist without loss
of generality.
Variance reduction algorithms periodically compute the ex-
act gradient which is then used in the inner stochastic gradi-
ent type updates. This exact gradient reduces the variance
of this inner loop. In summary, a variance reduction algo-
rithm has an outer loop and an inner loop.
Let w˜s and wt denote an outer-loop and inner-loop iterate,
respectively. To get a stochastic variance-reduced gradient
of an inner loop iterate wt, we first decompose it into two
parts as
wt =
(w˜Ts wt)
‖w˜s‖2 w˜s +
(
I − w˜sw˜
T
s
‖w˜s‖2
)
wt
using the outer loop iterate w˜s. In the above decomposition,
the former term represents the projection ofwt on w˜s while
the latter term represents the remaining vector. Utilizing
the exact gradient g˜ at w˜s, the exact gradient at the first
term can be computed as
∇f
(
(w˜Ts wt)
‖w˜s‖2 w˜s
)
=
(w˜Ts wt)
‖w˜s‖2 Cw˜s =
(w˜Ts wt)
‖w˜s‖2 g˜.
On the other hand, a stochastic sample S is used to compute
a stochastic gradient at the second term as
1
|S|
∑
l∈S
ala
T
l
(
I − w˜sw˜
T
s
‖w˜s‖2
)
wt
resulting in the following stochastic variance-reduced gra-
dient gt at wt as
gt =
(w˜Ts wt)
‖w˜s‖2 w˜s +
1
|S|
∑
l∈S
ala
T
l
(
I − w˜sw˜
T
s
‖w˜s‖2
)
wt. (4)
With the use of the stochastic variance-reduced gradient gt,
we obtain a stochastic variance-reduced heavy ball power
iteration as
wt+1 ← 2
(
(1− η)wt + ηgt
)− βwt−1 (5)
where η ∈ (0, 1] is the step size and β is the momentum
parameter. Note that the deterministic update formula (3)
can be obtained from (5) when the step size η is set to 1 and
the exact gradient gt = Cwt is used.
As pointed out in (Allen-Zhu, 2018), it is important to keep
gt close to the exact gradient ∇f(wt) to obtain stochastic
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acceleration. An obvious way to achieve this goal is to set
the mini-batch size |S| large. If the size of the mini-batch
is large, the variance of the stochastic part in (4) becomes
small, so that more accurate gt can be obtained. Another
way to control the variance of gt is to decrease the step size
η. If the step size η is small, the angle between the outer
iterate w˜s and the inner iterate wt can be kept close to 0. If
the outer iterate w˜s is closely aligned with the inner iterate
wt, the first term dominates the second term in (4) making
gt close to the true gradient∇f(wt).
The mechanism of controlling the progress of the algorithm
using the step size η is not present in Power+M. As a result,
it fails to converge unless the mini-batch size |S| is suffi-
ciently large. To the contrary, our algorithm works with
any size of the mini-batch due to the presence of the step
size η. If |S| is small, since the variance of the stochastic
part is large, a small η needs to be chosen so that progress
is made near the outer iterate w˜s, making the inner iterate
wt closely aligned with the outer iterate w˜s. On the other
hand, if |S| is large, gt has a small variance even when it
is far from the outer iterate w˜s. Therefore, we can select a
large η to make rapid progress.
Summarizing all the above, we obtain VR HB Power exhib-
ited in Algorithm 1.
Algorithm 1 VR HB Power
Parameters: step size η, momentum β, mini-batch size
|S|, epoch lengthm
Input: data vectors ai, i = 1, . . . , n
Randomly initialize an outer iterate w˜0
for s = 0, 1, . . . do
g˜ ← 1n
∑n
l=1 ala
T
l w˜s
w0 ← w˜s
w1 ← (1− η)w0 + ηg˜
for t = 1, 2, . . . ,m− 1 do
Sample a mini-batch sample St uniformly at ran-
dom
gt ← 1|St|
∑
l∈St
ala
T
l
(
wt − (w
T
t
w0)w0
‖w0‖2
)
+
(wT
t
w0)
‖w0‖2 g˜
wt+1 ← 2
(
(1− η)wt + ηgt
)− βwt−1
end for
w˜s ← wm
end for
3. Convergence Analysis
In this section, we provide a convergence analysis for VR
HB Power. Before presenting the convergence analysis, we
first introduce some notations.
We define the sample covariance matrix Ct at inner itera-
tion t and the projection matrix P to the space orthogonal
to the outer iterate w0 = w˜s as
Ct =
1
|St|
∑
it∈St
aita
T
it , P = I −
w0w
T
0
‖w0‖2 . (6)
Using (6), we can write gt as
gt = ηCwt + η(Ct − C)Pwt.
Since St is sampled uniformly at random,we haveE[Ct] =
C. Taking the expectation on the dot product of uk and (5),
we obtain
E[uTkwt+1] = 2(1− η + ηλk)E[uTkwt]− βE[uTkwt−1].
Since an optimal solution of the PCA problem (1) is the
first eigenvector u1 of the covariancematrixC, the optimal-
ity gap is measured as
∑d
k=2(u
T
kwt)
2/(uT1 wt)
2, represent-
ing how closely wt is aligned with u1 (Golub & Van Loan,
2012). Note that if wt = u1, this ratio is 0. Our anal-
ysis studies it in expectation by providing a bound for∑d
k=2E[(u
T
kwt)
2]/E[(uT1 wt)
2].
Note that 1−η+ηλk ≥ 0 holds for every k since η ∈ (0, 1]
and λk ≥ 0. In the above, 2(1 − η + ηλk) corresponds to
2λk in the dot product of uk and (3). Taking the square of
it, we define
αk(η) = 4(1− η + ηλk)2
for 1 ≤ k ≤ d. Analogous to the optimal momentum pa-
rameter β = λ22 in (3), we also consider
β(η) = (1− η + ηλ2)2.
To characterize the variance of Ct − C, we define constant
K as
K = ‖E[(Ct − C)2]‖.
Furthermore, let Pi,j(K) denote a polynomial having the
form of
Pi,j(K) =
j∑
l=i
clK
l
and let pt(α, β) and qt(α, β) be recurrence polynomials sat-
isfying
pt(α, β) = (α− β)pt−1(α, β) − β(α − β)pt−2(α, β)
+ β3pt−3(α, β)
qt(α, β) = (α− β)qt−1(α, β)− β(α − β)qt−2(α, β)
+ β3qt−3(α, β)
for t ≥ 3 with
p0(α, β) = 1, p1(α, β) =
α
4
, p2(α, β) =
(α
2
− β
)2
,
q0(α, β) = 1, q1(α, β) = α, q2(α, β) = (α− β)2.
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Table 2. Comparison of the convergence rates of stochastic variance-reduced methods for PCA. The rates of convergence are obtained
by analyzing the convergence of each algorithm using the framework presented in Section 3. For each algorithm, g and h compose the
convergence rate ρ such that ρ = g + h.
ALGORITHM PARAMETERS g(·) h(·)
VR-PCA η,K
[
1 + ηλ2
1 + ηλ1
]
2m
η4P1,m(K)
VR POWER+M K
[
2λm2∑
1
j=0
(λ1 + (−1)j
√
λ1 + λ2
√
∆)m
]2
P1,m(K)
VR HB POWER η,K
[
2(1− η + ηλ2)m∑
1
j=0
(
1− η + ηλ1 + (−1)j
√
2− 2η + η(λ1 + λ2)
√
η∆
)m
]2
η4P1,m(K)
In the following Lemmas 3.1, 3.2, and 3.3, we consider a
single epoch, which corresponds to one inner loop iteration.
Lemma 3.1. For any 0 < η ≤ 1, we have
E[(uTkwt)
2] = pt(αk(η), β(η))E[(u
T
k w0)
2]
+ 4η2
t−1∑
r=1
qt−r−1(αk(η), β(η))E[wTr PMkPwr]
for 1 ≤ k ≤ d.
In Lemma 3.1, E[(uTkwt)
2] is decomposed into two parts.
The first term originates fromE[(uTkw0)
2]while the second
sum consisting ofE[wTt PMkPwt] stems from the stochas-
tic variance of gt −∇f(wt). Since the stochastic variance
needs to be appropriately controlled to obtain convergence,
we analyze it in the following lemma.
Lemma 3.2. For any 0 < η ≤ 1, we have
E[wTt PMkPwt] ≤ η2P1,t(K)
d∑
k=2
E
[
(uTkw0)
2
]
where 1 ≤ k ≤ d.
Lemma 3.2 provides an upper bound for E[wTt PMkPwt]
which is a function of η, K , and
∑d
k=2E[(u
T
kw0)
2]. The
upper bound can be interpreted in the following way. If the
step size η or
∑d
k=2 E[(u
T
kw0)
2] is small, iterate updates
are made near w0, and therefore wt is closely aligned with
w0. Since this makes gt close to the exact gradient∇f(wt),
the stochastic variance becomes small. On the other hand,
whenK is small (or |S| is large), the stochastic variance of
Ct − C becomes small, resulting in more accurate gt.
The next lemma establishes the error bound in expectation
within a single epoch.
Lemma 3.3. For any 0 < η ≤ 1, we have∑d
k=2 E[(u
T
kwm)
2]
E[(uT1 wm)
2]
≤ ρ(η,K)
∑d
k=2 E[(u
T
kw0)
2]
E[(uT1 w0)
2]
where
ρ(η,K) = g(η) + h(η,K)
and
g(η) =
pm(α2(η), β(η))
pm(α1(η), β(η))
, h(η,K) = η4P1,m(K).
Function g(η) is a decreasing function of η on (0, 1] and it
equals to
g(η) =
[
(1 − η + ηλ1 +
√
2− 2η + η(λ1 + λ2)
√
η∆)m
2(1− η + ηλ)m
− (1− η + ηλ1 −
√
2− 2η + η(λ1 + λ2)
√
η∆)m
2(1− η + ηλ)m
]−2
.
Moreover, there exists some 0 < η¯(K) such that for every
η ∈ (0, η¯(K)], we have
ρ(1, 0) ≤ ρ(η,K) < 1.
While Lemmas 3.1, 3.2 and 3.3 deal with a single epoch,
the next result establishes the convergence of the overall
algorithm.
Theorem 3.4. Suppose we execute Algorithm 1 for s
epochs starting from an initial unit vector w˜0 such that
uT1 w˜0 6= 0. There exists some 0 < η¯(K) such that for
every η ∈ (0, η¯(K)], we have
∑d
k=2 E[(u
T
k w˜s)
2]
E[(uT1 w˜s)
2]
≤ ρ(η,K)s
(
1− (uT1 w˜0)2
(uT1 w˜0)
2
)
(7)
where 0 < ρ(η,K) < 1.
Lemma 3.3 provides a convergence rate for a single epoch
where the rate of convergence ρ(η,K) consists of the ex-
pected rate g(η) and the additional variance term h(η,K)
arising from stochastic errors. Owing to the momentum
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term in (5), g(η) depends inversely on the square root of
the eigen-gap∆, making it appealing when ∆ is small. In
order to benefit from the
√
∆ term, η should not be too
small. However, as increasing η also enlarges h(η,K), K
must be controlled in order to achieve stochastic accelera-
tion. Since decreasing K does not affect g(η) but reduces
the stochastic variance term h(η,K), a large η can be tol-
erated with a small K . However, even if K is large, cor-
responding to a small mini-batch size, we can still obtain
convergence by choosing a sufficiently small η. Since the
stochastic variance term h(η,K) vanishes very quickly as
η approaches 0, we can always make ρ(η,K) smaller than 1
by selecting a sufficiently small η as showed in Lemma 3.3.
On the other hand, since g(η) is a decreasing function of η,
ρ(η,K) is lower bounded by ρ(1, 0) for any η ∈ (0, 1].
Compared to VR-PCA and VR Power+M, VR HB Power
is favorable since it works with any size of the mini-batch,
yet enjoys acceleration when the mini-batch size is suffi-
ciently large. Unlike VR Power+M, VR-PCA works with
any size of the mini-batch size but does not accelerate when
the size of the mini-batch is large since its rate does not
depend inversely on the square root of ∆. On the other
hand, although the convergence rate of VR Power+M has
an inverse dependency on the square root of∆, it lacks the
measure to control the progress of the algorithm, making it
fail to converge when the mini-batch size is not sufficiently
large. Moreover, even when the mini-batch size is large, its
performance cannot be superior to VR HB Power since it is
a special case of VR HB Power with η being 1. By appro-
priately choosing the step size η, VR HB Power performs
no worse than VR Power+M in all cases. Table 2 summa-
rizes the convergence rates of these algorithms. Note that
our convergence rate for VR Power+M is established by
setting η = 1 in the rate for VR HB Power. The rate for
VR-PCA is derived by using the recurrence polynomials
without the momentum term.
Theorem 3.4 provides a convergence result for the entire
algorithm. Specifically, it establishes the global linear con-
vergence of the algorithm where the ratio of the expecta-
tion of the components orthogonal to u1 to the expectation
of the component aligned with u1 goes to zero at a rate of
ρ(η,K) < 1. Note that the rate of convergence ρ(η,K)
does not depend on the epoch but is kept the same across
the epochs. Although VR-PCA and VR Power+M practi-
cally converge regardless of the initial iterate w˜0, there has
been no analysis proving their global convergence. How-
ever, by following the techniques developed in this section,
their global convergence is proved by our framework for
any initial iterate w˜0 and in expectation (as opposed to the
probabilistic statements in (Shamir, 2015) and (Xu et al.,
2018)).
Note that the condition η ∈ (0, η¯(K)] and ρ = ρ(η,K) can
be changed to there exists 0 < η2(K) such that for every
η1 ∈ (0, η2(K)) and η ∈ [η1, η2(K)], inequality (7) holds
for ρ = ρ(η1,K). This can be easily established based on
the proof.
4. Practical Considerations
In this section, we discuss some practical considerations
of the algorithm. First, to make the algorithm numerically
stable, we consider
wt ← wt/‖wt+1‖2, wt+1 ← wt+1/‖wt+1‖2
at the end of the inner loop after updating wt+1 as intro-
duced in (Xu et al., 2018). Since the above scaling scheme
does not impact the sample path of wt/‖wt‖, the same re-
sult can be obtained with numerical stability.
Another important issue is the estimation of λ2, which is
involved in determining the value of the momentum param-
eter. Using the two-loop structure of the algorithm and the
fact that the gradients of the outer-loop iterates w˜s are ex-
actly computed, we estimate λ2 using the two consecutive
outer-loop iterates w˜s−1 and w˜s at a regular interval.
Using the Rayleigh quotient and the second eigenvector u2
of the covariance matrix C, the second eigenvalue λ2 can
be expressed as
λ2 =
uT2 Cu2
uT2 u2
. (8)
In deterministic power iteration and its variants, an outer-
iterate w˜s first approaches the subspace spanned by u1
and u2 before converging to u1. After a number of outer-
iterations, vector w˜s can be approximated by a linear com-
bination of u1 and u2 and the component of u1 becomes
dominant as the iterations proceed.
Based on this observation, we estimate u2 using two con-
secutive outer-loop iterates w˜s and w˜s−1 as
uˆ2,s = w˜s−1 − (w˜Ts−1w˜s)w˜s. (9)
The idea of the above estimation is to project w˜s−1 to
the space orthogonal to w˜s. If w˜s ≈ u1 and w˜s−1 ≈
α1u1 + α2u2 for some α1, α2(6= 0), we have uˆ2,s ≈ u2.
By substituting u2 with uˆ2,s in (8), we obtain
λˆ2,s =
w˜Ts−1Cw˜s−1 − 2θsw˜Ts Cw˜s−1 + θ2sw˜Ts Cw˜s
1− θ2s
(10)
where
θs = w˜
T
s−1w˜s.
While two matrix-vector multiplications, Cw˜s−1 and Cw˜s,
are involved in computing (10), they incur no extra compu-
tation since they are the exact gradients of w˜s−1 and w˜s,
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which are computed regardless of the estimation. As a re-
sult, we can obtain λˆ2 by only computing inner products.
This update is repeated at the start of each outer-loop itera-
tion after computing g˜ followed by setting the momentum
parameter βs at outer iteration s as
βs = (1 − η + ηλˆ2,s)2.
5. Numerical Experiments
In this section, we numerically compare the performance
of VR HB Power with that of (i) Power, (ii) Power+M,
(iii) VR-PCA, and (iv) VR Power+M on finding the first
eigenvector u1 of covariance matrix C constructed by data
vectors ai, i = 1, . . . , n using real world datasets. We in-
clude variants of power iteration and other algorithms are
excluded due to the complexity of implementation.
5.1. Datasets
The datasets include ijcnn (Prokhorov, 2001), cover-
type (Blackard & Dean, 1999), YearPredictionMSD
(Bertin-Mahieux et al., 2011), MNIST (LeCun et al.,
1998), real-sim and rcv1 (Lewis et al., 2004) as summa-
rized in Tabel 3. All of them are obtained either from
the UCI repository (Dheeru & Karra Taniskidou, 2017) or
the LIBSVM library (Chang & Lin, 2011) and they are
carefully chosen to incorporate a variety of datasets in
terms of size and eigen-gap. The first four datasets are
Table 3. Datasets
DATASET n d SPARSITY λ2/λ1
ICJNN(TEST) 91,701 22 59.09 % 0.9921
COV 581,012 54 22.00 % 0.7894
MSD 463,715 90 100.00 % 0.6776
MNIST 70,000 764 1.96 % 0.7167
SIM 72,309 20,958 0.24 % 0.4053
RCV1 804,414 47,236 0.16 % 0.4289
standardized with a mean of zero and standard deviation of
one while the last two datasets are scaled to range between
0 and 1 to preserve their sparsity.
5.2. Settings
Since we consider the mini-batch setting of variance re-
duction methods (VR-PCA, VR Power+M, VR HB Power)
which have the two-loop structure, it is necessary to choose
the epoch length m and the mini-batch size |S|. For the
choice of m and |S|, it is common to select m and |S|
such that m · |S| = n. Following this principle, we con-
sider |S| = 1% · n and m = 100 for the small-batch
case and |S| = 5% · n and m = 20 for the large-batch
case. For the momentum parameter β in VR HB Power,
Power+M, and VR Power+M, we utilize the true value of
λ2 for Power+M and VR Power+M and consider both the
true value of λ2 (VR HB Power OM) and the adaptive es-
timation procedure of λ2 (VR HB Power AM) presented
in Section 4 for VR HB Power. For numerical stability,
the scaling scheme from Section 4 is also used for VR HB
Power and VR Power+M. To find the best performance, the
step sizes η in VR HB Power OM and VR-PCA are chosen
using grid search and the step size in VR HB Power AM is
set to that of VR HB Power OM.
5.3. Results
Figure 1 and Figure 2 display the experimental results for
the small and large batch cases, respectively. In the figures,
the x-axis represents the number of data points accessed
over the number of total data points and the y-axis repre-
sents the error gap, 1− (w˜Ts u1)2, in the log-scale. For each
case, the stochastic algorithms are repeated 10 times by
varying the random seed. The lines represent their means
and the values within one standard deviation away from the
means are shaded.
As shown in the figures, with the true value of λ2, VR HB
Power OM consistently outperforms the other algorithms
in both cases. Particularly, it surpasses the other algorithms
by a large margin when λ2/λ1 is close to 1 as seen in the
cases of ijcnn and cov. If λ2/λ1 is not large, its perfor-
mance is similar to that of VR-PCA in the small-batch set-
ting and slightly better in the large-batch setting as shown
in the cases of MNIST, sim, and rcv1. While VR-PCA is
competitive to VR HB Power OM when λ2/λ1 and |S| are
small, VR Power+M always falls behind VR-PCA and VR
HB Power OM. Moreover, it fails to converge in the small
batch setting of ijcnn and is sometimes inferior to Power
and Power+M.
On other hand, VR HB Power AM does not have the same
performance as VR HB Power OM. However, as λˆ2,s ap-
proaches λ2, it asymptotically attains the same rate of con-
vergence. If λ2/λ1 is close to 1, slow progress at the start
can be compensated by asymptotic performance as λˆ2,s ap-
proaches λ2. Also, the estimation of λ2 becomes stable if
the batch size is large. Therefore, it exhibits superior per-
formance to VR-PCA and VR Power+M when λ2/λ1 is
close to 1 and the size of the mini-batch is large as seen in
the cases of ijcnn and cov in Figure 2.
6. Conclusion
In this paper, we present a stochastic heavy ball power iter-
ation algorithm for solving PCA and present a convergence
analysis for it. By incorporating a step size, the presented
algorithm works with any size of the mini-batch and attains
acceleration if the mini-batch size is large, making it attrac-
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Figure 1. Experimental Results (small-batch)
tive in parallel settings. In the convergence analysis, we
show that our algorithm attains global linear convergence to
the first eigenvector of the covarince matrix in expectation.
This result is analogous to those of stochastic variance-
reduced gradient methods for convex optimization but has
been never shown for previous stochastic power iteration al-
gorithms since it requires completely different techniques.
We stress that our analysis is the first such analysis and
its framework can be applied to analyze previous stochas-
tic power iteration algorithms, showing their global linear
convergence in expectation. The experimental results show
that if λ2 is known, our algorithm consistently outperforms
other algorithms, especially when the eigen-gap is small.
Even if λ2 is unknown, our algorithm can be run with the
adaptive estimation procedure of λ2. The numerical exper-
iments exhibit that it still outperforms the previous stochas-
tic algorithms if the eigen-gap is small and the size of the
mini-batch is large.
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A. Supplimentary Material
A.1. Main Results
Proof of Lemma 3.1. From
w1 = (1− η)w0 + ηg˜
= (1− η)w0 + ηCw0,
we have
uTkw1 = (1− η)uTkw0 + ηuTkCw0
= (1− η)uTkw0 + ηλkuTkw0
= (1− η + ηλk)uTkw0. (11)
Taking the expectation of the square of (11), we obtain
E[(uTkw1)
2] = (1− η + ηλk)2E[(uTkw0)2] =
αk(η)
4
E[(uTkw0)
2]. (12)
Next, from (5), we have
wt+1 = 2
(
(1− η)wt + η 1|St|
∑
it∈St
aita
T
it
(
wt − (w
T
t w0)
‖w0‖2 w0
)
+
(wTt w0)
‖w0‖2 g˜
)
− β(η)wt−1
= 2
(
(1− η)wt + η 1|St|
∑
it∈St
aita
T
it
(
I − w0w
T
0
‖w0‖2
)
wt + C
w0w
T
0
‖w0‖2wt
)
− β(η)wt−1
= 2
(
(1− η)wt + ηCwt + η 1|St|
∑
it∈St
(aita
T
it − C)
(
I − w0w
T
0
‖w0‖2
)
wt
)
− β(η)wt−1
= 2
(
(1− η)wt + ηCwt + η(Ct − C)Pwt
)− β(η)wt−1, (13)
leading to
uTkwt+1 = 2
(
(1 − η + ηλk)uTkwt + ηuTk (Ct − C)Pwt
)− β(η)uTkwt−1. (14)
Taking the square of (14), we have
(uTkwt+1)
2 = 4(1− η + ηλk)2(uTkwt)2 + 4η2wTt P (Ct − C)ukuTk (Ct − C)Pwt + (β(η))2(uTkwt−1)2
+ 8η(1− η + ηλk)uTkwtuTk (Ct − C)Pwt − 4(1− η + ηλk)β(η)uTk wtuTkwt−1
− 4ηβ(η)uTk (Ct − C)PwtuTkwt−1. (15)
Since St is sampled uniformly at random, Ct is independent of S1, . . . , St−1 and identically distributed with E[Ct] = C.
Therefore,
E[uTkwt(Ct − C)Pwt] = E[E[uTkwtuTk (Ct − C)Pwt|w0, S1, . . . , St−1]] = E[uTkwtuTkE[Ct − C]Pwt] = 0.
Similarly, we have
E[uTk (Ct − C)PwtuTkwt−1] = 0. (16)
As a result, we obtain
E[(uTkwt+1)
2] = αk(η)E[(u
T
kwt)
2]− 2
√
αk(η)β(η)E[(u
T
k wt)(u
T
kwt−1)] + (β(η))
2E[(uTkwt−1)
2]
+ 4η2E[wTt PMkPwt]. (17)
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Using (11) and (12) for t = 1 in (17), we have
E[(uTkw2)
2] =
(αk(η)
2
− β(η)
)2
E[(uTkw0)
2] + 4η2E[wT1 PMkPw1]. (18)
Moreover, by using (14) with t − 1, multiplying it with uTkwt−1, taking expectation and using (16) with wt being wt−1
(which can be derived in the same way as (16)) , we have
E[(uTkwt)(u
T
kwt−1)] =
√
αk(η)E[(u
T
kwt−1)
2]− β(η)E[(uTkwt−1)(uTkwt−2)]. (19)
Using (19), we can further write (17) as
E[(uTkwt+1)
2] = αk(η)E[(ukwt)
2]− β(η)(2αk(η) − β(η))E[(uTkwt−1)2]
+ 2
√
αk(η)(β(η))
2E[(uTkwt−1)(u
T
kwt−2)] + 4η
2E[wTt PMkPwt]. (20)
With t− 1 in (17), we have
E[(uTkwt)
2] = αk(η)E[(u
T
kwt−1)
2]− 2
√
αk(η)β(η)E[(u
T
k wt−1)(u
T
kwt−2)] + (β(η))
2E[(uTkwt−2)
2]
+ 4η2E[wTt−1PMkPwt−1]. (21)
Adding (21) multiplied by β(η) to (20), we obtain
E[(uTkwt+1)
2] = (αk(η)− β(η))E[(uTk wt)2]− β(η)(αk(η)− β(η))E[(uTk wt−1)2] + (β(η))3E[(uTkwt−2)2]
+ 4η2E[wTt PMkPwt] + 4η
2β(η)E[wTt−1PMkPwt−1]. (22)
With t− 1 in (22), we finally have
E[(uTkwt)
2] = (αk(η)− β(η))E[(uTk wt−1)2]− β(η)(αk(η)− β(η))E[(uTk wt−2)2] + (β(η))3E[(uTkwt−3)2]
+ 4η2E[wTt−1PMkPwt−1] + 4η
2β(η)E[wTt−2PMkPwt−2] (23)
for t ≥ 3.
Using Lemma A.4 for E[(uTkwt)
2] defined by (12), (18), and (23) with
α = αk(η), β = β(η), L0 = E[(u
T
kw0)
2], Lt = 4η
2E[wTt PMkPwt],
we have
E[(uTkwt)
2] = pt(αk(η), β(η))E[(u
T
k w0)
2] + 4η2
t−1∑
r=1
qt−r−1(αk(η), β(η))E[wTr PMkPwr].
Proof of Lemma 3.2. From Lemma A.1, we have
E[wTt PMkPwt] ≤ E[‖Mk‖]E[‖Pwt‖2] ≤ KE[‖Pwt‖2]. (24)
By the definition of P in (6), we have
E[‖Pw0‖2] = E
[∥∥∥∥
(
I − w0w
T
0
‖w0‖2
)
w0
∥∥∥∥
2]
= E[‖w0 − w0‖2] = 0. (25)
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Using Lemma A.3, we obtain
E[‖Pw1‖2] = E
[∥∥∥∥
(
I − w0w
T
0
‖w0‖2
)(
ηw0 + ηCw0
)∥∥∥∥
2]
= E
[∥∥∥∥ηCw0 − ηw0wT0 Cw0‖w0‖2
∥∥∥∥
2]
= η2E
[
‖w0‖2
(
wT0 C
2w0
‖w0‖2 −
(wT0 Cw0)
2
‖w0‖4
)]
≤ 2η2E
[
‖w0‖2
(
λ21 − λ21
(uT1 w0)
2
‖w0‖2
)]
= 2η2λ21
d∑
k=2
E
[
(uTkw0)
2
]
(26)
where we have used the fact that u1, . . . , ud form an orthonormal basis for the last equality.
For t ≥ 2, we consider
Pwt = 2
(
P ((1 − η)I + ηC)wt−1 + ηP (Ct − C)Pwt−1
)− β(η)Pwt−2. (27)
Taking the squared norm of (27), we have
‖Pwt‖2 = ‖2P ((1− η)I + ηC)wt−1 − β(η)Pwt−2‖2 + 4η2‖P (Ct − C)Pwt−1‖2
+ 4η(2P ((1− η)I + ηC)wt−1 − β(η)Pwt−2)TP (Ct − C)Pwt−1. (28)
Similarly to (16), we have
E[(P ((1 − η)I + ηC)wt−1 − β(η)Pwt−2)TP (Ct − C)Pwt−1] = 0,
resulting in
E[‖Pwt‖2] = E[‖2P ((1− η)I + ηC)wt−1 − β(η)Pwt−2‖2] + 4η2E[‖P (Ct − C)Pwt−1‖2]. (29)
By the triangle inequality and (a+ b)2 ≤ 2(a2 + b2) for all a, b, we have
E[‖2P ((1− η)I + ηC)wt−1 − β(η)Pwt−2‖2] ≤ E[(‖2P ((1− η)I + ηC)wt−1‖+ β(η)‖Pwt−2‖)2]
≤ 2E[‖2P ((1− η)I + ηC)wt−1‖2] + 2(β(η))2E[‖Pwt−2‖2]. (30)
Using the definition of the spectral norm, we further have
E[‖2P ((1− η)I + ηC)wt−1‖2] = 4E[‖((1− η)I + ηC)Pwt−1 + η(PC − CP )wt−1‖2]
≤ 8E[‖((1− η)I + ηC)Pwt−1‖2] + 8E[‖η(PC − CP )wt−1‖2]
≤ 8E[‖(1− η)I + ηC‖2‖Pwt−1‖2] + 8η2E[‖PC − CP‖2‖wt−1‖2]
≤ 8(1− η + ηλ1)2E[‖Pwt−1‖2] + 8η2E[‖PC − CP‖2‖wt−1‖2]. (31)
From Lemmas A.2 and A.3, we have
E[‖PC − CP‖2‖wt−1‖2] ≤ E
[(
wT0 C
2w0
‖w0‖2 −
(wT0 Cw0)
2
‖w0‖4
)
‖wt−1‖2
]
≤ E
[
2
(
λ21 − λ21
(uT1 w0)
2
‖w0‖2
)
‖wt−1‖2
]
= E
[
2λ21
(
‖w0‖2 − (uT1 w0)2
)‖wt−1‖2
‖w0‖2
]
= 2λ21E
[‖wt−1‖2
‖w0‖2
d∑
k=2
(uTkw0)
2
]
(32)
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where we again have used the fact that u1, . . . , ud form an orthonormal basis for the last equality.
On the other hand, by observing that P 2 = P , we have
E[‖P (Ct − C)Pwt−1‖2] = E[wTt−1PMPPwt−1] ≤ E[‖MP ‖]E[‖Pwt−1‖2] ≤ KE[‖Pwt−1‖2]. (33)
Using (30), (31), (32), (33) in (29), we obtain
E[‖Pwt‖2] ≤ (8(1− η + ηλ1)2 + 4η2K)E[‖Pwt−1‖2] + 2(β(η))2E[‖Pwt−2‖2] + 16η2λ21E
[‖wt−1‖2
‖w0‖2
d∑
k=2
(uTkw0)
2
]
.
(34)
Using Lemma A.5 for E[‖Pwt‖2] defined by (25), (26), and (34) with
α = 8(1− η + ηλ1)2 + 4η2K, β = 2(β(η))2, Lt = 16η2λ21E
[ ‖wt‖2
‖w0‖2
d∑
k=2
(uTkw0)
2
]
,
we obtain
E[‖Pwt‖2] ≤ 16η2λ21
t−1∑
l=0
rt−l−1
(
8(1− η + ηλ1)2 + 4η2K, 2(β(η))2
)
E
[ ‖wl‖2
‖w0‖2
d∑
k=2
(uTkw0)
2
]
. (35)
For 0 ≤ t− l − 1 ≤ t− 1, we have
rt−l−1
(
8(1− η + ηλ1)2 + 4η2K, 2(β(η))2
) ≤ P0,t−l−1(K) (36)
where we use the fact that the power of η is bounded by 1 since η ∈ (0, 1].
Moreover, letting c¯ be defined as
c¯ = maxi=1,...,n
max|St|=i‖Cl − C‖2
‖E[(Cl − C)2]‖ ,
we have
max‖Cl − C‖2 ≤ c¯K.
Since∥∥∥∥
[
2
(
(1 − η)(I + ηC) + η(Cl − C)P
) −β(η)I
I 0
] ∥∥∥∥
2
≤ 2
∥∥∥∥
[
2(1− η)(I + ηC) −β(η)I
I 0
]∥∥∥∥
2
+ 8η2
∥∥∥∥
[
(Cl − C)P 0
0 0
] ∥∥∥∥
2
and ∥∥∥∥
[
(Cl − C)P 0
0 0
] ∥∥∥∥
2
=
∥∥(Cl − C)P∥∥2 ≤ ∥∥Cl − C∥∥2 ≤ c¯K,
we have ∥∥∥∥
[
2
(
(1− η)(I + ηC) + η(Cl − C)P
) −β(η)I
I 0
] ∥∥∥∥
2
≤ P0,1(K).
Taking the the squared Euclidean norm on the both sides of[
wl
wl−1
]
=
[
2
(
(1− η)(I + ηC) + η(Cld−1 − C)P
) −β(η)I
I 0
]
. . .
[
2
(
(1− η)(I + ηC) + η(C0 − C)P
) −β(η)I
I 0
] [
w0
0
]
,
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we have
‖wl‖2 ≤ ‖(wl, wl−1)‖2 ≤ P0,l(K)‖w0‖2. (37)
Using (36) and (37) for (35), we have
E[‖Pwt‖2] ≤ 16η2λ21
t−1∑
l=0
P0,t−l−1(K)P0,l(K)E
[ d∑
k=2
(uTkw0)
2
]
≤ η2P0,t−1(K)E
[ d∑
k=2
(uTkw0)
2
]
. (38)
Plugging (38) into (24), we finally obtain
E[wTt PMkPwt] ≤ η2P1,t(K)
d∑
k=2
E
[
(uTkw0)
2
]
.
Proof of Lemma 3.3. From Lemma 3.1, we have
E[(uT1 wm)
2] = pm(α1(η), β(η))E[(u
T
1 w0)
2] + 4η2
m−1∑
t=1
qm−t−1(α1(η), β(η))E[wTt PMkPwt]. (39)
Using
E[wTt PMkPwt] = E[w
T
t P (Ct − C)ukuTk (Ct − C)Pwt] = E[(wTt P (Ct − C)uk)2] ≥ 0
and (57) in Lemma A.4 since α1(η) > 4β(η), we have
E[(uT1 wm)
2] ≥ pm(α1(η), β(η))E[(uT1 w0)2]. (40)
On other hand, for 2 ≤ k ≤ d, using Lemma 3.1 and (58) in Lemma A.4 since αk(η) ≤ α2(η) = 4β(η), we have
E[(uTkwm)
2] = pm(αk(η), β(η))E[(u
T
k w0)
2] + 4η2
m−1∑
t=1
qm−t−1(αk(η), β(η))E[wTt PMkPwt]
≤ pm(α2(η), β(η))E[(uTk w0)2] + 4η4
m−1∑
t=1
qm−t−1(α2(η), β(η))E[wTt PMkPwt].
Moreover, using Lemma 3.2, we further have
E[(uTkwm)
2] ≤ pm(α2(η), β(η))E[(uTk w0)2] + 4η4
m−1∑
t=1
qm−t−1(α2(η), β(η))P1,t(K)
d∑
k=2
E[(uTkw0)
2]. (41)
Combining (40) and (41), we obtain
∑d
k=2 E[(u
T
kwm)
2]
E[(uT1 wm)
2]
≤
(
pm(α2(η), β(η))
pm(α1(η), β(η))
+
4η4(d− 1)∑m−1t=1 qm−t−1(α2(η), β(η))P1,t(K)
pm(α1(η), β(η))
)∑d
k=2 E[(u
T
kw0)
2]
E[(uT1 w0)
2]
.
Using (55) and (56) in Lemma A.4 since α1(η) > 4β(η), we have
qm−t−1(α2(η), β(η)) = (m− t)2(β(η))m−t−1, (β(η))m = pm(α2(η), β(η)) < pm(α1(η), β(η)).
Therefore, we obtain∑d
k=2 E[(u
T
kwm)
2]
E[(uT1 wm)
2]
≤
(
pm(α2(η), β(η))
pm(α1(η), β(η))
+ η4P1,m(K)
)∑d
k=2 E[(u
T
kw0)
2]
E[(uT1 w0)
2]
(42)
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where we used the fact that β(n) > ǫ for a fixed small enough ǫ and any η ≥ 0.
Next, let
ρ(η,K) = g(η) + c′η4K, g(η) =
pm(α2(η), β(η))
pm(α1(η), β(η))
.
Using (55) and (56) in Lemma A.4, we have
g(η) =
4m+1(β(η))m[(√
α1(η) +
√
α1(η)− 4β(η)
)m
+
(√
α1(η)−
√
α1(η) − 4β(η)
)m]2
=
[
2m+1(
√
β(η))m(√
α1(η) +
√
α1(η)− 4β(η)
)m
+
(√
α1(η)−
√
α1(η)− 4β(η)
)m
]2
(43)
=
[
2m+1(√
γ(η) +
√
γ(η)− 4)m + (√γ(η)−√γ(η)− 4)m
]2
(44)
where
γ(η) =
α1(η)
β(η)
=
4(1− η + ηλ1)2
(1− η + ηλ2)2 .
By Lemma A.6, we have g(0) = 1, g′(0) = −2m2(λ1 − λ2), and g′(η) < 0 for any η ∈ (0, 1], implying that g(η) is a
decreasing function of η on (0, 1]. Moreover, since g(η) is twice continuously differentiable on an open interval containing
0, by Taylor approximation at η = 0, we have
g(η) = 1− 2m2(λ1 − λ2)η + o(ηδ) (45)
for any 1 < δ < 2. For all subsequent analysis, any such δ would do it and we pick δ = 3/2 arbitrarily.
Plugging (45) into ρ(η,K), we have
ρ(η,K) = 1− 2m2(λ1 − λ2)η + o(η3/2) + c′η4K.
Since
∂
∂η
ρ(η,K)
∣∣
η=0
< 0, ρ(0,K) = 1
hold, there exist some η¯(K) > 0 such that for every 0 < η ≤ η¯(K), we have
ρ(1, 0) ≤ ρ(η,K) < 1.
The lower bound follows the fact that g(η) is decreasing and c′η4K ≥ 0.
Proof of Theorem 3.4. By Lemma 3.3, there exists some η¯(K) such that for every η ∈ (0, η¯(K)], we have
0 < ρ(1, 0) ≤ ρ(η,K) < 1.
By repeatedly applying∑d
k=2E[(u
T
k w˜s)
2]
E[(uT1 w˜s)
2]
=
∑d
k=2 E[(u
T
kwm)
2]
E[(uT1 wm)
2]
≤ ρ(η,K)
∑d
k=2 E[(u
T
kw0)
2]
E[(uT1 w0)
2]
= ρ(η,K)
∑d
k=2 E[(u
T
k w˜s−1)
2]
E[(uT1 w˜s−1)2]
,
we obtain ∑d
k=2 E[(u
T
k w˜s)
2]
E[(uT1 w˜s)
2]
≤ ρ(η,K)s
∑d
k=2 E[(u
T
k w˜0)
2]
E[(uT1 w˜0)
2]
= bigρ(η,K)s
(
1− (uT1 w˜0)2
(uT1 w˜0)
2
)
.
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A.2. Technical Lemmas
Lemma A.1. Let w be a vector in Rd, and let P ,M be d× d symmetric matrices. Then, we have
wTPMPw ≤ ‖M‖‖Pw‖2.
Proof. By the cyclic property of the trace, we have
wTPMPw = Tr[wTPMPw] = Tr[MPwwTP ].
Since PwwTP is positive semi-definite, we have
Tr[MPwwTP ] ≤ ‖M‖Tr[PwwTP ].
Again, by the cyclic property of the trace, we finally have
wTPMPw ≤ ‖M‖Tr[PwwTP ] = ‖M‖Tr[wTPPw] = ‖M‖‖Pw‖2.
Lemma A.2. Let w be a vector in Rd with ‖w‖ = 1 and let C be a d× d symmetric matrix. Then, for P = I − wwT , we
have
‖PC − CP‖2 = wTC2w − (wTCw)2.
Proof. Let U = PC − CP . Since the non-zero singular values of U are the square roots of the non-zero eigenvalues of
UTU , we focus on UTU . By definition of P , we have
U = (I − wwT )C − C(I − wwT ) = CwwT − wwTC,
resulting in
UTU = (CwwT − wwTC)T (CwwT − wwTC)
= wwTC2wwT − wwTCwwTC − CwwTCwwT + CwwTwwTC
= (wTC2w)wwT − (wTCw)wwTC − (wTCw)CwwT + CwwTC.
For any vector u in Rd, we have
UTUu = (wTC2w)wwT u− (wTCw)wwTCu− (wTCw)CwwT u+ CwwTCu
=
[
(wTC2w)(wT u)− (wTCw)(wTCu)]w + [wTCu − (wTCw)(wT u)]Cw (46)
meaning that that UTUu lies in the span of w and Cw. This implies that any eigenvector u for UTU corresponding to a
non-zero eigenvalue is of the form
u = c1w + c2Cw. (47)
By plugging (47) into (46), we have
UTUu = c1[(w
TC2w)− (wTCw)2]w + c2[wTC2w − (wTCw)2]Cw
= [(wTC2w)− (wTCw)2](c1w + c2Cw)
= [(wTC2w)− (wTCw)2]u.
We conclude that all eigenvalues of UTU are (wTC2w) − (wTCw)2 and possibly 0. Therefore, the spectral radius of
UTU is |(wTC2w)− (wTCw)2|. Since it is easy to check that P 2 = P and the expansion of ‖PCw‖2 results in
‖PCw‖2 = wTCP 2Cw = wTCPCw = (wTC2w) − (wTCw)2 ≥ 0,
we have
‖U‖2 = ‖PC − CP‖2 = wTC2w − (wTCw)2.
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Lemma A.3. Let C be a positive semi-definite d× d matrix and (λ1, u1) be the largest eigenpair of C. Then, for any unit
vector w in Rd, we have
wTC2w − (wTCw)2 ≤ 2λ21(1− (uT1 w)2).
Proof. Letting
w = (uT1 w)u1 + (I − u1uT1 )w,
we have after some manipulations
wTCw = λ1(u
T
1 w)
2 + wT (I − u1uT1 )C(I − u1uT1 )w (48)
and
wTC2w = λ21(u
T
1 w)
2 + wT (I − u1uT1 )C2(I − u1uT1 )w. (49)
Since the second terms in (48) and (49) are non-negative due to C being positive semi-definite, we have
λ1(u
T
1 w)
2 ≤ wTCw ≤ λ1, λ21(uT1 w)2 ≤ wTC2w ≤ λ21.
Therefore,
wTC2w − (wTCw)2 ≤ λ21(1− (uT1 w)4) = 2λ21(1 + (uT1 w)2)(1 − (uT1 w)2) ≤ 2λ21(1− (uT1 w)2)
where the last inequality follows from (uT1 w)
2 ≤ ‖u1‖2‖w‖2 = 1.
Lemma A.4. Let wt be a sequence of real numbers such that
wt = (α− β)wt−1 − β(α − β)wt−2 + β3wt−3 + Lt−1 + βLt−2
for t ≥ 3 and w0 = L0, w1 = α4L0, w2 =
(
α
2 − β
)2
L0 + L1. Then, we have
wt = pt(α, β)L0 +
t−1∑
r=1
qt−r−1(α, β)Lr (50)
where pt(α, β) and qt(α, β) are recurrence polynomials defined as
pt(α, β) = (α − β)pt−1(α, β) − β(α− β)pt−2(α, β) + β3pt−3(α, β) (51)
qt(α, β) = (α − β)qt−1(α, β) − β(α − β)qt−2(α, β) + β3qt−3(α, β) (52)
for t ≥ 3 with
p0(α, β) = 1, p1(α, β) =
α
4
, p2(α, β) =
(α
2
− β
)2
, (53)
q0(α, β) = 1, q1(α, β) = α, q2(α, β) = (α− β)2. (54)
Moreover, for t ≥ 0, we have
• if 0 ≤ α = 4β,
pt(4β, β) = β
t ≥ 0, qt(4β, β) = (t+ 1)2βt ≥ 0. (55)
• if 0 ≤ 4β < α,
pt(α, β) =
[
1
2
(√
α
2
+
√
α− 4β
2
)t
+
1
2
(√
α
2
−
√
α− 4β
2
)t]2
> pt(4β, β) ≥ 0, (56)
qt(α, β) =
1
α− 4β
[(√
α
2
+
√
α− 4β
2
)t+1
−
(√
α
2
−
√
α− 4β
2
)t+1]2
≥ 0. (57)
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• if 0 ≤ α < 4β,
pt(α, β) ≤ pt(4β, β), qt(α, β) ≤ qt(4β, β). (58)
Proof. It is easy to check that w0, w1, and w2 satisfy (50). Suppose that (50) holds for t− 1, t− 2, t− 3. Then, we have
wt = (α− β)wt−1 − β(α− β)wt−2 + β3wt−3 + Lt−1 + βLt−2
= pt(α, β)L0 + Lt−1 + αLt−2 + (α− β)2Lt−3 +
t−4∑
r=1
qt−r−1(α, β)Lr
= pt(α, β)L0 +
t−1∑
r=1
qt−r−1(α, β)Lr.
Therefore, (50) holds by induction.
Next, we prove (55), (56), (57) and (58). The characteristic equation of (51) is
r3 − (α− β)r2 + β(α − β)r − β3 = 0. (59)
If 0 ≤ α = 4β, (59) has a cube root of r = β. From initial conditions (53) and (54), we obtain
pt(4β, β) = β
t ≥ 0, qt(4β, β) = (t+ 1)2βt ≥ 0. (60)
If 0 ≤ 4β < α, the roots of (59) are
r = β,
α− 2β
2
+
√
α2 − 4αβ
2
,
α− 2β
2
−
√
α2 − 4αβ
2
.
With initial conditions (53), we obtain
pt(α, β) =
1
4
(
α− 2β
2
+
√
α2 − 4αβ
2
)t
+
1
4
(
α− 2β
2
−
√
α2 − 4αβ
2
)t
+
1
2
βt
=
[
1
2
(√
α
2
+
√
α− 4β
2
)t
+
1
2
(√
α
2
−
√
α− 4β
2
)t]2
.
The second equality can be verified by expanding the square expression.
By the Binomial Theorem and the fact that α > 4β, we have
pt(α, β) ≥ 1
2
(
α− 2β
2
)t
+
1
2
βt > βt ≥ 0.
On the other hand, using (54), we have
qt(α, β) =
1
α− 4β
[(
α− 2β
2
+
√
α2 − 4αβ
2
)t+1
+
(
α− 2β
2
−
√
α2 − 4αβ
2
)t+1
− 2βt+1
]
=
1
α− 4β
[(√
α
2
+
√
α− 4β
2
)t+1
−
(√
α
2
−
√
α− 4β
2
)t+1]2
≥ 0.
Again, the second equality can be established by expanding the square expression.
If 0 ≤ α < 4β, the roots of (59) are
r = β,
α− 2β
2
+
√
4αβ − α2
2
i,
α− 2β
2
−
√
4αβ − α2
2
i.
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Setting
cos θp =
α− 2β
2β
, sin θp =
√
4αβ − α2
2β
it is easy to verify that
pt(α, β) =
1
4
βt
[
cos θp + i sin θp
]t
+
1
4
βt
[
cos θp − i sin θp
]t
+
1
2
βt
=
1
4
(eiθt + e−iθt)βt +
1
2
βt
=
1
4
|eiθt + e−iθt|βt + 1
2
βt
≤ 1
4
(|eiθt|+ |e−iθt|)βt + 1
2
βt
= βt.
Moreover, with
cos θq =
α− 2β
2β
, sin θq =
√
4αβ − α2
2β
, cos φq = 1− α
2β
, sin φq = −
√
4αβ − α2
2β
,
it can be seen by using elementary calculus that
qt(α, β) =
[
2β
4β − α +
2β
4β − αcos(φq + tθq)
]
βt. (61)
Let
Q(t) =
qt(4β, β)− qt(α, β)
βt
.
Then, from (51) and (53), we have
Q(0) = 0, Q(1) =
4β − α
β
, Q(2) =
(4β − α)(2β + α)
β2
, Q(3) =
(α2 + 4β2)(4β − α)
β3
(62)
resulting in
Q(2)−Q(0) = (4β − α)(2β + α)
β2
≥ 0, Q(3)−Q(1) = (α
2 + 3β2)(4β − α)
β3
≥ 0. (63)
In order to showQ(t) ≥ 0 for t ≥ 0, we proveQ(t+2)−Q(t) ≥ 0 for t ≥ 0. Using (60), (61) and standard trigonometric
equalities, it follows that
Q(t+ 2)− 2Q(t) +Q(t− 2) = 8 + 2α
β
cos(φq + tθq).
In turn, we have
Q(t+ 2)−Q(t) = Q(t)−Q(t− 2) + 8 + 2α
β
cos(φq + tθq)
≥ Q(t)−Q(t− 2) + 8− 2α
β
= Q(t)−Q(t− 2) + 2(4β − α)
β
≥ Q(t)−Q(t− 2). (64)
From (62), (63), and (64), we obtain Q(t) ≥ 0 for t ≥ 0 implying
qt(α, β) ≤ qt(4β, β)
for t ≥ 0.
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Lemma A.5. Let wt be a sequence of non-negative real numbers such that
wt ≤ αwt−1 + βwt−2 + Lt−1
for t ≥ 2 with w0 = 0, w1 ≤ L0. If α, β ≥ 0, we have
wt ≤
t−1∑
l=0
rt−l−1(α, β)Ll (65)
where rt(α, β) is a recurrence polynomial defined as
rt(α, β) = αrt−1(α, β) + βrt−2(α, β) (66)
for t ≥ 2 with
r0(α, β) = 1, r1(α, β) = α. (67)
Proof. From w0 = 0 and w1 ≤ L0, it is obvious that (65) holds for t = 0 and t = 1. Suppose that (65) holds for t− 1 and
t− 2. Then, we have
wt ≤ αwt−1 + βwt−2 + Lt−1
≤ α
t−2∑
l=0
rt−l−2(α, β)Ll + β
t−3∑
l=0
rt−l−3(α, β)Ll + Lt−1
= Lt−1 + αLt−2 +
t−3∑
l=0
(αrt−l−2(α, β) + βrt−l−3(α, β))Ll
=
t−1∑
l=0
rt−l−1(α, β)Ll.
Therefore, by mathematical induction, (65) holds for every t.
Lemma A.6. For
g(η) =
[
2m+1
h(η)
]2
where
h(η) =
(√
γ(η) +
√
γ(η)− 4)m + (√γ(η)−√γ(η)− 4)m, γ(η) = 4(1− η + ηλ1)2
(1− η + ηλ2)2 ,
we have
g(0) = 1, g′(0) = −2m2(λ1 − λ2),
and
g′(η) < 0
for any η ∈ (0, 1].
Proof. Since γ(0) = 4, it is obvious that g(0) = 1 holds. Next, by differentiating γ(η), we have
γ′(η) =
8(1− η + ηλ1)(λ1 − λ2)
(1− η + ηλ2)3 > 0
for η ∈ (0, 1].
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Using the chain rule on (44), we obtain
g′(η) = −2γ′(η)
[
2m+1
h(η)
]
·
{[
1
2
√
γ(η)
+
1
2
√
γ(η)− 4
][
m2m+1
(√
γ(η) +
√
γ(η)− 4)m−1
h(η)
]
+
[
1
2
√
γ(η)
− 1
2
√
γ(η)− 4
][
m2m+1
(√
γ(η)−
√
γ(η)− 4)m−1
h(η)
]}
= −m2
m+1γ′(η)
√
g(η)
h(η)2
[
1√
γ(η)
[(√
γ(η) +
√
γ(η)− 4)m−1 + (√γ(η)−√γ(η)− 4)m−1]
+
1√
γ(η)− 4
[(√
γ(η) +
√
γ(η)− 4)m−1 − (√γ(η)−√γ(η)− 4)m−1]
]
.
By the Binomial theorem, we have
(√
γ(η) +
√
γ(η)− 4)m−1 = m−1∑
k=0
(
m− 1
k
)(√
γ(η)− 4)k(√γ(η))m−k−1
and
(√
γ(η)−
√
γ(η)− 4)m−1 = m−1∑
k=0
(
m− 1
k
)(−√γ(η)− 4)k(√γ(η))m−k−1,
resulting in
(√
γ(η) +
√
γ(η)− 4)m−1 + (√γ(η)−√γ(η)− 4)m−1 = 2 ⌊(m−1)/2⌋∑
k=0
(
m− 1
2k
)(√
γ(η)− 4)2k(√γ(η))m−2k−1
(68)
and
(√
γ(η) +
√
γ(η)− 4)m−1 − (√γ(η)−√γ(η)− 4)m−1 = 2 ⌊(m−2)/2⌋∑
k=0
(
m− 1
2k + 1
)(√
γ(η)− 4)2k+1(√γ(η))m−2k−2.
As a result, we have
g′(η) = −m2
m+2γ′(η)
√
g(η)
h(η)2
·
[⌊(m−1)/2⌋∑
k=0
(
m− 1
2k
)(√
γ(η)− 4)2k(√γ(η))m−2k−2
+
⌊(m−2)/2⌋∑
k=0
(
m− 1
2k + 1
)(√
γ(η)− 4)2k(√γ(η))m−2k−2
]
.
Since γ′(η) > 0, γ(η) > 4 and h(η) > 0 implying
√
g(η) > 0 for η ∈ (0, 1], we have g′(η) < 0 for any η ∈ (0, 1]. Fact
h(η) > 0 can be established by usingm instead ofm− 1 in (68). Moreover, for η = 0, we have
g′(0) = −2m2(λ1 − λ2).
