Abstract-A point of a discrete object is called simple if it can be deleted from this object without altering topology. In this paper, we present new characterizations of simple points, which hold in dimensions 2, 3, and 4 and lead to efficient algorithms for detecting such points. In order to prove these characterizations, we establish two confluence properties of the collapse operation which hold in the neighborhood of a point in spaces of low dimension. We develop this work in the framework of cubical complexes, which provides a sound topological basis for image analysis and retrieves the main notions and results of digital topology, in particular the notion of simple point.
INTRODUCTION
T OPOLOGY-PRESERVING operators, such as homotopic skeletonization and thinning, are used in many applications of image analysis to transform an object while leaving unchanged its topological characteristics. Applications in 2D and 3D are already widely spread. In particular, skeletons are often used as a simplification of the original data, which facilitates shape recognition, registration, or animation. Fig. 1 shows examples of 3D skeletons of different kinds: surfacic (Fig. 1a) , curvilinear (Fig. 1b) , and ultimate (Fig. 1c) .
With the emergence of fast 3D image acquisition devices, such as medical X-ray and MRI scanners, there is a growing interest in considering a time sequence of 3D objects as a coherent 4D structure. For example, the segmentation of a moving heart muscle can be facilitated in this way [12] .
In discrete grids (Z Z 2 , Z Z 3 , Z Z 4 ), a topology-preserving transformation can be defined due to the notion of simple point [19] : Intuitively, a point of an object (a subset of Z Z n ) is called simple if it can be deleted from this object without altering topology. This notion, pioneered by Duda et al. [14] , Golay [16] , and Rosenfeld [25] , has since been the subject of abundant literature. In particular, local characterizations of simple points have been proposed in which efficient implementation of thinning procedures is based.
Let us informally illustrate the notion of simple point through some examples, first in 2D, then in 3D. In Fig. 2 , the points (or pixels) x, y, z, t are not simple: The removal of x from the set X of pixels would create a new connected component of the complement X of X, the removal of y would merge two connected components of X, the removal of z would split a connected component of X, and the removal of t would delete a connected component of X. On the other hand, the pixels a, b, and c are simple pixels. We see that, in 2D, the notion of connectedness (for both X and X) suffices to characterize simple pixels.
Things are more difficult in 3D. Consider the example of the set X depicted in Fig. 3 ; removing the voxel x or the voxel y from X would not split, merge, create, or suppress any component of X nor any component of X. However, neither x nor y is simple, for the deletion of x (respectively, y) causes the suppression (respectively, creation) of a tunnel. Surprisingly, it is still possible to characterize 3D simple points by local conditions, which are only based on connectedness (see [1] , [7] , [26] ), but connectedness alone is not sufficient to characterize 4D simple points. This paper is settled in the framework of cubical complexes. Abstract (cubical) complexes have been promoted in particular by Kovalevsky [21] in order to provide a sound topological basis for image analysis. For instance, in this framework, we retrieve the main notions and results of digital topology, such as the notion of simple point. Intuitively, a cubical complex may be thought of as a set of elements having various dimensions (e.g., cubes, squares, edges, vertices) glued together according to certain rules (see Fig. 4 ).
The collapse operation is an elementary topology-preserving transformation, which has been introduced by Whitehead [27] , and plays an important role in combinatorial topology; it can be seen as a discrete analog of a continuous deformation. It consists of removing two distinct elements ðf; gÞ from a complex X under the condition that g is contained in f and is not contained in any other element of X, such a pair of elements is called a free pair. This operation may be repeated several times (see X, X 1 , X 2 in Fig. 4 ).
We use a definition of simple point ( [3] , see also [6] ) based on the collapse operation. If X is a complex and x is a square in X, then we define the detachment of x from X as the complex obtained by removing from X the square x and all of the elements of X (edges, vertices), which are only contained in x. For example, the complex X 2 (respectively, X 4 ) is the detachment of x (respectively, y) from X. Schematically, a point (or element) x in an object X is said to be simple if X collapses onto the detachment of x from X. For example in Fig. 4 , the element x is simple for X, as proved by the sequence X, X 1 , X 2 . On the other hand, the element y is not simple for X: we can see that X collapses onto X 3 but not onto X 4 , which is the detachment of y from X. Notice that this definition of simple points makes sense in any dimension.
We present new characterizations of 2D, 3D, and 4D simple points based on the collapse (Theorems 14 and 15), which lead to simple greedy linear-time algorithms for simplicity checking. We also retrieve in our framework, a characterization of 4D simple points established by Kong [18] and some previously proposed characterizations of 3D simple points [18] , [1] , [7] , [26] .
In order to prove these characterizations, we establish some confluence properties of the collapse (Theorems 12 and 13). To informally illustrate such a property, let us consider a full rectangle R in the discrete plane. It is plain that R collapses onto a single point. Let S be any subset of R such that R collapses onto S, a confluence property states that S must also collapse onto a point.
Surprisingly, this property does not hold in the 3D space due to the existence of "topological monsters" such as Bing's house. In Fig. 5 , we see a classical representation of Bing's house. The house has two rooms separated by a floor; one can enter the lower room of the house by the chimney passing through the upper room and vice versa.
This object can be obtained by collapse from a full cuboid (see Section 4). Nevertheless, it does not collapse onto any of its subsets: This object has no free pair.
In this paper, we show that confluence properties of the collapse indeed hold in the neighborhood of a point when the dimension of the space is such that this neighborhood is not large enough to contain such counterexamples.
This paper is self-contained. Some of the results presented here were stated, without proofs, in a conference paper [11] .
CUBICAL COMPLEXES
In this section, we briefly recall some basic definitions on complexes, see also [5] and [4] for more details. We consider here d-dimensional complexes, mainly with 0 d 4.
Let S be a set. If T is a subset of S, we write T S. We denote by jSj the number of elements of S.
Let Z Z be the set of integers. We consider the families of sets . X: a two-dimensional complex. X 1 : A complex such that X collapses onto X 1 ; a free pair composed of a square and an edge has been removed. X 2 : A complex such that X 1 collapses onto X 2 (a free pair composed of an edge and a vertex has been removed), hence X collapses onto X 2 . X 3 : A complex such that X collapses onto X 3 . X 4 : A complex that is the detachment of y from X.
Observe that any nonempty intersection of faces is a face. For example, the intersection of two 2-faces A and B may be either a 2-face (if A ¼ B), a 1-face, a 0-face, or the empty set.
We denote by Fig. 6 ).
Let f be a face in
Any g 2f is a face of f, and any g 2f Ã is a proper face of f. If X is a finite set of faces in IF d , we write
À is the closure of X (see Fig. 7e ). A set X of faces in IF d is a cell or an m-cell if there exists an m-face f 2 X, such that X ¼f. The boundary of a cellf is the setf Ã . For example, a 2-cell is composed of nine faces: a square, four edges, and four points. Its boundary is composed of all of these faces but the square (see Fig. 8 ).
A finite set X of faces in
Any subset Y of a complex X, which is also a complex, is a subcomplex of X. If Y is a subcomplex of X, we write Y " X. If X is a complex in IF d , we also write X " IF d . An example of a complex is shown in Fig. 7e , and examples of sets of faces that are not complexes are shown in Figs. 7b, 7c, and 7d. Also, in Figs. 3 and 9, some complexes are represented. Notice that any cell is a complex.
Let X IF d , f 2 X, and m ¼ dimðfÞ. We say that f is a facet of X or an m-facet of X if there is no g 2 X such that f 2ĝ Ã , in other words, if f is maximal for inclusion. We denote by X þ the set composed of all facets of X (see Fig. 7d ). If X is a complex, observe that in general, X þ is not a complex, and that ½X þ À ¼ X. More generally, for any
Xg is the dimension of X. We say that X is an m-complex if dimðXÞ ¼ m. We say that X is pure if, for each f 2 X þ , we have dimðfÞ ¼ dimðXÞ. The complexes in Figs. 9a and 9f are pure, while those in Figs. 9b, 9c, 9d, and 9e are not.
Let X IF d be a set of faces. A sequence ¼ hf 0 ; . . . ; f ' i of faces of X is a path in X (from f 0 to f ' ) if, for each
We say that X is connected if, for any two faces f, g in X, there is a path from f to g in X; otherwise, we say that X is disconnected. We say that Y 6 ¼ ; is a (connected) component of X if Y X; Y is connected and if Y is maximal for these properties (i.e., we have Z ¼ Y whenever Y Z X and Z is connected). Notice that the empty set is connected but has no connected component.
If X is an m-complex with m 1, then X is also called a graph (see [15] ). Examples of graphs can be seen in Figs. 17 and 18. Let X be a graph and let ¼ hf 0 ; . . . ; f ' i be a path in X such that dimðf 0 Þ ¼ dimðf ' Þ ¼ 0. The path is said to be closed whenever f 0 ¼ f ' , it is a trivial path whenever ' ¼ 0, it is said to be elementary if its faces are all distinct except possibly f 0 ¼ f ' . A graph that is constituted by the faces of a nontrivial elementary closed path is called a cycle. The graph X is acyclic if none of its subcomplexes is a cycle. A connected and acyclic graph is a tree.
COLLAPSE AND SIMPLE SETS
Intuitively, a subcomplex of a complex X is simple if its removal from X "does not change the topology of X." In this section, we recall a definition of a simple subcomplex based on the operation of collapse [27] , [15] , which is a discrete analog of a continuous deformation (a homotopy).
Let X be a complex in IF d and let f 2 X. If there exists one face g 2f Ã such that f is the only face of X that strictly includes g, then g is said to be free for X and the pair ðf; gÞ is said to be a free pair for X. Notice that, if ðf; gÞ is a free pair, then we necessarily have f 2 X þ and dimðgÞ ¼ dimðfÞ À 1. Let X be a complex, and let ðf; gÞ be a free pair for X. Let m ¼ dimðfÞ. The complex X n ff; gg is an elementary collapse of X or an elementary m-collapse of X. Let X, Y be two complexes. We say that X collapses onto Y if Y ¼ X or if there exists a collapse sequence from X to Y , i.e., a sequence of complexes hX 0 ; . . . ; X ' i such that X 0 ¼ X, X ' ¼ Y , and X i is an elementary collapse of X iÀ1 , for each i 2 f1; . . . ; 'g. If X collapses onto Y and Y is a complex made of a single point, we say that X is collapsible. Fig. 9 illustrates a collapse sequence (see also Fig. 4 ). Observe that, if X is a cell of any dimension, then X is collapsible. Also, a graph is a tree if and only if it is collapsible [15] . Furthermore, it may easily be seen that the collapse operation preserves the number of connected components.
In Fig. 10 , we illustrate the fact that the collapse operation corresponds, in our discrete framework, to the intuitive notion of a continuous deformation. More precisely, although still informally, let us consider the embedding of a complex X in IR d , defined as the subset e X of IR d , which is the union of all points, segments, squares (pieces of surface), cubes (volumes), and hypercubes corresponding to all the cells of X. Then, for any subcomplex Y of X such that X collapses onto Y , the embedding e Y of Y is the image of e X by a so-called deformation retraction ( [18, Proposition 10] ). The notion of deformation retraction formalizes, in the framework of homotopy theory, the intuitive idea of continuously shrinking a space into a subspace.
We say that the collapse sequence hX 0 ; . . . ; X ' i is decreasing if, for any i 2 f1; . . . ; ' À 1g, we have m ! m 0 whenever X i is an elementary m-collapse of X iÀ1 and X iþ1 is an elementary m 0 -collapse of X i . For example, in Fig. 9 , the collapse sequence ha; b; c; d; ei is decreasing, but ha; b; c; d; e; fi is not decreasing.
Let hX 0 ; . . . ; X ' i be a collapse sequence. Suppose that X i ¼ X iÀ1 n ff; f 0 g, where ðf; f 0 Þ is a free pair for X iÀ1 , and that X iþ1 ¼ X i n fg; g 0 g, where ðg; g 0 Þ is a free pair for X i , with dimðgÞ > dimðfÞ. The face f cannot be in g or in g 0 , thus ðg; g 0 Þ is also a free pair for X iÀ1 and ðf; f 0 Þ is also a free pair for X iÀ1 n fg; g 0 g. From these observations, we conclude that the sequence obtained by exchanging these two elementary collapse operations is still a collapse sequence from X 0 to X ' . By induction, this proves the following property (see also [28] ), which will be used later.
then there exists a decreasing collapse sequence from X to Y .
Let X, Y be two complexes. Let Z be such that X \ Y " Z " Y , and let f, g 2 Z n X. The pair ðf; gÞ is a free pair for X [ Z if and only if ðf; gÞ is a free pair for Z. Thus, by induction, we have the following property (a complete proof is given in the Appendix).
The operation of detachment allows us to remove a subset from a complex, while guaranteeing that the result is still a complex.
The set X Y is a complex that is the detachment of
In the following, we will be interested in the case where Y is a single cell. For example, we see a complex X (Fig. 9a ) containing a 3-cellf and X f is depicted in Fig. 9f .
Let us now recall here a definition of simplicity based on the collapse operation. Kong [18] gave a similar definition, in the framework of a continuous Euclidean space.
Definition 4 [3] . Let Y X; we say that Y is simple for X if X collapses onto X y.
The collapse sequence displayed in Figs. 9a, 9b, 9c, 9d, 9e, and 9f shows that the cellf is simple for the complex depicted in Fig. 9a .
Since it is well known that collapse is a topologypreserving operation, we see that Definition 4 indeed captures the intuitive idea underlying usual definitions of a simple point, that is, a point of an object that may be deleted without altering the topological characteristics of this object.
The notion of attachment, as introduced by Kong [17] , [18] , leads to a local characterization of simple sets.
Let
Proposition 5 is a special case of Proposition 2 as
The complex Y is simple for X if and only if Y collapses onto AttðY ; XÞ. Fig. 11 shows the attachments of simple pixels a, b, and c and nonsimple pixels x, y, z, and t in Fig. 2 . We invite the reader to use these examples to illustrate Proposition 5. The 2-cells a, b, and c obviously collapse on their attachment; they correspond to simple pixels. On the other hand, it can be checked that no collapse sequence can be found from x, y, z, or t to their attachment: They all correspond to nonsimple pixels.
Let informally us introduce the Schlegel diagrams as a graphical representation for visualizing the attachment of a cell. In Fig. 12a , the boundary of a 3-cellf and its Schlegel diagram are depicted. The interest of this representation lies in the fact that a structure likef Ã lying in the 3D space may be represented in the 2D plane. Notice that one 2-face of the boundary, here the square fe; f; h; gg, is not represented like the other ones in the Schlegel diagram, but we may consider that it is represented by the outside space.
As an illustration of Proposition 5, Fig. 12b shows (both directly and by its Schlegel diagram) the attachment off for the complex X in Fig. 9a and we can easily verify thatf collapses onto Attðf; XÞ. Also, Fig. 12c shows Attðx; XÞ (see Fig. 3 ) and we can verify by Proposition 5 that x is not simple.
Representing 4D objects is not easy. To start with, let us consider Fig. 13a , where a representation of the 3D complex X in Fig. 9a is given under the form of two horizontal cross sections, each black dot representing a 3-cell.
In a similar way, we may represent a 4D object by its "3D sections," as the object Y in Fig. 13b . Such an object may be thought of as a "time series of 3D objects." In and the 4-cell h. Also, the 2-cell I (respectively the 1-cell J,
. The two 2-cells that are the intersections of g with, respectively, m and n, are both included in the 3-cell H.
Observe that the cell g is not simple (its attachment is not connected).
The following property easily follows from the definition of the boundary of a face and may be checked in Fig. 14a .
Proposition 6. Let f be a 4-face. Then,
any 2-face off
Ã is included in exactly two 3-faces off Ã , 2. any 1-face off Ã is included in exactly three 3-faces of f Ã , and 3. any 1-face off Ã is included in exactly three 2-faces off Ã .
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Fig. 11. Attachments (in black) of simple pixels a, b, and c and nonsimple pixels x, y, z, and t in Fig. 2 . The attachment off for X (see Fig. 9a ). (c) The attachment ofx for X (see Fig. 3 ). Fig. 13b , which is not simple.
If f is a facet of X, then by Definition 4,f is simple if and only if X collapses onto X f. From Proposition 5, we see that checking the simplicity of a cellf reduces to the search for a collapse sequence fromf to Attðf; XÞ. There exists a huge number (especially in 4D) of collapse sequences starting fromf. We will see in Section 5 that all of these sequences need not be exhaustively explored, due to the confluence properties (Theorems 12 and 13) introduced in this section.
Consider three complexes A, B, and C. If A collapses onto C and A collapses onto B, then we know that A, B, and C "have the same topology." If furthermore we have C " B " A, it is tempting to conjecture that B collapses onto C.
In the 2D discrete plane IF 2 , the above conjecture is true, for example any complex obtained by a collapse sequence from a full rectangle collapses onto a point. We call it a confluence property. But, quite surprisingly, it does not hold in IF 3 (more generally in IF d , d ! 3) and this fact indeed constitutes one of the principal difficulties when dealing with certain global topological properties, such as the Poincaré conjecture. Classical counterexamples to this assertion are Bing's house ( [8] , see Fig. 5 and also [23] ) and the dunce hat [29] . These objects are 2-complexes, which may be obtained by collapse from a full cuboid, and they have no free face: They are thus counterexamples for the above conjecture, with A: a cuboid, B: the dunce hat or Bing's house, and C: a point in B.
In Fig. 15a , we depict a realization of Bing's house B, which is a 2-complex. For readability of the figure, only some of the 1-faces and 2-faces are displayed. This 2-complex may be obtained by collapse from the 3-complex depicted in Fig. 15b , which is composed of 24 3-cells. The dotted arrow suggests one half of a possible sequence of collapse operations, the other half being symmetrical to this one. The 2-complex B contains no free face: We can verify that each 1-face is contained in two or three 2-faces.
From any 2-complex, we may extract the graph composed by all the 1-cells that are included in three or more 2-cells. We call this graph the signature of the 2-complex. In Fig. 15a , the signature of Bing's house B is highlighted by bold black lines: it is composed of three connected cycles.
The so-called dunce hat is a 2D object that may be obtained by identification of the three sides of a triangle. In Fig. 16a , we show by arrows the way in which three sides of the triangle must be identified (or glued together). Fig. 16b shows the result of identifying only two sides. In order to obtain a dunce hat, one still has to identify the basis of the cone with the arrow on its side. Fig. 16c depicts a triangulation of the dunce hat. Notice that the three sides of the biggest triangle (in bold) are identified, and that the different occurrences of the point a are indeed representations of the same point (this remark also holds for points b and c). Notice also that only segments ab, bc, and ca are included in three triangles; furthermore, they form a cycle, which is the signature of the dunce hat.
In Fig. 16d , we show a realization of the dunce hat as a 2-complex, which is very likely to be the smallest one that may be built in IF 3 . For readability, three squares that are not part of the complex are displayed in light gray. The collapse sequence from a 3-complex (12 cubes) to this 2-complex, composed of 12 elementary 3-collapse operations, is suggested by the dotted arrow. We may verify that this 2-complex has no free face, and that its signature is composed of the 1-cells highlighted in Fig. 16e by a bold black line: It is a cycle.
In this section, we show that, in the boundary of a d-face with d 4, there is "not enough room" to build such counterexamples, and thus some kinds of confluence properties hold.
We emphasize that, for our purpose, it is sufficient to make a combinatorial proof for only one lemma (Lemma 7). Due to the high number of cases in dimension 4, we used a computer program for this proof. Notice that, however, it would not be possible to establish directly, by exhaustive exploration of all possible configurations, the main properties proved in this paper (confluence properties and simple point characterizations): the number of possible configurations in the boundary of a 4D face is 2 80 . Let X " IF d . The complex that is the closure of the set of all free faces for X is called the boundary of X and is denoted by BdðXÞ.
Lemma 7. Let f be a d-face with d 2 f3; 4g and let X be a nonempty subcomplex off Ã . Let us denote by X the complement of X inf Ã . Suppose that dimðXÞ ¼ d À 2 and that X is connected, then the two following statements hold:
1. The complex X has at least one free ðd À 3Þ-face.
If d ¼ 4 and if X is pure, then the graph BdðXÞ is not acyclic.
Proof. With the help of a computer program, we generated all the possible such subcomplexes off Ã and checked the property exhaustively. In the case d ¼ 4, notice that 0 and 1-facets of X play no role in the connectedness of X; thus, without loss of generality for proving statement 1, we can suppose, as for statement 2, that X is a pure 2-complex. The number of such complexes is 2 24 . t u
Suppose that f is a 4-face, thenf Ã is a 3-complex. We observe that statements 1 and 2 of Lemma 7 do not hold if, instead of being a subcomplex of the 3-complexf Ã , X is a subcomplex of IF 3 , due to the existence of counterexamples such as Bing's house. Let B be a realization of Bing's house that is a pure 2-complex, we can see that B has no free 1-face and B is connected; furthermore, since BdðBÞ ¼ ;, the graph BdðBÞ is acyclic.
We will also need the following result for the proofs of Proposition 10, Lemma 22, and Theorem 16. We prove it here for the case of the boundary of a cell, but a more general property could be established in the framework of discrete manifolds (see [13] ). Proof. It is sufficient to prove the proposition whenever Y ¼ X n fh; gg, with ðh; gÞ being a free pair for X. We make the proof for d ¼ 4; the other cases are similar and simpler. Let us call an m-path a path in which each face has a dimension greater or equal to m. It may be seen that a subset Z of X is connected if and only if any two 3-faces of Z are linked by a 2-path. Let us denote by jCðZÞj the number of connected components of Z, thus we have jCðY Þj 6 ¼ jCðXÞj only if either h or g is a 2-face. Case 1. dimðgÞ ¼ 2. Hence, dimðhÞ ¼ 3. Since ðh; gÞ is a free pair for X, hence h 2 X, from Proposition 6, statement 1 we deduce that g is included in exactly one 3-face of X, thus jCðY Þj ¼ jCðXÞj.
Case 2. dimðhÞ ¼ 2. Hence, dimðgÞ ¼ 1. Let A; B; C be the three 3-faces off Ã that contain g (see Proposition 6, statement 2), with A \ B ¼ h. Since g is free, these 3-faces all belong to X. Furthermore, A and B are connected by the 2-path hA; A \ C; C; C \ B; Bi in X. Thus, A and B are in the same connected component of X, and jCðY Þj ¼ jCðXÞj. t u Proposition 9. Let f be a d-face with d 2 f2; 3; 4g and let B " f Ã such that B 6 ¼f Ã and B has at least one ðd À 1Þ-face. Then, B has at least one free ðd À 2Þ-face.
Proof. Since the number of ðd À 1Þ-faces inf Ã is only 2 Â d, the property may be checked by enumeration (this property may also be derived from general properties of manifolds, see [13] ). t u
We are now ready to introduce the confluence properties.
Proposition 10 (downstream confluence). Let f be a d-face
with d 2 f2; 3; 4g, and let A, B "f Ã such that B " A, A collapses onto B, and A is collapsible. Then, B is collapsible.
Proof. We make the proof for d ¼ 4, the other cases are similar and simpler. We only have to prove that B either is a point or has a free face. If the latter is true, then, by collapsing this face, we obtain a subcomplex B 0 of A strictly included in B, which is such that A collapses onto B 0 (by transitivity). The result follows by induction on the size of B.
Let us consider the following (mutually exclusive) cases:
. dimðBÞ ¼ 3: Since A is collapsible, we have A 6 ¼f Ã , hence B 6 ¼f Ã . Since B has at least one 3-face, from Proposition 9 there exists a 2-face of B that is a free face. . dimðBÞ ¼ 2: From Proposition 8 and our hypotheses, A is connected (since the complement of a point inf Ã is connected), hence B is connected; thus, by Lemma 7, statement 1, B has at least one free 1-face. . dimðBÞ ¼ 1: In other words, B is a graph. The hypotheses imply that B is indeed a connected and acyclic graph, i.e., a tree. Since dimðBÞ ¼ 1, B cannot be a point, then it has at least one free 0-face [15] . . dimðBÞ ¼ 0: In other words, B is a set of points.
The hypotheses and the fact that collapse preserves the number of connected components imply that B is indeed a single point. t u Proposition 21 and Lemmas 22 and 23, which may be found in the Appendix, are needed in addition to Proposition 10 for the proof of Proposition 11.
Proposition 11 (upstream confluence). Let f be a d-face with d 2 f2; 3; 4g and let A; B "f Ã such that B " A, A is collapsible, and B is collapsible. Then, A collapses onto B.
Proof. Let k ¼ jAj, the property is trivially true when k ¼ 1.
Suppose now that k > Proof. In the case where A ¼ B ¼f, the theorem trivially holds. If A; B "f Ã , it is a mere rewriting of Propositions 10 and 11. From now, we suppose that A ¼f (hence, A is collapsible) and B "f Ã . Suppose that A collapses onto B. Thus, there must exist a free ðd À 1Þ-face g 6 2 B, such that ðf; gÞ is a free pair. Let A 0 ¼ A n ff; gg; obviously, B " A 0 and A 0 collapses onto B. Since A is collapsible and, by symmetry, there exists a collapse sequence beginning with any ðd À 1Þ-face off. Thus, A 0 is collapsible and, from Proposition 10, B is collapsible.
Suppose now that B is collapsible. We have B "f Ã . There must exist a ðd À 1Þ-face g off, which is not in B; otherwise, B would not have any free pair. Let A 0 ¼ A n ff; gg, obviously B " A 0 and A collapses onto A 0 . By the same argument as above, A 0 is collapsible, and from Proposition 11, A 0 collapses onto B; hence, A collapses onto B.
t u
The following theorem may be easily derived from Theorem 12 and the fact thatf is collapsible, its proof is left to the reader. 
NEW CHARACTERIZATIONS OF SIMPLE CELLS
In the image processing literature, a (binary) digital image is often considered as a set of pixels in 2D or voxels in 3D. A pixel is an elementary square and a voxel is an elementary cube, thus an easy correspondence can be made between this classical view and the framework of cubical complexes. 
In other words, detaching a facet from a pure complex yields a pure complex. There is indeed an equivalence between the operation on complexes that consists of removing (by detachment) a simple d-cell and the removal of an 8-simple (respectively, 26-simple, 80-simple) point in the framework of 2D (respectively 3D, 4D) digital topology (see [17] , [18] , [5] , [4] ).
From Proposition 5 and Theorem 13, we have the following characterization of a simple cell, which does only depend on the status of the faces that are in the cell.
Let f be a facet of X and let A ¼ Attðf; XÞ. The two following statements hold:
1. The cellf is simple for X if and only iff collapses onto A.
If there exists a complex
collapses onto Z, and Z does not collapse onto A, then f is not simple for X. Now, due to Theorem 14, if we want to check whether a cellf is simple or not, it is sufficient to apply the following greedy algorithm:
Select any free pair ðh; gÞ in Z n A; set Z to Z n fh; gg; Continue until either Z ¼ A (answer yes) or no such pair is found (answer no).
If this algorithm returns "yes," then, obviously,f collapses onto A and, by Theorem 14, statement 1,f is simple. In the other case, by Theorem 14, statement 2,f is not simple.
By Theorems 14 and 12, we derive a second characterization, which leads straightforwardly to a second greedy algorithm A 2 for checking simplicity.
Let f be a facet of X and let A ¼ Attðf; XÞ. The following two statements hold:
1. The cellf is simple for X if and only if A is collapsible. 2. If there exists a complex Z such that A collapses onto Z and Z is not collapsible, thenf is not simple for X.
Algorithm A 2 : Set Z ¼ A; Do Select any free pair ðh; gÞ in Z; set Z to Z n fh; gg; Continue until either Z is a point (answer yes) or no such pair is found (answer no).
Both algorithms may be implemented to run in linear time with respect to the number of elements in the attachment of a cell (Remark 17 will give some elements that support this claim).
Due to Theorem 15 and the previous properties, we can also retrieve a characterization of simple cells proved by Kong [18] , where arguments based on the continuous framework and several combinatorial lemmas were used. In contrast, our new proof is purely discrete and its combinatorial part is reduced to Lemma 7.
Let X be a complex in IF 4 , and let us denote by n i the number of i-faces of X, i ¼ 0; . . . ; 4. The Euler characteristic of X, written ðXÞ, is defined by ðXÞ ¼ n 0 À n 1 þ n 2 À n 3 þ n 4 : The Euler characteristic is a well-known topological invariant; in particular, it is a straightforward consequence of the definitions that collapse preserves it.
Theorem 16 (adapted from [18, Theorem 9] 
Proof. Suppose that f is simple for X. By Theorem 15, A is collapsible. Since collapse preserves the number of connected components, we deduce statement 1 and, by Proposition 8, we deduce statement 2. Furthermore, the Euler characteristic of a point is equal to 1, and collapse preserves the Euler characteristic, hence statement 3. Conversely, suppose that f verifies statements 1, 2, and 3. One and only one among the following cases occurs:
. dimðAÞ 1: In other words, A is a graph. From statements 1 and 3, we deduce that A is a connected and acyclic graph, i.e., a tree, and thus A is collapsible [15] . . dimðAÞ ¼ 2 and d ¼ 4: If d ¼ 4, by Lemma 7, statement 1, condition 2 implies that A has at least one free pair ðh; gÞ and thus A collapses onto A 0 ¼ A n fh; gg. From the properties of collapse, we see that A 0 also verifies statements 1, 2, and 3. If dimðA 0 Þ < 2, we deduce the result from the preceding case; otherwise, the result comes by induction on the number of 2-faces.
We know from statement 2 or from statement 3 that A 6 ¼f Ã . Since A has at least one ðd À 1Þ-face, from Proposition 9 we know that A has at least a free ðd À 2Þ-face. Thus, similar to the previous case, the result follows by induction. t u Remark 17. This characterization also induces a linear-time algorithm for simplicity checking. Nevertheless, observe that this algorithm (let us call it B) is composed of three steps: one for computing the Euler characteristic of the attachment and two for extracting connected components. To extract connected components in linear time, one may classically apply a breadth-first exploration strategy. The same strategy may also be used to implement algorithms A 1 and A 2 ; thus, in terms of number of operations, both A 1 and A 2 are comparable to one of the steps of B.
Let us also mention another definition of simple points based on homology ( [22] , see also [20] ). In this context, checking whether a point p is simple or not amounts to verify that all the homology groups of the neighborhood (or attachment) of p are trivial. However, computing homology groups requires a computational effort that is much greater than the one needed by algorithms A 1 and A 2 .
In the case d ¼ 3, we retrieve well-known characterizations of simple points (see [17] , [1] , [7] , [26] ), using only two conditions among the three conditions of Theorem 16. Of course, these characterizations also hold for dimension 2. 
HIGHER DIMENSIONS
Indeed, the confluence properties and simple point characterizations established in previous sections cannot be extended beyond a certain dimension D, which is the lowest dimension such that a counterexample like Bing's house or the dunce hat may be built inside the boundary of a D-face. The notion of lump defined below helps us to formalize the problem that we study in this section.
Definition 19. Let f be a d-face, with d 2 IN, and let X "f. The complex X is a lump (by collapse) iff collapses onto X and X is not collapsible. We say that f is lump-free if no subcomplex off is a lump. From Proposition 10, we know that 2-faces, 3-faces, and 4-faces are lump-free. On the other hand, realizations of Bing's house or the dunce hat as 2-complexes (see Figs. 15a and 16d) are examples of complexes that are not collapsible and may be obtained by collapse from a cuboid in IF 3 ; thus, the existence of lumps in a face of dimension higher than 4 may be conjectured.
If a D-face is not lump-free, it may be seen that the main theorems of this paper cannot be extended to dimension D. Let us consider for example the case of Theorem 14. Take X v IF D , take a simple D-face x of X (which contains a lump L) such that Attðx; XÞ is a point in L. We see that the extension of Theorem 14, statement 2 to dimension D does not hold sincex collapses onto L and L does not collapse onto Attðx; XÞ (otherwise, L would be collapsible), whilex is simple for X. Consider now the case of Theorem 15, and take X v IF D and a simple D-face x of X such that Attðx; XÞ is a lump. By definition, the face x is simple but its attachment is not collapsible, a contradiction with the extension of Theorem 15, statement 1.
The aim of this section is to answer the question: What is the highest dimension d such that a d-face is lump-free?
Dimensions 6 and Higher
It is in fact possible to build a realization of Bing's house in f Ã , with f being a 6-face (or a face of higher dimension). We give an informal description of this construction.
Let us consider the 1-subcomplex of the boundary of a 4-face, which is depicted in Fig. 17a .
A ðd þ 1Þ-face is obtained by the product of a d-face and a 1-face (an operation on complexes directly derived from the Cartesian product operation). Let f be a d-face, let g be a ðd þ 1Þ-face, and let h be a ðd þ 2Þ-face; if X is a subcomplex off, then inĝ we can embed two "independent copies" of X and inĥ we can embed four independent copies of X (see Fig. 18 for an example with d ¼ 2).
Starting from the 4-face of Fig. 17a , we can thus obtain by two product operations a 6-face containing four independent copies of the 1-complex depicted in Fig. 17b . Keeping only three of these copies, we can add them 2-faces in order to obtain the 2-complex sketched in Fig. 19 (Bing's house).
Dimension 5
Such a construction is not feasible in 5D, thus we tried another strategy in order to find out whether there exists a lump or not in the boundary of a 5-face f.
We made a computer program that generates random collapse sequences starting fromf and ending when no free face can be found, with the hope that one of these sequences will eventually terminate with a complex that is not reduced to a point. Such a complex must be a lump.
Surprisingly, this happens rather often (about one time every 50,000 trials, to compare with the gigantic number of possible collapse sequences, which is far beyond the possibility of an exhaustive exploration).
The shortest such collapse sequence that we found is made of 43 elementary collapse operations and results in a pure 2-complex having 47 facets (squares). This collapse sequence has then been checked "by hand."
The smallest lump that we found by this way is a pure 2-complex X 105 having 29 squares, 52 edges, and 24 points [9] . Unfortunately, it is very difficult to visualize such a complex object that lies in a 5D space. Nevertheless, we can easily visualize its signature, which is depicted in Fig. 20a . Remarkably, the signature of X 105 has the same structure (a cycle connected to a 1-cell) as the signature of a variant of the dunce hat, displayed in Fig. 20b . It may be seen that there exists a sequence of one inverse elementary collapse and three elementary collapses from this variant to the dunce hat ( Fig. 16c ): hþðdaef; daeÞ; Àðdaef; fdeÞ; Àðdaf; dfÞ; Àðeaf; efÞi.
Due to Theorem 12 and from the preceding observations, we can conclude this section by the following theorem: 
CONCLUSION
The new characterizations of simple points that we proved in this paper lead to simple and efficient algorithms for checking simplicity. In 2D and 3D, configurations of simple and nonsimple points may be stored in a lookup table, but in 4D this is clearly impossible (there are 2 80 possible configurations); thus, such algorithms may be of practical interest. On the theoretical point of view, we proved these characterizations on the basis of new confluence properties, which turn out to also be keystones of a set of new results linking minimal nonsimple sets [24] , P-simple points [2] , and critical kernels [3] , to appear in another paper [10] . We also proved (Theorem 20) that these characterizations and confluence properties do not hold beyond dimension 4.
APPENDIX
We write X & Y whenever X collapses onto Y and we write X & whenever X is collapsible.
Proof of Proposition 2. First, remark that if A and B are two complexes such that A & B, then jAj and jBj are either both even or both odd. The proposition trivially holds whenever jY j ¼ jX \ Y j (i.e., Y X). Suppose that it holds for any complex Y such that jY j k, for a given Proof. Let k ¼ jX þ j; if k ¼ 1, then the property is obvious. Suppose now that k > 1, and that the property holds for any 3-subcomplex Y off Ã such that jY þ j < k. Let x 2 jX þ j, and let Y ¼ X x. By the induction hypothesis, BdðY Þ has no free 1-face. If dimðY \xÞ < 2, then it may be easily seen that BdðXÞ has no free 1-face. Suppose now that dimðY \xÞ ¼ 2 and let h be a 2-face in Y \x. From Proposition 6, statement 1, we can see that h is free for Y . We also see that h is not free for X since it belongs to two 3-cells of X, namely,x and a 3-cellŷ in Y . Any 1-face of BdðY Þ that is not inĥ is obviously not free for BdðXÞ, let us consider a 1-face g inĥ. From Proposition 6, statements 2 and 3, g belongs tox,ŷ, and z, where z is a 3-face off Ã distinct from x and y, and g also belongs toĥ ¼x \ŷ,ĥ 0 ¼ŷ \ẑ, andĥ 00 ¼ẑ \x. If z 6 2 X, then both h 0 and h 00 are free for X, and if z 2 X, then neither h, h 0 , nor h 00 is free for X; thus, in all cases, g is not free for BdðXÞ. Case m ¼ 2. Hence, dimðBÞ ¼ 1, which means that B is a graph. The hypotheses imply that B is indeed a connected and acyclic graph, i.e., a tree. Let A 2 be the subcomplex of A such that A þ 2 is the set of all the 2-faces of A. Obviously, A 2 is a pure 2D subcomplex off Ã and, since A & , A is connected (by Proposition 8); hence, A 2 is connected. From Lemma 7, statement 2, we deduce that BdðA 2 Þ is not acyclic. Thus, since B is a tree, B cannot contain BdðA 2 Þ and there must exist a 1-face g in BdðA 2 Þ n B and a 2-face h in A (and not in B since dimðBÞ < 2) such that ðh; gÞ is free for A.
Case m ¼ 3. Let A 3 be the subcomplex of A such that A þ 3 is the set of all the 3-faces of A. From Proposition 21 and Lemma 7, statement 1, we deduce that BdðA 3 Þ is disconnected. Thus, since B & , B is connected (by Proposition 8) and B cannot contain BdðA 3 Þ (because dimðBÞ ¼ 2 and the number of connected components of BdðA 3 Þ does not change if k-faces (with k 2) are added to BdðA 3 Þ). We conclude that there must exist a 2-face g in BdðA 3 Þ n B and a 3-face h in A such that ðh; gÞ is free for A. , g 2 B) , then, since ðh; gÞ is free for A, we can see that ðh; gÞ is also free for B, and we are done. Now, if h 6 2 B, since h is the only m-face of A that strictly includes g, we see that if g 2 B, then g would be an ðm À 1Þ-facet of B: a contradiction. Hence, fh; gg \ B ¼ ;. t u
