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MEMORY ESTIMATION OF INVERSE OPERATORS
ANATOLY G. BASKAKOV AND ILYA A. KRISHTAL
Abstract. We use methods of harmonic analysis and group rep-
resentation theory to estimate memory decay of the inverse oper-
ators in Banach spaces. The memory of the operators is defined
using the notion of the Beurling spectrum. We obtain a general
continuous non-commutative version of the celebrated Wiener’s
Tauberian lemma with estimates of the “Fourier coefficients” of
inverse operators. In particular, we generalize various estimates
of the elements of the inverse matrices. The results are illus-
trated with a variety of examples including integral and integro-
differential operators.
1. Introduction
Wiener’s Tauberian Lemma [63] is a classical result in harmonic anal-
ysis which states that if a periodic function f has an absolutely conver-
gent Fourier series and never vanishes then the function 1/f also has
an absolutely convergent Fourier series. This result has many exten-
sions (see [2, 3, 5, 9, 10, 11, 26, 31, 33, 40, 43, 45, 49, 54, 56, 57, 58]
and references therein), which have been used, for example, in such di-
verse areas as differential equations [46], pseudo-differential operators
[34, 36], frame theory [2, 4, 25, 28, 44, 58, 59], time-frequency anal-
ysis [32, 33, 44], sampling theory [1, 2, 52, 61], finite-section method
[35, 51], etc.
A standard reformulation of Wiener’s lemma states that if an invert-
ible operator is defined by a (bi-infinite) Laurent matrix with summable
diagonals then the inverse has the same property. In [9, 26, 45] it was
shown (independently) that the matrix does not have to be Laurent.
Hence, if one interprets a matrix entry aij as a “memory cell”, that is
information on what impact an event at “time” j has on the state of
the system at “time” i, the Wiener property for an operator roughly
means that such an operator does not spread the information too far or
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has a localized memory. In [43] one of us showed that Wiener’s lemma
is really a statement about the preservation of memory localization by
inverse operators, and the way the memory is defined is irrelevant to
a large extent. In this paper we continue and expand this line of re-
search paying particular attention to the case of “continuous memory”
and obtaining specific memory estimates for the inverse operators.
The following Wiener’s lemma extension developed in [11] serves as
a starting point and an example for the research in this paper.
Let X ,Y be infinite dimensional complex Banach spaces and P =
(Pk) and Q = (Qk), k ∈ S ⊆ Z, be two sequences of (continuous)
idempotents from the Banach algebras B(X ) and B(Y) of bounded
linear operators on X and Y , respectively. We assume that each of the
sequences is disjunctive, i.e. PkPj = δjkPk, k, j ∈ S, and similarly for
the sequence Qk, k ∈ S. As usual, by δjk we mean the Kronecker delta.
We also assume that for every x ∈ X and y ∈ Y we have
x =
∑
k∈S
Pkx and y =
∑
k∈S
Pky,
where the series converge unconditionally, and that
(1.1)
C(P) = sup
αk∈T
∥∥∥∥∥∑
k∈S
αkPk
∥∥∥∥∥ <∞ and C(Q) = supαk∈T
∥∥∥∥∥∑
k∈S
αkQk
∥∥∥∥∥ <∞,
where T = {γ ∈ C : |γ| = 1} is the unit circle.
A sequence of idempotents with the above properties will be called
a disjunctive resolution of the identity. Given such P and Q one can
define a matrix A = (Amn) for each operator A in the vector space
L(X ,Y) of bounded linear operators from X to Y . The matrix is a
mapping A : S × S → L(X ,Y) given by
A(m,n) = Amn = QmAPn, m, n ∈ S,
and the operators Amn, m,n ∈ S, are called operator blocks. If A
is continuously invertible, then the operator blocks of the operator
B = A−1 ∈ L(Y ,X ) are defined by Bmn = PmBQn, m,n ∈ S.
In [11] the class of operators with summable diagonals, which in this
paper we will denote by W, was defined using the sequence
dA(k) = sup
m−n=k
‖Amn‖ , k ∈ S − S, and dA(k) = 0, if k ∈ Z\(S − S).
More precisely, we call
W =W(X ,Y) = {A ∈ L(X ,Y) :
∑
k∈Z
dA(k) <∞}
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the Wiener class of operators (with respect to the resolutions of the
identity P and Q).
Wiener’s lemma extension proved in [11] states that if A ∈ W(X ,Y)
is invertible, that is B = A−1 ∈ L(Y ,X ), then B ∈ W(Y ,X ).
Remark 1.1. It was shown in [43] that if X = Y = H is a Hilbert space,
then the result remains valid if the resolutions of the identity P and Q
are not assumed to be disjunctive.
Although we have avoided mentioning it until now, the key technique
for estimating the norms of the operator blocks of the inverse operator
in [11] is based on the spectral properties of the representations of
locally compact Abelian (LCA-) groups. Indeed, the resolutions of the
identity P and Q give rise to two 2π-periodic representations
UX : R→ B(X ) and UY : R→ B(Y)
defined by
(1.2)
UX (t)x =
∑
k∈S
eiktPkx, UY(t)y =
∑
k∈S
eiktQky, x ∈ X , y ∈ Y , t ∈ R.
The above representations, in turn, produce another 2π-periodic rep-
resentation UXY : R→ B(L(X ,Y)) via
(1.3) UXY(t)A = UY(t)AUX (−t).
The Fourier series of the operator A is then given by
UXY(t)A ≃
∑
k∈Z
eiktAk,
where the Fourier coefficients satisfy [11]
Ak =
1
2π
∫ 2π
0
e−iktUXY(t)Adt =
∑
m−n=k
QmAPn, k ∈ Z.
The above integral converges in the strong operator topology and the
series converges strongly and unconditionally. If C(P) = C(Q) = 1,
which is always true for some equivalent renormalization of X and Y ,
we have dk(A) = ‖Ak‖ and the connection between the Wiener’s class
W and summability of Fourier coefficients becomes apparent.
Often it is natural to refer to the Fourier coefficients of an operator
as its diagonals and the set of indices of non-zero diagonals as memory.
Obviously both notions are dependent upon the choice of the represen-
tation. Although the paper [11] deals only with representations (1.2),
it is easily seen that the technique works for any periodic representa-
tion (or, equivalently, a representation of the LCA-group T). In [5] it is
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shown how to prove analogous results in the almost periodic case (for
representations of the Bohr compactification Rc of R). In this paper
we are primarily interested in theory based on representations of Rd,
d ∈ N. In this case, memory is no longer a discrete set, the represen-
tations in (1.2) are usually not well defined, and we have to use far
more sophisticated methods of the spectral theory of Banach modules
(representations of LCA-groups). Fortunately, most of the required
methods have already been developed in [12, 13].
The remainder of the paper is organized as follows. In section 2
we summarize the notions and results of the spectral theory of repre-
sentations of LCA-groups. In Section 3 we introduce different classes
of vectors with spectral decay such as Wiener Class, Beurling Class
and others. We believe that some of the classes (one-sided exponential
spectral decay, Sobolev-type classes) have not been previously consid-
ered in conjunction with Wiener’s lemma type results. We also don’t
believe that any of these classes have been introduced at this level of
generality. Section 4 introduces standard [12, 13, 18] Banach module
structures on the space of operators which allow us to represent mem-
ory decay of linear operators as the spectral decay of vectors in Banach
modules. In Sections 5–9 we prove results about the memory decay of
inverses to operators in different classes. The main Theorems are 6.3,
6.5, 7.2, 8.2, and 9.1. It is worth noting here that some of these results
are quantitative. While we use a combination of traditional meth-
ods of proof (holomorphic extensions, Neumann series “boot-strap”,
Brandenburg trick, etc. [30]), we also employ a closed operator func-
tional calculus that has not been used before. More importantly, the
framework of Banach modules (group representations) makes our re-
sults extremely general as illustrated by a variety of examples in Section
10. We show that many of the previously known results of this kind
can be obtained using our technique. On the other hand, an absolute
majority of these examples cannot be obtained at this level of general-
ity in other frameworks known to us. In particular, the block-matrix
technique of [11] fails because in general the representation in (1.2) is
not well defined (the series may not converge unconditionally). Other
matrix-based techniques [57, 58, 62] do not apply essentially for the
same reason. Known results for integral operators [46, 47, 60] apply
to narrower classes of operators. Finally, the abstract technique based
on the Bochner-Phillips theorem [10, 16] has either not been developed
for this level of generality or cannot be used directly, because we con-
sider operators in L(X ,Y) as well as Banach algebras with a group of
automorphisms.
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2. Banach modules over weighted group algebras and
their spectral properties
In this section we introduce the notation and develop the necessary
tools from representation theory. The presentation is largely analo-
gous to that of [13], where isometric representations are used. Our
interest in differential operators, however, forces the use of unbounded
representations, which requires an extra effort. Although, most of the
results in Sections 5–9 are formulated for bounded representations we
prefer to present the prerequisite theory more generally in order to use
it in the sequel to this paper.
As above, X will denote a complex Banach space and B(X ) will be
the Banach algebra of bounded linear operators on X . By G we will
denote an LCA-group and by Ĝ – its Pontryagin dual, the group of
continuous unitary characters of G. We write the operation additively
on all LCA-groups, except when the group T = {θ ∈ C : |θ| = 1} is
used. Next, we introduce the following definition of weights.
Definition 2.1. A weight is an even function ν : G→ [1,∞) such that
ν(g1 + g2) ≤ ν(g1)ν(g2), for all g1, g2 ∈ G.
A weight is admissible if it satisfies the GRS-condition
lim
n→∞
n−1 ln ν(ng) = 0, for all g ∈ G, ng = g + g + . . .+ g︸ ︷︷ ︸
n times
.
A weight is exponential if G is a subgroup of Rd (possibly, with discrete
topology) and ν(g) = ea|g| for some a > 0. For g = (g1, g2, . . . , gd) ∈ R
d
we will use the notation |g|p =
(
d∑
k=1
|gk|
p
) 1
p
, 1 ≤ p < ∞, |g| = |g|1,
and |g|∞ = max
1≤k≤d
|gk|.
We denote by Lν(G) the Banach algebra of (equivalence classes of)
complex functions on G integrable with weight ν with respect to the
Haar measure on G. If ν ≡ 1, we obtain the standard space L1(G) ≡
L1(G). We shall use both notations interchangeably, hinting at the
possibility of using more general weights when the subscript is used.
The role of multiplication is played by the convolution of functions and
the norm is given by
‖f‖ν =
∫
G
|f(g)|ν(g)dg.
We refer to [41, 50] for the various properties of the algebra Lν(G) used
below.
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In this paper we assume that the weight ν is non-quazi-analytic [19,
48, 50], that is
∞∑
n=0
ln ν(ng)
1 + n2
<∞ for all g ∈ G.
This condition ensures [19, 41] that the group algebra Lν(G) is regular
and its spectrum is isomorphic to the dual group Ĝ.
We denote by fˆ : Ĝ → C the Fourier transform of f ∈ Lν(G). The
inverse Fourier transform of a function h : Ĝ → C is denoted by hˇ or
h∨. If G = Rd, we use the Fourier transform in the form
fˆ(λ) =
∫
Rd
f(t)e−it·λdt, λ ∈ Rd.
The memory of the operators will eventually be defined using the
properties of group representations T : G → B(X ). Together with
the representation in (1.2), the following representations are used most
often.
If X is an appropriate space of functions (or distributions) on G, the
translation representation T = T : G→ B(X ) is given by
(2.1) T (t)x(s) = x(s+ t), x ∈ X , s, t ∈ G,
and the modulation representation T = M : Ĝ→ B(X ) is defined by
(2.2) M(ξ)x(s) = s(ξ)x(s), x ∈ X , ξ ∈ Ĝ, s ∈ G.
Other important examples of representations used in the paper are
introduced below.
We assume that X = (X , T ) is a non-degenerate Banach Lν(G)-
module [12, 13], with the module structure associated with a represen-
tation T : G → B(X ). In particular, in this paper we consider only
modules for which the following assumption is satisfied.
Assumption 2.1. The following three conditions hold for the Banach
Lν(G)-module X :
(1) the module X is non-degenerate, that is, if fx = 0 for all f ∈
Lν(G) then x = 0;
(2) the module structure on X is associated with a representation
T : G→ B(X ), that is, for all f ∈ Lν(G), x ∈ X , and g ∈ G,
(2.3) T (g)(fx) = (T (g)f)x = f (T (g)x) ,
where T is the translation representation (2.1);
(3) ‖fx‖ ≤ ‖f‖ν‖x‖, for all f ∈ Lν(G) and x ∈ X .
MEMORY ESTIMATION OF INVERSE OPERATORS 7
Remark 2.1. We observe that to ensure that x = 0 it is enough to
show that fx = 0 for every f ∈ Lν(G) with supp fˆ compact. Indeed,
since every h ∈ Lν(G) is a limit of a net (fα) of functions with supp fˆα
compact [41, 50], we would get
hx = lim
α
(h ∗ fα)x = 0
and, hence, x = 0 since X is non-degenerate.
If T is a strongly continuous representation, i.e. the function xT :
G → X given by xT (g) = T (g)x is continuous for every x ∈ X , and
ν(g) ≥ ‖T (g)‖ for a weight ν, then a non-degenerate Banach Lν(G)-
module structure on X satisfying assumption 2.1 may be defined via
(2.4) fx = T (f)x =
∫
G
f(g)T (−g)xdg, f ∈ Lν(G), x ∈ X .
It is easy to show ([13, Lemma 2.2]) that every non-degenerate Lν(G)-
module has at most one representation associated with it. Therefore,
if T is strongly continuous, the module structure has to be defined
via (2.4). If T is not strongly continuous, we shall make use of the
submodule Xc ⊂ X of T -continuous vectors of X . We let x ∈ Xc if the
function xT is continuous.
The symbol T (f) in (2.4) may seem like an abuse of notation. We
justify this by regarding T also as a representation of the algebraMν(G)
of finite complex Borel measures on G with respect to convolution and
the norm
‖µ‖ν =
∫
G
ν(g)d|µ|(g).
The group G is then identified with Dirac measures in Mν(G) in an
appropriate way and Lν(G) – with the algebra of measures in Mν(G)
that are absolutely continuous with respect to the Haar measure on G.
For x ∈ Xc we then have
(2.5) µx = T (µ)x =
∫
G
T (−g)xdµ(g), µ ∈Mν(G), x ∈ X ,
and ‖µx‖ ≤ ‖µ‖ν‖x‖. We refer to [13] for more details.
Remark 2.2. We observe that if G = Rd and we have an L1(R
d)-module
structure associated with a representation T : Rd → B(X ) we also have
d module structures over L1(R) associated with the representations
T (k) : R→ B(X ), k = 1, . . . , d, given by
T (k)(t)x = T (0, . . . , 0, t, 0, . . . , 0)x, x ∈ X ,
8 ANATOLY G. BASKAKOV AND ILYA A. KRISHTAL
where t is the k-th component of the vector. Obviously, in this case,
T (t1, . . . , td) =
d∏
k=1
T (k)(tk) and T (f1 ⊗ . . .⊗ fd) =
d∏
k=1
T (k)(fk),
tk ∈ R, fk ∈ L1(R), k = 1, . . . , d. A similar observation is clearly
valid in the case of tensor-product weights and Cartesian products of
arbitrary LCA-groups.
2.1. Spectral properties. The role of memory of operators on Ba-
nach modules is fulfilled by the notion of the Beurling spectrum. We
begin by defining this notion for vectors in Banach modules.
Definition 2.2. The Beurling spectrum of a set N ⊆ (X , T ) is the
subset Λ(N) = Λ(N, T ) of the dual group Ĝ the compliment of which
is given by
{γ ∈ Ĝ : there is f ∈ Lν(G) such that fˆ(γ) 6= 0
and fx = T (f)x = 0 for all x ∈ N}.
When N = {x} is a singleton, we shall write Λ(x) instead of Λ({x}).
Given a closed set σ ⊂ Ĝ we shall denote by X (σ) the (closed) spectral
submodule of all vectors x ∈ X such that Λ(x) ⊆ σ. The symbol XComp
will stand for the set of all vectors such that Λ(x) is compact.
Remark 2.3. The notion of Beurling spectrum has a lot of very different
guises (see [12, 18, 19, 22] among many others). All of these were
shown to be equivalent at the level of generality of this paper [12]; we
especially note the equivalent notions of the spectrum used in [31] and
in [21, Theorem XI.11.24].
Observe that if X is an appropriate space of functions on G and
T = T is defined via (2.1), then T (f)x = f ∗ x and Λ(x) = supp xˆ,
x ∈ X , f ∈ Lν(G), possibly, in the sense of distributions. Alternatively,
if X is an appropriate space of functions on Ĝ and T = M is defined
via (2.2), then M(f)x = fˆx and Λ(x) = supp x, x ∈ X , f ∈ Lν(G). If
T = TX is defined via a resolution of the identity as in (1.2), then
Λ(x) = {n ∈ Z : Pnx 6= 0}.
In the next lemma we present basic properties of the Beurling spec-
trum that will be heavily used throughout the paper. We refer to
[12, 13] and references therein for the proof.
Lemma 2.2. Let X be a non-degenerate Banach Lν(G)-module with
the structure associated with a representation T . Then
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(i): Λ(M) is closed for every M ⊆ X and Λ(M) = ∅ if and only
if M = {0};
(ii): Λ(Ax+By) ⊆ Λ(x)∪Λ(y) for all A, B ∈ B(X ) that commute
with all operators T (f), f ∈ Lν(G);
(iii): Λ(fx) ⊆ (supp fˆ) ∩ Λ(x) for all f ∈ Lν(G) and x ∈ X ;
(iv): fx = 0 if (supp fˆ)∩Λ(x) = ∅, where f ∈ Lν(G) and x ∈ X ;
(v): fx = x if Λ(x) is a compact set, and fˆ ≡ 1 in some neigh-
borhood of Λ(x), f ∈ Lν(G), x ∈ X ;
(vi): if M0 is dense in M ⊆ X, then Λ(M) =
⋃
x∈M0
Λ(x).
From the above lemma and examples we see that the Beurling spec-
trum Λ(x, T ) is, indeed, well suited to represent the support of the
“Fourier transform” of the function xT (g) = T (g)x. The goal of this
paper is to study the behavior of the decay of this “Fourier trans-
form” (memory decay in the case of operators), relate it to smoothness
properties of the function xT , and, in particular, to prove Wiener-type
theorems for x when it is an invertible linear operator or an element
in a Banach algebra. Appropriate module structures on the spaces of
operators will be discussed in Section 4. Presently we shall introduce
the notions of approximate identities and γ-nets which are essential for
our analysis of the memory decay.
2.2. Approximate identities and γ-nets. Bounded approximate iden-
tities (b.a.i.) and γ-nets are often used to obtain ergodic theorems in
Banach modules [6, 8]. We shall use b.a.i. to approximate T -continuous
vectors with vectors that have compact Beurling spectrum and γ-nets
to approximate the “γ-Fourier coefficient” of xT . We index all our
b.a.i. and γ-nets by some net Ω.
Definition 2.3. A bounded net (fα) in Lν(G) is called a bounded
approximate identity (b.a.i) in the algebra Lν(G) if the following two
conditions hold:
(i): fˆα(0) = 1 for all α ∈ Ω.
(ii): lim fα ∗ f = f for all f ∈ Lν(G).
The functions
(2.6) fα(t) =
1
πd
d∏
k=1
αk
t2k + α
2
k
,
give an example of a b.a.i. in L1(R
d) when α → 0+. A construction
of b.a.i. in L1(G) with the compact support of the Fourier transform
is presented, for example, in [13]. Existence of b.a.i. in Lν(G) is, to
the best of our knowledge, an open question; we refer to [12, Lemmas
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3.3.10, 3.4.9] and [50, 55] for more details on the subject. Here we will
note only that the algebra Lν(R
d) with a non-quazi-analytic weight ν
contains a b.a.i. if ν is majorized by a monotonic non-quazi-analytic
weight ν˜, that is ν˜(u) ≤ ν˜(v) whenever |u|2 ≤ |v|2, u, v ∈ R
d.
The following useful result is well-known [12, 13, 37, and references
therein]. There by XΦ we mean the submodule of vectors admitting
factorization: XΦ = {x = fy ∈ X , y ∈ X , f ∈ Lν(G)}.
Theorem 2.3. Let (X , T ) be a non-degenerate Banach Lν(G)-module.
Then XComp ⊆ XΦ ⊆ Xc. Moreover, if the algebra Lν(G) contains a
b.a.i. then
Xc = XComp = {x = lim
α
fαx, fα – a b.a.i. in Lν(G)}
and if there is a b.a.i. with ‖fα‖ ≤ 1 then also Xc = XΦ.
We will need the following class of subsets of the module XΦ.
Definition 2.4. Given x ∈ (X , T ) the modular orbit Ω(x) ⊂ XΦ is the
set Ω(x) = {fx, f ∈ Lν(G)}.
Observe that by Domar’s Theorem [19], [50, Ch. 5.1] we have that
the set {f ∈ Lν(G) : supp fˆ compact} is dense in Lν(G) and, therefore,
due to Lemma 2.2, for any open neighborhood U of Λ(x) we have
(2.7) Ω(x) = {fx, f ∈ Lν(G), with supp fˆ ⊂ U compact}.
Lemma 2.4. If x ∈ Xc and Lν(G) contains a b.a.i. then x ∈ Ω(x).
Proof. Follows from Domar’s theorem and Theorem 2.3. 
Definition 2.5. For γ ∈ Ĝ a bounded net (fα) in the algebra Lν(G)
is called a γ-net if the following two conditions hold:
(i): fˆα(γ) = 1 for all α;
(ii): lim fα ∗ f = 0 for every f ∈ Lν(G) with fˆ(γ) = 0.
The functions (2.6) provide an example of a 0-net in L1(R
d) as
α → ∞. Other examples of γ-nets in L1(G) are furnished in [13].
Unfortunately, existence of such nets in Lν(G) presents a formidable
restriction on the growth of the weight ν. In particular, in case G = R
it is known [12] that γ-nets do not exist already when ν is a linear
weight.
The following proposition is a version of the results stated in [6, 13].
Proposition 2.5. Assume that (fα) is a γ-net and x ∈ X satisfies
0 6= xγ = lim fαx. Then Λ(xγ) = {γ} and the limit does not depend on
the particular choice of the γ-net.
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The above proposition shows why γ-nets are used to approximate
“Fourier coefficients” of the function xT . Of course, in general the limit
xγ does not exist. That is why in the following section (see (3.5)) we
use elements of a γ-net to define “parts” of a vector with the Beurling
spectrum in a neighborhood of γ.
The following result uses γ-nets in its proof and allows us to sharpen
some of the properties of the Beurling spectra we mentioned in Lemma
2.2.
Lemma 2.6. [12, Lemma 3.7.32]. Let X be a non-degenerate Banach
L1(G)-module with the structure associated with a representation T .
Then
(i): fx = 0 if (supp fˆ) ∩ Λ(x) is countable and fˆ(γ) = 0 for all
γ ∈ (supp fˆ) ∩ Λ(x), f ∈ L1(G), x ∈ X ;
(ii): fx = x if Λ(x) is a compact set, the boundary of Λ(x) is
countable, and fˆ ≡ 1 on Λ(x), f ∈ L1(G), x ∈ X .
2.3. Extended module structure. In the following section we define
various classes of spectral decay for vectors in Banach modules. To
characterize some of these classes we need to extend the Banach module
structure on X by means of a closed operator functional calculus.
In the following definition we use the spaces L̂ν(G) = {ϕˆ: ϕ ∈
Lν(G)} and L̂ν
loc
(G) = {h: Ĝ → C such that hϕˆ ∈ L̂ν(G) for all
ϕ ∈ Lν(G) with supp ϕˆ compact}. Observe that L̂ν(G) ⊂ L̂ν
loc
(G).
For h ∈ L̂ν
loc
(G) we define a (closed) operator Tˇ (h) = h⋄ : D(h) =
D(h, T ) ⊆ X → X in the following way. First, let x ∈ Xcomp and
(2.8) Tˇ (h)x = h ⋄ x := (hϕˆ)∨x = T ((hϕˆ)∨)x,
where ϕ ∈ Lν(G) is such that supp ϕˆ is compact and ϕˆ ≡ 1 in a
neighborhood of Λ(x). The vector Tˇ (h)x is well-defined in this way
because it is independent of the choice of ϕ. Indeed, if φ ∈ Lν(G) is
another function with the same properties, then hφˆ− hϕˆ ∈ L̂ν(G) is 0
in a neighborhood of Λ(x) and, hence,
T ((hφˆ)∨)x = T ((hϕˆ)∨)x
by (2.8) and Lemma 2.2. The same lemma ensures also that h ⋄ x ∈
Xcomp whenever x ∈ Xcomp. Next, we extend the definition of Tˇ (h)
by taking the closure of the just defined operator on Xcomp. In other
words, if xn ∈ Xcomp, n ∈ N, x = lim
n→∞
xn, and y = lim
n→∞
h ⋄ xn exists,
we let h ⋄ x = y.
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In the following lemma we show that the above definition makes
sense.
Lemma 2.7. The operator Tˇ (h) = h⋄ : D(h) = DT (h) ⊆ X → X is a
well-defined closed operator.
Proof. We need to prove that the restriction of Tˇ (h) onto XComp is
closable. In particular, we need to show that if xn ∈ Xcomp, n ∈ N,
lim
n→∞
xn = 0, and y = lim
n→∞
h ⋄ xn exists, then y = 0. Consider an
arbitrary f ∈ Lν(G) with supp fˆ compact and let ϕ ∈ Lν(G) satisfy
ϕˆ ≡ 1 in a neighborhood of supp fˆ . Let also ϕn ∈ Lν(G) be such that
ϕˆn ≡ 1 in a neighborhood of Λ(xn), n ∈ N. Then
fy = lim
n→∞
f(h ⋄ xn) = lim
n→∞
(hfˆ ϕˆn)
∨xn = lim
n→∞
(hϕˆn)
∨(fxn)
= lim
n→∞
h ⋄ (fxn) = lim
n→∞
(hϕˆ)∨(fxn) = 0.
By Remark 2.1, this implies y = 0. 
From the definition we immediately have T (f) = Tˇ (fˆ), f ∈ Lν(G).
We also observe the following slightly less obvious properties of the
extended module structure.
Proposition 2.8. If g ∈ G, f ∈ Lν(G), h ∈ L̂ν
loc
(G), and x ∈ D(h),
then T (g)x, T (f)x ∈ D(h) and we have T (g)(h ⋄ x) = h ⋄ (T (g)x))
and T (f)(h ⋄ x) = h ⋄ (T (f)x)).
Proof. In case x ∈ XComp, we get T (g)x, T (f)x ∈ XComp and the
assertions are obvious. Otherwise, let x = lim
n→∞
xn with xn ∈ XComp,
n ∈ N. Then, by the definition of Tˇ (h) we have
h ⋄ (T (g)x)) = lim
n→∞
h ⋄ (T (g)xn) = lim
n→∞
T (g)(h ⋄ xn) = T (g)(h ⋄ x)
and similar equations hold for T (f)(h ⋄ x). 
Some basic properties of the Beurling spectrum outlined in Lemmas
2.2, 2.6 remain valid for the extended module structure in the following
way.
Lemma 2.9. Assume Λ(x) is compact, has countable boundary, and
ϕ, ψ ∈ L̂ν
loc
(G) satisfy ϕ ≡ ψ on Λ(x). Then Tˇ (ϕ)x = Tˇ (ψ)x.
Proof. Let f ∈ L1(G) satisfy fˆ ≡ 1 in a neighborhood of Λ(x). Ap-
plying Lemma 2.6 to the function h = (fˆ(ψ − ϕ))∨ ∈ L1(G) we get
0 = hx = Tˇ (ψ)x− Tˇ (ϕ)x. 
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The following proposition will play an important role in estimating
the spectral decay.
Proposition 2.10. Assume that h ∈ L̂ν
loc
(G) is such that
hˆ(γ) =
∑
n∈Z
cnγ(gn),
gn ∈ G, n ∈ Z, and
∑
n∈Z |cn|ν(gn) <∞. Then
Tˇ (h)x =
∑
n∈Z
cnT (gn)x = T (µ)x, x ∈ Xc,
where the measure µ ∈Mν(G) is given by µ =
∑
n∈Z cnδ−gn, δg – Dirac
measure concentrated at g ∈ G.
Proof. Assume x ∈ XComp and f ∈ Lν(G) is such that fx = x and
supp fˆ is compact. Then, using (2.3),(
Tˇ (h)−
∑
n∈Z
cnT (gn)
)
x =
(
Tˇ (h)−
∑
n∈Z
cnT (gn)
)
T (f)x =
∑
n∈Z
cnTˇ (fˆ(γ)γ(gn))x−
∑
n∈Z
cnT (T (gn)f)x = 0,
and the proposition follows from the definition of Tˇ (h) and Theorem
2.3. 
The following two types of functions in L̂1
loc
(Rd) are especially useful.
For λ = (λ1, . . . , λd) ∈ R
d and α = (α1, . . . , αd) ∈ R
d we let
(2.9) eα(λ) = e
α·λ = exp
(
d∑
k=1
αkλk
)
(2.10) hα(λ) = e
α·|λ| = exp
(
d∑
k=1
αk|λk|
)
,
Observe that if α ∈ Rd+, i.e. αk > 0, k = 1, . . . , d, then h−α = fˆα, where
fα ∈ L1(R
d) is the function introduced in (2.6), and for all x ∈ D(hα)
(2.11) h−α ⋄ (hα ⋄ x) = fα(hα ⋄ x) = hα ⋄ (fαx) = x.
Observe also that if α = (0, . . . , 0, αk, 0, . . . , 0), the following relation
is valid:
(2.12) eα + e−α = hα + h−α,
and, hence, using h−α ∈ L̂1(R
d),
(2.13) D(eα) ∩D(e−α) ⊆ D(hα), α ∈ R
d
+.
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Another family of functions we shall use is given by ez(λ) = e
iz·λ,
z ∈ Cd. Observe that eiα = e−α, α ∈ R
d, and, hence, Propositions 2.8
and 2.10 imply
(2.14) D(ez) = D(e−α), Tˇ (ez) = Tˇ (e−α)T (t), z = t+ iα, t, α ∈ R
d.
2.4. Generators of L1(R)-modules. Consider L1(R)-module (X , T ),
satisfying X = Xc, that is the module structure is associated with a
strongly continuous isometric representation T : R → B(X ). In this
section we consider the properties of the (infinitesimal) generator iA of
the one-parameter group T [22]. The operator A is called the generator
of the module X .
Theorem 2.11. Assume Λ(X ) is compact and nonempty. Then the
generator A ∈ B(X ) and we have the spectral mapping formula σ(A) =
Λ(X ). Moreover, the function T : R → B(X ) admits a holomorphic
extension to an entire function T (z) = eizA = T (t)e−αA = e−αAT (t) =
Tˇ (ez), where ez(λ) = e
izλ, z = t+ iα ∈ C, and
‖T (t + iα)‖ = ‖T (iα)‖ ≤ max
λ∈Λ(X )
e−αλ, t, α ∈ R.
Proof. Most of the assertions of this theorem are well known or nearly
obvious (see, e.g., [7, 12], [13, Theorems 3.7, 3.8] and references therein).
In this paper, we shall prove only the norm estimate. We may assume
that α ∈ R+ and a = | inf Λ(X )| ≥ | supΛ(X )| > 0 without loss of gen-
erality (otherwise we can consider the representation T˜ (t) = T (−t)).
Let us estimate the norm ‖T (iα)‖. Consider the 4a-periodic function
η defined on the interval [−3a, a] via
(2.15) η(λ) =
{
e−αλ, λ ∈ [−a, a],
eα(2a+λ), λ ∈ [−3a,−a).
Computing the Fourier coefficients cn, n ∈ Z, of the periodic even
function η(· − a) we get
(2.16)
cn = 2
∫ 2a
0
eα(a−λ) cos
πnλ
2a
dλ =
8αa2eαa
4α2a2 + π2n2
(1− e−2αa cosπn) > 0.
Hence, in view of Proposition 2.10, ‖Tˇ (η)‖ ≤ eαa. Since η ≡ eiα on
[−a, a] ⊇ Λ(A), Lemma 2.9 ensures ‖T (iα)‖ = ‖Tˇ (eiα)‖ = ‖Tˇ (η)‖ and
the theorem is proved. 
Remark 2.4. It is not hard to show that the inequality in the norm
estimate is, in fact, an equality. We do not need this fact in this paper
and, therefore, will refrain from proving it.
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The following corollary is immediate. There we do not assume that
Λ(X ) is compact.
Corollary 2.12. Assume x ∈ (X , T ) and Λ(x) is compact and nonempty.
Then the function xT : R → X given by xT (t) = T (t)x admits a holo-
morphic extension to an entire function and
‖xT (iα)‖ = ‖e
−αAx‖ = ‖Tˇ (eiα)x‖ ≤ ‖x‖ max
λ∈Λ(X )
e−αλ, α ∈ R.
Proof. Lemma 2.2 implies that Λ([x]) = Λ(x), where [x] ⊆ X is the
submodule generated by x, i.e. the smallest submodule of X containing
x. It remains to apply Theorem 2.11 to [x]. 
Remark 2.5. The above result leads to Bernstein-type inequalities that
go back at least to [7] (see also [13, 31]). Note that if x ∈ XComp
then x ∈ D(A) and ‖Ax‖ ≤ ρ(x)‖x‖, where ρ(x) = max
λ∈Λ(x)
|λ|. Hence,
if Λ(X ) is compact, then A is a bounded operator and ‖A‖ = ρ(A),
where ρ(A) is the spectral radius of A, i.e. ρ(A) = max{|λ|, λ ∈ σ(A)}.
Remark 2.6. In caseG = Rd we will considermultigenerators of L1(R
d)-
modules (see Subsection 3.4). These are d-tuples comprised of the asso-
ciated generators of L1(R)-modules from the Remark 2.2. We also note,
in passing, that for the purposes of this paper (proving Wiener-type
results) it is not necessary to consider representations T that are not
strongly continuous (in which case the generator may not be densely
defined). In view of Theorem 2.3, all one would need to do if T is not
strongly continuous to begin with, is to restrict attention to the sub-
module Xc. As we shall se below, the results on inverse closedness will
then be obtained without any loss of generality (compare with [31]).
3. Different classes of spectral decay
In this section we introduce classes of elements with different spectral
decay. Unless stated otherwise, in this section we assume that G = Rd
and ν ≡ 1.
3.1. Exponential decay, one-sided exponential decay and causal
classes. Amajor role in this paper is played by classes of elements with
exponential spectral decay.
Definition 3.1. We say that x ∈ (X , T ) has exponential spectral decay
of type α ∈ Rd+ if x ∈ D(hα). Similarly, x has one-sided exponential
spectral decay of type α ∈ Rd if x ∈ D(eα).
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In the following lemmas we provide useful characterizations of the
newly defined classes. In the proof we use the classes of causal (and
anticausal) elements which we define as in [13].
Definition 3.2. The submodules C+(X ) and C−(X ) of causal and an-
ticausal elements in X , respectively, are defined via
C±(X ) = {x ∈ X : Λ(x) ⊆ Rd±}.
We begin the study of the classes with a characterization of D(eα)
in case d = 1. In what follows we consider a family of functions φN ∈
L1(R
d), N ∈ N, such that ‖φN‖ = 1, φˆN is continuous, supp φˆN ⊂
[−N,N ]d, and φN,n(s) = φN(s)e
iNn·s so that φˆN,n(λ) = φˆN(λ − Nn),
n ∈ Zd. In this paper we routinely use specific functions φN , N ∈ N,
defined via
(3.1) φˆN(λ) = φˆ(
λ
N
), φˆ(λ) = φˆ1(λ) = (1− |λ|)χ[−1,1](λ),
where χS is, as usually, a characteristic function of the set S. It should
be understood, however, that other functions with the specified prop-
erties may be used just as well.
Remark 3.1. We can replace the function φ in (3.1) with a function ϕ
that is in the Schwartz class S. As long as we have supp ϕˆ ⊆ [−1, 1]
and ∑
n∈Z
ϕˆ(λ− n) ≡ 1,
all of the results in this paper remain valid.
Lemma 3.1. Let x ∈ Xc, N ∈ N, and φN,n, n ∈ Z, be defined by (3.1).
Then the following are equivalent:
(i): x ∈
⋃
α>0D(e±α);
(ii): there are M > 0 and γ ∈ [0, 1) such that ‖φN,±nx‖ ≤ Mγ
Nn
for all n ∈ N (equivalently, for all n ∈ Z with n ≥ k, k ∈ Z);
(iii): the function xT : R → X given by xT (t) = T (t)x, t ∈ R,
admits a holomorphic extension to the strip
C∓δ = {z ∈ C : 0 < ∓ℑmz < δ}
for some δ ∈ (0,∞], which is continuous and uniformly bounded
in C∓δ.
Proof. (i) =⇒ (ii). Let us assume that x ∈ D(eα) for some α > 0
and proceed to estimate ‖φ1,nx‖ for n ∈ N. Using Lemma 2.6 and
Proposition 2.8, we get
‖φN,nx‖ = ‖fα(eα ⋄ (φN,nx))‖ = ‖(fα ∗φN,n)(eα ⋄x)‖ ≤ ‖fN,n‖‖eα ⋄x‖,
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where fN,n ∈ L1(R
d) with fˆN,n(λ) =
eαN(1−n)
hα(N(λ−n+1))
∈ L̂1(R
d), n ∈ N.
Since fN,n(s)e
iN(n−1)s is positive for all x ∈ R, ‖fN,n‖ = fˆn(n − 1) =
eαN(1−n) and we deduce that ‖φN,nx‖ ≤ e
αN(1−n)‖eα ⋄ x‖ for n ∈ N.
Similar argument works for x ∈ D(e−α) and we obtain
(3.2) ‖φN,±nx‖ ≤ e
αN(1−n)‖e±α ⋄ x‖, n ∈ N.
(ii) =⇒ (iii). Assume now that ‖φN,−nx‖ ≤ Mγ
Nn, n ≥ −1 (the
other case is handled similarly). Then, we have x = x+ + x−, where
x− =
∑
n≥−1
φN,−nx with the series converging absolutely and x+ = x −
x−. Let us prove that x+ ∈ C+. Indeed, let λ ∈ [−Nk,−N(k − 1)),
k ∈ N. Consider a function f ∈ L1(R) with fˆ(λ) 6= 0 and supp fˆ ⊂
(−N(k + 1),−N(k − 1)). Then
fx+ = fx− f
(∑
n≥−1
φN,−nx
)
= fx−
(
f ∗
k+2∑
n=k−2
φN,−n
)
x = 0.
Therefore, λ /∈ Λ(x+). By [13, Lemma 8.2] the function (x+)T : t 7→
T (t)x+ admits the desired extension to the halfplane C∞. Next, we
observe that each vector φN,nx, n ∈ Z, has compact Beurling spectrum
and, hence, Corollary 2.12 applies. In this way we obtain holomorphic
extensions (φN,−nx)T , n ≥ −1, that satisfy
‖(φN,−nx)T (t+iα)‖ ≤ e
|α|N(1−n)‖φN,−nx‖ ≤Me
|α|N (γe−|α|)Nn, t, α ∈ R.
Hence, the series
(x−)T (z) =
∑
n≥−1
(φN,−nx)T (z)
converges absolutely and uniformly in the strip Cδ, where 0 < δ <
− ln γ. Therefore, xT (z) = (x−)T (z) + (x+)T (z) is a well-defined
bounded function which is holomorphic in Cδ and continuous in Cδ.
(iii) =⇒ (i). Assume that xT is well defined, holomorphic in C−δ for
some δ > 0 as well as continuous and bounded in C−δ. Let fk be a b.a.i.
in L1(R) with supp fˆk compact, k ∈ N. The functions z 7→ ez ⋄ (fkx)
and z 7→ fk(xT (z)) are both holomorphic in C−δ and continuous and
bounded in C−δ. Since they coincide on R, they coincide in C−δ as
well. Hence, the limit
lim
k→∞
ez ⋄ (fkx) = lim
k→∞
fk(xT (z)) = xT (z)
exists and, therefore, x ∈ D(ez) = D(e−α) for all z = t + iα ∈ C−δ by
(2.14). 
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Observe that the estimates in the first part of the above proof remain
valid when eα is replaced by hα, that is
(3.3) ‖φN,nx‖ ≤ e
αN(1−|n|)‖hα ⋄ x‖, |n| ≥ 1.
In addition, since φN ≡ φN,0 ∈ L1(R) and ‖φN‖ = 1, we have that
‖φNx‖ = ‖φN,0x‖ ≤ ‖x‖ ≤ ‖hα ⋄ x‖, N ∈ N, α > 0,
due to (2.11).
The above estimates indicate that the terminology in Definition 3.1
is appropriate. Moreover, together with (2.13) and Remark 2.2 they
imply
(3.4) D(eα) ∩D(e−α) = D(hα), α ∈ R
d
+.
The following lemma is almost immediate now.
Lemma 3.2. Let x ∈ Xc, N ∈ N, and φN,n, n ∈ Z, be defined by (3.1).
Then the following are equivalent:
(i): x ∈
⋃
α>0D(hα);
(ii): there are M ≥ 0 and γ ∈ [0, 1) such that ‖φN,nx‖ ≤ Mγ
N |n|
for all n ∈ Z;
(iii): the function xT : R → X given by xT (t) = T (t)x, t ∈ R,
admits a holomorphic extension to the strip
C−δ,δ = {z ∈ C : −δ < ℑmz < δ}
for some δ ∈ (0,∞], which is continuous and uniformly bounded
in C−δ,δ.
Proof. Assume x ∈ D(hα). In view of (3.4), Lemma 3.1 provides us
with a holomorphic extension of xT to C±δ for some δ > 0. The
only thing that remains to prove is that this extension is holomorphic
in a neighborhood of R ⊂ C. Observe that the family of functions
xα ≡ xT (· + iα) : R → X is uniformly bounded and equicontinuous
for α ∈ [−δ, δ]. Hence, the extension xT is holomorphic in C−δ,δ as a
uniform limit of a sequence of entire functions fnxT , where (fn) is a
b.a.i. in L1(R) with supp fˆn compact. 
Remark 2.2 allows us to extend Lemmas 3.1 and 3.2 to the mul-
tidimensional case. Using the functions from (3.1), we define φdN,a ∈
L1(R
d), a ∈ Rd, N ∈ N, via
(3.5) φˆdN,a(λ) = φˆ
d
N(λ−Na), where φˆ
d
N(λ1, . . . , λd) =
d∏
k=1
φˆN(λk).
We obtain the following characterizations of the classes with expo-
nential spectral decay.
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Proposition 3.3. Let x ∈ Xc, N ∈ N, and φ
d
N,n, n ∈ Z
d, be defined by
(3.1) and (3.5). Then the following are equivalent:
(i): x ∈
⋃
α∈Rd±
D(eα);
(ii): there are M ≥ 0 and γ ∈ [0, 1) such that ‖φdN,±nx‖ ≤
MγN |n|, n ∈ Zd+;
(iii): the function xT : R → X given by xT (t) = T (t)x, t ∈ R,
admits a holomorphic extension to the strip
C
d
∓δ = {z = (z1, z2, . . . , zd) ∈ C
d : 0 < ∓ℑmzk < δk, k = 1, 2, . . . , d}
for some δ = (δ1, δ2, . . . , δd) ∈ C
d
+, which is continuous and
uniformly bounded in Cd∓δ.
Proposition 3.4. Let x ∈ Xc, N ∈ N, and φ
d
N,n, n ∈ Z
d, be defined by
(3.1) and (3.5). Then the following are equivalent:
(i): x ∈
⋃
α∈Rd+
D(hα);
(ii): there are M ≥ 0 and γ ∈ [0, 1) such that ‖φdN,±nx‖ ≤
MγN |n|;
(iii): the function xT : R → X given by xT (t) = T (t)x, t ∈ R,
admits a holomorphic extension to the strip
C
d
−δ,δ = {z = (z1, z2, . . . , zd) ∈ C
d : −δk < ℑmzk < δk, k = 1, 2, . . . , d}
for some δ = (δ1, δ2, . . . , δd) ∈ C
d
+, which is continuous and
uniformly bounded in C∓δ.
We will often use the following more precise estimates that were
obtained in the course of the proof:
(3.6) ‖φdN,nx‖ ≤ e
NMn(α)‖hα ⋄ x‖, x ∈ D(hα), n ∈ Z
d,
(3.7) ‖φdN,±nx‖ ≤ e
NMn(α)‖e±α ⋄ x‖, x ∈ D(e±α), n ∈ Z
d
+,
where
(3.8) Mn(α) =
∑
k: nk 6=0
αk(1− |nk|), n = (n1, . . . , nd) ∈ Z
d.
Observe also that for any α ∈ Rd+ we have XComp ⊆ D(eα) and
Xc ∩D(eβ) ⊆ Xc ∩D(eα) whenever β ∈ R
d
± and α− β ∈ R
d
±. We also
mention explicitly that extending [13, Lemma 8.2] via Remark 2.2, we
see that for every T -continuous vector x ∈ C+(X ) the function xT has
a bounded holomorphic extension to the halfspace Cd∞ given by
(3.9) xT (z) = hα⋄(T (t)x) = e−α⋄(T (t)x) = e
iz·λ⋄x, z = t+iα ∈ Cd∞,
and a similar formula holds for x ∈ C−(X ) ∩ Xc.
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3.2. Wiener Class. The analog of the classical Wiener class W ⊆ X
in our setting is defined as follows:
(3.10)
W =W(X ) =W(X , T ) :=
{
x ∈ X : ‖x‖W =
∫
Rd
‖φd1,ax‖da <∞
}
,
where the functions φd1,a are given by (3.5). Since the representation
M defined by (2.2) on L1(R
d) is strongly continuous, the function
a 7→ φd1,ax : R
d → X is continuous and, therefore, the finiteness of
the integral is a reasonable way to define the corresponding type of
spectral decay. Presently, we shall see that W is a Banach space; for
our purposes, however, it is more convenient to use equivalent series
norms rather than the integral norm in the definition. We define these
norms via
(3.11) ‖x‖1,N = 5
d
∑
n∈Zd
‖φdN,nx‖, N ∈ N.
The seemingly strange choice of the constant 5d will become natural
when we study the Wiener Class of operators.
Proposition 3.5. The set W is a Banach space with respect to any of
the equivalent norms in (3.11). Moreover,
(3.12)
1
(2N + 1)d
‖x‖1,1 ≤ ‖x‖1,N ≤ 3
d‖x‖1,1, and
(3.13) ‖x‖W ≤ ‖x‖1,1 ≤ 20
d‖x‖W , x ∈ W.
Proof. We begin by showing that x ∈ W if and only if ‖x‖1,1 < ∞,
obtaining (3.13) in the process. The crucial observation here is (for
d = 1) that
φ1,ax = φ1,a((φ1,n−1 + φ1,n + φ1,n+1 + φ1,n+2)x),
where n = ⌊a⌋ is the largest integer less than or equal to a ∈ R. A
similar equality for a ∈ Rd immediately implies∫
Rd
‖φd1,ax‖da ≤ 4
d
∑
n∈Zd
‖φd1,nx‖ ≤ ‖x‖1,1.
Similarly, since
‖φd1,nx‖ =
∫
n+[0,1]d
∥∥∥∥∥φd1,n
((∑
k∈Sn
φd1,a−k
)
x
)∥∥∥∥∥ da,
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where each Sn, n ∈ Z
d, is the set of cardinality at most 4d such that
the Fourier transform of the sum is equal to 1 on supp φˆd1,n, we have
‖x‖1,1 ≤ 20
d
∫
Rd
‖φd1,ax‖da.
Next, we prove the inequalities (3.12). We use Lemma 2.6 and Re-
mark 2.2 in the usual way to obtain them. The second of the estimates
follows from
∑
n∈Zd
‖φdN,nx‖ =
∑
n∈Zd
∥∥∥∥∥φdN,n
(∑
k∈Zd
φd1,kx
)∥∥∥∥∥
≤
∑
k∈Zd
∑
n∈Sk
‖φdN,n‖
∥∥φd1,kx∥∥ ≤ 3d ∑
k∈Zd
∥∥φd1,kx∥∥ ,
where Sk ⊂ Z
d is a set of d-tuples n ∈ Zd such that the intersection
of the supports of φˆdN,n and φˆ
d
1,k has non-empty interior (all these sets
have cardinality at most 3d). Similarly, the first inequality in (3.12)
follows from
∑
n∈Zd
‖φd1,nx‖ =
∑
n∈Zd
∥∥∥∥∥φd1,n
(∑
k∈Zd
φdN,kx
)∥∥∥∥∥
≤
∑
k∈Zd
∑
n∈Sk
‖φd1,n‖
∥∥φdN,kA∥∥ = (2N + 1)d ∑
k∈Zd
∥∥φdN,kx∥∥ ,
where Sk ⊂ Zd is a set of numbers n ∈ Zd such that the intersection
of the supports of φˆd1,n and φˆ
d
N,k has non-empty interior (all these sets
have cardinality (2N + 1)d).
The rest of the assertions in the proposition are now trivial. 
Remark 3.2. Observe that in view of Theorem 2.3 the definition of
Wiener class implies W(X ) ⊆ Xc. This is why we decided to limit
many of the auxiliary statements appearing in this paper to Xc even
though in most cases they can be stated more generally.
Let us present a few simple examples of the class W.
Example 3.1. Let X = Lp(Rd), 1 ≤ p ≤ ∞, be the space of equiva-
lence classes of p-integrable complex-valued functions, and T and M
be the translation and modulation representations defined as in (2.1)
and (2.2). Let also U be a representation based on a resolution of the
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identity P = {Pk}k∈Zd, as in (1.2). Then
W(X ,M) =
{
f ∈ X :
∑
n∈Zd
(∫
Rd
∣∣∣φˆd1,n(t)x(t)∣∣∣p dt) 1p <∞
}
=
{
f ∈ X :
∑
n∈Zd
(∫
[−1,1]d
|x(t− n)|p dt
) 1
p
<∞
}
,
1 ≤ p <∞, with the obvious change for p =∞, is the Wiener amalgam
space Lp,1(Rd) [24, 38, 63]. For p = 2 we also have W(L2(Rd), T ) =
L̂2,1(Rd) = {x ∈ L2(Rd) : xˆ ∈ L2,1(Rd)}. In case of the representation
U , we get W(X , U) = {x ∈ X :
∑
k∈Zd ‖Pkx‖ < ∞}. In partic-
ular, if (Pkx)(t) = χk+[0,1]d(t)x(t), we get W(X , U) = W(X ,M) =
Lp,1(Rd). Alternatively, if (Pkx)(t) = (χk+[0,1]dxˆ)
∨(t), x ∈ L2(Rd), we
get W(L2(Rd), U) = W(L2(Rd), T ). This shows that it may not be
advantageous to consider representations other than U when X = Lp.
As a consequence, when we get to presenting examples in Section 10 we
concentrate primarily on Banach spaces other than Lp. Indeed, in case
of more general Banach spaces, desired resolutions of the identity may
not exist and the use of different representations becomes extremely
beneficial.
3.3. Beurling Class. This class of elements is designed to encompass
the classical Beurling algebra of functions
A∗(T) =
{
∞∑
n=−∞
a(n)einξ :
∞∑
k=0
sup
|n|≥k
|a(n)| <∞
}
and was inspired by the work of Q. Sun in [62], see also [15].
Again, we use the functions φd1,n, n ∈ Z
d, defined by (3.5) and let
B = {x ∈ X : ‖x‖B <∞}, where
(3.14) ‖x‖B =
∞∑
k∈Zd
max
|n|∞≥|k|∞
‖φd1,nx‖,
where |k|∞ = max{k1, k2, . . . , kd}, k = (k1, k2, . . . , kd).
It is easily seen that (3.14) defines a Banach space norm on B and
for any α > 0 we have
(3.15) D(hα) ⊆ B ⊆ W.
3.4. Sobolev-type classes. It is natural to consider weighted exten-
sions of the classes introduced in this section. In general, we shall
pursue such extensions in a sequel to this paper. Here we limit our-
selves to Sobolev-type classes defined as follows (see Remark 3.3).
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As usually, we consider a Banach space X equipped with a non-
degenerate L1(R
d)-module structure associated with a strongly contin-
uous isometric representation T : Rd → B(X ). We let A = (A1, . . . , Ad)
be the multigenerator of the module (X , T ), i.e. each operator iAk is
the infinitesimal generator of the one-parameter group T (k) : R →
B(X ) from Remark 2.2, k = 1, . . . , d. In the following definitions we
use the standard multi-index notation, i.e. α = (α1, . . . αd) ∈ Z
d
+,
|α| = |α|1 = α1 + . . .+ αd, and A
α = Aα11 . . . A
αd
d .
Definition 3.3. For each m ∈ N the Sobolev-Wiener class W(m) is
given by
W(m) = {x ∈ X : x ∈ D(Aα) and Aαx ∈ W for all |α| ≤ m,α ∈ Zd+}.
Definition 3.4. For each m ∈ N the Sobolev-Beurling class B(m) is
given by
B(m) = {x ∈ X : x ∈ D(Aα) and Aαx ∈ B for all |α| ≤ m,α ∈ Zd+}.
Remark 3.3. It can be easily shown that for α = (m, . . . ,m) ∈ Nd we
haveD(Aα) = DT (ϕm), where ϕm(λ) = (λ1 . . . λd)
m, λ = (λ1, . . . , λd) ∈
Rd. Hence, A ∈ W(m) if and only if∫
Rd
‖φd1,aA‖(1 + |a|)
mda <∞.
We refer to [31, 42] for similar and other classes utilizing D(Aα).
Remark 3.4. It is not hard to see that in the case of Hilbert spaces
or when X = Cub(R
d,H) is a space of bounded uniformly continuous
functions with values in a Hilbert space H, smoothness of the function
xT (the property x ∈ D(A
α)) is closely related to the spectral decay
of x (see, e.g., [31]). In particular, for x ∈ Cub(R,H) = X we have
that x ∈ D(A) implies x ∈ W(X , T ), where T is as in (2.1). In general
Banach spaces, however, this is not the case. Consider the following
example. Let X = Cub(R, Cub(R)) and {αn}n∈Z be a null sequence
(lim an = 0) such that the series
∑
n∈Z
αn
n
diverges. Define ϕn = αnφˆ 1
2
,n
where φ 1
2
,n is as in (3.5) and let x ∈ X be the periodic function given
by
x(t) =
∑
n∈Z
1
n
ϕne
int, ϕn ∈ Cub(R),
The function is well defined because the series converges uncondition-
ally in X . Moreover, the same is true for
x′(t) =
∑
n∈Z
iϕne
int,
24 ANATOLY G. BASKAKOV AND ILYA A. KRISHTAL
so that x ∈ D(A), A = −i d
dt
. On the other hand, it is clear that x /∈
W(X , T ). Hence, in general, the relation between smoothness of xT and
the spectral decay of x is subtler. Let us prove that x ∈ D(A2) implies
x ∈ W(X , T ) for general X and T : R → B(X ). Let y ∈ D(A2).
Then there exists x ∈ X such that y = (A2 + I)−1x = fx, where
fˆ(λ) = (λ2 + 1)−1. Hence, φ1,ny = (f ∗ φ1,n)x satisfies ‖φ1,ny‖ ≤ ‖f ∗
φ1,n‖‖x‖ ≤
c
n2
for some c ∈ R and, therefore, y ∈ W(X , T ). Clearly, a
small modification of the above argument shows D(A1+ε) ⊆ W(X , T )
for any ε > 0.
Remark 3.5. We defined various classes of vectors with spectral decay
assuming G = Rd. Such a restriction, however, is less stringent than
one may think. Indeed, if G = Td1 × Rd2 one can pass to a represen-
tation on Rd1+d2 which would be periodic in the first d1 variables and
obtain the same kind of results just as well.
4. Module structures and memory of linear operators
In view of our interest in Wiener-type results, we consider the classes
defined in the previous section for Banach modules L(X ,Y) and L(Y ,X )
of bounded linear operators between complex Banach spaces X and
Y . To avoid confusion we shall use TXY : G → B(L(X ,Y)) to de-
note the representation defining the module structure on L(X ,Y) and
TYX : G→ B(L(Y ,X )) – for the representation on L(Y ,X ). Since we
are interested only in operators with some kind of memory decay we
will only deal with operators in (L(X ,Y))c and (L(Y ,X ))c. This allows
us to use formula (2.4) and avoid tedious complications that we had to
deal with in [13]. We shall also always assume that the representations
TXY and TYX are coupled, i.e. the operators A ∈ L(X ,Y), B ∈ L(Y ,X )
are inverses of each other if and only if TXY(g)A and TYX (g)B have the
same property for every g ∈ G. Moreover, given three (not neces-
sarily distinct) complex Banach spaces X , Y , Z and Banach modules
L(X ,Y), L(Y ,Z), and L(X ,Z) with structures associated with TXY ,
TYZ and TXZ , respectively, we assume that
(4.1) TXZ(g)(BA) = (TYZ(g)B)(TXY(g)A), g ∈ G,
for all A ∈ L(X ,Y), B ∈ L(Y ,Z). In particular, if X = Y , we assume
that TXX (g), g ∈ G, are Banach algebra automorphisms of B(X ).
If the spaces X , Y , and Z are themselves Banach modules, we shall
use TX , TY , and TZ to denote the corresponding representations. How-
ever, in what follows, we omit the indices of the representations if the
choice is unambiguous.
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Example 4.1. The most typical example of module structures on L(X ,Y)
and L(Y ,X ) satisfying the above assumptions arises when X and Y are
equipped with module structures associated with TX and TY , respec-
tively. In this case, we let TXY(g)A = TY(g)ATX (−g) and TYX (g)B =
TX (g)BTY(−g), g ∈ G, A ∈ L(X ,Y), B ∈ L(Y ,X ). Clearly, these
are coupled representations and (4.1) is satisfied in case we have three
spaces and define the representations in this way. We also observe
that when the representations TX and TY are defined via resolutions
of the identity as in (1.2) and Amn are operator blocks of an operator
A ∈ L(X ,Y) as described in the introduction, then k /∈ Λ(A, TXY) if
and only if Amn = 0 for all m,n ∈ Z
d such that m − n = k. In other
words, the Beurling spectrum of an operator A consists of the numbers
of the non-zero diagonals of its matrix.
The module structures not conforming to the previous example are
rarely considered in the literature. It is, however, an unnecessary and,
at times, harmful restriction to consider only such kind of representa-
tions. In particular, within the framework of the above example one
cannot consider more general Banach algebras than B(X ) (see Remark
4.1). The following structure, although very similar, also lies beyond
the framework.
Example 4.2. For simplicity, we present this example in case G = R2d
and leave an obvious extension to more general LCA-groups to the
reader. Consider the translation and modulation representations T
and M defined by (2.1) and (2.2) on two appropriate Banach spaces X
and Y of functions on Rd. In this case, the representations satisfying
our assumptions can be defined as
(4.2) TXY(t, s)A = M(t)T (s)AT (−s)M(−t), s, t ∈ R
d, A ∈ L(X ,Y),
and similarly for TYX .
The following lemma is crucial for understanding the properties of
the memory, i.e. Beurling spectra, of linear operators. Although a close
analog of this result appears, for example, in [13, 18] we feel compelled
to present a proof here.
Lemma 4.1. Let A ∈ L(X ,Y), B ∈ L(Y ,Z) and (L(X ,Y), TXY),
(L(Y ,Z), TYZ), and (L(X ,Z), TXZ) be non-degenerate Banach modules
over the algebras Lν1(G), Lν2(G), and Lν3(G), respectively, where νi,
i = 1, 2, 3, are non-quazi-analytic weights. Assume also that (4.1) is
satisfied and that A ∈ Ω(A) and B ∈ Ω(B) (see Definition 2.4). Then
Λ(BA, TXZ) ⊆ Λ(A, TXY) + Λ(B, TYZ).
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Proof. Assume that γ /∈ Λ(A, TXY) + Λ(B, TYZ) =: ∆, and let U and V
be two neighborhoods of Λ(A, TXY) and Λ(B, TYZ), respectively, such
that γ /∈ U + V. Let also φ ∈ Lν1(G), ψ ∈ Lν2(G), and f ∈ Lν3(G)
be such that supp φˆ ∈ U , supp ψˆ ∈ V, fˆ(γ) 6= 0, and supp fˆ ∩
supp φˆ+ supp ψˆ = ∅. Such a function f exists because the weight
ν3 is non-quazianalytic [19, 48]. In view of Lemma 2.2(vi) and (2.7)
it is enough to prove that Λ(B1A1, TXZ) ⊆ ∆, where A1 = φA and
B1 = ψB. Then, omitting the indices of the representations, we get
T (f)(B1A1) =
∫
G
f(g)T (−g)(B1A1)dg
=
∫
G
f(g)(T (−g)(ψB))(T (−g)(φA))dg
=
∫
G
∫
G
∫
G
f(g)φ(g1)ψ(g2)(T (−g2 − g)B)(T (−g1 − g)A)dg1dg2dg
=
∫
G
∫
G
∫
G
f(g)φ(g1 − g)ψ(g2 − g)(T (−g2)B)(T (−g1)A)dgdg1dg2
=
∫
G
∫
G
F (g1, g2)(T (−g2)B)(T (−g1)A)dg1dg2.
Observe that by our assumptions Fˆ (γ1, γ2) = fˆ(γ1+γ2)φˆ(γ1)ψˆ(γ2) = 0,
and, hence, T (f)(B1A1) = 0. Therefore, γ /∈ ∆ and the lemma is
proved. 
Lemma 2.4 allows us to formulate the following special case of the
above result.
Lemma 4.2. Let A ∈ L(X ,Y), B ∈ L(Y ,Z) and (L(X ,Y), TXY),
(L(Y ,Z), TYZ), and (L(X ,Z), TXZ) be non-degenerate Banach modules
over the algebras Lν1(G), Lν2(G), and Lν3(G), respectively, where νi,
i = 1, 2, 3, are non-quazi-analytic weights. Assume also that the above
three algebras contain b.a.i., (4.1) is satisfied, and that A and B are
TXY- and TYZ-continuous, respectively. Then
Λ(BA, TXZ) ⊆ Λ(A, TXY) + Λ(B, TYZ).
The following corollary appears, for example, in [13, 18].
Corollary 4.3. Let A ∈ (L(X ,Y), TXY)c, where TXY is defined as in
Example 4.1 and x ∈ (X , TX ). Then
Λ(Ax, TY) ⊆ Λ(A, TXY) + Λ(x, TX ).
To help the reader, we note that the above is a generalization of the
fact that a product of a one-diagonal matrix with the m-th non-zero
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diagonal and a one-diagonal matrix with the n-th non-zero diagonal is
either 0 or another one-diagonal matrix with the (m + n)-th non-zero
diagonal.
Remark 4.1. Analogous results hold if A, B belong to a Banach algebra
B, which has a non-degenerate Lν(G)-Banach module with respect to
a strongly continuous representation T satisfying an obvious analog of
(4.1), i.e. when {T (g), g ∈ G} is a group of automorphisms of the
algebra B. In fact, most of the results about linear operators proved in
this paper remain valid in the case of Banach algebras with a group of
automorphisms and the proofs apply nearly verbatim. We shall discuss
several examples in the last section of the paper.
We conclude this section with the following obvious, but useful, ob-
servation.
Proposition 4.4. Let A ∈ (L(X ,Y), TXY)c, where TXY is defined as
in Example 4.1. Then AXc ⊆ Xc. If, moreover, A is invertible then
A−1 ∈ (L(Y ,X ), TYX )c.
5. Memory decay for inverses of operators with compact
Beurling spectrum
We begin with the simplest case of G = R and ν ≡ 1. We consider
an invertible operator A ∈ L(X ,Y) with Λ(A) = Λ(A, TXY) compact.
We let B = A−1 ∈ L(Y ,X ) and study the memory decay of B with
respect to the representation TYX . Because ν ≡ 1 the representations
TXY and TYX are assumed to be isometric.
Theorem 5.1. Assume A ∈ L(X ,Y) is invertible, Λ(A, TXY) ⊂ [−a, a],
and B = A−1. Then there is α > 0 such that B has exponential spectral
decay of type α, that is B ∈ D(hα, TYX ). Moreover, if φN ∈ L1(R),
N ∈ N, are such that ‖φN‖ = 1, φˆN is continuous, supp φˆN ⊂ [−N,N ],
and φN,n(x) = φN(x)e
iNnx, then
(5.1) ‖φN,nB‖ ≤ inf
α∈(0, a−1 ln(1+æ−1(A))
eαN(1−|n|))‖B‖
1− (eαa − 1)æ(A)
, |n| > 1,
where æ(A) = ‖A‖‖B‖ is the condition number of A.
Proof. Observe that since Λ(A) ⊂ [−a, a] Corollary 2.12 implies that
for every z ∈ C we have A ∈ D(ez), where ez(λ) = e
izλ, and AT : z 7→
ez ⋄ A is an entire function. Since invertibility is stable under small
perturbations and the representation T is isometric, we get that AT (z)
is invertible for z ∈ C−δ,δ for some δ > 0. Clearly, then (ez ⋄ A)
−1 is
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a holomorphic extension of BT and Lemma 3.2 implies B ∈ D(hα) for
0 < α < δ. Obtaining the estimate (5.1), however, requires more work.
For z = t+ iα, α > 0, let us estimate the norm ‖ez ⋄A−TXY(t)A‖ =
‖e−α ⋄ A − A‖. Consider the 4a-periodic function h(λ) = η(λ) − 1,
where η is defined by (2.15). We have shown in (2.16) that the Fourier
coefficients cn, n ∈ Z\{0}, of the periodic even function η(· − a) are
positive. Clearly, they coincide with non-zero Fourier coefficients of
h(· − a). The 0-th coefficient is also positive since c0 =
4
α
(sinhαa −
αa) > 0. Hence, by Proposition 2.10, ‖TˇXY(h)‖ ≤ e
αa − 1. Moreover,
h ≡ e−α − 1 ≡ eiα − 1 on [−a, a] ⊇ Λ(A) and, hence, by Lemma 2.9
‖e−α ⋄ A−A‖ = ‖TˇXY(h)A‖ ≤ ‖TˇXY(h)‖‖A‖ = (e
αa − 1)‖A‖.
Using the same argument for the representation T˜XY(t) = TXY(−t), we
get
‖Tˇ (eα)A− A‖ = ‖eα ⋄ A− A‖ ≤ (e
αa − 1)‖A‖, α > 0.
Therefore, if |α| < a−1 ln(1 + æ−1(A)), we have that
(eα ⋄A)
−1 = B(I + (eα ⋄A−A)B)
−1 = B
∞∑
n=0
(−1)n((eα ⋄A−A)B)
n,
BT (z) := (ez ⋄ A)
−1 = TYX (t)(e∓α ⋄ A)
−1, z = t± iα, α > 0, satisfies
‖BT (z)‖ ≤
‖B‖
1− (eαa − 1)æ(A)
,
and the estimate (5.1) follows from (3.3). 
Next, we extend the above result to the case when G = Rd.
Theorem 5.2. Assume A ∈ L(X ,Y) is invertible and B = A−1. As-
sume also that a = (a1, . . . , ad) ∈ R
d
+ and Λ(A, TXY) ⊂ [−a1, a1]× . . .×
[−ad, ad]. Then there is α = (α1, . . . , αd) ∈ R
d
+ such that the memory of
B has exponential decay of type α, that is B ∈ D(hα, TYX ). Moreover,
if φdN,n ∈ L1(R
d), N ∈ N, n ∈ Zd, are defined via (3.5), then
(5.2) ‖φN,nB‖ ≤ inf
α
eNMn(α)‖B‖
1− (eα·a − 1) æ(A)
, n ∈ Zd,
where Mn(α) =
∑
k: nk 6=0
αk(1 − |nk|) and the infimum is taken over all
α ∈ Rd such that the denominator is positive.
Proof. The proof of the one-dimensional case can be applied almost
verbatim if the periodic function η is replaced with ηd(λ) =
∏d
k=1 η(λk),
λ = (λ1, . . . , λd) ∈ R
d. Remark 2.2 and Lemmas 2.6 and 2.9, however,
cannot be used in this case. To overcome this minor obstacle one uses
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Lemma 2.2 to prove the estimates with a + ε, ε ∈ Rd+, in place of a.
The desired estimates then follow since ε ∈ Rd+ is arbitrary. We omit
the remaining details for the sake of brevity. 
6. Memory decay of inverses to causal operators and
operators with exponential memory decay
In this section we extend the above results to operators with ex-
ponential spectral decay as well as to causal operators and operators
with one-sided exponential spectral decay. As before the proof is based
on the holomorphic extensions of the function t 7→ T (t)A. We be-
gin, however, with establishing the algebraic properties of the classes
of operators considered in this section.
Lemma 6.1. Assume A ∈ C(L(Y ,Z)) and B ∈ C(L(X ,Y)). Then
AB ∈ C(L(X ,Z)).
Proof. Follows from Lemma 4.2. 
Lemma 6.2. Let α ∈ Rd. Assume A ∈ L(Y ,Z)c ∩ D(eα, TYZ) and
B ∈ L(X ,Y)c ∩D(eα, TXY). Then AB ∈ L(X ,Z)c ∩D(eα, TXZ) and
(6.1) eα ⋄ (AB) = (eα ⋄ A)(eα ⋄B).
Proof. The proof follows by uniqueness of the holomorphic extension
provided by Proposition 3.3. 
Theorem 6.3. Let α ∈ Rd± and A ∈ L(X ,Y)c ∩D(eα). Assume B =
A−1 ∈ L(Y ,X ). Then there is β ∈ Rd± such that B ∈ L(Y ,X )c∩D(eβ).
Proof. All we need to do is repeat the first part of the proof of Theorem
5.1. Indeed, if AT is the holomorphic extension provided by Proposi-
tion 3.3, it is continuous in the uniform operator topology in C∓δ for
some δ ∈ Rd+. Hence, because the representation T is bounded and
invertibility is stable under small perturbations, there exists β ∈ Rd+
such that AT (z) is invertible for z ∈ C∓β. It remains only to apply
Proposition 3.3 once again. 
The following two results are immediate consequences of Theorem
6.3. A version of the first of them was originally announced in [14].
Theorem 6.4. Assume A ∈ L(X ,Y)c ∩ C±(L(X ,Y)) and B = A
−1 ∈
L(Y ,X ). Then there is α ∈ Rd+ such that B ∈ L(Y ,X )c ∩D(e∓α).
Theorem 6.5. Let α ∈ Rd+ and A ∈ L(X ,Y)c ∩D(hα). Assume B =
A−1 ∈ L(Y ,X ). Then there is β ∈ Rd+ such that B ∈ L(Y ,X )c∩D(hβ).
30 ANATOLY G. BASKAKOV AND ILYA A. KRISHTAL
Remark 6.1. Guided by the fact that the inverse of a triangular ma-
trix is also triangular, one might think that the inverse to a causal
operator should always be causal. The bilateral shift operator shows,
however, that the inverse to a causal operator may, in fact, be anti-
causal. Theorem 6.4, on the other hand, ensures that the anticausal
part of the inverse always has exponential memory decay. We refer to
[13] for different criteria of causal invertibility.
Remark 6.2. Given an invertible operator A ∈ D(eα) we cannot obtain
estimates for the memory decay of A−1 without assuming more than
A ∈ L(X ,Y)c. It is possible, however, to use the approach of Theorem
5.1 to obtain such estimates if we can quantify the convergence of
T (t)A→ A as t→ 0. In particular, we can get the estimates if A is in
one of the Ho¨lder-Zygmund classes studied in [31].
7. Extension of the classical Wiener’s Lemma
We begin by establishing the algebraic property of the Wiener Class
W = W(L(X ,Y)) of operators in L(X ,Y). Recall from Section 3.2
that the norms of operators A ∈ W are given by
(7.1) ‖A‖1,N = 5
d
∑
n∈Zd
‖φdN,nA‖ = 5
d
∑
n∈Zd
‖TXY(φ
d
N,n)A‖, N ∈ N,
where we used the functions φdN defined by (3.5) and their translates
φdN,n.
Lemma 7.1. If B ∈ W(L(X ,Y)) and A ∈ W(L(Y ,Z)) then AB ∈
W(L(X ,Z)) and
‖AB‖1,N ≤ ‖A‖1,N‖B‖1,N ,
in particular, W(B(X )) is a Banach algebra.
Proof. We deduce the desired property from
‖AB‖1,N = 5
d
∑
n∈Zd
‖φdN,n(AB)‖
= 5d
∑
n∈Zd
∥∥∥∥∥φdN,n
((∑
m∈Zd
φdN,mA
)(∑
k∈Zd
φdN,kB
))∥∥∥∥∥
≤ 52d
∑
m∈Zd
‖φdN,mA‖
∑
k∈Zd
‖φdN,kB‖ = ‖A‖1,N‖B‖1,N ,
where the inequality is true because for every choice of m,n ∈ Zd there
are at most 5d different numbers k ∈ Zd such that the set supp φˆdN,k ∩
Λ((φdN,mA)(φ
d
N,nB), TXZ) has non-empty interior. We used Lemmae
2.6, 4.2 and Remark 2.2. 
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Theorem 7.2. Let A ∈ W(L(X ,Y)) be invertible with B = A−1 ∈
L(Y ,X ). Then B ∈ W(L(Y ,X )) and
(7.2) ‖B‖1,1 ≤ (2N + 1)
d‖B‖1,N ≤
‖B‖
ǫA
(
2ψA
(
ǫA
‖B‖
)
+ 1
)d
,
where N = ψA(
ǫA
‖B‖
), ǫA = 5
−d
(
16
(
2δA−1
δA−1
)d
− 12
)−1
, δA =
(
4æ(A)+3
4æ(A)+2
) 1
3d
,
æ(A) = ‖A‖‖A−1‖, and ψA : R+ → N is defined by
ψA (t) = min
K ∈ N :
∥∥∥∥∥∥A−
∑
|k|∞≤2
φdK,kA
∥∥∥∥∥∥
1,K
≤ t
 ,
where φdK,k is given by (3.5).
Proof. We begin by fixing some N ∈ N, which is to be determined later,
and using the functions φdN,n defined via (3.5) to represent A = C +D,
C =
∑
|n|∞≤2
φdN,nA, in such a way that ‖B‖‖D‖1,N ≤
1
2
and, hence, also
‖B‖‖D‖ ≤ 1
2
. The first inequality is true for some N ∈ N because
A ∈ W(L(X ,Y)). In this case, ‖C‖ ≤ ‖A‖+ 1
2‖B‖
, C is invertible, and
L = C−1 = (A−D)−1 = B(I −DB)−1 = B
∑∞
n=0(DB)
n satisfies
(7.3) ‖L‖ ≤
‖B‖
1− ‖B‖‖D‖
≤ 2‖B‖.
Using (5.2) for the operators C and L = C−1 with a = (3N, . . . , 3N) ∈
Rd, we get
‖φdN,nL‖ ≤ inf
α
eαNMn‖L‖
1− (e3αdN − 1)æ(C)
≤ inf
α
eαNMn‖B‖
1− ‖B‖‖D‖ − (e3αdN − 1)(æ(A) + 1
2
)
,
≤ inf
α
eαNMn‖B‖
1
2
− (e3αdN − 1)(æ(A) + 1
2
)
,
(7.4)
whereMn =
d∑
k=1
1−|nk|, n = (n1, . . . , nd) ∈ Z
d, nk 6= 0, and the infima
are taken over all α ∈ R+ such that the corresponding denominator is
positive.
Next, we choose α such that
1
2
− (e3αdN − 1)(æ(A) +
1
2
) =
1
4
.
32 ANATOLY G. BASKAKOV AND ILYA A. KRISHTAL
Then eαN =
(
4æ(A)+3
4æ(A)+2
) 1
3d
=: δA > 1 and, therefore,
(7.5) ‖φdN,nL‖ ≤ 4δ
Mn
A ‖B‖, n 6= 0, and ‖φ
d
N,0L‖ ≤ ‖L‖ ≤ 2‖B‖.
Summing over n ∈ Zd and multiplying by 5d, we get
(7.6) ‖L‖1,N ≤ 5
d
(
8
(
2δA − 1
δA − 1
)d
− 6
)
‖B‖ =
1
2ǫA
‖B‖.
Finally, we specify some N ∈ N such that
‖L‖1,N‖D‖1,N ≤
1
2ǫA
‖B‖‖D‖1,N ≤
1
2
,
that is, we let N = ψA
(
ǫA
‖B‖
)
. Then the series in B = (C + D)−1 =
L(I+DL)−1 = L
∑∞
n=0(−1)
n(DL)n converges inW(B(Y)), and, using
‖B‖1,N ≤
‖L‖1,N
1− ‖L‖1,N‖D‖1,N
≤
‖B‖
ǫA
,
we obtain the estimate (7.2). 
Proposition 7.3. Assume A ∈ W(L(X ,Y), TXY), where the repre-
sentation TXY : R
d → B(L(X ,Y)) is defined as in Example 4.1 by
TXY(t)A = TY(t)ATX (−t). Then
AW(X , TX ) ⊆ W(Y , TY).
Moreover, if A is invertible then it is also an isomorphism between
W(X , TX ) and W(Y , TY).
Proof. Let x ∈ W(X , TX ) and y = Ax. As in Lemma 7.1, we get∑
k∈Zd
‖φdN,ky‖ =
∑
k∈Zd
∥∥∥∥∥φdN,k
((∑
m∈Zd
φdN,mA
)(∑
n∈Zd
φdN,nx
))∥∥∥∥∥
≤ 5d
∑
m∈Zd
‖φdN,mA‖
∑
n∈Zd
‖φdN,nx‖ = ‖A‖1,N‖x‖1,N ,
where we used Corollary 4.3. 
Remark 7.1. Various corollaries of the above proposition play a crucial
role in the study of canonical duals of localized frames (see, e.g. [4, 25,
28, 44] and references therein).
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8. Inverse Closedness of the Beurling Class
The Beurling Class B = B(X ,Y) of operators in L(X ,Y) has the
norm
(8.1) ‖A‖B =
∑
k∈Zd
max
|n|∞≥|k|∞
‖φd1,nA‖ =
∑
k∈Zd
max
|n|∞≥|k|∞
‖TXY(φ
d
1,n)A‖,
where |k|∞ = max{|k1|, |k2|, . . . , |kd|}, k = (k1, k2, . . . , kd) ∈ R
d.
We prove the inverse closedness of this class by adapting a similar
argument in [62] to our general setting and applying the technique of
the previous section.
We begin with the following very strong algebraic property.
Lemma 8.1. If B ∈ B(X ,Y) and A ∈ B(Y ,Z) then AB ∈ B(X ,Z)
and
(8.2) ‖AB‖B ≤ 5
d‖A‖1,1‖B‖B + 2
d‖A‖B‖B‖1,1,
in particular, B(X ) = B(X ,X ) is a Banach algebra with respect to an
equivalent norm.
Proof. Using the absolute convergence of the series below, we have
‖φ1,n(AB)‖ =
∥∥∥∥∥∥φ1,n
(∑
i∈Zd
φ1,iA
)∑
j∈Zd
φ1,jB
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
i∈Zd
∑
j∈Zd
φ1,n ((φ1,iA) (φ1,j−iB))
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
∑
|i|∞≥
1
2
|n|∞
∑
j∈Zd
φ1,n ((φ1,iA) (φ1,j−iB))
∥∥∥∥∥∥
+
∥∥∥∥∥∥
∑
|i|∞<
1
2
|n|∞
∑
j∈Zd
φ1,n ((φ1,iA) (φ1,j−iB))
∥∥∥∥∥∥
From Lemma 4.2 we deduce that when |j − n|∞ > 2 the terms in both
series vanish. Hence,
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‖φ1,n(AB)‖ ≤
∑
|i|∞≥
1
2
|n|∞
∑
|j−n|∞≤2
‖φ1,iA‖‖φ1,j−iB‖
+
∑
|j−n|∞≤2
∑
|j−i|∞<
1
2
|n|∞
‖φ1,j−iA‖‖φ1,iB‖
≤
∑
|i|∞≥
1
2
|n|∞
∑
|j−n|∞≤2
‖φ1,iA‖‖φ1,j−iB‖
+
∑
|i|∞≥
1
2
|n|∞−1
∑
|j−n|∞≤2
‖φ1,j−iA‖‖φ1,iB‖.
Therefore,∑
k∈Zd
max
|n|∞≥|k|∞
‖φ1,n(AB)‖
≤
∑
k∈Zd
max
|n|∞≥|k|∞
∑
|i|∞≥
1
2
|n|∞
∑
|j−n|∞≤2
‖φ1,iA‖‖φ1,j−iB‖
+
∑
k∈Zd
max
|n|∞≥|k|∞
∑
|i|∞≥
1
2
|n|∞−1
∑
|j−n|∞≤2
‖φ1,j−iA‖‖φ1,iB‖
≤
∑
k∈Zd
max
|n|∞≥
|k|∞
2
‖φ1,nA‖
∑
i∈Zd
5d‖φ1,iB‖
+
∑
k∈Zd
max
|n|∞≥
|k|∞
2
−1
‖φ1,nB‖
∑
i∈Zd
5d‖φ1,iA‖,
and the desired inequality follows. Since ‖A‖W ≤ 5
d‖A‖B, the inequal-
ity implies that B(X ) is indeed a Banach algebra. 
Next we use the standard Brandenburg trick [17] to show that the
spectral radii in the Wiener and Beurling algebras coincide, i.e., for all
A ∈ B(X )
(8.3) ρB(A) = lim
n→∞
‖An‖
1/n
B = limn→∞
‖An‖
1/n
W = ρW(A).
Indeed, since ‖A‖W ≤ 5
d‖A‖B, we have ρW(A) ≤ ρB(A). On the other
hand, from (8.2) we get ‖A2n‖B ≤ (5
d + 2d)‖An‖B‖A
n‖1,1. Taking
the n-th root and passing to the limit we get ρB(A
2) = (ρB(A))
2 ≤
ρB(A)ρW(A) which implies (8.3).
At this point, Hulanicki’s lemma [39] is typically used to finish the
argument about inverse closedness [30, 31, 61]. In our setting, however,
this result is not applicable since we may be entirely outside of the realm
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of ∗-algebras. We overcome this obstacle by looking more closely into
the proof of the result in the previous section.
Theorem 8.2. Assume that A ∈ B(X ,Y) and B ∈ L(Y ,X ) is its
inverse operator. Then B ∈ B(Y ,X ).
Proof. As in the proof of Theorem 7.2, let A = C +D where Λ(C) is
compact and
B = C−1(I +DC−1)−1 = C−1
∞∑
k=0
(−DC−1)n,
where the Neumann series converges in W(Y) because ‖DC−1‖W <
1. Theorem 5.1 implies C−1 ∈ D(hα) ⊆ B and we can use (8.3) to
conclude that ρB(DC
−1) < 1 and, hence, the Neumann series converges
in B(Y). 
The proof of the following result is analogous to that of proposition
7.3 and is left to the reader.
Proposition 8.3. Assume A ∈ B(L(X ,Y), TXY), where the repre-
sentation TXY : R
d → B(L(X ,Y)) is defined as in Example 4.1 by
TXY(t)A = TY(t)ATX (−t). Then
AB(X , TX ) ⊆ B(Y , TY).
Moreover, if A is invertible then it is also an isomorphism between
B(X , TX ) and B(Y , TY).
9. Sobolev-type Algebras
Here we extend the previous results to the Sobolev-type classesW(m)
and B(m). Unlike the previous two sections, rather than deal with op-
erators in L(X ,Y) we choose to work with a unital Banach algebra B
such that the representation T defines a group of isometric automor-
phisms of B. It should be clear how to modify the statements to get
the results for L(X ,Y). The definitions of W(m) and B(m) were given
in Subsection 3.4; in what follows we are using the same notation.
In pursuing our extension, we follow the ideas in [18, 31]. We note,
however, that since our Wiener and Beurling classes are different from
those considered in [31], the Sobolev-type classes are also different, and
the results in this section do not follow immediately from [31].
Observe that since each T (k)(t) defined in Remark 2.2 is an auto-
morphism of B, the definition of the infinitesimal generator Ak implies
(9.1) Ak(xy) = (Akx)y + x(Aky), x, y ∈ D(Ak),
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i.e. each Ak, k = 1, . . . , d, is a derivation [18] on B. These equalities
ensure that both W(m) and B(m) are Banach algebras with the norm
‖x‖F(m) =
∑
|α|≤m
‖Aαx‖F , x ∈ F ,
where F is eitherW or B. We refer to these algebras as Sobolev-Wiener
or Sobolev-Beurling algebras, respectively.
Theorem 9.1. Let F (m), m ∈ N, be either a Sobolev-Wiener or a
Sobolev-Beurling algebra. Assume that x ∈ F (m) is invertible, i.e.
x−1 ∈ B. Then x−1 ∈ F (m), i.e. F (m) is an inverse-closed subalge-
bra of B.
Proof. Observe that Ake = 0 for the unit e ∈ B and D(Ak) is inverse
closed since the function t 7→ T (k)(t)x−1 = (T (k)(t)x)−1 is differentiable
when x ∈ D(Ak) is invertible in B (see also [18, 31]). Therefore, using
equalities (9.1) we get 0 = Ak(xx
−1) = (Akx)x
−1 + x(Akx
−1) and,
hence,
Akx
−1 = −x−1(Akx)x
−1.
The result is now an immediate consequence of Theorems 7.2, and
8.2. 
Proposition 9.2. Assume C ∈ F (m)(L(X ,Y), TXY), where the rep-
resentation TXY : R
d → B(L(X ,Y)) is defined as in Example 4.1 by
TXY(t)C = TY(t)aTX (−t). Then
CF (m)(X , TX ) ⊆ F
(m)(Y , TY).
Moreover, if C is invertible then it is also an isomorphism between
F (m)(X , TX ) and F
(m)(Y , TY).
Proof. Let AX , AY and AXY be the multigenerators of the representa-
tions TX , TY and TXY , respectively. Then, using the relation between
the representations, we obtain
(9.2) AYk (Cx) = (A
XY
k C)x+ C(A
X
k x), x ∈ D(A
X
k ),
similarly to (9.1). It remains to apply Propositions 7.3 and 8.3. 
10. Examples
10.1. Matrices and resolutions of the identity. We begin by re-
visiting the example we presented in the introduction and proceed to
illustrate how general, in fact, it is or can be made.
Let us consider operators in L(X ,Y) where X and Y are Banach
modules with the structures associated with the representations TX
and TY , respectively. Assume that the representations TXY and TYX
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are defined as in the example 4.1. Let σk, k ∈ Z
d, be a partition of Rd
such that
• The spectral submodules X (σk, TX ), Y(σk, TY), k ∈ Z
d, are
complementable Banach subspaces, i.e. for each k ∈ Zd there
exist two projections Pk ∈ B(X ) and Qk ∈ B(Y) onto X (σk, T )
and Y(σk, T ) respectively;
• Projections Pk, Qk, k ∈ Z
d, form disjunctive resolutions of the
identity P and Q in X and Y respectively;
• P and Q satisfy (1.1).
Observe that the above conditions are typically satisfied in Hilbert
spaces as well as in different kinds of Lp spaces.
Let us now define the representations UX , UY by (1.2) and UXY by
(1.3). Now we can define various classes F(L(X ,Y), UXY) in terms of
the matrix (QkAPj)k,j∈Zd of an operator A ∈ L(X ,Y) as it was done
in [11]. We leave it to the reader to obtain the specific formulas. We
only notice that if σk = k + [0, 1)
d, k ∈ Zd, computations similar to
those in the proof of Proposition 3.5 show that F(L(X ,Y), UXY) =
F(L(X ,Y), TXY).
Alternatively, let B be a (complex) unital Banach algebra and T :
Rd → B(B) be a group of bounded (isometric) automorphisms of B.
Let σk, k ∈ Z
d, be a partition of Rd such that
• The spectral submodulesB(σk, T ), k ∈ Z
d, are complementable
Banach subspaces, i.e. for each k ∈ Zd there exists a projection
Pk ∈ B(B) onto B(σk, T );
• Projections Pk, k ∈ Z
d, form a disjunctive resolution of the
identity P;
• P satisfies (1.1).
Given the above conditions we can define a bounded 2π-periodic rep-
resentation UB : R
d → B(B) similar to (1.2):
UB(t)x =
∑
k∈Zd
eintPkx, t ∈ R
d, x ∈ B.
Various classes F(B, UB) are then easily defined in terms of ‖Pkx‖,
k ∈ Zd, as e.g. in Example 3.1. Again, if σk = k + [0, 1)
d, k ∈ Zd,
computations similar to those in the proof of Proposition 3.5 show
that F(B, UB) = F(B, T ).
Clearly, it is unreasonable to expect the conditions on the spectral
submodules outlined in this example to hold outside of the realm of
Hilbert and Lp spaces. The following examples are designed to show
that the techniques of this paper still produce meaningful results when
previously used methods fail.
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10.2. Continuous operator-valued functions. Let B be a (com-
plex) unital Banach algebra. In this example we consider the Banach
algebra Cb = Cb(R
d,B) of all bounded continuous B-valued functions
with the norm ‖x‖ = sups∈Rd ‖x(s)‖, x ∈ Cb. The algebra Cb is
equipped with a non-degenerate L1(R
d)-module structure associated
with the translation representation T = T : Rd → B(Cb) similar to
(2.1):
(T (t)x)(s) = x(t + s), t, s ∈ Rd, x ∈ Cb.
In particular, for f ∈ L1(R
d) the module structure is given by the
convolution
(T (f)x)(s) = (f ∗ x)(s) =
∫
Rd
f(t)x(s− t)dt, x ∈ Cb.
The Beurling spectrum Λ(x, T ) in this case coincides with supp xˆ, where
the Fourier transform is understood in the sense of tempered distribu-
tions. The class of T -continuous functions in this case is the algebra
Cub = Cub(R
d,B) of all bounded uniformly continuous B-valued func-
tions.
Consider the functions φd1,a defined by (3.5). The following subclasses
of Cub (see Remark 3.2) correspond to the classes considered in the
previous sections. The Wiener class is
W =W(Cb) =W(Cb, T ) = {x ∈ Cb :
∫
Rd
‖φd1,a ∗ x‖da <∞},
the class of functions with exponential spectral decay is
Wexp =
⋃
α∈Rd+
D(hα) = {x ∈ Cb : ‖φ
d
1,n ∗ x‖ ≤ Me
−ε|n|, n ∈ Z,
for some positive M =M(x) and ε = ε(x)},
the classes of functions with one-sided exponential spectral decay are
W±exp =
⋃
α∈Rd±
D(eα) = {x ∈ Cb : ‖φ
d
1,n ∗ x‖ ≤Me
−ε|n|,±n ∈ N,
for some positive M =M(x) and ε = ε(x)},
and the Beurling class is
B = B(Cb) = {x ∈ Cb :
∑
k∈Zd
max
|n|∞≥|k|∞
‖φd1,n ∗ x‖ <∞}.
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A straightforward computation shows that the Sobolev-type algebras
in this case are
W(m) =W(m)(Cb) = {x ∈ C
m
b :
∑
|α|≤m
∫
Rd
‖φd1,a ∗ x
(α)‖da <∞}
= {x ∈ Cb :
∫
Rd
‖φd1,a ∗ x‖(1 + |a|)
mda <∞},
and
B(m) = B(m)(Cb) = {x ∈ C
m
b :
∑
|α|≤m
∞∑
k∈Zd
max
|n|∞≥|k|∞
‖φd1,n ∗ x
(α)‖ <∞},
where Cmb is the space of functions with continuous bounded derivatives
up to order m ∈ N and x(α) is the (higher order) partial derivative
corresponding to the index α ∈ Rd.
In the following theorem we denote by F(Cb) one of the above classes.
Theorem 10.1. Assume that x ∈ F(Cb) is such that x(s) is invertible
in B for all s ∈ Rd and the function y(·) = (x(·))−1 is bounded. Then
y ∈ F(Cb).
Proof. The result follows immediately from Theorems 6.3, 6.5, 7.2, 8.2,
9.1 and Remark 4.1. 
Remark 10.1. In case B = C and d = 1, the classes W1 and Wexp
were considered in [10]. The following two families of classes indexed
by q > 1 were also shown to be inverse closed there:
Wq = {x ∈ Cb(R) :
∫
Rd
‖φd1,a ∗ x‖(1 + |a|)
qda <∞} and
Wq,0 = {x ∈ Cb(R) : lim
|a|→∞
‖φd1,a ∗ x‖|a|
q = 0}.
Remark 10.2. Observe that if x ∈ Cb(R) is a periodic function, x(t) ≃∑
n∈Z cne
int, then x ∈ W if and only if it has summable Fourier co-
efficients. Indeed, in this case, we have cne
int = (φ1,n ∗ x)(t), n ∈ Z.
Hence, the classical Wiener’s lemma [63] follows from Theorem 10.1.
Remark 10.3. In general, if x ∈ Cb(R
d), then |(φd1,a ∗ x)(t)| coincides
with the absolute value of the Short-time Fourier transform (STFT)
|(Vφx)(t, a)| of the function x with respect to the window φ [27]. Hence,
W(Cb) coincides with the modulation space M
∞,1(Rd) and the above
theorem implies that if a function x ∈M∞,1(Rd) is bounded away from
0 then 1/x ∈M∞,1(Rd) [54]. In view of the described relation with the
STFT, one may call the map x 7→ (Vφx)(a) = T (φ1,ax) the abstract
STFT of the element x with respect to a window φ and a representation
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T . It is also natural to ask if the methods in this paper can be used to
recover the results in [53, 54, 29], that is to show that M∞,1(Rd), also
known as the Sjo¨strand’s class, is an inverse closed subalgebra when the
product is defined via twisted convolution as opposed to the ordinary
convolution. We believe, that the answer is positive but non-trivial
and, hence, deserves a separate paper.
Remark 10.4. We have presented Theorem 10.1 as a special case of
Theorems 6.3, 6.5, 7.2, 8.2, and 9.1. In fact, this case is generic when
the algebras are considered. Indeed, let B be a unital Banach algebra
with a strongly continuous group of automorphisms T : Rd → B(B).
We can regard B as an inverse closed subalgebra of Cb(R
d,B) by iden-
tifying x ∈ B with xT ∈ Cb, xT (t) = T (t)x. Moreover, we then have
T (s)xT (t) = xT (t+ s) = T (t+ s)x and, hence,
(T (f)xT )(t) =
∫
Rd
f(s)T (t−s)xds = T (t)(fx) = (fx)T (t), f ∈ L1(R
d).
Therefore, Λ(x, T ) = Λ(xT , T ) and x ∈ F(B) if and only if xT ∈
F(Cb), where F denotes one of the classes in Theorem 10.1.
10.3. Integrable operator-valued functions. Keeping some of the
notation of the previous example, let L1 = L1(R
d,B) be the algebra
of Bochner integrable B-valued functions with respect to convolution.
Adjoining a formal unit e to this algebra we get a unital Banach algebra
denoted by L˜1 = L˜1(R
d,B). The algebra of Fourier transforms of
elements in L˜1(R
d,B) is then identified with a (not closed) subalgebra
F(L˜1) ⊂ Cb, with eˆ ≡ 1B and Φˆ vanishing at infinity for Φ ∈ L1.
Moreover, since (
̂
f ∗ Φˆ)(s) = 2πfˆ(s)Φ(−s), s ∈ Rd, f ∈ L1(R
d), we
have
‖Φˆ‖1,1 = 5
d
∑
n∈Zd
‖φd1,nΦˆ‖ ≤ 5
d
∫
Rd
∫
[−1,1]d
‖Φ(s− a)‖dsda <∞
and, hence, F(L˜1) ⊂ W(Cb).
The following result is a version of the celebrated Bochner-Phillips
theorem [16] for the algebra L˜1.
Theorem 10.2. Consider A = αe + Φ ∈ L˜1. Then A is invertible in
L˜1 if and only if Aˆ(λ) = α1B+Φˆ(λ) are invertible in B for all λ ∈ R
d.
Proof. Since Φˆ vanishes at infinity, Theorem 10.1 applies for Aˆ ∈
W(Cb) and, therefore, Aˆ
−1 ∈ W(Cb). We need to prove that Aˆ
−1 ∈
F(L˜1).
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Consider a b.a.i. (ϕn), n ∈ N, in L1(R
d) such that supp ϕˆn is compact
and ϕn are differentiable infinitely many times, n ∈ N. For example,
let ϕ ∈ L1(R
d) be some infinitely many times differentiable function
with supp ϕˆ compact and ϕˆ(0) = 1, and let ϕn(s) = n
dϕ(ns), s ∈ Rd,
n ∈ N. Then Φn = ϕn ∗Φ ∈ L
1(Rd,B) is a sequence of entire functions
that converge to Φ in L1 and, moreover, the sequence Aˆn(·) = α1B +
Φˆn(·), n ∈ N, converges to Aˆ in W(Cb). Hence, there exists N ∈ N
such that for all n ≥ N elements Aˆn are invertible in W(Cb) and
supn≥N ‖Aˆ
−1
n ‖1,1 <∞. Since supp Φˆn is compact and
(Aˆn(λ))
−1 =
1
α
1B −
1
α
Φˆn(λ)(Aˆn(λ))
−1, λ ∈ Rd, n ≥ N,
we may conclude that functions Fˆn :=
1
α
ΦˆnAˆ
−1
n , n ≥ N , have compact
support and therefore are Fourier transforms of some functions Fn ∈
L1, n ≥ N . Moreover, by construction, the sequence (Fn), n ≥ N , is
Cauchy and, therefore, converges to some F ∈ L1. It remains to observe
that (Aˆ(λ))−1 = 1
α
1B− Fˆ (λ), λ ∈ R
d, and, hence, A−1 = 1
α
e−F ∈ L˜1.
The converse statement is trivial and the theorem is proved. 
10.4. Convolution Operators and Multipliers. The following ex-
ample is related to the previous two but provides a view from a different
vantage point.
Consider an operator valued function σ ∈ L∞(Rd, B(H)), where
H is a (complex) Hilbert space. Let Aσ be an operator defined by
Aσx = F(σF
−1x), x ∈ L2(Rd,H) = X , where F is the Fourier trans-
form operator, so that ‖F‖‖F−1‖ = 1. Clearly, Aσ ∈ B(L
2(Rd,H)) and
‖Aσ‖ = ‖σ‖∞ – the norm of the function σ in L
∞. Observe also that
if x0 ∈ Cb(R
d,H) is infinitely differentiable and has compact support
then Aσx0 = σˆ ∗ x0 is the convolution with the Fourier transform of σ
in the sense of tempered distributions.
Consider the modulation representation T = M : Rd → B(X ) de-
fined by (2.2) and the corresponding representation TXX = M˜ : R
d →
B(B(X )) defined as in Example 4.1, that is
M˜(t)A = M(t)AM(−t), t ∈ Rd, A ∈ B(X ).
Applying the above formula to the operator Aσ we get M˜(t)Aσx =
F((T (t)σF−1x), x ∈ X , where T is the translation representation de-
fined by (2.1). Hence, given f ∈ L1(R
d) we get M˜(f)Aσx = Af∗σx
and, therefore,
‖M˜(f)Aσ‖ = ‖Af∗σ‖ = ‖f ∗ σ‖∞.
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The above equalities imply that the Wiener class W(X ) contains the
operator Aσ if and only if σ ∈ W(Cb). It also follows that if σ ∈ W(Cb)
is invertible in L∞(Rd, B(H)) then Aσ is invertible and A
−1
σ = Aσ−1 ∈
W(X ).
If X = L1(Rd,H), then the operator Aσ may be defined directly as
the convolution Aσx = σˆ ∗ x, x ∈ X , provided that σˆ ∈ L
1(Rd, B(H)).
In this case, ‖Aσ‖W = ‖σˆ‖1. This shows that if one considers convolu-
tion operators on Lp, Wiener class depends non-trivially on p ∈ [1,∞].
Recall for comparison that in case of matrices the most typical Wiener
class consists of matrices with summable diagonals, i.e., it is indepen-
dent of the choice of p when the matrix acts on ℓp. The more general
approach we employed in this paper provides more flexibility and allows
us to capture a greater variety of classes of memory decay.
10.5. Integral Operators. In this example we consider integral op-
erators in B(Cb(R
d,Cm)) = B(X ). We shall impose module structure
on B(X ) as in Example 4.1; we will write TXX = M˜ if TX = M and
TXX = T˜ if TX = T . We begin by describing the properties of the
class of operators in question. The following two propositions arise as
a special case of [20, Theorem VI.7.1].
Proposition 10.3. Assume that A ∈ B(Cb) satisfies
(10.1) lim
α
‖M(fα)A− AM(fα)‖ = 0,
where (fa) is a b.a.i. in L1(R
d). Then there exists a family µt ∈
Matrm(M1(R
d)) of m × m matrices of finite Borel measures on Rd
such that
(10.2) (Ax)(t) =
∫
Rd
µt(ds)x(s), x ∈ Cb, t ∈ R
d.
Proof. Condition (10.1) ensures not only that AC0 ⊆ C0, where C0 is
the space of (Cm-valued) functions vanishing at infinity, but also that
A is completely determined by its action on C0. Hence, (10.2) follows
from [20, Theorem VI.7.1]. 
Proposition 10.4. Assume that A ∈ B(Cb) satisfies (10.1). Let µt,
t ∈ Rd, be the measure matrices in the representation (10.2) of A. Then
the following are equivalent:
(i): the function t 7→ µt : R
d →Matrm(M1(R
d)) is continuous;
(ii): M(ψ)A is a compact operator for any ψ ∈ L1(R
d);
(iii): AM(ψ) is a compact operator for any ψ ∈ L1(R
d).
Proof. (i)⇔ (ii) follows immediately from [20, Theorem VI.7.1] in view
of Proposition 10.3.
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(ii) ⇒ (iii). If M(fα)A, where (fα) is a b.a.i., are compact operators
then, for any ψ ∈ L1(R
d),
AM(ψ) = lim
α
AM(ψ ∗ fα) = lim
α
AM(ψ)M(fα) = lim
α
M(fα)AM(ψ)
is a uniform limit of compact operators and, therefore, is compact.
(iii) ⇒ (ii) follows by a similar argument. 
Proposition 10.5. Assume that A ∈ B(Cb) satisfies (10.1). Then A
has a representation
(10.3) (Ax)(t) =
∫
Rd
G(t, s)x(s)ds, x ∈ Cb,
with G(t, ·) ∈Matrm(L1(R
d)) for all t ∈ Rd, if and only if
lim
α
AM(ha) = 0
(in the uniform operator topology) for any γ-net (hα), γ ∈ R
d.
Proof. Let µt, t ∈ R
d, be the measure matrices in the representation
(10.2) of A. All these measures are absolutely continuous if and only
if for every ǫ > 0 there exists δ > 0 such that sup ‖Ax‖ < ǫ where the
supremum is taken over all x ∈ Cb such that diam(supp x) < δ. The
last condition is equivalent to the one we stated by Definition 2.5 of
γ-nets and the properties of the Beurling spectrum in Lemma 2.2. 
Definition 10.1. We define a class of operators I ⊂ B(Cb) by requiring
that each A ∈ I satisfy the following conditions:
(i): A ∈ (B(X ), M˜)c;
(ii): AM(hα) converges to 0 in the uniform operator topology for
any γ-net (hα), γ ∈ R
d;
(iii): M(ψ)A is a compact operator for each ψ ∈ L1(R
d)).
Observe that in view of Proposition 10.4 we can replace (iii) with
the equivalent requirement:
(iii’): AM(ψ) is a compact operator for each ψ ∈ L1(R
d)).
We note that condition (10.1) is weaker than A ∈ (B(Cb), M˜)c as we
have shown in [13, Section 5]. Hence, combining the propositions we
stated in this subsection we get the following characterization of the
class I.
Proposition 10.6. We have A ∈ I if and only if A has an integral
representation (10.3), where the kernel G is such that the function t 7→
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G(t, ·) : Rd → Matrm(L1(R
d)) is continuous and bounded. Moreover,
for such an A we have
‖A‖ = sup
t∈Rd
∫
Rd
‖G(t, s)‖ds <∞,
if we choose to use | · |∞ as a norm on C
m.
Clearly, I is a closed subalgebra of B(X ). Moreover, the following
lemma follows immediately from the conditions (i), (ii), (iii), and (iii’).
Lemma 10.7. The set I is a left ideal in (B(X ), M˜)c.
The following key proposition is now immediate.
Proposition 10.8. Assume A ∈ I and I + B = (I + A)−1 ∈ B(Cb).
Then B ∈ I.
Proof. Since I = (I + A)(I +B) = (I +B)(I + A), we get B = −A−
AB = −A− BA and AB = BA. Since B is obviously in (B(X ), M˜)c,
Lemma 10.7 applies, and we get BA ∈ I. Finally, since I is a vector
space, we get B ∈ I. 
Let us now obtain the definitions of various classes of memory decay
of operators in I with respect to the representation M˜ in terms of the
kernel G. After a straightforward computation, we have
W =W(I, M˜ ) =
{
A ∈ I :
∫
Rd
sup
t∈Rd
(∫
|t−s−a|≤1
‖G(t, s)‖ ds
)
da <∞
}
;
Wexp =
⋃
α∈Rd+
D(hα) =
{
A ∈ I : sup
t∈Rd
∫
|t−s−a|≤1
‖G(t, s)‖ ds ≤Me−ε|a|,
for all a ∈ R and some positive M =M(x) and ε = ε(x)
}
;
W±exp =
⋃
α∈Rd±
D(eα) =
{
A ∈ I : sup
t∈Rd
∫
|t−s−a|≤1
‖G(t, s)‖ ds ≤Me−ε|a|,
for all a ∈ R± and some positive M =M(x) and ε = ε(x)
}
;
B = B(I, M˜) =
{
A ∈ I :
∑
k∈Zd
max
|n|∞≥|k|∞
sup
t∈Rd
∫
|t−s−n|≤1
‖G(t, s)‖ ds <∞
}
.
The Sobolev-type classes are, for m ∈ N,
W(m) = W(I, M˜) =
{
A ∈ I :∫
Rd
sup
t∈Rd
(∫
|t−s−a|≤1
‖G(t, s)‖ (1 + |t− s|)mds
)
da <∞
}
;
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B(m) = B(m)(I, M˜) =
{
A ∈ I :∑
k∈Zd
max
|n|∞≥|k|∞
sup
t∈Rd
∫
|t−s−n|≤1
‖G(t, s)‖ (1 + |t− s|)mds <∞
}
.
Next, we obtain the definitions of various classes of memory decay
of operators in I with respect to the representation T˜ . As usually, we
employ functions φd1,a defined by (3.5). We have
W = W(I, T˜ ) =
{
A ∈ I :∫
Rd
sup
t∈Rd
∫
Rd
∥∥∥∥∫
Rd
φd1,a(u)G(t− u, s− u)du
∥∥∥∥ dsda <∞};
Wexp = Wexp(I, T˜ ) =
⋃
α∈Rd+
D(hα)
=
{
A ∈ I : sup
t∈Rd
∫
Rd
∥∥∥∥∫
Rd
φd1,a(u)G(t− u, s− u)du
∥∥∥∥ ds ≤Me−ε|a|,
for all a ∈ R and some positive M = M(x) and ε = ε(x)
}
;
W±exp = W
±
exp(I, T˜ ) =
⋃
α∈Rd±
D(eα)
=
{
A ∈ I : sup
t∈Rd
∫
Rd
∥∥∥∥∫
Rd
φd1,a(u)G(t− u, s− u)du
∥∥∥∥ ds ≤Me−ε|a|,
for all a ∈ R± and some positive M = M(x) and ε = ε(x)
}
;
B = B(I, T˜ ) =
{
A ∈ I :∑
k∈Zd
max
|n|∞≥|k|∞
sup
t∈Rd
∫
Rd
∥∥∥∥∫
Rd
φd1,n(u)G(t− u, s− u)du
∥∥∥∥ds <∞};
W(m) = W(m)(I, T˜ ) =
{
A ∈ I :∫
Rd
sup
t∈Rd
∫
Rd
∥∥∥∥∫
Rd
φd1,a(u)
dm
dum
G(t− u, s− u)du
∥∥∥∥ dsda <∞};
B(m) = B(m)(I, T˜ ) =
{
A ∈ I :∑
k∈Zd
max
|n|∞≥|k|∞
sup
t∈Rd
∫
Rd
∥∥∥∥∫
Rd
φd1,n(u)
dm
dum
G(t− u, s− u)du
∥∥∥∥dsda <∞}.
In what follows we denote by F(I) = F(I, TXX ) one of the above
classes (with respect to either TXX = M˜ or TXX = T˜ ).
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Theorem 10.9. Assume that A ∈ F(I) is such that I+A is invertible
in B(Cb). Then B = (I + A)
−1 − I ∈ F(I).
Proof. The result follows immediately from Theorems 6.3, 6.5, 7.2, 8.2,
9.1, and Proposition 10.8. 
Remark 10.5. We can easily define the classes F(I,W ) whereW = TXX
is the Weyl representation defined as in (4.2). This way, however, we
will not get anything significantly different from Theorem 10.9 because
F(I,W ) = F(I, M˜) ∩ F(I, T˜ ).
Example 10.1. An operator A ∈ I is called 2π-periodic if T˜ (2π)A = A.
For such operators we have
G(t+ 2π, s+ 2π) = G(t, s), t, s ∈ R,
and the function AT˜ given by t 7→ T˜ (t)A : R → I is 2π-periodic
in continuous in the uniform operator topology. Let us consider the
Fourier series [5, 10, 11] of this function:
AT˜ (τ) ≃
∑
n∈Z
Ane
inτ , τ ∈ R,
where the Fourier coefficients are given by the standard formula
An =
1
2π
∫ 2π
0
AT˜ (τ)e
inτdτ ∈ I, n ∈ Z.
Observe that T˜ (t)An = e
intAn, that is the Fourier coefficients are eigen-
vectors of the representation T˜ . Hence, T˜ (t)[AnM(−n)] = AnM(−n),
t ∈ R, n ∈ Z, and, therefore,
(Anx)(t) =
∫
R
Gn(t− s)e
insx(s)ds, t ∈ R, n ∈ Z.
Observe now that for f ∈ L1(R) we have M˜(f)A ≃
∑
n∈Z fˆ(n)An.
Therefore, a 2π-periodic operator A ∈ I belongs to W(I, M˜) if and
only if it has summable Fourier coefficients, i.e.∑
n∈Z
‖An‖ =
∑
n∈Z
‖Gn‖L1(R) <∞.
Remark 10.6. We refer to [23, 46, 47, 52, 60] for related results involving
different classes of integral operators.
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10.6. Integro-differential operators with delay. Here we consider
operators A = d
dt
+ L+ C, where
(Lx)(t) =
∞∑
k=1
(LkT (hk)x)(t) =
∞∑
k=1
ℓk(t)x(t + hk),
x ∈ Cb(R,C
m), k ∈ N, hk ∈ R, ℓk ∈ Cb(R, B(C
m)),
∑
k∈N
LkT (hk)
converges in the uniform operator topology, and
(Cx)(t) =
∫
R
G(t, s)x(s)ds,
is an integral operator from Subsection 10.5, i.e., C ∈ I. We will
consider A as a bounded operator from the space X = C1b (R,C
m) of
bounded continuously differentiable functions into Y = Cb(R,C
m) as
well as an unbounded operator A : X = D(A) ⊂ Y → Y .
Lemma 10.10. Assume that B = A−1 ∈ B(Y). Then B ∈ I.
Proof. Let D = d
dt
+ I: D(A) ⊂ Y → Y . Clearly, D−1 ∈ B(Y) and
(10.4) (D−1x)(t) =
∫ t
∞
es−tx(s)ds,
so that D−1 ∈ I. Hence, we have
(10.5) B = (L+ C +D − I)−1 = D−1(I + (L+ C − I)D−1)−1 ∈ I
by Lemma 10.7 and Proposition 10.8 which are both applicable because
convergence of
∑
k∈N
LkT (hk) in the uniform operator topology implies
L ∈ (B(Y), M˜)c. 
Firstly, we consider the module structure on L(X ,Y) associated with
the representation TXY defined as in the example 4.1 where TX and TY
are the translation representations given by (2.1). With a slight abuse
of notation we will use the symbol T˜ to denote either TXY , TYX , TXX or
TYY . It will be clear from the context which of the representations may
be used in each instance. Let F denote one of the classes of operators
with memory decay considered in this paper. The following conditions
are sufficient to ensure A ∈ F = F(L(X ,Y), T˜ ):
(A): Lk ∈ F(Cb, T ) for each k ∈ N, and
∑
k∈N
‖Lk‖F <∞;
(B): C ∈ F(I, T˜ ).
Theorem 10.11. Assume that an operator A = d
dt
+ L + C satisfies
conditions (A) and (B) and B = A−1 ∈ B(Y). Then B ∈ F(I, T˜ ).
Moreover, if we regard B ∈ L(Y ,X ) then B ∈ F(L(Y ,X ), T˜ ).
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Proof. Observe that (10.4) implies that D−1 ∈ F for any F . Hence,
the result follows from (10.5) and Theorem 10.9. 
Secondly, we consider the module structure on L(X ,Y) associated
with the representation TXY defined as in the example 4.1 where TX and
TY are the translation representations given by (2.2). We will use the
symbol M˜ to denote either TXY or TYY with the understanding that the
context will determine which of the representations may be used in each
instance. It is not hard to determine when L+C ∈ F = F(B(Y), M˜).
In all cases we would need C ∈ F(I, M˜). Conditions on the operator
L vary:
L ∈ W(B(Y), M˜) if and only if
∑
n∈Z
∥∥∥∥∥∑
k∈Z
φˆd1,n(hk)ℓk
∥∥∥∥∥ <∞;
L ∈ Wexp(B(Y), M˜) if and only if
∥∥∥∥∥∑
k∈Z
φˆd1,n(hk)ℓk
∥∥∥∥∥ ≤Mγ|n|, n ∈ N,
for some M > 0, and γ ∈ (0, 1), and so on; we leave the remaining
classes to the reader.
Theorem 10.12. Assume that an operator A = d
dt
+ L + C satisfies
L ∈ F(B(Y), M˜) and C ∈ F(I, M˜). If B = A−1 ∈ B(Y), then
B ∈ F(I, M˜).
Proof. The result follows from (10.4), (10.5) and Theorem 10.9. 
Remark 10.7. Observe that unlike TY , TX is not a bounded represen-
tation in this case (see (2.2)). Hence, we cannot simply quote the
general results of this paper to obtain the memory decay for B =
A−1 ∈ L(Y ,X ). First, one would have to modify the general defini-
tions of the classes F considered in this paper. For an operator given
by (10.3) description of the classes F(L(Y ,X ), T˜ ) and F(L(Y ,X ), M˜)
is obtained using the formulas for F(I) with the kernel G replaced by
DG = G+ ∂G
∂t
. For more general operators more work would be needed.
Secondly, one would have to prove an analog of Lemma 7.1 and similar
results for other classes of memory decay. We will pursue these and
other extensions in a sequel to this paper.
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