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Affine Distance-transitive Graphs: the Cross Characteristic Case
ARJEH M. COHEN, KAY MAGAARD† AND SERGEY SHPECTOROV‡
We classify the affine distance-transitive graphs with the property that the stabilizer of a vertex is a
cross characteristically embedded group of Lie type.
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1. INTRODUCTION
Suppose that 0 is a graph and G  Aut0. We say that G is distance-transitive on 0 if for
any vertices x , y, x 0 and y0 with d.x; y/ D d.x 0; y0/ there exists g 2 G such that xg D x 0
and yg D y0. If 0 possesses a distance-transitive automorphism group then 0 itself is also
called distance-transitive. A distance-transitive graph is called primitive if its automorphism
group acts primitively on the vertex set. By a result of Smith [21], the classification of all
distance-transitive graphs is reduced to the classification of the primitive ones. Furthermore,
using the O’Nan–Scott Theorem, Praeger, Saxl and Yokoyama [18] further reduced the general
primitive case to the case where G is either almost simple or affine. Clearly, the almost simple
case falls naturally into several subcases depending on what simple group is involved in G.
Similarly, van Bon [1] (in a published form, [3]) analysed the general affine case and reduced
it to the situation where G is a split extension of an elementary abelian group V by a group H ,
where the generalized Fitting subgroup L of H acts irreducibly on V . Thus, the affine case,
too, falls into several subcases depending on the type of the quasi-simple group L and on the
characteristic of the module V .
Some of these subcases, both in the almost simple and affine cases, have been completely
classified (cf. [4–6, 8, 12, 15, 16]), a few remain open. In the present paper we complete one
of the subcases of the affine case, that up to now, has remained open:
Throughout this paper 0 is a graph of valency at least 3, and G  Aut0 acts distance-
transitively on 0. We assume that, for some prime s, the group G has a normal elementary
abelian s-subgroup V that acts regularly on the vertex set of 0. We further assume (in view
of [3]) that the vertex stabilizer H is non-solvable and that H1 is a quasi-simple Chevalley
group acting irreducibly on the G F.s/-space V . We also assume that we are in the cross
characteristic case, that is, the defining characteristic of H1 is not s.
We will refer to the graphs 0 satisfying all these assumptions as to the affine cross character-
istic distance-transitive graphs. We understand the last assumption (i.e., the cross characteristic
condition) restrictively: if, say, the non-abelian composition factor of H is L2.8/ D 2G2.3/0,
then we assume that s 6D 2 and s 6D 3.
THEOREM 1. Under the above assumptions, if the diameter d of 0 is at least 3 and 0 is
not a Hamming graph, a folded cube, a half-cube, or a folded half-cube, then H D L2.11/
and 0 is the diameter 3 graph on 729 vertices whose full automorphism group is 36 V 2  M12.
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The affine distance-transitive graphs of diameter 2 are all known due to Foulser and Kallaher
[10] and Liebeck [14].
The proof of our result is divided into several steps. First, in Section 2, we derive an upper
bound of 5jH j, due to van Bon, on the size of 0 (which is equal to jV j). Because of the
cross-characteristic assumption on H we also get a lower bound on jV j using the Landazuri–
Seitz–Zalesskii bounds [20] on the dimension of jV j. Usually the lower bound on jV j exceeds
van Bon’s upper bound allowing us, in Section 3, to eliminate all but finitely many groups H .
We then use the actual degrees of the irreducible characters available in the modular Atlas [13]
and in GAP [19] to compile, in Section 4, the list of pairs .H; V / that cannot be eliminated
via the van Bon bound.
For a significant part of this list, there is a bilinear or unitary form on V left invariant by H .
In [2], van Bon proves, under some minor extra assumptions, that in such a situation either 0
has diameter 2 (and hence is of no interest for us), or it is a Hamming graph, a folded cube, a
half-cube, or a folded half-cube.
Since V acts regularly on 0, the vertices of 0 can be identified with the elements of V .
Then H is simply the stabilizer of the vertex 0 (the zero vector in V ), and the orbits of H
on V correspond to the sets 0i .0/ (the set of vertices-vectors at distance i from 0). The
correspondence between vertices and vectors has the property that if u 2 0i .0/, then the
distance between v and vC u is the same i . In particular, if u 2 0i .0/ and v 2 0 j .0/, then the
distance from uC v to 0 is no greater than i C j . Since V is irreducible, it has a basis over the
ground field consisting fully of vectors from 01.0/, from which we derive, see 5.1 below, d is
at most the dimension of V over the ground field.
When the complex character table of H is available and when V is the reduction modulo
s of an irreducible complex representation, one can estimate from below the values of the
permutation character related to the action of H on the vectors of V . This allows us to
compute a lower estimate for the number o.H/ of orbits of H on V . If 0 is distance-transitive,
then d D o.H/−1. On the other hand, by the above, d is never greater than the dimension of V .
These simple considerations allow us, in the first part of Section 5, to eliminate approximately
half of the pairs .H; V /.
Most of the still remaining ‘stubborn’ pairs .H; V / are small, so that it is possible to construct
V , find the orbits explicitly and check whether or not 0 is distance-transitive. We do this using
the package SMASH/MATRIX in GAP. In the second part of Section 5 we describe our
computation and summarize its results.
In Section 6 we use various ad hoc methods to eliminate the few left-overs.
We use the ”one-letter” notation for the simple groups of Lie type. In particular, we use
S2n.q/ instead of P Sp.2n; q/. We use the classical notation (such as, say, Sp.2n; q/) for
non-simple groups.
2. VAN BON’S BOUND
We start the proof of Theorem 1 by establishing the following inequality, due to J. van Bon
[1], bounding the size of 0 (equal to jV j), in terms of the order of the vertex stabilizer H .
jV j  5jH j: (1)
Recall the definition of the parameters bi and ci of 0: for x and y at distance i from each
other, define bi D j01.y/\0iC1.x/j and ci D j01.y/\0i−1.x/j. The numbers c1; c2; : : : ; cd ,
form a non-decreasing sequence, while the sequence b0; b1; : : : ; bd−1 is non-increasing (cf. [7,
Theorem 4.1.6]).
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Let x be a vertex of 0 and let ki D j0i .x/j, i D 0; 1; : : : ; d. The sequence fki g has then
the following well-known property: the ratios ki=ki−1 D bi−1=ci , i D 1; 2; : : : ; d, form a
non-increasing sequence. This means the sequence ki splits roughly into three parts: (a) the
beginning part, where the sequence increases without repetition until it reaches the maximum;
(b) the middle part, where the sequence stammers at the maximum value; (c) the ending part,
where the sequence decreases, again without repetition. We first notice that the middle part
cannot be too long.
LEMMA 2.1. At most, three ki are equal to the maximum value in the sequence.
PROOF. Suppose ks−1 D ks D ksC1 D ksC2. Then, bi−1 D ci , bi D ciC1 and biC1 D ciC2.
Since the b j are non-increasing and the c j are non-decreasing, these equalities imply that all
the six numbers are equal. However, in that case ci − bi D ciC1 − biC1, which contradicts [7,
Theorem 5.2.1]. (In the latter theorem, there is an assumption that 0 contains a quadrangle.
This assumption for our 0 has been verified in [3, Lemma 2.9].) 2
COROLLARY 2.2. If a value ka appears in the sequence fki gmore than twice, then ka is the
maximum and ka appears exactly three times.
We now take into account the beginning and the ending parts of the sequence.
LEMMA 2.3. Let a and b be defined by ka−1 < ka D kaC1 D    D kb > kbC1. Set
 D ka=ka−1 and  D kb=kbC1, where  D 2 if b D d. Then
jV j 

1
 − 1 C
1
 − 1 C b − a C 1

ka :
PROOF. Indeed, clearly, ka is the maximum of the sequence fki g. Since ki=ki−1  kiC1=ki ,
we estimate k0 C k1 C    C ka−1 from above as
   C 1
2
C 1


ka D 1
 − 1ka :
Similarly, the ending part kbC1 C kbC2 C    C kd is no greater than
1

C 1
2
C   

ka D 1
 − 1ka :
It remains to add the middle part equal to .b − a C 1/ka . 2
COROLLARY 2.4. Let a, b be as in Lemma 2.3 Then jV j  2jH j C .b − a C 1/ka.
PROOF. We will show that 1
−1 ka  jH j. Indeed, since  D ka=ka−1, this inequality can
be rewritten as kaka−1ka−ka−1  jH j, or 1 
jH j
ka−1 −
jH j
ka . Both 0a−1.0/ and 0a.0/ are orbits of H .
Hence, the two ratios on the right-hand side are both integers. Since ka−1 < ka the inequality
is true.
Similarly, we have 1
−1 ka  jH j. 2
Clearly, k  jH j and, by Lemma 2.1, b − a C 1  3. Therefore, Corollary 2.4 implies the
inequality (1).
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3. REDUCING TO A FINITE NUMBER OF CASES
Recall that by assumption H1 is a quasi-simple Chevalley group defined over a finite field
G F.q/ of characteristic p 6D s, say, q D p f . As an H1-module, V is non-trivial irreducible.
We will view V as a module defined over G F.r/, where r D st is the order of the centralizer of
H1 in EndG F.s/.V /. Set C D CH .H1/ and let L D H1C=C be the non-abelian composition
factor of H .
Initially, we only know that L is a simple Chevalley group. In this section we establish that
only few Chevalley groups can actually arise as L . Naturally, our main tool for proving this
is going to be the inequality (1). We need, however, to establish first a weaker form of (1),
having the advantage that it only depends on L , rather than on H and V .
On the right-hand side of (1) we have 5jH j. Observe that C D CH .H1/ has size certainly
not exceeding r −1 and that H=C is isomorphic to a subgroup of Aut L . On the left-hand side
we have jV j, which is equal to rdim V . Therefore, we can write
rdim V  5.r − 1/jAut Lj;
or, equivalently,
rdim V
r − 1  5jAut Lj: (2)
Note that, for r  2 and m  2, the function rm
r−1 is monotonic in r and m. Thus, the
latter inequality is well suited for bounding the characteristic and the dimension of possible
projective L-modules V , once L is known.
To make our inequality depend only on L , let us define the following parameters of L . Let
‘.L ; r/ be the least dimension of a non-trivial irreducible projective representation of L over
G F.r/. Following [20], we denote by ‘.L/ the smallest integer c > 1, such that L has a
projective irreducible representation of degree c over a field of cross characteristic. Clearly,
dim V  ‘.L ; r/  ‘.L/. Thus, we can write
r‘.L ;r/
r − 1  5jAut Lj; (3)
and also
r‘.L/
r − 1  5jAut Lj: (4)
In the latter inequality, the left-hand side is monotonic in r . Hence, we can always specialize
r to the smallest prime that is a cross characteristic for L (2 or 3 for almost all groups L). Thus,
the specialized inequality (4) depends only on L . We are going to determine all the Chevalley
groups L satisfying (4) with r equal to the smallest cross characteristic.
The application of the inequality (4) is best done on a case by case basis, cases depending
on the type of L . In all cases we use a two-step procedure. First, we further simplify (and
weaken, of course) the inequality in order to obtain absolute bounds on the parameters n and
q of the Chevalley group L . Once we have absolute bounds, we are left with only finitely
many groups L and we check the exact inequality (4) for all the remaining groups using the
convenience of symbolic computations in GAP.
The first reduction can be done simultaneously for all cases. Namely, it easily follows from
the order formulas (cf. for example, Table 6 of [9]) that the order of the group Inndiag.L/,
comprising the inner and diagonal automorphisms of L , is in all cases at most qdimL, whereL is
the Lie algebra corresponding to L . Hence jAut Lj  qdimL  f  g, where f (respectively, g)
is the order of the group of the field (respectively, graph) automorphisms of L . Clearly,
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f D logp.q/  q. Therefore, the right-hand side of (4) is at most 5gqdimLC1. We can also
slightly simplify the left-hand side by noticing that r‘.L/
r−1 > r
‘.L/−1
. This gives us the following
simplified form:
r‘.L/−1 < 5gqdimLC1: (5)
Table 1 of [20] contains lower bounds ‘L SZ .L/ (called the Landazuri–Seitz–Zalesskii
bounds) for the function ‘.L/ for all types of L .
Let us now consider the cases.
Case 1. L D L2.q/. In this case dimL D 3, g D 1 and ‘L SZ .L/ D 12 .q − 1/, if q is odd,
and q − 1, if q is even. In either case ‘.L/  12 .q − 1/. Hence, (5) reads r
1
2 .q−1/−1 < 5q4.
By taking logarithms to base r , we produce 12 .q − 1/ − 1 < logr .5/ C 4 logr .q/. Since
logr .5/ < 3, we have q − 8 logr .q/ < 9. The left-hand side is monotonic in r , so we take
r D 2. Let us analyse the function f .q/ D q − 8 log2.q/. Its derivative 1 − 8q ln 2 is positive
for all q > 8ln 2  11:55. Since f .56/  9:54 > 9, we have q < 56. Checking for these q the
inequality (4) leaves the following list of possible q’s: 4 and all the odd prime powers between
5 and 31. (Note that for L2.8/ D 2G2.3/0 we have to take r D 5 and then the inequality indeed
fails.)
Case 2. L D Ln.q/, n  3. Here dimL D n2 − 1, g D 2 and ‘L SZ .L/ D .qn − 1/=.q −
1/ − n. Hence, by (5) we have r .qn−1/=.q−1/−n−1 < 10qn2 . After taking logarithm to base r
and using logr .10/  4 and logr .q/  q, we obtain .qn − 1/=.q − 1/ − n − 1 < 4 C qn2.
This can be rewritten as qn < 1 C .q − 1/.n C 5 C qn2/. On the right-hand side, clearly,
nC5  n2, as n  3. Hence, qn < 1Cn2.q−1/.qC1/ D n2q2C1−n2 < n2q2, i.e., we can
write qn−2 < n2. As q  2, we have 2n−2 < n2, which readily implies n  7. Furthermore,
q < n−2
p
n2. This leaves a finite number of variants, for which we can check the exact form of
(4). The final list is as follows: n D 3 and q D 2; 3 or 4; n D 4 and q D 2 or 3.
Case 3. L D S2n.q/, n  2. In this case dimL D n.2nC 1/, g D 2, if n D 2 and q is even,
and 1, otherwise. For ‘L SZ .L/, [20] shows separate formulas for q even and q odd. Out of
these two bounds, the one for q odd, 12 .q
n − 1/, gives a smaller value, so we will use it in our
inequality. Substituting these values in (5), we obtain r 12 .qn−1/−1 < 10qn.2nC1/C1. This can
be transformed to 12 .q
n − 1/− 1 < 4C q.n.2n C 1/C 1/, where we used logr .10/ < 4 and
logr .q/ < q. We now rearrange the terms: qn < 11C 2q.n.2n C 1/C 1/ < 4q. 118 C n.n C1
2 /C 12 / < 4q.2C n.nC 12 //  8qn2. Hence qn−1 < 8n2. Since q  2, we have 2n−1 < 8n2.
This gives n  10. Also, q < n−1p8n2. For the remaining finitely many groups we check (4),
leaving only the following possibilities: n D 2 and q D 2, 3, 5 or 7; n D 3 and q D 2 or 3;
n D 4 and q D 3.
Case 4. L D Un.q/, n  3. We have dimL D n2 − 1 and g D 2. If n is odd, ‘L SZ .L/ D
qn−q
qC1 ; if n is even, ‘L SZ .L/ D q
n−1
qC1 . Clearly, the first formula outputs a smaller number for all
n, so we can use it regardless of the parity of n. By (5) we now have r
qn−q
qC1 −1 < 10qn2 . This
implies .qn − q/=.q C 1/− 1 < logr .10/C n2 logr .q/. Since logr .10/  4 and logr .q/  q,
we have .qn−q/=.qC1/ < 5Cqn2, or equivalently, qn < q2n2Cq.n2C6/C5. Since q  2
and n  3, we have q.n2 C 6/C 5  q.n2 C 8:5/ < 2qn2 < 2q2n2. Therefore, qn < 3q2n2,
i.e., qn−2 < 3n2. Taking q D 2, we obtain 2n < 12n2, from which it follows that n  10.
Also, q  n−2p3n2. Checking the inequality (4) for the remaining pairs .n; q/, we end up with
the following possibilities: n D 3 and q D 2, 3, 4, or 5; n D 4 and q D 2 or 3; n D 5 or 6 and
q D 2. Furthermore, since U3.2/ is solvable, we skip the case n D 3 and q D 2.
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Case 5. L D OC2n.q/, n  4. The dimension of L is n.2n − 1/, while g D 2, if n  5 and
g D 6, if n D 4. For ‘L SZ .L/, there are two subcases: (1) if q > 3 then ‘L SZ .L/ D q.q2n−2−
1/=.q2−1/Cqn−1−n; and (2) if q D 2 or 3 then ‘L SZ .L/ D q.q2n−2−1/=.q2−1/−.qn−1−
1/=.q − 1/− 72;q . In the first subcase we can write that, certainly, ‘L SZ .L/  q2n−3− n. In
the second subcase, ‘L SZ .L/  q2n−3 − qn−1 − 7. Clearly, the second estimate is weaker, so
we will use it in both subcases. Furthermore, since q  2 and n  4, we have that both qn−1
and 7 are at most 14 q
2n−3
. Therefore, ‘L SZ .L/  12 q2n−3. Substituting this into (4) we get
r
1
2 q
2n−3−1 < 30qn.2n−1/C1, which implies 12 q
2n−3 < 1C logr .30/C .n.2n− 1/C 1/ logr .q/.
Clearly, logr .30/ < 5 and logr .q/ < q. Hence 12 q
2n−3 < 6C q.n.2n − 1/C 1/  q.n.2n −
1/C 4/. We conclude that 12 q2n−4 < 2n2 − n C 4  2n2. For the minimum value q D 2 this
gives 4n−2 < 4n2, or, equivalently, 4n < 64n2, yielding n D 4 and 5 as the only possibilities.
Furthermore, we have q  2n−4p4n2, which forces q D 2 for both n D 4 and 5. It remains to
check (4) for these two groups. It turns out that the inequality (4) with ‘L SZ .L/ in place of
‘.L/ fails for OC10.2/ and that it holds for O
C
8 .2/. (Note that L D OC8 .2/ is an exception in
Table 1 of [20]; here we have ‘L SZ .L/ D 8.)
Case 6. L D O−2n.q/, n  4. Here we have g  2 and dimL D n.2n − 1/. In Table 1 of
[20] we find ‘L SZ .L/ D q.q2n−2 − 1/=.q2 − 1/ − qn−1 − n C 2  q2n−3 − qn−1 − n C 2.
Clearly, for n  4 and q  2, n − 2 < qn−1  14 q2n−3. Therefore, ‘L SZ .L/  12 q2n−3.
Together with (4), this now yields r 12 q2n−3−1 < 10qq.2q−1/C1. In Case 5 we had a weaker
inequality (with a factor of 30 instead of 10) and we deduced from it that q D 2 and n D 4 or
5. Clearly, these are the only possibilities in our present case, too. However, one can easily
check that O−8 .2/ and O
−
10.2/ do not satisfy the inequality (4).
Case 7. L D O2nC1.q/, n  3, q odd. In this last two-parameter case dimL D n.2n C 1/
and g D 1. From [20] we have that ‘L SZ .L/ D .q2n − 1/=.q2 − 1/ − n, if q 6D 3, and
.q2n − 1/=.q2 − 1/− .qn − 1/=.q − 1/, if q D 3. In both subcases we have that ‘L SZ .L/ >
q2n−2 − qn  12 q2n−2. Therefore, we can rewrite (5) to r
1
2 q
2n−2−1 < 5qn.2nC1/C1, or,
equivalently, 12 q
2n−2 < 1 C logr .5/ C .n.2n C 1/ C 1/ logr .q/. As above, we estimate
logr .5/ < 3 and logr .q/  q. Hence 12 q2n−2 < 4C q.n.2n C 1/C 1/  q.n.2n C 1/C 3/.
Therefore, we have that q2n−3 < 2.2n2 C n C 3/ < 6n2. Taking q D 3 (q is odd!) yields
9n < 162n2, implying n D 3. Also, q  2n−3p2.2n2 C n C 3/. This gives q  3:63, i.e.,
q D 3. Now a computation in GAP verifies that O7.3/ does indeed satisfy the inequality (4)
with ‘L SZ .L/ in place of ‘.L/, because, according to Table 1 of [20], ‘L SZ .O7.3// D 27.
Case 8. L D En.q/, F4.q/, G2.q/, 2 E6.q/ or 3 D4.q/. Let the parameters d and t be defined
as in the following table.
L E6.q/ E7.q/ E8.q/ F4.q/ G2.q/ 2 E6.q/ 3 D4.q/
d 78 133 248 52 14 78 28
t 9 15 27 6 1 9 3
Then for all these groups, dimL D d and, for all groups except F4.q/, ‘L SZ .L/ D qt .q2 − 1/.
For L D F4.q/ we have ‘L SZ .L/  qt .q2 − 1/. Also, for all these groups, g  2. Hence
inequality (5) reads rqt .q2−1/−1 < 10qdC1. By taking logarithms to base r we obtain qt .q2 −
1/ < 1Clogr .10/C.dC1/ logr .q/ < 5C.dC1/q < .dC4/q. Therefore, qt−1.q2−1/ < dC4.
For q  2, the left-hand side of this inequality is an increasing function of q. If we take q D 2
then the inequality fails except for the types G2 and 3 D4. Hence we only need consider these
two types. For G2.q/ we have the inequality q2 − 1 < 18, which implies q D 2, 3 or 4.
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TABLE 1.
Possible groups L .
Type of L Parameters n and q
L2.q/ q D 4 or q is an odd prime power
between 5 and 31
Ln.q/, n  3 n D 3 and q D 2; 3 or 4;
n D 4 and q D 2 or 3
S2n.q/, n  2 n D 2 and q D 2; 3; 5 or 7;
n D 3 and q D 2 or 3;
n D 4 and q D 3
Un.q/, n  3 n D 3 and q D 3; 4 or 5;
n D 4 and q D 2 or 3;
n D 5 or 6 and q D 2
OC2n.q/, n  4 n D 4 and q D 2
O2nC1.q/, n  3 n D 3 and q D 3
G2.q/ q D 2; 3 or 4
2 F4.q/ q D 2
Sz.q/ q D 8
For 3 D4.q/ the inequality reads q2.q2 − 1/ < 32, which forces q D 2. However, it is now
easy to check that the group 3 D4.2/ does not satisfy (4).
Case 9. L D 2 F4.q/0, Sz.q/ or 2G2.q/. For L D 2 F4.q/ we have the inequality
r
p
q=2q4.q−1/−1 < 5q53. By taking logarithms, we simplify this as
q
q
2 q
4.q − 1/ < 1 C
logr .5/C 53 logr .q/ < 4C 53q  55q. Hence
q
q
2 q
3.q − 1/ < 55. The left-hand side is an
increasing function of q. Note also that q must be an odd power of 2. For q D 8 the inequality
clearly fails. Hence 2 F4.2/0 is the only group to consider. If L D Sz.q/, then the inequality
reads r
p
q=2.q−1/−1 < 5q6. We reduce this to
q
q
2 .q − 1/ < 1C 3C 6q D 4C 6q. In this case
again q is an odd power of 2, say, q D 22kC1. Furthermore, since L is simple, then q  8,
i.e., k  1. We can write 2k.22kC1 − 1/ < 4C 6  22kC1. Divide both sides by 22kC1 to obtain
2k − .2−k−1 C 2−2kC1/  6. The expression in parentheses is less than 1. Therefore, 2k  6,
i.e., k  2. We now check that, in fact, Sz.32/ fails the inequality (4). Finally, if L D 2G2.q/,
then q is an odd power of 3. Our inequality in this case reads rq.q−1/−1 < 5q8. After taking
logarithms we have q.q − 1/ < 1 C 3 C 8q, or q.q − 9/ < 4. This implies q  9, hence
q D 3. However, the group 2G2.3/0 D L2.8/ has already been eliminated (as r D 5 must be
taken).
The results of our computations are summarized in the following
PROPOSITION 3.1. If a simple Chevalley group L satisfies the inequality (4) with r equal
to the smallest cross characteristic, then L is one of the groups in Table 1.
Table 1 contains some repetitions, namely: L2.4/ D L2.5/, L2.7/ D L3.2/, L2.9/ D S4.2/0,
U3.3/ D G2.2/0 and S4.3/ D U4.2/. Thus, the total number of groups L satisfying (4) is 34.
Clearly, the simple section L D H1C=C of H has to be one of these 34 simple groups.
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4. GROUPS WITH KNOWN CHARACTER TABLES
In the previous section we established that L D H1C=C belongs to a relatively short list of
groups. Three of these groups, namely, L2.4/ D A5, L2.9/ D A6 and L4.2/ D A8, have been
dealt with in [15]. Thus, for the proof of Theorem 1, we only need to consider the remaining
34−3 D 31 groups. These groups are relatively small. With two exceptions, S4.7/ and S8.3/,
all of their character tables (both the usual ones and the Brauer character tables for primes
dividing the order of the group) have been computed. They are available in GAP. Most of them
are also available from the modular Atlas [13]. The availability of the character tables allows
us to proceed one step further. Namely, for 29 out of 31 possible groups L we can find all the
modules V that satisfy the inequality (2).
For each group L , we first browse through all the character tables for L in order to find the
exact value of ‘.L/. Then we use this value in the inequality (4), yielding a bound on r . This
gives us the cross characteristics we only need consider.
For each characteristic s, we check the corresponding Brauer character table (if s is coprime
to jLj then the ordinary character table of L does the job!) and select all the modules V (that
is, characters  ) satisfying the inequality (2). Clearly, we use .1/ for dim V , and r can be
found by exploiting the well-known fact that, in the finite characteristic case, the minimal
field over which a module can be realized is exactly the field generated by the values of the
corresponding character. (Note that we need the values of the actual character, i.e., finite field
elements, not the values of the Brauer character! In this respect, the tables in [13, Appendix
1] were very helpful.)
Of course, we do not even need to consider most of the characters, because the inequality
(2) (with s in place of r ) gives a strong upper bound on dim V D .1/. The results of our
research are presented in Table 2. Note that in the last column of the table we simply list the
dimensions of the irreducible modules satisfying (2). In parentheses we indicate the value of
r if it differs from s. Each shown dimension corresponds to one module. For example, for the
group U3.3/ we have two non-isomorphic seven-dimensional modules in characteristic five,
and the dimension seven appears twice in the table.
By a star (respectively, a double star) we indicate in Table 2 modules that afford a non-trivial
H1-invariant quadratic (respectively, unitary) form over G F.r/. (Clearly, in the unitary case
r has to be a square.) As the following results show, these modules cannot lead to a new
distance-transitive graph. We continue viewing V as a G F.r/-vector space; in particular, the
quadratic and unitary forms in the next lemma are over G F.r/.
The first lemma is an almost direct consequence of yet another important result by J. van
Bon.
LEMMA 4.1. Suppose that H1 leaves invariant a non-trivial quadratic form on V and H
contains the whole group of non-zero G F.r/-scalars; or r is a square, H1 leaves invariant
a unitary form on V and H contains at least the whole group of non-zero G F.pr/-scalars.
Then either 0 is of diameter 2, or 0 is one of the following: a Hamming graph, a folded cube,
a half-cube, or a folded half-cube.
PROOF. Since G F.r/ is the splitting field for V and H1, and since V is irreducible, Schur’s
lemma implies that, up to a scalar in F D G F.r/ (respectively, in F D G F.pr/), there is a
unique H1-invariant bilinear (respectively, sesquilinear) form, which, in turn, implies, again
by irreducibility, that there is a unique, up to a scalar in F , H1-invariant quadratic (respectively,
unitary) form. Therefore, if q is that invariant quadratic (unitary) form and h 2 H then qh
defined by qh.v/ D q.h.v// is a scalar multiple of q. Together with other assumptions in
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TABLE 2.
Possible modules.
L ‘.L/ s .1/ and r
L2.7/ 3 3 3.9/, 6,
7, 4.9/
5 3.25/
11 3, 4
23 3
29 3
37 3
L2.11/ 5 2 5.4/, 10
3 5, 6
5 5, 6
L2.13/ 6 2 6.4/
3 7, 6
L2.17/ 8 2 8
L2.19/ 9 — none
L2.23/ 11 2 11
L2.25/ 12 2 12
L2.27/ 13 — none
L2.29/ 14 — none
L2.31/ 15 2 15
L3.3/ 11 2 12
L3.4/ 6 3 6, 4.9/
5 8
7 6
13 6
L4.3/ 26 2 26
S4.3/ 4 5 6, 4.25/
7 5, 6, 4
11 6
13 5, 4
19 5, 4
31 4
37 4
43 4
61 4
S4.5/ 12 2 12(4)
S6.2/ 7 3 7, 14, 8
L ‘.L/ s .1/ and r
S6.2/ 7 5 7, 8
7 7, 8
11 7
13 7
S6.3/ 13 2 13.4/
7 13
U3.3/ 6 5 6, 7, 7
7 6
U3.4/ 12 3 12
U3.5/ 20 2 20
U4.3/ 6 2 20, 6.4/
5 6.25/
7 6
13 6
19 6
31 6
37 6
U5.2/ 10 3 10
5 10
7 10
U6.2/ 21 3 21
OC8 .2/ 8 3 8
5 8
7 8
11 8
13 8
17 8
19 8
23 8
O7.3/ 27 — none
G2.3/ 14 2 14
G2.4/ 12 3 12
5 12
7 12
2 F4.2/0 26 none —
Sz.8/ 8 5 8
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the lemma above, this produces the assumption part of van Bon’s Theorem 1.1 (or, rather,
Corollary 1.2) from [2], which yields 0 as in the conclusion of our lemma. 2
Note that, for the star (respectively, double star) modules in the table, the field G F.r/
(respectively, G F.pr/) is always the prime field G F.s/. (Recall that, by definition, s is the
prime of which r is a power.) In this particular case, the assumption about scalars in Lemma 4.1
is automatically satisfied.
LEMMA 4.2. If G is the full automorphism group of0 then H contains the group of non-zero
scalars from the prime field G F.s/.
A proof of this can be found in [15, Proposition 2.2(a)]. Lemma 4.2, together with the
remark before it and together with Lemma 4.1, allow us to formulate the main result of this
section.
PROPOSITION 4.3. Suppose that the graph 0 is not on the list in Theorem 1. Then either L
is isomorphic to S4.7/ or S8.3/, or V is one of the modules in Table 2, except for those marked
by a star or a double star.
5. NUMBER OF ORBITS
In this section we continue consideration of the remaining modules from Table 2, i.e., we
again leave aside the groups S4.7/ and S8.3/. The treatment of the latter two is deferred to
Section 6.4 and, Lemma 6.1, respectively.
Since the group V acts regularly on 0 we can identify the vertices of 0 with the elements
of V . We regard V as an H -module and, accordingly, we use the additive notation. Naturally,
0 2 V is the vertex fixed by H . Under this identification, V acts on 0 by translations and H
acts linearly on V .
Let d be the diameter of 0 and let 0i .0/ be the set of vertices at distance i from 0, i D
0; 1; : : : ; d. Since 0 is distance-transitive, the 0i .0/ are the orbits of H on 0. As V acts by
shifts, two vertices u and v are at distance i from each other if and only if u−v 2 0i .0/. Since
being at distance i means that all the shortest paths between the two vertices have length i , the
previous comment implies that v is in 0i .0/ if and only if v can be decomposed as a sum of
i elements from 01.0/ and there is no decomposition with fewer terms. Clearly, 01.0/ spans
V . By Lemma 4.2, 01.0/ is closed under multiplication by non-zero scalars from the prime
field G F.s/. Therefore, every element of V can be expressed as a sum of at most ds elements
from 01.0/, where ds denotes the dimension of V viewed as a vector space over G F.s/. This
gives the following well-known property of affine distance-transitive graphs.
Let o.H/ denote the number of orbits of H on V .
LEMMA 5.1. The diameter of 0 is no greater than the dimension ds of V . In particular,
o.H/  ds C 1.
This observation allows us to eliminate many of the remaining cases, using the known
complex character table of H . The group H1 is known in all cases. Let OH be the normalizer
of H1 in the general linear group of V viewed as a vector space over G F.s/. The centralizer OC
of H1 is the group of all the non-zero scalars from G F.r/. The structure of OH= OC (i.e., which
outer automorphisms of L are found in OH ) can also be easily determined from the character
table: first, the automorphisms in OH must preserve the character and, secondly, the values
of the Brauer character on the outer classes of OH should all be in G F.r/ modulo s. These
Affine distance-transitive graphs: the cross characteristic case 361
conditions are necessary and sufficient. The groups OH= OC (except, of course, for L D S4.7/
and S8.3/) are shown in Table 3, column 4.
Clearly, H1  H  OH . It follows from Lemma 4.2 that the non-zero scalars from G F.s/
are all in C . As one can observe from Table 2, in all the remaining cases with the exception
of S4.5/ we have r D s, that is, in all those cases OC is fully inside H . Therefore, in many
cases, where no outer automorphisms are involved, we may conclude that H D OH . There are,
however, several cases, where H can be a proper subgroup of OH . Because of this ambiguity,
we prefer in all cases to work with OH . Clearly, if the number of orbits of H on V is no more
that ds C 1 then the same must be true for the number o. OH/ of orbits of OH .
In order to find the number of orbits of OH on V we need to know the permutation character,
i.e., for each conjugacy class of OH , we need to find the dimension of CV .x/ for an element
x from that class. Conveniently, in all cases, the module V is the reduction modulo s of an
irreducible module over the complex numbers, so we can just work with the ordinary characters.
If the order of x is co-prime to s then the dimension of the fixed space of x in V is the same as
the dimension of the fixed space of x in the complex module. Thus, to find the dimension of
CV .x/ we only need to know which classes of OH appear in hxi. The latter information can be
determined using the power maps available in GAP. If x is not an s0-element then we do not
know how to determine the exact dimension of CV .x/ in a routine way. However, it is easy to
get a good lower estimate for dim CV .x/. Let x D x1x2 be the decomposition of x as a product
of commuting elements x1 and x2, where x1 is an s-element and x2 is an s0-element. Then
the dimension of U D CV .x2/ can be found and dim CV .x/ D dim CU .x1/ can be estimated
as dim CV .x2/ divided by the order of x1. (We use the well-known fact that, in characteristic
s, the size of a Jordan block of order sk is at most sk .) Note that in some cases we reduce
modulo s from a group whose center has a non-trivial s-part. Clearly, the s-part of the center
acts trivially on V . Therefore, the order of x1 should be computed modulo the center.
These computations have been carried out in all cases and the results are presented in Table 3.
In fact, we wrote a program in GAP that does most of the computations automatically.
In the first column of Table 3 we indicate the modules requiring further attention, that is,
those which satisfy the inequality o. OH/  ds C 1.
The letter ‘e’ is used to indicate that the pair .V; H/ leads to an example. By putting ‘e!’ in
the first column, we distinguish the example of G D 36 V L2.11/ that appears in the conclusion
of Theorem 1. Here, 0 is a distance-transitive graph of diameter 3 with orbit lengths 1, 24,
264, and 440. The full automorphism group of this graph is isomorphic to 36 V 2  M12, so it
also appears in the sporadic case of the affine distance-transitive graphs (see [6]).
The six-dimensional module over G F.3/ for SL.2; 13/ leads to a known case of an affine
two-transitive action in (see [14, Appendix 1]). The graph in this case has diameter 1 and,
hence, it is outside the scope of our theorem. Similarly, the actions of L2.17/ on the eight-
dimensional module over G F.2/, of Sp.4; 3/ on the four-dimensional module over G F.7/,
and of 2:G2.4/ on the 12-dimensional module over G F.3/ lead to known examples of affine
rank 3 permutation groups [14]. Again, here we have distance-transitive graphs, but they are
not included in the conclusion of Theorem 1 because of the diameter restriction. In the first
column of Table 3 against these four modules we put an ‘e’ meaning that these are known
examples of affine distance-transitive graphs.
By an ‘s’ in the first column we indicate the modules that do not lead to distance-transitive
graphs and that are small enough to be eliminated by constructing the module on a computer
and finding all the orbits. The letter ‘s’ stands for the ‘sum-of-vectors’ argument. Once we
have the module and all the orbits of H on it, we can, for each orbit O that could a priori be
01.0/, compute the set OCO D fvCu j u; v 2 Og. If O D 01.0/, then the vectors in OCO
are all at distance at most 2 from the zero vector. In particular, apart from the trivial orbit and
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TABLE 3.
Lower estimates for the number of orbits.
! dim r OH= OC o. OH/ 
s 3 11 L3.2/ 4
23 8
29 12
37 16
4 11 14
s 5 3 L2.11/ 4
s 5 6
e! 6 3 4
5 16
s 6 2 L2.13/ 7
e 3 2
e 8 2 L2.17/ 3
s 11 2 L2.23/ 6
s 12 2 L2.25/:22 7
s 15 2 L2.31/ 16
8 5 L3.4/:23 17
6 7 L3.4/:21 11
13 L3.4/ 75
5 7 S4.3/ 8
13 20
19 40
e 4 7 3
s 13 5
! dim r OH= OC o. OH/ 
4 19 S4.3/ 6
31 10
37 14
43 15
61 31
6.1 12 4 S4.5/ 13
13 7 S6.3/ 36
s 6 5 U3.3/ 6
7 U3.3/:2 12
7 5 U3.3/ 22
12 3 U3.4/ 22
6.2 20 2 U3.5/:S3 15
s 6 7 U4.3/:22 7
13 15
19 80
31 88
37 434
s 10 3 U5.2/:2 5
5 U5.2/ 13
7 52
e 12 3 G2.4/ 3
6.3 5 12
7 G2.4/:2 28
the orbit O itself, O C O can contain only one new orbit—02.0/. Thus, if O C O is a union
of four or more orbits, the graph 0 is not distance-transitive, and we obtain a contradiction.
Note also that, according to [7, Theorem 5.1.1], the orbit 01.0/ is necessarily the smallest
or the second smallest non-trivial orbit.
In all the ‘s’-cases in Table 3 the field G F.r/ is the prime field. By Lemma 4.2, H is at
least OH0 D H1 OC . Thus, OH0  H  OH . In seven out of the ten cases we have OH0 D OH .
(That is, no outer automorphisms of L are involved.) Thus, H is uniquely determined. In
the remaining three cases OH0 has index 2 in OH , which means that H is only known up to two
variants: H D OH0 or OH . Fortunately, in all these three cases OH and OH0 have the same orbits
on V ! We establish this as follows: we find the orbits on V for the smaller group OH0. Then it
turns out (see the data below) that the number of orbits coincides with the lower bound from
Table 3. Since, clearly, o. OH/  o. OH0/, we indeed see that OH and OH0 must have the same
orbits, so that these orbits are the H -orbits regardless of which of the two groups is H .
The results of computations for the ‘s’-modules are shown below. For these computations
we used the MATRIX package in GAP.
Case 1. The group H D OH0 D OH D Z10  L3.2/ has four orbits on the module V D 113,
with lengths 1, 210, 280, and 840. For O D O.210/ and O.280/ (where O.n/ denotes the
orbit of length n) the set OCO contains all the four orbits (i.e., OCO D V ), so that 0 cannot
be distance-transitive.
Affine distance-transitive graphs: the cross characteristic case 363
Case 2. The group H D OH0 D OH D Z2  L2.11/ has four orbits on V D 35. The lengths
of the orbits are 1, 22 and 110 (twice). For O D O.22/ we have that O C O D V , so that 0
cannot be distance-transitive.
Note that here O D O.110i /, for i 2 f1; 2g, where i indexes the two distinct orbits of length
110, is impossible due to [7, Theorem 5.1.1], as in that case we would have two orbits 0 j .0/,
j 6D 0; 1, with j0 j .0/j  j01.0/j. (The same argument applies also in Case 5 below.)
Case 3. The group H D OH0 D OH D Z4L2.11/ has six orbits on V D 55, with the lengths
1, 220, 264, 660 (twice) and 1320. For both O D O.220/ and O.264/, the set OCO contains
all the six orbits. In particular, this 0 is not distance-transitive.
Case 4. The group H D OH0 D OH D Z3  L2.13/ has seven orbits on V D G F.4/6. The
orbit lengths are 1, 273 (thrice), 546, 1092 and 1638. Since three orbits of size 273, we have
that 0 is not distance-transitive.
Case 5. The group H D OH0 D OH D L2.23/ has six orbits on V D 211. The orbit lengths are
1, 253 (twice), 276, 506 and 759. For both orbits O D O.253i /, i D 1; 2, the set O C O D V
contains all the orbits. Therefore, 0 is not distance-transitive.
Case 6. Both groups OH0 D L2.25/ and OH D L2.25/:2 have seven orbits on V D 212. The
orbit lengths are as follows: 1, 65, 325 (twice), 650, 780 and 1950. The set O.65/ C O.65/
contains, beside O.1/, the orbits O.325i /, i D 1 and 2, and O.780/. Consequently, 0 cannot
be distance-transitive.
Case 7. The group H D OH0 D OH D L2.31/ has 16 orbits on V D 215, with the lengths as
follows: 1, 248, 465, 496, 620 (twice), 930, 1488, 1860, 2480 (3 times), 3720 (3 times) and
7440. Furthermore, for O D O.248/ and O.465/, the set O C O contains nine and 12 orbits,
respectively. In particular, 0 is not distance-transitive in this case.
Case 8. The group H D OH0 D OH D Z12  2  S4.3/ has five orbits on V D 134, having
lengths 1, 480, 4320, 6480 and 17280. For both orbits O D O.480/ and O.4320/, the set
O C O contains all the orbits. In particular, 0 is not distance-transitive.
Case 9. The group H D OH0 D OH D Z4  U3.3/ has six orbits on V D 55. The orbit
lengths are 1, 756 (twice), 4032 (twice) and 6048. For O D O.756i /, i D 1; 2, the set of sums
O C O contains all the orbits. Hence, 0 is not distance-transitive.
Case 10. Both groups OH0 D 6U4.3/ and OH D 6U4.3/:2 have seven orbits on V D 76, with
lengths as follows: 1, 756, 4032, 7776, 20412, 30240 and 54432. For the orbits O D O.756/
and O.4032/, the set O C O consists of five orbits and all orbits, respectively. In particular,
0 cannot be distance-transitive.
Case 11. Both groups OH0 D U5.2/ and OH D U5.2/:2 have five orbits on V D 310. The
lengths of the orbits are 1, 1320, 2816, 12672 and 42240. For O D O.1320/ and O.2816/,
the set O C O coincides with V . Thus, 0 cannot be distance-transitive.
Three modules in Table 3 remain undecided. We leave them for the final section, and 6.x
against these modules in the first column indicates the subsection in which the respective
module is treated.
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6. REMAINING CASES
To complete the proof of our Theorem 1 it suffices to deal with the three remaining cases
from Table 3 and with the groups S4.7/ and S8.3/.
The group S8.3/ causes no problem at all.
LEMMA 6.1. The group S8.3/ has no non-trivial G F.2/-modules in dimensions less than
80. In particular, L D S8.3/ does not satisfy the inequality (3) for any r.
PROOF. One of the maximal parabolics of L (call it P) is an extension of an elementary
abelian 3-group of rank 10 by PGL.4; 3/. (The action of P on O3.P/ is irreducible.) Since
L4.3/ has no non-trivial permutation representation of length less than 40, and since every
non-trivial irreducible representation of O3.P/ over G F.2/ has degree 2, we obtain that every
faithful module for P over G F.2/ has dimension at least 80. Therefore, ‘.L ; 2/  80.
If r > 2 and r is not a power of 3, then by [20] we have ‘.L ; r/  40. Since both 280 and
440
3 are larger than 5jAut Lj, the inequality (3) fails for all r . 2
The following lemma is a particularly helpful case of a more general statement.
LEMMA 6.2. Suppose that h 2 H has order k and 1 is an eigenvalue of h on V . Then
CV .h/ contains a non-zero vector at distance at most k from 0.
PROOF. Recall that there exists a basis B in V fully consisting of the vectors from 01.0/.
Let f .x/ be the minimal polynomial of h over the prime field G F.s/ and let g.x/ D
f .x/=.x − 1/. Since f .x/ divides xk − 1, the degree of g.x/ is at most k − 1.
Since f .x/ is the minimal polynomial, we have that g.h/ 6D 0. Therefore, for some v 2 B,
the vector u D g.h/v is non-zero. Clearly, .h − 1/u D f .h/v D 0. So u 2 CV .h/. On the
other hand, u is the sum of at most k terms of the form ai hiv, ai 2 G F.s/, each of which
is a vector in 01.0/ (cf. Lemma 4.2). Since u is a sum of at most k vectors from 01.0/, the
distance from 0 to u does not exceed k. 2
Let us now consider the remaining cases.
6.1. Z3  S4.5/ on G F.4/12. In this case OH D Z3  S4.5/. Let OC D Z. OH/ D Z3. Then,
since OC commutes with H , we have that, for c 2 OC#, c01.0/ and c201.0/ are orbits of H and
they, clearly, have the same length as 01.0/. However, by [7, Theorem 5.1.1], there are no
more than two non-trivial orbits of that length, which means that 01.0/ D c01.0/ D c201.0/.
Therefore, OC preserves the adjacency relation of 0, i.e., OC  Aut0.
Thus, we may assume that H D OH . Let, as usual, L D H1 D S4.5/. We first study the
action on V of the two parabolics P1 D 51C2 V .Z4  SL.2; 5// and P2 D 53 V L2.5/ V 4 of L ,
sharing a common Borel subgroup. Let Qi D O5.Pi /, i D 1; 2. Let also T D Q1 \ Q2.
All the dimensions below are over G F.4/.
LEMMA 6.3. With respect to the action of P1, the module V decomposes as V D V1 V2,
where V1 D TV; Q1U is an irreducible 10-dimensional submodule on which P1 acts faithfully,
and V2 D CV .Q1/ is irreducible of dimension 2 on which P1 induces the group L2.4/ acting
as on the natural module.
PROOF. Let Z D Z.Q1/. Clearly, TV; Z U 6D 0. Furthermore, the extraspecial group Q1
acts faithfully on every irreducible component of TV; Z U, which implies that the dimension of
TV; Z U is a multiple of 10. Therefore, dimTV; Z U D 10 and dim CV .Z/ D 2. This implies that
CV .Z/ D CV .Q1/ and, consequently, TV; Z U D TV; Q1U. All the statements now follow. 2
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By this lemma, CV .T / D V2 is of dimension 2. Let T1 D T; T2; : : : ; T6 be the orbit of T
under the action of P2. Let also Ui D CV .Ti /.
LEMMA 6.4. We have V D U1  U6. The group P2 preserves this decomposition and
acts transitively on its components.
PROOF. Since Q2 6 Q1, it induces on U1 D V2 a group of order 5, which acts irreducibly
on U1. Therefore, the Ui are pairwise different irreducible modules of Q2. Consequently, the
sum of the Ui is direct and (as V has dimension 12) it coincides with V . 2
Since H contains the group of scalars, we can, instead of the orbits on vectors, consider the
orbits on 1-spaces. The center C D Z.H/ of H acts trivially on the set of 1-spaces, so H
induces L D H=C D S4.5/. By Lemma 6.3, all the 1-spaces in U1 are in the same L-orbit
6. If X is a 1-space from U1 then the stabilizer of X in H contains Q1 which implies that the
stabilizer is fully contained in P1 (because P1 and the conjugates of P2 under P1 are the only
maximal subgroups of L containing Q1; see [9]). Hence j6j D 5  TH V P1U D 780.
LEMMA 6.5. 6 is the shortest orbit of L.
PROOF. Let 60 be an orbit of L of length at most 780. We will show that 60 D 6. Let
Y 2 60 and N be the stabilizer of Y in L .
From the list of maximal subgroups of L (see [9]) we observe that N must either be contained
in a maximal parabolic subgroup, or in a subgroup O4 .5/:2. In the latter case, its index in the
maximal subgroup is at most 2 and, therefore, N contains O4 .5/; in particular, it contains a
subgroup R D 52. Also, if N is contained in a maximal parabolic P then TP V N U is at most
5, and again we conclude that Y is stabilized by some subgroup R D 52.
Without loss of generality, R  P2. If R 6 Q2 then it has orbits of length 1 and 5 on the
six subspaces Ui . Hence, either Y is contained in the component Ui stabilized by R (in which
case, clearly, 60 D 6), or Y has non-trivial projections on 5 different components Ui . In that
case, the stabilizer of Y in Q2 is trivial and hence Q2 \ R D 1. This contradicts the fact that
jRj D 52. It remains to consider the case R  Q2. Since Y has a non-trivial projection on
some Ui , we have that R stabilizes that projection and, therefore, R D Ti . However, this again
implies that Y is in Ui and 60 D 6. 2
We are now in a position to eliminate this case. Let 1 be the H -orbit on vectors that
corresponds to 6.
LEMMA 6.6. 0 is not distance-transitive.
PROOF. Suppose that 0 is distance-transitive. By [7, Theorem 5.1.1],1 D 01.0/ or 0d.0/,
where d is the diameter of 0. From Table 3 we know that d is at least 12. Furthermore,
Lemma 6.2 implies that the vectors from 1 are at distance at most 5 from the zero vector.
(Indeed, U1 D CV .Z/ has all its non-zero vectors in 1.) Therefore, 1 D 01.0/. Now, since
V D U1      U6, every vector from V is at distance at most 6 from the zero vector, i.e.,
d  6; this is the final contradiction. 2
6.2. U3.5/:S3 on G F.2/20. First we would like to restrict the possibilities for H . Estimation
(as in the preceeding section) of the number of the orbits on V n f0g for the groups U3.5/ and
U3.5/:2 returns the numbers 31 and 23. Since both these numbers are larger than dim V C 1,
the group H must be either U3.5/:3, or the full OH D U3.5/:S3. In any case, define OH0 D
O2.H/ D U3.5/:3.
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Next we study the action on V of the only maximal parabolic subgroup P D 51C2C V 24 ofOH0. Let Q D O5.P/ and Z D Z.Q/ D Z5. The cyclic quotient Z24 induces a regular (in
particular, transitive) group on the non-zero elements of Q=Z D 52. Let U D 52 be a subgroup
of Q containing Z . Let T1; : : : ; T5 be the order 5 subgroups of U other than Z . Note that Q
permutes the Ti transitively by conjugation. (In particular, all elements in Q n Z are conjugate
in P .) Let Vi D CV .Ti /
LEMMA 6.7. The following hold:
(1) Q acts irreducibly on V ; in particular, Z acts fixed-point-freely.
(2) Each Vi has dimension 4 and V D V1      V5.
(3) NP .T1/ induces on V1 a group D10 having on V #1 three orbits 61, 62 and 63, each of
length 5; furthermore, if fi; j; kg D f1; 2; 3g then 6i C6i D f0g [6 j [6k .
PROOF. The action of Q on V must involve a faithful component, say, W . Then Z acts
fixed-point-freely on W . Let us decompose W into a sum of irreducible submodules for U .
For each of these irreducible submodules, U (which is not cyclic) has a kernel, which is simply
one of the subgroups Ti . Since Q permutes the Ti transitively, there are at least five different
submodules; also, the dimension of each submodule is at least four because Z has to act on it
non-trivially. Since the total dimension of W is no more than 20, we have that every Ti arises
as a kernel just once, and the Vi have dimension 4 and are all the irreducible submodules with
respect to U . This proves (2) and also (1).
Clearly, NP .T1/, which is a split extension of U by a cyclic subgroup C D hci of order 4,
acts on V1. From the structure of P it can be easily seen that C only induces on Z a group
of order 2. Since Z acts irreducibly on V1, the involution c2 (which commutes with Z ) has to
act trivially on V1. Therefore, indeed, NP .T1/ induces on V1 a group D10. Clearly, Z has on
V #1 three orbits of length 5. Since c acts as an involution it fixes at least three vectors in V #1 .
This yields that NP .T1/ also has three orbits, rather than two orbits of lengths 5 and 10. This
proves the first part of (3).
Finally, for every j , V1 is isomorphic to the permutation module defined by6 j , taken modulo
the all-one vector. Using this isomorphism, one can easily check the remaining claim in (3).2
Next we construct a special H -orbit in V #. Recall that U3.5/:2 is the automorphism group
of the Hoffman–Singleton graph1, having 50 vertices. Both U3.5/ and U3.5/:2 are transitive
on the edges of 1. The stabilizer of an edge of 1 in U3.5/:2 is a subgroup isomorphic to
Aut A6, which intersects with U3.5/ in a maximal subgroup M10.
Consider the permutation G F.2/-module W on the vertices of1. Let W0 be the submodule
of W consisting of all vectors with the coordinate sum 0. The quotient of W0 over the all-one
vector is a direct sum of two irreducible U3.5/-modules—of dimension 20 and 28. (This is a
well-known fact; it can also be easily checked in GAP.) Therefore, our module V is isomorphic
to a quotient of W0. Note further that every edge of1, as a pair of vertices, defines a vector in
W0. Moreover, as1 is connected, the edges span the whole W0. This means, in particular, that
the images of the edges in V are non-zero. The set 8  V of these images is invariant under
the subgroup U3.5/:2 of OH . Since the edge stabilizer is maximal in U3.5/:2, the size of 8
coincides with the size of the edge set of 1, which is 175. Define 6 D f8 OH0g D f8 OH g. Then
6 is an H -orbit regardless of whether H D OH0 or OH . Since the order three outer automorphism
of U3.5/ permutes the three classes of maximal subgroups M10 (see [9]), the length of 6 is
3  175 D 525.
LEMMA 6.8. No orbit of OH0 on V # has length less than 525. In particular, 6 is one of the
shortest orbits.
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PROOF. Suppose that 60 is an orbit of length less than 525. Let K be the stabilizer in OH0
of a vector from 60. By examining the list of maximal subgroups of U3.5/ from [9] we find
that K \ L (where L is OH 00 D U3.5/) must be contained either in a conjugate of the maximal
parabolic P , or in one of the maximal subgroups A7. Since Z acts on V fixed-point-freely, a
subgroup of P fixing a vector has index at least 5 in P . However, then the size of60 is at least
5  126 > 525; a contradiction. Now suppose that K \ L is contained in N < L , N D A7.
First of all, K \ L 6D N . Indeed, by character restriction we find that, as an N -module, V has
composition factors of dimensions 4, 4, 6 and 6. In particular, it does not stabilize a non-zero
vector. Therefore, K \ L < N . Since j60j < 525, we find that the index of K \ L in N is
at most 10. Hence, K \ L must be a subgroup isomorphic to A6. However, in that case the
normalizer of K \ L in OH0 is contained in L , which means that K D K \ L has index 1050
in OH0; a contradiction. 2
Thus, 6 is one of the shortest orbits. By [7, Theorem 5.1.1], if 0 is distance-transitive then
6 D 01.0/ or 0d.0/, where d is the diameter of 0.
Let v 2 6. Let x be an element of order 5 from the stabilizer of v. By Lemma 6.7 (1), x
is not conjugate to an element of Z . As all elements from Q n Z are conjugate in P , we may
assume without loss that x 2 T1 and, hence, v 2 V1. By Lemma 6.2, V1 contains an element
at distance no greater than 5 from 0. In view of Lemma 6.7 (3), v is a sum of two such vectors.
This implies that the distance from v to 0 is at most 10. From Table 3 we see that d is at least
14. Therefore, 6 D 01.0/.
Now we can finally eliminate this case.
LEMMA 6.9. 0 is not distance-transitive.
PROOF. Since the subspaces Vi are all conjugate,6 meets every Vi non-trivially. It follows
from Lemma 6.7 (3) that every vector in Vi is at distance at most 2 from the zero vector. By
Lemma 6.7 (2), V D V1      V5. Thus, the diameter of 0 is at most 10, which contradicts
the fact that the number of orbits is at least 15. 2
6.3. Z4  .2  G2.4// on G F.5/12. The 12-dimensional module over G F.5/ is, in fact, for
the group 2  G2.4/; thus, H is, indeed, as in the title.
Let P1 D 22C8 V .Z3  A5/ and P2 D 24C6 V .Z3  A5/ be two maximal parabolics of
L D G2.4/ containing a common Borel subgroup. Let also U1 D Z.O2.P1// D 22 and
U2 D Z.O2.P2// D 24. Then P1 induces on U1 a group of order 3 and P2 induces on U2 a
group A5 acting transitively on U #2 (the natural module for A5 D L2.4/).
For i D 1, 2, let QPi and QUi be the full preimages in H of Pi and Ui , respectively. Since
P2 is transitive on U #2 , the group U D QU2 is abelian, isomorphic to Z4  Z42. The action of
U on V is diagonalizable, the kernel of every irreducible (one-dimensional!) component is a
subgroup Z42 complementing Z D Z.H/ D Z4. Since the action of Z is known (scalars!), the
kernel fully defines the irreducible component. Clearly, all these kernels are among the rank
4 subgroups of 1.U / D Z52, not containing the only involution u 2 U which is a square.
Depending on the action of QP2 on1.U /, either all the 16 such subgroups are conjugate underQP2, or there are orbits of length 1 and 15, or there are orbits of length 6 and 10. Since the
dimension of V is twelve, either there are six kernels, each appearing twice, or there are six
kernel appearing once and another kernel appearing six times, or else there is just one kernel
twelve times. The last variant is clearly impossible since the action of U is faithful. Also, the
second variant is impossible, because then one of the kernels is distinguished, which means
that the action of QP2 on 1.U / is decomposible. However, then the orbits are 1 and 15, and
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there is no orbit of length 6. Thus, there must be six different kernels Ki , and QP2 induces
on fK1; : : : ; K6g a group A5 acting transitively. (In particular, the action of P2 on 1.U / is
indecomposible.)
For i 2 f1; : : : ; 6g, we define Vi D CV .Ki /. By the above, each Vi has dimension 2 and V
is the direct product of the Vi .
LEMMA 6.10. The following statements hold:
(1) QP2 stabilizes the decomposition V D V1      V6 and induces on fV1; : : : ; V6g a
transitive A5-action;
(2) the stabilizer of Vi in QP2 induces on Vi a group Z4  .Q8 V Z3/.
PROOF. The first claim has already been proven. For (2), we only need to consider the case
i D 1. Let T be the group induced on V1 by the stabilizer of V1 in P D QP2. Clearly, T is
isomorphic to a subgroup of GL.2; 5/. Furthermore, T is solvable, because the stabilizer of
V1 in P is solvable. (Namely, it is an extension of O2.P/ by Z3  D10.) Let x be an element
of order 3 that maps onto a non-identity element in the direct factor Z3 of the quotient Z3 A5
of P . Then CP .x/ involves A5, therefore it acts transitively on the Vi . This implies that x
acts non-trivially on every Vi , in particular, on V1. Hence jT j is divisible by three. Note now
that O2.P/0 must act non-trivially on V1 (indeed, otherwise it acts trivially on every Vi , which
implies O2.P/0 D 1; a contradiction). Hence the Sylow 2-subgroup of T is non-abelian.
This condition together with the condition that three divides jT j defines T uniquely up to
conjugation in GL.2; 5/, since T also contains the full groups of scalars. 2
It is easy to see that the subgroup Z4.Q8 V Z3/ of GL.2; 5/ acts transitively on the non-zero
vectors of the natural module of the latter group. Therefore, all the non-zero vectors in the Vi
belong to the same H -orbit 6 on V #. The stabilizer of v 2 V #1 in P D P2 has index 24  6 in
P . Therefore, the length of 6 divides 24  6  TH V PU D 196560.
Next, we will study the action on V of the other parabolic. Denote R D QP1 and W D QU1.
Since U1 < U2 (U1 is the central root subgroup), we have that W < U , i.e., W is abelian and
isomorphic to Z4 Z22. Since P1 induces on U1 a group of order 3, it follows that W commutes
with R0. Hence also R induces on W a group of order 3. Let X D Z22 be the R-invariant
complement to Z in W . Let x1, x2 and x3 be the non-zero elements of X . For i 2 f1; 2; 3g,
define Ci D CV .xi /.
LEMMA 6.11. The following statements hold:
(1) every Ci is a sum of two subspaces Vj ;
(2) V D C1  C2  C3; the group R D QP1 preserves this decomposition and transitively
permutes the three components;
(3) the stabilizer of Ci in R induces on Ci a group TZ4 21C4− U:A5; this group has two orbits
on C#i , of lengths 4  60 and 4  96; the first of the two orbits is contained in 6.
PROOF. Note that X is not fully contained in any kernel K j . Indeed, X is normal in R and
hence it is also normal in R \ P , which is transitive on fK1; : : : ; K6g. If X is contained in one
K j then it is contained in all of them and, hence, it is trivial; a contradiction. Since every K j has
index 2 in1.U /, we have that X intersects every K j in a subgroup of order 2. Consequently,
every Ci is a sum of several subspaces Vj , namely those, for which xi is contained in K j . The
rest of (1) and (2) follows from the transitivity of R on fx1; x2; x3g.
To prove (3) we only need to consider the case i D 1. The stabilizer D of C1 (same as of C2
and C3) in R is an extension of Z by the perfect group P 01 D 22C8 V A5. Note that Q D O2.P 01/
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is a non-abelian, special 2-group. The A5-module arising on Q=Z.Q/ is a direct sum of two
orthogonal modules. (The orthogonal module is the natural module for −4 .2/ D A5.) Let
T be the group induced on C1 by D. Since D D Z D0, we have that T is isomorphic to a
subgroup of SL.4; 5/.
Next we observe that the commutator subgroup of O2.D/ should act non-trivially on C1.
Indeed, otherwise it acts trivially on the whole V . We obtain that T is an extension of a
non-abelian 2-group by A5. By checking the list of maximal subgroups of L3.5/, we see that
T has to act irreducibly on C1. In particular, Z.T / is cyclic.
On the other hand, W D Z X is contained in the center of D. It follows that O2.T /=Z.T / is
an elementary abelian 2-groups, that is isomorphic, as a module for the quotient A5, to either the
orthogonal module or to a sum of two orthogonal modules. This has two consequences: first,
the commutator subgroup of O2.T / has exponent (hence also order) 2; second, as the othogonal
module is projective, O2.T / is the central product of Z and an extraspecial group 21C4− or 21C8C ,
which is normal in T . Faithful irreducible G F.5/modules of 21C8C all have dimension 24 D 16.
Thus, in fact, O2.T / D Z421C4− . Note now that Z421C4− D Z421C4C . The extraspecial group
of plus type has a unique faithful irreducible G F.5/-module of dimension 4. This identifies
O2.T / as a subgroup of GL.4; 5/ up to conjugation. The full normalizer of O2.T / in GL.4; 5/
is an extension of O2.T / by S6 D O5.2/. The group S6 has two classes of subgroups A5;
however, the condition that the four-dimensional A5-module involved in O2.T / should be the
orthogonal one defines our class of A5’s uniquely. We have proved that T has the prescribed
structure and that, as a subgroup of GL.4; 5/, it is defined uniquely up to conjugation.
It remains to notice that this group T constitutes a known case of an affine rank 3 action.
(See [14, p. 484], from where we read off the lengths of the two orbits.) By (1), one of the
orbits is contained in 6. If v 2 V #1 then we have shown that the stabilizer of v in P D QP2 has
in P index 24  6. As TR V R \ PU D 5, we conclude that the orbit of v under the action of
R consists of at most 5  24  6 elements, which number is exactly three times 4  60. The last
claim follows since the other orbit is larger. 2
LEMMA 6.12. The orbit 6 is the shortest H-orbit on V #. It has length 196560.
PROOF. It will be more convenient for us to study the orbits on 1-spaces rather than on
vectors. Since H contains the group of scalars, the correspondence between the orbits on
vectors and orbits on 1-spaces is one-to-one. Let 1 be the orbit on 1-spaces corresponding
to 6. We have that j1j divides 14 196560 D 49140. Let 10 be an orbit on 1-spaces andj10j  49140.
Let D be the stabilizer in L D H=Z D G2.4/ of hvi 2 10. Let M be a maximal subgroup
of L that contains D. We want to argue that M can be chosen to be a maximal parabolic.
Suppose it cannot. By inspection of the list of maximal subgroups of G2.4/ (cf. [9]), M D J2,
U3.4/ V 2, 3  L3.4/ V 2 or U3.3/ V 2. When we multiply the index of M by the indices of
maximal subgroups of the corresponding simple section, we obtain numbers that in all but two
cases exceed 49140. The two exceptional cases are U3.3/  J2 and 3:24:A5:2  3  L3.4/ V 2.
In the latter situation D is 2-local, which means it is contained in a maximal parabolic. In all
the other cases D has to contain a subgroup isomorphic to one of the following groups: J2,
U3.3/, U3.4/ or 3  L3.4/. Checking the Brauer character tables modulo 5 of all these groups
(see [13]; for U3.3/ see [9]), we observe that all these four groups (or, rather, their preimages in
H ) act on V irreducibly and, thus, cannot stabilize a 1-space. This proves that D is contained
in a maximal parabolic. Without loss of generality, D is a subgroup of P1 or P2.
Suppose that D is a subgroup of P1. Then k D TP1 V DU is less than or equal to 36. However,
this contradicts Lemma 6.11. Indeed, hvimust have a non-trivial projection into some Ci . Part
(3) of Lemma 6.11 then gives that TP 01 V P 01 \ DU  60.
370 A. M. Cohen, K. Magaard and S. Shpectorov
Thus, D  P2. If U2 is contained in D then hvi is invariant under U , which means that v
is contained in some Vi . In that case, 10 D 1 and, furthermore, 1 has length exactly 49140,
because by Lemma 6.10, D then has index 36 in P2.
It remains to consider the case where U2 acts non-trivially on 8 D fhviP2g. Since U2 D
Z.O2.P2// and P2 acts irreducibly on U2, we conclude that P2 embeds isomorphically into
the symmetric group Sk , where k D TP2 V DU  36.
Let O1, O2; : : : ; Om be the orbits of U2 on8. Let also Fi denote the kernel of U2 acting on
Oi . Since P2 is transitive on8, it is also transitive on fO1; : : : ; Omg. Therefore, the Fi are all
conjugate under the action of P2. We claim that each kernel Fi repeats at least two more times,
that is, altogether, there exist at least three orbits with the same kernel. Indeed, let x be an
element of order three that maps into the direct factor Z3 of the quotient Z3 A5 of P2. Then
x , as well as any its conjugate in P2, centralizes U2. If x does not stabilize an orbit Oi then
the orbits Oi , Oxi and O
x2
i correspond to the same kernel. Since P2 is transitive on the orbits,
every kernel is then at least in triplicate. It remains to consider the case where x stabilizes
every orbit Oi . However, U2 induces a regular group on Oi , and it is well-known that regular
abelian groups of permutations are self-centralized. This means x fixes every point in every
orbit, i.e., x D 1.
Recall that U2 is of order 16 and that P2 induces on it a group A5 acting as on the natural
module for L2.4/. If jOi j D 16 then, since we have at least three orbits, the total size of 8 is
at least 3  16 > 36; a contradiction. If jOi j D 8 then jFi j D 2. As all the order 2 subgroups
of U2 are conjugate under P2, we must have at least 3  15 orbits, and even more elements. If
jOi j D 4 then also jFi j D 4. The shortest orbit of P2 on the subgroups of U2 of order 4 is of
length 5. Therefore, there are at least 15 orbits, and the number of elements in 8 is no less
than 4  15 D 60; again a contradiction. Finally, if jOi j D 2 then Ki is of order 8. Again, P2 is
transitive on the 15 subgroups of U2 of order 8. Hence we have at least 45 orbits. In all cases
we have a number of points exceeding 36. This is the final contradiction. 2
Now we can finally eliminate the case L D G2.4/.
LEMMA 6.13. If 0 is distance-transitive then L 6D G2.4/.
PROOF. Suppose that 0 is distance-transitive. From Table 3 we know that 0 has to have
diameter d  11. By Lemma 6.12 and [7, Theorem 5.1.1], 6 is either 01.0/ or 0d.0/. By
Lemma 6.2, C1 D CV .x1/ contains a non-zero vector at distance no more than 2 from 0.
Together with Lemma 6.11, this brings us to the conclusion that6 is at distance at most 4 from
0. Hence, in fact, 6 D 01.0/. However, this in its turn leads to a contradiction. Indeed, then
every vector in Ci is at distance at most 2 from 0. Since every v 2 V can be decomposed as
v D v1 C v2 C v3 with vi 2 Ci for each i , we conclude that the diameter of 0 cannot exceed
6. 2
6.4. S4.7/. Finally, we are left with the last case, namely, L D H1=C D S4.7/. From [20]
we find that ‘.L/  ‘L SZ .L/ D 24. The inequality (4) then implies that r D 2. (In particular,
H D L or Aut L D S4.7/:2.)
From the inequality (2) we also find that dim V  30. By [11], V is a G F.2/ form of one
of the two Weil modules of dimension 24. The outer automorphism of L interchanges these
two modules. Thus, H D L D S4.7/ and V is defined uniquely up to an outer automorphism.
We note that the module V can be found as a composition factor of the permutation module
of L defined by the degree 400 action on the 1-spaces of the natural module of Sp.4; 7/.
Having found the module V and realizing it in GAP, we were also able to find the number of
orbits of H on the vectors of V . We did that as follows: we realized H as a group of permutation
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on 400 points (see above). In that representation, GAP found for us all the 52 conjugacy classes
of H . With the use of the package MATRIX we produced the 400-dimensional permutation
module over G F.2/ and chopped that module up to find a composition factor isomorphic to V .
This gave us 24 24 matrices for the two generators of H . We then used the correspondence
between permutation and matrix generators in order to find matrices corresponding to the
representatives of all conjugacy classes of H . Here establishing a direct homomorphism from
the permutation realization of H onto its matrix realization did not work well (the corresponding
function of GAP involves verification that the map indeed defines a homomorphism; this takes
too long and is useless because the map is a homomorphism by construction), so we had to use
a trick: we established instead two homomorphisms of the free group with two generators onto
both the permutation and matrix forms of H . We then used the standard functions of GAP,
PreImagesRepresentative and Image, in order to transfer the representatives of the conjugacy
classes into the matrix group. The rest was easy. We computed the dimensions of the fixed
subspaces for all classes and thus found the permutation character of the action of H on V .
By taking the product with the trivial character, we found that the number of orbits is 10.
Now we can eliminate this case by an argument similar to the one used in the case of S4.5/.
Let P1 D 71C2 V .Z6  SL.2; 7// and P2 D 73 V L2.7/ V 6 be two maximal parabolics of H
sharing a Borel subgroup. Let Qi D O7.Pi /, for i D 1; 2. Let also Z D Z.Q1/.
LEMMA 6.14. We have V D V1  V2, where V1 D TV; Z U D TV; Q1U is an irreducible
Q1-module of dimension 21, and V2 D CV .Z/ D CV .Q1/ is a three-dimensional module, on
which P1 induces the group L3.2/.
PROOF. Every faithful irreducible G F.2/-module of the extraspecial group Q1 D 71C2
has dimension 3  7 D 21. Therefore, V1 D TV; Z U has to have dimension exactly 21 and be
irreducible for Q1. This implies also that V2 D CV .Z/ has dimension 3. Clearly, Q1 then
acts trivially on V2. As z 2 Z# has a conjugate z0 2 P1 n Z , we see that P1 acts non-trivially
on V2. (Indeed, otherwise, V1 D TV; zU D TV; z0U is normalized by two different maximal
parabolics!) Clearly, P1 can only induce on V2 the group L3.2/ D L2.7/, as claimed. 2
Define T D Q1 \ Q2 D 72 and let T1 D T; T2; : : : ; T8 be the conjugates of T under the
action of P2. For all i , define Ui D CV .Ti /.
LEMMA 6.15. We have V D U1  U8. The subgroup P2 preserves this decomposition
and transitively permutes its components.
PROOF. Since Q2 6 Q1, U1 D V2 is an irreducible Q2 module with the kernel T D T1.
Since T has 8 conjugates in P2 and since the dimension of V is just 24 D 8  3, the claim
follows. 2
It follows from Lemmas 6.14 and 6.15 that all the non-zero vectors in the subspaces Ui
belong to the same orbit of H . Let 6 denote that orbit. Note that the stabilizer of u 2 U #1
contains Q1. From [17] we know the list of maximal subgroups of S4.7/; in particular, we see
that the parabolics are the only maximal subgroups whose order is divisible by 73. This easily
implies that P1 and the P1-conjugates of P2 are the only maximal subgroups of H containing
Q1. Since the stabilizer of U1 in P2 coincides with P1 \ P2, we conclude that the stabilizer of
u 2 U #1 is fully contained in P1. Therefore, the length of 6 is 7TH V P1U D 2800.
LEMMA 6.16. 6 is the shortest orbit of H on V #.
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PROOF. Let 60 be an orbit of H on V # such that j60j  2800.
From [17] we know that only the maximal parabolics and the subgroups O4 .7/:2 have index
less than or equal to 2800. Therefore, the stabilizer of a vector v 2 60 is contained in one of
those subgroups. Furthermore, the index of a maximal parabolic is larger than 2800=73 and
the index of O4 .7/:2 is larger that 2800=7 D 400. This implies that 72 divides the order of
the stabilizer of v, that is, v is stabilized by subgroup R of order 72. Without loss of generality
we may assume that R  P1 \ P2.
If v is contained in some Ui then 60 D 6 and we are done. Assume now that v projects
non-trivially onto at least two different components Ui . Let vi be the projection of v onto
Ui , so that v D v1 C    C v8. If R 6 Q2 then R permutes transitively seven of the eight
subspaces Ui , which means that seven projections vi are non-trivial. Since R\Q2 stabilizes all
of these (non-trivial) vectors, we conclude that R \ Q2 D 1; a contradiction. Hence R  Q2.
However, in this last case, as well, if vi and v j are two non-trivial projections of v then the
joint stabilizer of vi and v j in Q2 has order less than 72; a contradiction. 2
Now we achieve a contradiction in our final case.
LEMMA 6.17. 0 is not distance-transitive in this case, too.
PROOF. Suppose that 0 is distance-transitive. Since 6 is the shortest orbit, we must have
6 D 01.0/, or 09.0/. (Recall that H has 10 orbits on V .) From Lemma 6.2 it follows that
the distance from the zero-vector to a vector u 2 U1 D CV .z/ is no more than 7. Hence,
6 D 01.0/. However, according to Lemma 6.15, every vector from V is a sum of no more
than 8 vectors from 6. Thus, the diameter of 0 cannot be more than 8. 2
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