We have measured the resonance strengths and energies for dielectronic recombination (DR) of Fe xx forming Fe xix via N ¼ 2 ! N 0 ¼ 2 (DN ¼ 0) core excitations. We have also calculated the DR resonance strengths and energies using the AUTOSTRUCTURE, Hebrew University Lawrence Livermore Atomic Code (HULLAC), Multiconfiguration Dirac-Fock (MCDF), and R-matrix methods, four different state-ofthe-art theoretical techniques. On average the theoretical resonance strengths agree to within .10% with experiment. The AUTOSTRUCTURE, MCDF, and R-matrix results are in better agreement with experiment than are the HULLAC results. However, in all cases the 1 standard deviation for the ratios of the theoretical-to-experimental resonance strengths is &30%, which is significantly larger than the estimated relative experimental uncertainty of .10%. This suggests that similar errors exist in the calculated level populations and line emission spectrum of the recombined ion. We confirm that theoretical methods based on inverse-photoionization calculations (e.g., undamped R-matrix methods) will severely overestimate the strength of the DR process unless they include the effects of radiation damping. We also find that the coupling between the DR and radiative recombination (RR) channels is small.
INTRODUCTION
Low-temperature dielectronic recombination (DR) is the dominant recombination mechanism for most ions in photoionized cosmic plasmas (Ferland et al. 1998) . Reliably modeling and interpreting spectra from these plasmas requires accurate low-temperature DR rate coefficients. Of particular importance are the DR rate coefficients for the iron L-shell ions (Fe xviiThe Astrophysical Journal Supplement Series, 138:337-370, 2002 February # 2002 . The American Astronomical Society. All rights reserved. Printed in U.S.A.
Fe xxiv). These ions are predicted to play an important role in determining the thermal structure and line emission of X-ray photoionized plasmas (Hess, Kahn, & Paerels 1997; Savin et al. , 2000 which are predicted to form in the media surrounding accretion-powered sources such as X-ray binaries (XRBs), active galactic nuclei (AGNs), and cataclysmic variables (Kallman & Bautista 2001) .
The need for reliable DR data for iron L-shell ions has become particularly urgent with the recent launches of Chandra and XMM-Newton. These satellites are now providing high-resolution X-ray spectra from a wide range of X-ray photoionized sources. Examples of the high quality of the data that these satellites are collecting are given by the recent Chandra observations of the XRB Cyg X-3 (Paerels et al. 2000) and the AGN NGC 3783 (Kaspi et al. 2000) and by the XMM-Newton observations of the AGN NGC 1068 (Kinkhabwala et al. 2001, in preparation) and the low-mass XRB EXO 0748À67 (Cottam et al. 2001) . Interpreting the spectra from these and other photoionized sources will require reliable DR rate coefficients.
DR is a two-step recombination process that begins when a free electron approaches an ion, collisionally excites a bound electron of the ion, and is simultaneously captured. The electron excitation can be labeled Nl j ! N 0 l 0 j 0 , where N is the principal quantum number of the core electron, l its orbital angular momentum, and j its total angular momentum. This intermediate state, formed by the simultaneous excitation and capture, may autoionize. The DR process is complete when the intermediate state emits a photon which reduces the total energy of the recombined ion to below its ionization limit. Conservation of energy requires that for DR to go forward E k ¼ DE À E b . Here E k is the kinetic energy of the incident electron, DE is the excitation energy of the initially bound electron, and E b is the binding energy released when the incident electron is captured onto the excited ion. Because DE and E b are quantized, DR is a resonant process. DR via N 0 ¼ 2 ! N ¼ 2 core excitations (i.e., DN N 0 À N ¼ 0 DR) generally dominates the DR process for iron L-shell ions in photoionized plasmas (Savin et al. 1997 (Savin et al. , 2000 .
To address the need for accurate low-temperature DR rate coefficients for the iron L-shell ions, we have initiated a program of measurements for DR via 2 ! 2 core excitations using the heavy-ion Test Storage Ring (TSR) located at the Max-PlanckInstitute for Nuclear Physics in Heidelberg, Germany (Müller & Wolf 1997) . To date measurements have been carried out for DN ¼ 0 DR of Fe xviii (Savin et al. 1997 , Fe xix , Fe xx, Fe xxi, and Fe xxii. Here we present our results for DN ¼ 0 DR of Fe xx forming Fe xix. Preliminary results were presented in Savin et al. (2000) . Results for Fe xxi and Fe xxii will be given in future publications. 
The lowest lying DN ¼ 1 resonances are predicted to occur at E k % 245 eV. The excitation energies DE for all Fe xx levels in the n ¼ 2 shell are listed, relative to the ground state, in Table 1 . The experimental technique used here is presented in x 2. Our results are given in x 3. Existing and new theoretical calculations are discussed in x 4. A comparison between theory and our experimental results is given in x 5 and conclusions in x 6.
EXPERIMENTAL TECHNIQUE
DR measurements are carried out by merging, in one of the straight sections of TSR, a circulating ion beam with an electron beam. After demerging, recombined ions are separated from the stored ions using a dipole magnet and directed onto a detector. The relative electron-ion collision energy can be precisely controlled and the recombination signal measured as a function of this energy. Details of the experimental setup have been given elsewhere (Kilgus et al. 1992; Lampert et al. 1996; Savin et al. 1997 ). Here we discuss only those new details of the setup which were specific to our Fe xx results.
A beam of 280 MeV 56 Fe 19+ ions was produced and injected into TSR by the usual techniques. Stored ion currents of between %7-22 lA were achieved. The storage lifetime was %7 s. After injection, the ions were cooled for %2 s before data collection began. This is long compared to the lifetimes of the various Fe xx metastable levels (Cheng, Kim, & Desclaux 1979) , and all ions were assumed to be in their ground state for the measurements.
The electron beam was adiabatically expanded from a diameter of %0.95 cm at the electron gun cathode to %3.6 cm before it was merged with the ions. In the merged-beams region, the electrons were guided with a magnetic field of %40 mT and traveled colinear with the stored ions for a distance of L % 1:5 m. The effective energy spread associated with the relative motion between the ions and the electrons corresponds to temperatures of k B T ? % 15 meV perpendicular to the confining magnetic field and k B T k % 0:13 meV parallel to the magnetic field. The electron density varied between n e % 1 3 Â 10 7 cm À3 . Data were collected using three different schemes for chopping the electron beam between the energies for cooling (E c ), measurement (E m ), and reference (E r ). For center-of-mass collision energies E cm . 0:048 eV, the chopping pattern (Mode A) began by jumping to E c and allowing for a 1.5 ms settling time of the power supplies, followed by a simultaneous cooling of the ions and collecting of data for 30 ms. This was followed by a jump to E m , allowing for a 1.5 ms settling time, and then collecting data for 5 ms. The pattern was completed by jumping to E r , allowing for a 1.5 ms settling time, and then collecting data for 5 ms. For E cm & 0:048 eV, two different chopping patterns were used. Mode B was similar to Mode A except that when jumping to E m , a settling time of 20 ms was used, and data were then collected for 20 ms. Mode C was similar to Mode B except an E c -E r -E m chopping pattern was used. The chopping pattern was repeated %300 times between injections of new ion current. With each step in the chopping pattern, E m was increased (or decreased) in the lab frame by %0.5 eV. The electron energy was stepped by this amount for all three modes. The reference energy E r was chosen so that radiative recombination (RR) and DR contributed insignificantly to the recombination counts collected at E r . This count rate was due to essentially only charge transfer (CT) of the ion beam off the rest gas in TSR. Taking electron beam space charge effects into account, the reference energy was %1600 eV greater than the cooling energy of %2740 eV. This corresponds to an E cm % 183 eV.
Center-of-mass collision energies were calculated using the velocities of the electrons and the ions in the overlap region. The electron velocity was calculated using the calibrated acceleration voltage and correcting for the effects of space charge in the electron beam using the beam energy and diameter and the measured beam current. The ion velocity is determined by the electron velocity at cooling.
For Fe xx, the DR resonance energies measured using Mode C did not precisely match those measured using Mode B. In the lab frame, resonances measured using Mode C occurred at energies %1.0-1.5 eV lower than those using Mode B. This shift is attributed to E r preceding E m for mode C versus E c preceding E m in mode B. Capacitances in the electron cooler prevented the acceleration voltage from reaching the desired value in the time allotted. For the data collected here, E c was essentially always smaller than E m and E r was always larger than E m . Hence, in mode B, when the beam energy was chopped from E c up to E m , the cooler capacitances prevented the beam energy from increasing all the way to E m , and the true electron beam energy was slightly less than expected. Conversely, in mode C when the beam energy was chopped from E r down to E m , these capacitances prevented the beam energy from decreasing all the way to E m , and the true beam energy was slightly higher than expected. E cm was calculated using the expected electron beam energy. Thus, the calculated energies in mode B were slightly too high, and in mode C slightly too low. To merge the Mode B and Mode C data sets we shifted the Mode C data up in energy, in the lab frame, by %1.0 eV at moderate energies and %1.5 eV at higher energies. Technical reasons for the occurrence of these voltage errors have been identified and corrected. The systematic inaccuracies in the absolute E cm scale derived from the voltage calibrations were .2%. To increase the accuracy of the E cm scale, a final normalization of the E cm scale was performed using calculated energies for the DR resonances,
Here E nl is the resonance energy for DR into a given nl level, z is the charge of the ion before DR, l is the quantum defect for the recombined ion, and R is the Rydberg energy. Values for DE were taken from spectroscopic measurements (Sugar & Corliss 1985) as listed in Table 1 . The quantum defects account for energy shifts of those l levels which have a significant overlap with the ion core and cannot be described using the uncorrected Rydberg formula. As l increases, the overlap with the ion core decreases and l goes to zero. For the normalization of the E cm scale we used DR resonances with n ! 7 which were essentially unblended with other resonances. We considered only the high-l contributions occurring at the highest energy of a given n manifold, for which l is essentially zero. The resulting calculated resonance energies were %1.046 times the experimental energy scale for E cm % 0:17 eV. This factor decreased nonlinearly with increasing energy to %1.016 at %10 eV and then slowly decreased to %1.003 with increasing energy. We multiplied the experimental energy scale by this energy-dependent normalization factor to produce the final energy scale for the results presented here. After corrections, we estimate that above %25 eV, the uncertainty in the corrected energy scale is .0.2%. Below %25 eV, it is estimated to be .0.5%.
The electron and ion beams were merged and then, after passing through the interaction region, they were separated using toroidal magnets. The motional electric fields in the downstream toroidal magnet field-ionized electrons which had dielectronically recombined into Rydberg levels n & n cut1 ¼ 146. Further downstream, two correction dipole magnets field-ionized electrons in levels n & n cut2 ¼ 120. Finally, the recombined ions passed through a dipole which separated them from the primary ion beam and directed them onto a detector. Electrons in n & n cut3 ¼ 64 were field ionized by this magnet. The flight time of the ions from the center of the interaction region to the final dipole magnet was %166 ns. During this time some of the captured electrons radiatively decayed below the various values of n cut . DR occurs primarily into l . 8 levels. Using the hydrogenic formula for radiative lifetimes of Marxer & Spruch (1991) , we estimate that for DR into n . n max ¼ 120, the captured electrons radiatively decayed below the various values of n cut before reaching the final dipole and were therefore detected by our experimental arrangement.
The measured recombination signal rate was calculated by taking the rate at the measurement energy RðE cm Þ and subtracting from it the corresponding rate at the reference energy RðE ref Þ. This eliminates the effects of slow pressure variations during the scanning of the measurement energy but not the effects of any fast pressure variations associated with the chopping of the electron beam energy, leaving a small residual CT background. Following Schippers et al. (2001) , the measured rate coefficient is given by
Here N i is the number of ions stored in the ring, C ¼ 55:4 m is the circumference of the ring, is the detection efficiency of the recombined ions (which is essentially 1), 2 ¼ ½1 À ðv=cÞ 2 À1 % 1:01, and c is the speed of light. The measured rate coefficient represents the DR and RR cross sections multiplied by the relative electron-ion velocity and then convolved with the experimental energy spread. The data sit on top of the residual CT background. The experimental energy spread is best described by an anisotropic Maxwellian distribution in the comoving frame of the electron beam. The second term in equation (3) is a small correction to re-add the RR signal at the reference which is subtracted out in the expression ½RðE cm Þ À RðE ref Þ. Here we used the theoretical RR rate coefficient at E cm ¼ 183 eV where contributions due to DR are insignificant. The RR rate coefficient at this energy, calculated using a modified semiclassical formula for the RR cross section (Schippers et al. 1998) , is %4:3 Â 10 À12 cm 3 s À1 . Using L ðE cm Þ, the effects of the merging and demerging of the electron and ion beams are accounted for, following the procedure described in Lampert et al. (1996) , to produce a final measured recombination rate coefficient ðE cm Þ from which the DR results are extracted.
The DR resonances produce peaks in ðE cm Þ. Resonance strengths are extracted after subtracting out the smooth background due to RR and CT. Although RR dominates the smooth background at low energies, we have been unable to extract reliable RR rate coefficients due to the remaining CT contributions to the measured signal rate.
Experimental uncertainties have been discussed in detail elsewhere (Kilgus et al. 1992; Lampert et al. 1996) . The total systematic uncertainty in our absolute DR measurements is estimated to be .20%. The major sources of uncertainties include the electron beam density determination, the ion current measurement, corrections for the merging and demerging of the two beams, the efficiency of the recombined ion detector, resonance strength fitting uncertainties, and uncertainties in the shape of the interpolated smooth background (particularly in regions where the DR resonances were so numerous that the background was not directly observable). Another source of uncertainty is that we assume each DR feature can be fitted using a single resonance peak when in fact each feature is often composed of many unresolved resonance peaks. Relative uncertainties for comparing our DR results at different energies are estimated to be .10%. Uncertainties are quoted at a confidence level believed to be equivalent to a 90% counting statistics confidence level.
EXPERIMENTAL RESULTS
Our measured spectrum of Fe xx to Fe xix DN ¼ 0 DR resonances is shown in Figure 1a . The data represent the sum of the RR and DR cross sections times the relative electron-ion velocity convolved with the energy spread of the experiment, i.e., a rate coefficient. The data are presented as a function of E cm . For energies below 7.5 eV, we use the predicted asymmetric line shape for the DR resonances (Kilgus et al. 1992) and fit the data to extract DR resonance strengths and energies. Above 7.5 eV, the asymmetry is insignificant and we fit the data using Gaussian line shapes. Extracted resonance strengths S d and energies E d for a given DR resonance or blend of resonances d are listed in Table 2 . The energies have been corrected as described in x 2.
The lowest-energy resolved resonance is the 2s 2 2p 3 ð 2 D o 3=2 Þ17l blend at E cm % 0:081 eV. Our fit to this blend begins to deviate significantly from the measured data for E cm . 0:05 eV (see Fig. 2 ). We attribute this deviation to unresolved broad and narrow DR resonances lying below 0.05 eV.
Due to the energy spread of the electron beam, resonances below E cm % k B T e % 0:015 eV cannot be resolved from the near 0 eV RR signal. However, we can infer the presence of such resonances. The measured recombination rate coefficient at E cm . 10 À4 eV is a factor of %90 times larger than the RR rate coefficient predicted using semiclassical RR theory with quantum mechanical corrections (Schippers et al. 1998) . This enhancement factor is much larger than that found for Fe xviii for which the near 0 eV recombination rate coefficient was a factor of %2.9 times larger than the theoretical RR rate coefficient. Fe xviii is predicted to have no DR resonances near 0 eV. A similar enhancement (factor of %2.2) was found for RR of bare Cl xviii (Hoffknecht et al. 2001) . For Fe xix, the enhancement was a factor of %10. Fe xix and Fe xx are both predicted to have near 0 eV DR resonances, and the inferred enhancement factors of greater than 2.9 are attributed to these unresolved near 0 eV resonances.
We note that a number of issues pertaining to recombination measurements in electron coolers at E cm . k B T e remain to be resolved (Hoffknecht et al. 1998; Schippers et al. 1998; Gwinner et al. 2000; Hoffknecht et al. 2001 ), but it is highly unlikely that their resolution will lead to a near 0 eV recombination rate coefficient that increases by a factor of %30 for a change in ionic charge from 17 to 19. Thus, we infer that there are unresolved DR resonances lying at energies below 0.015 eV.
Our calculations suggest that these unresolved resonances are due to a combination of the 2s 2 2p 3 ð 2 D o 5=2 Þ15l and 2s2p 4 ð 4 P 3=2 Þ7d configurations. Calculations indicate these 15l resonances have natural line widths significantly smaller than the energy spread of the experiment. Here we treat them as delta functions for fitting purposes. To determine the energies of these 15l resonances, we use the calculated quantum defect for an nf electron in Fe xix from Theodosiou, Inokuti, & Manson (1986) . The f level is the highest angular momentum they considered. We extrapolate this quantum defect to higher angular momentum using the predicted l À1 behavior (Babb et al. 1992) . The resulting resonance energies are listed in Table 2 . We estimate that for this complex, the 15i level is the lowest lying DR resonance. The highest resonance energy (for the 15t level) is estimated to be at %0.005 eV.
The energy of the near 0 eV 2s2p 4 ð 4 P 3=2 Þ7d resonance is difficult to predict reliably because of the large interaction of the captured electron with the core. Calculations indicate the resonance has a width of %10 meV, which is comparable to the energy spread of the experiment. To fit for this feature we must take the natural line profile of the DR resonance and its E À1 cm dependence into account. Mitnik, Pindzola, & Badnell (1999) have addressed theoretically the issue of near 0 eV DR resonances. Starting from equation (12) of their paper, we can write the near 0 eV DR line profile as
where À d is the natural line width of the resonance. Recent measurements of recombination of bare Cl xviii found an enhanced recombination rate coefficient for E cm . 0:008 eV (Hoffknecht et al. 2001) . We expect a similar situation for Fe xx. Because the unresolved 15l DR resonances all occur for E cm . 0:005 eV, we attribute the DR signal between 0.008 and 0.05 eV to the unresolved 7d resonance. We have fitted this portion of the recombination spectrum essentially by eye, varying the resonance width, strength, and energy. Our best fit was for an inferred resonance width of 10 meV. The inferred resonance energy and strength of this 7d resonances are listed in Table 2 .
Based on our Fe xviii results (Savin et al. 1997 , we expect to see an enhancement of %2.9 as E cm approaches 0 eV. Taking only the near 0 eV 7d resonance into account yields an enhancement factor of %6.7. We infer the resonance strength of the near 0 eV 15l resonances by varying their amplitudes to produce a model recombination spectrum, which yields an enhancement factor of %2.9.
We have linked the resonance strengths of the near 0 eV 15l levels taking into account the behavior of the DR cross section. Following the logic in x II of Mü ller et al. (1987) , when the radiative stabilization rate A r is much greater than the autoionization rate A a of the intermediate doubly excited state in the DR process, then the DR resonance strength is proportional to A a . For the 2s 2 2p 3 ð 2 D o 5=2 Þ15l, the excited core electron cannot decay via an electric dipole transition. Stabilization of the intermediate autoionizing state is due to a radiative decay by the Rydberg electron. Using the hydrogenic formula of Marxer & Spruch (1991) for the radiative lifetime of the 15l electron and our calculated Multiconfiguration Dirac-Fock (MCDF) autoionization rates, we find that the radiative rates are always significantly larger than the autoionization rates. We have therefore linked the relative resonance strengths for the near 0 eV 15l resonances using the MCDF calculated A a -values. Thus, the amplitudes of these resonances are controlled by a single normalization factor. We have varied this factor until our model recombination spectrum yields an enhancement factor of %2.9 for E cm < 10 À4 eV. The inferred resonance strengths for these 15l resonances are listed in Table 2 .
The measured and model recombination spectrum below E cm ¼ 0:1 eV is shown in Figure 2 . For the model spectrum we use our inferred and extracted resonance strengths and energies. We have looked at the difference between the measured and model spectrum between 0.008 and 0.05 eV. The resulting residuals are comparable to the difference between the measured spectrum and the fitted spectrum for those peaks below 1 eV, which we were able to fit using a v 2 procedure. We note here that the inferred 10 meV width of the 7d resonance is significantly larger than our fitted resonance energy of 3 meV. Thus, we infer that the DR cross section is nonzero in value for E cm ¼ 0 eV and that the resulting Maxwellian DR rate coefficient will increase as the plasma temperature decreases.
We have used the extracted DR resonance strengths and energies listed in Table 2 to produce a rate coefficient for DN ¼ 0 DR of Fe xx forming Fe xix in a plasma with a Maxwellian electron energy distribution at a temperature T e . We treated all resonances listed, except for the near 0 eV 7d resonance, as delta functions. Using these resonances and the measured unresolved resonances near the series limit, we have produced a rate coefficient following the procedure described in . To this we have added the rate coefficient due to the 7d resonance. This rate coefficient is calculated using equation (4) multiplied by the relative electron-ion velocity and integrating this over a Maxwellian distribution. The resulting DN ¼ 0 rate coefficient is shown in Figure 3a . The inferred contribution due to the near 0 eV 15l and 7d resonances is %81% at k B T e ¼ 0:1 eV, %18% at 1 eV, %4% at 10 eV, and %1% at 100 eV. We estimate the uncertainty in our experimentally derived rate coefficient to be .20% for k B T e & 1 eV. At lower temperatures, the uncertainty of the strengths for the near 0 eV resonances causes a larger uncertainty which is difficult to quantify.
We have fitted our experimentally derived DN ¼ 0 DR rate coefficient using
where T e is given in units of K. Table 3 lists the best-fit values for the fit parameters. The fit is good to better than 1.5% for 0:001 k B T e 10; 000 eV. Although we infer above that the DR rate coefficient is nonzero at k B T e ¼ 0 eV, our fitted DR rate coefficient eventually goes to 0 for k B T e < 0:001 eV. However, we expect this to have no significant effect on plasma modeling as it is extremely unlikely that Fe xx will ever form at temperatures below 0.001 eV (Kallman & Bautista 2001) . Note.- Table 2 is also available in machine-readable form in the electronic edition of the Astrophysical Journal Supplement. a Weighted energy: 
THEORY
Existing theoretical rate coefficients for DR of Fe xx have been calculated in LS-coupling. Shull & van Steenberg (1982) present the fitted results of Jacobs et al. (1977) . Arnaud & Raymond (1992) present the unpublished results of Roszman. Details of the theoretical techniques used for the calculations can be found in Jacobs et al. (1977) and Roszman (1987) and references therein.
There have been major theoretical advances in the study of DR since the works of Jacobs et al. and Roszman. We have carried out new calculations using AUTOSTRUCTURE, the Hebrew University Lawrence Livermore Atomic Code (HULLAC), MCDF, and R-matrix methods, four different state-of-the-art theoretical techniques. Below we briefly describe these techniques and the results.
AUTOSTRUCTURE
DR cross section calculations were carried out in the independent-processes, isolated-resonance approximation using the code AUTOSTRUCTURE (Badnell 1986 ). This technique treats both the electron-electron (repulsive Coulomb) operator V ¼ P jr À r j À1 and the electron-photon (electric dipole) operator D ¼ 2! 3 =3c 3 ð Þ 1=2 P r to first order. The subscripts and are electron labels and ! is the emitted photon energy. All continuum wavefunctions 2l 5 l 0 , and all resonance or bound wavefunctions 2l 5 nl 0 , were constructed within the distorted-wave approximation. The resulting wavefunctions were used to calculate all autoionization rates
Here the subscript i denotes the continuum states (i ¼ 1 is the initial free electron plus the initial ionic system), d denotes the resonance states, and f denotes the final recombined states. Next, these rates were all used in the analytic expression for the (unconvoluted) DR cross section
which is a function of electron kinetic energy E ¼ 1 2 k 2 relative to the initial state (e.g., i ¼ 1). J t d is the total angular momentum of the resonance state, J core ¼ 3=2 is the angular momentum of the 1s 2 2s 2 2p 3 ð 4 S 3=2 Þ initial core ionic state, and E d is the energy of the resonance state. The continuum wavefunctions are energy normalized such that hlj 0 l 0 i ¼ ð À 0 Þ ll 0 . The sum over f 0 in the numerator only includes radiative transitions to bound states. Radiative decay to states that subsequently autoionize make rather small contributions to the DR process and are only included in the sum over f in the denominator.
For the initial atomic structure, the 1s, 2s, and 2p orbitals making up all possible 2l 5 ð 2Sþ1 L J Þ ionic states, as well as the 2l 6 recombined states, were determined from a Hartree-Fock (Froese-Fischer 1991) calculation for the 1s 2 2s 2 2p 3 ð 4 SÞ ground state of Fe xx. The 7 and 8 electron atomic structures were obtained by diagonalizing the appropriate Breit-Pauli Hamiltonian. Calculated ionic Fe xx energies are listed in Table 1 . Prior to the final DR cross section calculations, these ionic thresh- olds were shifted to the known spectroscopic values (Sugar & Corliss 1985) by .2.5 eV. The i l 0 i and n f l 0 f orbitals were subsequently determined from single-configuration continuum and bound distorted wave calculations, respectively. We included explicitly all orbital angular momentum and principal quantum numbers in the range 0 l 0 17 and 6 n 120. Configuration mixing was minimal in these calculations. Only the 2l 6 bound states were coupled to each other. All other 2l 5 nl 0 resonances, for all n > 6 and l 0 , were treated as noninteracting resonances. Table 2 . The error bars represent the estimated maximum experimental uncertainty of 20% for k B T e ! 10 eV. The long-dashed curve shows the LS-coupling calculations of Jacobs et al. (1977) as fitted by Shull & van Steenberg (1982) .
The short-dashed curve shows the unpublished LS-coupling calculations of Roszman as given by Arnaud & Raymond (1992) . The thin solid curve is our Rmatrix RR rate coefficient (n max ¼ 1), which has been topped up using AUTOSTRUCTURE. Also shown is the recommended RR rate coefficient of Arnaud & Raymond (1992; dotted curve) . (b) In addition to our experimentally derived DR rate coefficient (thick solid curve) and our topped up R-matrix RR rate coefficient (thin solid curve), both from (a), we also show our AUTOSTRUCTURE (short-dashed curve), HULLAC (dotted-long-dashed curve), MCDF (dotted curve), and R-matrix results (minus the R-matrix RR contribution, long-dashed curve). All DR rate coefficients in (b) are for an n max ¼ 120. The formation zone for Fe xx for an optically thin, low-density photoionized plasma of cosmic abundances as predicted by XSTAR (Kallman & Bautista 2001 ) is shown by the horizontal solid line in both (a) and (b).
The DR cross section is the sum of Lorentzian profiles. This analytic cross section can also be energy integrated to give resonance strengths or convoluted with the experimental energy distribution for comparison with the measured results. DR rate coefficients can be obtained by convolving the DR cross section with a Maxwellian electron distribution.
Hebrew University Lawrence Livermore Atomic Code (HULLAC)
DR resonance strengths are calculated in the independent processes, isolated resonance, and low-density approximations. The DR cross section can then be written as the product of the cross section for dielectronic capture and the branching ratio for subsequent radiative stabilization. In the low-density limit, the branching ratio includes only radiative and autoionization decays. Basic atomic quantities are obtained using the multiconfiguration Hebrew University Lawrence Livermore Atomic Code (HULLAC) computer package (Bar-Shalom, Klapisch, & Oreg 2001) . The calculations employ a relativistic parametric potential method for the atomic energy levels (Klapisch 1971; Klapisch et al. 1977 ) while using first-order perturbation theory for the radiative decay rates. The autoionization rates are calculated in the distorted wave approximation, implementing a highly efficient factorization-interpolation method (Bar-Shalom, Klapisch, & Oreg 1988; Oreg et al. 1991) . Full configuration mixing is included within and between the configuration complexes 1s 2 2l 5 n 0 l 0 ðn 0 6Þ. For the 1s 2 2l 5 n 0 l 0 ðn 0 > 6Þ complexes, only mixings within a given n 0 -complex are included. Mixing between complexes with different n 0 -values for n 0 > 6 has only a minor effect and is neglected.
All of the dielectronic capture channels from the Fe xx ground level 1s 2 2s 2 2p 3 4 S o 3=2 to the Fe xix doubly excited levels 1s 2 2l 5 n 0 l 0 are included. These include the fine-structure core excitations (i.e., 2p 1=2 2p 3=2 core transitions). Explicit calculations are performed for 6 n 0 25, and l 0 9. DR contributions from 1s 2 2l 5 n 0 l 0 ðn 0 > 25Þ configurations are estimated by applying the n 0À3 scaling law to the individual autoionization and radiative transition rates when the n 0 electron is involved. Calculated Fe xx energy levels are listed in Table 1 . These correspond to the various series limit energies for DN ¼ 0 DR. Prior to the final DR cross section calculations, the theoretical resonance energies have been adjusted by .2.1 eV so that the series limits match the spectroscopically measured energies (Sugar & Corliss 1985) . All possible autoionization processes to 1s 2 2l 5 levels following the initial dielectronic capture are accounted for, including those to excited states. All of the radiative decays to nonautoionizing levels are included in the branching ratio. Radiative cascades to autoionizing levels, on the average, can be shown to have little effect on the calculated branching ratios (Behar et al. 1995 (Behar et al. , 1996 . Throughout this work only the electric dipole radiative transitions are computed. The calculated DR cross sections are folded with a Maxwellian distribution of the plasma electrons to obtain the DR rate coefficients.
Multiconfiguration Dirac-Fock (MCDF)
DR calculations are carried out in the independent process, isolated resonance approximation (Seaton & Storey 1976) . In these approximations, the interference between DR and RR is neglected and the effects of interacting resonances are ignored. The DR cross section can then be written as a product of the resonance capture cross section and the stabilizing radiative branching ratio. The required energy levels and Auger and radiative transition rates for the autoionizing states are obtained using the Multiconfiguration Dirac-Fock (MCDF) method (Grant et al. 1980; Chen 1985) . These calculations are carried out in the average-level scheme and in intermediate coupling with configuration interaction within the same principal quantum n complex. All possible Coster-Kronig channels and radiative decays to bound states are included. A one-step cascade correction is taken into account when the radiative decay of the core electron leads to an autoionizing state. Notes.
-The units are cm 3 s À1 K 1.5 for c i and eV for E i . Table 3 is also available in machine-readable form in the electronic edition of the Astrophysical Journal Supplement.
We include excitation from the ground state 1s 2 2s 2 2p 3 4 S 3=2 to the 1s 2 2s 2 2p 3 2 P, 2 D and 1s 2 2s2p 4 4 P, 2 D, 2 S, and 2 P states. For fine-structure core excitations (i.e., 2p 1=2 2p 3=2 core transitions), explicit calculations are performed for 12 n 35, and l 12 autoionizing states. For 2s 2p core excitations, explicit calculations are carried out for 6 n 35, and l 12 states. Contributions from l > 12 have been estimated by extrapolating from the l ¼ 10 12 results. The contributions contribute less than 1% to the total DR rate coefficient and are neglected in the final calculations. Calculated Fe xx energy levels are listed in Table 1 . These correspond to the various series limit energies for DN ¼ 0 DR. Prior to the final DR cross section calculations, the theoretical resonance energies have been adjusted by .1.5 eV so that the series limits match the spectroscopically determined excitation energies (Sugar & Corliss 1985) . The DR cross sections for 36 n 120 states are estimated by using the n À3 scaling law for the transition rates. DR cross sections with 6 n 120 have been folded with the Maxwellian distribution of the plasma electrons to obtain the DR rate coefficients.
R-Matrix
We have also carried out calculations using the Belfast R-matrix codes for the inner region (Burke & Berrington 1993; Berrington, Eissner, & Norrington 1995) and a modified version of the STGF code for the outer region (Berrington et al. 1987 ). These include spin-orbit and other Breit-Pauli corrections (Scott & Taylor 1982) and have been extensively modified to include radiation damping (Robicheaux et al. 1995; Gorczyca et al. 1995 Gorczyca et al. , 1996 , which is crucial for the present case of Fe xx. One appealing aspect of the R-matrix technique is that the continua and resonances are coupled together as a structured continuum, unlike the perturbative methods that compute resonance and continuum distorted wave orbitals separately. This is achieved somewhat differently depending on the region of configuration space. Inside the R-matrix '' box '' the total 8 electron wavefunction of Fe xix is expanded in a large basis, making no distinction between resonance or continuum states. The surface amplitudes at r a , compactly represented by the R-matrix, are determined from variational considerations. The radius of the '' box '' used here, r a ¼ 2:2 a.u., was chosen in order to include all 2p 5 3l bound states. Outside the R-matrix box, the continua and resonances are initially treated as separate Coulomb functions but are then coupled by the long-range non-Coulombic potential, giving off-diagonal elements to the open-closed scattering matrix of multichannel quantum defect theory (MQDT). Thus, the outer region wavefunction is also made up of structured continua, once physical boundary conditions are applied. Note that we find the long-range coupling to significantly affect the calculated DR cross section (Gorczyca et al. 1996) .
In order to describe how the subsequent radiation from these structured continua are included in the present treatment, it helps to first show all included direct (RR) and resonant (DR) pathways leading to recombination for the case of Fe xx: 
In the above pathways, the stabilizing photon emitted has been omitted. In equation (10), the 2s2p 4 nl ! 2s 2 2p 3 nl radiative transition may leave the core in either its ground state or an excited state. In equations (11) and (12), the . symbols indicate that the exact maximum value of n 0 depends on the specific configuration of the core electrons. This value of n 0 can be determined from equation (1) for the different core configurations. The notation 2p 3Ã indicates that the 2p 3 electrons are in an excited configuration. The direct/resonant processes in equations (7) and (8) end up in recombined states that reside completely in the R-matrix box. Recombination into these states is treated by using a nonlocal, energy-dependent, imaginary optical potential in the inner-region Hamiltonian, leading to a complex R-matrix, and therefore a nonunitary S-matrix. Thus, interference between DR and RR is naturally included here. For the direct recombination shown in equation (9), we add a term ÀiÀ RR =2 to the diagonal open-open elements of the scattering matrix, where À RR is computed in the hydrogenic approximation as
where l denotes a continuum orbital. The RR processes in equations (7) and (9) are also used to compute a pure RR cross section, but it is important to omit all excited states 2l 5 and scatter from the 2s 2 2p 3 ð 4 S 3=2 Þ target alone, thereby eliminating all DR resonances. Here we used partial waves J from J max ¼ 10 to J max ¼ 25, for both even and odd parities . In order to get reasonable agreement with the RR results of Arnaud & Raymond (1992) , we found it necessary to use a box size big enough to enclose the 2l 5 3l 0 states in order that RR to these states was not treated hydrogenically. For these lowest-lying states, the hydrogenic approximation is less valid. Subsequent runs using a box large enough for the n ¼ 4 states, and treating n ¼ 5 and higher hydrogenically changed the calculated RR cross section by less than 2% (see also the similar discussion by Arnaud & Raymond 1992) .
To treat the core radiative decay in equation (10), where the valence electron acts as a spectator, we modify the effective quantum number in the closed-channel MQDT expression by adding a term ÀiÀ core =2 to the core energy E core used in deter-mining . Here is a continuous variable, calculated using E cm ¼ E core À Z 2 =2 2 , and À core is given by
where Z ¼ 19. We treat the valence decay in equations (11) and (12) hydrogenically, and add a term ÀiÀ valence =2 to the diagonal closed-closed part of the unphysical scattering matrix, where
Note that there is no interference considered between the RR pathway in equation (9) and the DR pathways in equations (10), (11), and (12), but this is expected to be less important than the interference occurring between equations (7) and (8) since the RR rate is strongest to the lowest lying states, and only when the RR and DR rates to the same final recombined state are comparable will any significant interference occur. For F vii, Ar xvi, and Fe xxv, the present type of R-matrix calculation has been shown to give results nearly identical to those from the perturbative code AUTOSTRUCTURE (Gorczyca et al. 1996; Mitnik et al. 1999 ). However, in certain highly sensitive cases, differences between the two codes can be seen. For DR of Li ii (Saghiri et al. 1999) , AUTOSTRUCTURE results were not in as good agreement with the measurements as were the R-matrix results (Price 1997) . In Sc iv, AUTOSTRUCTURE calculations needed to be extended to include interference effects between RR and DR before agreement was found with R-matrix results . One aim of the present work is to search for possible interference effects in Fe xx where they would most likely occur (i.e., to short-range final recombined states). However, for highly ionized systems, such as that studied here, the effects of interference between the RR and DR channels are unlikely to influence the computed Maxwellian rate coefficient (Pindzola, Badnell, & Griffin 1992) . Indeed, by comparing our AUTOSTRUC-TURE calculations (which here do not include interference effects) with our R-matrix results, we find in the present case that these effects are negligible on the Maxwellian rate coefficient.
R-matrix results are expected to give rise to slightly better autoionization and/or radiative widths, compared to perturbative approaches. This is due to the more flexible R-matrix basis used to describe the wavefunction of each structured continuum (i.e., continuum with embedded resonances). The R-matrix atomic structure calculations start with the same 1s, 2s, and 2p orbitals and configurations as described in x 4.1. Hence, the calculated level energies are the same as for our AUTOSTRUC-TURE results and prior to the final DR cross sections calculations, these energies were shifted to the spectroscopically known values (Sugar & Corliss 1985) . We also calculated the 3s, 3p, and 3d orbitals optimized on the 2s 2 2p 2 3l configuration-average energies. These levels were included so that the 2l 5 3l 0 final recombined states were contained in the R-matrix box (see discussion above). For the resonance and continuum states all total spin and orbital angular momenta S t ¼ 0 2, L t ¼ 0 27 (even and odd parities) were used in LS-coupling, and LS-JK recoupled to include all J t ¼ 0 25 (even and odd parities). A basis of 20 R-matrix orbitals was used to describe each continuum l 0 or bound nl 0 orbital.
Using the radiation-damped R-matrix approach, the photorecombination cross section is computed as the flux lost through the electron-ion scattering process. Due to the inclusion of a radiative optical potential in the R-matrix Hamiltonian (Robicheaux et al. 1995) , the scattering matrix SðEÞ is no longer unitary, and its nonorthogonality can be related to the photorecombination cross section as
where is summed over all channels coupled to the initial ionic target state 2s 2 2p 3 ð 4 S 3=2 Þ and is summed over all open, or continuum, channels. The closed, or resonance, channels have been incorporated into this scattering information via MQDT (Seaton 1983; Aymar, Greene, & Luc-Koenig 1996) . In the absence of all couplings except for the resonance-continuum terms, equation (16) reduces to the DR term in equation (6) plus the direct RR term and the RR/DR interference term for those final recombined states that reside in the box. If all resonance states, contained in the closed-channels, are omitted from the R-matrix expansion, equation (16) yields just the RR cross section. These RR results are used for the nonresonant background to produce RR+DR results for our AUTOSTRUCTURE, HULLAC, and MCDF results.
In order to resolve the many very narrow resonances, whose energy positions are not known analytically, the scattering matrix SðEÞ in equation (16) needs to be evaluated at an enormous number of energy points. This is to be contrasted with the AUTOSTRUCTURE, HULLAC, and MCDF calculations which analytically determine the resonance energies from a distorted wave bound state eigenvalue solution, that neglects the accessible continua. For the present R-matrix results, we used 800,000 points to cover the energy range 0 E 120 eV; this gave an energy-mesh spacing of 1:5 Â 10 À4 eV, which is comparable to the 2s2p 4 nl ! 2s 2 2p 3 nl core radiative decay width. MQDT methods have been used to minimize the computational work. Even with this more efficient method, however, about two days of CPU time was required on a dual pentium pro Linux workstation, compared to the AUTOSTRUCTURE time on the same machine of about 40 minutes.
Our R-matrix results include the effects of radiation damping. Despite many of the radiative stabilizing decays here being DN ¼ 0 transitions, using AUTOSTRUCTURE we find radiation damping to be extremely important for Fe xx. Near the Rydberg limits, comparing the AUTOSTRUCTURE results with and without the inclusion of the P f À r df term in the denominator of equation (6), we find that there is a damping reduction by more than an order of magnitude in the convoluted cross section. Just as importantly, some of the lower-n resonances are damped by factors of 2 in the convoluted cross section. Hence, theoretical methods based on inverse-photoionization calculations will, without the inclusion of radiation damping, severely overestimate the true cross section, provided that these narrow, undamped resonances are fully resolved in the first place.
Results
We have multiplied the AUTOSTRUCTURE, HULLAC, and MCDF DN ¼ 0 DR cross sections with the relative electron-ion velocity and convolved the results with the TSR energy spread to produce a rate coefficient for direct comparison with our experimental results. We have done the same for the R-matrix RR cross section data and added the results to the AUTO-STRUCTURE, HULLAC, and MCDF DR data. The resulting convolved RR+DR data are shown, respectively, in Figures  1b, 1c , and 1d. The R-matrix results yield a unified RR+DR cross section, which we multiplied by the relative electron-ion velocity and convolved with the experimental energy spread. These results are shown in Figure 1e . Figure 3b shows the AUTOSTRUCTURE, HULLAC, and MCDF DN ¼ 0 DR results (for n max ¼ 120) convolved with a Maxwell-Boltzmann electron energy distribution. We have fitted these DR rate coefficients using equation (5). Table 3 lists the best-fit values for the fit parameters. For 0:001 k B T e 10,000 eV, the fit is good to better than 1.5% for the AUTOSTRUC-TURE results and 0.8% for the MCDF results. The fit to the HULLAC results is good to better than 0.3% for 0:01 k B T e 10,000 eV. Below 0.01 eV, the fit goes to zero faster than the calculated HULLAC rate coefficient.
Because interference between the RR and DR channels appears to be unimportant, we can also produce an R-matrix DRonly rate coefficient (n max ¼ 120) by subtracting the RR-only R-matrix results (n max ¼ 120) from the RR+DR results (n max ¼ 120). In Figure 3b we show our DR-only (n max ¼ 120) and RR-only (n max ¼ 1) results. Table 3 lists the best-fit values for the DR fit parameters. For 0:001 k B T e 10,000 eV, the fit is good to better than 1.0% for the R-matrix results. Including DR contributions from n ¼ 120 to l is predicted by us to have an insignificant effect below k B T e ¼ 10 eV and to increase our experimentally derived DR rate coefficient by 1% at 27 eV, by 3% at 65 eV, by 5% at 268 eV, and by 5.6% at 10,000 eV.
Our RR rate coefficient (n max ¼ 1) is listed in Table 4 . In order to converge at energies .1 eV, we found it necessary to topup our R-matrix RR results with hydrogenic calculations of RR into J ! 26 using AUTOSTRUCTURE. Table 1 gives the experimental and theoretical energies for all Fe xx n ¼ 2 levels. The spectroscopically derived energies of Sugar & Corliss (1985) are listed first. Also given are the unshifted energies calculated using the AUTOSTRUCTURE, HULLAC, and MCDF techniques as well as from calculations by Bhatia, Seely, & Feldman (1989) , Donnelly, Bell, & Keenan (1999) , and Zhang & Pradhan (2000 can be calculated in analytic form, thereby giving the contribution from each isolated resonance d. We compare our experimental results with the nonperturbative R-matrix results to the extent that is straightforwardly possible.
DISCUSSION
DR resonances are identified in Table 2 by their dominant component. AUTOSTRUCTURE, HULLAC, and MCDF results have been used as a guide in the resonance assignment. In general, unambiguous identification is possible. One clear exception is for the 2s2p 4 ð 4 P 3=2 Þ7d 3=2 ðJ ¼ 3Þ and 2s2p 4 ð 4 P 3=2 Þ7d 5=2 ðJ ¼ 3Þ resonances. AUTOSTRUCTURE predicts these resonances to lie, respectively, at %0.04 and %0.3 eV. MCDF predicts them at %0.3 and %0.04 eV. The ambiguity in resonance assignment is most likely due to strong mixing between these two states. HULLAC predicts the 7d 3=2 resonance to occur at %0.3 eV and that the 7d 5=2 level lies below the Fe xix continuum. Our fit to the unresolved near 0 eV recombination signal suggests this latter resonance is broad and straddles the ionization threshold for Fe xix. Whether this level lies above or below the continuum is an example of the uncertainty in the resonance energies typical for all calculations (see below).
Another example of the uncertainty in the resonance energies is shown by the unresolved near 0 eV 2s 2 2p 3 ð 2 D o 5=2 Þ15l resonance. Our quantum defect, AUTOSTRUCTURE, and MCDF calculations find that the 15i is the lowest lying DR resonance for this complex. HULLAC calculates that the 15f , g, and h levels are also DR resonances. Figure 4 shows the ratio of the AUTOSTRUCTURE, HULLAC, and MCDF resonance energies relative to the measured resonance energies. Below 2 eV, agreement between theory and experiment is not that good, with discrepancies between theory and experiment of up to 30%, 35%, and 24% for AUTOSTRUCTURE, HULLAC, and MCDF, respectively. A visual comparison between R-matrix results and experiment finds discrepancies of up to 25% in this energy range. In Figure 5 we compare the theoretical and experimental data between 0.15 and 0.8 eV. The AUTOSTRUCTURE, MCDF, and R-matrix results largely predict the correct resonance strengths. A uniform shift of the theoretical results to lower energies would dramatically improve the agreement between theory and experiment. In the energy range shown, the HULLAC results appear to be correctly predicting some of the DR resonances and miss out on others.
An extreme example of the discrepancies of theoretical with the measured resonance energies is shown by the resonance predicted by AUTOSTRUCTURE, MCDF, and R-matrix (but not HULLAC) calculations to occur at %0.04 eV. As discussed in x 2, this resonance probably occurs at an energy below 0.015 eV, contributing to the unresolved, near 0 eV recombination signal. These discrepancies of theory with experiment below 0.8 eV makes DR of Fe xx an excellent case for testing atomic structure calculations on ions with partially filled outer shells.
For energies above 2 eV, AUTOSTRUCTURE and MCDF calculated resonance energies agree with experiment to within 2%. R-matrix energies agree with experiment to within 3%. HULLAC agrees with experiment to within 5%. The relative agreement between theory and experiment improves as the collision energy increases. Figure 6 shows the ratio of the AUTOSTRUCTURE, HULLAC, and MCDF resonance strengths relative to the measured resonance strengths. We use the data listed in Table 2 . The mean value of this ratio is 0:98 AE 0:30ð1 Þ for the AUTOSTRUC-TURE results, 0:90 AE 0:33ð1 Þ for the HULLAC results, and 1:02 AE 0:30ð1 Þ for the MCDF results. These results do not change significantly if we leave out of our analysis the weakest 10% of the measured resonances. Our R-matrix results are in good agreement with the AUTOSTRUCTURE results and show similar scatter in the theory-to-experiment ratio of resonance strengths. The mean values all lie within our estimated total experimental error limits. However, the 1 standard deviations for these ratios show that a significant number of calculated resonance strengths fall outside the estimated relative experimental uncertainty limits of .10%.
Between 0.08 and 1 eV, AUTOSTRUCTURE, HULLAC, MCDF and R-matrix calculations all yield resonance strengths smaller than experiment. The cause of this systematic shift is unlikely to be due to our method for extracting resonance strengths from the experimental results. The spectrum between 0.08 and 1 eV is well resolved, and we have a high degree of confidence in the accuracy of the fit to the measured nonresonant background, which we subtract out to fit for the DR resonance strengths and energies.
Shown in Figure 7 are the resonance strength ratios for the AUTOSTRUCTURE/MCDF, HULLAC/MCDF, and HULLAC/AUTOSTRUCTURE results. The mean values of these ratios are, respectively, 0:96 AE 0:10ð1 Þ, 0:88 AE 0:26ð1 Þ, and 0:92 AE 0:28ð1 Þ. These results do not change significantly if we leave out of our analysis those resonances corresponding to the weakest 10% of the measured resonances. Agreement between our AUTOSTRUCTURE and MCDF results is good, much better than it is for either calculation with experiment. Our HULLAC results are in somewhat poorer agreement with our AUTOSTRUCTURE and MCDF calculations.
A comparison between the various theoretical resonance strengths as well as with the experimental results indicates that the HULLAC methodology for calculating DR forming 2s 2 2p 3 nl resonance configurations is incomplete. For example, HULLAC tends to underestimate significantly the 2s 2 2p 3 ð 2 D o 3=2;5=2 Þnl resonance strengths and to overestimate significantly the 2s 2 2p 3 ð 2 P o 1=2;3=2 Þnl ðl ! 3Þ resonance strengths. These errors are most likely due to configuration mixings induced by the parametric potential, transferring contributions from one series to another, and to the fact that HULLAC does not include the one-electron operator autoionization transitions in which the initial and final states differ by only one orbital. These interactions can increase or decrease the rate or have no effect at all. Work is underway to modify HULLAC to include the oneelectron operator (A. Bar-Shalom 2001, private communication) .
Another point of note is that the AUTOSTRUCTURE and MCDF results find a factor of %2 drop between the resonance strength for the 2s 2 2p 3 ð 2 P There are a number of other outstanding discrepancies. Here we only call attention to the most glaring examples. HULLAC underestimates the 2s2p 4 ð 2 P 3=2 Þ6d resonance strengths between %15-16 eV. HULLAC also underestimates the resonance 
Rate Coefficients
RR calculations have been carried out using R-matrix techniques and topped up using AUTOSTRUCTURE as described above. Arnaud & Raymond (1992) have calculated the rate coefficient for RR of Fe xx and presented a fit to their results which is supposed to be valid between 10 5 and 10 8 K. Their results are plotted in Figure 3a . We find that their rate coefficient agrees with our R-matrix results to within 10% for k B T e of between %10 3.4 and %10 7.8 K.
The DR calculations of Jacobs et al. (1977) and Roszman (Arnaud & Raymond 1992) were carried out using perturbative techniques, but they only published Maxwellian-averaged rate coefficients. demonstrated that comparisons of only Maxwellian-averaged DR rate coefficients cannot be used reliably to distinguish between different theoretical techniques. Disagreement between experiment and theory can be used to demonstrate the inadequacy of a particular theoretical technique. However, agreement between experiment and theory can be fortuitous. A detailed comparison of resonance strengths and energies is the only way to verify the accuracy of DR rate coefficient calculations. Unfortunately, neither Jacobs et al. nor Roszman published their calculated resonance strengths and energies. Figure 3a shows the theoretical DN ¼ 0 DR rate coefficients of Jacobs et al. as fitted by Shull & van Steenberg (1982) and of Roszman as reported by Arnaud & Raymond (1992) . Fe xx is predicted to peak in fractional abundance in an optically thin, low-density photoionized plasma of cosmic abundances at k B T e % 35 eV (Kallman & Bautista 2001) . At this temperature, our experimentally derived DR rate coefficient is a factor of %1.8 larger than the rate coefficient of Roszman and %4 times larger than the rate coefficient of Jacobs et al. The reason for these disrepancies is most likely because these calculations did not correctly predict the DR resonance structure at the relevant energies. Also, neither calculation accounts for DR via 2p 1=2 ! 2p 3=2 core excitations. The experimentally derived DR rate coefficient is %4 times larger than the RR rate coefficient at k B T e % 35 eV.
We have calculated the DN ¼ 0 rate coefficient for DR of Fe xx using our AUTOSTRUCTURE, HULLAC, MCDF, and R-matrix techniques. The results are shown in Figure 3b . For k B T e & 10 eV, our experimental and theoretical results agree to better than %15%. This temperature range includes the predicted zone of formation for Fe xx in a photoionized plasma of cosmic abundances. We note that for k B T e ! 100 eV, N ¼ 2 ! N 0 ¼ 3 DR begins to contribute more than 10% to the total DR rate coefficient (Arnaud & Raymond 1992) . We plan to measure DR via this core excitation at a future date. Agreement below k B T e . 1 eV is difficult to quantify due to current theoretical and experimental limitations for studying resonances near 0 eV.
CONCLUSIONS
We have measured the resonance strengths and energies for DN ¼ 0 DR of Fe xx. The relative experimental uncertainty is estimated at .10% and the total experimental uncertainty at .20%. We have also calculated resonance strengths and energies using the state-of-the art AUTOSTRUCTURE, HULLAC, MCDF, and R-matrix methods. On average we find good agreement between the theoretical and experimental resonance strengths. However, a large number of the theoretical resonance strengths differ from the measured values by more than 3 times the relative experimental uncertainty limits. These discrepancies suggest errors in the calculated level populations and line emission spectrum for the recombined ions.
We have used our experimental and theoretical results to produce Maxwellian-averaged rate coefficients for DN ¼ 0 DR of Fe xx. For k B T e & 10 eV (which includes the predicted temperature of formation for Fe xx in a photoionized plasma), theory 
