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Resumo 
Uma caracterização cont ínua e a tual da carga da Web é fundamen ta l pa ra a execução de si-
mulações. para a aplicação de modelos analít icos e de p lane jamento de capacidade. E m b o r a 
modelos de tráfego Web t e n h a m sido propos tos anter iormente , é impor t an t e renovar e atualizar 
estes modelos cont inuamente , com novos dados, de forma a refletir a evolução dos sistemas, 
protocolos e do uso da rede. Es t a evolução implica em mudanças na carga que devem ser 
acompanhadas . 
Esta dissertação apresen ta u m a caracter ização de u m a carga Web recente, focalizando qua t ro 
características: o t e m p o de serviço de u m a requisição H T T P , o t a m a n h o da resposta à requisição, 
a correlação entre o t e m p o de serviço e o t a m a n h o d a respos ta e a t axa de serviço dos servidores 
H T T P . Os resul tados des tas caracterizações servem p a r a auxiliar a es t imat iva de valores de 
parâmetros em modelos de carga. O u t r o aspec to explorado é a comparação e análise da evolução 
deste t ipo de carga, em relação aos aspectos caracter izados, ao longo dos úl t imos anos. Os 
resultados des ta caracter ização p o d e m ser uti l izados em modelos analít icos e em proje tos de 
geradores de carga. 
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Abstract 
A contemporary character izat ion of the Web workload is fundamen ta l for driving simulations, 
analysis and capacity p lanning models. While previous models of Web traffic have been presented 
in the l i terature, it is i m p o r t a n t to renew and u p d a t e these models continuously with new d a t a 
to keep up with the evolution of the systems, protocols and network usage, which may trigger 
changes in the workload. T h e Web is a continuous evolving system, and to unders tand the 
changes occurring in the Web workload, an analysis of the Web traffic over t ime must also to 
be continuously under taken . 
This dissertation presents a character izat ion of a recent Web workload. Th is s tudy focuses on 
four characteristics: the service t ime of an H T T P request , the size of the response of an H T T P 
request, the correlation between the response size and the service t ime, and the th roughpu t of 
the H T T P servers. T h e character izat ion results helps to es t imate pa ramete r values for workload 
models. Another issue t h a t we explore in this work is the compar ison and analysis of the 
evolution of the workload registered dur ing the last few years. 
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Capítulo 1 
In t rodução 
O desempenho dos sis temas computacionais depende fundamen ta lmen te das caracterís t icas da 
carga. Assim, um dos primeiros passos em um es tudo de avaliação de desempenho é entender 
e caracterizar a carga de t rabalho . Todas as abordagens para avaliação de desempenho, seja 
avaliação experimental , s imulação ou modelagem analít ica, requerem caracter ização de carga. 
Assim como os sistemas, as cargas de t r aba lho são ent idades dinâmicas, que evoluem com o 
tempo. As cargas de t r aba lho são geradas, em ú l t ima análise, por pessoas, usuários dos sistemas. 
As pessoas tendem a al terar suas rot inas em função de facilidades ou dif iculdades que encon t ram 
na interação com o sis tema, em função de novas descober tas e novos serviços. Es tas alterações 
implicam em mudanças nas cargas dos s is temas. 
Um exemplo des ta evolução é a In te rne t . Nos seus mais de t r in ta anos de existência, esta rede 
j á experimentou mudanças significativas em sua carga, em termos de quan t i dade e composição. 
A medida em que a interação fica mais fácil e mais rápida, e novos serviços são oferecidos, os 
usuários vão se a d a p t a n d o a estas novas condições e gerando carga que r e t r a t a estas mudanças . 
Portanto, a carga de u m sis tema de interesse p a r a avaliação e pro je to de desempenho deve ser 
caracterizada não apenas u m a vez, mas deve ser e s t u d a d a de forma cont ínua. 
No caso da Web, a caracter ização d a carga e do tráfego é f u n d a m e n t a l p a r a as a t ividades 
de modelagem, p ro je to e avaliação do desempenho dos sis temas Web, se jam servidores, caches, 
redes, protocolos ou componentes de p rogramas . Com relação à In ternet , a coleta das medições 
permite melhor compreensão da d inâmica do t ráfego e do desempenho d a rede. Além disso, 
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conhecer o tráfego e a carga pode beneficiar t ambém as atividades de operação da rede, de 
criação de conteúdo, o provimento de acesso e de hospedagem de páginas e domínios [26]. 
O número de usuarios da Web é significativamente maior a cada ano. O número de páginas 
com recursos mult imídia também aumenta e. conseqüentemente, mais arquivos com sons. ima-
gens e vídeos estão disponíveis nas páginas Web. Novas aplicações e protocolos surgem, assim 
como novas implementações de protocolos, novos meios de acesso à rede. Todas estas mudanças 
refletem em alterações na carga e no desempenho dos sistemas, e reforçam a necessidade de 
avaliação continuada da carga. 
Este t rabalho t r a t a de aspectos específicos da caracterização de carga da Web e tem dois 
objetivos. O primeiro é dar continuidade a esforços anteriores de caracterização de carga. O 
segundo objetivo é modelar um dos aspectos da carga a inda não modelado, os tempos de serviço 
nos servidores H T T P . 
A carga da Web tem sido es tudada desde seu surgimento. Vários t rabalhos foram publicados 
nos últimos dez anos [1, 2, 4, 5. 9. 15]. A caracterização de carga recente da Web permite 
a comparação e a avaliação das mudanças ocorridas nas características deste tráfego. Es ta 
caracterização é util t ambém para auxiliar a est imativa de valores de parâmetros em modelos 
de carga, bem como para o es tudo da evolução da carga através da construção de uma série 
histórica de características e valores. 
Um modelo de carga é utilizado para gerar u m a carga de t rabalho sintética, que pode ser 
usada com o objetivo de testar um sistema em um ambiente controlado. Um estudo deta lhado 
da carga de t rabalho pode ser utilizado pa ra a criação de modelos de carga que preservem 
as características mais relevantes da carga real. A utilização de modelos de carga é bas tan te 
ampla. Modelos de carga são indispensáveis pa ra a modelagem analítica de desempenho e são 
muito utilizados em simulações. U m a vez que o modelo está disponível, é possível alterar seus 
parâmetros para refletir mudanças no s is tema ou na carga de t rabalho real. 
A carga de t rabalho considerada neste es tudo consiste em conjuntos de requisições Web regis-
t radas a part ir de servidores proxy-cache [29]. Es t a carga é composta basicamente de requisições 
de leitura de arquivos feitas através do protocolo H T T P . Estes arquivos são requisitados e exi-
bidos pelos navegadores (browsers) e os formatos mais comuns são .html, . gif , -jpg, . txt. 
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dentre outros. 
Um servidor proxy-cache opera tan to como um cliente quan to como um servidor Web. Es te 
t ipo de servidor é localizado em pontos específicos da rede. entre clientes e servidores. E m 
particular, os servidores cache cu ja carga foi anal isada neste t raba lho são servidores localizados 
na Internet 2 americana, que t r a t a m milhões de requisições diar iamente . Es ta localização é 
estratégica, pois passam por estes caches requisições de usuários de todo o mundo, feitas p a r a 
servidores cu ja dis t r ibuição geográfica é bas tan te diversa. Assim, podemos considerar que es-
tas cargas refletem o c o m p o r t a m e n t o de toda a Internet , pois não dependem de um conjun to 
específico de clientes ou de servidores. 
Um dos aspectos fundamen ta i s des ta carga, descri ta como um conjun to de requisições de 
arquivos, é o t a m a n h o dos arquivos servidos. E s t a caracterís t ica define a quan t idade de t ráfego 
na rede e sua utilização. Os arquivos servidos são denominados "respostas" às requisições Web. 
0 t amanho de u m a d a d a respos ta é medido em bytes e corresponde ao número de bytes enviado 
do servidor para o cliente em respos ta à requisição H T T P . A modelagem dos t amanhos das 
respostas já foi a b o r d a d a em vários t raba lhos [1, 5, 9, 15]. O compor t amen to da distr ibuição de 
cauda pesada (heavy-tailed distribution) dos t a m a n h o s das respostas é amplamente reconhecido 
na l i teratura. 
Cada requisição a u m servidor Web ou servidor cache gera u m a quan t idade de bytes como 
resposta. O t e m p o necessário ao servidor pa ra servir es ta resposta é denominado tempo de 
serviço. O modelo de c o m p o r t a m e n t o dos t empos de serviço é provavelmente o mais impor t an te 
para as at ividades de pro je to , análise e avaliação de desempenho. A descrição do compor t amen to 
dos tempos de serviço é imprescindível p a r a a cons t rução de modelos de desempenho analíticos 
e de simulação. 
Apesar des ta impor tânc ia , os t empos de serviço dos servidores cache a inda não foram mode-
lados. Na fal ta de u m a descrição do c o m p o r t a m e n t o dos t empos de serviço, os t rabalhos sobre 
políticas de esca lonamento em caches e em servidores [16, 35] e os t raba lhos sobre políticas de 
distribuição de ta re fas em conjun tos de servidores [8, 22] assumem que a duração da transmissão 
é igual ao tamanho do arquivo transmitido. No entanto , embora es ta assunção seja razoavel-
mente intuitiva e pouco discut ida, a diversidade de t ipos de rede e s is temas cliente, os efeitos 
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do congestionamento das redes tais como perdas de pacotes, a heterogeneidade das condições de 
conectividade dos clientes dent re out ros fatores, podem invalidá-la. 
A correlação ent re os t a m a n h o s das respostas e os tempos de serviço foi avaliada em dois 
t rabalhos [34. 42] que. no entanto , não apresen ta ram modelos para o t e m p o de serviço. Assim, 
um dos objetivos deste t r aba lho é propor um modelo para os tempos de serviço. O conhecimento 
de um modelo de t empo de serviço H T T P tem. pelo menos, duas aplicações principais. A 
primeira é sua util ização nos modelos de desempenho, sejam eles analí t icos ou de simulação. A 
segunda aplicação é relativa à interação ent re os s is temas de cache e a rede. Sistemas de caches, 
tais como as demais aplicações de redes, devem cooperar coin a rede t endo como objet ivo prover 
a estabilidade necessária à rede e mante r a qual idade da aplicação. En tende r o compor t amen to 
dos tempos de serviço dos caches e sua relação intrínseca com o c o m p o r t a m e n t o da rede pode 
auxiliar o projeto de s is temas de cache que reconheçam as condições da rede e se adap t em a 
elas. 
A principal contr ibuição deste t r aba lho é a caracter ização dos t empos de serviço em sistemas 
de cache Web. A correlação ent re os t empos de serviço e os t a m a n h o s das respostas é apresen-
tada e discutida em vários aspectos. A abordagem escolhida pa ra ob te r os resul tados propostos 
é o desenvolvimento de u m modelo de t e m p o de serviço H T T P . O modelo, após validado, po-
derá ser usado em pro je tos de desempenho . O u t r o obje t ivo é es tudar a evolução da carga nos 
últimos anos. comparando os resul tados de caracter ização obt idos com resul tados já publicados 
na l i teratura nos anos anteriores. 
Como principais resul tados gerados por esta disser tação podemos ci tar a apresentação de 
modelos com pa râme t ros dis t intos pa ra os t empos de serviço e t a m a n h o s das respostas. Apre-
sentamos t ambém u m a caracter ização das cargas de t r aba lho Web com informações recentes e 
uma análise da evolução des ta carga nos úl t imos anos. As taxas de serviço observadas na carga 
de t rabalho foram t a m b é m anal isadas. 
Este t rabalho es tá organizado em capítulos. No segundo capí tulo são apresentados os siste-
mas de cache Web, seu func ionamento , aspectos da sua utilização, as vantagens e desvantagens 
do seu uso. Os t raba lhos relacionados são t a m b é m discutidos neste capí tulo. A carga de t raba lho 
analisada neste t r aba lho é descr i ta no terceiro capítulo, u m a comparação com os dados repor ta-
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clos na l i teratura é apresen tada . No q u a r t o capí tulo discutimos a correlação ent re os tempos de 
serviço e os t amanhos das respostas . No qu in to capí tulo são analisados os modelos estatísticos 
para o t amanho e o t e m p o de serviço e são propostos novos modelos estat ís t icos para os tempos 
de serviço. As taxas de serviço nos servidores cache são apresentadas 110 capí tulo íi. No capítulo 
7 são apresentadas as conclusões e as perspect ivas de t rabalhos futuros . i\To Apêndice A são 
descritas as principais caracter ís t icas do Squid. 
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Capítulo 2 
Sistemas de Cache Web: Conceitos e 
Trabalhos Relacionados 
A part i r de 1994. os es tudos sobre caching na Web foram intensificados, oferecendo a l ternat ivas 
para minimizar alguns dos problemas relacionados ao desempenho da Web. Web caching tornou-
se u m a solução a t ra t iva porque propicia u m a redução efetiva da util ização de banda , a u m e n t a 
a disponibil idade dos documentos e reduz a latência da rede [11]. 
Neste capí tulo apresentamos u m a descrição dos sis temas de cache Web. bem como u m a 
comparação destes s is temas com os s is temas de cache utilizados em a r q u i t e t u r a e s is temas ope-
racionais. Os t raba lhos relacionados a este são t a m b é m discutidos neste capí tulo. 
2.1 Função dos Sistemas de Cache 
Os sistemas de cache de memór ia presentes nos computadores a tuais reduzem o t empo médio 
de acesso à memór ia principal, me lhorando o desempenho dos computadores . A utilização de 
caches é u m a técnica d i fund ida que melhora a escalabil idade e desempenho de s is temas cliente-
servidor. pois contr ibui p a r a diminuir os pontos de contenção na rede ou no servidor, a u m e n t a n d o 
o número de clientes que podem ser a tendidos . Por t ra ta r - se de um s is tema cliente-servidor, a 
Web pode fazer uso de cache, a rmazenando os ob je tos localmente ou t ão pe r to do cliente quan to 
possível. Nesta seção são abordados os s is temas de caches tradicionais e caches Web e suas 
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principais funções. 
2.1.1 Função dos Caches Tradicionais 
Quando a memória cache surgiu nos computadores monoprocessados. a preocupação com uso de 
caches não era tão evidente devido ao fato de o processador funcionar pra t icamente na mesma 
velocidade da memória principal. Com o surg imento de processadores mais velozes, a diferença 
entre a memória principal e o processador tornou-se bas tan te acentuada, comprometendo o 
desempenho de novas gerações de computadores . Surgiu então, a idéia de inserir u m a pequena 
quant idade de memória , porém mais veloz, ent re o processador e a memória principal pa ra 
melhorar o t empo de acesso à memória . Essa pequena quan t idade de memór ia passou a ser 
denominada memória cache, ou s implesmente cache [44]. A memór ia cache foi inicialmente 
instalada na placa mãe. Um s is tema de memór ia típico possuía u m a única memória cache. 
Posteriormente, os processadores g a n h a r a m u m a pequena quan t idade de cache. Isto se deu 
porque a incorporação de cache no processador e ra ca ra e, por isso, foi implementada em pequena 
quant idade [47]. 
O cache a rmazena os dados mais requis i tados pelo processador, com isso elimina-se a neces-
sidade de buscar ou escrever dados com m u i t a f reqüência na memór ia R A M ( R a n d o m Access 
Memory), que é mais lenta que o processador e o cache. Assim, evita-se a pe rda de desempe-
nho da máquina . O cache de memór ia é usado como um intermediár io ent re o processador e 
a memória RAM. Inicialmente a informação é ca r regada na memór ia R A M e à medida que os 
dados são requisitados, estes são a rmazenados na memór ia cache. A utilização de caches em 
arqui te tura de computadores e s is temas operacionais é bas t an t e eficaz na redução do t e m p o 
médio de acesso à informação [38]. 
A observação de que referências à memór ia feitas em qualquer intervalo cur to de t e m p o 
tendem a usar apenas u m a pequena f ração da memór ia to ta l é chamado princípio da localidade 
e forma a base de todos os s is temas de cache [45]. A idéia geral é que. q u a n d o u m a palavra é 
referenciada, ela é t raz ida da grande memór ia lenta p a r a o cache, de modo que. da próxima vez 
que for utilizada, p o d e ser acessada rap idamente . O uso de memór ia cache é viável devido a dois 
princípios de acesso à memória : localidade t empora l e localidade espacial. A localidade t empora l 
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refere-se ao modelo de referência t empora l de um item e indica que. se um item é referenciado, é 
provável que seja referenciado novamente ein um cur to espaço de tempo. Sistemas cujas cargas 
de t rabalho apresentem boa localidade de referência tempora l podem se beneficiar do uso de 
estratégias de cache. Local idade espacial refere-se ao modelo de referência relativo ao espaço 
físico de a rmazenamento de um item, e indica que. se um item é referenciado, é provável que as 
posições próximas a este i tem t a m b é m o sejam. Sistemas que apresen tam esta característ ica na 
carga de t rabalho podem se favorecer do uso de técnicas de busca antecipada, que a rmazenam 
antecipadamente prováveis fu tu ra s requisições 110 cache, com o objet ivo de aumenta r as t axas 
de acerto. Todos os computadores comerciais desenvolvidos hoje. desde os mais rápidos a té os 
inais lentos, incluem memór ia cache [38. 39]. 
2.1.2 Função dos Caches Web 
Os caches Web surg i ram com o mesmo princípio dos caches tradicionais: reduzir o t ráfego 
na rede e melhorar o t e m p o de serviço p a r a os usuários. Assim como o cache na hierarquia 
de memória, o Web cache a rmazena os ob je tos mais acessados em u m a área específica p a r a 
posterior recuperação. Sis temas de cache da Web seguem o mesmo princípio dos sis temas de 
cache utilizados em a r q u i t e t u r a e s is temas operacionais. A utilização de cache na Web tem o 
objetivo de melhorar o desempenho na ob tenção de respostas . 
Servidores cache são apenas um exemplo de u m a classe de servidores mais ampla, denominada 
servidores proxy [29]. A caracter ís t ica comum a esses servidores é que eles executam os acessos 
aos servidores Web finais em nome dos clientes. Com a utilização de proxies, as consultas dos 
clientes Web, que antes e r am fei tas d i r e t amen te p a r a os servidores, passam a ser direcionadas 
para estes novos servidores. Assim, os servidores proxy to rnam-se concentradores de requisições 
e respostas. Por tan to , são locais ideais p a r a a implementação de caches. 
Os proxies p o d e m estar associados a caches ou não. Um proxy não associado a cache sim-
plesmente encaminha pedidos e respostas . Um proxy com caching t r a b a l h a como cliente e como 
servidor. Ao receber requisições dos clientes, a t u a como servidor, e q u a n d o faz requisições ao 
servidor Web, a t u a como cliente. O proxy in tercepta as requisições H T T P dos clientes, verifica 
se o obje to requerido es tá no cache. Caso o encontre, r e to rna o ob je to ao cliente. Se o ob je to 
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não é encontrado, faz a solicitação ao servidor Web. e a rmazena u m a cópia no cache e. então, 
retorna o objeto ao cliente. 
Figura 2.1: Interação do cache com o cliente e o servidor Web a t ravés do servidor proxy. 
Como most ra a F igura 2.1. os clientes Web, a t ravés dos navegadores da In ternet (browsers). 
fazem conexão com os servidores remotos . En t re t an to , os navegadores p o d e m ser configurados 
pa ra conectarem-se a u m servidor cache, que pode ser implementado em u m proxy. Assim, 
quando um usuário solicita u m a página, o navegador pr imei ramente verifica seu cache local e, se 
o recurso (URL - Universal Resource Locator) não é encontrado, o navegador envia a solicitação 
para o servidor proxy local. Se o proxy local tem a cópia da página requis i tada (cache hit) e 
essa cópia não expirou, o proxy local r e to rna a página imedia tamente . Caso a página não seja 
encontrada (cache miss) ou essa expirou, o proxy local a buscará en tão no servidor remoto e, ao 
receber a resposta, m a n t e r á u m a cópia em seu cache enviando u m a cópia p a r a o usuário. 
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2.1.3 Comparação entre Caches Tradicionais e Caches Web 
Os caches da Web tem mui tas semelhanças com os caches tradicionais, pr incipalmente no que 
se refere à função. No entanto , há a lgumas diferenças entre eles. as principais são: 
• Tamanhos dos objetos: a un idade básica de t ransferencia para o cache Web é o arquivo; 
os caches pa ra Web a r m a z e n a m integra lmente os arquivos transferidos, sendo que estes 
arquivos têm t amanhos variávies. O cache tradicional é dividido em blocos do mesmo 
tamanho, sendo que a un idade de t ransferência e a rmazenamento ent re este e a memória 
principal é o bloco. A operação com obje tos de mesmo t a m a n h o ou de t amanhos bem 
diversos tem impor tan tes implicações nas políticas de subst i tu ição de obje tos no cache e 
também no a rmazenamento : 
• Variação da carga de t rabalho: as cargas dos dois sistemas são bas tan te diferentes. En-
quanto os caches t radicionais tem u m a carga local e com blocos de t a m a n h o único, os caches 
Web tem u m a carga compos ta por milhões de arquivos dis tr ibuídos geograficamente com 
características de acesso e a r m a z e n a m e n t o b e m dist intas; 
• Possibilidades de operação de escri ta: os caches pa ra a Web não habi l i tam a operação de 
escrita, apenas lei tura. Os clientes não gravam informações no cache. Os caches tradicio-
nais executam a operação de escri ta e estes dados são repassados, imedia tamente ou não, 
à memória principal: 
• Latência: nos caches Web o t e m p o de serviço varia mesmo para arquivos do mesmo tama-
nho, pois alguns fa tores como la rgura de banda , congest ionamento da rede, característ icas 
do servidor, caracter ís t icas do cliente, a d is tância física entre o cache e a origem do dado 
influenciam a resposta . E m caches tradicionais , o t empo de espera é pra t icamente fixo 
e medido em ciclos de clock. Os t e m p o s de miss são mui to mais homogêneos nos caches 
tradicionais. 
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2.2 Tipos de Caches Web 
Como os caches de memor ia e de disco, o cache Web a rmazena os dados em uma área específica 
para posterior recuperação. Os caches podem ser implementados nos vários componentes do 
sistema e podem ser classificados de acordo com a sua localização. A Figura 2.2 mos t ra as 
diferentes localizações dos caches. En t re os caches de clientes, implementados 110 browser, e 
os caches de servidor, implementados 110 próprio servidor, há caches de rede. implementados 
em pontos estratégicos da rede. e caches reversos, que auxiliam o servidor a mante r um nível 
adequado de carga. O obje t ivo do cache de rede é a tender a um grande con jun to de clientes que 
utilizam a mesma sa ída (backbone) pa ra a In te rne t [48]. 
F igura 2.2: Localização dos diferentes t ipos de cache. 
Os caches de clientes são implementados no browser, devido ao fa to de que é bas tan te provável 
que o usuário volte a acessar as mesmas páginas com freqüência. Assim, os navegadores Web 
oferecem um cache própr io . E m caso de hit evi tar-se-á o acesso à rede e o cache proporc ionará 
uma velocidade mui to g rande na recuperação dos obje tos . Este t ipo de cache não aprovei ta os 
11 
recursos solicitados pelos demais usuários no mesmo ambiente de rede local. 
Os caches de servidor man têm as informações acessadas com maior freqüência, a rmazenando-
as 11a memória principal do servidor. Os obje tos que poderão estar 110 cache se resumem aos 
objetos deste servidor. 
Os caches de rede são implementados com o obje t ivo de a tender os clientes que util izam a 
mesma saída para a In te rne t . Es t a implementação pe rmi te que cópias de todos os obje tos aces-
sados pela rede fiquem disponíveis, pa ra que vários usuários t enham acesso a estes objetos. Os 
caches de rede a r m a z e n a m requisições de conjuntos diversos de usuários, que podem requisitar 
páginas de toda a Web. Devido a essa diversidade, possivelmente sua capacidade de armazena-
mento será preenchida antes do que os caches de clientes, por isso, num servidor poderão ser 
removidas ou subs t i tu idas respostas mais cedo do que nos caches de clientes. 
Um proxy pode ser t ransparente , não modif icando as mensagens que fluem pelo proxy, ou 
não-transparente, p o d e n d o modificar o pedido ou a resposta . No caso mais geral, proxies operam 
como intermediários que podem aplicar t ransformações ou ou t ras operações especiais sobre os 
documentos t ransmi t idos [25]. 
Os caches de proxy t r ansparen te são usados nos servidores de In te rne t e não requerem confi-
guração do lado dos clientes. Os usuários não percebem que estão usando u m proxy. O roteador 
é programado p a r a que intercepte as conexões H T T P e as redirecione ao servidor proxy. A 
definição mais trivial de proxy t r ansparen te é que o usuár io não perceberá diferenças entre u m a 
requisição feita d i r e t amen te ao servidor e u m a requisição execu tada a t ravés de servidores proxy. 
Não há necessidade de configurar o navegador do cliente. 
Os caches de proxy reverso, conforme mos t r ado na F igura 2.2, es tão mais próximos dos 
servidores, ao contrár io do cache de proxy que es tá mais próximo do cliente. Os caches de 
proxy reverso in te rcep tam as requisições des t inadas a u m ou mais servidores, e têm como função 
replicar o conteúdo p a r a as diversas áreas geográficas, além de fazer ba lanceamento de carga. 
Os caches reversos são independentes dos caches implan tados próximos dos clientes, mas podem 
a tuar con jun tamente p a r a melhorar o desempenho d a Web [29]. 
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2.2.1 Critérios para o Armazenamento de Objetos nos Caches 
Nem todos os objetos Web são armazenados nos servidores cache. Um cache pode deciciir se u m a 
resposta deve ser a rmazenada com base em dois fatores: requisitos relacionados ao protocolo 
H T T P e os requisitos específicos do conteúdo, que são afetados pelos requisitos de um cache 
e pelas diretrizes que de te rminam a freqüência da revalidação do cache. Quanto ao protocolo, 
deve-se levar em consideração os a t r ibutos da mensagem, como t amanho ou tipo de conteúdo, 
pois estas informações serão avaliadas para identificar a possibilidade de inclusão do arquivo. 
Os caches Web precisam implementar as restrições impostas pelo H T T P . Por padrão, a 
resposta à uma requisição é a rmazenada 110 cache se os métodos e campos do cabeçalho da 
requisição indicarem que ela pode ser a rmazenada . Estes controles podem ser obtidos através 
de diretivas internas ao obje to como, por exemplo, o Cache-Control que permite que um servi-
dor origem indique a possibilidade de a rmazenamento dos objetos [21]. A seguir são descritas 
algumas das diversas diretivas de respostas quanto ao t ra tamento dado pelo cache: 
• Public: indica que a resposta pode ser a rmazenada por qualquer cache; 
• Private: indica que toda ou pa r te da resposta é de interesse de um único usuário e não 
pode ser a rmazenada por um servidor que compart i lha seu conteúdo; 
• No-cache: se es ta diretiva não especifica um field-riame. então o cache não pode usar 
a resposta pa ra atender às requisições subseqüentes sem executar u m a revalidação no 
servidor de origem. 
Com relação ao conteúdo, alguns fatores influenciam a decisão de armazenamento dos obje-
tos, tais como o t a m a n h o das respostas e se as respostas são dinâmicas ou incluem cookies. 
Os documentos estáticos são os documentos mais comumente encontrados em caches, por 
exemplo, páginas Web (arquivos com terminação .html, .htm), páginas de texto (.txt, .ps, 
.pdf), arquivos de imagem (.gif, -jpeg, .tif), arquivos de áudio (.au, .wav, ,mp3), ar-
quivos de vídeo ( . mpeg, .mp2) e arquivos dinâmicos ( . cgi , .pi, .perl). 
Se todos os documentos fossem dinâmicos, a efetividade dos caches seria minimizada. No 
entanto, hoje, apenas u m a fração das requisições corresponde a documentos dinâmicos [26]. 
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O armazenamento das informações em cache Web precisa ter espaço suficiente pa ra as várias 
necessidades do a rmazenamen to em cache, entre elas. o próprio programa, o espaço pa ra swap 
do sistema operacional, o espaço disponível pa ra o cache e o espaço para geração dos logs de 
acessos. A Tabela 2.1 apresenta u m a recomendação de t amanhos de caches baseado 110 número 
de clientes, ret i rado de [31 j. A necessidade de espaço por usuário diminui com o crescimento do 
número de usuários porque a probabi l idade de utilização s imul tânea do provedor decresce com 
o crescimento do número de usuários. 
Número de usuários T a m a n h o de cache por usuário T a m a n h o tota l do cache 
50 10-20 MB 0,5-1 G B 
100 10-15 MB 1-1,5 G B 
500 3-4 MB 1.5-2 G B 
1000 2-4 MB 2-4 G B 
2000 1,5-2,5 MB 3-5 G B 
3000 1-2 MB 3-6 G B 
Tabela 2.1: T a m a n h o recomendado pa ra cache baseado no n ú m e r o de usuários. 
2.3 Métricas de Desempenho 
Apesar da semelhança funcional, os s is temas de cache tradicional e de cache na Web apresentam 
característ icas um pouco diferentes. Nos esquemas tradicionais, os dados são movidos em blocos 
do mesmo tamanho . Por t an to , o n ú m e r o de bytes encontrados no cache, em relação ao número de 
bytes requisitados é exa t amen te a t a x a de acertos. 0 mesmo não ocorre nos cache Web porque 
os documentos são t ransmi t idos e a rmazenados na sua forma integral, não há o conceito de 
bloco. Como conseqüência, é necessário t r aba lha r com duas métr icas p a r a medir o desempenho 
dos sistemas de cache n a Web: a f ração das requisições hits a tendidas pelo cache, t axa de acerto 
(HR - Hit Ratio), e a f ração dos bytes requisi tados que é servida pelo cache ( B H R - Byte Hit 
Ratio). Formalmente , 
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HR = número de requisições a tendidas pelo cache número de requisições íeitas ao cache 
e 
BHR = n ú m e r o de b v t e s a t e n d i d o s pelo cache n ú m e r o d e b y t e s r e q u i s i t a d o s ao cache ' 
A rigor, todas as requisições são a tend idas pelo cache mas as hits são a tend idas a par t i r de 
documentos previamente a rmazenados no cache enquan to as requisições misses são a tendidas 
através de requisições subseqüentes ao servidor. 
A otimização das duas métricas é van t a jo sa p a r a usuários e adminis t radores de servidores 
Web. A redução do número de requisições aos servidores (maior HR) é melhor pa ra os usuários 
pois oferece menor latência e, diminui o volume do t ráfego além de diminuir a carga no servidor 
destino da conexão. O descongest ionamento da rede (maior BHR) é melhor para os adminis-
tradores pois há menor uso da rede e. influencia for temente o t empo de serviço, u m a vez que 
as requisições ausentes nos caches pode rão ser respondidas mais r ap idamente do que quando há 
sobrecarga na rede. Por t an to , o a u m e n t o de ambas as métricas, HR e BHR, a j u d a a conter o 
tráfego na rede, ev i tando desperdício de recursos ( largura de banda) , além de melhorar o t empo 
de serviço. 
O u t r a métrica i m p o r t a n t e pa ra o desempenho dos caches é o t empo de resposta, que é dado 
por: 
No ambiente Web, as escalas de t e m p o são maiores do que nos sis temas de caches tradicionais, 
que tem tempo de miss constante . Nos caches Web, o t e m p o de miss depende do t a m a n h o da 
requisição, da largura de b a n d a ent re o cliente e o servidor, e das condições de carga na rede e 
no servidor no momento da busca. 
2.4 Utilização de Caches na Web 
Os sistemas de cache Web possibi l i tam que benefícios se jam alcançados com o seu uso, mas 
alguns possíveis problemas podem ocorrer com o uso do cache. Es t a seção descreve as vantagens 
e desvantagens do uso do cache. 
Tempo de Respos ta = t e m p o de hit + (1 - HR) * t empo de miss 
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2.4.1 Vantagens da Utilização de Caches na Web 
Pode-se citar como vantagens do uso de servidores cache a redução do tráfego, a redução da 
carga nos servidores, a redução da latência e o aumen to da acessibilidade aos documentos . 
A redução do t ráfego ocorre porque o número de requisições que precisa t rafegar na Web 
diminui sensivelmente. A redução da b a n d a ut i l izada beneficia todos os usuários da Web e 
diminui os custos. A diminuição do t ráfego será proporcional à t axa de acer to at ingida. A 
redução de tráfego t a m b é m acar re ta rá a diminuição do congest ionamento da rede. Com isso. as 
transferências de arquivos sofrerão redução d a p e r d a de pacotes, e a necessidade de re t ransmissão 
diminuirá. A pe rda de pacotes é um dos maiores problemas para a t ransferência de arquivos [10]. 
A redução da carga dos servidores ocorre porque um número menor de requisições precisará 
ser a tendida pelo servidor, pois vár ias requisições serão a tendidas pelos caches. Um servidor 
•proxy pode reduzir o p rob lema de sobrecarga do servidor. Es ta fo rma de t r a t a m e n t o das re-
quisições possibili ta u m servidor lidar com mais pedidos de um conjunto diversificado de clientes, 
evi tando uso de seus recursos p a r a servir requisições redundantes . O maior número de pedidos 
t ra tados é refletido não apenas na c a m a d a de aplicação, mas também na c a m a d a de t ransmissão. 
Pode haver u m a redução no número de conexões T C P que são recusadas porque a fila de espera 
está cheia, e o t e m p o de espera será menor p a r a os pedidos pendentes . 
O cache possibil i ta a redução da latência porque as respostas às requisições de ob je tos que 
se encontram nos caches são feitas a par t i r do cache, d iminuindo a carga do servidor Web, ou 
seja, o acesso tende a ter sua velocidade a u m e n t a d a . A latência é proporcional à proximidade 
do cache em relação ao cliente. Vale novamente ressal tar que, resolvendo a requisição no cache, 
o t empo que o cliente ga s t a r á p a r a obter seus resul tados é reduzido. 
A possibilidade de acesso aos ob je tos é inc rementada porque, mesmo em situações que o 
servidor esteja inoperan te ou sobrecarregado, se a página estiver a r m a z e n a d a no cache será 
possível acessá-la. 
A melhora d a conect iv idade de rede é o u t r a van tagem da utilização de cache. As velocidades 
das redes cresceram rap idamente , se a velocidade d a conexão entre o provedor do usuário e a 
Internet for alta, as respos tas são t raz idas r ap idamen te pa ra a ex t remidade d a rede do provedor. 
No entanto, se a conexão for lenta, a t ransferência d a resposta para a ex t remidade d a rede do 
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provedor pode dominar a latência percebida pelo usuário. A velocidade da conexão é l imitada 
à velocidade mais ba ixa encon t rada no caminho [31]. Q u a n d o um roteador alcança o limite de 
sua capacidade, ele descar ta os pacotes de dados e faz nova requisição causando atrasos. Com o 
uso de cache, requisições f reqüentemente acessadas pelos navegadores são respondidas passando 
por um número menor de roteadores, reduzindo a p e r d a de pacotes e o t e m p o de espera. 
Embora os preços dos serviços de In ternet cont inuem caindo e as velocidades de redes con-
tinuem crescendo, os caches Web sempre serão necessários pelas seguintes razões 118]: 
• A largura de b a n d a sempre terá custo que, provavelmente, nunca chegará a zero. mesmo 
com o incremento da compet i t iv idade e o crescimento do mercado. Assim, o cache sem-
pre será um impor t an t e disposit ivo para diminuir a diferença ent re as taxas de serviço 
observadas por usuários próximos e mais d is tan tes dos backbones principais. 
• As variações de largura de b a n d a e das latências persist i rão devido às variações de loca-
lização e de capacidade observadas nas instalações; mui tas vezes as restrições financeiras 
impedem a a tual ização dos s is temas. O cache pode diminuir es tas variações. 
• As distâncias das redes es tão a u m e n t a n d o e o a u m e n t o do n ú m e r o de dispositivos, tais 
como firewalls e proxies, ut i l izados em mecanismos de segurança e pr ivacidade fazem com 
que o número de hosts a t ravés dos quais a informação precisa passar aumente , aumentando 
os tempos de respos ta da Web. Os caches p o d e m contr ibuir p a r a d iminuir estes tempos. 
• A demanda pela largura de b a n d a cont inua a crescer, a quan t idade de informações tende a 
aumentar e as pretensões dos usuár ios p a r a maiores velocidades ga ran t em que a demanda 
por largura de b a n d a nunca t e rmina rá . O uso eficiente de cache auxil ia na diminuição do 
uso da largura de banda . 
• Os picos de acesso (hot spots) con t inuarão exist indo, e a d is t r ibuição adequada da carga 
pode minimizar este p rob lema q u a n d o a d e m a n d a for previsível. Caches podem suavizar 
os picos de acesso, resu l tando em u m a maior eficiência do tráfego. 
• Sempre haverá a necessidade de uso de cache pois estes p o d e m to rna r mais eficientes os 
computadores e melhorar a conectividade das redes. 
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2.4.2 Desvantagens da Utilização de Caches na Web 
Os caches também apresen tam alguns fatores que podem ser considerados como desvantagens 
na sua utilização. Um exemplo disso seria a privacidade no caching. Os pedidos de recurso de 
um usuário 11a Web p o d e m ser usados por um proxy para construir um perfil do usuário. 
Os direitos autora is podem ser não respei tados com o uso de caches. Uma resposta de um 
servidor origem poder ia ser colocada em caches intermediários ao longo do caminho de resposta, 
contra as instruções do servidor origem [26]. 
Out ro fator que pre judica a util ização de cache é a utilização de estratégias, pelos servidores, 
para impedir o a rmazenamen to de documen tos no cache, ou seja. utilizar u m a técnica que impeça 
que um recurso que poder ia ser a rmazenado 110 cache não o seja como. por exemplo, definir o 
cabeçalho expires com u m a d a t a passada . Nem todos os servidores origem es tão interessados 
em permit ir que o seu conteúdo seja a r m a z e n a d o em cache. Assim, é possível que o conteúdo do 
cache fique desatual izado. O protocolo H T T P 1.1 oferece um número considerável de opções pa ra 
o servidor expressar sua preferência sobre a permissão de cache de de te rminados recursos [21]. 
As versões anteriores do protocolo não t i n h a m es ta flexibilidade. 
Outros problemas a serem considerados nos caches são o cache como pon to de contenção 
na rede, a replicação de ob je tos e a c o m p u t a ç ã o adicional em casos de misses, além do menor 
número de acessos aos servidores de origem. 
Se alguns dos componen tes do cache est iverem inadequados para o número de usuários, o 
cache pode se to rnar u m pon to de contenção no sistema. O acesso ao cache deve ser pelo menos 
tão eficiente quan to o acesso ao servidor origem. 
Q u a n t o à replicação de obje tos , conforme apresentado em [18], existem alguns problemas 
potenciais a serem considerados na ut i l ização de caches. Dentre eles, o mais significativo é a 
possibilidade de que o conteúdo disponível no servidor seja mais recente do que o a rmazenado 
no cache e o cliente en tão receba a versão desatual izada. Existe um prob lema de consistência 
entre os originais nos servidores e suas cópias nos caches. 
Quando os ob je tos não são encon t rados no cache (miss), o t empo de serviço pode ser maior 
do que se não houvesse o cache no caminho d a requisição. Há tendência de melhorar a latência 
somente para respostas encon t radas no cache, que são f reqüentemente requisi tadas. Compu tação 
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e comunicação adicional são necessárias no caso de não encontrar o recurso solicitado. O t e m p o 
médio de respostas para os hits chega ser cinco vezes menor do que para os misses [40]. 
Entre os problemas apresentados, t ambém podem ser considerados o menor número de aces-
sos aos servidores de origem, pre judicando a popula r idade do site. o que pode ser visto como 
uma grande desvantagem por par te de empresas e organizações. 
2.5 Execução de Uma Requisição H T T P 
Os serviços Web tem como base u m a in f ra -es t ru tu ra de supor te que compreende muitos recur-
sos de hardware diferentes, incluindo estações de t r aba lho cliente, servidores e subs is temas de 
armazenamento , redes, balanceadores de carga, ent re outros. Vários t ipos de processos de pro-
gramas. incluindo servidores Web. servidores de aplicação, protocolos, e s is temas operacionais 
compar t i lham recursos de hardware . O uso compar t i lhado desses recursos a u m e n t a a d i spu ta 
e gera filas de espera. U m a requisição gas ta pa r t e de seu processamento recebendo serviço em 
vários recursos, sendo processada, e o u t r a pa r t e e spe rando pelo serviço nas filas. Nesta seção são 
apresentadas descrições de como u m a requisição Web é t r a t a d a em diferentes níveis. Também 
são descritos modelos de filas de servidores. 
2.5.1 O Modelo T C P / I P 
Garant i r a operação de u m a rede de alcance tão vasto e com tecnologias tão var iadas não é u m a 
tarefa simples. P a r a tornar isso possível, t o d a comunicação através d a Web é organizada em 
camadas . O modelo uti l izado pela Web é denominado P i lha T C P / I P em função dos principais 
protocolos envolvidos [32]. 
No modelo T C P / I P , a interface com o ha rdware de rede é fei ta pela c a m a d a de interface 
de rede, t ambém chamada de c a m a d a de enlace ou c a m a d a de enlace de dados . O T C P / I P 
não especifica qualquer protocolo nes ta camada , e pode-se usar quase qualquer interface de 
rede disponível. A c a m a d a de rede, t a m b é m c h a m a d a de c a m a d a de In te rne t ou c a m a d a redes, 
fornece a imagem de u m a rede vir tual de inter-redes. O protocolo I P (Internet Protocol) é o 
protocolo mais impor t an te nes ta camada . O I P não fornece confiabilidade, controle de fluxo ou 
recuperação de erros. A camada de t r a n s p o r t e prove mecanismos p a r a a t ransferência de dados 
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de uma ponta a ou t ra . E s t a c a m a d a é responsável pelo fornecimento de um intercâmbio confiável 
de informações. O principal protocolo da c a m a d a de t r a n s p o r t e é o T C P ( Transmission Control 
Protocol). Ou t ro protocolo da c a m a d a de t r a n s p o r t e é o U D P ( User Datagram Protocol). 
No topo do modelo encontram-se serviços e aplicações que se utilizam da camada de t rans-
porte para a entrega dos dados, tais como a t ransferência de arquivos ( F T P ) , correio eletrônico 
( S M T P - Simple Mail Transfer Protocol), t e rmina l v i r tual ( T E L N E T ) , dentre outras . 
A Web é responsável pelo maior uso d a In ternet [14. 25, 46]. 0 H T T P é o protocolo de 
comunicação da Web. A t roca de informações ent re os clientes (browsers) e servidores é feita 
através de mensagens H T T P . O H T T P t r a b a l h a gera lmente sobre o protocolo T C P que, por sua 
vez. executa sobre o IP, que gera lmente execu ta sobre Ethernet. As qua t ro camadas conceituais 
são construídas sobre u m a qu in ta c a m a d a física de hardware . Na Tabela 2.2 são mos t radas as 
camadas do T C P e a lguns dos protocolos que a t u a m em cada camada . 
C a m a d a Protocolos 
Aplicação H T T P , F T P , Telnet , SMTP, DNS 
Transpo r t e T C P , U D P 
Rede I P 
Enlace Ethernet, ISDN, P P P , ATM 
Tabela 2.2: Modelo concei tuai T C P / I P . 
2.5.2 Tra tamento de Uma Requisição 
Uma requisição Web envolve o es tabelec imento de u m a conexão di re ta entre cliente e servidor. 
A t roca de pacotes en t re u m cliente e u m servidor p a r a u m a t ransação H T T P por meio de T C P , 
apresenta diferenças significativas q u a n d o avaliadas as diferentes versões do protocolo H T T P . 
0 mecanismo de conexões persis tentes , disponível a pa r t i r da versão 1.1 do protocolo H T T P , 
permite reduzir a la tência inerente ao es tabelec imento de cada conexão [6, 28]. 
As transferências d a requisição e d a respos ta pela rede sofrem atrasos t an to da requisição do 
cliente ao servidor, q u a n t o na respos ta do servidor ao cliente. Es tas latências são most radas na 
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Figura 2.3: Tempos envolvidos na resposta a u m a requisição. 
Figura 2.3, e ocorrem em função dos diversos componentes na ro ta ent re o cliente e o servidor, 
como modems, ro teadores e switches. No ponto ex t remo da solicitação da informação es tá o 
servidor. 0 servidor recebe a solicitação proveniente do cliente, in te rpre ta a solicitação, executa 
o método solicitado, por exemplo, G E T ou P O S T e, em caso de G E T , p rocura o arquivo que 
pode estar no cache ou nos discos. O servidor lê o conteúdo em pacotes e os envia pa ra a 
po r t a da rede. Q u a n d o finalizado o envio, o servidor fecha a conexão. No servidor t a m b é m 
há atrasos devido ao processamento das informações, tais como t e m p o do processador, acesso à 
placa de interface de rede, ao cache e ao disco. P a r a obtenção do t e m p o de respos ta são somadas 
todas as latências e os t e m p o s de serviços. Como j á descrito na seção 2.1.2. há possibilidade de 
intermediários a t u a r e m no caminho entre o usuário e o servidor. 
Os servidores Web processam requisições em paralelo, e várias requisições são a tendidas 
concorrentemente. O p r o g r a m a servidor executa cont inuamente , e spe rando as requisições dos 
usuários. As requisições p o d e m ser estáticas, correspondentes a um arquivo lido a par t i r do 
sistema de arquivos do servidor, ou dinâmicas, respostas geradas em t e m p o real em função de 
parâmet ros enviados n a requisição. 
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Tanto para respostas de conteúdo estát ico como dinâmico, para que as requisições H T T P 
possam ser t ransmit idas através do T C P é necessária a a b e r t u r a de u m a conexão. Após a 
abe r tu ra da conexão, o cliente envia a requisição feita pelo usuário, identif icada pela URL. Antes 
de atingir o meio físico de t ransmissão, um ou mais segmentos T C P são mon tados e submetidos 
à camada de rede. Um ou mais d a t a g r a m a s IP são montados e subme t idos à interface de 
rede. Cada da t ag rama que chega à interface de rede do servidor causa u m a interrupção. Esta 
interrupção é t r a t ada pelo s is tema operacional que extrai do d a t a g r a m a a mensagem H T T P 
e a envia para a po r t a dedicada ao servidor Web. Es te realiza um processamento sobre a 
mensagem recebida pa ra saber qual é a informação dese jada e verifica, a par t i r do cabeçalho da 
mensagem, se ele pode a tender a requisição, baseando-se em permissões de acesso, autorização 
e autenticação. A par t i r deste ponto começa o processamento da requisição. O servidor procura 
pelo arquivo solicitado 110 seu cache em memór ia e, caso não o encontre , t ransferências do disco 
são realizadas. No caso de páginas d inâmicas , os processos que geram os dados requisitados 
são criados e executados. U m a mensagem H T T P de resposta é en tão cons t ru ída e enviada 
ao usuário. Alguns servidores fazem u m registro (logging) pa ra cada requisição t r a t ada . Este 
registro é gravado em arquivo. Se exis t i rem intermediários, eles recep ta rão as mensagens e, 
baseado nos processos efetuados, d i recionarão a mensagem ao cliente. 
2.5.3 Tratamento dos Pacotes de En t r ada das Requisições H T T P 
Os pacotes contendo as solicitações ou respos tas H T T P chegam a lea tor iamente na estação des-
t ino (servidor ou usuário) . P a r a t r a t a r es ta chegada aleatória de pacotes, a lguns sistemas uti-
lizam o mecanismo de in ter rupção de p rograma . Q u a n d o u m pacote chega, u m a interrupção 
de hardware ocorre e o driver de disposi t ivo e fe tua suas ta refas usuais de aceitar o pacote e 
reinicializar o dispositivo. Antes de r e to rna r d a in ter rupção, o driver de disposi t ivo solicita que 
o hardware programe a execução de u m a segunda in ter rupção, a qual t e rá pr ior idade mais baixa. 
Essa segunda interrupção, conhecida como in te r rupção de programa, su spende o processamento 
e faz a C P U saltar p a r a a ro t ina que fa rá o t r a t a m e n t o d a in ter rupção. Desse modo, em alguns 
sistemas, todo processamento de e n t r a d a ocorre como u m a série de in ter rupções [14], 
Como a en t rada ocorre du ran t e a in ter rupção, o código do driver de disposit ivo não pode 
22 
chamar procedimentos arbi t rár ios para processar cada pacote: o s is tema precisa ser p ro je tado 
para retornar r ap idamente de u m a in ter rupção. Por tan to , o procedimento de interrupção não 
chama o processo do I P d i re tamente . Além disso, como o sistema utiliza um processo específico 
para implementar o IP. o driver de disposit ivo não pode chamar este processo di re tamente . 
Em vez disso, para sincronizar a comunicação, o s is tema emprega u m a fila em conjunto com 
primitivas de passagem de mensagens. Q u a n d o um pacote que t r a n s p o r t a um d a t a g r a m a I P 
chega, a rotina de in te r rupção precisa colocar o pacote em u m a fila e passar u m a mensagem 
para comunicar a chegada do pacote ao processo IP. Q u a n d o não tem pacotes para t ra ta r , o 
processo IP fica agua rdando a chegada de d a t a g r a m a s . Há u m a fila de en t r ada associada a cada 
dispositivo de rede; um só processo IP ext ra i d a t a g r a m a s de todas as filas e os processa. 
Ao aceitar um d a t a g r a m a que chega, o processo I P precisa decidir pa ra onde enviar tal 
pacote para processamento adicional. Se o d a t a g r a m a t r anspo r t a um segmento TCP , o pacote 
é enviado para o módulo T C P , se t r a n s p o r t a um d a t a g r a m a UDP, o pacote é enviado para o 
módulo UDP. 
Em vir tude da complexidade do T C P , a maior ia dos sistemas uti l iza um processo para 
gerenciar segmentos T C P . U m a conseqüência d a existência de processos I P e T C P separados é 
que eles precisam usar u m mecanismo de comunicação ent re processos q u a n d o interagem. O I P 
chama um procedimento p a r a deposi tar segmentos em u m a por t a de comunicação e o T C P usa 
out ro procedimento p a r a recuperá-los. 
Depois de receber u m segmento, o T C P util iza os números de p o r t a p a r a encontrar a co-
nexão à qual o segmento per tence. Caso o segmento contenha dados, o T C P irá inseri-los em 
um dispositivo de a rmazenamen to t emporá r io associado à conexão e re to rnar u m a mensagem 
de confirmação pa ra o t ransmissor . Caso o pacote que chega t r anspo r t e u m a mensagem de 
confirmação, o processo de en t r ada do T C P precisará t a m b é m se comunicar com o processo de 
temporização (timer) do T C P p a r a cancelar a re t ransmissão pendente . 
Na Figura 2.4 é m o s t r a d a a l inha de t e m p o de u m a conexão, descrevendo a seqüência de 
eventos que acontece q u a n d o u m a requisição do cliente faz uso do cache e u m a cópia válida 
do arquivo solicitado não foi encon t rado no cache. O d iag rama não mos t r a as confirmações do 
TCP , nem a t roca de pacotes p a r a fechar a conexão T C P . Através da m e s m a Figura é possível 
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Tempo 
tO: Cliente abre a conexão com o Proxy 
t l : Proxy aceita a conexão com o Cliente 
t2: Cliente envia requisição HTTP 
t3: Proxy recebe a requisição, verifica que o objeto 
requisitado não está no cache, identifica o 
Servidor origem e se necessário abre a conexão 
com o Servidor origem 
t4: Servidor aceita conexão 
t5: Proxy envia requisição HTTP 
t6: Servidor processa requisição, gera respostas, 
envia primeiros n pacotes 
t7: Proxy recebe primeiros n pacotes 
t8: Cliente recebe primeiros n pacotes 
t9: Proxy recebe próximos pacotes e envia ao Cliente 
tlO: Proxy recebe últimos pacotes e envia ao Cliente 
t l 1: Cliente recebe últimos pacotes 
Figura 2.4: Seqüência de eventos p a r a satisfazer u m a solicitação do cliente. 
verificar os eventos que ocorrem q u a n d o u m a cópia vál ida for encon t rada no cache, a través das 
ligações entre o cliente e o proxy, e o re torno deste arquivo ao cliente. Os eventos necessários 
para a tender u m a requisição que não faz uso de cache podem ser observados a t ravés das ligações 
entre o proxy e o servidor da mesma Figura , pois o proxy es tá a t u a n d o como u m cliente quando 
considerada a sua ligação com o servidor. 
2.5.4 Tra tamento dos Pacotes de Saída das Respostas H T T P 
Pacotes de saída p o d e m surgir de u m a t ransmissão H T T P por duas razões: ou um p rog rama 
aplicativo passa dados p a r a um dos protocolos de al to nível, o qual, por sua vez, envia u m a 
mensagem pa ra u m protocolo de nível inferior e, por fim, gera t ransmissão em u m a rede, ou o 
programa de protocolo contido no s i s tema operacional t r ansmi te informações. Nos dois casos, 
um pacote precisa ser enviado por u m a de t e rminada interface de rede. 
Pa r a isolar a t ransmissão de pacotes d a execução de processos que implementem programas 
aplicativos, o s is tema possui u m a fila de sa ída sepa rada pa ra cada interface de rede. 
As filas associadas a dispositivos de sa ída representam u m a pa r t e i m p o r t a n t e do s is tema 
Cliente Proxy Serv idor 
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operacional. Elas pe rmi t em que processos gerem um pacote, o coloquem ein uma fila de saída 
e continuem a execução sem esperar que o pacote seja enviado. E n q u a n t o isso. o hardware 
pode continuar a t ransmi t i r pacotes. Se o ha rdware estiver inativo quando um pacote chegar, o 
processo que estiver execu tando u m a saída colocará seu pacote em u m a fila e chamará urna rot ina 
para inicializar o hardware . Q u a n d o a operação de saída é concluída, o hardware in ter rompe a 
CPU. A rot ina de processamento de interrupções (específica pa ra o dispositivo), retira da fila o 
pacote que acaba de ser enviado. Caso h a j a mais pacotes n a fila. a ro t ina de processamento de 
interrupções re torna da interrupção, pe rmi t indo que o processamento normal continue. Assim, 
do ponto de vista do processo IP, a t ransmissão de pacotes corre au toma t i camen te em segundo 
plano. Enquan to houver pacotes em u m a fila, o ha rdware cont inuará a t ransmiti- los. O hardware 
só precisa ser inicializado quando o I P depos i ta u m pacote em u m a fila vazia. 
Evidentemente, cada fila de saída possui capac idade l imitada, e pode ficar lo tada se o s is tema 
gerar pacotes mais r ap idamente que o ha rdware d a rede pode transmiti- los. Presume-se que 
tais casos sejam raros mas, se efet ivamente ocorrerem, processos que gerem pacotes precisarão 
fazer uma escolha: descar ta r o pacote ou e fe tuar u m bloqueio a té que o hardware conclua a 
t ransmissão de um pacote e libere mais espaço [14]. 
2.5.5 Tratamento de Pacotes pelos Processos T C P e IP até a Interface de 
Rede 
Assim como a ent rada , a saída do T C P é complexa. Conexões precisam ser estabelecidas, dados 
precisam ser dispostos em segmentos, e os segmentos precisam ser re t ransmi t idos a té que as 
mensagens de confirmação cheguem. U m a vez colocado em u m da t ag rama , u m segmento pode 
ser passado ao I P p a r a ro teamento e entrega. O s is tema operacional emprega dois processos T C P 
para adminis t rar a complexidade. 0 primeiro, denominado tcpout, gerencia a maior pa r t e dos 
detalhes de segmentação e t ransmissão de dados . O segundo, denominado tcptimer, p rograma 
a execução de programação de t empos de re t ransmissão e avisa ao tcpout q u a n d o um segmento 
precisa ser re t ransmi t ido [14]. 
O processo tcpout usa u m a p o r t a p a r a sincronizar en t radas provenientes de vários proces-
sos. 0 T C P se baseia em streams, o que significa que ele permi te a u m programa aplicativo 
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enviar alguns bytes de dados por vez. Conseqüentemente , os itens encontrados na po r t a não 
correspondem a pacotes ou segmentos individuais. E m vez disso, um processo que emite dados 
os insere em um disposit ivo t emporá r io de saída e coloca u m a só mensagem na porta , comuni-
cando ao T C P que mais dados foram escritos. 0 processo tcptimer depos i ta u m a mensagem na 
por ta sempre que u m tempor izador expira e o T C P precisa re t ransmit i r um segmento. Assim, 
podemos imaginar a p o r t a como u m a fila de eventos a serem processados pelo T C P . cada evento 
pode causar t ransmissão ou re t ransmissão de um segmento. 
saída do T C P p r o g r a m a s aplicativos 
sistema operacional 
saída do UDP 
mensagens 
de controle 
fila de d a t a g r a m a s 
enviados ao IP 
filas de pacotes 
que saem — 
Figura 2.5: Controle de fluxo na sa ída de dados do T C P . 
Depois de produzi r u m segmento, o T C P passa-o ao I P pa ra a entrega. O I P escolhe u m a 
interface de rede pela qual o d a t a g r a m a precisa ser enviado, e passa o d a t a g r a m a ao processo 
de saída de rede correspondente . A F igu ra 2.5, r e t i r ada de [14], resume o fluxo de informações 
entre um programa aplicat ivo e o ha rdware de rede d u r a n t e a saída. Um programa aplicativo 
executado como u m processo separado, c h a m a ro t inas do s is tema pa ra passar a stream p a r a 
o TCP . Na saída T C P , o processo que executa um p rog rama aplicativo chama u m a rot ina do 
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sistema para transferir dados pelo s is tema operacional e insere-os em um disposit ivo temporár io . 
O processo aplicativo informa ao processo de saída T C P que novos dados es tão esperando para 
serem enviados. Ao ser executado, o processo de saída do T C P divide a stream em segmentos 
e encapsula cada segmento em um d a t a g r a m a I P para entrega. Por fim. o processo de saída do 
T C P insere o d a t a g r a m a I P na po r t a da qual o I P irá extrai-lo e enviá-lo. 
2.5.6 Modelos de Filas para Servidores Web 
As requisições t r a t adas em caches uti l izam três recursos de um servidor proxy: C P U . disco e 
interface de rede. P a r a cada requisição, a d e m a n d a de serviço pode ser dividida em três partes: 
t empo de CPU. t empo de lei tura e gravação no disco e t empo de processamento na interface de 
rede. 
0 t empo de C P U representa o t e m p o gasto pela C P U pa ra fazer a in te rpre tação da requisição, 
o empacotamento e o desempaco tamen to dos segmentos T C P e d a t a g r a m a s IP, o controle da 
transferência dos dados do disco pa ra a memór ia e des ta p a r a a interface de rede, entre outros 
aspectos da manipulação de u m a requisição H T T P . 
O t empo de lei tura é o t e m p o gasto pelo disco p a r a t ransfer i r o arquivo solicitado pa ra a 
memória . O t empo de gravação (requisições P O S T e P U T ) é o t e m p o gas to p a r a t ransferir o 
arquivo da memória p a r a o disco. O t e m p o de processamento na interface de rede é o t e m p o 
gasto para transferir os dados solicitados p a r a a fila da interface de rede. 
Os servidores Web e de cache p o d e m ser modelados de diversas formas . A Figura 2.6 
apresenta um modelo considerando o lado do cliente, o qual é compos to por oito recursos. 
Es te modelo procura representar um servidor Web típico com servidor proxy com cache, que 
pode ser acessado por qualquer cliente na In terne t . O recurso 1 é u m a fila de espera que 
representa o conjunto de clientes. 0 t e m p o d ispendido nessa fila é o t e m p o de pensar do cliente, 
que representa o t e m p o gas to por u m cliente ent re o momen to em que começa a receber um 
documento até a requisição de u m novo documento . O recurso 2 representa a LAN. O roteador é 
representado pelo recurso 3, o ro teador é mode lado como u m nó de r e t a rdo porque sua latência 
é mui to pequena em relação às dos demais recursos. O enlace que conecta o roteador ao ISP 
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Figura 2.6: Modelo de rede de filas p a r a um servidor proxy com cache. 
ao mesmo t empo na la rgura de banda . Assim, se faz necessário modelar os enlaces de saída e 
en t rada separadamente , como dois recursos independentes (recursos 4 e 6, respect ivamente) . 
Os atrasos no ISP, seu enlace com a In terne t , a p rópr ia Internet e os servidores remotos são 
representados pelo recurso 5. Final izando, u m servidor proxy com cache é modelado com u m a 
C P U (recurso 7) e u m disco (recurso 8) [31]. 
E m um ambiente com um único servidor Web no site, o servidor fica conectado a u m a LAN, 
que é conectada a um roteador , que conecta o site ao ISP e depois a In terne t . Os documentos que 
podem ser atendidos pelo servidor Web ficam a rmazenados na mesma m á q u i n a onde o servidor 
Web executa. Este processo t a m b é m p o d e ser representado por um modelo de rede de filas. A 
Figura 2.7 apresenta este modelo, o qual leva em conta apenas o lado do servidor Web. Es te 
modelo procura representar u m servidor Web típico, que pode ser acessado por qualquer cliente 
na Internet . Os enlaces de e n t r a d a (recurso 1), de sa ída (recurso 6) e a LAN (recurso 3) são 
modelados por filas independentes de carga. O ro teador (recurso 2) é mode lado como um nó de 
retardo e o servidor Web é representado por dois recursos independentes de carga: um pa ra a 
C P U (recurso 4) e ou t ro p a r a o disco (recurso 5). Os modelos de desempenho para o lado do 
servidor podem ser usados pa ra responder pe rgun tas como [31]: 
• Como avaliar novas estratégias para a operação do servidor, incluindo a replicação de 
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documentos populares em discos separados? 
• Qual é o impac to do uso de scripts CGI? 
• Qual é a t axa m á x i m a de processamento da página Web? 
• Qual é o impacto do uso da compac tação sobre grandes obje tos mul t imídia? 
Essa é u m a lista parcial das avaliações feitas por adminis t radores de servidor Web que 
t raba lham com os modelos de desempenho. 
F i g u r a 2.7: Modelo de rede de filas pa ra um servidor Web. 
2.6 Trabalhos Relacionados 
0 crescimento da Web motivou várias pesquisas que buscam caracterizar o t ráfego Web, com 
o objet ivo de propor novas soluções p a r a melhorar o seu desempenho e a sua escalabilidade. 
A análise criteriosa e o en tendimento das caracterís t icas de carga d a Web são fundamen ta i s 
para um bom p lane jamento e implementação de servidores e serviços Web. Nesta seção são 
apresentados os pr incipais t rabalhos correlatos ao t e m a des ta dissertação. 
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2.6.1 Estudos dos Fatores que Influenciam o Tempo de Serviço 
Como vimos na seção anterior, vários fatores podem influenciar o t e m p o de serviço de u m a re-
quisição H T T P . En t re alguns dos fatores es tão o protocolo, o desempenho do servidor, o s is tema 
operacional, a p la ta fo rma de hardware , a la rgura da b a n d a de rede e a carga de t raba lho [12, 27]. 
Alguns destes fatores tem profundo impac to no desempenho . Por exemplo, o número de usuários 
cresce a cada dia e, conseqüentemente , o número de conexões t a m b é m cresce. Com o crescimento 
do número de conexões o volume de t ráfego a u m e n t a e. com isso. a p e r d a de pacotes. A pe rda 
de pacotes é um dos maiores problemas p a r a a t ransferência de arquivos [10]. Os diferentes 
navegadores e servidores com diferentes versões do H T T P t a m b é m têm grande influência no de-
sempenho da Web. As conexões que a t ravessam redes de longa dis tância exper imentam maiores 
atrasos. Foi observada queda significativa no desempenho do servidor q u a n d o o R T T (Round 
Trip Time) a u m e n t a [7]. Com um R T T de 200 milissegundos, o desempenho de um servidor 
Web foi reduzido em 54% quando comparado com u m a simulação sem R T T . Foram feitos testes 
com cargas de t r aba lho em ambientes que s imulam u m a In t rane t , p ra t i camente sem latência de 
rede, e a Internet com suas variações de latência [20]. Estes testes m o s t r a r a m que o problema 
causado por grandes latências é devido ao fa to de que o servidor precisa man te r um processo 
ocupado com a requisição até que o ú l t imo pacote de dados seja enviado ao usuário. 
As conexões persis tentes pe rmi tem que várias mensagens sejam t rocadas através de ape-
nas u m a conexão T C P , d iminuindo os t empos de serviço. Avaliações realizadas mos t ram u m a 
diminuição dos t empos de serviço obt idos [28]. E m u m a das simulações, foi verificada que a 
diminuição dos t empos de serviço, com o uso de conexões persistentes, é significativa, var iando 
entre 23% e 50%. 
2.6.2 Modelos para Tamanho de Resposta e Tempo de Serviço 
Estudos revelam grande variabil idade dos t a m a n h o s dos obje tos que t ra fegam na Internet . O 
t amanho dos obje tos é u m dos pa râme t ros mais medidos e avaliados na l i te ra tura relacionada 
ao tráfego H T T P . A maior pa r t e das medições indica que os valores desse pa râme t ro são melhor 
descritos por u m a dis t r ibuição de c a u d a pesada . Pareto é a dis t r ibuição prefer ida para modelar 
os t amanhos dos ob je tos t ransferidos. U m a variável aleatória x segue dis tr ibuição de cauda 
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pesada se 
F(x) = P{X > x) ~ xa. p a r a x — oc. 0 < a < 2, 
onde Fé o complemento de F que, por sua vez. é a função de distr ibuição cumulat iva (CDF) . 
Variáveis que seguem essa dis t r ibuição têm variãncia infinita, e se a < 1, têm média infinita. A 
probabil idade de valores grandes pa ra x t êm valor não desprezível. A função de densidade de 
probabil idade (PDF) da dis t r ibuição de Pareto é 
f ( x ) = akax~{a~l), 
e a f u n ç ã o de d i s t r i b u i ç ã o c u m u l a t i v a é 
F(x) = P[X<x} = l - ( £ ) û . 
Há outros t rabalhos que uti l izam a dis t r ibuição Lognormal e a dis tr ibuição Weibull [1, 4. 5. 
9, 15]. A função de dis t r ibuição cumula t iva d a dis tr ibuição Lognormal é 
= ^ > 0; a > 0, 
onde ß é a média do logar i tmo na tu ra l dos elementos e a é o desvio pad rão do logaritmo na tu ra l 
dos elementos. Sua função de dens idade de probabi l idade d a dis tr ibuição é 
/ ( x ) = $ ( ^ ) , x > 0; cr > 0, 
onde $ é a função de dis t r ibuição cumula t iva d a dis t r ibuição Normal. 
A função da dis t r ibuição cumula t iva d a dis t r ibuição Weibull é 
F(x) = l - e - W , 
e a sua função de dens idade de probabi l idade da dis t r ibuição é 
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onde a é o pa râmet ro de escala e ß é o pa râme t ro de forma. Os dois pa râme t ros devem ter 
valores maiores do que zero. 
Pa r a modelar os t a m a n h o s das respostas, alguns autores propõem modelos diferentes para a 
cauda e pa ra o corpo d a dis tr ibuição. E m um dos t raba lhos que faz uti l ização de mais de u m a 
distr ibuição como modelo [9], a cauda da dis t r ibuição dos t amanhos foi mode lada uti l izando a 
distr ibuição de Pareto (pa râmet ros a = 1.1 e k = 133Kbytes) e o corpo é modelado uti l izando 
distr ibuição Lognormal (pa râmet ros /i = 9.357 e a = 1.318). Alguns p rogramas são usados 
para facilitar a obtenção clos pa râme t ros das distribuições usadas como modelo. O programa 
aest (alpha estimator) [17] é usado pa ra obter o pa râme t ro a da dis t r ibuição de Pareto que 
modela a cauda. E m um dos casos de sua utilização [4], os t a m a n h o s são modelados e os 
resultados apresentados são similares ao do t r aba lho descri to ac ima [9]. O p rog rama est imou 
um índice a = 1,37 q u a n d o os arquivos t r a t ados t i nham t amanhos en t re 1MB a 4MB. 
Alguns t rabalhos apresen tam modelos de cargas de t raba lho de diferentes locais. E m um 
dos exemplos [1], são apresen tadas modelagens de várias cargas, são ut i l izados como modelos as 
distribuições de Weibull (carga D E C l com parâmet ros a = 3,240 e ß = 0,48 e carga D E C 2 com 
parâmet ros a = 3,822 e ß = 0,48) e Lognormal (carga Korea com p a r â m e t r o s fj, = 7,54 e a = 
1,78 e carga AOL com pa râme t ros ß = 7,64 e a = 1,49). 
Não é do conhecimento dos au tores a existência de modelos publ icados pa ra os t empos 
de serviço. Mesmo com o g rande volume de registros de acessos disponíveis, existem poucos 
t rabalhos de caracterização de t empos de serviço de caches publicados, d i f icul tando a obtenção de 
dados estatísticos e t a m b é m o en tend imento das razões de longos t empos de respos ta observados 
f reqüentemente no a t end imen to de requisições. 
A caracterização dos t empos de serviço em servidores proxy-cache é a b o r d a d a em dois tra-
balhos publicados na l i te ra tura . O pr imeiro t r aba lho [34] apresenta es tudos com três caches de 
diferentes países, com o obje t ivo de apresentar u m a análise dos t empos de respos ta em servidores 
proxy-cache e as diferenças nas t axas de serviço obt idas nos diferentes países. N a caracterização 
dos tempos de serviço nos servidores proxy-cache foram util izados três pa râmet ros : o tempo, que 
representa o t e m p o d a t ransmissão; o t a m a n h o , que representa o n ú m e r o de bytes dest inados 
ao cliente; e o throughput, que representa a t a x a efetiva de t ransmissão. Os resul tados mos t ram 
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que o tempo médio de serviço para os hits variou ent re 0.55 e 3.5 segundos para as três cargas 
e o t amanho médio das respostas variou ent re 8 e 12 KBytes . No caso dos misses, o t empo 
médio de resposta variou entre 5 e 13 segundos, enquan to o t a m a n h o médio variou entre 10 e 
17 KBytes. As médias obt idas pa ra os hits foram sempre menores dos que as obt idas para os 
misses. 
Um estudo sobre a correlação ent re o t a m a n h o e o t e m p o de serviço foi apresentado no 
mesmo artigo [34]. Os autores ap resen ta ram gráficos nos quais esta correlação pôde ser verificada 
visualmente para ob je tos com t a m a n h o s maiores do que 32 KBytes . Os autores não apresentaram 
valores para a correlação ent re o t a m a n h o da respos ta e o t empo de serviço, nem relações 
matemát icas entre as grandezas envolvidas. 
Os resultados relacionados ao throughput m o s t r a r a m que as taxas ob t idas nos conjuntos de 
hits são bem superiores às obt idas com os misses. As taxas das transmissões que são hits no cache 
variaram entre 9 e 264 K b i t s / s e as t axas dos misses s empre foram menores do que 1 K b i t / s . A 
grande variabilidade ob t ida nas taxas p o d e ser expl icada por fatores como a g rande variabil idade 
nos tamanhos dos arquivos e n a la rgura de b a n d a dos enlaces com o servidor proxy-cache. 
O segundo t raba lho sobre caracter ização dos t e m p o s de resposta em servidores proxy-cache 
encontrado na l i t e ra tura [42] mos t r a que a correlação en t re o t a m a n h o e o t empo cresce de 
acordo com o crescimento do t a m a n h o dos arquivos processados. P a r a este t r aba lho os autores 
analisaram pouco mais de u m milhão de registros cu jas respostas são exclusivamente hits. Os re-
gistros foram divididos em três faixas de t a m a n h o , sendo considerados como M I C E os arquivos 
menores que 30 Kbytes , E L E P H A N T S os arquivos maiores ou iguais a 30 Kbytes e menores 
ou iguais a 500 Kbytes , e M A M M O T H S os arquivos com mais de 500 Kbytes . As correlações 
entre os t amanhos e os t empos de respos ta fo ram calculadas nestes grupos. O grupo M I C E 
apresentou a menor correlação (0,016) e n q u a n t o o g r u p o M A M M O T H S apresentou a maior 
correlação (0,538). Os resul tados m o s t r a m que o t e m p o de serviço varia muito, independente-
mente do t a m a n h o do arquivo. Conclui-se que, devido à es ta grande variação, não é possível 
predizer os tempos de respos ta levando em consideração apenas o t a m a n h o dos arquivos. Os 
autores mos t ram que a variabi l idade dos t e m p o s de respos ta para arquivos de mesmo t a m a n h o 
compromete a precisão de qualquer modelo de correlação, seja este linear ou não. 
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2.6.3 Caracterização da Carga 
Um dos principais obje t ivos da caracter ização da carga de um sis tema é a identificação de 
características que se m a n t é m constantes era várias instâncias da carga. Es tas característ icas 
são denominadas invariantes. Na l i te ra tura são encontrados estudos que a p o n t a m característ icas 
invariantes nas cargas dos servidores Web [5] e nas cargas de servidores proxy [2]. 
Em um dos t r aba lhos [2], pa ra apon ta r os invariantes das cargas dos servidores proxy, os 
autores anal isaram dez diferentes logs de acesso, que foram coletados em ambientes diversos 
tais como universidades e instituições de pesquisa. Os conjuntos de dados foram coletados em 
intervalos de t empo desde uns poucos minutos a té um ano de at ividade. Foram identif icadas dez 
características no t ráfego dos servidores proxy que se aplicam a todas as cargas analisadas. Es tas 
características representam, potencialmente , cons tantes universais a todos os servidores proxy, 
denominadas invariantes. As invariantes encon t radas são resumidas na Tabe la 2.3, conforme [2], 
2.7 Considerações finais 
Tendo em vista estes t raba lhos , es ta d isser tação t e m dois objetivos. 0 pr imeiro é dar conti-
nuidade à caracter ização de carga dos servidores proxy-cache, apresentando caracterizações de 
registros de carga recente, bem como discut indo a evolução da carga. P a r a isso, os resul tados 
obtidos na caracter ização fei ta nes ta disser tação são comparados com os resul tados de caracte-
rizações descritas na l i te ra tura . O segundo obje t ivo é apresentar um modelo pa ra os t empos de 
resposta às requisições, comparando-o com modelos pa ra os t amanhos das respostas. 
Nesta dissertação são anal isadas cargas ob t idas no mês de ou tub ro de 2002, to ta l izando mais 
de dezoito milhões de requisições, o que corresponde a um fator de pelo menos dez vezes o 
número de requisições anal isadas em cada um dos t raba lhos citados anter iormente . 
A carga anal isada é descr i ta no próximo capítulo. 
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Constante Nome Descrição 
1 Mediana dos tamanhos Aproximadamente 2 KBytes 
2 Média dos tamanhos Menor que 27 KBytes 
3 Tipos dos objetos acessados 90 a 98% dos objetos acessados são para 
documentos HTML. arquivos de imagem e 
programas CGI 
4 Tipos dos arquivos em bytes Dominância dos bytes transferidos pelas 
imagens 
5 Acesso a um único servidor Menos de 11% do acesso é feito a um único 
servidor 
6 Servidores referenciados 
uma única vez 
Menos de 5% dos servidores são referenci-
ados uma única vez 
7 Concentração de acessos aos 
servidores 
25% dos servidores são responsáveis por 80 
a 95% das referências 
8 Concentração de acessos aos 
bytes 
25% dos servidores são responsáveis por 
90% dos bytes acessados 
9 Taxa de sucesso 88 a 99% das referências feitas ao proxy 
resultam em sucesso de transferência para 
os clientes 
10 Auto-similaridade 0,59 < H < 0,94 
Tabe la 2.3: Invariantes p a r a servidores proxy. 
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Capítulo 3 
Descrição da Carga Analisada 
Neste capítulo são apresen tadas as cargas t r aba lhadas e os resultados obt idos na análise dos 
registros de acesso de q u a t r o servidores. A finalidade deste es tudo é avaliar a evolução da 
carga nos últ imos anos, c o m p a r a n d o os resul tados de caracterização obt idos com resultados 
j á publicados na l i t e ra tu ra [1, 2, 5, 9, 15]. Sempre que for per t inente , u m a comparação dos 
resultados é apresentada . 
Na seção 3.1 m o s t r a a descrição d a ca rga coletada. N a seção 3.2 descrevemos o fo rmato 
dos arquivos de registro e quais os campos foram util izados neste t raba lho . Na seção 3.3 é 
apresentada u m a análise dos dados processados. Es te processamento inicial descreve a carga de 
trabalho, pois ela influencia d i r e t amen te o desempenho de caches na Web. Na seção 3.4 é feita 
u m a avaliação d a evolução d a carga de t r aba lho em caches Web e, finalizando este capítulo, são 
apresentadas as considerações finais do capí tu lo na seção 3.5. 
3.1 Descrição da Carga Coletada 
Para a obtenção dos resul tados apresen tados neste t r aba lho foram util izados registros obtidos 
do IRCache, que é u m pro je to de cache Web do laboratór io N L A N R [37] originalmente criado 
pela National Science Foundation. A h ie rarquia de servidores cache do N L A N R registra os 
acessos de toda a In te rne t . Os servidores do IRCache dis t r ibuem-se em domínios geograficamente 
localizados em pontos estratégicos p a r a prover melhor dis tr ibuição de carga, conforme mos t ra a 
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Figura 3.1. Os caches utilizados localizam-se da seguinte forma: 
Cache P B - pb.us.ircache.net - P i t t sburgh . Pensilvânia 
Cache SV - sv.us.ircache.net - Silicon Valley. California 
Cache SD - sd.us.ircache.net - San Diego. California 
Cache R T P - rtp.us.ircache.net - Research Triangle Park, California 
Figura 3.1: Hierarquia de Caches NLANR. 
A Figura 3.1 [48] mos t ra o VBNS ( Very high performance Backbone Network Service) com as 
conexões de rede entre os sistemas de cache e alguns domínios que são t r a tados em cada cache. Os 
caches P B e SD fazem par te do backbone de a l ta velocidade VBNS. Estes caches são responsáveis 
pelo encaminhamento das requisições aos domínios .com, .net, .org, .edu, .gov, .mile 
.us, para os outros caches. SD, na costa oeste, conecta-se a caches da África do Sul, México, 
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Brasil e Rússia. SV, t ambém na costa oeste, não se conecta a outros caches do NLANR. com 
exceção do cache BO (que a tende requisições aos domínios . t h ) , e tem pontos de conexão com 
caches do Japão, Austrál ia , e out ros países do sudeste asiático. PB . na costa leste, interliga-se 
a caches do Reino Unido, Suécia, Holanda e recebe requisições de caches de outros backbones 
europeus. RTP, não mos t r ado no mapa , a t ende requisições dos domínios .com, . n e t e .org. 
Uma listagem completa dos domínios t r a t ados pelos caches pode ser ob t ida em [37]. 
Os servidores cache cuja carga foi ana l i sada estão localizados na In ternet 2 americana. Cada 
servidor t r a t a milhares de requisições d iar iamente , o r iundas de usuários cu j a distr ibuição ge-
ográfica contempla todos os continentes. Assim, podemos considerar que estas cargas refletem 
0 compor tamento de t o d a a In ternet , pois não dependem de um conjun to específico de clientes 
ou de servidores. 
Os registros de acesso analisados fo ram coletados no per íodo de 28 /10 /2002 a 31/10/2002. 
3.2 Formato dos Arquivos de Registro 
Cada arquivo de registro contém registros de u m dia, sendo que, é disponibil izado um registro 
por linha. Uma linha do arquivo t em o seguinte fo rmato : 
1 2 3 4 5 6 7 8 9 10 
1035763216.182 124 41.42.156.221 T C P . H I T / 2 0 0 928 G E T http://www.azlyrics.com/lup.gif - NONE/- image/gif 
Cada linha do arquivo representa u m a requisição ao cache e contém dez campos, separados 
por um espaço, que são descritos a seguir: 
1. Encerramento d a conexão: t e m p o em que o ped ido foi comple tado no fo rmato do Unix 
time (segundos desde 01 de janei ro de 1970), com a r r edondamen to de milissegundos. 
2. Tempo de serviço: t e m p o de du ração d a conexão, em milissegundos; este t e m p o é contado 
desde o momento em que a conexão é acei ta a t é o momento em que o úl t imo pacote de 
transferência é copiado na interface de rede; p a r a conexões H T T P persistentes, este t empo 
é entre a le i tura do primeiro byte d a requisição e a escri ta do úl t imo byte da resposta. 
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3. Endereço do cliente: endereço IP do cliente t r ans fo rmado por u m a máscara : o endereço 
do cliente pe rmanece o mesmo para todas as requisições em um arquivo de registro, mas 
não é o mesmo en t re arquivos de registro. 
4. Código de respos ta H T T P e código de resul tado do Squid: descrevem como a requisição foi 
t r a t ada localmente (acertos, erros, dent re outros); os códigos são descritos 110 Apêndice A. 
5. Tamanho da resposta : número de bytes re tornados ao cliente. 
6. Método da requisição: o método de requisição H T T P ; os métodos são descri tos no Apêndice A. 
7. URL: a URL requis i tada; a rgumentos de consul ta CGI não são registrados. 
8. Identificação do usuário: não identificado nos registros do IRCache. subs t i tu ído por "-". 
9. Hierarquia e endereço do servidor: descrição de onde e como a requisição e os obje tos 
foram encontrados. 
10. T ipo do arquivo: o t ipo do arquivo servido pelo cache (imagem, texto, áudio, vídeo, 
aplicação, ent re out ros) . 
Neste t raba lho são explorados os campos 2, 4, 5, 6 e 10. O campo 2 é usado como sendo o 
tempo de serviço, o c a m p o 5 como o t a m a n h o da resposta , os demais campos são usados pa ra 
a geração de dados a tua i s d a carga e na comparação com resultados an te r iormente publicados. 
3.3 Análise da Carga 
Esta seção apresenta os resul tados obt idos nos processamentos iniciais, com o objet ivo de des-
crever as característ icas gerais da carga. Os resul tados são comparados com os resul tados apre-
sentados na l i tera tura . 
Após a obtenção dos registros foram uti l izadas ro t inas pa ra validá-los, pois 28.511 registros 
encontravam-se com t a m a n h o zero. Estes registros foram eliminados por serem, possivelmente, 
falhas de registro. Foram mant idos 18.630.327 registros p a r a obtenção das pr imeiras informações. 
A Tabela 3.1 apresen ta o to ta l de requisições por cache e o número médio de requisições anali-
sadas por dia pa ra cada cache, sendo que, p a r a dois caches foram considerados três dias e pa ra 
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os outros dois qua t ro dias. Nesta tabela t a m b é m são apresentados o to ta l de bytes transferidos 
e a média em Mbytes trasferidos por dia. Na seqüência são apresentados os t amanhos médios 
dos arquivos, estes var iaram entre 10.19 e 13.98 Kbytes . Pos ter iormente são apresentados os 
valores obtidos p a r a a mediana que variou ent re 0.7 e 1.3 Kbytes . Nas ú l t imas duas linhas 
da tabela são apresentados os t amanhos dos menores e dos maiores arquivos encontrados. Os 
menores arquivos var iaram entre 12 e 30 bytes e os maiores arquivos encont rados nos registros 
estão entre 156 e 377 Mbytes. Pos ter iormente são descritos novos filtros e então os resultados 
obtidos são comparados com os dos t raba lhos anteriores. 
Característ ica cache SD cache SV cache P B cache R T P 
Duração do log 3 dias 4 dias 4 dias 3 dias 
Da ta de início 29 /10 /2002 28 /10 /2002 28 /10 /2002 29/10/2002 
Data de término 31 /10 /2002 31 /10 /2002 31 /10 /2002 31/10/2002 
Total de requisições 2.227.419 3.244.374 6.368.561 6.789.973 
Média diária de requisições 742.473 811.093 1.592.140 2.263.324 
Total de Mbytes t ransfer idos 30.413 32.278 65.057 77.959 
Mbytes por dia 10.137 8.069 16.264 25.986 
Tamanho médio em Kbytes 13,98 10,19 10,46 11,76 
Mediana em Kby tes 1,0 1,3 0,7 0,9 
Menor arquivo em bytes 17 30 12 12 
Maior arquivo em Mbytes 311 156 281 377 
Tabe la 3.1: Descrição da carga ana l i sada por cache. 
A Tabela 3.2 m o s t r a o mé todo d a requisição referente ao protocolo H T T P . Um método 
de pedido informa ao servidor a ação que deve ser execu tada sobre o recurso identificado pelo 
endereço do pedido. P a r a deta lhes sobre métodos H T T P ver Apêndice A. Nos arquivos coletados, 
mais de 98% das requisições são G E T , ou seja, a finalidade do pedido é 1er e t ransmi t i r o conteúdo 
atual do recurso solicitado. E m [4], o percentua l de G E T u l t r apassa 99%. O método P O S T 
obteve apenas 1,16%. J á a utilização dos métodos H E A D , P U T , C O N N E C T e D E L E T E teve 
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uso inexpressivo e suas ocorrências foram en tão ag rupadas no item O U T R O S . Estes resultados 
mostram que. na g rande maioria das vezes, as requisições são para a exibição de um arquivo, ou 
seja. pode-se verificar que a In ternet é a m p l a m e n t e ut i l izada para a consul ta de informações. As 
Tabelas 3.2 e 3.3 apresen tam dados correspondentes ao agrupamento dos registros dos qua t ro 
caches. 
Método Ocorrências Fração(%) Mbytes por Método Fração dos bvtes(%) 
G E T 18.385.886 98,69 205.145 99,73 
P O S T 217.113 1,16 549 0,26 
O U T R O S 27.328 0,15 13 0,01 
Total 18.630.327 100,00 205.707 100,00 
Tabela 3.2: Regis t ros por t ipo de método. 
A Tabela 3.3 apresen ta as ocorrências dos códigos re tornados pelo protocolo H T T P em 
resposta à execução das requisições. O código de resposta informa se o pedido processado 
obteve sucesso ou falhou. As respostas são codificadas em classes. A classe 2xx indica que foi 
encontrado um ob je to válido no servidor e este foi re tornado ao cliente. A classe 3xx é usada 
pa ra informar ao cliente que u m a ação adicional é necessária pa ra comple tar a requisição. As 
classes com maior ocorrência são a classe 2xx (Successfull), com mais de 56% das requisições, e 
a classe 3xx (Redirection), com mais de 33% das requisições. 0 código 200 é re tornado quando 
a requisição do cliente foi a t end ida com sucesso, ou seja, em caso de hit, o ob je to é t ransfer ido 
do cache para o cliente e, em caso de miss, o ob j e to é t ransfer ido do servidor pa ra o cache e 
do cache para o cliente. O código 304 indica que o cliente executou u m a solicitação condicional 
para identificar se o ob j e to foi modif icado, mas o ob j e to não foi modif icado desde a d a t a e hora 
especificados no c a m p o If-Modified-Since. Po r t an to , o servidor enviou a informação de que o 
objeto encontrado no cache é válido. 
Comparando os dados obt idos com os do t r aba lho [2] percebe-se menor ocorrência de re-
quisições com o código 200 na carga mais a tua l (54% contra 80% em média) , e um aumento 
considerável de ocorrências do código 304 (10% cont ra 27% em média). Isto significa que o 
número de buscas condicionais teve u m crescimento significativo indicando que muitos dos do-
Código H T T P Ocorrências Fração(%) Total em Mbytes Fração dos bvtes(%) 
200 10.203.871 54,77 175.029 85.08 
206 287.S91 1,55 25.197 12,25 
302 1.045.968 5,61 600 0,29 
304 5.128.740 27,53 1.358 0,66 
404 339.707 1,82 1.085 0.53 
504 969.598 5.20 1.208 0,59 
Outros 683.063 3,52 1.230 0,60 
Total 18.630.327 100,00 205.707 100,00 
Tabela 3.3: Registros por status code H T T P . 
cumentos requisi tados j á es tavam no cache. 
Após a obtenção das informações gerais de registros de acesso foram executados programas 
para filtrar dados que não seriam uti l izados nes ta pesquisa. Foram selecionados apenas os 
registros que t r a t a v a m de requisições T C P , cujo mé todo de requisição e ra G E T e que o código 
de resposta do H T T P era successfull 2xx (código de resposta da classe de sucesso) ou 304 (código 
de resposta condicional), contabi l izando 15.400.490 registros, representando 82,53% do tota l de 
registros coletados. 
Na Tabela 3.4 são apresentados os dados referentes aos registros que foram mant idos e que 
serão utilizados nos processamentos realizados no complemento deste t raba lho . Nesta t abe la são 
apresentados o to ta l de requisições man t idas pa ra cada cache, a média de requisições diárias, 
o total de Mbytes t ransfer idos e a média em Mbytes trasferidos por dia. N a seqüência são 
apresentados o t a m a n h o médio e a m e d i a n a dos arquivos. O t a m a n h o médio dos arquivos variou 
entre 12,16 e 19,68 Kbytes e a med iana variou ent re 0,7 e 1,5 Kbytes . Os menores arquivos t êm 
t amanhos entre 17 e 140 bytes. Os maiores arquivos permanecem com os mesmos t a m a n h o s 
apresentados na Tabe la 3.1, mesmo após a aplicação dos filtros adicionais. 
Nas Tabelas 3.5 e 3.6 são apresen tadas as informações referentes as requisições 2xx e 304 res-
pectivamente. Os registros das requisições 2xx foram util izados pa ra obter os dados estat íst icos 
pa ra avaliação dos t ipos de arquivos t r ansmi t idos e os registros das requisições 304 foram utili-
zados na geração dos modelos que serão descri to nos capítulos posteriores. 
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Caracterís t ica cache SD cache SV cache P B cache R T P 
Total de requisições 1.534.158 2.649.572 5.178.754 6.038.006 
Média diária de requisições 511.386 662.393 1.294.688 2.012.668 
Total de Mbytes t ransfer idos 29.481 31.461 63.366 76.734 
Mbytes por dia 9.827 7.865 15.841 25.578 
Tamanho médio em Kbytes 19.68 12,16 12,53 13.01 
Mediana em Kbytes 0,7 1,5 0,7 0.9 
Menor arquivo em bytes 132 140 17 17 
Maior arquivo em Mbytes 311 156 281 377 
Tabela 3.4: Descrição da carga anal isada após a filtragem aplicada. 
Na Tabela 3.5 são apresentados o número de registros das requisições 2xx que são responsáveis 
por 10.273.017 registros. Também são apresen tados a média de requisições diárias, o to ta l de 
Mbytes transferidos e a média em Mbytes t rasfer idos por dia. Na seqüência são apresentados o 
t amanho médio e a med iana dos arquivos. O t a m a n h o médio dos arquivos variou entre 17,28 e 
27,75 Kbytes e a med iana variou entre 2,21 e 3,41 Kbytes . Os menores arquivos têm t amanhos 
entre 106 e 162 bytes. Os maiores arquivos encont rados nos registros es tão entre 156 e 377 
Mbytes. 
Comparando com t raba lhos anteriores [1, 30] é possível verificar que a mediana teve pequena 
redução, o t a m a n h o médio dos arquivos teve a u m e n t o considerável, e a média de requisições 
diárias e o total de bytes t ransfer idos t êm aumen tado . O maior arquivo encontrado em cada 
registro têm t a m a n h o b e m superior aos anal isados anter iormente , dado que os maiores arqui-
vos t inham t a m a n h o en t re 6,7 e 46 Mbytes [1]. Nos registros processados para obtenção dos 
dados deste t rabalho, os maiores arquivos es tão en t re 156 e 377 Mbytes mos t r ando significativo 
aumento nos maiores arquivos t ransmi t idos . 
Na Tabela 3.6 são apresentados o n ú m e r o de registros das requisições 304 que são responsáveis 
por 5.127.473 registros. Também são apresen tados a média de requisições diárias, o to ta l de 
Mbytes transferidos e a média em Mbytes t rasfer idos por dia. Na seqüência são apresentados 
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Caracter ís t ica cache SD cache SV cache P B cache R T P 
Total de requisições 1.083.415 1.851.472 3.322.450 4.015.680 
Média diár ia de requisições 361.138 462.868 830.607 1.338.560 
Total de Mbytes t ransfer idos 29.360 31.246 62.883 76.196 
Mbytes por d ia 9.786 7.811 15.720 25.398 
T a m a n h o médio em Kbytes 27,75 17,28 19,38 19,43 
Mediana em Kby tes 2.59 3,41 2.21 2,97 
Menor arquivo em bytes 132 162 106 158 
Maior arquivo em Mbytes 311 156 281 377 
Tabe l a 3.5: Descrição da carga das requisições 2xx. 
0 t amanho médio e a m e d i a n a dos arquivos. O t a m a n h o médio dos arquivos variou entre 0,27 
e 0,28 Kbytes e a m e d i a n a ficou em 0,26 Kbytes p a r a todos os caches. Os menores arquivos 
têm tamanhos ent re 17 e 140 bytes. Os maiores arquivos encontrados nos registros estão ent re 
1 e 3 Kbytes . Estes registros apresen tam pequena variação dos t amanhos , pois são t ransmi t idas 
apenas informações de que os dados disponibil izados nos cache a inda são válidos. 
A Tabela 3.7 ap resen ta os dados referentes aos t ipos de arquivos encontrados nos caches. 
Pa r a obtenção dos dados apresen tados nes ta t abe la foram utilizados apenas os registros d a 
classe 2xx sendo que, os registros dos q u a t r o cache foram agrupados. São mos t rados os t ipos, o 
número de ocorrências por t ipo, a porcen tagem de ocorrências por t ipo, o t a m a n h o médio das 
requisições em bytes e a f ração dos bytes por t ipo de arquivo. Observa-se que os t ipos mais 
freqüentes têm t a m a n h o médio pequeno, mas a porcentagem de arquivos com t a m a n h o médio 
maior que 69 Kbytes chega aos 11%. No i tem "outros" es tão relacionados todos os t ipos com 
freqüência e fração de bytes menor do que 1%. 
As requisições de imagens represen tam u m a fração significativa, em torno de 59% das re-
quisições e 21% d a f ração de bytes. O t a m a n h o médio d a imagens ficou em torno de 7 Kbytes . 
Comparando com t r aba lhos anter iores é possível observar que a fração das requisições, o t ama-
nho médio e a f ração dos bytes correspondentes às imagens têm diminuido com o passar dos 
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Caracterís t ica cache SD cache SV cache P B cache R T P 
Total de requisições 450.743 798.100 1.856.304 2.022.326 
Média diár ia de requisições 150.247 199.525 464.076 674.108 
Total de Mbytes t ransfer idos 121 214 482 538 
Mbytes por dia 40 53 120 179 
Tamanho médio em Kbytes 0,28 0,28 0,27 0,27 
Mediana em Kbytes 0,26 0,26 0,26 0,26 
Menor arquivo em bytes 140 140 17 17 
Maior arquivo em Kbytes 3 1 1 1 
Tabe la 3.6: Descrição d a carga das requisições 304. 
anos. Isto ocorreu porque a fo rma de const rui r as páginas evoluiu de poucas imagens grandes 
pa ra páginas mais complexas, compos tas de u m n ú m e r o maior de imagens pequenas . Nos pro-
cessamentos realizados em t raba lhos anteriores, o t a m a n h o médio das imagens e ra de 8 Kbytes, a 
fração das requisições era de 68% e a f ração dos bytes era de 40% [30]. Os t ipos de imagens mais 
freqüentes são image/gif com 35,52% das requisições e image/jpeg com 23,39% das requisições. 
Os arquivos do t ipo tex to cont inuam tendo um grande número de requisições, em torno de 
28%. Mesmo com a popular ização de p rogramas do t ipo script, que execu tam no servidor pa ra 
gerar d inamicamente as páginas, a f ração de arquivos tex to se m a n t é m p ra t i camen te inal terada. 
O t ipo de arquivo de t ex to mais popular é o text/html com 25,52% das requisições. 
As aplicações são responsáveis pela t ransmissão da maior f ração de bytes, neste t ipo são 
agrupados os p rogramas executáveis, arquivos p a r a aplicativos e t a m b é m arquivos de dados 
compactados. Os t ipos mais f reqüentes são o application/x-javascript com 5,90% das requisições 
e application/octet-stream com 3,02% das requisições. 
Os tipos com maiores t a m a n h o s médios são os t ipos de áudio e de vídeo. Estes t ipos têm 
representação em requisições pequenas , mas são responsáveis por mais de 15% da fração de 
bytes. O t ipo mais comum de vídeo é o video/mpeg com 0,20% das requisições e de áudio é o 
t ipo audio/x-pn-realaudio com 0,08% das requisições. 
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Tipo Ocorrências Fração (%) Tamanho Médio Fração dos bytes(%) 
imagem 6.093.131 59,31 7.511 21,86 
texto 2.929.857 28.52 17.078 23.90 
aplicação 1.105.983 10,77 69.119 36,51 
- 52.827 0,51 44.361 1,12 
vídeo 33.736 0,33 751.069 12,10 
áudio 25.744 0,25 316.392 3,89 
outros 31.739 0.31 41.338 0,62 
Total 10.273.017 100.00 20.382 100,00 
Tabela 3.7: Registros por t ipo de arquivo. O t a m a n h o é dado em bytes. 
As requisições identif icadas com "-" referem-se a requisições dinâmicas. A t a x a de requisições 
dinâmicas tem diminuido, mesmo com a popular ização de programas que executam nos servido-
res (script), tais como P H P (Hypertext Preprocessor), J S P (Java-Server Pages) e ASP (Active 
Server Pages). E m t raba lhos anter iores a f ração das requisições d inâmicas estava em torno de 
1% [4, 30]. O crescimento do comércio eletrônico pode contribuir p a r a u m possível aumento 
desta representação, pois gera lmente este t ipo de serviço faz uso dessas tecnologias. 
3.4 Avaliação da Evolução da Carga em Oito Anos 
Nesta seção são apresen tadas tabe las e gráficos comparat ivos dos dados obt idos neste t raba lho 
com os j á descritos n a l i t e ra tu ra [1, 4, 30, 33, 36]. São avaliadas as informações referentes a 
evolução da variabil idade nos t a m a n h o s das requisições e dos acessos por t ipo de arquivo. 
Na Tabela 3.8 são apresen tadas informações referentes à variação dos t a m a n h o s dos arquivos 
transmit idos. Nesta t abe la são mos t r ados o ano em que os dados foram coletados, o t raba lho no 
qual os dados foram publ icados, o cache que fez os registros, o per íodo de referência dos registros 
em dias, o número de registros avaliados, o t a m a n h o do maior arquivo encon t rado no conjunto de 
registros, expresso em Kbytes . Todos demais t a m a n h o s es tão expressos em bytes. Nas colunas 
subseqüentes são apresen tadas a média , a mediana , o desvio padrão e o coeficiente de variação 
dos tamanhos dos registros. As q u a t r o ú l t imas l inhas d a tabela , referentes ao ano 2002, referem-
se aos dados obtidos neste t raba lho . P a r a facili tar a análise dos dados d a Tabe la 3.8, criamos 
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gráficos que facili tam a visualização das variações ocorridas nos aspectos avaliados. 
O gráfico da F igura 3.2 apresenta os maiores arquivos encontrados em cada u m a das car-
gas analisadas. C a d a ponto deste gráfico representa u m a informação da coluna "Maior" da 
Tabela 3.8. Como j á descri to anter iormente , é possível verificar que os maiores arquivos dos 
caches cresceram em bytes com o passar dos anos. sendo que. a par t i r de 1999. a tendência de 
crescimento dos t a m a n h o s dos maiores arquivos aumentou . Nos dados mais recentes os maiores 
documentos são d a ordem IO8 em bytes, sete ordens de grandeza maiores do que os menores do-
cumentos. Es tas informações evidenciam o crescimento da variabilidade exis tente nos t a m a n h o s 
das requisições. 
No gráfico da F igura 3.3 são exibidos os dados das médias dos t amanhos dos arquivos em cada 
carga. Cada ponto representa u m a informação da coluna "Média" da Tabe la 3.8. Anal isando 
os pontos percebe-se que as médias dos t a m a n h o s dos arquivos dos caches foram diminuindo 
com o passar dos anos, com pequena tendência de crescimento nos úl t imos anos. Os dados 
mais recentes m o s t r a m que os t a m a n h o s médios chegam a 27 Kbytes . Como o t a m a n h o do 
maior arquivo cresceu muito, indicando que arquivos maiores são t ransfer idos na rede, e a média 
cresceu pouco, é possível inferir que o acesso a arquivos pequenos têm crescido com o passar dos 
anos. 
Ou t ro aspecto a ser observado é a d iminuição da mediana. No gráfico d a F igura 3.4 são 
apresentadas as medianas dos t a m a n h o s dos arquivos encontrados em cada u m a das cargas. 
Cada ponto representa u m a informação d a coluna "Mediana" da Tabe la 3.8. Ao contrár io da 
média, a mediana foi d iminuindo um pouco com o passar dos anos. Nas informações das cargas 
mais recentes a med iana chegou a 2,21 Kby tes mos t r ando que o acesso a pequenos arquivos 
cresceu muito. Como o t a m a n h o do maior arquivo aumen tou muito, a média cresceu e a mediana 
diminuiu, isto implica em um aumen to na variabi l idade nos t amanhos das requisições. 
No gráfico da F igura 3.5 são mos t r ados os desvios padrão encontrados em cada u m a das 
cargas. Cada ponto representa u m a informação d a coluna "Desvio Padrão" d a Tabe la 3.8. Como 
pode ser observado no gráfico, o desvio p a d r ã o t e m tendência de crescimento, conf i rmando então 
o aumento na variabil idade nos t a m a n h o s das requisições. 
No gráfico da F igura 3.6 foram plotados os coeficientes de variação encont rados em cada u m a 
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das cargas. O coeficiente de variação é definido corno a razão entre o desvio pad rão e a nxédia. 
Valores acima de 1 indicam grande variabil idade nos dados [24], C a d a pon to representa u m a 
informação da coluna ' 'GOV" da Tabe la 3.8. Como pode ser observado no gráfico, o coeficiente 
de variação tem tendência de crescimento, conf i rmando então o aumen to na variabil idade nos 
tamanhos das requisições. 
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Figura 3.2: Evolução do t a m a n h o do maior arquivo em oito anos. 
Na Tabela 3.9 são apresen tadas as informações referentes a porcen tagem de acessos por 
t ipo de arquivo no per íodo de oito anos. São exibidos o ano em que as informações foram 
coletadas, o cache e os t ipos de arquivos com maior freqüência de requisições. As informações 
estão dispostas em ordem cronológica p a r a facilitar as observações. A par t i r dos dados é possível 
perceber que os t ipos H T M L e imagens sempre foram os que t iveram a maior ia das requisições, 
apenas nos dados mais recentes as aplicações t iveram maior porcentagem de bytes transferidos. 
As freqüências de ocorrências têm var iado em todos os anos, sendo que a tendência de queda na 
representação das imagens se mos t r a cons tan te nos úl t imos anos. As requisições do t ipo H T M L 
tiveram um acréscimo acen tuado a par t i r de 1999, se man tendo com pequena oscilação até os 
últ imos dados apresentados . O t ipo CGI , que corresponde as respostas geradas d inamicamente , 
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Figura 3.3: Evolução do média dos t a m a n h o s dos arquivos em oito anos. 
sofreu grande variação, chegando ter 19,2% d a representação das requisições em 1996. A par t i r 
de 1998 as requisições geradas d inamicamen te t iveram u m decréscimo acentuado chegando a 
ter representação próx ima de 1%. Os demais t ipos cont inuam com pequena representação e 
pequena variação no número de acessos. 
Na Tabela 3.10 são apresentadas as informações referentes a porcentagem de bytes por t ipo 
de arquivo no per íodo de oito anos. São exibidos o ano em que as informações foram coletadas, 
a carga e os t ipos de arquivos com maior f reqüência de bytes requisi tados. A par t i r dos dados 
é possível perceber que os arquivos de imagens sempre foram responsáveis pela t ransmissão 
da maior porcentagem de bytes. As freqüências de bytes t ransfer idos têm variado todos os 
anos, sendo que a tendência de queda n a representação das imagens se mos t r a constante nos 
últ imos anos. As requisições do t ipo H T M L t iveram um acréscimo acen tuado na representação 
da porcentagem de bytes t ransmi t idos a par t i r de 1999, se man tendo com pequena oscilação 
até os últ imos dados apresentados. O t ipo C G I apresen ta tendência de queda na porcentagem 
dos bytes transferidos. Es te t ipo sofreu g r ande variação, chegando ter 15% da representação dos 
bytes t ransmit idos em 1996. A par t i r de 1998, as requisições geradas d inamicamente t iveram um 
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Figura 3.4: Evolução da med iana dos t a m a n h o s dos arquivos em oito anos. 
decréscimo acentuado chegando a ter representação p róx ima de 1%. Os demais t ipos cont inuam 
com pequena representação e variação nos números de acessos. Os arquivos de áudio, vídeo e 
aplicações t iveram sua f reqüência oscilando cons tan temente . Devemos observar que, mesmo com 
pequena representação dos acessos, estes arquivos t êm f ração de bytes elevada, u l t rapassando, 
em alguns casos, os 10%. 
3.5 Considerações Finais 
Neste capítulo fo ram apresen tadas as cargas de t r aba lho es tudadas , sendo observadas a lgumas 
características p a r a este con jun to de cargas, ta is como: 
• Mais de 98% das solicitações fo ram p a r a o mé todo G E T , o que mos t ra que a Web é 
amplamente ut i l izada p a r a consul ta de informações; 
• Os códigos de status 200 e 304, que resu l tam no sucesso pa ra obtenção do arquivo solicitado 
pela requisição, s o m a r a m mais de 82% das requisições. O código 304 teve um crescimento 
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Figura 3.5: Evolução do desvio pad rão dos t a m a n h o s dos arquivos em oito anos. 
acentuado em relação aos dados dos t raba lhos anter iormente publicados. Isto indica que 
um número maior de arquivos é encont rado no cache; 
• O t amanho médio dos arquivos cresceu pouco, a med iana diminuiu e o t a m a n h o do maior 
arquivo cresceu mui to , evidenciando u m crescimento na variabi l idade dos t a m a n h o s t rans-
mitidos. Os arquivos do t ipo h tml e imagens representam a maior parcela dos acessos, 
mas em u m a porcen tagem inferior à ap resen tada nos t raba lhos referenciados. 0 t a m a n h o 
médio das imagens diminuiu; 
• A variabilidade dos t a m a n h o s dos arquivos t êm tendência de crescimento com o passar 
dos anos. 
O próximo capí tulo apresen ta a correlação ent re t a m a n h o d a respos ta e o t e m p o de serviço. 
E de ta lhada a correlação en t re as grandezas t a m a n h o da requisição e t e m p o de serviço. 
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Figura 3.6: Evolução do coeficiente de variação dos t amanhos dos arquivos em oito anos. 
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Ano Carga Período Registros Menor Maior Média Mediana Desvio Padrão COV 
BU(G) [1] 90 52.901 N/A 16.710 27.480 2.259 336.495 12.24 
BU(U) [1] 26 414.350 N/A 14.160 16.240 2.652 145.939 8.98 
KOREA [1] 24 1.681.963 N/A 56.220 14.640 2.222 152.902 10.44 
1995 BL [33] 37 53.399 8 7.763 12.600 2.654 N/A N/A 
BR [33] 38 179.600 18 9.797 56.074 1.999 N/A N/A 
U [33] 190 173.597 1 18.384 11.927 2.268 N/A N/A 
NASA [33] 28 1.385.259 28 3.341 19.323 4.179 N/A N/A 
DEC1 [1] 1 1.304.565 N/A 22.620 8.792 2.087 86.758 9.86 
DEC2 [1] 1 1.293.147 N/A 31.690 8.598 1.939 88.312 10.27 
VT-LIB [1] 62 127.853 N/A 12.780 7.008 2.070 68.958 9,83 
1996 VT-CS [1] 322 570.385 N/A 20.440 9.762 2.115 123.637 17,64 
VT-HAN [1] 131 440.345 N/A 26.860 8.272 2.261 95.956 11,60 
AUB [1] 2 19.259 N/A 6.779 8.863 1.938 96.405 10,87 
AOL (lj 1 883.082 N / A 46.290 7.545 2.030 127.056 16,83 
1997 POP98 [33] 12 2.111.766 17 20.491 9.065 3.235 N/A N/A 
1998 PORTUGAL [33] 7 1.193.404 51 17.499 9.033 2.779 N/A N/A 
POP99HUG [33] 4 1.121.747 17 26.527 10.527 2.929 N/A N/A 
POP99ZEZ [33] 4 1.120.830 16 64.470 15.223 2.905 N/A N/A 
NLANR-UC [33] 1 800.534 51 52.444 14.105 3.461 N/A N / A 
1999 NLANR-BOl [33] 1 606.179 51 48.806 14.894 3.683 N/A N/A 
USASK [30] 45 21.070.330 N/A N/A 8.422 2.500 116.139 13,79 
CANARIE [30] 45 7.310.038 N / A N/A 12.297 3.455 163.304 13,28 
NLANR-UC [30] 30 24.560.611 N/A N/A 14.066 3.128 247.561 17,60 
NLANR-BO [36] 1 415.132 N / A 43.000 8.174 1.287 138.958 17 
2000 NLANR-PB [36] 1 1.628.713 N / A 76.000 8.537 1.198 187.814 22 
NLANR-BO [36] 1 306.969 N / A 73.000 12.864 936 231.552 18 
2001 NLANR-PB [36] 1 886.608 N/A 33.000 9.471 1.112 132.594 14 
NLANR-PB 4 3.322.450 106 281.000 19.845 2.263 474.603 23,91 
NLANR-SD 3 1.083.415 132 311.000 28.416 2.652 674.253 23,73 
2002 NLANR-SV 4 1.851.472 162 156.000 17.694 3.491 275.059 15,54 
NLANR-RTP 3 4.015.680 158 377.000 19.896 3.041 637.952 32,07 
Tabela 3.8: Evolução dos t a m a n h o s das t ransferências registradas nos caches Web em oito anos. 
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Ano Carga HTML Imagens CGI Audio Vídeo Aplicações 
1995 
BU(G) [1] 12.8 82,8 2,1 0,1 0 0,2 
BU(U) [1] 12.5 84.8 1,5 o.i 0 0 
KOREA [1] 21,7 66,8 5.7 0,2 0,2 0.4 
1996 
DEC1 [1] 11,3 59,1 1,8 0,0 0,0 0,0 
DEC2 [1] 10.9 58,5 1,6 0.0 0,0 0,0 
VT-LIB [lj 15,0 67,1 12,7 0,0 0,0 0,0 
VT-CS [1] 20,6 51,3 19,2 0,2 0 0,1 
VT-HAN [1] 14,8 69,5 8,7 0,1 0,0 0,0 
AUB [1] 13,6 67,5 9,3 0,0 0,0 0,0 
AOL [1] 14,2 73,9 8,2 0,0 0,0 0,0 
1998 W O R L D C U P [4) 9,8 88,1 0,0 0,0 0,0 0,6 
1999 
USASK [30] 19,4 77,5 1,9 0,2 0,0 0,0 
CANARIE [30] 20,5 76,3 1,6 0,4 0,1 0,1 
NLANR-UC [30] 21,5 68,3 1,6 0,2 0,0 0,1 
2002 NLANR 28,5 59,3 0 0,2 0,3 10,7 
T a b e l a 3 .9 : E v o l u ç ã o d o s a c e s s o s p o r t i p o d e a r q u i v o e m o i t o a n o s . 
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Ano Carga HTML Imagens CGI Audio Vídeo Aplicações 
1995 
BU(G) [1] 2,3 21,4 10,0 28,7 3,5 6,6 
BU(U) [1] 2,0 48.5 13,9 6,5 18.5 3.8 
KOREA [I] 2.7 48,8 7,7 '2,1 12,5 14.4 
1996 
DEC1 [1| 1,0 38 8.0 0,0 0.0 0,0 
DEC2 [1] 1,0 40,1 7,5 0,0 0,0 0,0 
VT-LIB [1] 1,5 64,1 13,3 1,7 11,6 1,5 
VT-CS [1] 0,8 46 15,0 5,2 8,0 6,8 
VT-HAN [1] 1,1 53,9 9,3 7,5 13,7 2,8 
AUB [1] 1,5 52,1 7,8 0,1 27,4 1,0 
AOL [1] 7,9 59,9 8,2 1,5 5,0 2,2 
1998 W O R L D C U P [4] 38.6 35,0 0,3 0,0 0,0 20,3 
1999 
USASK [30) 23,2 52,1 0,8 3,3 10,2 3.2 
CANARIE [30] 17,8 49,0 0,2 5,7 12,3 5,1 
NLANR-UC [30] 18,1 39,9 1,0 3,3 6,3 7,8 
2002 NLANR 23,9 21,8 0,0 3,8 12,1 36,5 
T a b e l a 3 .10: P o r c e n t a g e m d o s b y t e s t r a n s f e r i d o s p o r t i p o d e a r q u i v o e m o i t o a n o s . 
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Capítulo 4 
Correlação en t re Tamanho da 
Resposta e Tempo de Serviço 
Neste capítulo é avaliada a correlação ent re o t a m a n h o da resposta a u m a requisição H T T P e 
o t empo necessário p a r a servi-la. Como discut ido no capí tulo 2, poucos t raba lhos descrevem 
o compor tamento dos t empos de serviço [34. 42]. Neste capí tulo são apresentados dados es-
tatísticos para os t a m a n h o s das respostas e p a r a os t empos de serviço, em classes de t a m a n h o s e 
em conjuntos de registros. N a seção 4.1 são apresentados os dados estat ís t icos p a r a os t a m a n h o s 
das respostas e p a r a os t empos de serviço. Na seção 4.2 avaliamos a correlação em faixas de 
t amanhos e por conjuntos de t ipos das respostas . Na seção 4.3 são apresen tadas as considerações 
finais do capítulo. 
4.1 Dados Estatísticos para Tamanhos e Tempos 
Neste t raba lho a correlação en t re o t a m a n h o d a resposta , dado em bytes, e o t e m p o necessário 
pa ra enviá-la, dado em milissegundos, é avaliada em três conjuntos de registros: todos os regis-
tros, o conjunto de hits e o con jun to de misses. Assim podemos avaliar a influência dos hits e 
misses nos tempos de serviço das requisições. 
As Figuras 4.1, 4.2, 4.3 e 4.4 apresen tam gráficos do t a m a n h o dos arquivos t ransfer idos (eixo 
x) e do tempo de t ransmissão p a r a cada t ransferência (eixo y). Os gráficos estão em escala 
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logarítmica nos dois eixos. C a d a figura apresen ta dados de um dos qua t ro caches. As requisições 
dos quat ro dias es tão ag rupadas no mesmo gráfico. Os gráficos rotulados com (a) nas figuras 
referem-se às requisições misses enquan to os gráficos rotulados com (b) das mesmas figuras são 
as requisições hits. 
Todos os gráficos m o s t r a m g rande variabi l idade nos t empos de serviço pa ra respostas de 
mesmo tamanho, em especial q u a n d o as respos tas são de t a m a n h o pequeno. E s t a variação chega 
a cinco ordens de grandeza. As "nuvens" apresen tam u m a cauda que sugere que os tempos 
estão correlacionados com os t amanhos , pa ra t a m a n h o s maiores. Observamos que a grande 
maioria das requisições é pa ra arquivos com menos de 50 KBytes (mais de 90% das requisições). 
Com o crescimento do t a m a n h o das requisições é possível perceber que a dens idade de pontos 
diminui, pois o número de requisições p a r a arquivos maiores é menor. U m a explicação para esta 
variabilidade nos t e m p o s de serviço é a combinação d inâmica da variabil idade dos t amanhos das 
respostas e das diferentes capacidades de conexões en t re os clientes e os caches, além dos atrasos 
gerados pelo tráfego [34]. 
Comparando os gráficos das requisições hits com os da s requisições misses, podemos observar 
claramente que os t empos das respos tas mais ráp idas pa ra os hits são cerca de u m a ordem de 
grandeza menores do que os t empos das respos tas mais ráp idas para os misses. Isto ocorre por-
que, no caso de miss, a necessidade do es tabelec imento de conexão com o servidor (desnecessárias 
no caso de hit) prolonga o t e m p o de serviço. 
Nos gráficos das requisições hits há u m a ocorrência maior de u m t ipo de registro com t a m a n h o 
próximo a 1 Mbyte, estas ocorrências são identif icadas nos gráficos como cache digest. Trata-se 
de um sumário do conteúdo do cache de u m servidor que é t rocado per iodicamente com outros 
servidores per tencentes à hierarquia . Transfere-se u m a lista das en t radas de um cache para o 
outro, pa ra que as pesquisas se jam mais eficientes [41]. 
A Tabela 4.1 apresen ta os valores d a média (/x), do desvio padrão (cr) e do coeficiente de 
variação (cr//z) p a r a os t a m a n h o s das respos tas e os t empos de serviço medidos para estas 
respostas. Na ú l t ima coluna é apresen tado o número to ta l de registros, b e m como o número de 
hits e de misses. Aval iando os dados apresen tados na ú l t ima coluna é possível calcular o HR 
(hit ratio), que é a f ração das requisições a t end idas pelo cache, que variou en t re 19% e 33%. 
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Figura 4.4: Tempo de transmissão (em milissegundos) em função do tamanho para requisições 
(em bytes) do cache RTP hits (a) e misses (b). 
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Figura 4.4: Tempo de transmissão (em milissegundos) em função do tamanho para requisições 
(em bytes) do cache RTP hits (a) e misses (b). 
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Figura 4.4: Tempo de transmissão (em milissegundos) em função do tamanho para requisições 
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Figura 4.4: Tempo de transmissão (em milissegundos) em função do tamanho para requisições 
(em bytes) do cache RTP hits (a) e misses (b). 
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Avallando os dados obt idos para os t a m a n h o s é possível perceber que a média e o desvio 
padrão dos t amanhos dos arquivos p a r a as requisições hits são sempre menores do que para as 
requisições misses. As médias das requisições hits ficaram entre 5,58 e 15,33 Kbytes sendo que, 
para as requisições misses, a média esteve en t re 12,90 e 21,08 Kbytes . As médias pa ra o conjunto 
'"todos" ficou entre 12,15 e 19,67 Kbytes . Neste conjunto , as médias dos t a m a n h o s ficaram mais 
próximas das médias ob t idas p a r a os misses pois estes têm influência dominante . As requisições 
hits têm tamanhos menores devido às requisições do código 304, que. como apresentado no 
capítulo 3, têm respostas pequenas, e aos algori tmos de subs t i tu ição de objetos , que mantém 
preferencialmente arquivos pequenos nos caches. Os dados disponíveis na l i t e ra tura referentes 
aos t amanhos médios r epo r t am t a m a n h o s ent re 7,01 e 12,73 Kbytes p a r a os hits e t amanhos 
entre 9,76 e 16,63 Kbytes pa ra os misses [34]. 
Os desvios pad rão dos t a m a n h o s p a r a as requisições hits ficaram ent re 77,12 e 348,43 Kbytes 
sendo que, pa ra as requisições misses, o desvio pad rão ficou entre 265,72 e 611,12 Kbytes . Os 
desvios padrão pa ra o con jun to "iodos" ficaram ent re 224,67 e 553,47 Kbytes . Os dados obtidos 
com o desvio pad rão m o s t r a m a g rande var iação dos t a m a n h o s dos arquivos t ransmi t idos através 
dos caches Web. Aval iando os dados carac ter izados an ter iormente é possível verificar que os 
desvios padrão dos hits a u m e n t a r a m , sendo que an te r io rmente variavam ent re 40,58 e 118,0 
Kbytes . O mesmo ocorreu p a r a as requisições misses, pois an ter iormente variavam ent re 75,69 
e 648,2 Kbytes [34]. 
As estatísticas p a r a os t empos m o s t r a m que a média e o desvio pad rão dos t empos de serviço 
para as requisições hits são menores que os apresen tados pelos misses, a exceção é o cache P B 
que apresenta t e m p o médio e desvio p a d r ã o maiores p a r a as requisições hits, embora a diferença 
seja pequena. As médias dos t empos ficaram ent re 1,53 e 6,90 segundos p a r a os hits e, pa ra 
as requisições misses, ficaram ent re 1,88 e 8,34 segundos. P a r a o con jun to "todos" a média 
ficou entre 1,78 e 7,99 segundos. C o m p a r a n d o com os dados disponíveis na l i t e ra tu ra é possível 
verificar que os t e m p o s médios das requisições hits a u m e n t a r a m , po rque antes variavam entre 
0,55 e 3,49, e que os t empos médios p a r a as requisições misses d iminuíram, pois estes variavam 
entre 5,09 e 13,53 segundos. U m a possível explicação p a r a este fa to é a melhor ia da capacidade 
dos backbones, que contr ibui p a r a a d iminuição dos t e m p o s dos misses. Q u a n t o aos t empos dos 
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hits, seu aumento pode ser explicado pela obsolescencia do hardware do cache, conjugado com 
um aumento no número de requisições a tendidas . 
Os desvios pad rão dos t empos p a r a as requisições hits hear am ent re 32.02 e 63.57 segundos, 
sendo que. para as requisições misses, o desvio pad rão ficou entre 49,41 e 85.77 segundos. Os 
desvios padrão p a r a o con jun to "todos" ficou en t re 48,08 e 80,90. Os dados obt idos com o 
desvio padrão m o s t r a m grande variação dos t empos de serviço. Um con jun to de fatores pode 
ser considerado como prováveis responsáveis por es ta variação nos t empos de serviço, ent re 
eles a variabil idade nas conexões dos clientes, a variação dos t amanhos das respostas e o custo 
inicial do es tabelecimento de u m a conexão T C P . O custo da conexão é amor t izado somente em 
respostas maiores, pois estas requerem mais pacotes para sua t ransmissão. 
Cache t ipo T a m a n h o (KB) Tempo (s) N° req. 
M a a/ß ß a a/n 
P B 
hit 10,93 94,63 8,65 2,57 53,63 20,86 994.710 
miss 12,90 410,55 31,82 2,25 49,41 21,96 4.184.044 
todos 12,52 371,34 29,65 2,31 50,25 21,75 5.178.754 
R T P 
hit 5,58 77,12 13,82 1,56 34,88 22,35 1.893.630 
miss 16,40 611,12 37,26 1,88 53,03 28,20 4.144.376 
todos 13,01 508,17 39,05 1,78 48,08 26,98 6.038.006 
SD 
hit 15,33 348,43 22,72 6,90 63,57 9,21 375.543 
miss 21,08 605,20 28,70 8,34 85,77 10,28 1.158.615 
todos 19,67 553,47 28,13 7,99 80,90 10,12 1.534.158 
SV 
hit 9,45 99,80 10,56 1,53 32,02 20,92 879.651 
miss 13,50 265,72 19,68 5,34 79,78 14,94 1.769.921 
todos 12,15 224,67 18,49 4,07 67,79 16,65 2.649.572 
Tabe l a 4.1: Dados esta t ís t icos obt idos nos processamentos. 
Pode-se observar que o c o m p o r t a m e n t o é consis tente p a r a todas as cargas anal isadas. Os 
tamanhos são mais variáveis do que os t e m p o s de serviço p a r a o conjun to "todos", o que pode ser 
observado pelo coeficiente de variação. Os coeficientes de variação do con jun to de hits ficaram 
entre S.65 e 22,72. pa ra os t amanhos , e en t re 9,21 e 22,35 para os tempos . C o m p a r a n d o com da-
dos obtidos na l i t e ra tura é possível verificar que o coeficiente de variação p a r a o t empo diminuiu, 
pois estava entre 19,54 e 58,53 [34], e que coeficiente de variação p a r a os t amanhos aumentou , 
pois estava entre 5,78 e 11,89. U m a possível just i f icat iva pa ra estas m u d a n ç a s é que os t amanhos 
têm coeficiente de variação maiores devido ao crescimento dos arquivos grandes e pr incipalmente 
pela popularização destes arquivos. Os arquivos de áudio, vídeo e de p rog ramas compactados j á 
podem ser obtidos em um t empo razoável pelos usuários da Web, pois as conexões es tão cada 
vez mais velozes. A possível just if icat iva p a r a a diminuição do coeficiente de variação dos t empos 
dos hits é a melhoria d a capacidade das redes disponíveis para os usuários . Os coeficientes de 
variação para o con jun to de misses var ia ram ent re 19,68 e 37.26, pa ra os t amanhos , e entre 10,28 
e 28,20 para os t empos . C o m p a r a n d o com os dados publ icados anter iormente , percebe-se que os 
coeficientes de variação dos misses a u m e n t a r a m . Ante r io rmente os coeficientes de variação pa ra 
os misses variavam ent re 7,75 e 42,35 p a r a os t a m a n h o s e entre 5,46 e 13,53 para os tempos. 
Uma possível just if icat iva pa ra essa variação nos t a m a n h o s é o fa to de que os arquivos maiores 
não são cons tan temente a rmazenados nos caches e gera lmente necessi tam serem solicitados dos 
servidores, gerando u m maior coeficiente de variação. P a r a os t empos , a just if icat iva é o fa to 
de que o caminho a ser seguido pela requisição, a t ravessa u m número maior de hosts, como j á 
descrito anter iormente , quan to maior o n ú m e r o de hosts maior a p robab i l idade de a t rasos e de 
aumento do coeficiente de variação. 
Como j á descri to n a seção 3.3, as med ianas dos t a m a n h o s var ia ram ent re 2,21 e 3.41 Kbytes , 
ficando bem abaixo d a média, que variou en t re 17,28 e 27,75 Kbytes , resul tados semelhantes 
aos apresentados em [2]. O coeficiente de variação ( c r / ß ) dos t a m a n h o s variou de 8,65 a 39,05, 
mos t rando a g rande variabi l idade do con jun to de requisições. Es tas característ icas, a saber, 
mediana menor do que a média e g rande coeficiente de variação, indicam que u m a distr ibuição 
de cauda pesada represen ta os dados. Como a maior ia das requisições é de misses, o con jun to de 
misses tem influência dominan t e no con jun to de todas as requisições. Os modelos pa ra descrever 
as variáveis tempos de serviço e t a m a n h o s das respos tas serão discut idos no Capí tu lo 5. 
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4.2 Avaliação da Correlação por Faixas de Tamanhos 
Para consolidar as observações a respei to d a correlação apresen tada nas Figuras 4.1. 4.2. 4.3 
e 4.4 foram realizados vários processamentos nos registros dos qua t ro caches. Inicialmente os 
registros foram divididos em qua t ro classes p a r a enfocar as característ icas de arquivos que sejam 
similares em t amanho . Foram considerados n a classe 1 os arquivos menores ou iguais a 2 Kbytes 
na classe 2 os arquivos maiores do que 2 Kbytes e menores ou iguais a 30 Kbytes, na classe 3 os 
arquivos maiores do que 30 Kbytes e menores ou iguais a 500 Kbytes , e na classe 4 os maiores 
que 500 Kbytes. Na classe 1 foram agrupados 62.8% dos registros, na classe 2 ficaram 32,3% dos 
registros, a classe 3 foi responsável por 4,5% dos registros e a classe 4 por 0,3% dos registros. 
Posteriormente foram processados os arquivos por t ipo de resposta . Os arquivos foram divididos 
em hits, misses e todos os arquivos, sendo dis t r ibuídos nas q u a t r o classes descritas. 
A divisão de registros em faixas de t a m a n h o j á foi ap resen tada em outros t rabalhos [33, 42]. 
Em um deles [42], os registros foram divididos em três faixas de t amanho , sendo considerados 
como M I C E os arquivos menores que 30 Kbytes , E L E P H A N T S os arquivos maiores ou iguais a 
30 Kbytes e menores ou iguais a 500 Kbytes , e M A M M O T H S os arquivos com mais de 500 Kby-
tes. O problema da dis t r ibuição usada é que quase todos os arquivos (94%) ficam na primeira 
classe dos tamanhos , e u m a avaliação en t re classes de arquivos similares fica prejudicada. 
Para a obtenção dos valores da correlação (r) en t re o t a m a n h o da resposta (x) e o t empo de 
serviço (y), para n observações, foi u t i l izada a seguinte fórmula: 
y\xy HxHy 
y - n n 
v / n S ( x ) 2 - ( S ( i ) ) 2 |; v / n S ( y ) 2 - ( E ( y ) ) 2 
n(n— 1) n ( n - l ) 
onde x e y são as variáveis cu j a correlação será avaliada. 
A Tabela 4.2 ap resen ta as correlações ob t idas en t re o t a m a n h o d a resposta e o t empo de 
serviço. Na primeira coluna es tão os caches, na segunda os t ipos de respostas, nas qua t ro colunas 
subseqüentes as classes em que foram avaliadas a correlação, e na ú l t ima coluna a correlação pa ra 
todos os registros. A correlação p a r a as classes 1 e 2 variou ent re 0 e 0,10. Es t a fraca correlação 
para arquivos pequenos pode ser jus t i f icada por vários fatores, tais como as condições d a rede e 
a capacidade das conexões. A t ransmissão de arquivos pequenos é for temente influenciada pela 
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latência da rede, porque gera lmente consiste na t ransmissão de poucos pacotes e a maior pa r t e 
do tempo é gasto 110 es tabelec imento de conexões de rede do que na t rasmissão de pacotes. A 
ocorrência de um evento inesperado em transferências pequenas, tal como a pe rda de um pacote, 
pode aumentar o t e m p o de t ransmissão em pelo menos u m a ordem de g randeza [23]. 
Cache t ipo Correlação por Classe 
Classe 1 Classe 2 Classe 3 Classe 4 Todos 
SD 
hit 0,10 0,02 0,18 0,29 0,28 
miss 0.01 0,02 0.22 0,37 0.37 
todos 0,04 0,01 0,22 0,37 0,36 
R T P 
hit 0,02 0,01 0,15 0,22 0,21 
miss 0,00 0,02 0,11 0,57 0,52 
todos 0,01 0,01 0,11 0,56 0.48 
SV 
hit 0,01 0,02 0,47 0,36 0,39 
miss 0,03 0,04 0,52 0,38 0,42 
todos 0,03 0,04 0,51 0,39 0,42 
P B 
hit 0,00 0,01 0,04 0,21 0,14 
miss 0,01 0,02 0,11 0,55 0,40 
todos 0,01 0,02 0,09 0,55 0,36 
Tabela 4.2: Correlação t a m a n h o X t e m p o de resposta dos processamentos. 
Os resultados p a r a as classes 3 e 4 m o s t r a m que a correlação ent re o t a m a n h o e o t e m p o de 
serviço aumen ta s ignif icat ivamente, p a r a t a m a n h o s maiores, sendo que n a classe 3 a correlação 
variou entre 0,04 e 0,52, e na classe 4 esteve entre 0,21 e 0,57. E m [42] a correlação pa ra as classes 
de arquivos com t a m a n h o s similares aos das classes 3 e 4 foram 0,33 e 0,53 respect ivamente. 
Ou t ro fator a ser anal isado é a correlação observada nos conjuntos de hits e misses. A 
correlação em caso de misses ap resen ta números significativamente maiores nas classes 3, 4 e 
todos. Isto pode ser expl icado pelo fa to de que os caches apresen tam mais hits pa ra arquivos 
pequenos, e mais misses p a r a arquivos grandes. Além disso, o t a m a n h o dos hits é menor do 
que o tamanhos dos misses, conforme apresen tado na Tabe la 4.1, e a correlação para arquivos 
grandes é maior. 
Avaliando os dados de todos os registros percebe-se o domínio das classes 3 e 4 sobre as demais 
classes e. portanto, os índices obt idos ficam próximos dos per tencentes às classes dominantes . 
4.3 Considerações Finais 
Neste capítulo as observações foram concent radas na correlação entre t a m a n h o da resposta e o 
t empo de serviço. As principais observações são as seguintes: 
• O HR variou entre 19 e 33%. es ta t a x a vêm diminuindo com o passar do tempo, e essa 
diminuição se deve ao crescimento progressivo da Web. ao número cada vez maior de 
arquivos, ao crescimento do número de usuários, ao aumen to na diversidade dos acessos e 
ao surgimento in in te r rupto de novas facilidades de uso e de novos serviços; 
• A variabilidade nos t empos de serviço p a r a respostas do mesmo t a m a n h o , em especial 
pa ra respostas de t a m a n h o pequeno, chega a cinco ordens de grandeza . Most ramos que 
o coeficiente de variação pa ra o t e m p o diminuiu e o coeficiente de variação pa ra os t ama-
nhos aumentou. U m a possível jus t i f icat iva p a r a estas mudanças é que os t amanhos têm 
coeficiente de variação maiores devido ao crescimento dos arquivos grandes e, principal-
mente, pela sua popularização. Os arquivos de áudio, vídeo e de p rogramas compactados 
j á podem ser obt idos em um t e m p o razoável pa ra os usuários, pois as conexões estão cada 
vez mais velozes. A possível jus t i f icat iva p a r a a diminuição do coeficiente de variação dos 
tempos é o aumen to da velocidade das conexões e a eficiência dos caches Web; 
• Em arquivos com mais de 30 Kby tes existe for te correlação ent re o t a m a n h o da resposta 
e o t empo de serviço. E m arquivos pequenos a correlação é p e q u e n a ou inexistente. O 
principal motivo pa ra a f raca correlação nos arquivos pequenos é o cus to inicial do protocolo 
para cada conexão. Es te custo é a t enuado apenas em arquivos que precisem t ransmit i r 
um número maior de pacotes p a r a comple ta r a requisição. 
No próximo capí tulo são analisados os modelos estat ís t icos pa ra o t a m a n h o d a resposta e o 
tempo de serviço e são propostos modelos estatísticos para os tempos de serviço. 
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Capítulo 5 
Modelo de Tempo de Serviço 
Neste capítulo são anal isados os modelos es ta t ís t icos pa ra o t amanho e o t empo de t ransmissão 
e são propostos modelos estat ís t icos p a r a os t e m p o s de transmissão. Inicialmente apresentamos 
gráficos para as freqüências simples e a c u m u l a d a dos t amanhos das respostas e dos t empos de 
serviço e poster iormente são apresentados os modelos estatísticos. 
5.1 Distribuição de Freqüência das Requisições 
0 primeiro passo p a r a a cons t rução do modelo é avaliar as freqüências dos t a m a n h o s e dos 
tempos compara t ivamente . Nes ta seção as f reqüências são plotadas em vários gráficos para os 
conjuntos de hits, misses e "todos". O obje t ivo é modelar o compor tamento dos t amanhos das 
respostas e os t empos de serviço. A mot ivação é verificar se os t amanhos podem representar os 
tempos de serviço. 
As Figuras 5.1, 5.2 e 5.3 ap resen tam a f reqüência dos t amanhos (gráficos (a)) e dos t empos 
de serviço (gráficos (b)) p a r a as d u a s variáveis em questão. O objetivo, em cada gráfico, não 
é identificar cada curva mas compara r seu c o m p o r t a m e n t o . Verificamos que todas apresentam 
compor tamento ba s t an t e similar. Os t a m a n h o s es tão distr ibuídos por u m a faixa maior de va-
lores, enquanto os t empos es tão concent rados em u m a faixa mais estrei ta . Além disso, os picos 
observados nos t empos são mais acen tuados do que os observados nos t amanhos , caracter izando 
maior concentração de freqüência em faixas mais estrei tas . 
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Tamanho em bytes 
(a) Todas as requisições 
Tempo em ms 
(b) Todas as requisições 
Figura 5.1: Distribuição dos tamanhos das requisições (a) e tempos de serviço (b) para os 
diversos caches. 
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Tamanho em bytes 
(a) Requisições hits 
Tempo em ms 
(b) Requisições hits 
Figura 5.2: Distribuição dos tamanhos das requisições hits (a) e tempos de serviço hits (b) para 
os diversos caches. 
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Tamanho em byies 
(a) Requisições misses 
Tempo em ms 
(b) Requisições misses 
Figura 5.3: Distribuição dos tamanhos das requisições misses (a) e tempos de serviço misses 
para os diversos caches. 
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É possível verificar nos gráficos que. em alguns pontos, a freqüência de requisições é bem 
superior as demais. Nos gráficos dos t a m a n h o s percebe-se picos nos pontos 500. G00. 2.000 e 
20.000 bytes tanto pa ra hits quan to para misses. As freqüências apresen tadas nestes gráficos 
foram calculadas em intervalos (bins). Foram considerados dez intervalos pa ra cada ordem de 
grandeza. Por exemplo, entre 103 e IO4 temos os intervalos 1001:2000. 2001:3000, 3001:4000, 
até 9001:10000. 
E possível verificar que, nas concentrações, as probabi l idades dos t a m a n h o s pa ra os conjuntos 
misses, comparando com as probabi l idades dos t a m a n h o s dos hits, crescem em representação de 
acordo com o crescimento do t amanho . A concentração de referências nos gráficos dos tempos 
t ambém é perceptível. P a r a os t empos foram usados os mesmos intervalos (bins) descri tos no 
parágrado anterior. Percebe-se picos nos pontos 10, 30, 200, 300 e 2.000 milissegundos. No caso 
de hits a concentração nos t empos pequenos é b e m acentuada . 
A freqüência acumulada dos valores é ap resen tada no gráfico (a) das F iguras 5.4, 5.5 e 5.6. 
O complemento da freqüência acumulada represen ta a cauda da dis tr ibuição. As caudas pa ra os 
três conjuntos de registros são apresen tadas nos gráficos (b) das mesmas Figuras . Novamente 
o objet ivo não é identificar cada curva mas verificar o compor t amen to dos con jun tos de dados, 
t empos e tamanhos . 
Analisando os gráficos (a) das F iguras 5.4, 5.5 e 5.6 observamos que as curvas de t a m a n h o s e 
tempos apresentam compor t amen to similar, porém es tão deslocadas em relação ao eixo x em pelo 
menos u m a ordem de grandeza. As curvas mais próximas do eixo y são as do t e m p o de serviço, 
pa ra cada u m a das qua t ro cargas, enquan to as curvas mais d is tantes do eixo y representam 
os t amanhos . A dis tância entre os con jun tos de curvas de t a m a n h o e t e m p o é maior para o 
conjunto de hits e menor p a r a o con jun to de misses. 
Não é do nosso conhecimento n e n h u m a p ropos t a de modelo p a r a os t empos de serviço. 
Sem u m a descrição do compor t amen to dos t empos de serviço, os t r aba lhos sobre políticas de 
escalonamento em caches e em servidores [16, 35] e os t rabalhos sobre polí t icas de dis t r ibuição de 
tarefas em conjuntos de servidores [8, 22] a s sumem que a duração da t ransmissão é proporcional 
ao t a m a n h o do arquivo t ransmit ido . Es tes gráficos mos t r am que os t empos são c laramente 
dist intos dos tamanhos . Por tan to , a assunção de que o t e m p o de serviço p o d e ser modelado pelo 
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t amanho do arquivo t r ansmi t ido pode ser invalidada. 
As caudas das distr ibuições são apa ren t emen te similares, e se confundem para valores acima 
de 10°. As est imativas do p a r â m e t r o a p a r a a d is t r ibuição de Pareto1 ut i l izando o programa 
a e s t [17] revelaram valores próximos de 1 p a r a t o d a s as curvas. Esses valores indicam a pre-
sença de u m a cauda pesada que prolonga-se à direi ta , por tan to , existe u m a probabil idade não 
desprezível de ocorrência de números mui to grandes . Pode ser verificada existência de u m a 
variabilidade ext rema. A variabil idade cresce mui to à medida que a decresce [33]. 
As Figuras 5.7 e 5.8 m o s t r a m os gráficos obt idos através do p rograma a e s t [17]. Foram 
criados qua t ro gráficos, um p a r a cada cache. Nos gráficos são mostradas as concentrações de 
referências e os pontos em dez níveis definidos pelo p rograma . Estes níveis apresentam agregações 
sucessivas do conjun to de dados ao longo da porção da cauda julgada pelo aest como sendo a 
região de maior influência da c a u d a naquele nível. O gráfico também apresenta os valores 
calculados para o a de cada cache, b e m como o n ú m e r o de pontos utilizados na est imativa. 
A carga de serviço impos t a aos caches Web é ba s t an t e desigual, devido pr incipalmente à 
distribuição dos t a m a n h o s de arquivos. O cache Web pode t ra ta r arquivos mult imídia enormes 
e também arquivos com poucos bytes [5]. A caracter ização dos t amanhos dos arquivos Web 
pode ser modelada por u m a dis t r ibuição de c a u d a pesada . Além da variabil idade em relação ao 
t amanho dos arquivos servidos, o cache expe r imen ta t a m b é m efeitos relativos à variabil idade da 
transmissão dos arquivos p a r a os clientes. 
5.2 Modelo Lognormal para os Tempos de Serviço e Tamanhos 
das Respostas 
A part i r dos gráficos apresentados n a seção 5.1, observamos que as principais diferenças ent re 
os conjuntos de t e m p o s e t a m a n h o s es tão no corpo d a distr ibuição e não na cauda. As curvas 
sugerem que a d is t r ibuição modelo poder ia ser a mesma, porém seus pa râmet ros devem ser 
claramente distintos. 
Como o objet ivo é modelar o corpo d a dis t r ibuição, descar tamos a distr ibuição de Pareto, 
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Figura 5.6: Distribuição acumulada (a) e cauda das distribuições (b) dos tamanhos das re-
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Figura 5.6: Distribuição acumulada (a) e cauda das distribuições (b) dos tamanhos das re-
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(b) Cauda das distribuições das requisições misses 
Figura 5.6: Distribuição acumulada (a) e cauda das distribuições (b) dos tamanhos das re-
quisições e dos tempos de serviço dos misses. 
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File: svtodos No. points: 2649572 Alpha Estimate: 1.035 
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Figura 5.7: Região da cauda d a dis t r ibuição de Pareto p a r a os caches SV(a) e SD(b) . 
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Figura 5.8: Região da cauda da distribuição de Pareto para os caches PB(a) e RTP(b). 
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que é normalmente apl icada pa ra modelar conjuntos de dados que se dis t inguem pela cauda . 
Optamos, então, pelas distr ibuições mais uti l izadas para modelar o corpo do con jun to de dados 
descritas na l i te ra tura [1, 4, 5, 9, 15]. Testamos as distribuições Weibull e Lognormal pa ra 
modelar os tempos de serviço e t amanhos das respostas. Os pa râmet ros necessários p a r a a 
definição das distr ibuições foram calculados por um programa criado pa ra es ta finalidade. As 
ent radas de dados des te p rog rama são os conjuntos de dados a serem modelados. 
Pa ra obter os p a r â m e t r o s d a distr ibuição Lognormal foram calculados as médias e os desvios 
padrão do logari tmo n a t u r a l dos t amanhos das respostas e dos t empos de serviço. As fórmulas 
da média (/z) e do desvio pad rão (cr) usadas pa ra o cálculo dos pa râme t ros são, respect ivamente, 
apresentadas a seguir: 
Y] ln(xi) 
p = 
<j = V i=l i=l n(n— 1) 
A Tabela 5.1 ap resen ta os valores dos pa râmet ros da distr ibuição Lognormal, uti l izados p a r a 
modelar os conjuntos de t a m a n h o s e t empos p a r a cada cache. Podemos observar as diferenças 
nos modelos das d u a s variáveis. As médias obt idas apresen tam diferenças significativas q u a n d o 
comparadas as médias do t a m a n h o (variaram entre 7,90 e 8,22) e do t e m p o (variaram entre 5,12 
e 5,82), sendo que, as médias dos t empos sempre foram menores. Os desvios padrão obt idos 
apresentam pequenas diferenças quando comparados com os desvios do t a m a n h o (variaram ent re 
1,44 e 1,69) e do t e m p o (var iaram ent re 1,37 e 1,95). Os desvios pad rão dos t empos observados, 
em sua maioria, são maiores dos que os observados p a r a os t amanhos , a exceção é o cache P B . 
E impor tan te ressal tar que os pa râmet ros util izados na geração dos gráficos p a r a avaliação d a 
distribuição Lognormal não sofreram ajus tes , ou seja, os pa râmet ros fo ram calculados obtendo-se 
a média e o desvio p a d r ã o do logari tmo na tu ra l dos t a m a n h o s e tempos . 
Como descrito no capí tu lo 2, a dis tr ibuição Weibull t em em sua fórmula dois pa râmet ros 
principais, onde a é o p a r â m e t r o de escala e ß é o pa râme t ro de forma. Os dois pa râmet ros 
devem ser maiores do que zero. P a r a obter os pa râmet ros da dis t r ibuição Weibull a função 
de distribuição cumula t iva foi reduzida pa ra a equação da r e t a y = mx + b, onde m indica a 
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Cache T a m a n h o T e m p o 
ß a M f7 
P B 7,90 1,56 5,81 1,37 
R T P 8,09 1,44 5.12 1,51 
SD 8,06 1,69 5,82 1,95 
SV 8,22 1,44 5,57 1,52 
Tabe la 5.1: P a r â m e t r o s d a dis t r ibuição Lognormal. 
inclinação da reta e b o pon to de intersecção com o eixo y. A redução foi realizada da seguinte 
forma: 
M i r f e y ) = 
M M y r f e ) ] = « s ) . 
ln[ln(1 _lfx})] = ßlnx — ßlna. 
Comparando a equação com a fó rmula reduzida , é possível verificar que o lado esquerdo 
da equação corresponde a y na fórmula reduzida , Inx corresponde a x, ß corresponde a m, 
—ß Ina corresponde a b. Então , real izando u m a regressão linear, com os dados da distribuição 
cumulativa, os pa râme t ros ß e b são obt idos d i re tamente . A es t imat iva do parâmet ro a foi 
calculado como segue: 
A Tabela 5.2 apresen ta os valores dos p a r â m e t r o s d a dis t r ibuição Weibull utilizados para mo-
delar os conjuntos de t a m a n h o s e t empos p a r a cada cache. Os valores obt idos pa ra o pa râmet ro 
de escala (a) apresentam diferenças significativas q u a n d o comparados com os valores de a ob-
tidos para modelar o t a m a n h o (var iaram ent re 10.704 e 14.754) e do t e m p o (variaram entre 
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Cache T a m a n h o Tempo 
a ß Q ß 
P B 10.704 0,42 2.351 0.50 
R T P 12.691 0,58 558 0,47 
SD 11.106 0,51 2.209 0,41 
SV 14.754 0,62 1.627 0,42 
Tabe l a 5.2: P a r â m e t r o s d a distr ibuição Weibull. 
558 e 2.351). sendo que. os valores do p a r â m e t r o de escala dos t empos sempre foram menores. 
Os valores do p a r â m e t r o d a forma (/?) ap re sen t am pequenas diferenças q u a n d o comparados os 
valores do t a m a n h o (var iaram entre 0,42 e 0,62) e do t empo (variaram ent re 0,41 e 0,50). Os 
valores de (ß), p a r a os t amanhos , são, em sua maioria, maiores dos que os observados pa ra os 
tempos, a exceção é o cache P B . Novamente é possível observar as diferenças nos modelos das 
duas variáveis, os p a r â m e t r o s de escala t e m g rande variação enquanto os pa râme t ros de fo rma 
sofrem pequena variação. Os p a r â m e t r o s ut i l izados na geração dos gráficos p a r a avaliação d a 
distr ibuição Weibull t a m b é m não sof re ram a jus tes . 
Os gráficos p a r a os dados reais e os modelos gerados, pa ra t a m a n h o s das respostas e t e m p o 
de serviço dos caches, são apresentados nas F iguras 5.9, 5.10, 5.11 e 5.12. Os conjuntos de 
dados de todos os caches foram modelados de forma similar. Uma inspeção visual indica que o 
modelo Lognormal r epresen ta a d e q u a d a m e n t e os conjuntos de dados. 
Pa r a verificar a val idade do modelo fo ram calculados os valores referentes ao Qui -quadrado 
(X2) das duas distr ibuições. P a r a obter o x 2 das distribuições foi ut i l izada a seguinte fórmula: 
sendo que o representa a f reqüência real observada nos dados e e representa a freqüência esperada 
pela distribuição. N a Tabe la 5.3 são apresen tados os resultados obt idos referentes ao x2- Os 
resultados indicam que a dis t r ibuição Lognormal é mais adequada p a r a o modelo de t a m a n h o 
das respostas e de t e m p o s de serviço do que a dis tr ibuição Weibull. 
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Tamanho 
(a) Distribuição e modelos para os tamanhos 
Tempo 
(b) Distribuição e modelos para os tempos 




(a) Distribuição e modelos para os tamanhos 
Tempo 
(b) Distribuição e modelos para os tempos 
Figura 5.10: Distribuições empírica e modeladas para os tamanhos (a) e tempos (b). Dados do 
cache RTP. 
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(b) Distribuição e modelos para os tempos 




(a) Distribuição e modelos para os tamanhos 
Tempo 
(b) Distribuição e modelos para os tempos 
Figura 5.12: Distribuições empírica e modeladas para os tamanhos (a) e tempos (b). Dados do 
cache SD. 
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Cache Tamanho Tempo 
Weibull Lognormal Weibull Lognormal 
P B 8.72 0,74 5.96 0,20 
R T P 10.41 1,01 1.54 0,07 
SD 14.53 2.73 3,60 0,83 
SV 8.60 0.94 8,07 0,38 
Tabelei 5.3: Valores do x 2 pa ra os modelos testados. 
5.3 Considerações Finais 
Neste capítulo ap resen tamos gráficos para as freqüências simples e acumulada dos t amanhos 
das respostas e dos t e m p o s de serviço. P ropusemos um modelo p a r a os t empos de serviço. 
E possível, pela inspeção visual e dos dados obt idos a t ravés do x 2 , perceber que os modelos 
de distr ibuição Lognormal representam adequadamen te os conjuntos de dados do t a m a n h o d a 
resposta e do t e m p o de serviço. 
No próximo capí tu lo são apresentadas as taxas de serviço nos servidores. São feitas avaliações 




Taxas de Serviço nos Servidores 
Cache 
Neste capítulo são apresen tadas as t axas de serviço ( throughput) nos servidores, obt idas a par t i r 
dos dados coletados. P a r a realizar estes cálculos foram necessários filtros adicionais aos j á 
descritos no capítulo 3. P a r a o cálculo d a t a x a de serviço foram anal isadas apenas as requisições 
cujo código de respos ta era 200, pois r ep resen tam a t ransmissão comple ta de um arquivo, es tando 
ele ou não no cache. T a m b é m foram aplicados filtros pa ra identificar apenas as respostas do 
código 304, pois represen tam que o arquivo que se encon t ra no cache a inda é válido. Análises 
sobre este t ipo de respos ta são apresen tadas p a r a avaliar o c o m p o r t a m e n t o do tempo de resposta 
em conjuntos de respostas cu jo t a m a n h o apresen ta pequena variabil idade. 
6.1 Avaliação das Taxas de Serviço em Grupos Distintos 
A taxa de serviço foi calculada dividindo-se as requisições em grupos de hits e misses e de acordo 
com as classes de t a m a n h o s j á descri tas an te r io rmente na seção 4.2. P a r a se obter as taxas, os 
tamanhos foram convert idos p a r a Kby tes e os t e m p o s convert idos em segundos. Pa r a cada 
arquivo servido foi ob t ida a t a x a de serviço dividindo-se seu t a m a n h o pelo t empo de serviço. A 
seguir a taxa de serviço média, pa ra cada conjunto , foi calculada. 
Na Tabela 6.1 são apresen tados os dados referentes a t a x a de serviço calculada. Na pr imeira 
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coluna são most rados os caches, na segunda coluna o t ipo de resposta (hit ou miss) e nas colunas 
subseqüentes as classes de t a m a n h o s j á descri tas anteriormente. 
Cache t ipo T a x a de Serviço por Classe em K b y t e s / s 
Classe 1 Classe 2 Classe 3 Classe 4 Todos 
SD 
hit 52,41 150,23 145,27 187.36 57,36 
miss 5,85 37,95 34,02 21,09 20,06 
R T P 
hit 101,48 408,46 178,50 109,41 108,34 
miss 10,39 58,90 71,98 56.62 35,13 
SV 
hit 19,22 93.57 70,07 98,44 29,25 
miss 7,14 43,87 39.42 18,16 26.24 
P B 
hit 19,50 85,94 89,51 67,68 28,97 
miss 4,32 29,26 49,54 35,66 13,76 
Tabela 6.1: T a x a de serviço por classes de t a m a n h o para respostas com código 200. 
E possível perceber a g rande var iabi l idade de taxas obtidas. As t axas são sempre menores 
na classe 1, que compreende os arquivos menores . Is to se deve ã proporção do t e m p o necessário 
para estabelecimento das conexões de rede em relação ao t empo tota l d a t ransmissão. As 
transferências des ta classe são real izadas com um pequeno número de pacotes. As conexões 
necessárias no t r a t a m e n t o dos pacotes T C P influenciam significativamente o desempenho de 
t ransmissão de arquivos que se e n q u a d r a m nes ta classe de t amanho . As classes que têm arquivos 
de tamanhos maiores ap resen tam melhor desempenho. 
As classes 2, 3 e 4 ap resen tam t a x a de serviço similar. Nestas classes o estabelecimento 
da conexão não influencia t an to a ob tenção dos t empos de serviço, t o rnando as taxas mais 
próximas, d i ferentemente do observado n a classe 1. E possível identificar c laramente que as 
respostas hits t em desempenho de d u a s a oito vezes melhor que as respostas misses em todos os 
caches avaliados e p a r a todas as classes. As respostas hits tem melhor desempenho devido ao 
recurso solicitado es tar mais próximo do cliente. Assim, o número de hosts que u m a requisição 
hit precisa atravessar é menor do que o n ú m e r o de hosts visitados nas requisições misses, como 
conseqüência as requisições misses t e m desempenho menos eficiente. O u t r a just if icat iva p a r a 
estas diferenças entre hits e misses é pela melhor conectividade ent re os clientes e os caches. 
Os caches analisados per tencem à In ternet 2 amer icana . As maiores diferenças são observadas 
na classe 1 em que a t axa de serviço pa ra os hits chega a ser dez vezes superior à dos misses. 
Os arquivos maiores têm melhor desempenho pois o custo inicial de a b e r t u r a de conexão é 
minimizado com a t ransmissão de um n ú m e r o maior de pacotes p a r a comple tar a requisição. 
Comparando com os dados disponíveis na l i t e ra tura verifica-se que as requisições misses 
obt iveram desempenho bem superior. Anter iormente , as t axas de serviço p a r a estas requisições 
chegavam no máximo a 7 Kbi t s / s , ou seja. menos do que 1 K b y t e / s [34]. No presente t raba lho 
as taxas obt idas para as requisições misses var ia ram ent re 13.76 e 35.13 K b y t e s / s considerando 
todas as requisições. Por tan to , a melhora nas taxas observada foi de 13 a 35 vezes. Es t a 
ora nos tempos dos misses se deve a melhora n a conectividade dos clientes e servidores. 
Também existem esforços dos pesquisadores p a r a minimizar as diferenças ent re as respostas 
das requisições hits e misses a través da redução de velocidade dos hits [19]. As requisições hits 
t ambém tiveram o seu desempenho melhorado. C o m p a r a n d o com os dados de caches similares 
avaliados anteriormente, es ta melhora chega a q u a t r o vezes. 
A velocidade de serviço na Internet es tá associada aos recursos básicos de comunicação 
associados à Internet . En t r e os recursos es tão as capacidades de t ransmissão dos dados, as quais 
são bem diversas e t em velocidades que var iam ent re 56 K b i t s / s e 1 G b i t / s [3]. Es t a s diferentes 
tecnologias influenciam d i re tamente as t axas de serviço obt idas pelos usuários. As taxas de 
serviço obt idas neste t r aba lho var iaram ent re 4,32 K b y t e s / s e 408,46 Kby te s / s , ou seja, as t axas 
de serviço estão mui to dis tantes da capac idade de t ransmissão de dados disponível demons t r ando 
que os outros recursos envolvidos no t r a t a m e n t o de u m a requisição t êm influência significativa 
para as taxas de serviço. 
A Tabela 6.2 apresenta os mesmos dados d a Tabe la 6.1 na un idade pacotes por segundo. O 
t a m a n h o dos pacotes foi definido em 1.500 bytes, pois é u m dos mais comuns nas t ransmissões 
Web [13]. Os t amanhos de pacotes que t r a fegam pela Web são variáveis. O obje t ivo deste 
processamento foi verificar as caracter ís t icas das t ransmissões em pacotes e obter a t a x a de 
pacotes t ransmit idos por segundo. 
Na Tabela 6.3 são mos t radas as t axas ob t idas nas requisições em que as respostas foram 
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Cache t ipo pacotes por segundo 
Classe 1 Classe 2 Classe 3 Classe 4 Todos 
SD 
hit 56.30 114.71 101.20 128,04 61.53 
miss 8,80 28.31 23,61 14.41 17,54 
R T P 
hit 123.99 316,09 123,95 74,72 149.40 
miss 13.42 44.56 49,92 38,68 30,37 
SV 
hit 24,63 71,28 48,64 67,24 36.27 
miss 9.20 33,24 27,36 12.41 21,37 
P B 
hit 24,81 65,58 62,13 46,23 33,84 
miss 6.10 22.03 34,33 24.37 12.86 
Tabela 6.2: Pacotes t r ansmi t idos por classes de t a m a n h o e para respostas com código 200 
divididos em pacotes de 1500 bytes. 
com o código 304 p a r a todos os caches. Es te t ipo de respos ta é enviada quando o navegador ou 
cache no nível inferior contém a pág ina requis i tada pelo cliente mas es ta página está com prazo 
de validade vencido (stalled). Neste caso, o cache que contém a página emite u m a requisição 
condicional pa ra verificar se a pág ina foi modif icada, o servidor informa que a página não sofreu 
alterações e cont inua sendo válida. Não há divisão em classes de t amanhos , pois todos os 
registros do código de respos ta 304 se e n q u a d r a m na classe 1. Como a variação dos t a m a n h o s 
para estas respostas é mui to pequena , é possível fazer u m a avaliação da eficiência de cada um dos 
caches. Os caches avaliados a t endem conexões de diferentes continentes e o cache R T P apenas 
conexões localizadas nos Es t ados Unidos. 
Os resultados não apresen tam a m e s m a variação das ou t ras respostas, devido à similaridade 
dos tamanhos t ransfer idos . E m todos os casos é necessária a t ransmissão de u m único pacote p a r a 
transferência da requisição pois o t a m a n h o médio das solicitações varia mui to pouco (entre 270 
e 280 bytes). O cache R T P teve u m a t a x a de 34,71 K b y t e s / s , sendo este valor significativamente 
maior que os apresen tados pelos demais caches. Neste cache, 98% de todas as requisições fo ram 
atendidas em um t e m p o menor do que 100 milissegundos. Este desempenho melhor se deve a 
proximidade do cache aos clientes e as conexões de a l t a velocidade presentes no país onde ele 













Tabela 6.3: T a x a de serviço por classes para respostas com código 304. 
está sediado. 
Pa ra obtenção dos dados apresentados na Tabe la 6.4 foram feitos cálculos similares ao da 
Tabela 6.3, considerando a t axa obt ida em pacotes por segundos. C o m p a r a n d o com os dados 
da Tabela 6.3, é possível perceber que a t a x a paco tes / segundo é maior que a t axa Kby te s / s . 
Isto se deve ao fa to de que as respostas são pequenas e não preenchem u m pacote completo, isto 
aumen ta a t axa paco tes / segundo . 
6.2 Efetividade do Cache 
Podemos definir a e fe t iv idade dos caches como a t a x a média de resposta de todas as requisições 
hits pa ra u m con jun to de registros dividida pela t axa média de respos ta das requisições misses 
do mesmo conjun to de registros. A efet ividade indica o ganho percebido por um usuário q u a n d o 
a página é r ecuperada de u m cache. A efet ividade foi calculada e os resul tados obt idos são 
apresentados na Tabe la 6.5. E possível perceber que o cache a u m e n t a a efet ividade do serviço 
H T T P . Um hit é a t end ido com u m a taxa média de serviço de 3 a 6 vezes maior do que a t axa 
dos misses. 
91 













Tabela 6.4: Taxa de serviço em pacotes por segundo pa ra respos tas 304. 
Cache efe t iv idade do proxy 
SD 4,26 
R T P 6,11 
SV 2,84 
P B 2,98 
Tabe la 6.5: Dados d a efe t iv idade do cache. 
6.3 Considerações Finais 
Neste capítulo foram apresen tadas as t axas de serviço ob t idas nos servidores cache, e as ava-
liações mais relevantes são: 
• Os arquivos pequenos (classe 1) expe r imen tam u m a taxa de serviço menor , e as respostas 
hits chegam a ser dez vezes mais ráp idas do que as respostas misses. Isto se deve à 
proporção do t e m p o necessário p a r a es tabelec imento das conexões de rede em relação 
ao tempo to ta l d a t ransmissão. Como o número de pacotes t r ansmi t idos nos arquivos 
pequenos é menor , a sobrecarga d a a b e r t u r a de conexões influencia for temente a t axa 
de serviço. As respostas misses pequenas t êm desempenho b a s t a n t e reduzido, pois há 
necessidade de es tabelecimento de conexões complementares com os servidores o que afe ta 
92 
ainda mais a t a x a de serviço. 
• As classes 2. 3 e 4 apresen tam taxas de serviço que chegam a 408,46 K by t e s / s nas re-
quisições hits e a 71,98 K b y t e s / s nas requisições misses, demons t r ando que. t an to as re-
quisições hits q u a n t o as misses t êm t ido um melhor desempenho com o passar dos anos; 
• O cache R T P têm o melhor desempenho , isto pode ser observado pelas taxas de serviço 
obt idas pa ra as requisições hits. C o m o o cache R T P responde a requisições localizadas no 
país em que es tá localizado, possivelmente atravessa um número de hosts menor e q u a n d o 
o número de hosts no caminho é menor , o t empo de serviço é melhor. Es te cache t a m b é m 
é o mais efetivo, ou seja, onde as respos tas hits são enviadas com taxas mui to superiores 
as taxas das respos tas misses; 
• O custo pa ra as requisições misses varia entre 2,84 e 6,11 quando comparada com as 





. dissertação apresentou uma descrição da carga dos caches Web, bem como u m a comparação 
com os resultados disponíveis na l i tera tura , com o in tu i to de adquirir u m a melhor percepção e 
entendimento das cargas de servidores proxy, assim como re t ra ta r os padrões de acesso. 0 obje-
tivo principal da descrição da carga é apresentar u m a avaliação da evolução das caracterís t icas 
da carga Web em te rmos de variabilidade, b e m como os reflexos des ta variabi l idade nas t axas 
de serviço. 
Também são apresentadas evidências de que os t a m a n h o s das respostas ap resen tam compor-
tamentos dist intos dos t empos de serviço. Através d a análise de u m a série de gráficos percebeu-
se que, embora ambas as característ icas possam ser modeladas pela m e s m a distr ibuição, os 
parâmet ros são distintos, em especial a média . Es tas diferenças apresen tadas são impor tan tes 
pois os modelos de simulação e analíticos precisam dos modelos de t e m p o de serviço. 
Este capítulo conclui es ta dissertação ap resen tando os resul tados obtidos, as contribuições 
geradas e sugestões p a r a t rabalhos fu turos . 
7.1 Resultados e Contribuições 
As contribuições deste t r aba lho podem ser divididas em dois grupos: e s tudo de caracter ização de 
carga Web comparando com os resul tados disponíveis na bibliografia e apresentação de modelos 
estatísticos com parâmet ros dist intos pa ra os t a m a n h o s das respostas e p a r a os t empos de serviço. 
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O primeiro con jun to de contribuições deste t r aba lho é a caracterização da carga de qua t ro 
servidores cache, t o m a d a no per íodo de 28 /10 /2002 a 31/10/2002. total izando 18.630.327 re-
quisições. J u n t a m e n t e com es ta caracter ização foi ap resen tada uma série histórica coletada em 
trabalhos anteriores de caracter ização de carga e u m a comparação com os dados gerados por 
este trabalho. As caracter ís t icas mais relevantes verificadas e comparadas são: 
• O t amanho médio dos arquivos variou en t re 12,16 e 19,68 Kbytes e a mediana variou ent re 
0,7 e 1,5 Kbytes . Os maiores arquivos encont rados nos registros estão entre 156 e 377 Mby-
tes. Observamos que, no per íodo de 8 anos, o t a m a n h o médio teve um pequeno aumento , 
i mediana dos arquivos diminuiu, e o t a m a n h o dos maiores arquivos teve crescimento 
acentuado. Estes dados m o s t r a m que mesmo com grandes arquivos sendo transmit idos, 
isso ainda não causou impac to nos t a m a n h o s médios dos arquivos transferidos devido ao 
grande volume no t ráfego de arquivos pequenos; 
• As requisições de imagens (gi f e jpeg) r epresen tam u m a fração significativa, em torno de 
48% das requisições e 21% da f ração de bytes, e o t a m a n h o médio das imagens ficou em 
torno de 6 Kbytes . C o m p a r a n d o com t raba lhos anteriores é possível observar que a f ração 
das requisições, o t a m a n h o médio e a f ração dos bytes das imagens têm diminuido com o 
passar dos anos. Nos t raba lhos anteriores, o t a m a n h o médio das imagens era de 8 Kbytes , 
a fração das requisições era de 68% e a f ração dos bytes era de 40%. Os arquivos do t ipo 
HTML cont inuam tendo um g rande n ú m e r o de requisições, em torno de 19%. A fração de 
arquivos H T M L se m a n t é m p ra t i camen te ina l terada; 
• Em torno de 7% das requisições t em t a m a n h o maior do que 70 Kbytes. Estes arquivos são 
responsáveis por 60% dos bytes t ransfer idos; 
• Os coeficientes de variação p a r a hits es tão ent re 8,65 e 22,72 pa ra os t amanhos dos arquivos 
servidos pelos q u a t r o caches e en t re 9,21 e 22,35 p a r a os tempos de serviço. Comparando 
com dados obt idos na l i t e ra tu ra é possível verificar que o coeficiente de variação p a r a o 
t empo diminuiu, es tava en t re 19,54 e 58,53, e que coeficiente de variação para os t a m a n h o s 
aumentou, es tava en t re 5,78 e 11,89. U m a possível just if icat iva para estas mudanças é 
que os t a m a n h o s t ê m coeficiente de variação maiores devido ao crescimento dos arquivos 
grandes e p r inc ipa lmente pela popularização destes arquivos. Os arquivos de áudio, vídeo 
e de programas compac tados j á podem ser obt idos em um t empo razoável pelos usuários 
da Web. pois as conexões estão cada vez mais velozes. A possível just if icat iva pa ra a 
diminuição do coeficiente de variação dos tempos é a evolução das capacidades das redes 
e dos sistemas servidores disponíveis pa ra os usuários. Os coeficientes de variação para os 
misses var iaram en t re 19.68 e 37,26 pa ra os t amanhos e entre 10.28 e 28,20 para os tempos . 
Comparando com os dados publicados anter iormente, percebe-se que os coeficientes de 
variação dos misses a u m e n t a r a m . Anter iormente os coeficientes de variação para os misses 
variavam ent re 7,75 e 42,35 para os t amanhos e entre 5.46 e 13,53 pa ra os tempos . U m a 
possível jus t i f icat iva p a r a essa variação nos t amanhos é o fato de que os arquivos maiores 
não são cons t an temen te a rmazenados nos caches e geralmente necessi tam serem solicitados 
dos servidores, g e r a n d o u m maior coeficiente de variação. P a r a os tempos , a just i f icat iva 
é o fa to de que o caminho a ser seguido pela requisição atravessa um número maior de 
hosts, quan to maior o número de hosts maior a probabi l idade de a t rasos e de aumen to 
do coeficiente de variação. Estes dados mos t r am que a variabil idade dos t amanhos dos 
arquivos aumen tou , como j á se previa; 
• E m arquivos com mais de 30 Kbytes existe for te correlação ent re o t a m a n h o da respos ta 
e o t e m p o de serviço. E m arquivos menores a correlação é pequena . O principal motivo 
para a f raca correlação nos arquivos pequenos é o custo inicial do protocolo pa ra cada 
conexão. Es te cus to é amor t izado em arquivos que precisem t ransmi t i r u m número maior 
de pacotes p a r a comple ta r a requisição; 
• Os arquivos pequenos exper imen tam u m a t axa de serviço menor , e as respostas hits che-
gam a ser dez vezes mais ráp idas do que as respostas misses. Is to se deve à proporção do 
t empo necessário p a r a estabelecimento das conexões de rede em relação ao t e m p o to ta l 
da t ransmissão. C o m o o número de pacotes t ransmi t idos nos arquivos pequenos é menor , 
o es tabelecimento de conexões influencia for temente a t axa de serviço. As respostas mis-
ses pequenas t ê m desempenho bas tan te reduzido, há necessidade de estabelecimento de 
conexões complementa res com o servidores o que afe ta a inda mais a t axa de serviço. 
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Como segunda contr ibuição des ta dissertação, apresentamos u m a p ropos ta de um modelo 
de serviços HTTP. Os tempos de serviço foram modelados pela dis t r ibuição lognormal. Como 
verificado nos dados produzidos pela caracter ização da carga, os t empos de serviço podem ser 
diferentes em várias ordens de grandeza pa ra arquivos de mesmo t a m a n h o . Assim, utilizar 
parâmetros dos modelos de t a m a n h o da respos ta em subst i tu ição aos modelos de tempo de 
serviço pode levar a conclusões errôneas. Acredi tamos que o cache pode se beneficiar se reco-
nhecer que requisições do mesmo arquivo são a tend idas por conexões diferentes, que apresentam 
qualidade diferente de conectividade. 
7.2 Trabalhos Futuros 
A caracterização cont inuada é necessária, pois a evolução da Web é cons tan te . 0 número de 
usuários e volume de documentos a rmazenados crescem cons tan temente e a mudança nas cargas 
devido a novas aplicações e novas facilidades de uso é freqüente. Um es tudo da evolução dos 
acessos a documentos únicos seria útil p a r a avaliar a presença destes documentos nos caches e 
gerar informações que possibili tem u m t r a t a m e n t o mais adequado destes registros pelo cache. 
Mesmo com o g rande volume de registros de acesso disponíveis, exis tem poucos t rabalhos 
de caracterização de t empos de serviço de caches publicados, d i f icul tando a obtenção de da-
dos estatísticos e t a m b é m o en tend imento das razões de longos t empos de resposta observados 
freqüentemente no a t end imen to das requisições. U m a seqüência na tu ra l des te t raba lho é a uti-




[1] Glialeb Abdul la . Analysis and Modeling of World Wide Web Traffic. P h D thesis. Virginia 
Polytechnic Ins t i t u t e and S ta te University, Blacksburg, Virginia, May 1998. 
[2] Ghaleb Abdulla , E d w a r d A. Fox, Marc Abrams , and Stephen Williams. W W W Proxy Traf-
fic Character izat ion with Appl icat ion to Caching. Computer Science Department. Virginia 
Technology, (CS-97-03): l -20, March 1998. 
[3] Abilene, h t tp : / / ab i l ene . in t e rne t2 . edu . 
[4] Mar t in F. Arl i t t and Tai J in . A Workload Character izat ion S tudy of the 1998 World C u p 
Web Site. IEEE Network, 14(3):30-37, M a y / J u n e 2000. 
[5] Mar t in F. Arl i t t and Carey L. Wil l iamson. Web Server Workload Character iza t ion: T h e 
Search for Invar iants . In Proceedings of the 1996 ACM Sigmetrics Conference, pages 126-
137, Phi ladelphia . PA, May 1996. 
[6] David M. Kristol Ba lachander Kr i shnamur thy , Jeffrey C. Mogul. Key Differences Between 
H T T P / 1 . 0 and H T T P / 1 . 1 , volume 31, pages 1737-1751, Toronto, 1999. 
[7] Gaurav Banga and Pe te r Druschel . Measur ing the Capaci ty of a Web Server Under Realistic 
Loads . World Wide Web Journal - Special Issue on World Wide Web Characterization 
and Performance Evaluation, 2(1-2) :69-83, 1999. 
[8] Nikhil Bansal and Mor Harchol-Bal ter . Analysis of S R P T Scheduling: Invest igat ing Unfair-
ness. In Proceedings of ACM Sigmetrics 2001 Conference on Measurement and Modeling 
of Computer Systems, pages 279-290. 2001. 
98 
[9] Paul Barford and Mark Crovella. Genera t ing Representat ive Web Workloads for Network 
and Server Per formance Evaluation. In Proceedings of ACM SIGMETRICS'98, pages 151— 
160, Madison, Wisconsin, USA, Ju ly 1998. 
[10] Paul Barford and Mark Crovella. Measur ing Web Per formance in the Wide Area. Perfor-
mance Evaluation Review - Special Issue on Network Traffic Measurement, and Workload 
Characterization, 27(2):35-46, September 1999. 
[11] Greg Barish and Ka t i a Obraczka. World Wide Web Caching: Trends and Techniques. IEEE 
Communications Magazine, 38(5): 178-184, 2000. 
r~!2! Joachim Charzinski . H T T P / T C P Connect ion and Flow Character is t ics . Performance Eva-
luation, 42:149-162, September 2000. 
[13] K Claffy, Greg Miller, and Kevin T h o m p s o n . T h e Na tu re of the Beast : Recent Traffic 
Measurements f rom an Internet Backbone. In Proceedings of the INET98, Geneva, 1998. 
[14] Douglas E. Comer and David L. Stevens. Interligação em Rede com TCP/IP: Projeto, 
Implementação e Detalhes Internos. Ed i to ra Campus , Rio de Janeiro , 1999. 
[15] Mark Crovella and Azer Bestavros. Self-Similarity in World Wide Web Traffic: Evidence 
and Possible Causes. IEEE/ACM Transaction Networking, 5:835-846, December 1997. 
[16] Mark Crovella, Bob Frangioso, and Mor Harchol-Bal ter . Connect ion Scheduling in Web 
Servers. In Proceedings of USITS'99: USENIX Symposium on Internet Technologies and 
Systems, pages 243-254, Boulder, Colorado, USA, October 1999. 
[17] Mark E. Crovella and Murad S. Taqqu . Es t ima t ing the Heavy Tail Index f rom Scaling 
Propert ies . Methodology and Computing in Applied Probability, l ( l ) : 5 5 - 7 9 , Ju ly 1999. 
[18] Brian D. Davison. A Web Caching Pr imer . IEEE Internet Computing, 5(4):38-45, 
J u l y / A u g u s t 2001. 
[19] Brian D. Davison, Chandrasekar Kr ishnan , and Baoning Wu. W h e n does a hit = a miss? 
In Proceedings of the Seventh International Workshop on Web Content Caching and Dis-
tribution (WCW'02), Boulder, CO, Augus t 2002. 
[20] John Dilley, Rich Friedrich, Tai J in . a n d J e r o m e Rolia. ¡Measurement Tools and Model ing 
Techniques for E v a l u a t i n g Web Server P e r f o r m a n c e . In Proceedings of 9th International 
Conference on Modeling Techniques and Tools, pages 155-168, Lec ture Notes in C o m p u t e r 
Science, vol. 1245, Spr inger-Verlag, 1997. 
[21] J ames Get tys , J e f f r ey C. Mogul , Hen r ik Frys tyk , P a u l J . Leach, La r ry Masinter , a n d T i m 
Berners-Lee. H y p e r t e x t T rans fe r P r o t o c o l - H T T P / 1 . 1 . Technical repor t , 1999. 
[22] Mor Harchol -Bal te r , M a r k E . Crovella, a n d Cr i s t i na D u a r t e M u r t a . On Choosing a Task 
Assignment Policy for a D i s t r i b u t e d Server Sys t em. Journal of Parallel and Distributed 
Computing, November 1999. 
[23] Venkata N. P a d m a n a b h a n Har i B a l a k r i s h n a n , Sr in ivasan Senhan , Mark S t emm, a n d 
R a n d y H. K a t z . T C P Behavior of a B u s y I n t e r n e t Server: Analysis a n d Improvements . 
In Proceedings of the IEEE Infocom 1998 Conference, pages 252-262. San Francisco, CA, 
April 1998. 
[24] R a j Ja in . The Art of Computer Systems Performance Analysis. J o h n Wiley & Sons, 1991. 
[25] Wagner Meira J r . , C r i s t i n a D u a r t e M u r t a , Sergio Vale Aguiar C a m p o s , and Dorgival 
Olavo Guedes Ne to . Sistemas de Comércio Eletrônico. E d i t o r a C a m p u s . Rio de Jane i ro , 
2002. 
[26] Balachander K r i s h n a m u r t h y a n d J enn i f e r Rex fo rd . Web Protocols and Practice: HTTP/l.l, 
Networking Protocols, Caching, and Traffic Measurement. Addison-Wesley Longman P u -
blishing Co., Inc. , 2001. 
[27] Balachander K r i s h n a m u r t h y a n d C r a i g E . Wills . Ana lyz ing Fac to r s T h a t Inf luence E n d - t o -
E n d Web P e r f o r m a n c e . In Proceedings of the 9th International World Wide Web Conference 
on Computer Networks, vo lume 33, pages 17-32, A m s t e r d a m , May 2000. 
[28] Binzhang Liu. Cha rac t e r i z i ng W e b R e s p o n s e T i m e . M a s t e r ' s thesis, Virginia Poly technic 
Ins t i tu t e a n d S t a t e Universi ty, B lacksburg , Virginia . Apri l 1998. 
[29] Ari Luotonen. Web Proxy Servers. Prentice-Hall, 1998. 
100 
[30] Anirban Mahant i , Carey Williamson, and Derek Eager. Traffic Analysis of a Web Proxy 
Hierarchy. IEEE Network Magazine. 14(3): 16-23, M a y / J u n e 2000. 
[31] Daniel A. Menascé and Virgilio A. F. Almeida. Capacity Planning for Web Performance. 
Metrics. Models, & Methods. Prentice-Hall , New Jersey, 1998. 
[32] Mart in W. M u r h a m m e r , Orcun Atakan, Stefan Bretz, Larry R. Pugh , Kazunar i Susuki, 
and David H. Wood . TCP/IP: Tutorial e técnico. Makron Books, São Paulo, 2000. 
[33] Crist ina Dua r t e M u r t a . Modelo de Particionamento de Espaço para Caches na World Wide 
Web. P h D thesis, D e p a r t a m e n t o de Ciência da Computação . Universidade Federal de Minas 
Gerais, Belo Horizonte, Minas Gerais, Agosto 1999. 
[34] Crist ina D u a r t e M u r t a and Virgílio A. F. Almeida. Character iz ing Response T ime of 
W W W Caching P roxy Servers. In Proceedings of the Workshop on Workload Characte-
rization, realizado em conjunto com o IEEE/ACM Micro'31, International Symposium on 
Microarchitecture, pages 110-116, Dallas, Texas, November 1998. 
[35] Cris t ina D u a r t e M u r t a and Tarcísio Paulo Corlassoli. Política de Escalonamento p a r a 
Servidores Web Baseada n a Velocidade da Conexão. Anais do 20o. Simpósio Brasileiro de 
Redes de Computadores, 2002. 
[36] Cris t ina D u a r t e M u r t a and Marco Antonio Jonack. Caracter ização de Carga de Caches na 
W W W . Revista Eletrônica de Iniciação Cientifica, 2(2), 2002. 
[37] NLANR. Nat ional L a b o r a t o r y for Applied Network Research, h t tp : / / i r cache .n l an r .ne t . 
[38] David A. Pa t t e r son and J o h n L. Hennessy. Computer Architecture: A Quantitative Appro-
ach, 2nd Edition. Morgan K a u f m a n n Publishers, California, 1996. 
[39] David A. P a t t e r s o n and J o h n L. Hennessy. Organização e Projeto de Computadores: A 
Interface Hardware/Software. LTC, Rio de Janeiro, 2000. 
[40] Alex Rousskov and Valéry Soloviev. A Performance Study of the Squid Proxy on HTTP/1.0. 
World Wide Web, 2(l-2):47-67, 1999. 
101 
[41] Alex Rousskov and Duane Wessels. Cache digests. Computer Networks and ISDN Systems. 
30(22-23):2155-2168, November 1998. 
[42] Manish Sharma and J o h n W. Byers. How Well Does File Size Predic t Wide-Area Transfer 
Time? In The Proceedings of Globecom 2002 - Global Internet Symposium 02, Taipei. 
November 2002. 
[43] Squid. Squid Internet Ob jec t Cache. h t t p : / / s q u i d . n l a n r . n e t / S q u i d . 1997. 
r44l William Stallings. Arquitetura e Organização de Computadores. Prent ice Hall, São Paulo, 
[4ùj Anurew S. Tanenbaum. Computer Networks. Prent ice Hall. 1997. 
[46] Kevin Thompson, Gregory J . Miller, and Rick Wilder . Wide-Area In ternet Traffic Pa t t e rns 
and Characterist ics. IEEE Network, 11 (6): 10-23, November /December 1997. 
[47] Gabriel Torres. Hardware Curso completo. Axcel Books do Brasil Edi to ra , Rio de Janeiro, 
1999. 
[48] Duane Wessels and K Claffy. Evolut ion of t he N L A N R Cache Hierarchy: Global Configu-
ration Challenges. NLANR, 1996. 
102 
Apêndice A 
O Software Squid 
Um dos programas p a r a cache da Web mais uti l izados é o Squid, que é o resul tado do t raba lho 
da comunidade da In te rne t , a t ravés do N L A N R . E um programa de cache uti l izado em servi-
dores proxy pa ra requisições de clientes Web. Imp lemen ta os protocolos F T P , H T T P , Gopher e 
WAIS (Wide Area Information Servers). A F igu ra A . l mostra um d iagrama de blocos com os 
protocolos supor tados pelo Squid (servidor proxy). O Squid possui recursos pa ra geração de logs 
das requições a tendidas e é compat ível com o SSL (Secure Socket Layer). 
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O Squid é um dos servidores de cache mais util izados na Internet , e s t ando presente na 
maioria dos servidores de cache [43]. Os principais motivos para isso são a sua simplicidade de 
configuração e utilização, e por ser gra tui to . 
E possível utilizar servidores Squid organizados de forma hierárquica. P a r a executar a co-
municação entre caches d a mesma hierarquia, o Squid uti l iza o protocolo ICP. A comunicação 
com outros caches é fei ta pela por ta U D P 3130 por default, mas a comunicação t ambém p o d e 
ser feita por H T T P . O Squid usa ACLs ( Access Control Lists) pa ra decidir quais clientes p o d e m 
ser capazes de acessá-lo como um proxy. 
Um Cache Squid t em a capacidade de funcionar como acelerador do servidor da Web. Ele 
ar na f rente de um ou mais servidores origem e a tua r como front-end pa ra os pedidos 
recebidos. O servidor Squid deve ser executado na p o r t a H T T P default 80 para funcionar 
como um servidor de front-end. Como muitos out ros proxies com caching, o Squid utilizava 
originalmente u m modelo de t empo de vida de expiração dos recursos en t rados no cache. As 
versões recentes do Squid usam um modo diferente, baseado na t axa de a tual ização [26]. 
O Squid recentemente introduziu t a m b é m os resumos de cache (digests). A versão a tua l 
do Squid (versão 2.5) é capaz de t r a t a r de alguns dos recursos do H T T P 1.1, como conexões 
persistentes e au tent icação de proxy. O Squid t a m b é m é capaz de aproveitar as melhorias recentes 
nos sistemas operacionais populares, como as bibliotecas de thread [21]. O Squid foi concebido 
pa ra ser u m servidor proxy eficiente, com o menor t e m p o de resposta possível p a r a o usuário. 
Pa ra isso, m a n t é m em memória R A M os obje tos em t rânsi to , os ob je tos mais recentemente 
acessados, u m a t abe la com dados de todos os obje tos a rmazenados no cache, as ú l t imas chamadas 
de resolução de nomes e os últ imos obje tos acessados com erros. A manu tenção dessas e s t r u t u r a s 
em memória pr incipal t em objet ivo de ot imizar o func ionamento do Squid, ev i tando repetições 
de chamadas . 
A . l Códigos de Resultados do Squid, 
Os códigos de resul tados informam como as requisições fo ram t ra tadas , se houve acerto, erro, 
dentre outros. Os códigos T C P referem-se às requisições H T T P (geralmente p o r t a 3128). Os 
códigos U D P referem-se às requisições I C P (geralmente p o r t a 3130). Os códigos Squid T C P e 
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são os seguintes: 
TCP-HIT : u m a cópia vál ida foi encon t rada no cache. 
TCPJUISS: o ob j e to solicitado não se encont ra no cache. 
T C P - R E F R E S H _ H I T : u m a cópia do ob je to requis i tado j á exp i rada encontra-se no cache. 
0 Squid fez u m pedido p a r a saber se o ob je to foi modificado desde de te rminada d a t a e 
recebeu a informação de que não houve alterações. 
TCP_REF_FAIL-HIT: u m a cópia do ob je to requis i tado j á exp i rada encontra-se no cache. 
quid fez u m pedido se modif icado desde? Es te pedido falhou ( t imeout) e por isso foi 
entregue essa cópia ao cliente. 
TCP_REFRESH_MISS: u m a cópia do ob je to requis i tado já exp i rada encontra-se no cache. 
0 Squid fez u m pedido se modif icado desde? E recebeu um novo obje to . 
TCP .CLIENT_REFRESHJVI ISS e T C P - C L I E N T J R E F R E S H : o cliente emitiu um pedido 
para atualizar o ob je to . 
T C P J M S - H I T : o cliente emit iu u m pedido se modif icado desde? U m a cópia válida foi 
encontrada no cache. 
TCP-SWAPFAIL-MISS e T C P - S W A P F A I L : o ob je to solicitado estava no cache mas não 
foi possível acessá-lo. 
TCP_NEGATIVE_HIT: o ob je to solicitado não é a rmazenado no cache. 
T C P - M E M - H I T : u m a cópia vál ida do ob je to solicitado foi encon t rada no cache e t ambém 
na memória, isto anulou o acesso ao disco. 
T C P - D E N I E D : o acesso foi negado p a r a es ta solicitação. 
T C P - O F F L I N E _ H I T : u m ob je to requis i tado foi r e to rnado ao cache du ran te o período que 
o solicitante es tava offline. O m o d o offline nunca valida qualquer obje to . 
TCP JMS-MISS: apagado, TCPJMS_HIT usado no lugar deste. 
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• UDPJHIT: u m a cópia válida do ob je to solicitado foi encontrada 110 cache. 
• UDPJY1ISS: o ob j e to solicitado não foi encontrado 110 cache. 
• UDP_DENIED: o acesso foi negado pa ra esta solicitação. 
• U D P J N V A L I D : recepção de u m a solicitação inválida. 
• U D P - M I S S - N O F E T C H e U D P . R E L O A D I N G : a cache vizinha está carregando os seus 
dados a par t i r do disco (fase de inicialização) e não permite que se jam feitos pedidos T C P 
de objetos misses. 
" " ^ P . H I T - O B J : ob je tos não estão disponíveis. 
Jódigos de Resposta do Protocolo HTTP 
É com base no código re to rnado pelo protocolo H T T P , após ter t ransfer ido um objeto, que o 
Squid decide como a rmazena r o o b j e t o [21], As mensagens de resposta H T T P iniciam com a 
Status Line, que possui t rês campos: o número de versão do protocolo do servidor, o código de 
resposta e u m a frase explicativa d a resposta . Um pedido processado p o d e ter sucesso, fa lha ou 
ser redirecionado a o u t r o servidor. Os erros podem ocorrer na requisição do cliente, conflitos, 
por excesso de t e m p o ou no servidor. Todos os t ipos de respostas são agrupados em classes de 
respostas. Os códigos de respos ta são divididos em 5 classes: 
• Informational Ixxr. são as respos tas d a classe informativa, estes códigos são utilizados p a r a 
aplicações exper imenta is . 
• Successful 2xxr. códigos de respos tas da classe de sucesso, a requisição do cliente foi recebida 
com sucesso pelo servidor e inclui a resposta apropr iada com base no método pedido. 
• Redirection Sxx-, códigos de respos tas da classe de redirecionamento. E usada pa ra informar 
ao cliente que u m a ação adicional é necessária pa ra completar a requisição. 
• Client Error J^xxr. códigos de respostas da classe de erro do cliente. A requisição não 
pode ser a t end ida por erros comet idos pelo cliente, a requisição não deve ser repe t ida sem 
modificações. 
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• Server Error õxx: códigos de respostas d a classe de erro do servidor. O erro es tá s i tuado 
no servidor, mudanças na requisição do cliente não corrigirão o problema. Estes códigos 
são utilizados quando o servidor souber que não pode realizar o pedido naquele momento. 
Existem no total qua ren ta e um códigos de status de resposta 110 H T T P / 1 . 1 . O H T T P / 1 . 1 
manteve os dezesseis códigos de status de respos ta do H T T P / 1 . 0 [26] que a inda são significativos 
no H T T P / 1 . 1 . A seguir são mos t rados os códigos de status de resposta do H T T P / 1 . 1 . 
• 100 Continue: o cliente deve cont inuar com a requisição, permi te a t ransmissão do pedido. 
Permite que o cliente saiba se o servidor será capaz de a tender à expec ta t iva do cliente 
com relação a sua requisição. 
• 101 Switching Protocols: passa p a r a ou t ro protocolo. Serve como supor t e pa ra a a tua-
lização de outros protocolos. 
• 200 OK: a requisição foi a t end ida com sucesso. A informação adicional r e to rnada com a 
resposta depende do mé todo de pedido. 
• 201 Created: a requisição foi a t end ida e criado u m novo recurso, no rma lmen te uti l izada 
para pedidos P O S T . 
• 202 Accepted: a solicitação foi acei ta m a s a inda não foi processada to ta lmente . Mesmo 
podendo falhar mais tarde , a in tenção desse código é permit i r que o usuár io continue com 
seu processo sem esperar o fim d a operação no servidor de origem. 
• 203 Non-Authoritative Information: os me tadados re tornados a inda não são definitivos, e 
foram obtidos de lugares fora do servidor origem. Provavelmente a in formação ob t ida não 
é idêntica a que o servidor origem te r ia enviado. 
• 204 No Content: o servidor in forma que o processo de t r a t a m e n t o do pedido es tá finalizado 
e não é necessário m u d a n ç a no que o usuár io poder ia ver. 
• 205 Reset Content: o servidor informa que o processo de tratamento do pedido está fina-
lizado e são necessárias complementações nas informações do cliente. 
107 
206 Partial Content: indica ao cliente que a respos ta recebida nao é uma resposta completa . 
E possível que o cliente solicite apenas os úl t imos bytes de um recurso. 
300 Multiple Choices: é usado p a r a indicar que u m recurso pode ser selecionado de u m a 
forma negociada a par t i r de u m a série de representações possíveis, encont radas em dife-
rentes locais. 
301 Moved, Permanently: é usado p a r a indicar que o recurso solicitado possui um novo 
endereço. 
302 Found: o recurso solicitado foi movido t empora r i amen te para um endereço diferente, 
os clientes deverão cont inuar a usar o endereço antigo em fu turas requisições. 
303 See Other, o recurso solicitado p o d e ser encon t rado em um endereço diferente. 
304 Not Modified: é r e to rnado se o horár io de modificação de um recurso sendo validado 
não mudou desde o horár io d a ú l t ima modif icação, incluído no pedido. 
305 Use Proxy: ins t ru i a en t idade solici tante a repet i r o pedido por meio do proxy indicado. 
306 Unused: ut i l izado em versões anter iores do H T T P 1.1. 
307 Temporary Redirect: o recurso solici tado es tá t emporar iamente em u m endereço dife-
rente. 
400 Bad Request: a s intaxe do ped ido es tá incorre ta ou não pode ser en tendida pelo 
servidor. 
401 Unauthorized: a requisição requer au ten t icação do cliente. Se o pedido não tiver a 
autorização necessária, en tão o servidor r e t o r n a o código de erro 401. Isso pode acontecer 
se o pedido não incluir qualquer in fo rmação de autorização ou se incluir informações de 
autorização inválidas. 
402 Payment Required: reservado p a r a uso fu tu ro . 
403 Forbidden: o pedido foi entendido pelo servidor, mas o servidor se recusou a atender. 
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404 Not Found: o servidor não conseguiu localizar o recurso solicitado. 
405 Method Not Allowed: o método especificado na requisição não é permit ido. E gerada 
u m a resposta mais de ta lhada do problema pa ra que o cliente corr i ja a solicitação. 
406 Not Acceptable: re torna u m a lista dos formatos disponíveis, evi ta que o cliente envie 
um pedido subseqüen te para ou t ro fo rmato não disponível. 
407 Proxy Authentication Required: indica que o recurso só es tá disponível a clientes 
autenticados. 
408 Request Timeout: o cliente não produziu a requisição dent ro do t e m p o que o servidor 
estava esperando. A requisição pode ser enviada sem modificações a qualquer momento . 
409 Conflict: a requisição não pode ser comple tada por conflito no recurso solicitado. Se 
dois usuários t e n t a m mudar um recurso por meio de P U T , o servidor de origem pode 
detectar isso como u m problema e responder com u m a resposta 409. 
410 Gone: o recurso solicitado foi removido e seu novo local não p o d e ser de te rminado . 
411 Length Required: permi te que o cliente saiba que o servidor precisa saber o t a m a n h o 
do conteúdo do corpo da mensagem antes de processar a requisição. 
412 Precondition Failed: u m a de te rminada pré-condição falha q u a n d o feito o teste no 
servidor, a a tua l ização não é efe tuada. 
413 Request Entity Too Large: o servidor recusa a requisição por não es tar habi l i tado a 
t raba lhar com arquivo tão grande. 
414 Request-URI Too Long: o servidor recusa a requisição por que o endereço solicitado é 
muito grande. 
415 Insupported Media Type: é usado q u a n d o o fo rma to do pedido do cliente es tá em u m 
formato que não é aceito pelo servidor. 
416 Requested Range Not Satisfiable: trabalha com requisições feitas sobre intervalos de 
byte quando nenhum dos intervalos puder ser retornardo através do recurso atual. 
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• 417 Expectation Failed: o servidor recebe u m a requisição inesperada ou sabe que o servidor 
acima não pode rá t r aba lha r com a requisição. 
• 500 Internai Server Error, é r e to rnada se o servidor não puder de terminar a condição de 
erro exata. 
• 501 Not Implemented: o servidor não s u p o r t a a funcional idade requerida pela requisição. 
• 502 Bad Gateway: é usado q u a n d o um servidor a tua lmen te como um proxy ou gateway 
não consegue processar u m a resposta de um ou t ro servidor. 
• 503 Service Unavaliable: o servidor não pode responder t emporar iamente , mas poderá 
responder mais t a rde . 
• 504 Gateway Timeout: o servidor, enquan to ativava um gateway ou proxy, não recebeu 
uma resposta em t e m p o hábil . 
• 505 HTTP Version Not Supported: indica que o número de versão do protocolo na men-
sagem de pedido não é aceito pelo servidor. 
A.3 Métodos de Pedido H T T P 
Um método de pedido in forma ao servidor H T T P qual ação deve ser executada sobre o recurso 
identificado pelo endereço do pedido. O mé todo é apl icado ao recurso pelo servidor e a resposta é 
gerada. A resposta é compos t a por u m código de resposta , dados sobre o recurso e os cabeçalhos 
de resposta complementares . O H T T P / 1 . 1 define oito métodos que são descritos a seguir: 
• GET: é aplicado ao recurso especificado no endereço que fez a requisição. A resposta 
gerada é o valor real do recurso, por exemplo, a t ransferência de u m arquivo solicitado. 
Um pedido G E T pode incluir a rgumentos const ru idos com base na en t rada do usuário. 
A part ir do H T T P / 1 . 1 o mé todo G E T foi modif icado p a r a solicitar apenas par tes de um 
recurso. Um ped ido G E T pode incluir u m modif icador de pedido, e isto pode resultar em 
uma ação diferente. Por exemplo, o mé todo G E T pode ser res t r i to a buscar um recurso 
apenas se a ho ra d a ú l t ima modif icação do recurso solicitado for maior do que o valor 
especificado no cabeçalho If-Modified-Since. 
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HEAD: pedido de apenas o cabeçalho H T T P para um endereço e não todo o documento . 
Os principais usos do mé todo H E A D são depurar a implementação do servidor e de te rminar 
se um recurso foi a l t e rado recentemente sem transferi-lo realmente. 
P O S T : é usado p a r a t ransfer i r dados pa ra o endereço especificado, serve pa ra fazer as 
atualizações de recursos existentes ou p a r a oferecer en t rada para processos que man ipu lam 
dados. O usuário precisa ter au ten t icação necessária para modificar os recursos disponíveis. 
P U T : serve p a r a a rmazena r dados em de te rminado endereço. O servidor origem proces-
ado um pedido P U T examina o endereço da solicitação para decidir se o pedido modifi-
á um recurso exis tente ou cr iará um novo. O usuário precisa ter direitos de acesso p a r a 
aplicar este método . 
C O N N E C T : reservado p a r a uso fu tu ro . 
D E L E T E : é usado p a r a excluir os recursos do endereço identificado pela requisição do 
cliente. 0 mé todo é fornecido p a r a a exclusão de recursos remotamente . O usuário precisa 
ter direitos de acesso p a r a aplicar este método. 
O P T I O N S : serve p a r a que o cliente verifique as informações a respei to das capacidades de 
um servidor. 
T R A C E : pe rmi t e que u m cliente sa iba o conteúdo da mensagem que foi realmente recebida 
pelo receptor. 
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