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a b s t r a c t
In this paper, we first give the existence of and the general expression for the solution to
an inverse eigenproblem defined as follows: given a set of real n-vectors {xi}mi=1 and a set of
real numbers {λi}mi=1, and an n-by-n real generalized reflexivematrix A (or generalized anti-
reflexive matrix B) such that {xi}mi=1 and {λi}mi=1 are the eigenvectors and eigenvalues of A
(or B), respectively,we solve the best approximation problem for the inverse eigenproblem.
That is, given an arbitrary real n-by-n matrix A˜, we find a matrix AA˜ which is the solution
to the inverse eigenproblem such that the distance between A˜ and AA˜ is minimized in
the Frobenius norm. We give an explicit solution and a numerical algorithm for the best
approximation problem over generalized reflexive (or generalized anti-reflexive)matrices.
Two numerical examples are also presented to show that our method is effective.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paper, some symbols and notation are used. Let Rn×m denote the set of all n-by-m real matrices,
ORn×n denote the set of all n-by-n orthogonal matrices, AĎ be the Moore–Penrose generalized inverse of matrix A, Ik be
the identity matrix of order k, ‖A‖ be the Frobenius norm of a matrix A, rank(A) denote the rank of a matrix A, and for
A, B ∈ Rn×m, ⟨A, B⟩ = trace(BTA) denote the inner product of matrices A and B; thenRn×m is a Hilbert inner product space,
and the norm of a matrix generated by the inner product is the Frobenius norm.
Definition 1.1 (See [1,2]). A matrix P ∈ Rn×n is said to be a generalized reflection matrix if P satisfies that PT = P, P2 = I .
Definition 1.2 (See [1,2]). Let P ∈ Rn×n and Q ∈ Rm×m be two generalized reflection matrices. A matrix A ∈ Rn×m is called
generalized reflexive (or generalized anti-reflexive) with respect to the matrix pair (P,Q ) if PAQ = A (or PAQ = −A). The
set of all n-by-n generalized reflexive (or generalized anti-reflexive) matrices with respect to matrix pair (P,Q ) is denoted
byRn×nr (P,Q ) andRn×na (P,Q ).
The generalized reflexive and anti-reflexivematrices havemany special properties and uses in engineering and scientific
computations (see [1–6]). Chen [1] have studied the properties and the applications of generalized reflexive and anti-
reflexive matrices. Some other applications of generalized reflexive and anti-reflexive matrices have been studied in
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[2–6]. In particular, let P = Q ; then the generalized reflexive (or generalized anti-reflexive) matrix is called a reflexive
(or anti-reflexive) matrix, which plays an important role in many areas and has been studied in [7–9]. Moreover, let
P = Q = Jn; then the generalized reflexive (or generalized anti-reflexive) matrix is the well-known centrosymmetric (or
anti-centrosymmetric) matrix, which has been widely and extensively studied in [10–19]. It should be pointed out that the
generalized reflexive (or generalized anti-reflexive) matrices here are particular cases of (R, S)-symmetric matrices in [20],
because the matrices R and S in [20] may not be limited to the generalized reflection matrices set.
Let ϕ beRn×nr (P,Q ) orRn×na (P,Q ). We consider the following problems.
Problem I (Inverse Eigenproblem). If X = [x1, . . . , xm] ∈ Rn×m and Λ = diag(λ1, . . . , λm), determine whether there is an
A ∈ ϕ such that AX = XΛ. If so, characterize the subset ϕ(Z,Λ) such that ϕ(X,Λ) = {A ∈ ϕ|AX = XΛ}.
Problem II (Approximation Problem). If A˜ ∈ Rn×n and ϕ(X,Λ) ≠ φ, then find AA˜ ∈ ϕ(X,Λ) such that
‖A˜− AA˜‖ = minA∈ϕ(Z,Λ) ‖A˜− A‖. (1)
The inverse eigenproblem and the approximation problem have important applications in practice, and have been
discussedwidely (see [6–8,10–13,21–24]).Many important results have been achieved in discussions of the above problems,
associated with many kinds of matrix sets, such as symmetric and generalized centrosymmetric matrices [7], reflexive
matrices [8], bisymmetric (nonnegative definite) matrices [10], centrosymmetric and centroskew matrices [11,12], R-
symmetric matrices [21,22], and symmetric matrices [23,24]. As a special inverse eigenvalue problem, the left and right
inverse eigenvalue problem for generalized reflexive and anti-reflexive matrices has been discussed in [6]. However, the
inverse eigenproblem and the approximation problem over generalized reflexive and anti-reflexive matrices have not been
discussed.
This paperwill solve the above problems over the generalized reflexive and anti-reflexivematrices. It can be seen that our
results extend those of [7,8,11,12]. If P = Q , our results apply to symmetric and generalized centrosymmetric matrices [7]
and reflexive matrices [8]. If R = S = Jn, our results apply to centrosymmetric (centroskew) matrices [11,12].
The rest of this paper is organized as follows. In Section 2, we will introduce the structural properties of the generalized
reflexive and anti-reflexivematrices, andderive the solvability conditions of Problem I and the solutions over the generalized
reflexive and anti-reflexive matrices. Then in Section 3, we will prove the existence and uniqueness of the solutions for
Problem II, and give the expression and the algorithm for the solutions. Two numerical examples are provided in Section 4.
2. Solvability conditions and solutions of Problem I
In this section we first introduce some structural properties of the generalized reflection matrix dual (P,Q ) and the
subsets Rn×nr (P,Q ) and Rn×na (P,Q ) in Rn×n. Then we give the solvability conditions for Problem I and its solutions on
generalized reflexive and anti-reflexive matrices.
Lemma 2.1 (See [9, Lemma 1]). Assume P and Q are n-by-n real generalized reflection matrices, respectively. Let
P1 = 12 (In + P), P2 =
1
2
(In − P), Q1 = 12 (In + Q ), Q2 =
1
2
(In − Q ). (2)
Then P1, P2,Q1 and Q2 are orthogonal projection matrices, that satisfy P1 + P2 = In, P1P2 = 0,Q1 + Q2 = In,Q1Q2 = 0.
Lemma 2.2 (See [9, Lemma 2]). Assume P1, P2,Q1 and Q2 are defined by (2) and rank(P1) = r, rank(Q1) = s. Then rank(P2) =
n − r, rank(Q2) = n − s, and there exist unit column orthogonal matrices U1 ∈ Rn×r ,U2 ∈ Rn×(n−r), V1 ∈ Rn×s and
V2 ∈ Rn×(n−s) such that
P1 = U1UT1 , P2 = U2UT2 , P = U1UT1 − U2UT2 , UT1 U2 = 0; (3)
Q1 = V1V T1 , Q2 = V2V T2 , Q = V1V T1 − V2V T2 , V T1 V2 = 0. (4)
Remark 2.1. Define U = (U1,U2), V = (V1, V2); it follows from Lemma 2.2 that U, V ∈ ORn×n, and
P = U

Ir 0
0 −In−r

UT , Q = V

Is 0
0 −In−s

V T . (5)
Lemma 2.3 (See [5, Lemma 3]). Assume generalized reflection matrices P,Q with the forms of (5); then A ∈ Rn×nr (P,Q ) if and
only if
A = U

M 0
0 N

V T (6)
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whereM = UT1 AV1,N = UT2 AV2, and B ∈ Rn×na (P,Q ) if and only if
B = U

0 F
E 0

V T (7)
where E = UT2 BV1, F = UT1 BV2.
In order to investigate the solvability of Problem I, we need the following lemmas.
Lemma 2.4 (See [24]). Given X ∈ Rn×m with rank(X) = l,Λ = diag(λ1, λ2, . . . , λm) ∈ Rm×m, let the SVD of X be
X = L

Σ 0
0 0

K T ,
where L = (L1, L2) ∈ ORn×n, K = (K1, K2) ∈ ORm×m, L1 ∈ Rn×l, K1 ∈ Rm×l,Σ = diag(σ1, . . . , σl), σi > 0, 1 ≤ i ≤ l.
Then GX = XΛ is solvable inRn×n if and only if
XΛXĎX = XΛ.
In this case, the general solution is
G = XΛXĎ + ZLT2, ∀Z ∈ Rn×(n−l).
Lemma 2.5 (See [24, Lemma 1.3]). Given X, Y ∈ Rn×m with rank(X) = l, let the SVD of X be the same as that in Lemma 2.4.
Then GX = Y has a solution G ∈ Rn×n if and only if
YXĎX = Y .
In this case, the general solution is
G = YXĎ + ZLT2,
where L2 ∈ Rn×(n−l), LT2L2 = In−l,R(L2) = N (XT ), and Z ∈ Rn×(n−l) is arbitrary.
From Lemmas 2.4 and 2.5, we obtain the following lemma easily.
Lemma 2.6. Given X, Y ∈ Rn×m with rank(X) = l,Λ = diag(λ1, λ2, . . . , λm) ∈ Rm×m, let the SVD of X be the same as that
in Lemma 2.4. Then GX = YΛ is solvable inRn×n if and only if
YΛXĎX = YΛ.
In this case, the general solution is
G = YΛXĎ + ZLT2,
where Z ∈ Rn×(n−l) is arbitrary.
The following theorem gives the solvability condition and the solution of Problem I over generalized reflexive matrices.
Theorem 2.1. Given X ∈ Rn×m,Λ = diag(λ1, λ2, . . . , λm) ∈ Rm×m, set
V TX =

X1
X2

, X1 = V T1 X ∈ Rs×m, X2 = V T2 X ∈ R(n−s)×m, (8)
and
UTX =

X3
X4

, X3 = UT1 X ∈ Rr×m, X4 = UT2 X ∈ R(n−r)×m. (9)
Let the SVD of X1 be
X1 = L1

Σ1 0
0 0

K T1 (10)
and the SVD of X2 be
X2 = L2

Σ2 0
0 0

K T2 , (11)
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where L1 = (L11, L12) ∈ ORs×s, K1 = (K11, K12) ∈ ORm×m, L11 ∈ Rs×s1 , K11 ∈ Rm×s1 , s1 = rank(X1),Σ1 =
diag(σ11, . . . , σ1s1), σ1i > 0, 1 ≤ i ≤ s1; L2 = (L21, L22) ∈ OR(n−s)×(n−s), K2 = (K21, K22) ∈ ORm×m, L21 ∈
R(n−s)×s2 , K21 ∈ Rm×s2 , s2 = rank(X2),Σ2 = diag(σ21, . . . , σ2s2), σ2j > 0, 1 ≤ j ≤ s2. Then AX = XΛ is solvable in
Rn×nr (P,Q ) if and only if
X3ΛX
Ď
1X1 = X3Λ, X4ΛXĎ2X2 = X4Λ. (12)
In this case, the general solution is
A = A0 + U

Z1LT12 0
0 Z2LT22

V T , (13)
where
A0 = U

X3ΛX
Ď
1 0
0 X4ΛX
Ď
2

V T , (14)
and Z1 ∈ Rs×(s−s1) and Z2 ∈ R(n−s)×(n−s−s2) are arbitrary.
Proof. We first prove the necessity. Assume that Problem I is solvable. Let A be its solution; it follows from Lemma 2.3 that
there existM ∈ Rr×s,N ∈ R(n−r)×(n−s) satisfying
A = U

M 0
0 N

V T , AX = XΛ. (15)
Substituting (8) and (9) into (15) yields
M 0
0 N

X1
X2

=

X3
X4

Λ,
i.e.,
MX1 = X3Λ, NX2 = X4Λ. (16)
By Lemma 2.6, (12) holds.
Moreover, let the SVDs of X1 and X2 be as described in (10) and (11), respectively. Then the solutions of (16) can be
expressed as
M = X3ΛXĎ1 + Z1LT12, N = X4ΛXĎ2 + Z2LT22 (17)
for some Z1 ∈ Rs×(s−s1) and Z2 ∈ R(n−s)×(n−s−s2). Substituting (17) into (15) yields (13).
Next we prove the sufficiency. Suppose that (12) holds. For any Z1 ∈ Rs×(s−s1) and Z2 ∈ R(n−s)×(n−s−s2), (13) and (14)
imply that A ∈ Rn×nr (P,Q ) by Lemma 2.3 and
AX = U

X3ΛX
Ď
1 0
0 X4ΛX
Ď
2

V TX + U

Z1LT12 0
0 Z2LT22

V TX
= U

X3ΛX
Ď
1 0
0 X4ΛX
Ď
2

X1
X2

+ U

Z1LT12 0
0 Z2LT22

X1
X2

.
Since LT12X1 = 0, LT22X2 = 0, from (9) and (12), it follows that
AX = U

X3
X4

Λ = XΛ,
which implies that A is the solution of Problem I. The proof is completed. 
The following theorem gives the solvability conditions and the solution of Problem I over generalized anti-reflexive
matrices, the proof is similar to that of Theorem 2.1 and is omitted.
Theorem 2.2. Given X ∈ Rn×m,Λ = diag(λ1, λ2, . . . , λm) ∈ Rm×m, let the decompositions of V TX and UTX, the SVDs of X1
and X2, be same as in Theorem 2.1. Then BX = XΛ is solvable inRn×na (P,Q ) if and only if
X4ΛX
Ď
1X1 = X4Λ, X3ΛXĎ2X2 = X3Λ. (18)
In this case the general solution is
B = B0 + U

0 Z3LT22
Z4LT12 0

V T , (19)
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where
B0 = U

0 X3ΛX
Ď
2
X4ΛX
Ď
1 0

V T , (20)
and Z3 ∈ Rr×(n−s−s2) and Z4 ∈ R(n−r)×(s−s1) are arbitrary.
3. The solutions of Problem II
In this section, we will give the generalized reflexive and anti-reflexive solutions of Problem II and the numerical
algorithms for the solutions. We first introduce the following lemma.
Lemma 3.1 (See [1, Theorem 3.2]).Given two generalized reflectionmatrices P,Q with the forms of (5), for anymatrix A ∈ Rn×n,
there exist two matrices A1 ∈ Rn×nr (P,Q ) and A2 ∈ Rn×na (P,Q ) such that
A = A1 + A2.
Next we will give the generalized reflexive solutions of Problem II.
Theorem 3.1. Given A˜ ∈ Rn×n, under the hypotheses of Theorem 2.1, if Problem I is solvable, then Problem II has a unique
solution AA˜, which can be expressed as
AA˜ = A0 + U
 ˜A11L12LT12 0
0 ˜A22L22LT22

V T , (21)
where A0, L12 and L22 are the same as in Theorem 2.1, and
˜A11 = UT1 (A˜1 − A0)V1, ˜A22 = UT2 (A˜1 − A0)V2, A˜1 =
A˜+ PA˜Q
2
. (22)
Furthermore,
‖A˜− AA˜‖2 = ‖ ˜A12‖2 + ‖ ˜A21‖2 + ‖A˜2‖2, (23)
where
˜A12 = UT1 (A˜1 − A0)V2, ˜A21 = UT2 (A˜1 − A0)V1, A˜2 =
A˜− PA˜Q
2
. (24)
Proof. Because ϕ(Z,Λ) is a closed convex set, Problem II has a unique solution AA˜ in [25]. By Theorem 2.1, for any A ∈
ϕ(Z,Λ), A can be expressed as in (13). By Lemma 3.1, for given A˜ ∈ Rn×n, there exist two uniquematrices A1 ∈ Rn×nr (P,Q )
and A2 ∈ Rn×na (P,Q ), such that
A˜ = A˜1 + A˜2, (25)
where A˜1 = A˜+PA˜Q2 , A˜2 = A˜−PA˜Q2 , ⟨A˜1, A˜2⟩ = 0.
Set
UT (A˜1 − A0)V =
 ˜A11 ˜A12˜A21 ˜A22

, (26)
where
˜A11 = UT1 (A˜1 − A0)V1, ˜A12 = UT1 (A˜1 − A0)V2,
˜A21 = UT2 (A˜1 − A0)V1, ˜A22 = UT2 (A˜1 − A0)V2.
For any A ∈ ϕ(Z,Λ), by the use of Lemma 3.1 and the orthogonality of U and V , we have that
‖A˜− A‖2 =
A˜1 − A0 − U Z1LT12 00 Z2LT22

V T + A˜2
2
=
UT (A˜1 − A0)V − Z1LT12 00 Z2LT22
2 + ‖A˜2‖2
= ‖ ˜A11 − Z1LT12‖2 + ‖ ˜A22 − Z2LT22‖2 + ‖ ˜A12‖2 + ‖ ˜A21‖2 + ‖A˜2‖2.
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Thus, ‖A˜− AA˜‖2 = minA∈ϕ(Z,Λ) ‖A˜− A‖2 is equivalent to
‖ ˜A11 − Z1LT12‖2 = min
Z1∈Rs×(s−s1)
‖ ˜A11 − Z1LT12‖2, (27)
and
‖ ˜A22 − Z2LT22‖2 = min
Z2∈R(n−s)×(n−s−s2)
‖ ˜A22 − Z2LT22‖2. (28)
Applying the orthogonality of L1 and LT11L12 = 0, LT12L12 = I(s−s1)×(s−s1), we have
‖ ˜A11 − Z1LT12‖2 = ‖ ˜A11L1 − Z1LT12L1‖2 = ‖ ˜A11L11‖2 + ‖ ˜A11L12 − Z1‖2.
Therefore, when
Z1 = ˜A11L12, (29)
‖ ˜A22 − Z2LT22‖2 reaches its minimum. Similarly, when
Z2 = ˜A22L22, (30)
‖ ˜A22 − Z2LT22‖2 reaches its minimum.
Substituting (29) and (30) into (13) and ‖A˜− A‖2 yields (21) and (23), respectively. The proof is completed. 
The following theorem gives the generalized anti-reflexive solutions of Problem II; the proof is similar to that of
Theorem 3.1 and is omitted.
Theorem 3.2. Given B˜ ∈ Rn×n, under the hypotheses of Theorem 2.2, if Problem I is solvable, then Problem II has a unique
solution BB˜, which can be expressed as
BB˜ = B0 + U

0 ˜B12L22LT22˜B21L12LT12 0

V T , (31)
and where B0, L12 and L22 are the same as in Theorem 2.2, and
˜B12 = UT1 (B˜2 − B0)V2, ˜B21 = UT2 (B˜2 − B0)V1, B˜2 =
B˜− PB˜Q
2
. (32)
Furthermore,
‖B˜− BB˜‖2 = ‖ ˜B11‖2 + ‖ ˜B22‖2 + ‖B˜1‖2, (33)
where
˜B11 = UT1 (B˜2 − B0)V1, ˜B22 = UT2 (B˜2 − B0)V2, B˜1 =
B˜+ PB˜Q
2
. (34)
Lastly we give two procedures for computing the optimal approximate solutions AA˜ and BB˜ of Problem II.
Algorithm 1. Step 1: Input A˜,Λ, X, P and Q .
Step 2: Calculate P1, P2,Q1,Q2,U1,U2, V1, V2 according to (2)–(4), then calculate U = (U1,U2) and V = (V1, V2).
Step 3: Compute X1, X2, X3, X4 according to (8) and (9).
Step 4: Find the SVDs of X1 and X2 according to (10) and (11).
Step 5: If (12) holds, then continue; otherwise, go to Step 1.
Step 6: Compute A0 according to (14).
Step 7: Compute ˜A11, ˜A22 and A˜1 according to (22).
Step 8: Calculate AA˜ according to (21).
Algorithm 2. Step 1: Input B˜,Λ, X, P and Q .
Step 2: Calculate P1, P2,Q1,Q2,U1,U2, V1, V2 according to (2)–(4), then calculate U = (U1,U2) and V = (V1, V2).
Step 3: Compute X1, X2, X3, X4 according to (8) and (9).
Step 4: Find the SVDs of X1 and X2 according to (10) and (11).
Step 5: If (18) holds, then continue; otherwise, go to Step 1.
Step 6: Compute B0 according to (20).
Step 7: Compute ˜B12, ˜B21 and B˜2 according to (32).
Step 8: Calculate BB˜ according to (31).
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4. Numerical examples
In this section, we will show two numerical examples to illustrate our results. All the tests are performed using MATLAB
R2009a.
Example 1. Suppose the given matrices X ∈ R8×6,Λ ∈ R6×6 and the generalized reflection matrices P , Q ∈ R8×8 are as
follows:
X =

2.6 −3.2 3.6 −1.5 2.2 3.6
3.5 4.4 3.5 2.6 −2.4 −3.4
−5.6 −2.0 5.0 3.3 −1.8 −2.5
3.1 6.6 −2.3 2.7 −1.3 −1.8
−2.5 3.5 −2.2 −1.6 −1.8 −2.5
3.8 4.2 −6.0 −2.9 −4.9 −3.8
4.3 3.6 −2.8 2.7 −3.3 −1.6
−5.2 1.5 −2.2 −2.1 −4.2 −3.3

,
Λ = diag(2.4, 3.6,−1.6,−2.7, 6.4, 1.8),
P =

0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 −1 0 0 0
0 0 0 −1 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0

, Q =

0 0 0 0 0 0 0 −1
0 0 0 0 0 0 −1 0
0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0
0 −1 0 0 0 0 0 0
−1 0 0 0 0 0 0 0

.
It is easy to verify that the solvability conditions (12) in Theorem 2.1 hold. For a given matrix
A˜ =

6 −3 6 −5 2 3 −5 6
5 4 −5 6 4 −4 6 −5
−3 −2 3 3 −8 −2 3 2
1 6 −2 7 −3 −8 −2 3
−2 3 2 6 −8 −2 −2 −7
3 4 −6 −9 −1 −3 6 −8
4 3 −2 2 −3 −6 −4 6
−5 5 −2 −7 −4 −3 4 −6

,
by Algorithm 1, the unique optimal approximation solution of Problem II is
AA˜ =

0 0.2157 0.4655 −0.0310 −0.9262 −0.0310 1.6441 0
0 1.2246 −0.0276 1.4368 0.0297 1.4368 −1.3921 0
0 −2.4264 3.6172 2.5226 −1.2031 2.5226 −1.2849 0
0 1.2981 −1.4428 0.0083 0.3810 0.0083 −1.1887 0
0 −1.2981 1.4428 −0.0083 −0.3810 −0.0083 1.1887 0
0 0.2157 0.4655 −0.0310 −0.9262 −0.0310 1.6441 0
0 1.2246 −0.0276 1.4368 0.0297 1.4368 −1.3921 0
0 −2.4264 3.6172 2.5226 −1.2031 2.5226 −1.2849 0

,
and ‖A˜− AA˜‖ = 25.9856.
Example 2. Suppose that the given matrices B˜ = A˜,Λ ∈ R6×6 and the generalized reflection matrices P , Q ∈ R8×8 are the
same as those in Example 1. Let
X =

6.2 −2.3 6.3 −1.5 2.4 1.6
5.5 4.4 3.5 2.6 −2.4 −3.4
−3.6 −2.0 5.0 3.5 −1.8 −4.5
3.1 6.6 −2.3 2.7 −1.3 −5.8
−6.5 3.5 −2.2 −1.6 −1.8 −8.5
3.8 4.2 −6.0 −3.9 −4.9 −3.2
7.3 3.6 −2.8 2.7 −3.3 −1.6
−5.6 1.5 −2.2 −2.1 −4.2 −5.6

.
It can be seen that the solvability conditions (18) in Theorem 2.2 hold. By Algorithm 2, the unique optimal approximation
solution of Problem II is
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BB˜ =

0 0.8239 −5.6159 −5.9521 5.9146 −5.9521 6.9230 0
0 0.4145 −2.1616 −2.4312 3.0277 −2.4312 3.2345 0
0 −1.1947 0.6247 1.8477 −2.0329 1.8477 −2.4775 0
0 2.1953 −0.4243 0.5584 1.0912 0.5584 −1.5562 0
0 2.1953 −0.4243 0.5584 1.0912 0.5584 −1.5562 0
0 −0.8239 5.6159 5.9521 −5.9146 5.9521 −6.9230 0
0 −0.4145 2.1616 2.4312 −3.0277 2.4312 −3.2345 0
0 1.1947 −0.6247 −1.8477 2.0329 −1.8477 2.4775 0

,
and ‖B˜− BB˜‖ = 26.0240.
5. Conclusions
In this paper, we solved the inverse eigenproblem for generalized reflexive and anti-reflexive matrices. We also
considered the best approximation solution in the corresponding solution set for the inverse eigenproblem for a given
matrix in Frobenius norm. The solvability conditions and the explicit formula for the solution are provided.Weproposed two
algorithms for finding the best approximation solutions for generalized reflexive and anti-reflexive matrices, respectively.
Two numerical examples are also given to illustrate the effectiveness of our results.
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