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I. INTRODUCTION 
In studying oscillation psoperties of the solutions of the nth order equation 
(&I(-- p&4)’ . ..)‘)I + qu = 0, 0) 
and/or related equations, one’s conclusions frequently have to be broken 
into two cases: n even and n odd. (See, for example, A. G. Kartsatos [7], 
T. Kusano and H. Onose [9], G. Ladas, V. Lakshmikantham, and 
J. S. Papadakis [IO], Y. G. Sficas [L?], Sficas and V. A. Staikos [13], and 
G. H. Ryder and D. V. V. Wend [ll]). On the other hand, Ladas, 
Lakshmikantham, and Papadakis [lo] and S&as and Staikos [13] have 
observed that 
(p,-~(~~~p&u’)’ en.)‘)’ - qu = 0, (2) 
with n odd is a more accurate analogy to (1) with n even than is (I ) with n odd. 
This suggests that (1) and (2) be replaced by 
(~~-I(...~%(~~~‘)‘ -..)‘)’ 4 (--I)% qzc = 0 (3) 
and 
(~~-~(...~%(~~u’)~ -a*)‘)’ -I- (-l)n+r qz1 = 0 
as objects of study. 
We shall study (3) and (4). In particular, with each of pI , pa ,..., p,-, 
positive and continuous, and q nonnegative and continuous, we shall obtain 
sufficient conditions for every bounded solution of (3) to be oscillatory and 
every bounded solution of (4) to be either oscillatory or strongly monotonic, 
in a sense to be made precise below. We shall use our results for (3) and (4) 
to obtain results for nonlinear functional analogues 
CPn-lW(-~* P%@>(P&) W) ***)‘)’ + (--1>“Jv, 4 = 0 (5) 
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and 
(PPt-l(t)(...Ps(t)(Pl(t) u’(t))’ . ..)‘)’ + (-l)“+‘qt, 4 = 0. (6) 
Our results here will extend results of J. S. W. Wong [14, Theorem 31 for 
nonlinear ordinary equations. 
2. THE EQUATION (3) 
The first order analogs of all our results are trivial, so for notational 
convenience we shall assume that n is a positive integer, n > 2. Let 
R = (- co, co) and let R+ = [0, 00). Let p, ,..., p,-, , and 4 be continuous 
functions from Rf to Rf, and suppose that if k is an integer in [l, n - l] 
then p, has only positive values and 
s 
oa p,(s)-l ds = 00. (7) 
Let wr ,..., w,-r be continuous functions from R+ to R+ given by 
4) = jot P&F’ 4 
.c 
t 
%t(t) = %-1(4P*W, 
0 
if k > 2. The idea of “iterated integrals” similar to {wr ,..., w,-~} has been 
used by R. W. Hunt [5], [6] and Kartsatos [8]. Hunt’s work dealt with 
conjugate points and solution separation of even order self-adjoint equations 
such as 
(m(“))(m) + qu = 0, 
and is largely unrelated to our present efforts. Kartsatos, on the other hand, 
dealt with a nonlinear even order equation related to (3), and obtained 
oscillation criteria from hypotheses combining iterated integrals and the 
nonlinearity. 
A continuous function u from R+ to R is called a solution of (3) if and only 
if u is differentiable, p,u’ is differentiable, p&u’)’ is differentiable, 
..*, p,-r(... pa(pru’)’ . ..)’ is differentiable, and (3) is true. Solutions of (4) are 
defined analogously. 
THEOREM 1. Suppose that 
I 
m 
w,+ml(t) q(t) dt = ~0. 
0 
Then every bounded solution of (3) is oscillatory. 
(8) 
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Proof. Let u be a bounded nonoscillatory solution of (3). If u is eventually 
negative, we may replace u by -U, so assume that u is eventually positive, i.e., 
there is z in Rf such that II is positive on [z, co). Let err = u, ws =pru,‘,..., 
w,, = p,-lw)n-l on [z, co). Now the system 
%’ = %lPl 
V2’ = %/P2 
(9) 
v;-1 = %lPn-1 
V n’ = -(-l)“qzJ, 
is satisfied. 
BY (91, Q ’ is one-signed on [z, co), so v, is eventually one-signed. Thus 
4&-l is eventually one-signed, so v,-~ is eventually one-signed. Continuing 
this, we see that there is c in (z, 00) such that each vk , 1 < R < n, is one- 
signed on [c, co). Now we claim that if K > 2 then QQ’ < 0 in [c, co). If 
k > 2 and t > c then 
+1(t) = %1(C) + j-’ (%(4/P,-l(S)) ds 
c 
Suppose that k > 2 and vkvk’ < 0 fails on [c, co). Since wle and Q’ are both 
one-signed on [c, co), we see that vkvk’ > 0 prevails on [c, co) with vkvk’ > 0 
holding on at least one open interval. Thus cuk is either eventually positive 
and nondecreasing or eventually negative and nonincreasing. In either case, 
(10) and (7) say that z++r is unbounded and has the same eventual sign as nk . 
Repeating this procedure k - 1 times, we see that u is unbounded, a contra- 
diction, so we conclude that vkvi < 0 on [c, co) whenever k 3 2. By (9), 
v,’ is nonpositive on [c, co) if n is even and nonnegative on [c, co) if n is odd. 
Thus V, is nonnegative on [c, co) if 12 is even and nonpositive on [c, CO) if n 
is odd. We now see that, irrespective of the parity of n, if k > 2 then ok > 0 
on [c, co) if k is even and vk < 0 on [c, co) if k is odd. Now a simple induc- 
tion argument shows that if t > c and 1 < k < n- 1 then 
u(t) = u(c) + i (-l)jfl q(t) q+1(t) 
i=l 
In particular, if t > c, 
n-1 
u(t) = u(c) +c (-l)‘+l q(t) w,+1(t) i=l 
- z: (-lY+l wj(c) %+lCc)  jc* wea-l(s) ds) uts) dS* 
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By our above remarks on the signs of ~1~ ,..., v,, , we see 
n-1 
,r; (-lYfl 9(t) %+1(t) 3 0, 
whenever t > c. Also, vs 3 0 on [c, 03) so u is nondecreasing on [c, co). 
Thus, if t >, c, 
n-1 
u(t) 2 u(c) - 1 (-1)j+r 
j=l 
44 vi+k) 4 J:’ ~n-k) q(s) 4s) ds 
n-1 
> u(c) - c (-l)jfl 
j=l 
+(c) %+1(C) + 44 s,t %4> !?(s) ds. 
Now (8) gives us a contradiction to the boundedness of u, and the proof is 
complete. 
3. THE EQUATION (4) 
Let Pl ,a.., P,-1, q, 9 >...Y w,-r be as before, and assume that (7) holds 
whenever k is an integer in [l, n - 11. For the remainder of this section, 
let u be a nonoscillatory bounded solution of (4). Clearly it suffices to assume 
that u is eventually positive, so we shall. Find z in Rf such that u is positive 
on [z, co), and let vr = U, va = prvr’,..., v, = pn-rv~-r on [a, cc). Now 
Vl’ = %/PI 
V2’ = VslP2 
4-l = %lPn-1 
V *’ = -(-lp+lqvl 
(11) 
is satisfied on [z, co). 
THEOREM 2. Suppose (8) holds. If k is an integer in [ 1, n] then vk is even- 
tually monotone and 
Fir Q(t) = 0. (12) 
Proof. As before, we can find c in (z, co) such that each vR is one-signed 
on (c, cc), and vlcvk’ < 0 on (c, co) if K > 2. This time, however, vlc < 0 
on (c, co) if K is even and vk > 0 on (c, 00) if k is odd. Thus, by (ll), each 
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vk , k 3 1, is either nonnegative and nonincreasing or nonpositive and 
nondecreasing. Consequently, each v, is eventually monotone and 
exists. If k 3 2, (10) and (7) say that if ~(00) # 0 then vB-r is unbounded. 
Thus v~( cc) = 0 if k 3 2. It remains to show U( co) = 0. We know u( co) 3 0, 
so suppose u(co) > 0. If t > c then 
so 
n-1 
u(t) = u(c) + c (- l)j+l q(t) Vi+&) 
j=l 
n-1 
- 2 (-l)‘+l4) vj+dc) - Ict w,-,(s) q(s) $4 ds 
n-1 
< u(c) - c (-l)j+l 
i=l 
44 vj+&) - u(a) jot wn-l(s) q(s) ds. 
Thus (8) says that u(t) + - 00 as t + fee, so we have a contradiction, 
U(W) = 0, and the proof is complete. 
4. NECESSARY CONDITIONS 
If p, = ... = pnwl = 1, then w,-r is given by w,-,(t) = t+l/(n - l)!. 
In this case, the conditions of Theorems 1 and 2 are not only sufficient but 
also necessary. This follows easily from integral equations such as 
u(t) = c - ((-I)“/@ - l)!) im (s - t)“+(s) U(S) ds 
and 
u(t) = c - ((-l)““/(n - I)!) Jtm (s - t)n--l q(s) u(s) ds. 
In particular, if 
s 
m 
@q(t) dt < GO, 
0 
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then routine analysis shows that both of these equations have bounded 
solutions. Any bounded solution has limit c as t + + co, so we see our claim 
is verified in the special case p, = . . . = p,-, = 1. 
If 01~ ,..., 01,~~ are given by 
rt 
%W = j' c+c-ds) A-&)-~ ds, 
0 
for k > 2, this author initially conjectured that if 
then (3) and (4) have solutions with nonzero finite limits as t -+ +cc. The 
following example shows this conjecture to be false. 
EXAMPLE. Let n = 3 and let p, and pa be given by pi(t) = t + 1 and 
p2(t) = (t + 1)l12. Let q be such that q(t) = (t + 1)-s/2 (ln(t + 1))-2 if 
t 3 1. Now a2 and w2 are given by 
and 
a2(t) = 4(t + 1)1/2 - 4 - 2 ln(t + 1) 
Thus, 
w2(t) = 2(t + 1)li2 In(t + 1) - 4(t + l)1/2 + 4. 
s 
m 





%2(t) q(t) dt < aI* 
0 
Now Theorems 1 and 2 ensure that the above conjecture is false. 
Many authors have obtained results giving asymptotic expansions for 
solutions of equations related to (3) and (4); see, for example, the work of 
T. G. Hallam [l-4]. 
5. THE EQUATIONS (5) AND (6) 
Let 9 be the Frtchet space of all continuous functions from R+ to R, 
with the topology of uniform convergence on compact intervals. Let F be a 
continuous function from Rf x 9 to R such that if 4 is in 9 and 4 3 0 
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thenF( ,+) 20 andF( , -$) < 0. Suppose there is a function 7 from R+ to 
R+ such that if (t, 4, $) is in Rf x % x 9 and $(s) = $(s) whenever 
s > I then F(t, +) = F(t, #), and suppose that I --+ + co as t + + co. 
By a solution of (5) we shall mean a member u of 9 such that there is a 
member b of R+ such that (5) is true whenever t > b. Solutions of (6) are 
defined analogously. Note that the conditions on F are far too general to 
guarantee existence and/or uniqueness of solutions, but such questions are 
not our concern here. 
THEOREM 3. Suppose that if+ is in 9, and lim,,, $(t) exists and is positive, 
then 
s O” w,-#)F(t, 4) dt = +m 0 
(13) 
I 
m w,Jt)F(t, -4) dt = -co. 
0 
Then every bounded solution of (5) is oscillatory and every bounded nonoscillatory 
solution of (6) is strongly monotone in the sense of Theorem 2. 
Suppose f is a continuous function from R+ x R to R such that xf (t, x) 3 0 
whenever (t, X) is in Rf x R and such that if 4 is in 9, and lim,,, d(t) 
exists and is positive, then 
s 
m 





w,-,(t)f(t, -4(t)) dt = --oo. 
0 
If F is given by F(t, 4) = f (t, $(t)), then Theorem 3 applies and we have 
an extension of the oscillation portion of [14, Theorem 31. Note that we have 
extended [14, Theorem 31 even for the equation 
u”(t) + f (t, u(t)) = 0. 
For example, if r is a continuous function from Rf to Rf and 
f 
co 
tr(t) dt = +co, 
0 
then Theorem 3 says that every bounded solution of 
u”(t) +r(t) (1 ;‘& + sin2(tu(t)) sgn(u(t))) = 0 
is oscillatory, and [14, Theorem 31 does not apply. 
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Note that if f is as above and 6 is a continuous function from R+ to R+ 
such that s(t) + cc as t---f co, then Theorem 3 applies with F given by 
w, 4) = f(4 !?w))>~ 
Proof of Theorem 3. We prove the conclusions with respect to (5), and 
it will then be clear how to prove them with respect to (6). Suppose u is a 
bounded nonoscillatory solution of (5). Find b such that u solves (5) on (b, oc)), 
and find x > b such that u is one-signed on (z, co). Suppose u > 0 on (z, co). 
Find x > z such that I > ,z if t > X. Let ‘ui ,..., v,, be as in the proof of 
Theorem 1. As before there is c > x such that each vlC is one-signed on 
[c, co), and v k v kr < 0 for each k. Since vs > 0 on [c, co), u is nondecreasing 
on [c, co). Since u is bounded this says that u(c0) = lim,,, u(t) exists and 
is positive. Let q be a continuous function from Rf to RRf such that 
q(t) = F(t, u)/u(t) if t 3 c. Now there is a solution w of (3) such that 
w(t) = u(t) if t > c. But (13) implies (8) an w is a bounded nonoscillatory d 
solution of (3). This contradiction completes the proof. If u is eventually 
negative, note that -u satisfies (5) with F replaced by F*, given by 
F*(t, 4) = -F(t, -I#+. N ow p roceed as before, and the proof is complete. 
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