The brain's remarkable capacity for language requires bidirectional interactions between 16 functionally specialized brain regions. We used magnetoencephalography to investigate 17 interregional interactions in the brain network for language, while 102 participants were reading 18 sentences. Using Granger causality analysis, we identified inferior frontal cortex and anterior 19 temporal regions to receive widespread input, and middle temporal regions to send widespread 20 output. This fits well with the notion that these regions play a central role in language processing. 21 Characterization of the functional topology of this network, using data-driven matrix factorization, 22
which allowed for partitioning into a set of subnetworks, revealed directed connections at distinct 23 frequencies of interaction. Connections originating from temporal regions peaked at alpha 24 frequency, whereas connections originating from frontal and parietal regions peaked at beta 25 frequency. These findings indicate that processing different types of linguistic information may 26 depend on the contributions of distinct brain rhythms. 27 28 One Sentence Summary: 29 Communication between language relevant areas in the brain is supported by rhythmic 30 synchronization, where different rhythms reflect the direction of information flow. 31 Main Text: 32 The human brain is capable of effortlessly extracting meaning from sequences of written or spoken 33 words by means of a sophisticated interplay between dedicated neocortical regions. 34 Neuroanatomical research has revealed a number of white matter pathways that facilitate these 35 interregional interactions (1). Electrophysiological research with electro-and 36 magnetoencephalography (EEG/MEG) has revealed with high temporal precision the sequential 37 activation of individual nodes embedded within the human brain network for language (2, 3) . Yet, 38 the nature of the functional interactions that enables the efficient flow of information between the 39 nodes of this network has yet to be elucidated. Here, we show that interregional interactions in the 40 human brain network for language are subserved by rhythmic neuronal synchronisation at specific 41 frequencies. Specifically, we found that rhythmic activity in the alpha frequency range (8-12 Hz) 42 propagates from temporal cortical areas to frontal cortical areas, and that beta frequency rhythmic 43 activity (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) propagates in the opposite direction. These results indicate the functional 44 relevance of rhythmic directed interactions during language processing. This functional relevance 45 likely extends to other cognitive domains, reflecting a generic mechanism, through which 46 information can be dynamically routed through a network of task-relevant brain regions. 47 One important feature of cortical interregional connections is that they are frequently 48 reciprocal in nature (4), which implies that information can be exchanged in a bidirectional fashion. 49 Moreover, the information flow between cortical regions may be facilitated by interregional 50 rhythmic synchronization (5), where neuronal rhythms of specific different frequencies reflect the 51 direction in which the information is flowing (6, 7) . This bidirectional flow of information should 52 also be a crucial feature of the neurobiological system that supports language processing. 53 Linguistic processing is not a simple bottom-up process where incoming linguistic information 54 (for instance, when reading a sentence) drives a sequence of activations of cortical areas that 55 gradually transforms a string of letters into a representation of sentence and discourse meaning. 56 4 Rather, contextual information, which is either already available, or built up while a sentence 57 unfolds, can also provide top-down information, affecting the response in lower order areas. 58 We used magnetoencephalography (MEG) to record neuromagnetic signals while 59 participants were reading sequences of words. We reconstructed the cortical activity in a set of 60 predefined brain areas (consisting of 156 cortical parcels), encompassing areas that are part of the 61 core language system, areas in the visual system, as well homolog areas in the contralateral 62 hemisphere ( Fig 1A) (8). Next, we computed frequency-resolved Granger causality to quantify 63 directed rhythmic neuronal interactions between brain areas for language that are known to be 64 anatomically connected (9-11). Since the interpretation of connectivity estimated from 65 neuromagnetic recordings is highly confounded by spatial leakage of source activity (12), we 66 statistically compared, across the sample of 102 participants, the estimated Granger causality with 67 an estimate of Granger causality after time reversal of the signals (13). This allowed us to 68 conservatively discard a substantial subset of the predefined connections for which the direction 69 and/or the strength of the estimated Granger causal interaction is likely confounded by spatial 70 leakage of activity. This left us with a subset of 713 connections from the initial 4350 connections 71 formed between 156 modelled cortical parcels. We subsequently explored the topology of the 72 resulting network, and observed an uneven distribution in the number of connections for the 73 cortical parcels involved ( Fig. 1 B- (BA 19, area 17/18 present 82 in right hemisphere only) (p<0.05, Bonferroni corrected randomization test). Additionally, regions 83 receiving substantial inflow were located bilaterally in the anterior temporal pole (receiving input 84 from superior and middle temporal regions, as well as from inferior frontal cortex), in the occipital 85 pole (receiving input from extrastriate regions as well as from inferior temporal and occipito-86 temporal cortex), and in the right anterior temporal cortex. 87 To gain more detailed insight into the spatial and spectral structure of this brain wide 88 network we applied non-negative matrix factorization (NMF) to the group-level connectivity data 89 (8). Specifically, we modelled the connectivity data as a mixture of a limited number of spatially 90 static network components, each with a subject-specific spectral profile. The decomposition 91 algorithm did not incorporate any specific constraints with respect to the spatial or spectral 92 structure of the underlying components. In particular, no assumptions were made about the spatial columns. For some of the components, the subject-averaged spectral profiles were band-limited to 103 a certain frequency range, which moreover showed a consistent peak frequency across subjects 104 ( Fig. 2 B -H, middle panels for each quadruplet of columns). This suggests that these components 105 represent frequency-specific rhythmic directed interactions between key regions in this large scale 106 6 network. We categorized the extracted components based on the dominant region for outflow. The 107 majority of the components reflected predominantly intrahemispheric connections (Fig 2 B Hz and 15-26 Hz for the left and right hemispheric components, respectively), and frontal to 127 temporal rhythmic interactions had a median peak frequency of 27 Hz (with an IQR of 25-30 Hz). 128 Intrafrontal interactions had a somewhat more broadband spectral profile, with a median peak 129 frequency of 24 Hz (IQR: 19-29 Hz) for directed interactions from BA 44 to BA 45/46/47. 130 Interactions from BA 46 to BA 44/45/47 had a median peak frequency of 30 Hz (IQR: 23-35 Hz) 131 7 and 29 Hz (IQR: 25-33 Hz) for left and right hemispheric connections, respectively. We 132 statistically evaluated the peak frequency of the rhythmic interactions between components with 133 predominant connections between parietal, frontal, and temporal brain areas (Fig. 3A) . Overall, 134 the component-specific median peak frequencies ranged from the upper end of the alpha range (12 135 Hz), to the upper end of the beta range (30 Hz). Moreover, components with rhythmic Granger 136 causal outflow predominantly from temporal areas had a consistently lower peak frequency than 137 components with Granger causal outflow from parietal or frontal areas (p<0.05, non-parametric 138 permutation test, multiple comparison corrected). Notably, based on the NMF we could distinguish 139 temporo-frontal interactions, with a peak frequency of 12 Hz ( Fig. 2A-B , 3B-C, connection in dark 140 red) from fronto-temporal interactions, with a peak frequency of 27 Hz (Fig. 2F , 3B-C, connection 141 in dark blue). Figure 3B shows a schematic summary of the dominant rhythmic interactions, with 142 the corresponding spectral profile in Fig. 3C . 143 We proceeded to test whether the strength of the rhythmic interactions were modulated by 144 the functional requirements imposed by the perceptual input. To this end, we divided the stimulus 145 material into four conditions, based on whether the subjects were reading a well-structured 146 sentence or a pseudo-random sequence of words (sentences and word lists), and based on the 147 ordinal position of the words (early and late words). Importantly, we stratified the data for lexical 148 frequency and overall signal variance, to avoid as much as possible interpretational confounds for 149 the estimated connectivity (12, 14) due to differences univariate signal and stimulus properties (8). 150 Subsequently we computed the Granger causal interactions for each subject and condition for the 151 most prominent functional connections, which were extracted from the NMF-results by means of 152 spatial clustering. We constrained the analysis to band-limited estimates of Granger causality, 153 where the connection-specific frequency bands were obtained from the components' peak 154 frequencies and interquartile ranges. Contrasting sentences with sequences, we observed the 155 strength of the interactions to be modulated from left middle temporal regions to the left temporal 156 8 pole, where sequences elicited stronger interactions than sentences, and from right striate to 157 extrastriate visual regions ( Fig 4A, p<0 .05, non-parametric permutation test, Holm-Bonferroni 158 correction for multiple comparisons). Comparing early words with late words in the sentence 159 condition showed several significantly modulated connections, with rhythmic interactions being 160 stronger early in the sentence (Fig 4B) . These connections were bilateral from temporal to frontal 161 regions, and from middle temporal regions to the temporal pole. In addition, in the right 162 hemisphere, we identified significantly modulated connections from frontal regions to temporal 163 regions, and from the superior temporal gyrus to the middle temporal gyrus (p<0.05, non-164 parametric permutation test, Holm-Bonferroni correction for multiple comparisons). Moreover, 165 we identified two right hemispheric connections that showed a significant interaction effect 166 between early versus late words and sentences versus sequences (Fig. 4B) . 167 In sum, we have provided evidence for directed interactions between cortical regions in the 168 human brain network for language during sentence reading. Topological analysis of the overall 169 network revealed a high degree of Granger causal inflow into anterior inferior frontal cortical 170 regions, right anterior temporal cortex and the temporal pole bilaterally. This is in line with these 171 regions being 'high order' regions, involved in the processing of more abstract features of the 172 linguistic input, which requires integration of converging information. Frontal regions are engaged 173 in unification operations (15), integrating lexical units into the larger context. Anterior temporal 174 cortex is associated with conceptual object representations (16, 17) . 175 Middle temporal cortical regions on the other hand displayed a high degree of Granger 176 causal outflow. This is in agreement with the middle temporal gyrus' crucial role in language 177 comprehension at the level of single words (18, 19) . Its functional connections to more anterior 178 temporal areas, as well as to inferior frontal cortex reflect the necessity to propagate information 179 about individual lexical items to areas that subserve integration operations. Notably, we did not 180 9 observe a clear lateralization in the pattern of connections, which lends support to the evolving 181 notion that both cerebral hemispheres are involved in the processing of linguistic stimuli (20) . 182 Data-driven decomposition of the overall network into smaller subnetworks revealed 183 several spatially-constrained components, corresponding with local and long range directed 184 interactions. The clear frequency-resolved profile displayed by some of these components 185 displayed is indicative of the interactions being mediated by rhythmic interareal synchronization. 186 Connections originating from temporal cortical areas showed a consistently lower peak frequency 187 (alpha, low beta) than connections originating from parietal or frontal regions (high beta). As a 188 specific example, temporal to frontal interactions are subserved by rhythmic synchronization at 189 ~12 Hz, whereas interactions in the opposite direction, from frontal to temporal regions peak at a 190 frequency of ~27 Hz. 191 At first glance, these findings correspond well with recent work in the visual system. There 192 it was shown that feedforward and feedback connections, as defined by their characteristic cortical 193 laminar connectivity profile (21), could be distinguished in terms of their frequency of interaction 194 (7, 22, 23) . However, in the visual system, feedforward connections have been functionally 195 characterized by gamma band synchronization (>50 Hz) (and to a lesser extent by theta band 196 synchronization) and feedback connections by alpha/beta synchronization. A Granger causality 197 spectral peak in the gamma frequency range was absent in our data. While studies in the visual 10 interactions should directly map onto observations in the visual system. Nevertheless, our data 206 reveal frequency-specific subnetworks in the brain system for language. 207 Further exploration of the potential functional significance of these interactions revealed 208 that the linguistic context modulates left lateralized mid-temporal to anterior temporal interactions, 209 as well as right lateralized extrastriate to striate interactions. In a sentential context, the incremental 210 availability of contextual information allows for the generation of constraining predictions about 211 the upcoming input, likely facilitating processes such as lexical selection. Bilateral interactions 212 from temporal to frontal regions, from mid-temporal to anterior temporal regions, from right 213 lateralized frontal to temporal regions, and from superior temporal to middle temporal regions are 214 stronger early in the sentence, when the constraining context is still relatively weak, as opposed to 215 later in the sentence. These stronger interactions early in the sentence might reflect the increased 216 need for information exchange between these regions, in order to establish a linguistic context. 217 In conclusion, this study shows directional interactions in the highly dynamic cortical 218 network of language-relevant areas, with salient differences in the specific frequencies that support rhythmic cortico-cortical interactions in the language system, grouped according to the cortical 367 output area. The temporal lobe is split into two 'nodes', to be able to display the rhythmic mid to 368 anterior connection. The colored arrows refer to the spectra shown in (C). The black spectrum in 369 (C) is the average of the components shown in (Fig. 2E) , with dominant connections from superior 370 temporal to middle temporal gyrus, and is not displayed as a separate connection in (B). Table S1 . 642 Correlation between node degree and univariate signal properties.
