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Abstract. A trigonometric series strongly bounded at two points and with
coefficients forming a log-quasidecreasing sequence is necessarily the Fourier
series of a function belonging to all Lp spaces, 1 ≤ p < ∞. We obtain new
results on strong convergence of Fourier series for functions of generalized
bounded variation.
1. Introduction
Extending Hardy-Littlewood’s concept of strong (C, 1) summability to Cesa`ro
methods (C,α) of order α ≥ 0, Hyslop [8] arrived at his notion of strong con-
vergence. Subsequently, this was successfully applied to the study of trigono-
metric series in several papers written by N. Tanovic´-Miller and her co-workers
[16, 17, 18, 13, 14]. Strong convergence of trigonometric series attracts attention
because of its position between ordinary and absolute convergence [4, 16, 17].
Interesting results about the global behaviour of a series deduced from its be-
haviour at one or two points were initially related to absolute convergence and
obtained by O. Szasz [15] and R. Pippert [10]. The assumption on the coefficients
of a series was that their magnitudes form an almost decreasing sequence. The
analogues are valid in the case of strong convergence [3].
We introduce new notions of strong boundedness (in Hyslop’s sense) and loga-
rithmic quasimonotonicity. We prove that if one requests only strong boundedness
of a trigonometric series at two points but imposes logarithmic quasimonotonicity
on the magnitudes of its coefficients, then the respective trigonometric series is the
Fourier series of a function belonging to all Lp spaces, 1 ≤ p <∞.
In the area of strong convergence, our attention is turned to Fourier series of reg-
ulated functions, i.e., functions belonging to various classes of generalized bounded
variation.
2. Banach spaces of strongly bounded sequences
Definition 2.A. A sequence of numbers {dn} is strongly (C, 1) summable to a limit
d with index λ > 0 (λ−strongly (C, 1) summable to d), and we write dn → d [C1]λ,
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if
n∑
k=1
|dk − d|λ = o (n) as n→∞.
Definition 2.B. A sequence of numbers {dn} is strongly convergent to a limit d
with index λ > 0 (λ−strongly convergent to d), and we write dn → d [I]λ, if
1) dn → d as n→∞,
2)
∑n
k=1 k
λ |dk − dk−1|λ = o (n) as n→∞, i.e., k (dk − dk−1)→ 0 [C1]λ.
If λ = 1, we simply denote it by [I].
Definition 2.1. A sequence of numbers {dn} is said to be strongly bounded with
index λ > 0 (λ−strongly bounded), if
1) dn = O (1) as n→∞,
2)
∑n
k=1 k
λ |dk − dk−1|λ = O (n) as n→∞.
If λ = 1, we say that sequence {dn} is strongly bounded.
The set of λ−strongly bounded sequences is denoted by Bλ.
It is obvious that every λ−strongly convergent sequence is λ−strongly bounded.
The converse does not hold as illustrated by the following examples.
Example 2.2. Let a sequence {dn} be given by dn =
∑n
k=1
(−1)k−1
k for n ∈ N.
This sequence is obviously convergent.Therefore, dn = O (1) as n → ∞. For any
λ > 0, we have
n∑
k=1
kλ |dk − dk−1|λ =
n∑
k=1
kλ
∣∣∣∣∣ (−1)
k−1
k
∣∣∣∣∣
λ
=
n∑
k=1
1 = n.
Hence, {dn} is λ−strongly bounded but not λ−strongly convergent.
Example 2.3. Consider a sequence {dn} such that
dn =
{
1, if n = 2k, k ∈ N,
0, if n 6= 2k, k ∈ N.
This sequence is bounded but it is not convergent since it has two partial limits, 0
and 1. Therefore, it is not λ−strongly convergent. Now, we have |dn − dn−1| = 1
if n = 2k or n = 2k + 1. Otherwise, dn − dn−1 = 0. Let 0 < λ ≤ 1. Then
n∑
k=1
kλ |dk − dk−1|λ =
⌊log2 n⌋∑
j=0
[2jλ + (2j + 1)λ] = O
(
nλ
)
.
Therefore, this sequence is λ−strongly bounded for 0 < λ ≤ 1.
Every Bλ is a linear space. The next theorem introduces a norm in Bλ that
turns Bλ into a Banach space.
Theorem 2.4.
i) Bµ ⊇ Bλ for 0 < µ < λ.
ii) For d = {dn}∞n=1 ∈ Bλ, λ ≥ 1, let
‖d‖
Bλ
= sup
n
|dn|+ sup
n
(
1
n
n∑
k=1
kλ |dk − dk−1|λ
) 1
λ
.
‖·‖
Bλ
is a norm on Bλ, λ ≥ 1.
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iii) Bλ, λ ≥ 1, is a Banach space under the norm given in ii).
Proof.
i) This is an immediate consequence of Ho¨lder’s inequality
n∑
k=1
kµ |dk − dk−1|µ ≤
(
n∑
k=1
kλ |dk − dk−1|λ
)µ
λ
(
n∑
k=1
1
)1−µ
λ
= O (n)
for 0 < µ < λ.
ii) It is obvious that ‖d‖
Bλ
≥ 0 and that the equality holds if and only if d = {0}∞n=1.
If α is an arbitrary complex number and αd := {αdn}∞n=1, then
‖αd‖
Bλ
= sup
n
|αdn|+ sup
n
(
1
n
n∑
k=1
kλ |αdk − αdk−1|λ
) 1
λ
= |α|

sup
n
|dk|+ sup
n
(
1
n
n∑
k=1
kλ |dk − dk−1|λ
) 1
λ

 = |α| ‖d‖
Bλ
.
If d(1) =
{
d
(1)
n
}∞
n=1
and d(2) =
{
d
(2)
n
}∞
n=1
are two λ−strongly bounded sequences,
λ ≥ 1, and d(1) + d(2) :=
{
d
(1)
n + d
(2)
n
}∞
n=1
, then by Minkowski’s inequality we get
∣∣∣d(1)n + d(2)n ∣∣∣+
(
1
n
n∑
k=1
kλ
∣∣∣(d(1)k + d(2)k )− (d(1)k−1 + d(2)k−1)∣∣∣λ
) 1
λ
=
∣∣∣d(1)n + d(2)n ∣∣∣+
(
1
n
n∑
k=1
kλ
∣∣∣(d(1)k − d(1)k−1)+ (d(2)k − d(2)k−1)∣∣∣λ
) 1
λ
≤
∣∣∣d(1)n ∣∣∣+ ∣∣∣d(2)n ∣∣∣+
(
1
n
n∑
k=1
kλ
∣∣∣d(1)k − d(1)k−1∣∣∣λ
) 1
λ
+
(
1
n
n∑
k=1
kλ
∣∣∣d(2)k − d(2)k−1∣∣∣λ
) 1
λ
.
Hence, ∥∥∥d(1) + d(2)∥∥∥
Bλ
≤ sup
n
∣∣∣d(1)n ∣∣∣+ sup
n
(
1
n
n∑
k=1
kλ
∣∣∣d(1)k − d(1)k−1∣∣∣λ
) 1
λ
+ sup
n
∣∣∣d(2)n ∣∣∣+ sup
n
(
1
n
n∑
k=1
kλ
∣∣∣d(2)k − d(2)k−1∣∣∣λ
) 1
λ
=
∥∥∥d(1)∥∥∥
Bλ
+
∥∥∥d(2)∥∥∥
Bλ
.
Thus, Bλ, λ ≥ 1, is a normed linear space.
iii) It remains to check that Bλ, λ ≥ 1, is complete. Let d(1), d(2), . . . be a Cauchy
sequence in Bλ. Now,
(∀ε > 0) (∃n0 ∈ N) (∀m > n ≥ n0)
∥∥∥d(m) − d(n)∥∥∥
Bλ
<
ε
3
.
Note that ∥∥∥d(m) − d(n)∥∥∥
l∞
≤
∥∥∥d(m) − d(n)∥∥∥
Bλ
.
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Thus, d(n) is a Cauchy sequence in l∞. Since l∞ is a Banach space, there exists
d = {di}∞i=1 ∈ l∞ such that
∥∥d(n) − d∥∥
l∞
→ 0 (n → ∞). Hence, for ε > 0 chosen
above,
(2.1) (∃n∗0 ∈ N) (∀n ≥ n∗0)
∥∥∥d(n) − d∥∥∥
l∞
<
ε
3
.
Moreover,
(2.2) (∀k ∈ N) (∃nk ∈ N) (∀n ≥ nk)
∣∣∣d(n)k − dk∣∣∣ < ε
6 (k + 1) 2
k+1
λ
.
Let us show that
{
d(n)
}∞
n=1
converges to d = {di}∞i=1 in Bλ. Take an arbitrary
i ∈ N and fix it. Put n∗i = max {n∗0, n1, n2, . . . , ni} ∈ N. To simplify notation, let
us put σ(i, d) =
(∑i
k=1 k
λ |dk − dk−1|λ
) 1
λ
. Minkowski’s inequality and (2.2) yield
σ
(
i, d(n
∗
i ) − d
)
=
(
1
i
i∑
k=1
kλ
∣∣∣(d(n∗i )k − dk)+ (dk−1 − d(n∗i )k−1)∣∣∣λ
) 1
λ
≤
(
1
i
i∑
k=1
kλ
∣∣∣d(n∗i )k − dk∣∣∣λ
) 1
λ
+
(
1
i
i∑
k=1
kλ
∣∣∣dk−1 − d(n∗i )k−1 ∣∣∣λ
) 1
λ
≤
(
1
i
i∑
k=1
kλ
ελ
6λ (k + 1)
λ
2k+1
) 1
λ
+
(
1
i
i∑
k=1
kλ
ελ
6λkλ2k
) 1
λ
≤ ε
3
.
Taking into account (2.1), we get
σ
(
i, d(m) − d
)
≤ σ
(
i, d(m) − d(n∗i )
)
+ σ
(
i, d(n
∗
i ) − d
)
≤
∥∥∥d(m) − d(n∗i )∥∥∥
Bλ
+
ε
3
<
2ε
3
(∀m ≥ n∗∗0 = max {n0, n∗0} and ∀i ∈ N)
Therefore,∥∥∥d(m) − d∥∥∥
Bλ
=
∥∥∥d(m) − d∥∥∥
l∞
+ sup
i
σ
(
i, d(m) − d
)
<
ε
3
+
2ε
3
=ε (∀m ≥ n∗∗0 ) .
Finally,
‖d‖
Bλ
≤
∥∥∥d− d(n∗∗0 )∥∥∥
Bλ
+
∥∥∥d(n∗∗0 )∥∥∥
Bλ
<∞.
Hence, d ∈ Bλ. 
3. Local to global: behaviour of trigonometric series of a special
type
Definition 3.A. A sequence of positive numbers {dn} is said to be almost de-
creasing if there exists a constant M such that dn+1 ≤Mdn holds for every n ∈ N.
M is the index of almost monotonicity of {dn}. The space of almost decreasing
sequences with index M is denoted by AMM. If dn+1 ≤ Mdn holds true starting
from some integer n > 1, the corresponding space is denoted by GAMM.
Remark 3.1. Note that A1M =M is the space of decreasing sequences.
The role of almost decreasing sequences is nicely illustrated by the following
theorem.
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Theorem 3.B. Let ρn =
√
a2n + b
2
n, n ∈ N, form an almost decreasing sequence
and let ∑
An(x) ≡ a0
2
+
∑
an cosnx+ bn sinnx,∑
Bn(x) ≡
∑
an sinnx− bn cosnx.
(a) (cf. [10, Theorem 2]) If one of the series
∑
An(x) or
∑
Bn(x) is absolutely
convergent at two points x0 and x1 with |x0 − x1| 6≡ 0 (mod π), then
∑
ρn <∞.
(b) (cf. [3, Theorem 2.2]) If one of the series
∑
An(x) or
∑
Bn(x) is [I]λ, λ ≥ 1,
convergent at two points x0 and x1 with |x0−x1| 6≡ 0 (mod π), then nρn → 0 [C1]λ.
If λ > 1, then
∑
An(x) is the Fourier series of a function f ∈
⋂
1≤p<∞
Lp, [I]λ
convergent to f a.e., and
∑
Bn(x) is the Fourier series of its conjugate function
f˜ , [I]λ convergent to f˜ a.e.
In the next theorem, we shall replace the condition of λ−strong convergence by
λ−strong boundedness. A series is said to be λ−strongly bounded if the sequence
of its partial sums is λ−strongly bounded.
Theorem 3.2. Let ρn =
√
a2n + b
2
n, n ∈ N, form an almost decreasing sequence.
If one of the series ∑
An(x) ≡ a0
2
+
∑
an cosnx+ bn sinnx,
∑
Bn(x) ≡
∑
an sinnx− bn cosnx
is λ−strongly bounded, λ > 1, at two points x0 and x1, |x0 − x1| 6≡ 0 (mod π),
then
∑
An(x) and
∑
Bn(x) are Fourier series of functions f , f˜ , resp., belonging
to Lp for each 1 ≤ p <∞.
Proof. Let θn be chosen such that sin θn =
an
ρn
and cos θn =
bn
ρn
. Then,
∑
An(x) may
be written in the form
∑
ρn sin (nx+ θn) and
∑
Bn(x) = −
∑
ρn cos (nx+ θn).
Assume that
∑
An(x) is λ−strongly bounded at two points:
(3.1)
n∑
k=1
kλρλk |sin (kxi + θk)|λ = O (n) as n→∞, for i = 0, 1.
Let h = x0 − x1. Then nh = (nx0 + θn)− (nx1 + θn) and
sinnh = sin (nx0 + θn) cos (nx1 + θn)− cos (nx0 + θn) sin (nx1 + θn) .
Therefore,
|sinnh|λ ≤ 2λ
(
|sin (nx0 + θn)|λ + |sin (nx1 + θn)|λ
)
.
The last inequality and (3.1) imply
(3.2)
n∑
k=1
kλρλk |sin kh|λ = O (n) as n→∞.
Let {ρk} ∈ GAMM, M > 1. There exists K ∈ N such that
ρk−1 ≥ 1
M
ρk for k ≥ K.
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One has
(k − 1) ρk−1 |sin (k − 1)h|+ kρk |sin kh| ≥ 1
M
(k − 1) ρk |sin (k − 1)h|+ kρk |sinkh|
≥ k − 1
Mk
kρk (|sin (k − 1)h|+ |sin kh|)
≥ 1− ǫ
M
kρk (|sin (k − 1)h|+ |sin kh|)
for k > k0 = max{K, ⌊ 1ǫ ⌋}, ǫ > 0 arbitrarily small. This and
|sin (k − 1)h|+ |sin kh| ≥ sin2 (k − 1)h+ sin2 kh
= 1− cosh cos (2k − 1)h ≥ 1− |cosh|
yield
(k − 1) ρk−1 |sin (k − 1)h|+ kρk |sin kh| ≥M1kρk
for k > k0, where M1 =M1 (h) > 0. Hence,
n∑
k=1
kλρλk =
k0∑
k=1
kλρλk +
n∑
k=k0+1
kλρλk
≤
k0∑
k=1
kλρλk +
2λ
Mλ1
n∑
k=k0+1
[
(k − 1)λ ρλk−1 |sin (k − 1)h|λ + kλρλk |sin kh|λ
]
.
Since the first summand in the last line is a finite sum and the second one is O (n)
as n→∞ by (3.2), we get
un,λ :=
n∑
k=1
kλρλk = O (n) as n→∞.
Now, let p > max
{
λ
λ−1 , 2
}
and 1q = 1 − 1p . It is straightforward that 1 < q <
min{λ, 2}. Notice that ∑nk=1 kλρλk = O (n) implies un,q =∑nk=1 kqρqk = O (n).
Abel’s partial summation formula gives us
n∑
k=1
ρqk =
n∑
k=1
kqρqk
kq
=
n∑
k=1
uk,q − uk−1,q
kq
=
un,q
nq
+
n−1∑
k=1
uk,q
(
1
kq
− 1
(k + 1)q
)
= O
(
1
nq−1
)
+O
(
n−1∑
k=1
1
kq
)
= O (1) as n→∞.
(3.3)
By the Hausdorff-Young theorem [24, (2.3), (ii), p. 101], there exists f ∈ Lp such
that
∑
An(x) is the Fourier series of f . This and the uniqueness property of Fourier
series yield that f belongs to all Lp spaces, 1 ≤ p <∞. Then∑Bn(x) is the Fourier
series of f˜ ∈ ⋂
1≤p<∞
Lp.
The proof is analogous if
∑
Bn(x) is λ−strongly bounded at x0, x1 or if
∑
An(x)
is λ−strongly bounded at x0 and
∑
Bn(x) at x1. 
Definition 3.C. A sequence of positive numbers {dn} is said to be quasi decreasing
if there exists α > 0 such that {dn/nα} is a decreasing sequence starting from some
integer n ≥ 1. α is the index of quasimonotonicity of {dn}. The space of quasi
decreasing sequences with index α is denoted by QαM.
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As an application of the concept introduced by Definition 3.C, we cite the next
result.
Theorem 3.D. ([3, Theorem 3.1]) Let ρn =
√
a2n + b
2
n, n ∈ N, form a quasi
decreasing sequence with index 0 < α < 1. Let a trigonometric series a02 +∑
an cosnx + bn sinnx be strongly convergent at two points x0 and x1 with |x0 −
x1| 6≡ 0 (mod π). Then this series and its conjugate are Fourier series, strongly
convergent a.e.
Having in mind that the classes of λ−strongly bounded sequences, λ > 1, are
contained in the class of strongly bounded (i.e., 1−strongly bounded) sequences,
we turn a closer attention to the latter case.
We shall consider a new class of logarithmic quasi decreasing sequences.
Definition 3.3. A sequence of positive numbers {dn} is said to be logarithmic quasi
decreasing if there exists β > 0 such that
{
dn/ log
β n
}
is a decreasing sequence
starting from some integer n ≥ 2. β is the index of logarithmic quasimonotonicity
of {dn}. The set of logarithmic quasi decreasing sequences with index β is denoted
by LβQM.
Theorem 3.4. Let ρn =
√
a2n + b
2
n, n ∈ N, form a logarithmic quasi decreasing
sequence with index β > 1 (ρn ∈ LβQM). If one of the series∑
An(x) ≡ a0
2
+
∑
an cosnx+ bn sinnx,
∑
Bn(x) ≡
∑
an sinnx− bn cosnx
is strongly bounded at two points x0, x1, |x0 − x1| 6≡ 0 (mod π), then
∑ nρ2n
logβ n
<∞.∑
An(x) and
∑
Bn(x) are Fourier series of functions f , f˜ which belong to L
p for
each 1 ≤ p <∞.
Proof. Since {ρk} ∈ LβQM, we have
ρk−1 ≥ log
β (k − 1)
logβ k
ρk for k ≥ K ≥ 2.
Reasoning as in the proof of Theorem 3.2, we get
un :=
n∑
k=1
kρk = O (n) as n→∞.
Now, for any α > 1, one has
n∑
k=2
ρk
logα k
=
n∑
k=2
kρk
k logα k
=
n∑
k=2
uk − uk−1
k logα k
(3.4)
=
un
n logα n
− u1
2 logα 2
+
n−1∑
k=2
uk
(
1
k logα k
− 1
(k + 1) logα(k + 1)
)
.
Obviously
(3.5)
un
n logα n
= o (1) as n→∞.
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Notice that
1
k logα k
− 1
(k + 1) logα(k + 1)
=
1
ξ2k log
α ξk
(
1 +
α
log ξk
)
,
where ξk ∈ (k, k + 1). From 1ξ2
k
logα ξk
(
1 + αlog ξk
)
< 1k2 logα k
(
1 + αlog 2
)
and
uk = O (k), we get
uk
(
1
k logα k
− 1
(k + 1) logα(k + 1)
)
= O
(
1
k logα k
)
.
Thus,
(3.6)
n−1∑
k=2
uk
(
1
k logα k
− 1
(k + 1) logα(k + 1)
)
= O
(
n−1∑
k=2
1
k logα k
)
= O (1)
as n→∞.
The relations (3.4), (3.5) and (3.6) yield
(3.7)
n∑
k=2
ρk
logα k
= O (1) as n→∞, for α > 1.
In particular, the series
∑∞
k=2
ρk
logβ k
is convergent. This and the fact that the
sequence
{
ρk
logβ k
}
is decreasing yield kρk
logβ k
= o (1) as k →∞ by Olivier’s theorem.
Now,
n∑
k=2
kρ2k
logβ k
=
n∑
k=2
ρk
logβ k
(uk − uk−1)
=
unρn
logβ n
+
n−1∑
k=2
uk
(
ρk
logβ k
− ρk+1
logβ (k + 1)
)
− ρ2u1
logβ 2
≤ o (1) + C
n−1∑
k=2
k
(
ρk
logβ k
− ρk+1
logβ (k + 1)
)
= o (1) + C
n−1∑
k=2
(
kρk
logβ k
− (k + 1)ρk+1
logβ (k + 1)
)
+ C
n−1∑
k=2
ρk+1
logβ (k + 1)
= o (1) + C
(
2ρ2
logβ 2
− nρn
logβ n
)
+ C
n−1∑
k=2
ρk+1
logβ (k + 1)
= O (1) as n→∞.
This proves the first assertion
(3.8)
∞∑
k=2
kρ2k
logβ k
<∞.
Concerning the second assertion, (3.8) and the Riesz-Fischer theorem yield that∑
An(x) and
∑
Bn(x) are Fourier series of f, f˜ ∈ L2.
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Now, let p > 2 and 1p +
1
q = 1. Obviously, 1 < q < 2. As above,
n∑
k=1
ρqk =
n∑
k=1
1
kq
kqρqk =
n−1∑
k=1
(
∆
1
kq
) k∑
i=1
iqρqi +
1
nq
n∑
i=1
iqρqi
= O
(
n−1∑
k=1
1
kq+1
k∑
i=1
iqρqi
)
+
1
nq
n∑
i=1
iqρqi .
(3.9)
Since kρk
logβ k
= o (1) as k →∞, we have that kqρqk = o
(
logβq k
)
. Therefore,
m∑
i=1
iqρqi = O
(
m logβqm
)
for m ∈ N.
The last equality, relation (3.9) and the fact that q > 1 yield
n∑
k=1
ρqk = O
(
n−1∑
k=1
logβq k
kq
)
+O
(
logβq n
nq−1
)
= O (1) as n→∞.
Thus, f, f˜ ∈ ⋂
1≤p<∞
Lp (cf. the end of the proof of Theorem 3.2). 
Remark 3.5. Pointwise convergence a.e. of the series
∑
An(x) and
∑
Bn(x) in
Theorem 3.4 follows, of course, from the Carleson-Hunt theorem. However, the
Kolmogorov-Selyverstov-Plessner theorem [6, p. 332] already serves the purpose
since ∞∑
k=2
ρ2k log k <
∞∑
k=2
kρ2k
logβ k
<∞
by (3.8).
The following remark concerns the relationship between various sequence spaces
considered in this paper.
Remark 3.6. For 0 < M1 < 1 < M2, one has
AM1M⊂M ⊂ ∩
β>0
LβQM ⊂ ∪
β>0
LβQM ⊂ ∩
α>0
QαM⊂ ∪
α>0
QαM⊂ GAM2M.
Proof. It is obvious that AM1M ⊂ M ⊂ ∩
β>0
LβQM since 0 < M1 < 1 <
logβ(n+1)
logβ n
for any β > 0 and n ∈ N. The inclusions ∩
β>0
LβQM ⊂ ∪
β>0
LβQM
and ∩
α>0
QαM⊂ ∪
α>0
QαM are trivial. The inclusion ∪
α>0
QαM⊂ GAM2M follows
from (n+1)
α
nα < M2 for any α > 0, M2 > 1 and sufficiently large n ∈ N. Finally, to
establish ∪
β>0
LβQM ⊂ ∩
α>0
QαM, it is enough to check that
(3.10)
logβ (n+ 1)
logβ n
≤ (n+ 1)
α
nα
holds true for β > 0, α > 0 and n sufficiently large. The last inequality is equivalent
to
log (n+ 1)
logn
≤
(
1 +
1
n
)γ
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where we put γ = αβ > 0. Subtracting 1 from both sides, we get
log
(
1 + 1n
)
logn
≤
(
1 +
1
n
)γ
− 1.
According to Taylor’s formula, the left hand side is equal to 1n logn − 12n2 logn +
O( 1n3 logn ), while the right hand side is equal to
γ
n +
γ(γ−1)
2n2 + O
(
1
n3
)
. Therefore,
inequality (3.10) holds true for β > 0, α > 0 and sufficiently large n. 
Remark 3.7. In Remark 3.6 we are actually dealing with equivalence classes. Namely,
while proving the inclusions, we suppose that {dk}k≥k0 and {dk}k≥k1 , k0 6= k1, rep-
resent the same sequence.
Remark 3.8. We have seen in Theorem 3.2 that if {ρk} ∈ GAMM, M > 1, then
a mere λ−boundedness, λ > 1, of the series ∑An(x) or ∑Bn(x) at two distinct
points is sufficient to conclude that these series are Fourier series of functions f, f˜
belonging to all Lp spaces, 1 ≤ p < ∞. In the case λ = 1, the same conclusion is
valid under a stronger assumption ρk ∈ LβQM, β > 1. For intermediate classes
QαM, α > 0, the same techniques of the proof yield the following theorem.
Theorem 3.9. Let {ρk} ∈ QαM, α > 0. If
∑
An(x) or
∑
Bn(x) is strongly
bounded at two points x0 and x1, |x0 − x1| 6≡ 0 (mod π), then
∑
k1−αρ2k < ∞.
These series are Fourier series of functions f , f˜ which belong to L2 if α ∈ (0, 1).
Moreover, f, f˜ ∈ Lp, 2 < p < 1α , if α ∈ (0, 12 ).
4. Strong convergence and generalized variation
Given a trigonometric series
(4.1)
a0
2
+
n∑
k=1
ak cos kx+ bk sin kx
let sn (x) and σn (x) denote the ordinary n−th partial sum and n−th Cesa`ro (C, 1)
partial sum of (4.1), respectively. If (4.1) is a Fourier series of f ∈ L1, we shall
write snf and σnf for the partial sums sn and σn.
We will consider the following classes of functions
Sλ = {f ∈ L1 : snf → f [I]λ a.e.} ,
S
λ = {f ∈ C : snf → f [I]λ uniformly} ,
U = {f ∈ C : snf → f uniformly} ,
where C is the space of 2π−periodic continuous functions.
For λ ≥ 1, it is known (see [18]) that
Sλ =
{
f ∈ L1 :
n∑
k=1
kλρλk = o(n)
}
and
S
λ =
{
f ∈ C :
n∑
k=1
kλρλk = o(n)
}
.
By W we denote the class of regulated functions, i.e. functions possessing the
one-sided limits at each point. Every regulated function is bounded and has at
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most a countable set of discontinuities. Regulated functions have a particular role
in the matter of everywhere convergence of Fourier series.
Important subclasses of the class W stem from various concepts of generalized
bounded variation. In the sequel, let f(I) := f(b) − f(a) for arbitrary subinterval
(a, b) of (0, 2π) and the supremum in defining sums below is always taken over all
finite collections of nonoverlapping subintervals Ii of (0, 2π).
According to N. Wiener [22], a function f is of p−bounded variation, p ≥ 1, on
[0, 2π] and belongs to the class Vp if
Vp(f) = sup
{∑
i
|f(Ii)|p
}1/p
<∞.
A function f is of φ−bounded variation (L. C. Young [23]) on [0, 2π] and belongs
to the class Vφ if
Vφ(f) = sup
{∑
i
φ (|f(Ii)|)
}
<∞.
Here, φ is a continuous function defined on [0,∞) and strictly increasing from 0 to
∞.
Notice that by taking φ (u) = u we get Jordan’s class BV , while φ (u) = up gives
Wiener’s class Vp.
A function f is of Λ−bounded variation (D. Waterman [20]) on [0, 2π] and belongs
to the class ΛBV if
VΛ(f) = sup
{∑
i
|f(Ii)| /λi
}
<∞,
where Λ = {λn} is a nondecreasing sequence of positive numbers tending to infinity,
such that
∑
1/λn diverges.
In the case when Λ = {n}, the sequence of positive integers, the function f is
said to be of harmonic bounded variation and the corresponding class is denoted
by HBV .
BV is the intersection of all ΛBV spaces and W is the union of all ΛBV spaces
[9].
D. Waterman also introduced the notion of continuity in Λ−variation to pro-
vide a sufficient condition for (C,α)−summability of Fourier series [21]. Let Λm =
{λn+m},m = 0, 1, 2, . . .. A function f ∈ ΛBV is said to be continuous in Λ−variation
(or to belong to ΛcBV ) if VΛm(f)→ 0 as m→∞.
Clearly, ΛcBV ⊆ ΛBV . Functions from ΛcBV admit much better estimates of
their Fourier coefficients (see [19, 12]).
The modulus of variation (Z. Chanturiya [7]) of a bounded function f is the
function νf whose domain is the set of positive integers, given by
νf (n) = sup
{
n∑
k=1
|f(Ik)|
}
.
The modulus of variation of any bounded function is nondecreasing and concave.
Given a function ν whose domain is the set of positive integers with such properties,
then by V [ν] one denotes the class of functions f for which νf (n) = O (ν (n)) as
n→∞. We note that Vφ ⊆ V
[
nφ−1 (1/n)
]
and W = {f : νf (n) = o (n)} [7].
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The relationship betweenWaterman’s and Chanturiya’s concepts was established
in [1]. M. Avdispahic´ proved the following inclusions betweenWiener’s, Waterman’s
and Chanturiya’s classes of functions of generalized bounded variation.
Theorem 4.A (cf. Theorem 4.4. in [2]).
{nα}BV ⊂ V 1
1−α
⊂ V [nα] ⊂ {nβ}BV ,
for 0 < α < β < 1.
The next two theorems are related to strong convergence and strong boundedness
of Fourier series of regulated functions. As always, by f˜ we denote the conjugate
function of a function f .
Theorem 4.1. Let λ ≥ 1. Then
i) W ∩ Sλ = S λ.
ii) If f, f˜ ∈W , then f, f˜ ∈ C.
iii) If f ∈ Sλ and f˜ ∈ W , then f˜ ∈ S λ.
iv) If f ∈ HBV and f˜ ∈ W , then f, f˜ ∈ U .
Proof. i) Let f be an arbitrary function in W ∩ Sλ. Recall that Sλ ⊂ S [18, The-
orem 1. (iii)]. Thus,
∑n
k=1 kρk = o (n), as n → ∞. By [6, Theorem 3, p. 183
and Corrolary 2, p. 185], f can not have discontinuities of the first kind. It follows
that f is a continuous function. Its Fourier series is (C, 1) uniformly summable.
Therefore, f ∈ S λ. The converse, S λ ⊆W ∩ Sλ, is trivial.
ii) Let f, f˜ ∈ W . If there exists a point x0 such that, e.g., f (x0 + 0)−f (x0 − 0) > 0,
then by [24, Teorem 8.13, vol. I, p. 60] S˜n (x0, f)→ −∞. Hence, σ˜n (x0, f)→ −∞,
which contradicts the fact that σ˜n (x0, f) = σn
(
x0, f˜
)
→ 12
[
f˜ (x0 + 0) + f˜ (x0 − 0)
]
[24, Feje´r’s theorem 3.4, vol. I, p. 89]. Therefore, function f is continuous. Analo-
gously, the function f˜ is continuous.
iii) Let f˜ ∈ W . The conjugate series is (C, 1) summable to f˜ a.e. [6, p. 524].
Therefore, f ∈ Sλ implies f˜ ∈ Sλ. Hence, f˜ ∈ W ∩ Sλ = S λ by i).
iv) By ii) above, f, f˜ ∈ C. Now, f ∈ HBV ∩ C implies uniform convergence of its
Fourier series [20]. However, f˜ being also continuous, its Fourier series is necessarily
uniformly convergent as well, by [6, Theorem 1, p. 592]. 
Theorem 4.2.
i)
{
n1/2
}
BV ∩ C ⊂ S 2.
ii) If f ∈ {n1/2}BV and f˜ ∈W , then f, f˜ ∈ S 2.
iii) If f ∈ V2, then sequence {snf} is 2−strongly bounded.
Proof. i) Let f ∈ {n1/2}BV ∩C. Uniform convergence of the Fourier series follows
from [20]. M. Avdispahic´ [2, Theorem 11.1] proved that the condition
(4.2)
1
n
n∑
k=1
k2ρ2k = o (1) as n→∞
is necessary and sufficient for continuity of f ∈ {n1/2}
c
BV . According to [11,
Theorem 3.1] the equality ΛcBV = ΛBV holds if and only if Sλ < 2, where Sλ is
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the Shao-Sablin index defined by
Sλ := lim sup
n−→∞
∑2n
i=1
1
λi∑n
i=1
1
λi
for every proper Λ−sequence Λ = {λi}. In case of Λ =
{
i1/2
}
, we have
Sλ = lim sup
n−→∞
∑2n
i=1
1√
i∑n
i=1
1√
i
= lim
n→∞
∫ 2n
1
dx√
x∫ n
1
dx√
x
= lim
n→∞
√
2n− 1√
n− 1 =
√
2 < 2.
Therefore, (4.2) holds for f ∈ {n1/2}BV ∩ C. Since
1
n
n∑
k=1
k2 |skf − sk−1f |2 = 1
n
n∑
k=1
k2ρ2k |sin (kx+ θk)|2 ≤
1
n
n∑
k=1
k2ρ2k,
(4.2) and uniform convergence of {snf} imply that {snf} is 2−strongly convergent
uniformly, i.e. f ∈ S 2.
ii) If f ∈ {n1/2}BV and f˜ ∈ W , then f, f˜ ∈ C by Theorem 4.1 ii). Now, f ∈ S 2
according to i) above. Moreover, f˜ ∈ S 2 by Theorem 4.1 iii).
iii) If f ∈ V2, then 1n
∑n
k=1 k
2ρ2k = O (1) [5, proof of Lema 3.1], and the sequence
{snf} is 2−strongly bounded. 
Remark 4.3. In view of Theorem 4.A, the analogues of Theorem 4.2 i) and ii) are
valid for Wiener classes Vp, 1 ≤ p < 2, and Chanturiya classes V [nα], 0 < α < 12 .
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