Метод конечномерных приближений в задачах квадратичной экспоненциальной интерполяции by Ситник, С. М. et al.
130 НАУЧНЫЕ ВЕДОМОСТИ Серия: Математртка. Фртзртка. 2015. №17(214). Вып. 40
MSC 65D05
М ЕТОД КОНЕЧНОМЕРНЫ Х ПРИБЛИЖ ЕНИЙ В З А Д А Ч А Х  
КВАДРАТИ ЧН ОЙ  ЭКСПОНЕНЦИАЛЬНОЙ ИНТЕРПОЛЯЦИИ
С .М . Ситник, А .С . Тимашов, С.Н. Уш аков
Воронежский институт МВД России, 
пр. Патриотов 53, Воронеж, 394065, Россия, e-mail: mathsms@yandex.ru; aleksandrtim@rambler.ru
Воронежский государственный университет,
Университетская пл. 1, Воронеж, 394036, Россия, e-mail: ushakowww@yandex.ru
Аннотация. В работе рассматрртватотся задачрт ртптерполяцрш фупкцрш пррт п о м о щ р т  цело- 
чртслеттттых с д в р т г о в  квадратртчттой экспоненты — фупкцрш Гаусса. Разлртчттые ртзвестттые подхо­
ды к чртслеттпому рептеттртто этого класса задач сталкртватотся со зттачрттельпымрт трудттостямрт. 
Поэтому рассматрртвается подход, осттоваппый па конечномерных прртблртжетшях пррт помопцт 
лртттейпых сртстем. Доказана однозначная разрептртмость возтгакагощртх сртстем, ртсследоватты 
предельные свойства рептетгай, р т х  с в я з ь  с  тета-футткцртямрт Якобрт. Отдельно рассмотрены слу- 
чарт сртстем с равным ч р т с л о м  уравпеттртй рт ттертзвестпых, а также переопределённых сртстем.
Клю чевые слова: целочртслеттпые с д в р т г р т ,  гауссртатт, лртттейпые сртстемы, тета-футткцрш, 
переопределённые сртстемы.
1. Введение. И нтерполяционная задача. В течение длительного времени основ­
ным инструментом приближений были разложения по полным ортогональным систе­
мам. Однако, за последние годы в различных разделах математики и прикладных обла­
стях оформился весьма широкий круг задач, решение которых требует использования 
разложений функций по неполным, переполненным или неортогональным системам. 
Такие задачи возникают, например, при изучении электрических или оптических сиг­
налов. теории фильтрации, голографии, при моделировании процессов в томографии и 
медицине. Примерами переполненных систем являются фреймы, а неортогональных 
всплески, системы Габора (когерентные состояния), функции Рвачёвьтх и другие.
Рассмотрим задачу о приближении достаточно произвольной функции в виде ряда 
по системе целочисленных сдвигов функции Гаусса (квадратичной экспоненты с па­
раметрами). Известно, что эта система неполна в стандартных пространствах, тем не 
менее она часто и с успехом используется. Историю вопроса, основные результаты и 
многочисленные приложения см. в [1]- [5].
Более точно, будет исследована следующая основная
Интерполяционная задача: рассмотрим произвольную функцию f ( x) ,  заданную на 
всей оси х Е М. и некоторый параметр а  > 0. который в вероятностных приложениях 
играет роль среднеквадратичного отклонения. Будем искать интерполирующую функ­
цию f ( x) ,  такж е определённую на всей оси х Е М. которая представляется в виде ряда
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по целочисленным сдвигам функции Гаусса
СЮ 0
~ X— ^  (ж —/с)
/ И  ~ X  Л-е~ 2ст" ( !)
к=—оо
и совпадает с исходной функцией во всех целых точках
/ (т )  = / (т )  , т  Е Z . (2)
Известны несколько подходов к решению поставленной задачи. При первом подходе 
решение ищется с помощью специальных функций, а именно тета функций Якоби [1]-
[2]. Однако, как показано в [3]- [4]. несмотря на теоретическую ценность этого подхода, 
он не имеет вычислительных перспектив, так как связан с делением на чрезвычайно 
малые знаменатели. Другой подход разрабатывался в [3]- [4]. он основан на применении 
дискретного преобразования Фурье (ДПФ). Такой подход имеет определённую вычис­
лительную ценность, но она достигается ценой усложнения алгоритма, при этом вычис­
ления эффективны в достаточно узких диапазонах параметров и с небольшим числом 
разрядов в результатах. Чтобы преодолеть указанные трудности, в работах [6]- [9] был 
предложен прямой метод решения поставленной задачи интерполяции, основанный на 
сведении её к решению конечных систем линейных уравнений.
Существенным препятствием для развития этого метода являлось отсутствие ре­
зультатов по доказательству однозначной разрешимости соответствующих систем ли­
нейных уравнений. В настоящей работе получены результаты, устанавливающие тре­
буемую однозначную разрешимость линейных систем. Эти результаты являются тео­
ретическим обоснованием для разработки практических численных алгоритмов, избав­
ленных от необходимости работы со специальными функциями или ДПФ. Рассмотрены 
такж е случаи переполненных систем линейных уравнений, а такж е предельные свой­
ства решений конечномерных систем.
Д ля дальнейшего изложения введём удобное обозначение для квадратичной экспо- 
ненты
(ж —
е  (<т, х, к) = е  (3)
Решение поставленной задачи сводится к нахождению последовательности неизвест­
ных коэффициентов Д. из (1). Д ля этого, следуя стандартной схеме решения задач ин­
терполяции. необходимо построить узловые функции для каждого узла интерполяции 
х = т , т  Е Z. В нашем случае достаточно построить одну ба зи сн ую  у зл о в ую  функцию  
для узла при х = 0 . которую мы будем искать в виде
О О
G (а, х) = X  Ук е ( а ,х ,к )  . (4)
к=—оо
Вывод определяющих соотношений и бесконечной системы линейных уравнений для 
нахождения коэффициентов базисной узловой функции известен, для полноты изложе­
ния мы кратко повторим эти выкладки, следуя [3]- [4].
Из (2) следует, что эта базисная узловая функция должна удовлетворять основному 
условию при всех т  Е Z:
О О
G (а, т )  = X  9к е(а ,  т , к) = сгт0 , (5)
к = —оо
где а т о есть символ Кронекера
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1, т  = 0 
0 , т  ф 0.
Предположим, что такая функция G (а, х), удовлетворяющая условию (5), уж е найдена. 
Тогда нетрудно выписать формальное решение поставленной задачи. Действительно, 
функция
Gi (а, х ) = G (cr,x — I) 
является узловой функцией для узла при х = I, так как при всех значениях т
Gi (а, т )  = G (а, т  -  I) = am i .
Тогда одним из решений поставленной интерполяционной задачи будет, очевидно, функ-
ОО
/ И  = X  (а ' х ) > (6)
1 =  —  ОО
так как при х = т  от суммы (6) остаётся только одно слагаемое:
/ (т ) Gm (а, т )  = / (т )  • 1 = / (т ) .
Чтобы перейти от представления решения в виде (6) к искомому представлению в 
виде (1). выполним необходимую подстановку. В результате получим с учётом (4):
О О
/ И  = X  =
= X  f  ^  G х ~ 1"> = X  f  ^  X  дк •
1= — ОО 1= — оо 1= — оо
Введём новый индекс суммирования j  = I + к вместо I = j  — к и формально поменяем 
порядок суммирования. Тогда получим
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где искомые коэффициенты разложения представляются в виде (после замены индексов 
j  ^  к, чтобы согласовать результат с (1)).
ОО
f k =  X  f ( k ~ 3 ) 9 j ,  ( 8 )
j = -  ОО
где /(та) значения заданной функции в целых точках, a g j  коэффициенты разло­
жения базисной узловой функции (4).
Преобразуем систему уравнений:
ОО
У "  дне  (о , та., к) = а т0 , та. Е Z .
к =  — о о
— 1Д ля этого введём новую переменную q = е  ^ . Получим
ОО
У ,  g kq{m~ky = о-то , т  Е Z . (9)
к = — оо
Д ля численного решения необходимо рассмотреть конечномерные усечения полученной 
бесконечной системы уравнений (9).
2. Переход к конечномерным аппроксимациям интерполяционной  
задачи. К ак было показано выше, при решении задач интерполяции ключевым момен­
том является построение узловой функции. Перейдём теперь к рассмотрению конечно­
мерных приближений первоначальной интерполяционной задачи, которые получаются 
в результате перехода от бесконечномерной системы к её конечномерным «усечениям». 
Этот естественный подход, основанный на приближении решений изучаемой интерпо­
ляционной задачи решениями конечномерных систем, рассматривался в работах [6]- [9]. 
Разумеется, такой подход имеет свои ограничения, но вместе с тем он позволяет обой­
ти некоторые сложности, возникающие при перечисленных выше других подходах, и 
расширяет возможности эффективного численного решения интерполяционной задачи.
Итак, будем искать приближения для узловой функции (4) G (а, х) в виде прибли­
жающей её функции Н (а, х) в виде конечных сумм
Я  ('/г, х, а ) = X  dk ■ q{x~k y , q = exp > 0 < g < 1 , (10)
k = —n
при этом бесконечная система (9) заменяется конечной, причем число уравнений может 
быть больше числа неизвестных
Н(п,  m , j , а)  = 60з , j  = —т , . . . ,  0 , . . .  т  , т  > п . (11)
В системе линейных уравнений, которая получается из условий (10)-(10). всего 
2т  + 1 уравнений и 2п  + 1 неизвестных dk, —п  < к < п.
134 НАУЧНЫЕ ВЕДОМОСТИ Серия: Математртка. Фртзртка. 2015. №17(214). Вып. 40
Перепишем систему уравнений, вытекающую из (10)-(11) в матричной форме:
A - d = у, (12)
где соответствующие элементы матрицы и вектора правой части представляются в виде
Vj 50j , i — п , . . . ,  0 , ,  jHj —т , . . . , 0 , . . . ,  т .
Д ля полученных при т  = п  коэффициентов dk приближённую узловую функцию будем 
обозначать как Н(п, х , а ). а при т  > п. как Н(п, т,, х ,а ) .
Введём некоторые обозначения. Определитель Вандермонда размера п  обозначим 
через W x i , . . . , x n . определитель Вандермонда без / ой строки и к ого столбца 
Wi^Xi-, ■ ■ ■ , хп - Д ля наглядности общие выкладки далее с определителями и матрицами 
произвольных порядков будем иллюстрировать объектами размером 5 х 5 и получаю­
щимися из них. например.
I Г.Г |..Г2. . Г ; ; . . / - =
1Г.;.2.Г|..Г2..Г ;..Г|..Г-,
1 Х \ ■г2•Jb j ,г з•Jb j X
1 Х '2 г 2 А  2 у  3 А  2 X
1 Хз ■г2d 3 ,гзd 3 X
1 Х 4 г 2л. 4 j .3  л. 4 X
1 х5 г 2х 5 у  3х 5 X
1 ■г2.Aj j у З.Aj j 4X
1 г 2 d 2 у  3 d 2 4х2
1 г 24 у Зd 4 4
1 г 2х 5 у Зх 5 4х5
К ак известно [10. стр. 273],
Whkx 1, . . . ,  хп = ; X,СХ-п — к П ОС it ОС (13)
где сумма берется по всем сочетаниям п  — к чисел Q'i, а 2, ■ ■ ■, а п-к  из набора 1, 2 , . . . ,  п. 
Нам такж е потребуется третья тета-функция Якоби [11]
i)3 (z,q)  = 1 + 2 X  Qk" cos (‘2kz)
k=1
и формула тета-преобразования Якоби-Пуассона [11]
+оо
Е 1
к = — оо




к = — оо
e - V e “ (14)
3. С лучай равного числа уравнений и неизвестных. Теперь основным объек­
том нашего изучения становится система линейных уравнений (12) с квадратной или
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прямоугольной матрицами. Далее используются обозначения, введённые в соотноше­
ниях (10) (12).
Докажем корректность системы (12) в случае равенства числа неизвестных и урав­
нений. Напомним, что это означает, что в случае квадратной матрицы система всегда 
имеет, притом единственное, решение.
Т ео рем а 1. Матрица А при  m  = п  н евы рож дена ,  а её определит ель р а в ен
И1
2 п (п + 1 )(2 п + 1 )
q § Wq —2 n . . . 1, ,Q2 n (15)
□
И




q i  6
Q 1 Q ( f qg
( f Q 1 Q q4
q9 q4 Q 1 Q
q i e 9q q4 Q 1
— гМ-З)2c i i j  = q q -q - 2  i j qJ
Следовательно, из г той строки можно вынести qг~, а из j  ого столбца q>\ Проведем 
эту операцию со всеми строками и столбцами:
\А\ = q4 1 4q • 1 • q • q
q 4
co1 q5 qU
001 q 4 q4
00
1 q 1 Q8 q 4 q~2 q2 g4
£f Q Q ( f = q2°. 1 1 1 100 q3 q~l 1 q4 Q2 q~2 q~4
q12 q5 q-з q~4 q8 q4 q 4 q~8
Теперь элементами промежуточного определителя являются q 2tJ. осталось вынести из
г-х строк множители q 
равно 1:

















1 1 1 1
bQ







1 „ 4 4  2 4 3 4 ^1 q q 9 9
1 „ 2 2 2 2 3 2 41 q 9 9 9
1 1 1 1 1
1 „ —2 —2 2 — 2 3 — 2 41 q q q
1 ,^—4 —4 2 —4 3 —4 41 q 9 9 9
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В общем же случае результат проведенных преобразований выглядит так:
п  2 п  2 п
det А = Д  ( f  • Д  /  • Д  q2m ■ Wq~2n, . . .  1, ,  q2n =
j= -n
2 n ( n + l) ( 2 n + l)  _ 2  2  2 n (n  + l ) ( 2 n  + l )  Г Т  _ q - _9-?'
= 9 3 • Wg , . . . 1  , . . . , q  = q  з . Ц  q Zl — q гз .
i,j=-n ,
Отличие от нуля определителя Вандермонда гарантируется тем фактом, что в рассмат­
риваемом нами случае справедливы неравенства 0 < q < 1. при выполнении которых 
все сомножители в последней формуле для определителя ненулевые. ■
З ам еч ан и е . Задача об обосновании корректности конечномерной линейной систе­
мы (12) была поставлена Л.А. Мининым и С.М. Ситником. Затем через довольно про­
должительное время на основании численных расчётов А.С. Тиматттовым была угадана 
формула для определителя (15). Строгое доказательство формулы (15) и вместе с тем 
корректности рассматриваемой линейной системы было найдено С.Н. Ушаковым.
Д ля формулировки дальнейших результатов введём понятие вектора-палиндрома, 
которое отражает симметричность компонент вектора относительно его «середин».
О пределение 1. Н азовём  п -м ерны й  вектор х палиндромом, е сл и  выполняет ся  с о ­
отношение м еж д у  компонентами вектора
Xi Xn-\-\—i , Ъ 1, .
Т ео рем а 2. Пусть д ан а  система линейных у р а в н ен и й
А ■ х = Ь, (16)
где А н евы р ож д ен н а я  матрица ра зм ера  п  х п, д л я  элементов которой выполняет ся  
соот нош ени е
Oij /^г+1—г,»г+1— j  1, ,
и вектор Ъ палиндром , Тогда, р еш ен и е  системы вектор х также явл яет ся  палин дро ­
мом.
Условие теоремы 2 по сути означает, что каж дая  строка и столбец квадратной мат­
рицы А сами являются палиндромами.
□ Так как матрица А невьтрождена. то существует единственное решение х. К аж ­
дую г-ю строчку системы можно записать в виде
П
'У ; a i,j ■ Xj  = hi ■
3=1
Докажем, что вектор у  = xn ,xn- i . . .  ,х\ такж е является решением (16). а это в силу 
единственности решения и будет означать утверждение теоремы.
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Действительно, для г-й строчки
£ ■
3 = 1
Уз 7 j  ^п+1—г,»г+1—j  Vj 7 ' l';j
j=l j=l
bn+l—i k .
Продемонстрируем важность введённого понятия палиндрома, которое даёт возмож­
ность. используя свойство симметрии данных задачи, существенно уменьшать объём 
вычислений и. таким образом, повышать эффективность и работоспособность числен­
ных алгоритмов.
С л ед стви е  1. Д л я  системы (12) р еш ен и е  симметрично, то есть dk = d -к- 
□ Действительно, заметим, что для системы (12) выполнены условия теоремы 2:
агз = q{i~i)2 = q ^ - ^ + i -з))2 = ап+1^ п+1. 3 .
Следовательно, dk = d_k- И
Благодаря этому следствию, при численном решении уменьшается как число урав­
нений (практически вдвое), так и разрыв в порядке между элементами матрицы. Это 
приводит к уменьшению вычислительной сложности задачи и сокращению требуемого 
времени компьютерных расчётов, что позволяет рассматривать системы более высоких 
порядков при том же затраченном времени.
Важно, что коэффициенты dk для приближений узловой функции, которые опреде­
ляются равенством (10) и являются решениями системы (11)- (12). можно найти анали­
тически в явном виде.
Т ео рем а 3. Д л я  коэффициентов dk верна  формула:
2П
/_1 \к - к 2 ^ к ,  n+iq 1
1 J 4 W q~2n, . .
□  Действительно, по правилу Крамера
7 _  Да-
4  “  ]А\ '
Проведя с А к преобразования, аналогичные уж е проведённым при доказательстве тео­






■j^ n+l+AH-1+таq q 3 Wkq—2 n q\- - , q 2n
dk = ( - 1) '■ q ,У
Wkq~2n, ■ ■ •, q° ,q2n
3 kQ
1 to ^3 • • q 2 n
1 Q £f 0 qw q~8 Q~4 i 0 q8
Q 1 Q 0 9q q~4 q~2 i 0 q4
( f Q 1 1 ( f = q2°- 1 1 i q~l 1
q9 ( f Q 0 Q <f Q2 i 0 q~4qw 9q ( f 0 1 q8 q4 i 0 q~8
138 НАУЧНЫЕ ВЕДОМОСТИ E f f l  Серия: Математика. Физика. 2015. №17(214). Вып. 40
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001 q 4 1 0
00 001 q 4 1 0
00
q 4 kQ
1 to 1 0 q4 q 4 kQ
1 to 1 0 q4
1 1 1 1 1 •Q t
o 0 •O
1 1 1 1 1 1





1 q4 q42 q4^
1 q2 q2
1 q~2 q~22 q~2i
1 q~4 q~4'2 q~44
С л ед стви е  2. С учётом (13),
( - i ) V fc2E  qaiqan q®2n+i-k.
dk
П \qk ~ <f\
i^k,i=—n
(18)
где сумма, б ер ет ся  по в с ем  сочетаниям  2n  + 1 — к чи с ел  Q'i,Q'2, • • • ,cn2n+i-k набора. 
— —n  + 1, . . . ,  n.
С л ед стви е  3. Контрольные суммы мож но записать в в и д е  от нош ения определите-
W q - ‘2n  п ~ 2 п ~ 2з  n 2 ~2nQ ,Q ,Q 
Wq~2n . . .  q° . . .  q2n
Q
; ( j )  = £  d,uq (k~j)2
k——n
( - 1  )kqк , . - k 2 n+iq
—2 n




'y  ^  ^ ^kn—2kj^^ k>n+iq
Q
—2 n . У).........../ i ■ ‘2n
k=—n
W q~2n, . . .  , g ° , . . .  ,q2n
Сумма. (—1 )kq 2kjWk%n+iq 2n ,■■■, q°, •••, q2n представляет с о б о й  р а зл ож ени е  по  /?.+ 1
к=—п
строке оп р ед елит еля  Wq~2n . . .  q~2, q~2j, q2, . . .  q2n .
С л ед стви е  4. С праведливо  п р е д ел ь н о е  соот нош ени е
lim \ H ( n , n + l , a )  \ = C%n+1.
Несмотря на наличие явной формулы (18) для коэффициентов dk, применять её 
проблематично, что связано как с делением на малые величины, так и с вычислением 
суммы с большим числом C^n+i слагаемых. Поэтому численное решение задачи (12)
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является предпочтительным. Д ля проверки решения используются контрольные суммы
К задаче интерполяции могут применяться разные требования, связанные с точ­
ностью значений узловой функции в целых точках отрезка интерполяции, скоростью 
восстановления интерполируемой функции, диапазоном параметра а.  Отсюда возмож­
ны несколько разных подходов к решению этой задачи. Во-первых, узловую функцию 
можно строить во всех целых точках отрезка интерполяции, что в сочетании с использо­
ванием специализированных вычислительных пакетов (например. «M athem atical) да­
ёт высокую точность для восстанавливаемой функции. Данный подход изучен в ра­
ботах [6]- [9]. Во-вторых, узловую функцию можно строить на отрезке, состоящем из 
меныттего числа точек, чем требуемый отрезок интерполяции. В этом случае исполь­
зуются значения узловой функции в целых точках, вообще говоря, отличающиеся от 
нуля. Это влияет на точность восстановления, но зато уменьшает количество опера­
ций. необходимых для вычислений. К ак показано в следствии 4. при росте а  значения 
H ( n , j , a ) (j  > п)  становятся недопустимо велики. Д ля уменьшения данного эффекта 
можно воспользоваться следующим подходом: при построении узловой функции число 
уравнений берётся больше числа неизвестных ( т  > п),  см. далее.
Рассмотрим второй подход. В этом случае т  = п.  система (11) по теореме 1 совмест­
на. Единственное решение вычисляется, например, методом Гаусса. Границы использо­
вания а,  при которых вычисления имеют смысл, естественным образом зависят от п.
Т а б л и ц а  1
Контрольные суммы при п  =  12.
а 1.0 2.0 3.0 4.0
Я(12,0,<т) 1 1 0.99 52
Я(12,4,<7) — 1.7 - Ю“20 9.9 • 10-13 -7 .2  • 10“5 38
Я(12,8,<т) -1 .6  • Ю-20 1 ОО оо I—1 о 1 3.6- 10“ ' 13
Я (1 2 ,12,(7) -7 .9  • 10“23 -3 .8  • 10“ м 10“б 1.8
#(12,14,(7) 1.1 • 10“3 63.3 2.3 • 104 1.8 • 105
Я(12,16,<7) 3.2 • 10_6 67 2.9- 105 6.4 • 106
К ак видно из табл. 1. с практической точки зрения сомнительны вычисления уже 
при а  > 3. Вне отрезка интерполяции Н(п,  х , а ) сильно осциллирует. Кроме того, чем 
больше п.  тем меньше растет контрольная сумма для H ( n , j , a ) за пределами отрезка 
интерполяции. Это иллюстрирует уж е табл. 2.
Т а б л и ц а  2
Наибольшие значения в целых точках за пределами отрезка интерполяции.
Я(20, 21,1.0) 5.5 • 10“5 Я(20, 23, 2.0) 41.7 Я(20, 26, 3.0) 2.9 • 10'
Я(40, 41,1.0) 2.5 • 10-9 Я(40, 43, 2.0) 3.57 Я(40, 46, 3.0) 4.6 • 106
Я(60,61,1.0) 1.1 • 10-13 Я(60, 63, 2.0) 0.29 Я(60,66,3.0) 1.6 • 106
Я(80, 81,1.0) 5.1 • 10-18 Я(80, 83, 2.0) 0.02 Я(80, 86, 3.0) 4.7- 105
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4. С л уч ай  п ереп олн ен н ы х си стем . Теперь рассмотрим систему (11) с числом 
уравнений, большим, чем число неизвестных. Начнём с вычисления ранга этой системы.
С л ед стви е  5. Р ан г системы (11) р а в ен  2п 1 1.
□ Действительно, поскольку изучаемый в теореме 1 определитель при m  > п  яв­
ляется наибольшим ненулевым минором матрицы А размера (2/?,+ 1) х (2m  + 1), то её 
ранг равен 2п  + 1. ■
При т  > п  система (11) становится несовместной, коэффициенты dk вычисляют­
ся методом наименьших квадратов. Д ля этого уравнение (12) умножается на матри­
цу. сопряженную к А. К ак известно. А* = е АТ, элементы этой матрицы a*j = ciji = 
exp — ( j  — i )2/2a2. Получаем новую систему
С ■ х = z , (19)
в которой
^  (* -  к)2 (к -  j )2Ъ, = ^  ex p  • e x p  ,
k=—m
j 2
Zj = exp , i j  = —n . . . ,  0 , . . .  n  .
Систему (19) решаем, учитывая теорему 2. Явление осцилляции за пределами от­
резка интерполяции в данном случае может быть значительно уменьшено, хотя при 
этом возникает эффект регуляризации, при котором значение функции H(n,  m,, x , a ) в 
нулевой точке «растекается» по соседним узлам. Указанные эффекты можно увидеть 
в табл. 3.
Т а б л и ц а  3
Контрольные суммы при п  = 12, m  = 13, и при m  = 24.
а 1.0 2.0 3.0 5.0
Н (12,13,0,(7) 0.99 0.97 0.82 0.62
Я  (12,13, 6, (7) -6 .7 -  10“5 -0.06 0.05 0.06
Я  (12,13,12, ст) -1 .1  • 10“3 -6 .7 -  10“3 0.03 1.8
Я  (12,13,14, ст) 5.1 • 10“4 1.6 7.9 -2 .6
Я  (12,13,16, ст) 1.7- 10“б 3.5 89 -3 9
Я  (12, 24, 0,(7) 1.00 0.94 0.78 0.48
Я  (12, 24, 6, ст) -7 .2  • 10-5 -0.04 -0.04 -0.01
Я  (12, 24,12,(7) -1 .1  • 10_3 -0.01 -0.03 0.01
Я  (12, 24,14,(7) 1От-ЧОС -0.01 0.03 0.08
Я  (12, 24,16,(7) 1.6 • 10_6 0.01 -0.03 -0.09
Т еорем а 4. При ?п —> оо  элементы матрицы С примут в и д
~1~та , п ри  нечётном  (г + j
-Р
з Ма , при  чётном (г + j ) ,
, q 2 m a ) , -
Ci j  —  \ i - i 2 , s
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□ Преобразованием Якоби-Пуассона превращаются в пределе в тета-функцию
где qa = exp — тта. В связи с периодичностью и четностью функция $3(г + j )/27Г; qa при­
нимает всего лишь два значения, причем это или минимальное значение т,а = $37г/2; qa , 
или максимальное Ма = $30; qa . U
5. Заключение. В работе рассмотрена задача об интерполяции произвольной 
функции при помощи целочисленных сдвигов гауссианов. Эта задача имеет ряд прило­
жений. например, в теории сигналов. Анализируются недостатки и ограничения извест­
ных подходов к решению этой задачи. Д ля их преодоления рассматривается метод ко­
нечномерных аппроксимаций для нахождения узловой функции задачи, на вычислении 
которой основан интерполяционный метод. Рассматриваются случаи, когда аппрокси­
мирующая система имеет равное число неизвестных и уравнений, а такж е число уравне­
ний больше числа неизвестных. Д ля первого случая доказана корректность конечномер­
ной системы линейных уравнений, выведена явная формула для главного определителя 
системы, изучены предельные свойства решений и их связь с тета-функциями Якоби. 
Д ля переполненных систем с числом уравнений больше числа неизвестных обосновы­
вается на основании численных расчётов их необходимость и преимущества использо­
вания. такж е доказаны предельные свойства решений, проанализированы контрольные 
суммы.
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METHOD OF FINITE DIMENSIONAL APPROXIM ATIONS
IN PRO BLEM S OF INTERPOLATION BY  QUADRATIC EXPONENTIALS
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A bstract. Some interpolation problems by integer shifts of Gaussians are under consideration. 
Known approaches for these problems are met with numerical difficulties. Due to it, another method 
based on finite dimensional approximations by linear systems is proposed. The correctness of systems 
under consideration is proved, limit properties of solutions and their connections with Jacobi’s tlieta- 
functions are studied. Both cases of well-determined and overdetermined systems are investigated.
K ey words: integer shifts, Gaussian, linear systems, theta-functions, overdetermined systems.
