A passive radio frequency (RF) geolocation solution is provided that uses a single low earth orbit (LEO) satellite to find an uncooperative earth-bound emitter. For the first time, an unambiguous solution is available for real-time, single-pass, and time-constrained acquisition scenarios where single transmissions are expected. The geolocation algorithm rapidly maps Doppler and Doppler rate measurements to an RF emitter location. Corresponding theoretic performance bounds are provided for mission analysis and optimality comparison. The proposed algorithm is a variant of the constrained Unscented Kalman Filter (cUKF), chosen for computational efficiency, modeling abilities, and ease of constraint incorporation. A novel, low-computation method of sigma point projection upon the surface of the earth is derived that drastically improves search area capabilities and convergence rates. The theoretical performance bound is in the form of the recursive constrained Posterior Cramér-Rao Bound (rcPCRB), which is uniquely suited to gauge the mean squared error optimality of iterative nonlinear estimation algorithms. Numerical analysis over measurement noise, center frequency, slant angle, and initialization error exhibit the algorithm's robustness over various mission types. The performance of the cUKF is demonstrated on raw IQ data acquired from the TDS-1 satellite operated by Surrey Satellites.
I. INTRODUCTION
The ability of satellites to detect and geolocate radio frequency (RF) signals is highly coveted as it facilitates search-and-rescue, tracking, and spectrum monitoring. A single satellite geolocation (SSG) solution, if geolocation accuracy is maintained, offers many benefits. With respect to multi-satellite systems [1] - [3] -maintenance, calibration, and central node establishment between satellites are largely eliminated. Satellite formations, requiring expensive and time-consuming launch methods and onboard propulsion systems, are avoided. Furthermore, since satellites in Low Earth Orbit (LEO) are rarely spaced for simultaneous reception of an RF emitter, there is an existing, demonstrable need for a reliable SSG solution for RF geolocation.
Current SSG solutions generally involve either an angle-of-arrival (AoA) or a Doppler-based approach. AoA-based algorithms [4] - [7] offer simple solutions but are limited to relatively high signal strength scenarios, The associate editor coordinating the review of this manuscript and approving it for publication was Halil Ersin Soken . long acquisition times, relatively stationary targets, and high precision satellite pointing accuracy -providing limited geolocation accuracy. Doppler-based algorithms are governed by highly nonlinear equations but offer greater modeling and accuracy capabilities and are therefore the focus of this paper's proposed geolocation solution.
The processing methodology for single or multiple satellite RF geolocation systems using a Doppler-based approach is generally the same. A single satellite receives and stores data. When a ground station is available, the stored data is downlinked. Geolocation estimates are then obtained through post-processing with a chosen algorithm.
The use of received Doppler for geolocation was largely pioneered by research scientists at Johns Hopkins Applied Physics Laboratory, whom solved the orbit of Sputnik-1 by analyzing the Doppler shift of the satellite's transmitted signal in 1957 [8] . This technique quickly found its place in the Navy Navigation Satellite System (NNSS, also known as Transit), the first satellite-based geopositioning system in 1960. Ground stations constantly looked for satellitetransmitted coherent carrier frequencies at 150 and 400 MHz. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ At least one Doppler curve of about 2 minutes long was recorded from a satellite pass. Together, the Doppler curve(s), an initial estimated ground station position, the transmitted orbit parameters, and a Least Squares Estimator then produced a refined location estimate of the ground station of up to 100 meters of accuracy [9] . Search-and-rescue operations soon took advantage of the use of satellite Doppler for positioning in 1982 with the launch of the COSPAS-SARSAT (1979) satellite system, which is still in use today. Distress signals sent from approved emergency beacons are received by overhead satellites and sent to the ground station for post-processing to find the location of the beacon. Beacons output a pre-defined burstmode lasting about a quarter of a second, repeated roughly every 50 seconds. Legacy beacons transmitted at 121.5 MHz and 243 MHz but have now migrated to 406 MHz beacons also transmitting GPS coordinates to the satellite. Historically, the COSPAS-SARSAT is a search-and-rescue system that usually requires at least two satellites, two transmissions, or two passes. However, with the advent of the 406 MHz GPS-bearing signal, a new constellation called MEOSAR was launched in 2016 that utilizes satellites in Medium Earth Orbit (MEO) to repeat the received beacon signals for ground processing -drastically increasing the geolocation accuracy [10] .
Doppler geolocation was also implemented into ARGOS in 1978, a satellite-based system which collects environmental data from transmitting platforms worldwide. Two geolocation options are available, a Least Squares approach and a Kalman Filtering approach [11] . The Least Squares approach requires two transmissions per satellite pass to calculate a position and its mirror solution. The Kalman approach uses interactive multiple models (IMMs) of Unscented Kalman Filters (UKFs) where each model represents different movements of the RF emitters (beacons fastened on sea turtles, ships, buoys, etc.) and can be computed using a single transmission per satellite pass [12] . Both algorithms require an initialization procedure of obtaining four transmissions in a single satellite pass.
Other past Doppler-based SSG algorithms utilizing Nonlinear Least Squares and Extended Kalman Filters can be found in [13] - [15] . There are two algebraic solutions -the first [16] is meant for rough initial geolocation estimates and is based on calculating the point of closest approach (PCA). The second [17] goes further by algebraically estimating the center frequency then uses an adaptive grid search to find the geolocation estimate. Additional solutions suggest using Doppler Rate combined with a grid search [18] and a Particle Filter (PF) approach meant for unmanned aerial vehicles (UAVs) that utilizes Doppler to estimate location and center frequency can be found in [19] .
Extended Kalman Filter and iterative nonlinear Least Squares approaches are computationally efficient, but are susceptible to initialization issues, massive grid searches, system model mismatches, and ambiguities. Particle Filter techniques [19] , while providing greater statistical modeling capabilities, often require numerous precalculations to produce good initializations and lack the computational simplicity needed for real-time processing when faced with large solution space scenarios such as this [20] . Particle Filters face well known sample impoverishment issues when the state equation has very little noise -occurring when the emitter is stationary, or at least relatively stationary with respect to the satellite motion [21] as is the case for this paper.
The proposed solution is novel in that it provides a passive geolocation solution for single-pass, single transmission, short-duration scenarios in a computationally feasible manner appropriate for real-time computation. This differs from the aforementioned techniques in that it does not take advantage of minute-long signal durations, does not require multiple transmissions, multiple passes, or initialization procedures, and does not rely on auxiliary signals such as those provided in the MEOSAR constellation. Further, unlike any other technique, this algorithm utilizes both Doppler and Doppler Rate to quickly map the received signal to an unambiguous estimate. The proposed geolocation algorithm is a variant of the constrained Unscented Kalman Filter (cUKF), efficiently constraining the solution space to be on the earth's ellipsoidal surface. This constraint was implemented within a UKF framework in a previous paper by the authors [22] , but was done only utilizing Doppler estimates with limited analysis. Further, the explicit implementation for the constraint was not provided.
Theoretic performance bounds have long been used to measure the optimality of estimation techniques and for mission planning, however very few bounds exist for the SSG solution. Existing bounds generally assume a flat earth, fixed and known height above the emitter, and a straight line constant velocity flight path [16] , [23] , [24] . Some have incorporated a spherical earth and elliptical flight path but all have used the traditional Cramér-Rao Bound (CRB) [19] , [25] .
As proof of algorithmic performance, a recursive constrained Posterior Cramér-Rao Bound (rcPCRB) is computed that provides a measure of mean squared error optimality for the cUKF. It is uniquely suited in that it is a bound meant to gauge iterative nonlinear algorithms. The bound is a culmination of developments on the CRB by [26] - [28] and [29] . It is uniquely suited for Kalman-based solutions as it quantifies information measures from both the state and measurement equations and easily adapts to on-off signal characteristics. This is a drastic improvement on current performance bounds which only properly accommodate block processing algorithms. Consequently, these prior performance bounds are often rendered non-canonical and are poor candidates for nonlinear, iterative algorithmic comparison as they offer no measure of information gain from state equation dynamics, nor reflect the iterative nature of most SSG solutions.
Using both the cUKF geolocation algorithm and the rcPCRB performance bounds, an in-depth analysis of the accuracy capabilities of SSG in this scenario is provided over measurement noise, center frequency, slant angle, and initialization error -lending valuable information for various mission types. A contemporary approach using an Extended Kalman Filter approach with the same earth-bound constraint (cEKF) is provided for algorithmic comparison. The proposed cUKF algorithm shows a close match with the rcPCRB theoretic performance bounds, converging to singlekilometer geolocation estimates in only a few seconds of acquisition time with demonstrated resiliency to measurement and initialization error -vastly outperforming the cEKF by over three orders of magnitude. The cUKF solution is then applied to IQ data obtained from a proof-of-concept mission for the CYGNSS satellite constellation [30] done on the TechDemoSat-1 (TDS-1) satellite operated by Surrey Satellites. TDS-1 flew in LEO listening to an L band transmitted signal from a stationary beacon.
II. PROBLEM FORMULATION
The physical scenario involves a single LEO satellite receiving a signal emitted by a transmitter on the surface of the earth. The emitted signal undergoes a Doppler shift brought about by the transceiver geometry and satellite motion, which is captured in the signal seen by the satellite. The shorter the range vector, the faster the range rate, and the more location information imbued into the received signal. The high speed of the satellite offers spatial diversity within a short period of time allowing high geolocation accuracies.
An example scenario is shown in Fig.1 . An emitter sits off the coast of Greenland at longitude −35 deg W and latitude 65 deg N transmitting a 1200 Baud Binary Phase Shift Keying (BPSK) signal at a center frequency of 120.6 MHz for 5 seconds continuously. The satellite flies in a circular orbit at an altitude of 1000 km, receiving the signal at a 15 deg slant angle and a slant range of about 1400 km. The average Carrier-to-Noise ratio is about 15 dB over the acquisition time.
The earth's surface is 71 percent water, so all ships and buoys can be considered stationary or approximately stationary with respect to the satellite's velocity. Furthermore, for most earth-bound emitters, if the Latitude and Longitude are known then the Altitude can be reliably approximated by cross-referencing with a Digital Terrain Elevation Data (DTED) map. It is therefore assumed that the emitter is both stationary and sitting upon the earth's ellipsoidal surface. The satellite ephemeris information is known, the geolocation of the RF emitter is desired, and the processing chain has two steps:
1) Estimation of the Instantaneous Frequency (Doppler) and the Derivative of the Instantaneous Frequency (Doppler Rate) 2) The Mapping of the Doppler and Doppler rate to an Emitter Location This paper exclusively focuses on the second step. The first step can be done in a variety of ways (see [31] - [33] ) and is left to the interested reader to choose based on their desired application. The estimation methods used in this paper will be outlined in Section VI.
The second step is done by using a nonlinear iterative estimation algorithm. The classic nonlinear filtering problem with an equality constraint can be written as:
where x k is the (L × 1) state vector at time instant k and z k is the (N × 1) measurement vector, f k and h k are nonlinear functions, and {w k } and {v k } are independent white noise processes of the state and measurement equations, with zero mean and covariances Q k and V k , respectively. Both the proposed geolocation solution (constrained Unscented Kalman Filter) and the derived theoretic performance bound (recursive constrained Posterior Cramér-Rao Bound) utilize Eqs. 1-3.
In ECEF coordinates, a stationary emitter has no earthrelative velocity component because it is moving with the earth. Therefore, the emitter position, denoted p e , constitutes the state vector x k = p e (t k ) = p x e (t k ) p y e (t k ) p z e (t k ) T . The notation of t k represents the discrete kth time sample, but will be suppressed when its presence is obvious. Since the emitter is stationary, Eq. 1 can be simplified to:
The knowledge that the emitter sits upon the surface of the earth is a state constraint. Therefore Eq. 2 can be written as:
where R eq and R p are earth's equatorial radius and polar radius, respectively. The derivation of the measurement equation, Eq. 3, is as follows. A satellite moves rapidly, its position denoted p s (t k ), its velocity v s (t k ), and acceleration a s (t k ). VOLUME 8, 2020 The movement of the satellite with respect to the transmitter can be completely captured by the kinematic equation below:
where r(t k ) is the range, v r (t k ) is the range rate, and a r (t k ) is the range acceleration at the kth time instance. They are defined below (for the full derivation see Appendix A).
From this the basebanded received signal at the satellite can be written (carrier portion taken out):
By allowing δt → 0, it then allows the (2 × 1) measurement vector z(t k ) can be expressed as:
where λ = c 0 f c is the wavelength. Therefore, the constrained nonlinear filtering equations Eqs. 1-3 utilized for both the proposed geolocation solution and the derived theoretic performance bound can be explicitly written as:
The provided constrained Unscented Kalman Filter (cUKF) is ideally suited for dealing with the nonlinearities in this filtering problem. The UKF provides increased modeling capabilities and robustness compared to the nonlinear Least Squares (NLLS) and Extended Kalman Filter (EKF) approaches. Yet, it maintains fast computation capabilities and does not need the large number of samples that are required for the Particle Filter (PF) in order to map the nonlinear measurements in Eq. 15 to a geolocation estimate. As will be shown, adding the Earth-bound constraint provides faster convergence and greatly increases the search area and accuracy with a straightforward implementation within the UKF framework. The necessary background theory for this is briefly outlined in Section III-A and then expanded and applied in Section IV.
The cUKF is a nonlinear iterative algorithm, and as such the traditional CRB is ill-suited to gauge its optimality. Formalization of a realistic and appropriate bound for the SSG scenario has not been done for the nonlinear algorithms in use today (NLLS, EKF, UKF, PF) and is provided here. As the rcPCRB is a culmination of a series of developments of the original CRB [34] , [35] , the underlying theory will be briefly reviewed. Nomenclature established for the unconstrained and constrained case will be described in Section III-B. Finally, the relevant theory will be applied and expanded to the SSG scenario in Section V.
III. BACKGROUND THEORY A. UNSCENTED KALMAN FILTERING
The traditional UKF [36] is well known and is briefly outlined here. Recalling the classic nonlinear filtering problem expressed in Eqs. 1-3, the traditional Kalman Filter (KF) assumes functions f and h are linear, and the state variables are Gaussian random variables (GRVs). Naturally, a GRV put through a linear system is again a GRV. When the system is nonlinear, characterizing the resulting distribution of the propagated GRVs is non-trivial. The UKF assumes the state distributions are a GRV and represents the distributions as a set χ of 2L + 1 deterministic sample points called sigma points, where L is the number of states. The sigma points are calculated as shown below:
where x k−1 is the sample mean and ( P x k−1 ) i denotes the ith column of the matrix square root of the covariance of the prior state estimates at time t = k − 1 with the desire to predict and estimate the state variables at time k. ζ is a scaling factor that determines the spread of the sigma points about the mean. These sigma points are then fed through the state and measurement equations, and the resulting distributions are approximated with weighted sample mean and weighted sample covariances. The time update equations are:
Likewise, the measurement update equations are:
where the weights are calculated using the following equations:
The scalars α, β, and λ are used to taper the spread of the sigma points to the prior mean. Together, all of this allows the calculation of the final estimates where the measurement and state estimates are fused together:
Let x be an (L × 1) deterministic parameter vector and let z be an (N × 1) vector of measured data. As such, let p(z|x) be the conditional pdf of data z given the parameter set x. Lastly, letx(z) be an estimate of x. The estimation mean square error (MSE) matrix can now be formed:
and related to the Fisher Information matrix (FIM) and Cramér-Rao Bound (CRB):
where A ij denotes the element in the ith row and the jth column of matrix A. C is the Cramér-Rao Bound (CRB), which is defined as the inverse of the Fisher Information Matrix (FIM), denoted as J. It gives a theoretical lower bound on the covariance of any unbiased estimator. The FIM is defined as:
and ∇ β α is the (m × n) Hessian matrix w.r.t. parameter vectors α of size (m × 1) and β of size (n × 1). This bound stands as long as the expectations and derivatives exist, and the limits of integration do not depend on the parameters to be estimated.
When the parameter vector is random with known statistics, Van Trees proposed a Bayesian CRB (BCRB), also known as the Posterior Cramér-Rao Bound (PCRB) [37] . Provided the derivatives and expectations exist, and the prior densities go to zero at the limits of the parameters being estimated, the Posterior FIM can be written as:
where p(z, x) is the joint pdf.
The recursive Posterior Cramér-Rao Bound obtains its recursive properties through use of the PCRB framework and Markovian Chain attributes, as will be shown. The result is a bound well-suited to gauge the optimality of iterative nonlinear estimation algorithms. The following expressions in this are taken from the derivation in [26] , and are restated here for convenience. Consider the classic (non-constrained) nonlinear filtering problem:
where x k is the system state (L × 1) vector at time k, {z k } is the measurement process (N × 1) vector, f k and h k are nonlinear functions, and {w k } and {k n } are independent white noise processes of the state and measurement equations, with zero mean and covariances Q k and V k , respectively. Together with a known pdf function of the initial state x 0 , p(x 0 ), the joint probability distribution of
Using this joint distribution and the Posterior Cramér-Rao Bound equation (Eq. 28), an (LN × LN ) information matrix can be formed, J. The inversion of this large matrix gives the PCRB. However, the only portion of this matrix that is desired is the lower (k × k) submatrix representing the PCRB of only the latest state estimates, denoted as J B k −1 , as can be seen
By assuming the iterative process is Markovian Chain, Tichavsky et al showed that this submatrix can be efficiently computed in a recursive manner [26] . The sequence J B k of posterior information submatrices for the estimation of state vectors x k can be computed as:
where
x k+1 log p(x k+1 |x k ) (34) and J k is the standard FIM matrix:
Note that this recursion is initialized with:
The following outlines the effect of adding a constraint to the estimation problem. The traditional CRB under parametric constraints has been derived by several methods. It was first proposed by [38] and later in a simplified manner by [39] . It was then expanded for the singular case by [27] . The theoretical foundation is outlined here. Now assume the (L × 1) parameter vector x is subjected to a set of continuously differentiable constraints as in Eq. 2:
where it is assumed the set is nonempty. The (G × L) gradient matrix of the constraints is:
Here, it is assumed that G(x) is of full row rank for any x that satisfies Eq. 37 (although the case where it is singular is again covered in [27] ). This means there exists a matrix U ∈ R L×(L−G) whose columns forms an orthonormal basis for the nullspace of G(x).
Recalling the MSE matrix defined in Eq. 25, , the constrained CRB can be defined as:
The application of the constraint to the rPCRB was formalized by [28] . Recall the nonlinear filtering equations with an equality constraint in Eqs. 1-3. Then, as shown in [28] the error covariance of any unbiased state estimate x k at time k is:
where U k denotes the matrix whose columns forms an orthnormal basis for the nullspace of G k (x k ). It then follows through recursion that J k (derived in the same fashion as [26] ) can be expressed as: 
IV. THE PROPOSED GEOLOCATION ALGORITHM
While a SSG solution using a LEO satellite provides a variety of advantages, when a solution is desired over a single pass and a small acquisition time, the solution space is rife with ambiguities and much more susceptible to noise than its multi-sensor counterparts. The provided algorithm mitigates these issues in three ways.
1) The algorithm uses both Doppler and Doppler Rate measurements (Eq. 11 and Eq. 12), which provide valuable information that maps to a geolocation estimate far quicker than using only Doppler measurements. 2) A constraint is added to the estimation process that the emitter lies upon the surface of the earth that drastically improves convergence and accuracy.
3) The computational and modeling capabilities of the Unscented Kalman Filter are utilized to efficiently implement a derived method of projecting sigma points upon the surface of the earth for rapid and accurate convergence. Consider the scenario described in Section II and depicted in Fig.1 . The received Doppler at t k = 0 is z 1 (0) = 574.98 Hz and the Doppler Rate z 2 (0) = −17.024 Hz/sec and the knowledge that the emitter sits upon the Earth's ellipsoid is known. The solution space for the satellite wishing to geolocate the emitter is shown in Fig. 2 There are many methodologies for implementing constraints within the nonlinear filtering framework, yet there is no general way of doing so. An excellent overview can be found in [40] and [41] , where it suggests constraint implementations fall under pseudo-observation, projection or reparameterization methods. Reparameterization is not available due to complexities caused by the square roots in Eq. 14 and the ECEF coordinate system. Psuedo-observation puts the constraint as a noiseless measurement equation, but this causes highly singular noise covariance which creates many practical issues concerning ill-conditioned covariances [40] .
Therefore, the projection methodology has been chosen due to its applicability to this problem.
Projection can be used in EKFs, UKFs, and PFs. The PF is inappropriate to use in this scenario due to the process noise being close to zero, as it will suffer from sample impoverishment [21] . The EKF, due to its respectable modeling capabilities and superior computational efficiency is a rational choice and serves as the comparative basis in Section VI. Its formulation is provided below.
The cEKF projects the unconstrained estimate of the Kalman filter onto the constraint surface within the usual Kalman Filtering equations. This projection can be expressed [40] as:x
where the positive-definite weighting matrix has been chosen to be the updated covariance matrixP x k that obtains the maximum probability estimate of x. The constraint can be implemented by taking a first order Taylor Expansion of the constraint, evaluated at the current state estimate as shown in [40] . For the earth-bound constraint:
Therefore, Eq. 43 can be expressed as:
The updated state estimate can then be written as:
As will be shown in Section VI, this cEKF formulation lacks the modeling capabilities for both the measurement equations and constraint equation. To remedy this, we propose to use a version of the constrained Unscented Kalman Filter, to better model the nonlinearity of the measurement equation. Further, we have developed a novel projection method that takes each sigma point and quickly transforms them to the constraint surface. This avoids large grid searches or computationally expensive nonlinear programming problems [40] , [42] . The process is succinctly outlined below: where s is the line formed from points p σ and p i parameterized in arc length. As is shown in Appendix B, the constraint Eq. 14 is first reparameterized in terms of s then solved for with a simple quadratic detailed below: Results depicting this process are shown in Figure 3 . The blue plane is the surface of the earth. Unconstrained sigma points denoted in black are put through the steps outlined above and projected upon the earth's surface. The constrained sigma points are shown in green, with its new sample mean much closer to the true emitter position in red.
V. THE PROPOSED PERFORMANCE BOUND
This section provides a recursive constrained Posterior Cramér-Rao Bound (rcPCRB) that provides a measure of mean squared error optimality for the cUKF. The rcPCRB is uniquely suited in that it is a bound meant to gauge iterative nonlinear algorithms that incorporates information measures from both the state and measurement equations and easily adapts to on-off signal characteristics. There are currently no existing bounds for the SSG scenario meant for nonlinear iterative estimation algorithms and this section applies the theory laid out in Section III-B to the nonlinear filtering setup in Eq. 15.
Recall the desired rcPCRB bound to defined in Eq. 41 as:
Now, given Eq. 13 and Eq. 15, we can define the recursive Bayesian CRB matrices as:
The expectation of the nonlinear function of x n in D 22 n cannot be evaluated analytically. One can either take the expectation of a Taylor Series approximation of the nonlinear function or a Monte Carlo integration can be done. The latter is the technique used here and defined below:
wherex i k are drawn from the Gaussian distribution of x k . J k is the traditional FIM, which can be expressed as shown below:
and the derivatives of Eq. 15:
where the x k (i) denotes the ith element of the vector x at the kth time step and p s(k) (i) denotes the ith element of the position vector of the satellite at the kth time step. Recall the constraint in Eq. 14. This constraint allows the construction of the L ×(L −G) matrix U k (as shown in Eq. 40) where L = 3 is the number of parameters of interest and G = 1 is the number of constraints. The gradient matrix can then be defined in this case as:
We want a matrix U k that is the orthonormal nullspace of G(x k ). The constraint space as dictated by Eq. 5 is an ellipsoid, and the vector described by Eq. 65 is the normal vector at the point x k . Therefore, the tangent plane of the earth ellipse at the emitter location provides the basis of U k . The tangent plane at the point x k can be expressed as:
where two vectors spanning this space at point x k can easily be found and made orthonormal. The rcPCRB can now be computed.
VI. NUMERICAL RESULTS
The performance of the developed cUKF is demonstrated under different measurement noises, acquisition periods, center frequencies, flight paths, and initialization errors. All of the simulated results are compared with the derived rcPCRB from Section V to gauge optimality. The cEKF from Section IV is used for comparative purposes with respect to measurement noise, acquisition periods, and center frequencies. As will be demonstrated, the cEKF consistently provides poorer performance due to its lesser modeling capabilities and inability to mitigate initialization errors. Further validation is performed on off-the-air IQ data obtained from the TDS-1 satellite operated by Surrey Satellites.
The truth values for the synthesized data are created using a realistic simulation environment (developed by the Southwest Research Institute) and are corrupted by Additive White Gaussian Noise (AWGN). For the processing of the simulated IQ and raw TDS-1 IQ data, the measurement equation (Eq.15) estimates are produced as one would do in realtime by using a cyclostationary-based method for z k (1) and a numerical derivative based method to obtain z k (2) . Further details concerning the processing of the off-the-air TDS-1 data will be described later in the section.
Each point in the rcPCRB curves was obtained with 150 Monte Carlo trials to produce the numerically derived Expectation in Eq. 61. The state covariance values are set to as close to zero as numerically possible within both the cUKF and rcPCRB to reflect the stationary emitter assumption. The measurement noise for the rcPCRB is set to the average of the measurement noise seen by the cUKF trials. The rcPCRB starting (initial position estimate) covariance matches the cUKF trials' average starting position.
For each of the coordinates (x, y, and z), 100 initial position guesses are drawn from a Gaussian distribution centered about the true position of the emitter with a standard deviation of 50 km (in x, y, and z) unless otherwise stated. These initial emitter position estimates are then projected onto the earth in the manner described in Section IV and fed into the cUKF. The cEKF possesses the same covariances for state and measurement equations as the cUKF and is also fed the same randomly initialization guesses.
A. MEASUREMENT NOISE
The following scenario depicts the effect of measurement noise on geolocation accuracy. A LEO satellite orbits the earth in a near polar orbit at 500 km and an 88.5 deg inclination listening to a transmitted signal for 5 seconds. The emitted signal has a center frequency of 120 MHz and has a BPSK modulation with a baud rate of 1200. The sampling frequency is 4 times the expected highest Doppler. The emitter sits at slant angle of 27 deg and a slant range of 574 km at t k = 0.
The cEKF, cUKF and rcPCRB are evaluated at differing carrier-to-noise ratios, which in turn affects the estimated measurements. This scenario is very typical of a search-andrescue operation or the intercept of a communication signal. Table 1 lists the parameters used to generate the results shown in Fig. 4 . For reference, the highest absolute measurement values are z k (1) = 664.99 Hz and z k (2) = 36.67 Hz/sec.
The cUKF closely matches rcPCRB with divergence beginning at 20 dB. Carrier-to-Noise ratios ranging from 20 dB to 40 dB are standard values, and given a stable enough estimation of the Doppler and Doppler rate, one can see that single-kilometer accuracy is obtained nearly immediately and steady state reached at about 3 seconds. The cEKF is clearly multiple orders of magnitude larger than the cUKF performance.
B. CENTER FREQUENCY
The effect of center frequency is a complicated parameter to isolate due to the effect it has on the sampling rate requirements, the RF path loss, and the estimation technique applied. In general, an increase in center frequency brings about a trade space with bandwidth, noise floor, and sampling rate. One sanity check is to check if the following holds: if the sampling rate is kept proportionally constant to the highest received frequency, and the measurement noise of the received Doppler and Doppler rate are kept with the same ratio -the performance across center frequencies will be the same. Fig. 5 , generated using Table 2 , numerically demonstrates this conclusion. The fourth and fifth columns denote the highest received Doppler and Doppler Rate over the acquisition time to give the noise standard deviations in columns three and four meaning. Using the same orbit settings as Section VI-A, it can be seen that the cEKF, cUKF, and the rcPCRB perform the same at each center frequency. Simulations show once more a good match between the cUKF and the rcPCRB, obtaining single-kilometer accuracies well within 1 second. The cEKF once again performs a little over 3 orders of magnitude worse than the cUKF, far from the optimal rcPCRB.
Center frequency scales the Doppler and Doppler Rate curve up or down proportionally. Yet, when the sampling rate and carrier-to-noise ratios are held proportionally the same across different center frequencies, changing the center frequency yields no new information for the geolocation algorithm to utilize.
C. ACQUISITION POSITION
This section shows how much more information is obtained from larger absolute Doppler Rates that correspond with different signal acquisition positions during the orbit. The faster the Doppler is changing (corresponding to the satellite being closer and/or approaching the emitter), the more accurate the expected geolocation solution. Table 3 shows the four signal sets. Each set corresponds to the satellite receiving the signal at differing distances from a direct flyover. Here the center frequency is held constant at 120 MHz, r 1 and r 2 kept the same. The 500 km orbit is set such that the Doppler zero-crossing (f D = 0) occurs at a closest distance of 530 km away. The time at which the satellite hits f D = 0 is denoted T D0 and the midpoint during the satellite's signal acquisition is denoted T mid .
As one would expect, as the satellite moves closer and closer, the performance improves both in convergence time and accuracy. As the range vector decreases as the satellite moves closer, the signal power increases, causing the cUKF to match closer and closer to the rcPCRB. The cUKF outperforms the cEKF as in previous trials, but the cEKF still reflects the slant angle trends discussed.
D. INITIALIZATION
A concern of any iterative algorithm is its resiliency to initialization errors. Prior to this section, initial guesses were chosen from a spherical zero mean Gaussian distribution with a standard deviation of 50 km. There, convergence was nearly guaranteed. Here, two satellite orbits are portrayed and a much larger search space is considered. The two orbits differ mainly in that they are on opposite sides of the emitter. The center frequency is 1000 Mhz and the measurement noise σ z (1) = 20.00 Hz and σ z (2) = 2.5 Hz/Sec in each scenario.
In order to test the algorithm's sensitivity to initialization, the following is done. For each initial emitter location guess, five simulated runs of the satellite receiving the emitting signal for 2.5 seconds are done. Each of these runs are put into the cUKF, generating a positional estimate. The average ending error of these five runs is given a proportional color as shown in Fig. 7 and Fig. 8 . The x and y axes show the distances (in x and y) that the initial emitter positional estimate is from the true emitter position. The z value is less important as each guess is projected upon the surface of the earth with a search space located near the North Pole. The directionality of the satellite is shown in the blue vector with light blue dot denoting the satellite position at the end of the acquisition period.
The geolocation algorithm showcases a large area of convergence, several hundreds of kilometers wide surrounding the true emitter position where accuracies are well below 5 km. These results exemplify the conditioning of the ill-conditioned solution space using the sigma point projection method and the second measurement equation. It can also be noted that there is a divergence along the sub-satellite path of the satellite.
E. OFF-THE-AIR IQ DATA
On November 13, 2016 a proof-of-concept mission was flown for the now fully functional CYGNSS constellation [30] in White Sands, New Mexico. An off-the-shelf USRP beacon with a pointing mechanism was set up to transmit a BPSK signal at 1200 baud to the Tech Demo Satellite 1 (TDS-1) operated by Surrey Satellite Technology.
The transmitted signal was constructed as a summation of 54 GPS C/A coded replicas, each with a specific delay, Doppler shift, and PRN code. An artificial set of Doppler shifts and time delays were introduced so that the transmitted signal behaved as though it was a reflected GPS signal from the GPS satellites in view at that time. Two passes of the satellite were recorded but only one was usable due to timing and pointing mechanism errors.
To obtain the data required for this paper's purpose, the saved IQ data (stored at 2 Bit resolution) was converted into complex baseband form and then the pre-multiplied Doppler Shifts were removed as all geometry and necessary timekeeping of GPS satellites, TDS-1 satellite, and beacon are known. 74 seconds of acquired data was made available. Each of the 54 GPS C/A coded replicas constitute a specular point. These specular points had a received power anywhere from −160 dBm to −125 dBm over the acquisition period. One specular point was chosen to be extracted over the 74 seconds of acquisition time, and instantaneous frequency measurements were made by computing a Cross Ambiguity Function (CAF) every 0.125 seconds -thereby yielding the Doppler shift. A numeric derivative and denoising algorithm was used to obtain the Doppler Rate. For the purposes of this paper, 10 seconds of the 74 seconds available were used. The position of the transceiver geometry over this acquisition period is shown in Fig.9 . The corresponding ''truth'' Doppler and Doppler Rate values are shown in Fig.10 . The range at the first data point is 731.44 km at a slant angle of 25 deg. The Doppler estimates had an average bias of 100 Hz with a standard deviation of 485.98 Hz. The Doppler Rate estimates had an average bias of −30 Hz/Sec and a standard deviation of 41.08 Hz/Sec. Initial guesses were drawn 150 times, distributed about the true emitter position with an initial average error of 225 km to emulate a realistic search space. Fig.11 shows the performance of the cUKF algorithm utilizing the aforementioned 10 seconds of data. It can be seen that the algorithm converged under 10 km of the true emitter location, which is very encouraging considering the TDS-1 mission was not designed for geolocation. Limited samples, extremely low received power, and data stored at a 2-bit resolution do not provide an ideal scenario for geolocating the beacon signal, but the algorithm's utility and effectiveness is clear. The absence of the rcPCRB is due to the error distributions exhibiting very large biases (over the 10 second time span) that invalidates the usage and comparative utility of the rcPCRB. However, it is very clear that even under these settings, the cUKF filter performed very well. A variant of the Unscented Particle Filter is currently being designed to better deal with large measurement biases. 
VII. CONCLUSION
A constrained Unscented Kalman Filter geolocation solution is provided for a single-pass, single satellite geolocation of a short duration radio frequency emitter. The solution takes in Doppler and Doppler rate measurements and projects the generated sigma points upon the Earth's surface in a computationally simple manner that befits real-time implementation. Corresponding performance bounds in the form the recursive constrained Posterior Cramér-Rao Bound are derived that match closely with the constrained Unscented Kalman Filter performance, providing the system designer a valuable tool when evaluating geolocation accuracies over possible scenarios.
Numerical simulations demonstrate the algorithm's resiliency to initialization error and measurement noise. Greater accuracy and convergence can be achieved with smaller slant angles as they offer more information embedded in the signal through the faster changing Doppler. Orbit altitude mainly affects SNR and therefore measurement noise. The algorithm is robust to initialization errors, but is most sensitive when initializations are along the sub-satellite track. Simulated examples clearly showed the advantage of the provided algorithm over the constrained Extended Kalman Filter. Validation on off-the-air IQ data from the TDS-1 satellite showcased the algorithm's effectiveness in a real life scenario. Future work includes evaluating performance over different coordinate systems and mitigating the detrimental effects of oscillator drift.
APPENDIXES APPENDIX A DERIVATION OF RECEIVED SIGNAL
The following derivation is done for only two dimensions (x and y coordinates). The extension to three dimensions is straightforward. The dependence on time is suppressed and the derivation is kept general for both a moving emitter and satellite. 
This is a quadratic that can be solved using the positive solution:
which can be substituted into Eq. 83 to obtain the point of intersection.
