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1 Introduction
We consider nonlinear dierential systems of the form
(A) $x"+p_{1}(t)x^{\alpha_{1}}+q_{1}(t)y^{\beta_{1}}=0, y"+p_{2}(t)x^{\alpha_{2}}+q_{2}(t)y^{\beta_{2}}=0,$
where $\alpha_{i}$ and $\beta_{i},$ $i=1$ , 2, are positive constants and $p_{i}(t)$ and $q_{i}(t)$ , $i=1$ , 2, are positive
continuous functions on $[a, \infty$ ), $a>0.$
By a positive solution of (A) we mean a vector function $(x(t), y(t))$ on an interval of the
fonn $[t_{0}, \infty$ ), $t_{0}\geq a$ , with positive components satisfying system (A) for $t\geq t_{0}.$
We are interested in the existence and precise asymptotic behavior of the so-called
intermediate positive solutions of (A), i.e., solutions which satisfy
(1.1) $\lim_{tarrow\infty}\frac{x(t)}{t}=\lim_{tarrow\infty}\frac{y(t)}{t}=0, \lim_{tarrow\infty}x(t)=\lim_{tarrow\infty}y(t)=\infty.$




for $t\geq t_{0}$ and some positive constants $x_{0}$ and $y_{0}.$
In this lecture (paper) we restrict our consideration to regularly varying intermediate
solutions of (A). We recall that a measurable function $f$ : $(0, \infty)arrow(0, \infty)$ is said to be
regularly varying of index $\rho\in R$ if it satises
$\lim_{tarrow\infty}\frac{f(\lambda t)}{f(t)}=\lambda^{\rho}$ for $\forall\lambda>0.$
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The totality of regularly varying functio1lb of index $\rho$ will be denoted by $RV(\rho)$ . We often
use the symbol SV instead of RV(O) and call members of SV slowly varying functions.
By denition any function $f(t)\in RV(\rho)$ is written as $f(t)=t^{\rho}g(t)$ with $g(t)\in$ SV. $A$
function $f(t)\in RV(\rho)$ is called a trivial regularly varying function of index $\rho$ if it satises
$\lim_{tarrow\infty}f(t)/t^{\rho}=$ const $>0$ and a nontrivial regularly varying function of index $\rho$ otherwise.
The set of all trivial (resp. nontrivial) regularly varying functions of index $\rho$ will be denoted
by tr-RV( $\rho$) (resp. ntr-RV( $\rho$) ).
If we represent regularly varying solutions $(x(t), y(t))$ of (A) by the expressions
(1.3) $x(t)=t^{\rho}\xi(t) , y(t)=t^{\sigma}\eta(t) , \xi(t) , \eta(t)\in SV,$
then the requirement that $x(t)$ and $y(t)$ satisfy (1.1) restrict the values of $\rho$ and $\sigma$ and the
behavior of $\xi(t)$ and $\eta(t)$ at innity as follows:
$\rho\in[0$ , 1 $],$ $\lim_{tarrow\infty}\xi(t)=\infty$ if $\rho=0,$ $\lim_{tarrow\infty}\xi(t)=0$ if $\rho=1,$
$\sigma\in[0$ , 1 $],$ $\lim_{tarrow\infty}\eta(t)=\infty$ if $\sigma=0,$ $\lim_{tarrow\infty}\eta(t)=0$ if $\sigma=1.$
From this remark we see that there are six dierent types of the asymptotic behavior at
innity for possible regularly varying intermediate solutions $(x(t), y(t))$ of system (A):
(i) $(x(t), y(t))\in RV(\rho)\cross RV(\sigma)$ , $\rho\in(0,1)$ , $\sigma\in(0,1)$ ;
(ii) $(x(t), y(t))\in ntr-RV(1)\cross RV(\sigma)$ , $\sigma\in(0,1)$ ;
(iii) $(x(t), y(t))\in ntr-RV(O)\cross RV(\sigma)$ , $\sigma\in(0,1)$ ;
(iv) $(x(t), y(t))\in ntr$-RV(I) $\cross ntr$-RV(I);
(v) $(x(t), y(t))\in$ ntr-RV(1) $\cross ntr$-RV(O);
(vi) $(x(t), y(t))\in ntr-RV(O)\cross ntr$-RV(O).
In Section 3 an asymptotic analysis of regularly varying intermediate solutions will be
made by regarding (A) as a small perturbation of the diagonal system
$x"+p_{1}(t)x^{\alpha_{1}}=0, y"+q_{2}(t)y^{\beta_{2}}=0,$
where $\alpha_{1}<1,$ $\beta_{2}<1$ , and $p_{1}(t)$ and $q_{2}(t)$ are regularly varying functions of indices $\lambda_{1}$ and
$\mu_{2}$ , respectively. The existence of all six types of intermediate solutions listed above will be
established by combining the known information about regularly varying solutions of the
diagonal system with xed point techniques.
Section 4 is devoted to the study of (A) viewed as a perturbation of the cyclic system
$x"+q_{1}(t)y^{\beta_{1}}=0, y"+p_{2}(t)x^{\alpha_{2}}=0,$
where $\alpha_{2}\beta_{1}<1$ and $p_{2}(t)$ and $q_{1}(t)$ are regularly varying functions of indices $\lambda_{2}$ and $\mu_{1},$
respectively. It is shown that the existence and precise asymptotic behavior of intermediate
solutions of the types $(i)-(iii)$ of cyclic systems of the above form is preserved for (A) if the
perturbations are small in the sense specied below.
Analogous results on the existence and precise asymptotic behavior of the so-called
strongly decreasing regularly varying solutions of the system of two perturbed Thomas-
Fermi equations
(B) $x"=p_{1}(t)x^{\alpha_{1}}+q_{1}(t)y^{\beta_{1}}, y"=p_{2}(t)x^{\alpha_{2}}+q_{2}(t)y^{\beta_{2}}$
have been established by the present authors in [4].
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2 Regularly varying functions
For the reader's convenience we recall here the denition of regularly varying functions,
basic terminologies and notations, and Karamata's integration theorem which will play a
centrahole in establishing the main results of this paper.
Denition 2.1. A measurable function $f$ : $(0, \infty)arrow(0, \infty)$ is said to be regularly
varying of index $\rho\in R$ if it satises
$\lim_{tarrow\infty}\frac{f(\lambda t)}{f(t)}=\lambda^{\rho}$ for $\forall\lambda>0,$
or equivalently it is expressed in the form
$f(t)=c(t) \exp\{\int_{t_{0}}^{t}\frac{\delta(s)}{s}ds\}, t\geq t_{0},$
for some $t_{0}>0$ and some measurable functions $c(t)$ and $\delta(t)$ such that
$\lim_{tarrow\infty}c(t)=c_{0}\in(0, \infty)$ and $\lim_{tarrow\infty}\delta(t)=\rho.$
The totality of regularly varying functions of index $\rho$ is denoted by $RV(\rho)$ . We often
use the symbol SV instead of RV(0) and call members of SV slowly varying functions. By
denition any function $f(t)\in RV(\rho)$ is written as $f(t)=t^{\rho}9(t)$ with $g(t)\in SV$ . So, the class
SV of slowly varying functions is of fundamental importance in theory of regular variation.
Typical examples of slowly varying functions are: all functions tending to positive constants
as $tarrow\infty,$
$\prod_{n=1}^{N}(\log_{n}t)^{\alpha_{r}},$ $\alpha_{n}\in R$ , and $\exp\{\prod_{n=1}^{N}(\log_{n}t)^{\beta_{n}}\},$ $\beta_{n}\in(0,1)$ )
where $\log_{n}t$ denotes the n-th iteration of the logarithm. It is known that the function
$L(t)=\exp\{(\log t)^{\frac{1}{3}}\cos(\log t)^{\frac{1}{3}}\}$
is a slowly varying function which is oscillating in the sense that
$\lim\sup L(t)=\infty$ and $\lim\inf L(t)tarrow\infty=0.$
$tarrow\infty$
A function $f(t)\in RV(\rho)$ is called a trivial regularly varying function of index $\rho$ if it is
expressed in the form $f(t)=t^{\rho}L(t)$ with $L(t)\in$ SV satisfying $\lim_{tarrow\infty}L(t)=$ const $>$ O.
0therwise $f(t)$ is called a nontrivial regularly varying function of index $\rho$ . The symbol
tr-RV( $\rho$) (or ntr-RV( $\rho$) ) is used to denote the set of all trivial $RV(\rho)$-functions (or the set
of all nontrivial $RV(\rho)$-functions),
The following proposition, known as Karamata's integration theorem, is particularly
useful in handling slowly and regularly varying functions analytically and is extensively
used throughout the paper.





$\int_{a}^{t}s^{\alpha}L(s)ds\sim\frac{1}{\alpha+1}t^{\alpha+1}L(t)$ , $tarrow\infty$ ;
$\int_{t}^{\infty}s^{\alpha}L(s)ds\sim-\frac{1}{\alpha+1}t^{\alpha+1}L(t)$ , $tarrow\infty$ ;
$l(t)= \int_{a}^{t}\frac{L(s)}{s}ds\in SV$ and $\lim_{tarrow\infty}\frac{L(t)}{l(t)}=0$ , ,
and
$m(t)= \int_{t}^{\infty}\frac{L(s)}{s}ds\in SV$ and $\lim_{tarrow\infty}\frac{L(t)}{m(t)}=0,$
provided $L(f)/t$ is integrable near the innity in the latter case.
The reader is referred to Bingham et al [1] for the most complete exposition of theory
of regular variation and its applications and to Mari\v{c} [8] for the comprehensive survey of
results up to 2000 on the asymptotic analysis of second order linear and nonlinear ordinary
dierential equations in the framework of regular variation.
3 Perturbations of the diagonal system
In this section we establish a criterion for the existence of intermediate regularly varying





(3.2) $p_{1}(t)\in RV(\lambda_{1}) , q_{2}(t)\in RV(\mu_{2})$ .
Use is made of the following results which are obtained by combining necessary and suf-
cient conditions for the existence of three types of intermediate regularly varying solutions
of the sublinear Emden-Fowler equation established in [6] (see also [3]).
Proposition 3.1. Let conditions (3.1) and (3.2) be satised. Then, system $(A_{d})$ has
intermediate regularly varying solutions $(x(t), y(t))$ of index $(\rho, \sigma)$ with $\rho\in(0,1)$ and $\sigma\in$





in which case $\rho$ and $\sigma$ are dened by
(3.5) $\rho=\frac{\lambda_{1}+2}{1-\alpha_{1}}$
(3.6) $\sigma=\frac{\mu_{2}+2}{1-\beta_{2}},$
and the asymptotic behavior of any such solution $(x(t), y(t))$ is governed by the $f_{07}mulas$
(3.7) $x(t)\sim X_{1}(t) , y(t)\sim Y_{1}(t) , tarrow\infty,$
where $X_{1}(t)\in RV(\rho)$ and $Y_{1}(t)\in RV(\sigma)$ are given by
(3.8) $X_{1}(t)=[ \frac{t^{2}p_{1}(t)}{\rho(1-\rho)}]^{\frac{1}{1-\alpha_{1}}}$
(3.9) $Y_{1}(t)=[ \frac{t^{2}q_{2}(t)}{\sigma(1-\sigma)}]^{\frac{1}{1-\beta_{2}}}$
Proposition 3.2. Let (3.1) and (3.2) hold. System $(A_{d})$ has a solution $(x(t), y(t))\in$
$ntr-RV(1)\cross RV(\sigma)$ with $\sigma\in(0,1)$ if and only if (3.4),
(3.10) $\lambda_{1}=-\alpha_{1}-1$ and $\int_{a}^{\infty}t^{\alpha_{1}}p_{1}(t)dt<\infty$
hold, in which case $\sigma$ is dened by (3.6) and the asymptotic behavior of any such solution
$(x(t), y(t))$ is governed by the formulas
(3.11) $x(t)\sim X_{2}(t) , y(t)\sim Y_{1}(t) , tarrow\infty,$
where the functions $Y_{1}\in RV(\sigma)$ and $X_{2}\in$ ntr-RV(l) are dened by (3.9) and
(3.12) $X_{2}(t)=t[(1- \alpha_{1})\int_{t}^{\infty}s^{\alpha_{1}}p_{1}(s)ds]^{\frac{1}{1-\alpha_{1}}},$
respectively.
Proposition 3.3. Let (3.1) and (3.2) hold. System $(A_{d})$ has a solution $(x(t), y(t))\in$
$ntr-RV(O)\cross RV(\sigma)$ with $\sigma\in(0,1)$ if and only if (3.4),
(3.13) $\lambda_{1}=-2$ and $\int_{a}^{\infty}\int_{s}^{\infty}p_{1}(r)drds=\infty$
5
hold, in which case $\sigma$ is given by (3.6) and the asymptotic behavior of any such solution
$(x(t), y(t))$ is governed by the $f_{07}mulas$
(3.14) $x(t)\sim X_{3}(t) , y(t)\sim Y_{1}(t) , tarrow\infty,$
where the functions $Y_{1}\in RV(\sigma)$ and $X_{3}\in$ ntr-RV(O) are dened by (3.9) and
(3.15) $X_{3}(t)=[(1- \alpha_{1})\int_{a}^{t}\int_{s}^{\infty}p_{1}(r)drds]^{\frac{1}{1-\alpha_{1}}},$
respectively.
Proposition 3.4. Let (3.1) and (3.2) hold. System $(A_{d})$ has a solution $(x(t), y(t))\in$
ntr-RV(1) $\cross ntr-RV(1)$ if and only if (3.10) and
(3.16) $\mu_{2}=-\beta_{2}-1$ and $\int_{a}^{\infty}t^{\beta_{2}}q_{2}(t)dt<\infty$
hold, and the asymptotic behavior of any such solution $(x(t), y(t))$ is governed by the for-
mulas
(3.17) $x(t)\sim X_{2}(t) , y(t)\sim Y_{2}(t) , tarrow\infty,$
where the functions $X_{2}\in$ ntr-RV(l) and $Y_{2}\in ntr$-RV(I) are dened by (3.12) and
(3.18) $Y_{2}(t)=t[(1-\beta_{2})l^{\infty}s^{\beta_{2}}q_{2}(s)ds]^{\frac{1}{1-\beta_{2}}},$
respectively.
Proposition 3.5. Let (3.1) and (3.2) hold. System $(A_{d})$ has a solution $(x(t), y(t))\in$
$ntr-RV(1)\cross ntr$-RV(O) if and only if (3.10) and
(3.19) $\mu_{2}=-2$ and $\int_{a}^{\infty}\int_{s}^{\infty}q_{2}(r)drds=\infty$
hold, and the asymptotic behavior of any such solution $(x(t), y(t))$ is governed by the for-
mulas
(3.20) $x(t)\sim X_{2}(t) , y(t)\sim Y_{3}(t) , tarrow\infty,$
where the functions $X_{2}\in$ ntr-RV(l) and $Y_{3}\in ntr$-RV(O) are dened by (3.12) and
(3.21) $Y_{3}(t)=[(1- \beta_{2})l^{t}\int_{s}^{\infty}q_{2}(r)drds]^{\frac{1}{1-\beta_{2}}},$
respectively.
Proposition 3.6. Let (3.1) and (3.2) hold. System $(A_{d})$ has a solution $(x(t), y(t))\in$
$ntr-RV(O)\cross ntr$-RV(O) if and only if (3.13) and (3.19) hold and the asymptotic behavior of
any such solution $(x(t), y(t))$ is governed by the $f_{07}$rnulas
(3.22) $x(t)\sim X_{3}(t) , y(t)\sim Y_{3}(t) , tarrow\infty,$
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where the functions $X_{3}\in$ ntr-RV(O) and $Y_{3}\in$ ntr-RV(O) are dened by (3.15) and (3.21),
respectively.
Theorem 3.1. Assume that $(3.1)-(3.4)$ hold. Let the constants $\rho$ and $\sigma$ be given by (3.5)
and (3.6), and consider the functions $X_{1}(t)$ and $Y_{1}(t)$ dened by (3.8) and (3.9). Suppose
that
(3.23) $\lim_{tarrow\infty}\frac{q_{1}(t)Y_{1}(t)^{\beta_{1}}}{p_{1}(t)X_{1}(t)^{\alpha_{1}}}=0, \lim_{tarrow\infty}\frac{p_{2}(t)X_{1}(t)^{\alpha_{2}}}{q_{2}(t)Y_{1}(t)^{\beta_{2}}}=0.$
Then, system (A) possesses intermediate regularly varying solutions $(x(t), y(t))$ of index
$(\rho, \sigma)$ whose asymptotic behavior is governed by the unique formula (3.7).
Theorem 3.2. Assume that $(3.1)-(3.2)$ , (3.4) and (3.10) hold. Let the constant $\sigma$
be given by (3.6) and consider the functions $Y_{1}(t)$ and $X_{2}(t)$ dened by (3.9) and (3.12).
Suppose that
(3.24) $\lim_{tarrow\infty}\frac{q_{1}(t)Y_{1}(t)^{\beta_{1}}}{p_{1}(t)X_{2}(t)^{\alpha_{1}}}=0, \lim_{tarrow\infty}\frac{p_{2}(t)X_{2}(t)^{\alpha_{2}}}{q_{2}(t)Y_{1}(t)^{\beta_{2}}}=0.$
Then, system (A) possesses solutions $(x(t), y(t))\in ntr-RV(1)\cross RV(\sigma)$ whose asymptotic
behavior is governed by the unique formula (3.11).
Theorem 3.3. Assume that $(3.1)-(3.2)$ , (3.4) and (3.13) hold. Let the constant $\sigma$
be given by (3.6) and consider the functions $Y_{1}(t)$ and $X_{3}(t)$ dened by (3.9) and (3.15).
Suppose that
(3.25) $\lim_{tarrow\infty}\frac{q_{1}(t)Y_{1}(t)^{\beta_{1}}}{p_{1}(t)X_{3}(t)^{\alpha_{1}}}=0, \lim_{tarrow\infty}\frac{p_{2}(t)X_{3}(t)^{\alpha_{2}}}{q_{2}(t)Y_{1}(t)^{\beta_{2}}}=0.$
Then, system (A) possesses solutions $(x(t), y(t))\in ntr-RV(O)\cross RV(\sigma)$ whose asymptotic
behavior is governed by the unique formula (3.14).
Theorem 3.4. Assume that $(3.1)-(3.2)$ , (3.10) and (3.16) hold. Consider the functions
$X_{2}(t)$ and $Y_{2}(t)$ dened by (3.12) and (3.18). Suppose that
(3.26) $\lim_{tarrow\infty}\frac{q_{1}(t)Y_{2}(t)^{\beta_{1}}}{p_{1}(t)X_{2}(t)^{\alpha_{1}}}=0, \lim_{tarrow\infty}\frac{p_{2}(t)X_{2}(t)^{\alpha_{2}}}{q_{2}(t)Y_{2}(t)^{\beta_{2}}}=0.$
Then, system (A) possesses solutions $(x(t), y(t))\in ntr-RV(1)\cross ntr-RV(1)$ whose asymptotic
behavior is governed by the unique formula (3.17).
Theorem 3.5. Assume that $(3.1)-(3.2)$ , (3.10) and (3.19) hold. Consider the functions
$X_{2}(t)$ and $Y_{3}(t)$ dened by (3.12) and (3.21). Suppose that
(3.27) $\lim_{tarrow\infty}\frac{q_{1}(t)Y_{3}(t)^{\beta_{1}}}{p_{1}(t)X_{2}(t)^{\alpha_{1}}}=0, \lim_{tarrow\infty}\frac{p_{2}(t)X_{2}(t)^{\alpha_{2}}}{q_{2}(t)Y_{3}(t)^{\beta_{2}}}=0.$
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Then, system (A) possesses solutions $(x(t), y(t))\in ntr-RV(1)\cross ntr$-RV(O) whose asymptotic
behavior is governed by the unique formula (3.20).
Theorem 3.6. Assume that $(3.1)-(3.2)$ , (3.13) and (3.19) hold. Consider the $functio7bS$
$X_{3}(t)$ and $Y_{3}(t)$ dened by (3.15) and (3.21). Suppose that
(3.28) $\lim_{tarrow\infty}\frac{q_{1}(t)Y_{3}(t)^{\beta_{1}}}{p_{1}(t)X_{3}(t)^{\alpha_{1}}}=0, \lim_{tarrow\infty}\frac{p_{2}(t)X_{3}(t)^{\alpha_{2}}}{q_{2}(t)Y_{3}(t)^{\beta_{2}}}=0.$
Then, system (A) possesses solutions $(x(t), y(t))\in ntr-RV(O)\cross ntr$-RV(O) whose asymptotic
behavior is governed by the unique formula (3.22).
PROOF. We will give a simultaneous proof of Theorems 3.1-3.6. Let $(X(t), Y(t))$ denote
any of the six functions $(X_{1}(t), Y_{1}(t))$ , $(X_{2}(t), Y_{1}(t))$ , $(X_{3}(t), Y_{1}(t))$ , $(X_{2}(t), Y_{2}(t))$ , $(X_{2}(t), Y_{3}(t))$
and $(X_{3}(t), Y_{3}(t))$ . It is known that $(X(t), Y(t))$ satises
(3.29) $\int_{b}^{t}\int_{s}^{\infty}p_{1}(r)X(r)^{\alpha_{1}}drds\sim X(t) , \int_{b}^{t}\int_{s}^{\infty}q_{2}(r)Y(r)^{\beta_{2}}drds\sim Y(t) , tarrow\infty,$
for any $b\geq a$ . There exists $T_{0}>a$ such that
(3.30) $\int_{T_{0}}^{t}l^{\infty}p_{1}(r)X(r)^{\alpha_{1}}drds\leq 2X(t) , \int_{T_{0}}^{t}l^{\infty}q_{2}(r)Y(r)^{\beta_{2}}drds\leq 2Y(t) , t\geq T_{0}.$
We may assume that $T_{0}$ is large enough so that $X(t)$ and $Y(t)$ are increasing for $t\geq T_{0}.$
Since (3.29) holds for $b=T_{0}$ , one nds $T_{1}>T_{0}$ such that
(3.31) $\int_{T_{0}}^{t}\int_{s}^{\infty}p_{1}(r)X(r)^{\alpha_{1}}drds\geq\frac{1}{2}X(t)$ , $\int_{T_{0}}^{t}\int_{s}^{\infty}q_{2}(r)Y(r)^{\beta_{2}}drds\geq\frac{1}{2}Y(t)$ , $t\geq T_{1}.$
Choose positive constants $h,$ $H,$ $k$ and $K$ so that $h<H,$ $k<K$ and the following inequalities
hold:
(3.32) $h\leq 2^{-\frac{1}{1-\alpha_{1}}}, H\geq 8^{\frac{1}{1-\alpha_{1}}}, k\leq 2^{-\frac{1}{1-\beta_{2}}}, K\geq 8^{\frac{1}{1-\beta_{2}}},$
and
(3.33) $2hX(T_{1})\leq HX(T_{0}) , 2kY(T_{1})\leq KY(T_{0})$ .
We can choose $T_{0}>$ $a$ large enough so that in addition to $(3.30)-(3.33)$ the following
inequalities hold
(3.34) $\frac{q_{1}(t)Y(t)^{\beta_{1}}}{p_{1}(t)X(t)^{\alpha_{1}}}\leq\frac{h^{\alpha_{1}}}{K^{\beta_{1}}}, \frac{p_{2}(t)X(t)^{\alpha_{1}}}{q_{2}(t)Y(t)^{\beta_{1}}}\leq\frac{k^{\beta_{1}}}{H^{\alpha_{1}}},$
which is possible because of $(3.23)-(3.28)$ . Dene the set $\mathcal{X}$ by
$\mathcal{X}=\{(x, y)\in C[T_{0}, \infty)^{2} : hX(t)\leq x(t)\leq HX(t), kY(t)\leq y(t)\leq KY(t), t\geq T_{0}\}$
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and consider the mapping $\Phi$ : $\mathcal{X}arrow C[T_{0}, \infty$ ) dened by





with constants $x_{0}$ and $y_{0}$ satisfying
(3.37) $hX(T_{1}) \leq x_{0}\leq\frac{1}{2}HX(T_{0}) , kY(T_{1})\leq y_{0}\leq\frac{1}{2}KY(T_{0})$ .




Thus, we obtain for $t\geq T_{0}$
$\mathcal{F}(x, y)(t)\leq\frac{1}{2}HX(T_{0})+2\int_{T_{0}}^{t}\int_{s}^{\infty}q_{1}(r)(HX(r))^{\alpha_{1}}drds\leq\frac{1}{2}HX(T_{0})+4H^{\alpha_{1}}X(t)$
$\leq\frac{1}{2}HX(t)+\frac{1}{2}HX(t)=HX(t) , t\geq T_{0},$
$\mathcal{F}(x, y)(t)\geq x_{0}\geq hX(T_{1})\geq hX(t)$ for $T_{0}\leq t\leq T_{1},$
and
$\mathcal{F}(x, y)(t)\geq\int_{T_{0}}^{t}\int_{s}^{\infty}p_{1}(r)(hX(r))^{\alpha_{1}}drds\geq\frac{1}{2}h^{\alpha_{1}}X(t)\geq hX(t)$ for $t\geq T_{1}.$
Likewise we prove that $kY(t)\leq \mathcal{G}(x, y)(t)\leq KY(t)$ for $t\geq T_{0}$ . This shows in view of
$(3.35)-(3.36)$ that $\Phi$ is a self-map of $\mathcal{X}.$
(ii) $\Phi(\mathcal{X})$ is relative compact. The inclusion $\Phi(\mathcal{X})\subset \mathcal{X}$ implies that $\Phi(\mathcal{X})$ is locally
uniformly bounded on $[T_{0}, \infty$ ). The inequalities
$0 \leq(\mathcal{F}(x, y))'(t)\leq\int_{t}^{\infty}[H^{\alpha_{1}}p_{1}(s)X(s)^{\alpha_{1}}+K^{\beta_{1}}q_{1}(s)Y(s)^{\beta_{1}}]ds,$
$0 \leq(\mathcal{G}(x, y))'(t)\leq\int_{t}^{\infty}[H^{\alpha_{2}}p_{2}(s)X(s)^{\alpha_{2}}+K^{\beta_{2}}q_{2}(s)Y(s)^{\beta_{2}}]ds,$
holding for $t\geq T_{0}$ and for all $(x, y)\in \mathcal{X}$ ensure that $\Phi(\mathcal{X})$ is locally equicontinuous on
$[T_{0}, \infty)$ . Then, the relative compactness of $\mathcal{F}(\mathcal{X})$ follows from the Arzela-Ascoli lemma.
(iii) $\Phi$ is continuous. Let $\{(x_{n}(t),$ $y_{n}(t))\}$ be a sequence in $\mathcal{X}$ converging to $(x(t), y(t))$
as $tarrow\infty$ uniformly on any compact subinterval of $[T_{0}, \infty$ ). Noting that
$|\mathcal{F}(x_{n}, y_{n})(t)-\mathcal{F}(x, y)(t)|\leq tl^{\infty}[p_{1}(s)|x_{n}(s)^{\alpha_{1}}-x(s)^{\alpha_{1}}|+q_{1}(s)|y_{n}(s)^{\beta_{1}}-y(s)^{\beta_{1}}|]ds,$
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$|\mathcal{G}(x_{n}, y_{n})(t)-\mathcal{G}(x, y)(t)|\leq tl^{\infty}[p_{2}(s)|x_{n}(s)^{\alpha_{2}}-x(s)^{\alpha_{2}}|+q_{2}(s)|y_{n}(s)^{\beta_{2}}-y(s)^{\beta_{2}}|]ds,$
and applying the Lebesgue dominated convergence theorem to the right-hand sides of the
above inequalities, it follows that
$\mathcal{F}(x_{n}, y_{n})(t)arrow \mathcal{F}(x, y)(t) , \mathcal{G}(x_{n}, y_{n})(t)arrow \mathcal{G}(x, y)(t)$
as $narrow\infty$ uniformly on compact subintervals of $[T_{0}, \infty$ ). This implies the continuity of $\Phi.$
Therefore, the Schauder-Tychono xed theorem guarantees the existence of an element




To complete the proof of Theorems3.1-3.6, we have to verify that the intermediate
solutions of (A) constructed above are actually regularly varying functions. For this purpose
we use the generalized L'Hospital rule contained in the following lemma. (For the proof see
Haupt and Aumann [2].)
Lemma 3.1. Let $f(t)$ , $g(t)\in C^{1}[T, \infty$ ) and suppose that
$\lim_{tarrow\infty}f(t)=\lim_{tarrow\infty}g(t)=\infty$ and $g'(t)>0$ for all large $t,$
$or$
$\lim_{tarrow\infty}f(t)=\lim_{tarrow\infty}g(t)=0$ and $g'(t)<0$ for all large $t.$
Then,
$\lim\inf\frac{f'(t)}{g(t)}tarrow\infty,\leq\lim\inf\frac{f(t)}{g(t)}tarrow\infty, \lim_{tarrow}\sup_{\infty}\frac{f(t)}{g(t)}\leq\lim_{tarrow}\sup_{\infty}\frac{f'(t)}{g(t)}.$
Now, we dene the functions $u(t)$ and $v(t)$ on $[a, \infty$ ) by
$u(t)= \int_{a}^{t}\int_{s}^{\infty}[p_{1}(r)X(r)^{\alpha_{1}}+q_{1}(r)Y(r)^{\beta_{1}}]drds,$
$v(t)= \int_{a}^{t}\int_{s}^{\infty}[p_{2}(r)X(r)^{\alpha_{2}}+q_{2}(r)Y(r)^{\beta_{2}}]drds.$
Since $(3.23)-(3.28)$ imply that
(3.39) $p_{1}(t)X(t)^{\alpha_{1}}+q_{1}(t)Y(t)^{\beta_{1}}\sim p_{1}(t)X(t)^{\alpha_{1}},$ $p_{2}(t)X(t)^{\alpha_{2}}+q_{2}(t)Y(t)^{\beta_{2}}\sim q_{2}(t)Y(t)^{\beta_{2}}$
as $tarrow\infty$ , from the asymptotic relations (3.29) we obtain
(3.40) $u(t)\sim X(t) , v(t)\sim Y(t) , tarrow\infty.$
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We also use the relations
(3.41) $p_{1}(t)x(t)^{\alpha_{1}}+q_{1}(t)y(t)^{\beta_{1}}\sim p_{1}(t)x(t)^{\alpha_{1}}, p_{2}(t)x(t)^{\alpha_{2}}+q_{2}(t)y(t)^{\beta_{2}}\sim q_{2}(t)y(t)^{\beta_{2}}$
as $tarrow\infty$ , which follows from (3.39). Put
(3.42) $l= \lim\inf\frac{x(t)}{u(t)}tarrow\infty, L=\lim_{tarrow}\sup_{\infty}\frac{x(t)}{u(t)}, m=\lim\inf\frac{y(t)}{v(t)}tarrow\infty, M=\lim_{tarrow}\sup_{\infty}\frac{y(t)}{v(t)}.$
It is clear that $0<l\leq L<\infty$ and $0<m\leq M<\infty$ . Applying Lemma 3.1 to $l$ and $m$ and









$l\geq l^{\alpha_{1}}$ and $m\geq m^{\beta_{2}}.$
Since $\alpha_{1}<1$ and $\beta_{2}<1$ , it follows that
(3.43) $l\geq 1$ and $m\geq 1.$
Likewise, application of Lemma 3.1 to $L$ and $M$ yields
$L\leq L^{\alpha_{1}}$ and $M\leq M^{\beta_{2}},$
which leads to
(3.44) $L\leq 1$ and $M\leq 1.$
From (3.43) and (3.44) it follows that $l=L$ and $m=M$ , that is,
$\lim_{tarrow\infty}\frac{x(t)}{u(t)}=1, \lim_{tarrow\infty}\frac{y(t)}{v(t)}=1.$
Therefore we conclude from (3.40) that
$x(t)\sim u(t)\sim X(t) , y(t)\sim v(t)\sim Y(t) , tarrow\infty,$
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co rming that $x$ and $y$ are regularly varying functions of the desired iIldices. This co1n-
pletes the proof of Theorems 3.1-3.6.
Remark 3.1. In addition to (3.1) and (3.2) assume that $p_{2}(t)\in RV(\lambda_{2})$ , $q_{1}(t)\in$
$RV(\mu_{\rceil})$ are expressed as
(3.45) $p_{2}(t)=t^{\lambda_{2}}l_{2}(t) , q_{1}(t)=t^{\mu_{1}}m_{1}(t) , l_{2}, m_{1}\in SV.$
Using $(3.23)-(3.28)$ we see that
$\frac{q_{1}(t)Y_{i}(t)^{\beta_{1}}}{p_{1}(t)X_{j}(t)^{\alpha_{1}}}=t^{\mu_{1}+\beta_{1}\sigma-\lambda_{1}-\alpha_{1}\rho}L_{ij}(t) , \frac{p_{2}(t)X_{j}(t)^{\alpha_{2}}}{q_{2}(t)Y_{i}(t)^{\beta_{2}}}=t^{\lambda_{2}-\alpha_{2}\rho-\mu_{2}-\beta_{2}\sigma}M_{ij}(t)$ ,
for $i,$ $j=1$ , 2, 3, and some $L_{ij},$ $M_{ij}\in$ SV. Thus, $(3.23)-(3.28)$ are satised regardless of $L_{ij}$
and $M_{ij}$ if
(3.46) $\mu_{1}+\beta_{1}\sigma<\lambda_{1}+\alpha_{1}\rho$ and $\lambda_{2}+\alpha_{2}\rho<\mu_{2}+\beta_{2}\sigma.$
This can be used to get useful practical criteria for the existence of intermediate regularly
varying solutions of the types $(i)-(vi)$ for system (A).
Corollary 3.1. Assume that $(3.1)-(3.3)$ and (3.4) hold. Let $\rho\in(0,1)$ and $\sigma\in(0,1)$ be
given by (3.5) and (3.6). If (3.46) holds, then system (A) possesses intermediate regularly
varying solutions $(x(t), y(t))$ of index $(\rho, \sigma)$ whose asymptotic behavior is governed by the
unique formula (3.7).
Corollary 3.2. $Assu7ne$ that $(3.1)-(3.2)$ , (3.4) and (3.10) hold. Let $\sigma\in(0,1)$ be given
by (3.6). If
(3.47) $\mu_{1}+\beta_{1}\sigma<-1$ and $\lambda_{2}+\alpha_{2}<\mu_{2}+\beta_{2}\sigma,$
then system (A) possesses intermediate solutions $(x(t), y(t))\in ntr-RV(1)\cross RV(\sigma)$ whose
asymptotic behavior is governed by the unique formula (3.11).
Corollary 3.3. Assume that $(3.1)-(3.2)$ , (3.4) and (3.13) hold. Let $\sigma\in(0,1)$ be given
by (3.6). If
(3.48) $\mu_{1}+\beta_{1}\sigma<-2$ and $\lambda_{2}<\mu_{2}+\beta_{2}\sigma,$
then system (A) possesses intermediate solutions $(x(t), y(t))\in ntr-RV(O)\cross RV(\sigma)$ whose
asymptotic behavior is governed by the unique $for^{\backslash }mula(3.14)$ .
Corollary 3.4. Assume that $(3.1)-(3.2)$ , (3.10) and (3.16) hold. If
(3.49) $\mu_{1}+\beta_{1}\sigma<-1$ and $\lambda_{2}+\alpha_{2}<-1,$
then system (A) possesses intermediate solutions $(x(t), y(t))\in ntr-RV(1)\cross ntr-RV(1)$ whose
asymptotic behavior is governed by the unique formula (3.17).
Corollary 3.5. Assume that $(3.1)-(3.2)$ , (3.10) and (3.19) hold. If
(3.50) $\mu_{1}<-1$ and $\lambda_{2}+\alpha_{2}<-2,$
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then system (A) possesses intermediate solutions $(x(t), y(t))\in ntr-RV(1)\cross ntr$-RV(O) whose
asymptotic behavior is governed by the unique formula (3.20).
Corollary 3.6. Assume that $(3.1)-(3.2)$ , (3.13) and (3.19) hold. If
(3.51) $\mu_{1}<-2$ and $\lambda_{2}<-2,$
then system (A) possesses intermediate solutions $(x(t), y(t))\in ntr-RV(O)\cross ntr$-RV(O) whose
asymptotic behavior is governed by the unique formula (3.22).
4 Perturbations of the cyclic system




and $q_{1}(t)$ and $p_{2}(t)$ are continuous regularly varying functions of indices $\mu_{1}$ and $\lambda_{2}$ , respec-
tively, expressed as
(4.2) $q_{1}(t)=t^{\mu_{1}}m_{1}(t) , p_{2}(t)=t^{\lambda_{2}}l_{2}(t) , m_{1}, l_{2}\in SV.$
An intermediate positive solution $(x(t), y(t))$ of $(Ac)$ dened on $[t_{0}, \infty$ ) satises the system
of integral equations
$(IA_{c})$ $x(t)=x_{0}+ \int_{t_{0}}^{t}l^{\infty}q_{1}(r)y(r)^{\beta_{1}}drds,$ $y(t)=y_{0}+ \int_{t_{0}}^{t}l^{\infty}p_{2}(r)x(r)^{\alpha_{2}}drds,$
for some positive constants $x_{0}$ and $y_{0}$ , and hence the system of asymptotic integral relations
$(AR_{c})$ $x(t) \sim\int_{t_{0}}^{t}\int_{s}^{\infty}q_{1}(\gamma)y(r)^{\beta_{1}}drds,$ $y(t) \sim\int_{t_{0}}^{t}\int_{s}^{\infty}p_{2}(r)x(r)^{\alpha_{2}}drds,$
Lemma 4.1 Let (4.1) and (4.2) hold. System $(AR_{c})$ has regularly varying solutions
of index $(\rho, \sigma)$ with $\rho\in(0,1)$ and $\sigma\in(0,1)$ if and only if $(\lambda_{2}, \mu_{1})$ satises the system of
inequalities
(4.3) $0<\mu_{1}+2+\beta_{1}(\lambda_{2}+2)<1-\alpha_{2}\beta_{1}, 0<\alpha_{2}(\mu_{1}+2)+\lambda_{2}+2<1-\alpha_{2}\beta_{1},$
in which case $\rho$ and $\sigma$ are given by
(4.4) $\rho=\frac{\mu_{1}+2+\beta_{1}(\lambda_{2}+2)}{1-\alpha_{2}\beta_{1}}, \sigma=\frac{\alpha_{2}(\mu_{1}+2)+\lambda_{2}+2}{1-\alpha_{2}\beta_{1}},$
and the asymptotic behavior of any such solution $(x(t), y(t))$ is governed by the formulas
(4.5) $x(t)\sim X_{1}(t) , y(t)\sim Y_{1}(t) , tarrow\infty,$
13
where the functions $X_{1}\in RV(\rho)$ and $Y_{1}\in RV(\sigma)$ on $[a, \infty$ ) are dened by
(4.6) $X_{1}(t)=[ \frac{t^{2(\beta_{1}+1)}q_{1}(t)p_{2}(t)^{\beta_{1}}}{\triangle(\rho)\triangle(\sigma)^{\beta_{1}}}]^{\frac{1}{1-\alpha\beta}} Y_{1}(t)=[\frac{t^{2(\alpha_{2}+1)}q_{1}(t)^{\alpha_{2}}p_{2}(t)}{\triangle(\rho)^{\alpha_{2}}\Delta(\sigma)}]^{\frac{1}{1-\alpha\beta}}$
where $\triangle(\tau)=\tau(1-\tau)$ for $\tau\in(0,1)$ .
PROOF. (The \only if` part) Suppose that $(AR_{c})$ has a regularly varying solution
$(x(t), y(t))$ , $t\geq t_{0}$ , of index $(\rho, \sigma)$ with $\rho\in(0,1)$ and $\sigma\in(0,1)$ . From $(AR_{c})$ rewritten as
$x(t) \sim\int_{t_{0}}^{t}\int_{s}^{\infty}r^{\mu_{1}+\beta_{1}\sigma}m_{1}(r)\eta(r)^{\beta_{1}}drds,$ $y(t) \sim\int_{t_{O}}^{f}\int_{s}^{\infty}r^{\lambda_{2}+\alpha 2\rho}l_{2}(r)\xi(r)^{\alpha_{2}}drd_{\mathcal{S}},$
we see via Karamata's integration theorem that $-2<\mu_{1}+\beta_{1}\sigma<-1,$ $-2<\lambda_{2}+\alpha_{2}\rho<-1,$
and
(4.7) $x(t) \sim\frac{t^{\mu_{1}+\beta_{1}\sigma+2}m_{1}(t)\eta(t)^{\beta_{1}}}{[-(\mu_{1}+\beta_{1}\sigma+1)](\mu_{1}+\beta_{1}\sigma+2)},$ $y(t) \sim\frac{t^{\lambda_{2}+\alpha_{2}\rho+2}l_{2}(t)\xi(t)^{\alpha_{2}}}{[-(\lambda_{2}+\alpha_{2}\rho+1)](\lambda_{2}+\alpha_{2}\rho+2)},$
as $tarrow\infty$ . This means that $\rho=\mu_{1}+\beta_{1}\sigma+2$ and $\sigma=\lambda_{2}+\alpha_{2}\rho+2$ , which implies that $\rho$ and
a are determined by (4.4). Requiring that $\rho\in(0,1)$ and $\sigma\in(0,1)$ in (4.4) immediately
leads to (4.3). Noting that (4.7) can be expressed as
$x(t) \sim\frac{t^{2}q_{1}(t)y(t)^{\beta_{1}}}{\triangle(\rho)}, y(t)\sim\frac{t^{2}p_{2}(t)x(t)^{\alpha_{2}}}{\triangle(\sigma)}, tarrow\infty,$
and combining these two relations, we easily conclude that the asymptotic formulas for $x(t)$
and $y(t)$ are given by (4.5) with $X_{1}(t)$ and $Y_{1}(t)$ dened by (4.6).
(The \ if` part) Suppose that $(\lambda_{2}, \mu_{1})$ satises (4.3) aIld dene $(\rho, \sigma)$ by (4.4). We dene
$(X_{1}(t), Y_{1}(t))$ by (4.6), which can be rewritten as
$X_{1}(t)=t^{\rho}[ \frac{m_{1}(t)l_{2}(t)^{\beta_{1}}}{\triangle(\rho)\triangle(\sigma)^{\beta_{1}}}]^{\frac{1}{1-\alpha_{2}\beta_{1}}} Y_{1}(t)=t^{\sigma}[\frac{m_{1}(t)^{\alpha_{2}}l_{2}(t)}{\triangle(\rho)^{\alpha_{2}}\triangle(\sigma)}]^{\frac{1}{1-\alpha_{2}\beta_{1}}}$
It suces to prove that
(4.8) $\int_{0}^{t}\int_{s}^{\infty}q_{1}(r)Y_{1}(r)^{\beta_{1}}drds\sim X_{1}(t) , \int_{t_{0}}^{t}l^{\infty}p_{2}(r)X_{1}(r)^{\alpha_{2}}drds\sim Y_{1}(t) , tarrow\infty.$
Using Karamata's integration theorem, we compute as follows:
$\int_{t}^{\infty}q_{1}(s)Y_{1}(s)^{\beta_{1}}ds=\int_{t}^{\infty}s^{\mu_{1}+\beta_{1}\sigma}m_{1}(s)[\frac{m_{1}(s)^{\alpha_{2}}l_{2}(s)}{\triangle(\rho)^{\alpha_{2}}\triangle(\sigma)}]^{\frac{\beta}{1-\alpha_{2}}}\overline{\beta_{1}}ds$






This ensures the truth of (4.8). This completes the proof of Lemma 4.1.
Lemma 4.2. Let (4.1) and (4.2) hold. System $(AR_{c})$ has a solution such that $(x(t), y(t))\in$




in which case $\sigma$ is given by
(4.11) $\sigma=-\frac{\mu_{1}+1}{\beta_{1}} (=\alpha_{2}+\lambda_{2}+2)$ ,
and the asymptotic behavior of $(x(t), y(t))$ is governed by the formulas
(4.12) $x(t)\sim X_{2}(t) , y(t)\sim Y_{2}(t) , tarrow\infty,$






PROOF. (The \only if' part) Suppose that $(AR_{c})$ has a regularly varying solution
$(x(t), y(t))$ on $[t_{0}, \infty)$ of index $(1, \sigma)$ with $\sigma\in(0, 1)$ . From $(AR_{c})$ rewritten as
(4.14) $x(t) \sim\int_{t_{0}}^{t}l^{\infty}r^{\mu_{1}+\beta_{1}\sigma}m_{1}(r)\eta(r)^{\beta_{1}}drds, y(t)\sim\int_{t_{0}}^{t}\int_{s}^{\infty}r^{\lambda_{2}+\alpha_{2}}l_{2}(r)\xi(r)^{\alpha_{2}}drds,$
we see via Karamata's integration theorem that $\mu_{1}+\beta_{1}\sigma=-1$ and $-2<\lambda_{2}+\alpha_{2}<-1.$
Note that $\sigma=-(\mu_{1}+1)/\beta_{1}$ , so that the requirement $\sigma\in(0,1)$ implies $\mu_{1}\in(-\beta_{1}-1, -1)$ .
Using Karalnata's integratio1l theorem we transform (4.14) into
(4.15) $x(t) \sim t\int_{t}^{\infty}s^{-1}m_{1}(s)\eta(s)^{\beta_{1}}ds,$ $y(t) \sim\frac{t^{\lambda_{2}+\alpha_{2}+2}l_{2}(t)\xi(t)^{\alpha_{2}}}{[-(\lambda_{2}+\alpha_{2}+1)](\lambda_{2}+\alpha_{2}+2)},$ $tarrow\infty.$
This shows that $\sigma=\alpha_{2}+\lambda_{2}+2$ , so that $\mu_{1}+1+\beta_{1}(\alpha_{2}+\lambda_{2}+2)=0$ . Rewrite the second
relation in (4.15) as
(4.16) $\eta(t)\sim\frac{l_{2}(t)\xi(t)^{\alpha_{2}}}{\triangle(\sigma)}, tarrow\infty,$
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aild combine it with the rst relation in (4.15). We then $obtai_{I1}$
(4.17) $\xi(t)\sim\frac{1}{\triangle(\sigma)^{\beta_{1}}}l^{\infty}s^{\beta_{1}(\alpha_{2}+2)}q_{1}(s)p_{2}(s)^{\beta_{1}}\xi(s)^{\alpha_{2}\beta_{1}}ds, tarrow\infty.$
Let $\tilde{\xi}(t)$ denote the right-hand side of (4.17). Then, (4.17) can be transformed into the
dierential asymptotic relation for $\tilde{\xi}(t)$
(4.18) $- \tilde{\xi}(t)^{-\alpha_{2}\beta_{1}}\tilde{\xi'}(t)\sim\frac{t^{\beta_{1}(\alpha_{2}+2)}q_{1}(t)p_{2}(t)^{\beta_{1}}}{\triangle(\sigma)^{\beta_{1}}}, tarrow\infty.$
Since the left-hand side of (4.18) is integrable on $[t_{0}, \infty$ ) because $\tilde{\xi}(t)arrow 0$ as $tarrow\infty$ , so is
the right-hand side which ensures that (4.10) holds true, and integrating (4.18) from $t$ to
$\infty$ , we obtain
$\xi(t)\sim\tilde{\xi}(t)\sim[\frac{1-\alpha_{2}\beta_{1}}{\triangle(\sigma)^{\beta_{1}}}l^{\infty}s^{\beta_{1}(\alpha_{2}+2)}q_{1}(s)p_{2}(s)^{\beta I}ds]^{\frac{1}{1-\alpha\beta}} tarrow\infty,$
which, combined with (4.16), establishes the asymptotic formula (4.12) for $(x(t), y(t))$ .
(The (if' part) Let $(\lambda_{2}, \mu_{1})$ satisfy (4.9) and $\sigma$ be given by (4.11). Consider the vector
function $(X_{2}(t), Y_{2}(t))$ dened on $[t_{0}, \infty$ ) by (4.13). Using Karamata's integration theorem,
we can show that $(X_{2}(t), Y_{2}(t))$ satises $(AR_{c})$ , i.e.,
(4.19) $\int_{t_{0}}^{t}\int_{s}^{\infty}q_{1}(r)Y_{2}(r)^{\beta_{1}}drds\sim X_{2}(t)$ , $\int_{t_{0}}^{t}\int_{S}^{\infty}p_{2}(r)X_{2}(r)^{\alpha_{2}}drds\sim Y_{2}(t)$ , $tarrow\infty.$
This completes the proof of Lemma 4.2.
Lemma 4.3. Let (4.1) and (4.2) hold. System $(AR_{c})$ has a solution such that $(x(t), y(t))\in$




in which case $\sigma$ is given by
(4.22) $\sigma=-\frac{\mu_{1}+2}{\beta_{1}} (=\lambda_{2}+2)$ ,
and the asymptotic behavior of $(x(t), y(t))$ is governed by the formulas
(4.23) $x(t)\sim X_{3}(t) , y(t)\sim Y_{3}(t) , tarrow\infty,$







PROOF. (The $($(only if' part) Suppose that $(AR_{c})$ has a regularly varying solution
$(x(t), y(t))$ on $[t_{0}, \infty)$ of index $(0, \sigma)$ with $\sigma\in(0, 1)$ . $\mathbb{R}om(AR_{c})$ rewritten as
(4.25) $x(t) \sim\int_{t_{0}}^{t}\int_{s}^{\infty}r^{\mu_{1}+\beta_{1}\sigma}m_{1}(r)\eta(r)^{\beta_{1}}drds, y(t)\sim\int_{t_{0}}^{t}\int^{\infty}r^{\lambda_{2}}l_{2}(r)\xi(r)^{\alpha_{2}}drds,$
it follows that $\mu_{1}+\beta_{1}\sigma=-2$ and $-2<\lambda_{2}<-1$ . Thus, $\sigma=-(\mu_{1}+2)/\beta_{1}$ and this
together with $\sigma\in(0,1)$ implies $\mu_{1}\in(-\beta_{1}-2, -2)$ . Karamata's integration theorem
applied to (4.25) yields
(4.26) $x(t) \sim\int_{t_{0}}^{t}s^{-1}m_{1}(s)\eta(s)^{\beta_{1}}ds, y(t)\sim\frac{t^{\lambda_{2}+2}l_{2}(t)\xi(t)^{\alpha_{2}}}{[-(\lambda_{2}+1)](\lambda_{2}+2)}, tarrow\infty.$
This shows that a $=\lambda_{2}+2$ , and hence $\mu_{1}+2+\beta_{1}(\lambda_{2}+2)=0$ . The second relation in
(4.26) is rewritten as
(4.27) $\eta(t)\sim\frac{l_{2}(t)\xi(t)^{\alpha_{2}}}{\triangle(\sigma)}, tarrow\infty,$
which, combined with the rst relation in (4.26), gives
(4.28) $\xi(t)\sim\frac{1}{\triangle(\sigma)^{\beta_{1}}}\int_{t_{0}}^{t}s^{2\beta_{1}+1}q_{1}(s)p_{2}(s)^{\beta_{1}}\xi(s)^{\alpha_{2}\beta_{1}}ds, tarrow\infty.$
We denote the right-hand side of (4.28) by $\tilde{\xi}(t)$ and transform (4.28) into the following
dierential asymptotic relation for $\tilde{\xi}(t)$ :
(4.29) $\tilde{\xi}(t)^{-\alpha_{2}\beta_{1}}\tilde{\xi'}(t)\sim\frac{t^{2\beta_{1}+1}q_{1}(t)p_{2}(t)^{\beta_{1}}}{\triangle(\sigma)^{\beta_{1}}}, tarrow\infty.$
The left-hand side of (4.29) is not integrable on $[t_{0}, \infty$ ), nor is the right-hand side, that is,
(4.21) must hold. Integrating (4.29) on $[t_{0}, t]$ shows that
$\xi(t)\sim\tilde{\xi}(t)\sim[\frac{1-\alpha_{2}\beta_{1}}{\triangle(\sigma)^{\beta_{1}}}\int_{t_{0}}^{t}s^{2\beta_{1}+1}q_{1}(s)p_{2}(s)^{\beta_{1}}ds]^{\frac{1}{1-\alpha_{2}\beta_{1}}}\sim[\frac{1-\alpha_{2}\beta_{1}}{\triangle(\sigma)^{\beta_{1}}}\int_{a}^{t}s^{2\beta_{1}+1}q_{1}(s)p_{2}(s)^{\beta_{1}}ds]^{\frac{1}{1-\alpha_{2}\beta_{1}}}$
as $tarrow\infty$ , from which the asymptotic formulas (4.23) for $x(t)$ and $y(t)$ follow immediately.
(The \if' part) Consider the functions $X_{3}(t)$ and $Y_{3}(t)$ dened on $[a, \infty$ ) by (4.24).
Then, $(X_{3}(t), Y_{3}(t))$ satises $(AR_{c})$ , i.e.,
(4.30) $\int_{t_{0}}^{t}\int_{s}^{\infty}q_{1}(r)Y_{3}(r)^{\beta_{1}}drds\sim X_{3}(t)$ , $\int_{t_{0}}^{t}\int_{s}^{\infty}p_{2}(r)X_{3}(r)^{\alpha_{2}}drds\sim Y_{3}(t)$ , $tarrow\infty.$
Theorem 4.1. Let (4.1), (4.2) and (4.3) hold. Dene the constants $\rho$ and $\sigma$ by (4.4)
and consider the functions $X_{1}(t)$ and $Y_{1}(t)$ given by (4.6). Suppose that
(4.31) $\lim_{tarrow\infty}\frac{p_{1}(t)X_{1}(t)^{\alpha_{1}}}{q_{1}(t)Y_{1}(t)^{\beta_{1}}}=0, \lim_{tarrow\infty}\frac{q_{2}(t)Y_{1}(t)^{\beta_{2}}}{p_{2}(t)X_{1}(t)^{\alpha_{2}}}=0.$
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Then, system (A) possesses solutions $(x(t), y(t))\in RV(\rho)\cross RV(\sigma)$ such that (4.5) holds.
Theorem 4.2. Let (4.1), (4.2), (4.9) and (4.10) hold. Dene $\sigma$ by (4.11) and consider
functions $X_{2}(t)$ and $Y_{2}(t)$ given by (4.13). Suppose that
(4.32) $\lim_{tarrow\infty}\frac{p_{1}(t)X_{2}(t)^{\alpha_{1}}}{q_{1}(t)Y_{2}(t)^{\beta_{1}}}=0, \lim_{tarrow\infty}\frac{q_{2}(t)Y_{2}(t)^{\beta_{2}}}{p_{2}(t)X_{2}(t)^{\alpha_{2}}}=0.$
Then, system (A) possesses solutions $(x(t), y(t))\in ntr-RV(1)\cross RV(\sigma)$ such that (4.12)
holds.
Theorem 4.3. Let (4.1), (4.2), (4.20) and (4.21) hold. Dene $\sigma$ by (4.22) and consider
functions $X_{3}(t)$ and $Y_{3}(t)$ given by (4.24). Suppose that
(4.33) $\lim_{tarrow\infty}\frac{p_{1}(t)X_{3}(t)^{\alpha_{1}}}{q_{1}(t)Y_{3}(t)^{\beta_{1}}}=0, \lim_{tarrow\infty}\frac{q_{2}(t)Y_{3}(t)^{\beta_{2}}}{p_{2}(t)X_{3}(t)^{\alpha_{2}}}=0.$
Then, system (A) possesses solutions $(x(t), y(t))\in RV(O)\cross RV(\sigma)$ such that (4.23) holds.
PROOF. A simultaneous proof of the above theorems will be given. Let $(X(t), Y(t))$
denote any of the three functions $(X_{i}(t), Y_{\iota}(t))$ , $i=1$ , 2, 3, dened, respectively, by (4.6),
(4.13) and (4.24). (Naturally $(X_{i}(t), Y_{i}(t))$ should be used in proving Theorem 4. $i,$ $i=1,$
2, 3.) It is known that $(X(t), Y(t))$ satises
(4.34) $\int_{b}^{t}\int_{s}^{\infty}q_{1}(r)Y(r)^{\beta_{1}}drds\sim X(t) , \int_{b}^{t}\int_{s}^{\infty}p_{2}(r)X(r)^{\alpha_{2}}drds\sim Y(t) , tarrow\infty,$
for any $b\geq a$ . There exists $T_{0}>a$ such that
(4.35) $\int_{T_{0}}^{t}l^{\infty}q_{1}(r)Y(r)^{\beta_{1}}drds\leq 2X(t)$ , $\int_{T_{0}}^{t}\int^{\infty}p_{2}(r)X(r)^{\alpha_{2}}drds\leq 2Y(t)$ , $t\geq T_{0}.$
We may assume that $T_{0}$ is large enough so that $X(t)$ and $Y(t)$ are increasing for $t\geq T_{0}.$
Since (4.34) holds for $b=T_{0}$ , one nds $T_{1}>T_{0}$ such that
(4.36) $\int_{T_{0}}^{t}l^{\infty}q_{1}(r)Y(r)^{\beta_{1}}drds\geq\frac{1}{2}X(t)$ , $\int_{T_{0}}^{t}\int_{s}^{\infty}p_{2}(r)X(r)^{\alpha_{2}}drds\geq\frac{1}{2}Y(t)$ , $t\geq T_{1}.$
Choose positive constants $h,$ $H,$ $k$ and $K$ so that $h<H,$ $k<K$ and the following inequal-
ities hold
(4.37) $2h\leq k^{\beta_{1}}, 2k\leq h^{\alpha_{2}}, 8K^{\beta_{1}}\leq H, 8H^{\alpha_{2}}\leq K,$
and
(4.38) $2hX(T_{1})\leq HX(T_{0}) , 2kY(T_{1})\leq KY(T_{0})$ .
Because of $(4.31)-(4.33)$ one can choose $T_{0}>a$ large enough so that in addition to (4.35)-
(4.36) and (4.38) the following inequalities hold for $t\geq T_{0}$ :
(4.39) $\frac{p_{1}(t)X(t)^{\alpha_{1}}}{q_{1}(t)Y(t)^{\beta_{1}}}\leq\frac{k^{\beta_{1}}}{H^{\alpha_{1}}}, \frac{q_{2}(t)Y(t)^{\beta_{2}}}{p_{2}(t)X(t)^{\alpha_{2}}}\leq\frac{h^{\alpha_{2}}}{K^{\beta_{2}}}.$
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With these constants we dene the set $\mathcal{X}$ comprised of continuous vector functions $(x(t), y(t))$
on $[T_{0}, \infty)$ such that
$hX(t)\leq x(t)\leq HX(t) , kY(t)\leq y(t)\leq KY(t) , t\geq T_{0}.$
It is clear that $\mathcal{X}$ is closed and convex in $C[T_{0}, \infty$ ) $\cross C[T_{0}, \infty$ ). Finally consider the mapping
$\Phi$ : $\mathcal{X}arrow C[T_{0}, \infty)\cross C(T_{0}, \infty)$ dened by





Here $x_{0}$ and $y_{0}$ are constants satisfying
(4.42) $hX(T_{1}) \leq x_{0}\leq\frac{1}{2}HX(T_{0}) , kY(T_{1})\leq y_{0}\leq\frac{1}{2}KY(T_{0})$ .




Thus, we obtain for $t\geq T_{0}$
$\mathcal{F}(x, y)(t)\leq\frac{1}{2}HX(T_{0})+2\int_{T_{0}}^{t}l^{\infty}q_{1}(r)(KY(r))^{\beta_{1}}drds\leq\frac{1}{2}HX(T_{0})+4K^{\beta_{1}}X(t)$
$\leq\frac{1}{2}HX(t)+\frac{1}{2}HX(t)=HX(t) , t\geq T_{0},$
$\mathcal{F}(x, y)(t)\geq x_{0}\geq hX(T_{1})\geq hX(t)$ for $T_{0}\leq t\leq T_{1},$
and
$\mathcal{F}(x, y)(t)\geq\int_{T_{0}}^{t}\int_{s}^{\infty}q_{1}(r)(kY(r))^{\beta_{1}}drds\geq\frac{1}{2}k^{\beta_{1}}X(t)\geq hX(t)$ for $t\geq T_{1}.$
Likewise we prove that $kY(t)\leq \mathcal{G}(x, y)(t)\leq KY(t)$ for $t\geq T_{0}$ . This shows in view of
(4.40) that $\Phi$ is a self-map of $\mathcal{X}.$
(ii) $\Phi(\mathcal{X})$ is relative compact. The inclusion $\Phi(\mathcal{X})\subset \mathcal{X}$ implies that $\Phi(\mathcal{X})$ is locally
uniformly bounded on $[T_{0}, \infty$ ). The inequalities
$0 \leq(\mathcal{F}(x, y))'(t)\leq\int_{t}^{\infty}[H^{\alpha_{1}}p_{1}(s)X(s)^{\alpha_{1}}+K^{\beta_{1}}q_{1}(s)Y(s)^{\beta_{1}}]ds,$
$0 \leq(\mathcal{G}(x, y))'(t)\leq\int_{t}^{\infty}[H^{\alpha_{2}}p_{2}(s)X(s)^{\alpha_{2}}+K^{\beta_{2}}q_{2}(s)Y(s)^{\beta_{2}}]ds,$
holding for $t\geq T_{0}$ and for all $(x, y)\in \mathcal{X}$ ensure that $\Phi(\mathcal{X})$ is locally equicontinuous on
$[T_{0}, \infty)$ . Then, the relative compactness of $\mathcal{F}(\mathcal{X})$ follows from the Arzela-Ascoli lemma.
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(iii) $\Phi$ is continuous. Let $\{(x_{n}(t),$ $y_{n}(t))\}$ be a sequence in $\mathcal{X}$ converging to $(x(t), y(t))$
as $tarrow\infty$ uniformly on any compact subinterval of $[T_{0}, \infty$ ). Noting that
$| \mathcal{F}(x_{n}, y_{n})(t)-\mathcal{F}(x, y)(t)|\leq t\int_{t}^{\infty}[p_{1}(s)|x_{n}(s)^{\alpha_{1}}-x(s)^{\alpha_{1}}|+q_{1}(s)|y_{n}(s)^{\beta_{1}}-y(s)^{\beta_{1}}|]ds,$
$| \mathcal{G}(x_{n}, y_{n})(t)-\mathcal{G}(x, y)(t)|\leq t\int_{t}^{\infty}[p_{2}(s)|x_{n}(s)^{\alpha_{2}}-x(s)^{\alpha_{2}}|+q_{2}(s)|y_{n}(s)^{\beta_{2}}-y(s)^{\beta_{2}}|]ds,$
and applying the Lebesgue dominated convergence theorem to the right-hand sides of the
above inequalities, it follows that
$\mathcal{F}(x_{n}, y_{n})(t)arrow \mathcal{F}(x, y)(t) , \mathcal{G}(x_{n}, y_{n})(t)arrow \mathcal{G}(x, y)(t)$
as $narrow\infty$ uniformly on compact subintervals of $[T_{0}, \infty$ ). This implies the continuity of $\Phi.$
Therefore, thc Schauder-Tychono xed theolem guarantees the existence of an eleme1lt




To colnplete the proof of Theorerns 4.1-4.3, we have to verify the intermediate solutions
of (A) constructed above are actually regularly varying functions.
We dene the functions $u(t)$ and $v(t)$ on $[a, \infty$ ) by
$u(t)= \int_{a}^{t}\int_{s}^{\infty}[p_{1}(r)X(r)^{\alpha_{1}}+q_{1}(r)Y(r)^{\beta_{1}}]drds,$
$v(t)= \int_{a}^{t}\int_{s}^{\infty}[p_{2}(r)X(r)^{\alpha_{2}}+q_{2}(r)Y(r)^{\beta_{2}}]drds.$
Since $(4.31)-(4.33)$ imply that
(4.44) $p_{1}(t)X(t)^{\alpha_{1}}+q_{1}(t)Y(t)^{\beta_{1}}\sim q_{1}(t)Y(t)^{\beta_{1}},$ $p_{2}(t)X(t)^{\alpha_{2}}+q_{2}(t)Y(t)^{\beta_{2}}\sim p_{2}(t)X(t)^{\alpha_{2}}$
as $tarrow\infty$ , from the asymptotic relations (4.34) we obtain
(4.45) $u(t)\sim X(t) , v(t)\sim Y(t) , tarrow\infty.$
We also use the relations
(4.46) $p_{1}(t)x(t)^{\alpha_{1}}+q_{1}(t)y(t)^{\beta_{1}}\sim q_{1}(t)y(t)^{\beta_{1}}, p_{2}(t)x(t)^{\alpha_{2}}+q_{2}(t)y(t)^{\beta_{2}}\sim p_{2}(t)x(t)^{\alpha_{2}}$
as $tarrow\infty$ , which follows from (4.45). Put
(4.47) $l= \lim_{tarrow}\inf_{\infty}\frac{x(t)}{u(t)}) L=\lim_{tarrow}\sup_{\infty}\frac{x(t)}{u(t)}, m=\lim\inf\frac{y(t)}{v(t)}tarrow\infty, M=\lim_{tarrow}\sup_{\infty}\frac{y(t)}{v(t)}.$
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It is clear that $0<l\leq L<\infty$ and $0<m\leq M<\infty$ . Applying Lemma 3.1 to $l$ and $m$ and









$l\geq m^{\beta_{1}}$ and $m\geq l^{\alpha_{2}},$
which implies that
(4.48) $l\geq l^{\alpha_{2}\beta_{1}}$ and $m\geq m^{\alpha_{2}\beta_{1}}$ $\Rightarrow$ $l\geq 1$ and $m\geq 1$ because $\alpha_{2}\beta_{1}<1.$
Likewise, application of Lemma 3.1 to $L$ and $M$ yields
$L\leq M^{\beta_{1}}$ and $M\leq L^{\alpha_{2}},$
which leads to
(4.49) $L\leq L^{\alpha_{2}\beta_{1}}$ and $M\leq M^{\alpha_{2}\beta_{1}}$ $\Rightarrow$ $L\leq 1$ and $M\leq 1$ because $\alpha_{2}\beta_{1}<1.$
From (4.48) and (4.49) it follows that $l=L$ and $m=M$, that is,
$\lim_{tarrow\infty}\frac{x(t)}{u(t)}=1, \lim_{tarrow\infty}\frac{y(t)}{v(t)}=1.$
Therefore we conclude from (4.45) that
$x(t)\sim u(t)\sim X(t) , y(t)\sim v(t)\sim Y(t) , tarrow\infty,$
conrming that $x$ and $y$ are regularly varying functions of the desired indices. This com-
pletes the proof of Theorems 4.1-4.3.
Remark 4.1. Let $p_{1}(t)\in RV(\lambda_{1})$ and $q_{2}(t)\in RV(\mu_{2})$ , i. e.,
(4.50) $p_{1}(t)=t^{\lambda_{1}}l_{1}(t) , q_{2}(t)=t^{\mu_{2}}m_{2}(t) , l_{1}, m_{2}\in SV.$
21
From $(4.31)-(4.33)$ we see that
$\frac{p_{1}(t)X_{i}(t)^{\alpha_{1}}}{q_{1}(t)Y_{i}(t)^{\beta_{1}}}=t^{\lambda_{1}+\alpha_{1}\rho-\mu_{1}-\beta_{1}\sigma}L_{i}(t) , \frac{q_{2}(t)Y_{i}(t)^{\beta_{2}}}{p_{2}(t)X_{i}(t)^{\alpha_{2}}}=t^{\mu_{2}+\beta_{2}\sigma-\lambda_{2}-\alpha_{2}\rho}M_{i}(t)$ ,
for $i=1$ , 2, 3, and some $L_{i},$ $M_{i}\in SV$ . Thus, conditions $(4.31)-(4.33)$ are satised (regardless
of $L_{i}$ and $M_{i}$ ), if
(4.51) $\lambda_{1}+\alpha_{1}\rho<\mu_{1}+\beta_{1}\sigma$ and $\mu_{2}+\beta_{2}\sigma<\lambda_{2}+\alpha_{2}\rho.$
Corollary 4.1. Assume that $(4.1)-(4.3)$ and (4.50) hold. Let $\rho$ and $\sigma$ be given by (4.4).
If (4.51) holds, then system (A) possesses intermediate solutions $(x(t), y(t))\in RV(\rho)\cross$
$RV(\sigma)$ such that (4.5) holds.
Corollary 4.2. Assume that (4.1), (4.2), (4.9), (4.10) and (4.50) hold. Let $\sigma$ be given
by (4.11). If
(4.52) $\lambda_{1}+\alpha_{1}<\mu_{1}+\beta_{1}\sigma, \mu_{2}+\beta_{2}\sigma<\lambda_{2}+\alpha_{2},$
then system (A) possesses intermediate solutions $(x(t), y(t))\in ntr-RV(1)\cross RV(\sigma)$ such that
(4.12) holds.
Corollary 4.3. Assume that (4.1), (4.2), (4.20), (4.21) and (4.50) hold. Let $\sigma$ be given
by (4.22). If
(4.53) $\lambda_{1}<\mu_{1}+\beta_{1}\sigma, \mu_{2}+\beta_{2}\sigma<\lambda_{2},$
then system (A) possesses intermediate solutions $(x(t), y(t))\in ntr-RV(O)\cross RV(\sigma)$ such that
(4.23) holds.
(ADDITION)
Using similar arguments like in the necessity parts of the proofs of Lemmas 4.1-4.3 we
can easily prove the following lemmas.
Lemma 4.4. Suppose that system $(AR_{C})$ has a solution such that $(x(t), y(t))\in$
ntr-RV(1) $\cross ntr$-RV(I). Then,
(4.54) $\mu_{1}=-\beta_{1}-1, \lambda_{2}=-\alpha_{2}-1$
and the slowly varying parts of $x(t)$ and $y(t)$ satisfy the asymptotic relations
(4.55) $\xi(t)\sim\int_{t}^{\infty}s^{\beta_{1}}q_{1}(s)\eta(s)^{\beta_{1}}ds, \eta(t)\sim l^{\infty}s^{\alpha_{2}}p_{2}(s)\xi(s)^{\alpha_{2}}ds, tarrow\infty.$




and the slowly varying parts of $x(t)$ and $y(t)$ satisfy the asymptotic relations
(4.57) $\xi(t)\sim\int_{t_{0}}^{t}sq_{1}(s)\eta(s)^{\beta_{1}}ds, \eta(t)\sim\int_{t_{0}}^{t}sp_{2}(s)\xi(s)^{\alpha_{2}}ds, tarrow\infty.$
Lemma 4.6. Suppose that system $(AR_{c})$ has a solution such that $(x(t), y(t))\in$
$ntr-RV(1)\cross ntr$-RV(O). Then
(4.58) $\mu_{1}=-1, \lambda_{2}=-\alpha_{2}-2$
and the slowly varying parts of $x(t)$ and $y(t)$ satisfy the asymptotic relations
(4.59) $\xi(t)\sim\int_{t}^{\infty}q_{1}(s)\eta(s)^{\beta_{1}}ds, \eta(t)\sim\int_{t_{0}}^{t}s^{\alpha_{2}+1}p_{2}(s)\xi(s)^{\alpha_{2}}ds, tarrow\infty.$
Remark. Under the additional assumptions
(4.60) $t^{\beta_{1}}q_{1}(t)\sim t^{\alpha_{2}}p_{2}(t)$ as $tarrow\infty$
and
(4.61) $\int_{a}^{\infty}t^{\beta_{1}}q_{1}(t)dt<\infty \Leftrightarrow \int_{a}^{\infty}t^{\alpha_{2}}p_{2}(t)dt<\infty,$
resp.
(4.62) $q_{1}(t)\sim p_{2}(t)$ as $tarrow\infty$
and
(4.63) $\int_{a}^{\infty}tq_{1}(t)dt=\infty \Leftrightarrow \int_{a}^{\infty}tp_{2}(t)dt=\infty,$









it can be shown easily that conditions (4.54) and (4.56) in Lemmas 4.4 and 4.5, respec-
tively, are not only necessary, but also sucient conditions for the existence of solutions
$(x(t), y(t))\in ntr-RV(1)\cross ntr-RV(1)$ $($resp. $(x(t),$ $y(t))\in ntr-RV(O)\cross ntr-RV(0))$ .
Theorem 4.4. Let (4.1), (4.2), (4.54), (4.60) and (4.61) hold. Consider functions $X_{4}(t)$
and $Y_{4}(t)$ given by (4.64) and suppose that
(4.66) $\lim_{tarrow\infty}\frac{p_{1}(t)X_{4}(t)^{\alpha_{1}}}{q_{1}(t)Y_{4}(t)^{\beta_{1}}}=0, \lim_{tarrow\infty}\frac{q_{2}(t)Y_{4}(t)^{\beta_{2}}}{p_{2}(t)X_{4}(t)^{\alpha_{2}}}=0.$
Then, system (A) possesses intermediate solutions $(x(t), y(t))\in ntr-RV(1)\cross ntr-RV(1)$ , all
of which $en1^{O}y$ one and the same asymptotic behavior
(4.67) $x(t)\sim X_{4}(t) , y(t)\sim Y_{4}(t) , tarrow\infty.$
Theorem 4.5. Let (4.1), (4.2), (4.56), (4.62) and (4.63) hold. Consider functions $X_{5}(t)$
and $Y_{5}(t)$ given by (4.65) and suppose that
(4.68) $\lim_{tarrow\infty}\frac{p_{1}(t)X_{5}(t)^{\alpha_{1}}}{q_{1}(t)Y_{5}(t)^{\beta_{1}}}=0, \lim_{tarrow\infty}\frac{q_{2}(t)Y_{5}(t)^{\beta_{2}}}{p_{2}(t)X_{5}(t)^{\alpha_{2}}}=0.$
Then, system (A) possesses intermediate solutions $(x(t), y(t))\in ntr-RV(O)\cross ntr$-RV(O), all
of which enjoy one and the same asymptotic behavior
(4.69) $x(t)\sim X_{5}(t) , y(t)\sim Y_{5}(t) , tarrow\infty.$
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