On the generalized Dixon integral equation by Yakubovich, Semyon
ar
X
iv
:1
41
1.
72
44
v1
  [
ma
th.
CA
]  
26
 N
ov
 20
14
ON THE GENERALIZED DIXON INTEGRAL EQUATION
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ABSTRACT. A unique analytic solution of the generalized Dixon nonhomogeneous integral equation is derived
in C1[0,A], A > 0. It is written in terms of the Neumann series, which is expressed as a double series of residues
at multiple poles of powers of the gamma-function.
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Consider the following nonhomogeneous integral equation
f (x) = 1+λ
∫ A
0
K(x,y) f (y)dy, x ∈ (0,A), λ ∈ C\{0} , A ≥ 1, (1)
where
K(x,y) =
∂
∂yP
(y
x
)
and
P(x) =
1
B(a,a+ 1)
∫ x
0
ta−1
(1+ t)1+2a
dt, x ≥ 0, a > 0,
where is the Euler beta-function [1], Vol. I. This equation is a generalization of the familiar Dixon integral
equation [2], Chapter 11. Let f ∈ C1[0,A]. Differentiating both sides of (1) with respect to x and then
integrating by parts, we find for x > 0
f ′(x) = λ ddx
[
P
(y
x
)
f (y) ∣∣A0 − ∫ A
0
P
(y
x
)
f ′(y)dy
]
=−
λ x−a−1
B(a,a+ 1)
(
1+ y
x
)−1−2a
ya f (y) ∣∣A0
+
λ x−a−1
B(a,a+ 1)
∫ A
0
(
x
x+ y
)1+2a
ya f ′(y)dy, (2)
where the differentiation under the integral sign is possible for all x ≥ 0 due to the absolute and uniform
convergence. Indeed, we have
x−a−1
∫ A
0
(
x
x+ y
)1+2a
ya| f ′(y)|dy ≤ max
x∈[0,A]
| f ′(x)|
∫ A/x
0
ya
(1+ y)1+2a
dy
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≤ max
x∈[0,A]
| f ′(x)|
∫
∞
0
ya
(1+ y)1+2a
dy < ∞. (3)
Moreover, the integrated term vanishes in y = 0. Therefore we get from (2) the equation
f ′(x) =− λ f (A)A
a
B(a,a+ 1)
xa
(x+A)1+2a
+
λ
B(a,a+ 1)
∫ A
0
(
x
y
)a(
1+
x
y
)−1−2a
f ′(y)dy
y
. (4)
Evidently, f (x) ≡ 0 does not satisfy the equation (1). Moreover, we will show that f (x) ≡ const is not a
solution of (1). Indeed, since (1) can be written in the form
f (x) = 1+ λ x
a+1
B(a,a+ 1)
∫ A
0
ya−1
(x+ y)1+2a
f (y)dy, (5)
assuming that f (x) =C is a solution, we have from (5)
C− 1 = λC
B(a,a+ 1)
∫ A/x
0
ya−1
(1+ y)1+2a
dy, x > 0.
Differentiating both sides of the latter equality with respect to x, we find
−
λC A
B(a,a+ 1)x2
(
A
x
)a−1(
1+ A
x
)−1−2a
= 0
for all x > 0, which means that C = 0. But as we saw this is impossible. Further, similar to (3) using
the Weierstrass test of the uniform convergence, we verify that the integral in (5) converges absolutely and
uniformly for all x ≥ 0. Hence we find the limit values f (0) = 1 and limx→+∞ f (x) = 1.
Let g(x) = f ′(x)H(A−x), where H(x) is the Heaviside function. Then applying the Mellin transform [2],
[3], [4], Vol. 3
g∗(s) =
∫
∞
0
g(x)xs−1dx,
to both sides of the equation (4), we take into account that the integral in (4) is the convolution for the Mellin
transform of g(x) [2] with the function
h(x) = x
a
(1+ x)1+2a
,
whose Mellin’s transform is calculated via the known beta-integral [4], Vol. I∫
∞
0
xa−1
(1+ x)1+2a
dx = B(a,a+ 1), a > 0. (6)
Thus we obtain h∗(s) = B(a+ s,a+ 1− s). Consequently, after application to (4) of the Mellin transform
and the change of the order of integration by Fubini’s theorem by virtue of the estimate∫
∞
0
xσ−1dx
∫
∞
0
(
x
y
)a(
1+ x
y
)−1−2a
|g(y)|
dy
y
=
∫
∞
0
xσ+a−1
(1+ x)1+2a
dx
∫ A
0
yσ−1| f ′(y)|dy
≤ max
x∈[0,A]
| f ′(x)|
∫
∞
0
xσ+a−1
(1+ x)1+2a
dx
∫ A
0
ya−1dy < ∞
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where σ = Re s, −a < σ < a+ 1, we come up with the algebraic equality
g∗(s)
[
1− λ B(a+ s,a+ 1− s)
B(a,a+ 1)
]
=−λ f (A)As−1 B(a+ s,a+ 1− s)
B(a,a+ 1)
, −a < Re s < a+ 1. (7)
Therefore, if ∣∣∣∣λ B(a+ s,a+ 1− s)B(a,a+ 1)
∣∣∣∣≤ |λ | B(a+σ ,a+ 1−σ)B(a,a+ 1) < 1
i.e.
|λ |< B(a,a+ 1)
B(a+σ ,a+ 1−σ)
(8)
equality (7) becomes
g∗(s) =−λ f (A)As−1 B(a+ s,a+ 1− s)
B(a,a+ 1)−λ B(a+ s,a+1− s). (9)
Now, considering−a < σ < a+1, we use the inverse Mellin transform [2] to provide the unique solution of
the equation (4) in the form
f ′(x) =−λ f (A)2piAi
∫ σ+i∞
σ−i∞
B(a+ s,a+ 1− s)
B(a,a+ 1)−λ B(a+ s,a+1− s)
( x
A
)−s
ds. (10)
Let σ 6= 1. Then if −a < σ < 1, we integrate both sides of (10) from 0 to x, and taking into account account
the value f (0) = 1, we come up with the unique soliton of the original integral equation (1), namely
f (x) = 1− λ f (A)
2pi i
∫ σ+i∞
σ−i∞
B(a+ s,a+ 1− s)
B(a,a+ 1)−λ B(a+ s,a+1− s)
( x
A
)1−s ds
1− s
. (11)
Our final goal is to write the solution (11) in a different form, using the corresponding Neumann series
and calculating the Mellin-Barnes integral by the residue theorem at multiple poles of powers of the gamma-
function [1], Vol. 1, [4], Vol. 3. To do this, we will employ the series representation of the gamma-function
Γ(z) near the poles z =−m, m ∈ N0 (see, for instance, in [5] )
Γ(z) =
(−1)m
z+m
∞
∑
k=0
ck,m(z+m)
k, (12)
where
ck,m =
k
∑
ν=0
(−1)(ν+k)/2−1(2k−ν − 2)Bk−νpik−ν
ν!(k−ν)! dν,m, (13)
dν,m = lim
w→m+1
dν
dwν
[
1
Γ(w)
]
and Bµ are the Bernoulli numbers [1], Vol. I. We begin, writing (11) in the form
f (x) = 1− f (A)
2pi i
∫ σ+i∞
σ−i∞
∞
∑
n=1
(λ B(a+ s,a+ 1− s)
B(a,a+ 1)
)n( x
A
)1−s ds
1− s
. (14)
The change of the order of integration and summation is allowed owing to the absolute convergence which,
in turn, can be verified by virtue of the Stirling asymptotic formula for the gamma-function [1], Vol. I ,
condition (7) and the estimate∫ σ+i∞
σ−i∞
∞
∑
n=1
∣∣∣∣
(λ B(a+ s,a+ 1− s)
B(a,a+ 1)
)n( x
A
)1−s ds
1− s
∣∣∣∣
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≤
( x
A
)1−σ ∞∑
n=0
(
|λ | B(a+σ ,a+ 1−σ)
B(a,a+ 1)
)n ∫ σ+i∞
σ−i∞
|B(a+ s,a+ 1− s)| |ds|
|1− s|
< ∞,
where σ ∈ (−a,1). Therefore we write solution (14) as
f (x) = 1− f (A)
∞
∑
n=1
( λ
Γ(a)Γ(a+ 1)
)n 1
2pi i
∫ σ+i∞
σ−i∞
[Γ(a+ s)Γ(a+ 1− s)]n
( x
A
)1−s ds
1− s
. (15)
Meanwhile, the integral in (15) can be calculated by a special version of the residue theorem, namely,
the Slater theorem (see [4], Vol. 3) as the series of residues of the integrand at multiple left-hand poles
s =−a−m, m ∈N0 of the powers [Γ(a+ s)]n, n ∈ N. We have
1
2pi i
∫ σ+i∞
σ−i∞
[Γ(a+ s)Γ(a+ 1− s)]n
( x
A
)1−s ds
1− s
=
∞
∑
m=0
Ress=−a−m
[
[Γ(a+ s)Γ(a+ 1− s)]n
( x
A
)1−s 1
1− s
]
. (16)
However,
Ress=−a−m
[
[Γ(a+ s)Γ(a+ 1− s)]n
( x
A
)1−s 1
1− s
]
=
1
(n− 1)!
lim
s→−a−m
dn−1
dsn−1
[
[(s+ a+m)Γ(a+ s)]n [Γ(a+ 1− s)]n
( x
A
)1−s 1
1− s
]
=
1
(n− 1)!
lim
s→−a−m
n−1
∑
r=0
(
n− 1
r
)
[[(s+ a+m)Γ(a+ s)]n](r)
[
[Γ(a+ 1− s)]n
( x
A
)1−s 1
1− s
](n−1−r)
. (17)
In the meantime, [
[Γ(a+ 1− s)]n
( x
A
)1−s 1
1− s
](n−1−r)
=
n−1−r
∑
ν=0
(
n− 1− r
ν
)
([Γ(a+ 1− s)]n)(ν)
(( x
A
)1−s 1
1− s
)(n−1−r−ν)
=
( x
A
)1−s
(n− 1− r)!
n−1−r
∑
ν=0
(−1)n−1−r−ν
ν!
([Γ(a+ 1− s)]n)(ν)
×
n−1−r−ν
∑
k=0
(−1)k (log(x/A))n−1−r−ν−k
(n− 1− r−ν− k)!(1− s)k+1 . (18)
Meanwhile, in order to calculate higher -order derivatives of powers [(s+ a+m)Γ(a+ s)]n , [Γ(a+ 1− s)]n
we will appeal to the familiar Faa´ di Bruno formula [6]. Thus we obtain
[[(s+ a+m)Γ(a+ s)]n](r) = ∑ r! n! ((s+ a+m)Γ(a+ s))
n−l
(n− l)!b1!b2! . . .br!
(
((s+ a+m)Γ(a+ s))(1)
1!
)b1
. . .
×
(
((s+ a+m)Γ(a+ s))(r))
r!
)br
, (19)
where the sum (19) is over all different solutions in nonnegative integers b1,b2, . . . ,br of b1 + 2b2 + · · ·+
rbr = r and l = b1 + b2 + · · ·+ br and
[[Γ(a+ 1− s)]n](ν) = ∑ ν! n! (Γ(a+ 1− s))
n−l
(n− q)!β1!β2! . . .βν !
(
Γ(1)(a+ 1− s)
1!
)β1
. . .
(
Γ(ν)(a+ 1− s)
ν!
)bν
, (20)
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where the sum (20) is over all different solutions in nonnegative integers β1,β2, . . . ,βν of β1 + 2β2 + · · ·+
rβν = ν and q = β1 + β2 + · · ·+ βν . Hence, recalling the expansion (12) of the gamma-function near the
poles, we find, correspondingly,
lim
s→−a−m
[[(s+ a+m)Γ(a+ s)]n](r) = ∑ r! n! (−1)
mn c
b1
1,m . . .c
br
r,m
(n− l)!(m!)n−lb1!b2! . . .br!
, (21)
lim
s→−a−m
[[Γ(a+ 1− s)]n](ν) =∑ ν! n! (Γ(2a+ 1+m))
n−q
(n− q)!β1!β2! . . .βν !
(
Γ(1)(2a+ 1+m)
1!
)β1
. . .
(
Γ(ν)(2a+ 1+m)
ν!
)βν
.
(22)
Consequently, combining with (17), (18), we obtain values of the residues
Ress=−a−m
[
[Γ(a+ s)Γ(a+ 1− s)]n
( x
A
)1−s 1
1− s
]
= (n!)2
( x
A
)a+1+m n−1∑
r=0
n−1−r
∑
ν=0
(−1)n−1−r−ν
×
n−1−r−ν
∑
k=0
(−1)k (log(x/A))n−1−r−ν−k
(n− 1− r−ν− k)!(a+ 1+m)k+1 ∑b ∑β
(−1)mn cb11,m . . .cbrr,m
(n− l)!(m!)n−lb1!b2! . . .br!
Γn−q(2a+ 1+m)
(n− q)!β1!β2! . . .βν !
×
(
Γ(1)(2a+ 1+m)
1!
)β1
. . .
(
Γ(ν)(2a+ 1+m)
ν!
)βν
. (23)
Thus the value of the integral (16) is equal to
1
2pi i
∫ σ+i∞
σ−i∞
[Γ(a+ s)Γ(a+ 1− s)]n
( x
A
)1−s ds
1− s
= (n!)2
∞
∑
m=0
n−1
∑
r=0
n−1−r
∑
ν=0
(−1)n−1−r−ν
×
( x
A
)a+1+m n−1−r−ν∑
k=0
(−1)k (log(x/A))n−1−r−ν−k
(n− 1− r−ν− k)!(a+ 1+m)k+1
×∑
b
∑
β
(−1)mn cb11,m . . .cbrr,m
(n− l)!(m!)n−lb1!b2! . . .br!
Γn−q(2a+ 1+m)
(n− q)!β1!β2! . . .βν !
×
(
Γ(1)(2a+ 1+m)
1!
)β1
. . .
(
Γ(ν)(2a+ 1+m)
ν!
)βν
(24)
and therefore our unique solution of the equation (1) takes the form for x ∈ [0,A]
f (x) = 1− f (A)
( x
A
)a+1 ∞∑
n=1
∞
∑
m=0
(
(−1)mλ
Γ(a)Γ(a+ 1)
)n ( x
A
)m n−1∑
r=0
n−1−r
∑
ν=0
(−1)n−1−r−ν
×
n−1−r−ν
∑
k=0
(−1)k (log(x/A))n−1−r−ν−k
(n− 1− r−ν− k)!(a+ 1+m)k+1 ∑b ∑β
(
n
l
)(
n
q
) l! q! cb11,m . . .cbrr,m Γn−q(2a+ 1+m)
(m!)n−l b1!b2! . . . br! β1!β2! . . .βν !
×
(
Γ(1)(2a+ 1+m)
1!
)β1
. . .
(
Γ(ν)(2a+ 1+m)
ν!
)βν
. (25)
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Further, suppose that 1 < σ < a+ 1. Then recalling (10), we integrate from x to A to get the equality
f (x)− f (A) = λ f (A)
2pi i
∫ σ+i∞
σ−i∞
B(a+ s,a+ 1− s)
B(a,a+ 1)−λ B(a+ s,a+1− s)
[
1−
( x
A
)1−s] ds
1− s
. (26)
Hence, in particular, passing to the limit in (26) when x → +∞, we remind the value limx→+∞ f (x) = 1 to
derive the equality
f (A)
[
1+ λ
2pi i
∫ σ+i∞
σ−i∞
B(a+ s,a+ 1− s)
B(a,a+ 1)−λ B(a+ s,a+ 1− s)
ds
1− s
]
= 1. (27)
Now, following the same scheme as above, we extend our solution for x ≥ A. Indeed, making a simple
substitution, we have (see (17), (18))
1
2pi i
∫ σ+i∞
σ−i∞
[Γ(a+ s)Γ(a+ 1− s)]n
[
1−
( x
A
)1−s] ds
1− s
=
1
2pi i
∫ 1−σ+i∞
1−σ−i∞
[Γ(a+ s)Γ(a+ 1− s)]n
[
1−
( x
A
)s] ds
s
=
∞
∑
m=0
Ress=−a−m
[
[Γ(a+ s)Γ(a+ 1− s)]n
[
1−
( x
A
)s] 1
s
]
=−
∞
∑
m=0
(−1)mn
n−1
∑
r=0
n−1−r
∑
ν=0
[
1
(a+m)n−r−ν
−
( x
A
)−a−m n−1−r−ν∑
k=0
(log(x/A))n−1−r−ν−k
(n− 1− r−ν− k)!(a+m)k+1
]
×∑
b
∑
β
(
n
l
)(
n
q
) l! q! cb11,m . . .cbrr,m Γn−q(2a+ 1+m)
(m!)n−l b1!b2! . . . br! β1!β2! . . .βν !
(
Γ(1)(2a+ 1+m)
1!
)β1
. . .
(
Γ(ν)(2a+ 1+m)
ν!
)βν
and (26) becomes (x ≥ A)
f (x) = f (A)
[
1−
∞
∑
n=1
∞
∑
m=0
( λ (−1)m
Γ(a)Γ(a+ 1)
)n n−1
∑
r=0
n−1−r
∑
ν=0
[
1
(a+m)n−r−ν
−
( x
A
)−a−m n−1−r−ν∑
k=0
(log(x/A))n−1−r−ν−k
(n− 1− r−ν− k)!(a+m)k+1
]
×∑
b
∑
β
(
n
l
)(
n
q
) l! q! cb11,m . . .cbrr,m Γn−q(2a+ 1+m)
(m!)n−l b1!b2! . . . br! β1!β2! . . .βν!
(
Γ(1)(2a+ 1+m)
1!
)β1
. . .
(
Γ(ν)(2a+ 1+m)
ν!
)βν .
We summarize our results by the following
Theorem. Let f ∈C1[0,A], A ≥ 1, λ ∈ C\{0}, satisfying the condition
|λ |< B(a,a+ 1)
B(a+σ ,a+ 1−σ)
, a > 0,
where σ ∈ (−a,1+ a)\{1}. Then the integral equation
f (x) = 1+λ
∫ A
0
K(x,y) f (y)dy,
where
K(x,y) =
∂
∂yP
(y
x
)
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and
P(x) =
1
B(a,a+ 1)
∫ x
0
ta−1
(1+ t)1+2a
dt
has the unique solution represented by the formula
f (x) = 1− f (A)
( x
A
)a+1 ∞∑
n=1
∞
∑
m=0
(
(−1)mλ
Γ(a)Γ(a+ 1)
)n ( x
A
)m n−1∑
r=0
n−1−r
∑
ν=0
(−1)n−1−r−ν
×
n−1−r−ν
∑
k=0
(−1)k (log(x/A))n−1−r−ν−k
(n− 1− r−ν− k)!(a+ 1+m)k+1 ∑b ∑β
(
n
l
)(
n
q
) l! q! cb11,m . . .cbrr,m Γn−q(2a+ 1+m)
(m!)n−l b1!b2! . . . br! β1!β2! . . .βν !
×
(
Γ(1)(2a+ 1+m)
1!
)β1
. . .
(
Γ(ν)(2a+ 1+m)
ν!
)βν
,
where summations over b and β are explained in (20) and c j,m are defined by (13). Moreover, it can be
extended analytically for x ≥ A by the equality
f (x) = f (A)
[
1−
∞
∑
n=1
∞
∑
m=0
( λ (−1)m
Γ(a)Γ(a+ 1)
)n n−1
∑
r=0
n−1−r
∑
ν=0
[
1
(a+m)n−r−ν
−
( x
A
)−a−m n−1−r−ν∑
k=0
(log(x/A))n−1−r−ν−k
(n− 1− r−ν− k)!(a+m)k+1
]
×∑
b
∑
β
(
n
l
)(
n
q
) l! q! cb11,m . . .cbrr,m Γn−q(2a+ 1+m)
(m!)n−l b1!b2! . . . br! β1!β2! . . .βν!
(
Γ(1)(2a+ 1+m)
1!
)β1
. . .
(
Γ(ν)(2a+ 1+m)
ν!
)βν .
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