We introduce a recursive sequence with a piecewise defined function as the right hand side. This function is discontinuous and includes nonlinear terms, i.e. one branch of this function contains an integer exponent. We present results concerning the asymptotic behavior of the sequence. We specify conditions under which the sequence becomes a monotone divergent sequence. On the other hand we specify conditions under which the sequence converges to a fixed point or a finite cycle. We make a partial bifurcation analysis for the behavior of the sequence by fixing one parameter. Also, in this analsysis we considered just one start value for the sequence.
Introduction
Piecewise smooth dynamical systems have recently become quite a popular topic of research. Such an increasing interest towards nonsmooth dynamics comes both from purely theoretical problems and from various applied fields of science. In fact, particular real processes characterized by "nonsmooth" phenomena (such as sharp switching, impacts, friction, sliding and the like), are quite often modeled by means of piecewise smooth functions, continuous or discontinuous. Among numerous examples the most known are switching electronic circuits, such as DC-DC converters, mechanical systems with impacts or stickslip motion, relay control systems, etc. (for the related references and further examples from electronics, mechanics, control and other fields see, e.g. [19] ). In the theory of difference equations the existence of periodic solutions plays an important role. Applications of these classical existence theorems are well known now. Recently, these theorems have been generalized. For detail, see the research papers [1, 2, 13, 15, 16] . In this paper we consider new types of discrete dynamical sysytem. One aspect of this study is to study the existence of fixed points or more generally cycles. Also, it is of interest to determine the cases when the solution of the system is monotone and has an unbounded limit.
Considering the simple affine system R n = hR n−1 − j given an initial condition R 0 ; the asymptotic behavior depends only the eigenvalue h. If |h| < 1 then the trajectories are convergent to the attracting fixed point. If |h| > 1 all the trajectories (except for the fixed point) are divergent. If |h| = 1 and j > 0 then all the trajectories (except for the fixed point) are divergent. If h = 1 and j = 0 then all the all the trajectories (except for the fixed point) are divergent. If h = 1 and j = 0 all the points are fixed. If h = −1 then all the points are 2-cycles (2-periodic) except for the fixed point.
C. Hou, L. Han and S. S. Cheng (see [14] ) considered the following second order nonlinear difference equation:
x n = ax n−2 + bf λ (x n−1 ) + c, x 0 , x −1 are real numbers where the function f λ is a piecewise defined function as follows f λ (x) = 1 if x ∈ (0, λ] f λ (x) = 0 elsewhere This difference equation involves three parameters with an additional positive threshold λ. This difference equation is equivalent to the system    u n = y n−1 y n = au n−1 + bf λ (y n−1 ) + c u 0 , y 0 are real numbers
The eigenvalues of the two affine maps defined in the system are given by x 2 = a. The system has real or virtual stable fixed points (foci) also for −1 < a < 0. It was found that in some cases all solutions of the system converge to a point. Also, it was found that for some start values it converges to a limit 2-cycle. In [10] the dynamics of a one-dimensional piecewise smooth map defined by constant and logistic functions was studied. This map has qualitatively the same dynamics as the one defined by constant and unimodal functions, coming from an economic application. Namely, it contributes to the investigation of a model of the evolution of corruption in public procurement. Bifurcation structure of the economically meaningful part of the parameter space is described, in particular, the fold and flip border-collision bifurcation curves of the superstable cycles are obtained.
In [17] the fixed point of the following map were considered. This map arises from an economic application (dynamics of the credit cycle model).
where x c is a fixed number called the border point, which is determined by the four parameters.
Al-ashhab and Guyker [1] started in 2011 research on a new type of nonlinear difference equations. They considered a hand side of the difference equations, which consists of a piecewise defined function in two ways. This function is linear in the two ways. Precisely, they considered
Some results were proven, while other results are just conjectured. The results were stating that the sequence is either periodic or growing unbounded.
Qena, Al-Ashhab and Guyker [16] took further steps in the direction of considering nonlinear equations. They have a right hand side of the difference equations, which consists of a piecewise defined function in two ways. But, this function is nonlinear in one of the two ways. The theory developed in [16] is more difficult to understand than in [1] and uses more complicated mathematical techniques. In [1] and [16] there were cases, in which unbounded solutions exists. The three researchers did not explore all possible cases when the piece wise defined function consists of linear branches. They left some room for research in this direction. Also, in the case that the function is nonlinear in one of the two branches we see only quadratic terms. Of course, quadratic equations are in a natural sense the next step when we want to have nonlinear terms and provide more room for proving theorems rather that cubic or higher order equations. In [15] M. Qena considered the following difference equation:
where the initial value was set at Q 0 = 1. She proved the existence of periodic behavior for the sequence in some cases. We define
We state the following proposition, whose proof is a slight modification of the proof of Proposition (2) in [16] and Proposition (3.2.1) in [15] .
Proposition 1 Let a and h be real numbers greater than one. Let q and l be integers greater than two. We choose
If |Q l | = a, then we obtain a sequence satisfying
We illustrate the proposition with the following example: We set h = 2, a = 3 and q = 5. We obtain then K(3, 0) = 1+2+4+8 = 15, H(6) = 1+2 * 2+3 * 4+4 * 8+3 * 16+2 * 32+64 = 225, 
Sequences with general integer exponent
We generalize Qena's work in this section (see [15] and [16] ). We replace the quadratic term by this term raised to an integer power. We split our work into two stages. We first consider positive integers, and then consider the negative integers.
Definition 1 Let h, j, v and Q 0 be positive real numbers. We compute the sequence Q k as follows
We use the notation
In this section we assume that τ is an integer. We consider first the existence of constant sequences.
Lemma 1 : Let c, h be positive real numbers. Let i be a nonnegative integer. Assume that τ > 1. If we choose
then the sequence will be constant. Proof: According to our assumptions we obtain
Thus,
.. In other cases the sequence will have some oscillatory behavior. We illustrate first an elementary result, which talks about oscillating from h 1 to h 0 .
Lemma 2 : Let c, h ≥ 1 and τ > 1. If we choose j, c and v such that
then the sequence Q k starting with Q 0 = c will be c, 1, c, 1, ...
Proof: Since Q 0 = c > v we obtain
We now make a proof using induction for the following relations:
We had already shown the basis step. Now, suppose that
for some integer k. Since Q 2k > v we obtain
Since Q 2k+1 ≤ v we obtain
We see that the induction step is correct.
There are several cases, when the sequence Q n is periodic. But, in some cases the periodic sequence consists entirely of terms, which are the powers of h. We prove next a result concerning periodic behavior:
Proposition 2 : Let h ≥ 2, c ≥ 1 and i, p, t are positive integers with: p < i . Assume that τ > 1. We set
Assume that h, i, p and t are chosen such that V > c
Proof: We note first that
Further, according to our assumptions
On the other hand,
Due to (1) it is true. Hence, we have
Again the application of (2) several times yields
In fact the application of (2) t-times yields
We prove now that Q i+2 > v. Due to (4) we conclude that
Upon applying (2) (t − 1)-times (in case t > 0) we obtain
Moreover,
Continuing in this manner we conclude that
for all s ≤ t. In particular Q i+t > v and, hence,
So we are done. We illustrate the proposition with the following example: We set
We have then In case that τ = 2 we can easily prove the following result by using the ideas of the last proof:
Corollary 1 Let n, q and t be nonnegative integers such that n, q < i. We set
Assume that q and t are chosen such that V > h k . If we choose v and Q 0 such that
We assume that β is an integer such that β > 1. We consider τ = −β. We use the notation
We can easily check that γ is an increasing function. We prove a similar result to the proposition 2 using similar ideas.
Proposition 3 : Let h ≥ 2. Let n, t are positive integers. Let m be an integer with m < n. We set
Assume that h, i, p and t are chosen such that V > h γ(n−1) . If we choose v and Q 0 such that
then the sequence takes the form
Due to the properties of γ we continue til we reach
According to our assumptions it is true. Hence, we have
We see that (3) is similar to (2) . Thus, we can continue from this stage til the end of the proof in the same manner as in the proof of proposition 2 with c = 1.
Limit of sequences
In this section we prove some results concerning the limits in different cases, when the sequence does not have a periodic behavior. Throughout this section we assume that the numbers c, h and j are positive integers so that the generated increasing sequences tend to infinity. Moreover, we set in the next two sections τ = 2.
Proposition 4 : Let h ≥ 2 and i ≥ 1. We set l = 2 i . If we choose
is monotone increasing. Further, its limit is infinity. Proof: According to our settings we have
Now, According to our definition
But, the function
. Since
Hence, f (j) > 0, which means that
On the other hand, j > v. Thus,
By induction we prove now that
As basis step we take n = i + 2 : According to (4) and (5) we obtain
Suppose now that Q m+1 > Q m > ... > Q i+2 for some m ≥ i + 2. Hence, we obtain due to (5) the relation
We illustrate the proposition with the following example: If we set We consider now cases when the value of j is small. We start with a simple lemma.
Lemma 3 : Let c, h be such that c, h ≥ 2. If we choose Q 0 = c, j ∈ 1, 2, ..., c − 1, 0 < v < c, then the sequence Q k increases monotonically and its limit is infinity. Proof: Since
we obtain according to our assumptions
We note that Q 0 < Q 1 .
We consider this as basis step and continue as follows in the induction step. Suppose that
Hence, Q n > v. Now, we calculate according to definition
We deduce that the sequence will increase monotonically. Since the terms are integers they tend to infinity.
The bounds regarding j in lemma 3 can not be in general improved. For example the setting h = 2, j = 4, v = 1 and Q 0 = c = 4 yields the constant sequence consisting of 4. We generalize lemma 3.
Proposition 5 : Let h ≥ 2. We set l = 2 i . If we choose
then the sequence Q k increases monotonically and tends to infinity. Proof: Since Q 0 = c ≤ v we obtain
We note that Q 1 > Q 0 . If i > 1, then we obtain according to definition that
and so on til we reach
Using the upper bound for j we obtain next
This means that Q i+1 > Q i > v. Thus, due to h ≥ 2 we obtain
Remark 2
We notice that if we choose the value of j as the upper bound itself, i.e. j = 2 l−1 c l and h = 2 then we get the constant subsequence
Bifurcation behavior of the sequence Q n
We use now our results in order to make bifurcation analysis. We have several parameters in the system, namely h, j and v. We fix two parameters in this analysis, namely we set h = τ = 2 and Q 0 = 2. We consider the sequences Q n for some fixed values of j. We consider v as bifurcation parameter. We study the change of behavior of the sequence as v changes over all natural numbers. In some cases we are able to explain the behavior using the developed theory. In other cases we checked the behavior by using the computer. This means that we generated and tested the sequences for the specified values of j and v. Sometimes we determine the periodic subsequence. In other cases we calculate all terms up to the term Q i such that:
Since h = 2 we conclude from this inequality that the sequence increases monontone and converges to infinity. We prove more results, which help us in the bifurcation analysis.
Lemma 4 : Let i be an integer with i ≥ 1. We set l = 2
i . If we choose h = 2 and
is constant. Proof: According to our assumptions we obtain
Lemma 5 : Let i, n be integers with i ≥ 2 and 0 ≤ n < i. We set l = 2 i and m = 2 n . If we choose h = 2 and
then the sequence Q k increases monotonically and tends to infinity. Proof: Since
We prove by induction that
We note that j = 3 * 2 l−2 > v. Since l ≥ 4 we get
This is the basis step. In the induction step we suppose that
Hence,
Lemma 6 : Let i, n be integers with i ≥ 2 and 0 ≤ n < i. We set l = 2 i and m = 2 n . If we choose h = 2 and
then the limit of the sequence Q k is infinity. Proof: Since
we obtain
We just proved the basis step. In the induction step we suppose that
Lemma 7 : Let i, n, u be integers such that 2 ≤ i, 0 ≤ n < i and 0 < u ≤ 2 i−1 . We set l = 2 i . Let a be a positive number such that:
We set m = 2 i . If we choose h = 2 and
By setting x = 2 l we obtain due to (6)
which means that
From this relation it is easy to deduce that
Remark 3 : We list some cases, in which we can apply lemma 7, by setting n = 1 and i = 2:
a u v 1 1 7 1 2 5, 6 3 1 5, 6, 7 a u v 2 1 6, 7 5 1 3, 4, 5, 6, 7
We consider the values of j ∈ [1, 128] in the following table. We can find the details in the appendix, where we find the explanation of most of the conclusions using the developed theory. The phrase periodic means that the sequence converges to a finite cycle. The phrase unbounded means that the sequence converges to infinity. 
Applications
Al-ashhab and Guyker [1] mentioned an application of the nonlinear difference equations in case that τ = 1. They defined a special type of matrices called the C-matrices as follows:
Let n = 2k we define the C-matrix as the square matrix (a ij ) of order n such that the nonzero elements off the main diagonal are
The definition means that the C-matrix of even order has minus 2 on the main diagonal. Also, the number one moves like the knight in the square. In the case of odd order we add a row in the middle of the matrix, which is consistent with the main diagonal. Precisely, we have
Let n = 2k + 1 we define the C-matrix as the square matrix (a ij ) of order n such that the nonzero elements off the main diagonal are
The definition means that the C-matrix of odd order has minus 2 on the main diagonal. Also, the number one moves like the knight in the square. But, the number one do not appear in the middle row. In case that the sequence starting with Q 0 = 1 is periodic for some n, then they called the length of the periodic section the period of Q n . They proved: If the period of Q n is even, then minus 3 is an eigenvalue of A. For example for n=16 we obtain the sequence We can extend this idea to a general case. If we obtain an even periodic section of Q 0 = 1 using any powers τ, θ ≥ 1 , namely
If it consists entirely of integers, then we can state that for any matrix A and any λ such that for the matrix A − λI satisfies the following property: The sum of the rows numbered
is the same as the the sum of the rows numbered
then λ is an eigenvalue of the matrix A.
Conclusion
In the bifurcation table we reached j = 128. For the remaining cases of j we expect that the sequences will show one behavior of the following two types of behavior: either unbounded sequence with the limit positive infinity or consists of periodic subsequences. We can prove that the for all j in the interval [258,2 15 ] ([258,32768]) the sequence is unbounded. The open question is: what will happen for j between 129 and 257? Also, can we develop a theory which explains the behavior of the sequence, which we checked by the computer. The power was fixed, and we think that all even powers yield the same situation. Hence, will the odd power like τ = 3 yield new situations? Finally, can we develop a more general theory by proving less propositions, from which we can derive all of the existing propositions? thanks the Al-albayt university for support since this paper was prepared during the year of sabbatical leave offered by the university. case j = 11 In this case the sequence is periodic for v = 2, 3, 4. For v = 5, 6, 7 it is unbounded according to remark 3. For v ≥ 8 it is unbounded according to proposition 5 (i = 2, 3, 4, ...). case j = 12 For v = 2, 3 it is unbounded according to lemma 5 (i = 2). For v = 4, 5, 6, 7 it is unbounded according to lemma 6 (i = 2). For v ≥ 8 it is unbounded according to proposition 5 (i = 2, 3, 4, ...). case j = 13 For v = 2 it is unbounded as we checked by using the computer. For v = 3, 4, 5, 6, 7 it is unbounded according to remark 3. For v ≥ 8 it is unbounded according to proposition 5 (i = 2, 3, 4, ...). case j = 14 In this case we know according to corollary 1 (h = i = 2, p = 1, t = 0 by using the minus sign) that the sequence is periodic for v = 2, ..., 7. For v ≥ 8 it is unbounded according to proposition 5 (i = 2, 3, 4, ...). case j = 15 In this case we know according to corollary 1 (h = i = 2, p = t = 0 by using the minus sign) that the sequence is periodic for v = 2, ..., 7.. For v ≥ 8 it is unbounded according to proposition 5 (i = 2, 3, 4, ...). case j = 16 In this case we know according to lemma 1 that the sequence is constant for v = 2, ..., 7. For v ≥ 8 it is unbounded according to proposition 5 (i = 2, 3, 4, ...). case j = 17 In this case we know according to corollary 1 (h = i = 2, p = 0 by using the plus sign) that the sequence is periodic for v = 2, ..., 7.. For v ≥ 8 it is unbounded according to proposition 5 (i = 2, 3, 4, ...). case j = 18 In this case we know according to corollary 1 (h = i = 2, p = 1, t = 0 by using the plus sign) that the sequence is periodic for v = 2, ..., 7. For v ≥ 8 it is unbounded according to proposition 5 (i = 2, 3, 4, ...). case j = 19 For v = 2 it is unbounded as we checked by using the computer. For v = 3, ..., 7 the sequence is periodic according to proposition 1 (a = 3, q = 5). For v ≥ 8 it is unbounded according to proposition 5 (i = 2, 3, 4, ...). case 20 ≤ j < 127 In this case the sequence is always unbounded. It is a special case of the next general case since 
