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Abstract. Tiling is a well-known pattern mining technique. Tradition-
ally, it discovers large areas of ones in binary databases or matrices,
where an area is defined by a set of rows and a set of columns. In this
paper, we introduce the novel problem of ranked tiling, which is con-
cerned with finding interesting areas in ranked data. In this data, each
transaction defines a complete ranking of the columns. Ranked data oc-
curs naturally in applications like sports or other competitions. It is also
a useful abstraction when dealing with numeric data in which the rows
are incomparable.
We introduce a scoring function for ranked tiling, as well as an algorithm
using constraint programming and optimization principles. We empiri-
cally evaluate the approach on both synthetic and real-life datasets, and
demonstrate the applicability of the framework in several case studies.
One case study involves a heterogeneous dataset concerning the discov-
ery of biomarkers for different subtypes of breast cancer patients. An
analysis of the tiles by a domain expert shows that our approach can
lead to the discovery of novel insights.
Keywords: tiling; ranked data; numerical data; pattern mining
1 Introduction
The problem of tiling was introduced by Geerts et al. [1]. It is a popular pattern
mining technique that searches for a set of tiles (that is, a tiling) in a 0/1 matrix.
Such matrices often represent transactional data, where each transaction spec-
ifies the presence or absence of a set of items in the transaction. A tile is then
a subset of the rows and columns of the matrix, for which the corresponding
submatrix contains all 1s. Tilings are interesting as they provide groupings of
both the rows and the columns that may give new insights in the data.
In this paper, we extend tiling towards a setting which is not binary. That
is, we introduce the problem of ranked tiling, in which each transaction in the
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data is a ranking of all available items. This type of data naturally occurs in
many situations of interest. Consider, for instance, cycling competitions where
the items could be the cyclists and each transaction would correspond to a
race, or consider a business context, where the items could be companies and
the transactions specify the rank of their quotation for a particular service.
Ranking is also a natural abstraction for purely numeric data, which often arises
in practice and may be noisy or imprecise. Numeric data is hard to analyse with
many existing pattern mining approaches.
One real-life example that we shall use is concerned with the discovery of
biomarkers to group cancer patients into subtypes. Finding a set of biomarkers
that characterise different cancer subtypes is clearly important. Thanks to ad-
vances in genome sequencing and high throughput technologies, a lot of data is
becoming available about patients. However, different types of data may be ob-
tained with different technologies, for example, data concerning mRNA, miRNA,
copy number variations, or proteins. This means that we are given a number of
data matrices, each of which corresponds to one data type or experiment, and
each of which is measured on a different scale. Still we would expect to find a
tiling in which the same set of patients is shared across the different data matri-
ces. We shall show that by using a ranked version of the data and ranked tiling,
this is feasible.
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Fig. 1: Example rank matrix,
with maximal ranked tile B =
({R1, R2, R3, R5}, {C1, C2, C3}).
To illustrate the problem of ranked
tiling, let us consider the toy example
in Figure 1. It depicts a rank matrix
containing five rows and ten columns.
Assuming no ties, each row contains
each of the numbers one to ten ex-
actly once. In this paper, we assume
that a desirable high rank is indicated
by a high number, i.e., in this case
the highest possible rank is ten. Now,
we are intuitively interested in rect-
angular areas in the matrix that have
relatively high values, as these corre-
spond to columns and rows which are
highly ranked. In this particular ex-
ample, the maximal ranked tile that
we would like to find consists of five
rows and three columns, i.e., the area
defined by {R1, R2, R3, R5} and {C1, C2, C3}.
The key contributions of our paper are 1) the introduction of the problem
of ranked tiling, 2) the introduction of an optimisation model for ranked tiling
and its implementation in a constraint programming solver, and 3) an empirical
evaluation on synthetic and real-life datasets that shows the ability of our ranked
tiler to discover interesting tiles, and shows the promise of the approach in
practical discovery tasks such as that concerned with breast cancer.
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2 Ranked tiling
In this section, we formally define ranked data and introduce the problems that
we consider: maximal ranked tile mining and ranked tiling.
Definition 1 (Rank matrix). Let M be a matrix consisting of m rows and
n columns. Let R = {1, ...,m}, C = {1, ..., n} be index sets for rows and for
columns respectively. The matrix M is a rank matrix iff:
∀r ∈ R : ∪c∈CMr,c ⊆ σ, (1)
where σ = {1, 2, ..., n}.
Note that the values of a row can only be a (strict) subset of σ iff the row contains
ties, otherwise the set of values must be exactly equal to σ. Given such a rank
matrix, we would like to find a maximal ranked tile, i.e., a tile with relatively
highly ranked values. Formally, we have the following problem.
Problem 1 (Maximal ranked tile mining) Given a rank matrixM∈ σm×n
and a threshold θ, find the ranked tile B = (R∗, C∗), with R∗ ⊆ R and C∗ ⊆ C,
such that:
B = (R∗, C∗) = argmax
R,C
∑
r∈R,c∈C
(Mr,c − θ). (2)
where θ is an absolute-valued threshold.
Example 1. Going back to the example rank matrix in Figure 1 and choosing
θ = 5, the maximal ranked tile is defined by R = {1, 2, 3, 5} and C = {1, 2, 3}.
The score obtained by this tile is 37, and no more columns or rows can be added
without decreasing the score. This result matches the desired outcome that we
described in the introduction.
In practice, we often use a relative instead of an absolute threshold. We
denote such a threshold as a percentage, i.e., θ = a% implies θ = a%× n.
The optimisation objective in Equation 2 rewards cells in a tile having values
higher than θ, and vice versa for cells having lower values. Since we look for
tiles that maximise this score, this threshold θ plays an important role. That
is, higher values for θ result in smaller tiles with larger ranks. This implies that
the threshold can be used to influence both 1) the size of the mined tiles, and
2) the extent to which the ranks deviate from the mean rank. An alternative
interpretation is that the threshold can be used by the analyst to express her
prior belief about how high the ranks should be to make a tile interesting.
In practice, it happens quite often that we have numerical data, either dis-
crete or continuous, that we would like to analyse. In gene expression analysis,
for example, we are given a matrix with continuous data, whose columns repre-
sent patients and rows represent genes. A value in a cell is then the expression
level of the gene for a specific patient.
Fortunately, converting a matrix with numeric data to a rank matrix is
straightforward. Given any ranking function, i.e., a function that sorts a set
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of values and assigns ranks based on the resulting order, each row of a numeric
matrix can be transformed. In practice, ties may occur: the same value may
occur more than once within a single row. Such ties can be broken using either
average rank scores or minimum rank scores (in this paper, we use the former
unless noted otherwise).
The maximal ranked tiling problem aims to find a single tile, but we are of
course interested in finding a set of such tiles. In other words, we would like to
discover a ranked tiling.
Problem 2 (Ranked tiling) Given a rank matrixM, a number k, a threshold
θ, and a penalty term P , the ranked tiling problem is to find a set of ranked
tiles Bi = (Ri, Ci), i = 1 . . . k, such that they together maximise the following
objective function:
argmax
Ri,Ci
∑
r∈R,c∈C
1(tr,c≥1)((Mr,c − θ)− (tr,c − 1)P ) (3)
where tr,c = |{i ∈ {1, . . . , k} | r ∈ Ri, c ∈ Ci}| indicates the number of tiles that
cover a cell, and 1ϕ is an indicator function that returns 1 if the test ϕ is true,
and 0 otherwise. P indicates a penalty that is assigned when tiles overlap.
For the remainder of this paper we will fix P to θ − 1, i.e., we penalise overlap
with the lowest possible rank minus the score θ.
Before we describe our approach to solving the aforementioned problems, we
introduce two variations that allow the data analyst to do query-based tiling. By
allowing the data analyst to provide queries to the system, it becomes possible
to explicitly search for interesting patterns in specific areas of the data.
Problem 3 (Maximal query-based ranked tile mining) Given a query Q,
a rank matrix M ∈ σm×n, and a threshold θ, find the maximal ranked tile that
satisfies the following additional constraint:
∀q ∈ Q : q ∈ C (4)
In other words, a query-based tile is a maximal ranked tile whose columns con-
tains those specified in the user-defined query.
Finally, an alternative method can be used to avoid overlap between tiles.
Problem 4 (Diverse ranked tiling) Given a number k, the problem of di-
verse ranked tiling is to find a set of k ranked tiles, Bi = (Ri, Ci), i = 1 . . . k,
such that the following objective function is optimised:
argmax
Ri,Ci
∑
r∈R,c∈C
1(tr,c≥1)(Mr,c − θ), (5)
under the constraint that:
Ri ∩Rj = ∅,∀i 6= j, i, j = 1 . . . k, (6)
i.e., no two tiles share the same row.
The diverse ranked tiling and maximal query-based ranked tile mining prob-
lems can be combined to find a diverse query-based ranked tiling.
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3 Ranked tiling using constraint programming
In this section, we present the techniques that we propose to solve the problems
introduced in the previous section. That is, we introduce a constraint-based
model equivalent to Equation 2, but add two constraints to make solving more
efficient without affecting the results.
The technique we use to solve the optimisation problem is constraint pro-
gramming (CP). We follow the approach that was originally introduced by De
Raedt et al. [2]. The idea is to formalise the problems as constraint satisfaction
problems and then use existing solvers to find solutions. There are a number of
advantages to this solving paradigm. First, it is a declarative approach, mean-
ing that the data analyst can focus on modelling the problem rather than on
complex procedural implementations. Second, CP is very flexible. As we will
demonstrate, it is easy to implement small variations of a problem by adding or
modifying constraints.
3.1 Constraint-based model
To speed up the search process, we add two redundant constraints to the opti-
misation problem of Equation 2. That is, we require that the average values in
rows and columns in the selected submatrixMR,C are higher than the threshold
θ. The resulting constraint-based model is as follows:
argmaxR,C
∑
r∈R,c∈C(Mr,c − θ) (7)
subject to
∀r ∈ R : r ∈ R↔
∑
c∈CMr,c
|C| ≥ θ (8)
∀c ∈ C : c ∈ C ↔
∑
r∈RMr,c
|R| ≥ θ (9)
Theorem 1 (Model equivalence). The constraint-based optimisation model
in Equations 7–9 is equivalent to the optimisation model in Equation 2.
Proof. The proof is given in the Appendix.
3.2 Problem formalisation using CP
The formalisation in Equations 7 – 9 is defined over set variables. Unfortunately,
in earlier work it was shown [2] that set variables do not lead to good performance
in CP and a reformalization in terms of boolean variables is necessary.
We therefore introduce two Boolean decision vectors: T = (T1, T2, ..., Tm),
with Ti ∈ {0, 1}, for rows and I = (I1, I2, ..., In), with Ii ∈ {0, 1}, for columns.
An assignment to the Boolean vectors T and I corresponds to an indication of
rows and columns belonging to a tile. Given this, we have the following theorem.
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Theorem 2 (Highly ranked rows constraint). If the following constraint is
satisfied:
∀t ∈ R : Tt = 1↔
∑
i∈C
(Mt,i − θ) ∗ Ii ≥ 0 (10)
then rows that satisfy the inequality of Equation 8 are identified by:
{r ∈ R | Tr = 1} (11)
Proof.
∀t ∈ R : Tt = 1↔
∑
i∈C
(Mt,i − θ) ∗ Ii ≥ 0↔
∑
i∈C
Mt,i ∗ Ii ≥ θ ∗
∑
i∈C
Ii
↔
∑
i∈CMt,i ∗ Ii∑
i∈C Ii
≥ θ ↔
∑
i∈CMi,c
|C| ≥ θ
Here we assume that
∑
i∈C Ii ≥ 1. Overall, Tt = 1↔ t ∈ R, which concludes the
proof.
A similar property can be obtained for the column constraint. This leads to a
CP model which is equivalent to the constraint-based model in Equations 7 – 9:
argmax
T,I
∑
t∈R
Tt ∗ (
∑
i∈C
(Mt,i − θ) ∗ Ii) (12)
subject to
∀t ∈ R : Tt = 1↔
∑
i∈C
(Mt,i − θ) ∗ Ii ≥ 0 (13)
∀i ∈ C : Ii = 1↔
∑
t∈R
(Mt,i − θ) ∗ Tt ≥ 0 (14)
The constraints in this formalisation are similar to those used to mine frequent
itemsets in [2]. The main difference is that we also have an objective function.
3.3 Mining maximal ranked tiles using CP
Mining a single ranked tile is equivalent to finding an assignment to vectors T, I
such that T and I satisfy constraints 13 – 14 and maximise objective function 12.
We solve this constrained optimisation problem using constraint programming.
Solving a problem using CP is done in two phases: 1) modelling, and 2)
solving. Equations 12 – 14 can be written down as a model in any CP solver.
As we will see, however, the problem of ranked tiling is not easy to solve, and
finding exact solutions is difficult. To allow for finding approximate solutions, we
choose the OscaR1 solver, which is an open source CP solver written in Scala. A
distinguishing feature is that it provides good support for both exhaustive and
heuristic search methods, which we will use for our approach.
1 https://bitbucket.org/oscarlib/oscar/wiki/Home.
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When the CP solver is asked to perform exhaustive search, it essentially
builds a search tree. The key idea here is that it uses the constraints to remove
inconsistent values while searching. This removal of inconsistent values is called
propagation and can reduce the search space significantly.
Variable and value ordering heuristic. The order in which variables are
considered for branching, as well as the order in which values are assigned to the
variables, determine the shape of the search tree and the effectiveness of con-
straint propagation. We use the following heuristic. We order column variables
Ic, c = 1 . . . n, by their total sum scores,
∑
r∈R(Mr,c − θ), in ascending order.
That is, variables that have lower scores will be branched on first, and the value
zero will be assigned to a variable before the value one. Using this heuristic, CP
has a higher chance to add variables having high scores to the solution when
backtracking. Consequently, CP needs less backtracks to find a first valid as-
signment as variables having higher scores have higher probability of satisfying
constraint 14.
Large neighbourhood search. Equation 13 shows that vector T can be com-
pletely determined given a complete assignment to I. Hence, the size of the
search space is O(2n), where n is the number of columns. Even taking into ac-
count propagation, this search space is in practice often still too large to be
traversed completely and hence we use a form of local search to speed up the
search.
Large Neighbourhood Search (LNS) is a hybridization of local search and
exhaustive search in CP. Local search refers to the idea that one solution can be
transformed into another by changing the assignment of a number of variables.
While traditional local search methods only change a limited number of variables
(e.g., one variable at a time), LNS selects a relatively large subset of the vari-
ables in a problem (e.g., a random subset of half of the variables) and performs
complete search over these variables while fixing the remaining variables. Two
main questions involved with LNS include a) which variables should be selected
to search over, and b) how to search on these variables? In our implementa-
tion, we use stochastic variable selection and an exhaustive search approach.
The stochastic variable selection uniformly selects half of the column variables
to search over.
3.4 Ranked tiling
Ranked tiling was introduced in Problem 2. We propose to approximate the
optimal solution by using a greedy approach, as is common for this type of
pattern set mining problem. The first tile is found by solving the optimisation
problem in Equations 12–14. Next, we remove that tile by setting all cells in
the matrix that are covered to the lowest rank (or another value, depending on
parameter P ). Then, we search in the resulting matrix for the second tile. This
process is repeated until the number of desired tiles is found. The sum of the
scores of all discovered tiles will correspond to the score of Equation 3 for this
solution. However, as the search is greedy, the solution is not necessarily optimal.
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4 Experiments on synthetic datasets
In this section, we set up a number of experiments on synthetic data sets to
evaluate the proposed approach. The results will show: 1) the gain in runtime
by adding the redundant constraints; 2) the accuracy of the discovered tiles in
two settings: ranked tiling and query-based ranked tiling; 3) the robustness of
the algorithm with respect to noise thresholds and variations of the local search;
4) a comparison to constant-row bi-clustering algorithms.
4.1 Data generation
By generating data in which rows are incomparable due to different scales, our
aim is to show that our technique finds the relevant patterns in such data,
whereas methods for bi-clustering cannot. Since bi-clustering methods only work
on numeric data, we use a simple generative model to generate synthetic, con-
tinuous data. This numeric data is then transformed to a rank matrix to apply
ranked tiling. For bi-clustering, we choose the constant-row setting, as there are
many bi-clustering algorithms specifically designed for this type of pattern.
To generate synthetic datasets, we first generate background data, and then
implant a number of constant-row bi-clusters with higher average values.
Background information is generated such that each row has a potentially
different scale than the others. Values within each row are sampled from two
distributions, with certain probability: one for modelling background noise, the
other for interfering with the implanted patterns. First, for each row, we uni-
formly sample µ1r, µ
2
r from two ranges:
µ1r ∼ U(0, 3),∀r ∈ R (15)
µ2r ∼ U(3, 5),∀r ∈ R (16)
Second, for every cell in a row, we sample a latent binary variable Xr,c from a
Bernoulli distribution Bin(p, 1 − p), given some p. Depending on the value of
this latent variable, the background data is sampled either from the low-average
or high-average distribution:
Dr,c ∼
{
N(µ1r, 1) if Xr,c = 1
N(µ2r, 1) otherwise
(17)
To plant a constant-row bi-cluster in a submatrix DR,C , we use the following
two equations:
∀r ∈ R, µr ∼ U(3, 5) (18)
∀r ∈ R, Dr,c ∼ N(µr, 1) (19)
Equation 18 is used to sample the mean value for every row in a bi-cluster. The
mean value is uniformly sampled from the range [3 . . . 5], which is higher than
the main sampling range for the background ([0 . . . 3]).
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4.2 Evaluation
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Fig. 2: Speed up achieved by adding
the two redundant constraints. The y-
axis indicates the ratio between the run-
time needed with and without the con-
straints, and is computed for varying
threshold θ values and matrix sizes.
Performance gain by adding con-
straints. To evaluate how the re-
dundant constraints affect the time
needed for search, we compare the
runtime of the optimisation model
in Equation 2, which does not have
any constraints, to the runtime of
the constraint-based model shown in
Equations 7–9. To make the compari-
son fair, we perform exhaustive search
in both cases.
To this aim, we generate a num-
ber of datasets with varying sizes us-
ing the procedure described in Section
4.1. All datasets have the same num-
ber of columns, i.e. 20, and a varying
number of rows: {100, 200, 300, 400,
500, 600}, with p = 0.1. They have the
same two non-overlapping tiles: one is
10 × 5 and the other is 30 × 10. We execute the mentioned models on these
datasets to find the maximal ranked tile. All experiments are executed single
threaded on a desktop computer (Intel i7-2600 CPU @ 3.40GHz, 16GB RAM).
Figure 2 shows the ratio between the time needed to solve the problem with
and without the extra constraints, for varying θ thresholds. We can see that
adding the extra constraints reduces the search time when θ > 50%. In partic-
ular for larger datasets and values of the threshold, the model with the added
constraints always outperforms the optimisation-only model. This demonstrates
that adding the constraints results in better propagation and hence more effi-
cient search. The absolute time needed to find the optimal solution on these
datasets ranges from 1ms to 4h 37m 26s.
Accuracy of the recovered tiles. We now evaluate the ability of the algo-
rithm to recover the implanted ranked tiles. We do this by measuring recall
and precision, using the implanted tiles as ground truth. Overall performance is
quantified by the F1 measure, which is the average of the two scores.
We generate seven 1000 rows × 100 columns datasets for different p, i.e.,
p ∈ {0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40}, using the same procedure as before.
In each dataset, we implant five ranked tiles. Figure 3a shows a heatmap of the
numerical dataset for p = 10%. Figure 3b shows its corresponding rank matrix,
using the same color coding as in Figure 1 (blue = low rank, red = high rank).
We varied the threshold θ; for each value of θ and each dataset, we performed
ranked tiling five times, each time mining k = 5 tiles. Then, we calculated aver-
age precision, recall and F1 score over these five runs. Figure 3c summarises the
results obtained with and without using the variable ordering heuristic (see Sec-
tion 3.3). It can be seen that the heuristic contributes to improved performance.
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Fig. 3: Recovering five implanted ranked tiles from synthetic data.
When the threshold θ is around 60%, the algorithm achieves high prediction
accuracy (average F1 = 86%). At lower thresholds, it has low precision, while
higher thresholds result in lower recall. This completely matches our expectation,
since higher thresholds result in smaller tiles with higher values.
Robustness of the local search. The error bars in the precision and recall
curves shown in the Figure 3c show the robustness of the large neighbourhood
search on the synthetic datasets. The variation is typically low with respect to
the number of times the local search is repeated and the different noise levels.
Comparison to bi-clustering. In this experiment, we compare to several
bi-clustering algorithms. SAMBA [3] was designed for coherent evolution bi-
clusters, in which there is coherence of the signs of values, i.e., up or down. The
other methods discover coherent-valued bi-clusters, of which a constant-row bi-
cluster is a special case. CC [4], Spectral [5], and Plaid [6] are implemented in
the R biclust2 package. FABIA3 [7] and SAMBA4 are downloaded from their
website. ISA [8] is from the R isa2 package5.
Since large noise levels may conversely affect the performance of the algo-
rithms, we use a dataset also used for the previous experiments, with p = 0.20
(average noise level). We ran all algorithms on this dataset and took the first
five tiles/bi-clusters they produced. For most of the benchmarked algorithms, we
used their default values. For CoreNode, we use msr = 1.0 and overlap = 0.5, as
preliminary experiments showed that this combination produced the best result.
For ISA, we applied its built-in normalised method before running the algorithm.
The results in Table 1 show that our algorithm achieves much higher precision
and recall on this task than the bi-clustering methods. This indicates that when
the rows in a numerical matrix are incomparable, converting the data to a ranked
matrix and applying ranked tiling is a better solution than applying bi-clustering.
2 http://cran.r-project.org/web/packages/biclust/
3 http://www.bioinf.jku.at/software/fabia/fabia.html
4 http://acgt.cs.tau.ac.il/expander/
5 http://cran.r-project.org/web/packages/isa2/
Ranked Tiling 11
Table 1: Comparison to bi-clustering. Precision, recall and F1 quantify how ac-
curately the methods recover the five implanted tiles. k = 5.
Algorithm Data type Pattern Precision Recall F1
Our algorithm Ranks Ranked tile 88% 83% 86%
CoreNode [9] Numerical Coherent values bicluster 43% 72% 58%
FABIA [7] Numerical Coherent values bicluster 40% 24% 32%
Plaid [6] Numerical Coherent values bicluster 90% 6% 48%
SAMBA [3] Numerical Coherent evolution bicluster 67% 3% 35%
ISA [8] Numerical Coherent values bicluster 64% 44% 54%
CC [4] Numerical Coherent values bicluster 35% 22% 29%
Spectral [5] Numerical Coherent values bicluster - - -
(a) A query of 2 columns. (b) The two mined tiles.
Fig. 4: Query-based ranked tiling on a synthetic dataset; θ = 70%.
Diverse query-based ranked tiling Finally, we use the same dataset, with
p = 0.2, to illustrate diverse query-based ranked tiling. Figure 4a shows a query
consisting of two columns, and Figure 4b shows the two discovered ranked tiles
given that query. The rows and columns of each tile are marked by coloured
bars (tile 1 = red, tile 2 = green). The results demonstrate the flexibility of our
approach based on constraint programming: adding a few constraints results in
ranked tiles for a given query. Both discovered tiles contain the query, but are
also clearly present in the generated data. This allows the analyst to focus the
search on specific areas of the data and still obtain high-quality results.
5 Real-world case studies
In this section, we present two applications of ranked tiling: 1) voting pattern dis-
covery in Eurovision Song Contest data, and 2) biomarker discovery for different
subtypes from a heterogeneous genomic dataset.
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Competitors - tile 1
Voters - tile 1
Competitors - tile 2
Voters - tile 2
Competitors - tile 3
Voters - tile 3
Fig. 5: Voting patterns in the Eurovision Song Contest data.
5.1 European Song Contests
The Eurovision Song Contest (ESC) has been held annually since 1956. Each
participating country gives voting scores, which are a combination of televoting
and jury voting, to competing countries. Scores are in the range of 1 . . . 8, 10
and 12. Each country awards 12 points to their most favourite country, 10 points
to the second favourite, and 8 . . . 1 to the third. . .tenth favourites respectively.
The data can be represented by a matrix, in which rows correspond to voting
countries, columns correspond to competing countries, and values are the scores.
We collected voting data for the final rounds of the period 2010 – 2013. We
filtered out countries participating in fewer than 3 years. Data is aggregated by
calculating average scores that voting countries award to competing countries
during the period considered. After the pre-processing step, the data consists of
44 rows and 37 columns. The pre-processed data is then transformed to ranked
data, using minimum ranks in case of ties.
We ran the algorithm on the ESC dataset and obtained 10 ranked tiles with
the threshold θ set to 80%. The first tile shows that Azerbaijan and Sweden were
highly voted for by other 19 countries located in many regions in Europe. Other
tiles reveal that there are local voting patterns in the contests: countries tend to
distribute high scores to their neighbours. Figure 5 shows three representative
tiles: one for eastern countries, one for western and northern countries, and one
for (mostly) southern countries. In general, the discovered tiles confirm that
countries give high scores to their neighbours, which matches our expectations.
5.2 Biomarker discovery for breast cancer subtypes
Breast cancer is known to be a heterogeneous disease that can be categorised
in clinical and molecular subtypes. Assignment of patients to such subtypes is
crucial to give adapted treatments to patients. Currently, breast cancer patients
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are categorised into 3 clinical subtypes, which receive either endocrine therapy,
targeted HER2 therapy, or chemotherapy. The study of tumour samples at mul-
tiple molecular levels helps to understand the driving events in cancer. Most
studies, however, focus on the analysis of each molecular data type separately
[10], since each data type is measured with a different technology. Although raw
data between molecular levels are incomparable, their ranked values can easily
be compared. The goal of this case study is to identify groups of genes or copy
number regions that are highly specific to a subset of patients.
Data pre-processing. A breast cancer dataset was downloaded from the Can-
cer Genome Atlas6. A subset of 94 tumour samples with measurements at four
molecular levels (mRNA, miRNA, protein levels, and copy number variation
(CNV)) was selected. Each tumour sample is associated to a molecular sub-
type according to the PAM50 gene signature [11]. The original dataset contains
measurements for 17814 genes (mRNA) and 1222 microRNAs. Genes and mi-
croRNAs were selected based on their potential subtype-specific activity and
their differential expression relative to normal (non-tumour) samples.
To capture subtype-specific expression changes, we evaluated the 5- and 95-
percentile of the tumour samples. Genes in which the p-value for these percentiles
was below 0.001 and their log-fold change relative to the mean normal expression
was at least 2.5 were selected. The final dataset contains 1761 genes and 138
microRNAs. Segmented files with copy number alterations were pre-processed
and filtered by germline aberrations as described by [10]. Significant copy number
regions were identified with GISTIC2.0 [12]. No selection was done for protein
levels and copy number regions. Each data level was converted to rank scores
and combined into a single matrix, which consists of 2211 rows and 94 columns.
Ranked tiling analysis. The ten ranked tiles discovered by the algorithm are
shown in Figure 6 (θ = 65%, 20 LNS repeats, in 3h 45m 9s). A first important
observation is that each tile contains features from all four different data types.
All PAM50 subtypes (LuminalA, LuminalB, Basal and HER2 subtypes) are cov-
ered by the tiles. Some discrepancies between the tiles and PAM50 subtypes are
expected, since PAM50 is based on a 50-genes classifier derived from expression
data only. We find that tile 1 captures the largest group of genes and samples,
but due to its large size functional annotation did not lead to interesting insights.
Tiles 2 and 3 match a known basal subtype, with tile 3 containing most basal
samples. Among the genes specific for tile 3, we observe MYC at the protein and
mRNA levels, which has been previously suggested as a basal characteristic
pattern [10]. Both tiles 2 and 3 largely overlap in terms of genes also with tile
5 (LuminalB). The genes in common to these 3 tiles are enriched for cell cycle
and cell division (Gene Ontology and Reactome enrichment), consistent with the
high proliferation present in LuminalB, Basal and Her2 subtypes.
Tile 6 only contains samples from the known HER2 subtype. The HER2
molecular subtype is known to over-express the ERBB2 gene and to contain copy
number alterations for the same gene. Tile 6 captures all the molecular levels
related to the gene, as it contains the amplified region of ERBB2, the protein
6 https://tcga-data.nci.nih.gov/tcga
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Fig. 6: Ranked tiling on heterogeneous breast cancer data. The rows correspond to
mRNA, miRNA, protein and CNV levels, the columns correspond to breast cancer
samples. The left and upper gray bars indicate the ten tiles. PAM50 subtypes are indi-
cated at the top (LuminalA=blue, LuminalB=light blue, Basal=red and HER2=pink).
and the mRNA gene. LuminalA and LuminalB PAM50 subtypes correspond to
the estrogen positive (ER+) clinical subtype which is the most common one and
thus they are present in many tiles. Among them, tile 10 contains the estrogen
receptor (ESR1) and other genes related to the pathway, suggesting that the
pathway activity might be higher for the patients in tile 10.
Overall, we conclude that ranked tiling successfully identifies known subtypes
and includes different data types in tiles, as desired. Such an integrated analysis
of heterogeneous data has large potential for this type of application.
6 Related work
Ranked tiling is related to bi-clustering, but is different because of the type of
regularities it aims to find. The literature describes four types of bi-clusters:
constant-valued, constant-row, constant-column and coherent [13]. In ranked
tiling, the absolute values within the specified areas matter, i.e., the values must
be higher than a given threshold. This is clearly different from the objectives of
bi-clustering, as also demonstrated by the results presented in Section 4.
Calders et al. [14] use rank measures to find interesting patterns in numeric
data. However, they rank values on individual columns and use frequent itemset
mining-based techniques to find correlated sets of columns (items). Here, we
consider ranks in rows and use optimisation-based techniques to find sets of
rows and columns (tiles) in a matrix for which the ranks are relatively high.
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Ranked tiling is also related to pattern mining in numeric data. In this di-
rection, there has been work by Kaytoue et al. [15] that uses formal concept
analysis to find interval patterns of itemsets. The recent work by Song et al. [16]
proposes to mine association rules of numeric attributes. However, they did not
consider ranked data and tilings on this type of data.
Kontonasios et al. [17] propose to use a Maximum Entropy model to iter-
atively mine interesting tiles in numeric data. This approach also aims to find
sets of tiles whose content are contrasted to the background model. However,
we do not contrast a tile against expected values given some prior beliefs, but
consider absolute values relative to a given threshold. Apart from this, they do
not provide an algorithm that directly searches for high-scoring tiles, while we
propose a mining approach based on constraint programming.
7 Conclusions
We introduced the novel problem of ranked tiling, which is concerned with finding
areas in ranked data in which the ranks are relatively high. Ranked data occurs
naturally in many applications, but is also a useful abstraction when dealing
with numeric data in which the rows are incomparable.
We presented an optimisation-based approach to solving the ranked tiling
problem using constraint programming, and demonstrated the flexibility of this
approach by extending it to query-based ranked tiling. The experiments on both
synthetic and real data show that our approach finds high-quality ranked tiles
that can lead to the discovery of novel insights in heterogeneous data.
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Proof Theorem 1 Let us assume that (R,C) is the optimum solution found
without additional constraints. Without loss of generality we can assume that
(R,C) is maximal in both rows and columns, i.e., there is no row nor column
that can be added to obtain the same score or a better score.
Then this optimal solution must also satisfy the constraint:
∀r ∈ R : r ∈ R↔
∑
c∈CMr,c
|C| ≥ θ ↔ (
∑
c∈C
Mr,c − θ) ≥ 0. (20)
Indeed, assume that r ∈ R while (R,C) is optimal, then (∑c∈CMr,c − θ) ≥ 0
must hold, as otherwise the score
∑
c∈C,r∈R(Mr,c − θ) could be improved by
removing r from R while keeping C fixed. Conversely, if r 6∈ R while (R,C) is
optimal, it can only be the case that (
∑
c∈CMr,c − θ) < 0, as otherwise the
score of the tile could be improved by adding r to R while keeping C fixed.
