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OPTIMAL ADAPTIVE GROUP TESTING
MAXHAHN-KLIMROTH, PHILIPP LOICK
ABSTRACT. The group testing problem is concernedwith identifying a small number k∼nθ for θ ∈ (0,1)
of infected individuals in a large population of size n. At our disposal is a testing procedure that allows
us to test groups of individuals. This paper considers two-stage designs where the test results of the
first stage can inform the design of the second stage. We are interested in theminimumnumber of tests
to recover the set of infected individuals w.h.p. Equipped with a novel algorithm for one-stage group
testing from [Coja-Oghlan, Gebhard, Hahn-Klimroth & Loick 2019] and a similar procedure as [Scar-
lett 2018], we propose a polynomial-time two-stage algorithm that matches the universal information-
theoretic lower bound of group testing. This result improves on results from [Mézard & Toninelli 2011]
and [Scarlett 2018] and resolves open problems posed in [Aldridge, Johnson & Scarlett 2019, Berger &
Levenshtein 2002, Damaschke &Muhammad 2012].
1. INTRODUCTION
1.1. Background and motivation. The roots of the group testing problemcan be traced back towork
of Dorfman in 1943 [12]. One aims to identify a small number of infected individuals in a large pop-
ulation. At our disposal is a testing procedure that allows us to test groups of individuals. A test will
return positive, if at least one individual in a tested group is infected, and negative otherwise. The
merit of this pooled testing procedure is that significantly fewer tests need to be performed thanwith
individual testing. The group testing problem asks for the minimum number of tests under a care-
fully chosen test design such that reliable recovery of each individual’s infection status is possible.
To be precise, let n be the number of individuals and k ∼ nθ for θ ∈ (0,1) be the number of infected
individuals. We are interested in the minimum number of tests m = m(n,θ) from which we can
identify the infected individuals. Clearly, the number of possible test results 2m must exceed the
(n
k
)
possible configurations with k infected individuals. This folklore arguments yields the lower bound
minf&
1−θ
ln2
nθ lnn. (1.1)
In his original contribution, Dorfmanproceeded by assigning each individual to exactly one test with
each test containing ∼
p
n/k individuals. If the test result was negative, all individuals in this test
could be declared healthy and no further tests were required. Conversely, when a test returned posi-
tive, all individuals in this test were subsequently tested individually. In expectation, this test design
needed a total of (see [20] for the derivation)
E[mDorfman]= 2
p
kn = 2n(1+θ)/2
tests. Thus, while Dorfman was able to reduce the expected number of tests by a factor of Θ(
p
k/n)
compared to individual testing, the design remained far from optimal. Whether there exists an ef-
ficient two-stage algorithm that attains the universal information-theoretic lower bound has been
an open problem until today. Particularly over the last years, partial progress has been made in this
domain. Scarlett [25] proposed an efficient algorithm that matches the information-theoretic lower
bound, but proceeds in a total of three rather than two stages. Similar results were obtained in [11].
Mézard & Toninelli [21] showed that a specific class of algorithms fails to recover the infected indi-
viduals under any two-stage test design for less than minf ln
−12 tests. In [24], Scarlett showed that
the lower bound in (1.1) is information-theoretically achievable in two stages. Finding a polynomial-
time algorithm that attains the information-theoretic lower bound is still an open research problem
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FIGURE 1. The phase transitions in group testing. The dotted red line shows the
information-theoretic and algorithmic phase transitionmone−stage for any one-stage
test design. Below this line finding the infected individuals is impossible in one-
stage group testing, while above the line the efficient inference algorithm SPIV exists
[10]. The dotted blue line shows the information-theoretic and algorithmic phase
transition minf for two-stage group testing. The dotted gray line indicates the best
previously-known two-stage upper bound [21]. The red area charts the adaptivity
gap, that is the regime in which two-stage group testing is superior to one-stage
group testing.
[4, 7, 11]. In this paper, we completely resolve this problemby providing a polynomial-time two-stage
algorithm that matches the universal lower bound for all θ ∈ (0,1).
The main ingredient to this algorithm is a recent result from [10] that puts forward an efficient
algorithm for non-adaptive group testing. Non-adaptive group testing is the one-stage variant of
the group testing problem where all tests are performed in parallel and the information from prior
tests does not inform the design of subsequent tests. The proposed algorithm called SPIV is inspired
by the notion of spatial coupling that has already proved powerful in coding theory [13, 16, 17]. In
[10], SPIV is shown to achieve the universal lower bound for all θ ≤ ln2/(1+ ln2) ≈ 0.41. For θ >
ln2/(1+ ln2), the authors derive an information-theoretic lower bound for any one-stage test design
that falls short of the universal lower bound thereby establishing the presence of an adaptivity gap.
Specifically, there is no algorithm (efficient or not), that can solve the group testing problem in one
stage with less than
mone−stage=max
{
1−θ
ln2
,
θ
ln22
}
nθ ln(n)
tests. SPIV reaches this one-stage information-theoretic lower bound for all θ ∈ (0,1), thus it is an
optimal one-stage algorithm. Equippedwith the result from [10] and following a similar procedure as
[24], we find an efficient two-stage algorithmwhose bound coincides with the universal lower bound
for all θ ∈ (0,1). This algorithmwill be called ASPIV. With themain work to derive the SPIV algorithm
being provided in [10], the proofs in this paper are elementary and the key contribution of the present
work is the provision of a novel efficient optimal two-stage algorithm.
1.2. Results and notation. Our paper is based on the same assumptions as commonly made in the
group testing literature. Their merit will be reviewed in Section 1.3. For starters, let σ ∈ {0,1}{x1 ,...,xn }
be a vector of Hamming weight k chosen uniformly at random. Throughout this paper, we will refer
to σ as the ground truth. A one-entry in σ signifies that the corresponding individual is infected.
Further, for every stage i ∈ {1,2} of the algorithm, let
G
(i ) =G(n,m(i ), (∂x(i )
j
) j∈[n])
represent a bipartite factor graph with n vertices on the left and m(i ) vertices on the right. Vertices
x1, . . . ,xn represent the individuals, while a
(i )
1 , . . . ,a
(i )
m represent the tests. Two vertices x and a
(i ) are
adjacent, if and only if individual x participates in test a(i ). The set of neighbours of vertex x and
vertex a(i ) underG (i )will be denoted by ∂x(i ) and ∂a(i ), respectively. The vertices x1, . . . ,xn are labeled
with values in 0 and 1 byσ ∈ {0,1}n indicating whether an individual is healthy or infected. A pooling
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graph G and σ induce a vector σˆ(G) indicating the test results. Denote by σˆ(i ) ∈ {0,1}{a1,...,am} the test
results w.r.t. G (i ). Specifically, σˆ(i )a = 1 iff test a(i ) is adjacent to an individual x with σx = 1. We are
interested in the minimum number of testsm such that an efficient algorithm can infer σ from σˆ(i )
andG(i ) for i ∈ {1,2}. Aswe are interested in a two-stage design, we allowG (2) to depend on (G(1),σˆ(1)).
We will further call the tuple of a factor graph G and a configuration σ ∈ {0,1}n a (G ,σ)-group testing
instance. We are in a position to state our main theorem. 1
Theorem 1.1. Suppose that 0< θ< 1 and ε> 0 and let
minf =
1−θ
ln2
nθ lnn.
If m > (1+ ε)minf, there exist efficiently constructable test designs G (1),G (2) and a polynomial-time
two-stage algorithm that givenG (1),G (2),σˆ(1),σˆ(2) outputsσw.h.p.
Theorem 1.1 immediately implies that the ASPIV algorithm is an optimal two-stage algorithm
since it reaches the universal lower bound (1.1) for all θ ∈ (0,1).
1.3. Related work. In this paper, we focus on two-stage adaptive group testing. Since we reach the
universal lower bound (1.1) with our algorithm, there is no need to consider group testing with fur-
ther stages, since every additional stage is time-consuming andnot apt to automation [8, 18]. Indeed,
from an automation perspective, performing all tests in parallel would be the ideal choice. However,
a recent result [10] shows that for θ > ln2
1+ln2 , there exists an adaptivity gap resulting in the need of sig-
nificantly more tests thanminf under any one-stage algorithm. Aldridge [3] even showed that when
θ = 1 (aka linear case), individual testing is optimal as a one-stage algorithm. Thus, adaptive group
testing might be preferable to non-adaptive group testing for large values of θ.
As stated before, we assume throughout the paper that the number of infected individuals k scales
sublinearly in the total population n, i.e. k = nθ for some fixed θ ∈ (0,1). This is the setting most
commonly considered in the literature [1, 2, 7, 9, 15, 19, 23]. It also has practical relevance since
infections typically spread sublinearly in the total population size as evidenced by Heap’s law in epi-
demiology [6] and biological as well as socio-economic effects. For the linear case, it is known that
for k/n > 1− log32, individual testing is optimal even when allowing adaptivity [4]. For k/n < 1/3
two-stage algorithms that perform better than individual testing are known [5, 14, 22].
One further distinction in group testing is between combinatorial and probabilistic group testing.
Combinatorial group testing considers all possible σ and asks for an algorithm that allows to recover
σ in the worst case. Conversely, probabilistic group testing requires the algorithm to recover a con-
figuration σ chosen uniformly at randomw.h.p. While combinatorial group testing was the research
focus for the decades after the initial proposal by Dorfman, we have witnessed a surge of interest in
probabilistic group testing in recent years [1, 2, 7, 9, 15, 19, 23], which is also the focus of the paper at
hand.
Lastly, the literature often differentiates between combinatorial and iid priors. Under the former,
we know that σ has exactly Hamming weight k , while under the latter every individual is infected
with probability k/n independently. While the proof of this paper and [10] pertain to combinatorial
priors, Theorem 1.7 of [4] evinces that our findings immediately transfer to settings with iid priors.
2. PROOF OF THEOREM 1.1
To prove Theorem 1.1, we will need to get a handle on different types of individuals underG (1). To
this end, let
V0(σ)=σ−1(0) and V1(σ)=σ−1(1)
and define
• V0− =V0−(G (1),σ): the set of healthy individuals that appear in at least one negative test,
1Wewill write w.h.p. for an event that occurs with probability 1−o(1).
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• V0+ =V0+(G (1),σ): the set of healthy individuals that only appear in positive tests, formally
V0−(G (1),σ)=
{
x ∈V0(σ) : min
a∈∂
G(1)
x
σˆ
(1)
a = 0
}
, V0+(G (1),σ)=V0(σ) \V0−(G (1),σ).
Moreover, let
• V1− = V1−(G (1),σ): the set of infected individuals that appear in at least one test as the only
infected individual,
• V1+ = V1+(G (1),σ): the set of infected individuals that only appear in tests, that contain at
least one other infected individual, formally
V1−(G (1),σ)=
{
x ∈V1(σ) : ∃a ∈ ∂G (1)x : max
y∈∂
G(1)a\x
σy = 0
}
, V1+(G (1),σ)=V1(σ) \V1−(G (1),σ).
Detecting individuals in V0− is easy by simply classifying all individuals in negative tests under
(G (1),σˆ(1)) as healthy. Similarly, it might be within reach to find the set V1− by a one-stage algorithm.
However, finding individuals in V0+ and V1+ seems a daunting task from the outset since for both of
these types we could flip the infection status and obtain an alternative configuration τ that still leads
to the same test results. For this reason, the individuals inV1+ andV0+ are commonly called disguised
[3]. It is a highly non-trivial insight that under a specific test-designG (1) the tuple (G (1),σˆ(1)) contains
information that allows us to distinguish between disguised healthy individuals and infected individ-
uals [10]. Specifically, every test in the neighborhood of x ∈V0+ needs to feature at least one infected
individual to render such a test positive, while this is not the case for truly infected individuals. Here,
every adjacent test will not contain any other infected individualwith probability 1/2 under a suitable
choice of G (1). We will call such tests which do not contain any further infected individual outside
the infected individual under consideration unexplained. The SPIV algorithm exploits this property.
On a high level, it proceeds as follows. For the detailed technical statement and proof, we refer the
reader to [10].
(1) Infer an estimate τ of σ such that ||τ−σ||1 = kn−Ω(1).
(2) Correct the fewmisclassifications in τ.
We find the following performance guarantee for SPIV. Let
mSPIV =mSPIV(n,k)=max
{
1−θ
ln2
,
θ
ln22
}
nθ ln(n).
Proposition 2.1 (Theorem 1.1 of [10]). Let k ∼ nθ and ε> 0. The estimate τ returned by the SPIV al-
gorithmwill be equal toσw.h.p. whenm = (1+ε)mSPIV.
Wewill refer to step one of SPIV as the estimationphase and to the second step as the clean-upphase.
The following result from [10] holds the key to our two-stage algorithm.
Lemma 2.2 (Corollary 4.16 in [10]). Let (G ,σ) be a group testing instance with k ∼ nθ. Furthermore,
let ε> 0. If one applies SPIV with m tests, the estimation phase of SPIV leads to an estimation τ of σ
such that ||τ−σ||1 = kn−Ω(1) w.h.p., whenever
m ≥ (1+ε)(1−θ) ln−1(2)nθ lnn.
Therefore, by conductingm ≥ (1+ε)minf tests, we can perform the first step of SPIV. We are now
in position to state our two-stage algorithm ASPIV.
Stage 1: estimation phase ofSPIV. As afirst step, we apply the estimationphase of SPIV. By Lemma2.2,
employingm = (1+ε)minf tests, we obtain an estimate τ for which we have w.h.p.
||τ−σ||1 = kn−Ω(1).
Input: σˆ, n,θ, ε> 0
Output: τ as an estimate of σ
1 Apply the estimation phase of SPIVwithm(1) = (1+ε)minf tests;
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Thus, we are left with an estimate of probably infected and probably healthy individuals. Formally,
V1(τ)= {x ∈V : τx = 1} and V0(τ)= {x ∈V : τx = 0} .
At this point, the key insight is, that on the one hand we find very few infected individuals in V0(τ)
while on the other hand the set V1(τ) is tiny in comparison to V0(τ). We proceed by handling these
two sets differently.
Stage 2a: Individual testing forV1(τ). We readily obtain an upper-bound on the size of V1(τ).
Corollary 2.3. W.h.p.,
|V1(τ)| ≤ k +kn−Ω(1)
The corollary follows directly from Lemma 2.2. On this set of probably infected individuals, we
perform individual tests needingm(2)1 = o(minf) tests w.h.p.
2 Test all individuals in V1(τ) individually;
Stage 2b: Apply the COMP algorithm toV0(τ). Let us write
n′ = |V0(τ)| ≤ n and k ′ = |{x ∈V0(τ) :σx = 1}| .
By Lemma 2.2 we immediately find
Corollary 2.4. W.h.p., we have k ′ ≤ k/lnn.
V0(τ) can be regarded as a new group testing instance with n
′ individuals and k ′ infected individ-
uals. Thus, we require a one-stage algorithm that gives a performance guarantee for a group testing
instance for which we have an upper bound on the number of infected individuals. The simplest
approach, called COMP, is well understood, i.e., Aldridge et al. [1] give a pooling scheme G ′, under
which one can infer the infection status of all individuals w.h.p. by declaring all individuals that ap-
pear in negative tests as healthy and declaring all other individuals as infected. Clearly, this leads to
the correct classification, iff V0+(G ′,σ|V0(τ))=;. The performance guarantee reads
Lemma 2.5 (Theorem 2 of [1]). Let k ′ =O(n′θ′) and ε> 0. There is a pooling schemeG ′ and a polyno-
mial time algorithm COMP that infersσ′ correctly from G ′,σˆ′ as long as
m′ > (1+ε) 1
ln22
k ′ lnn′.
Therefore, ASPIV continues as follows.
3 Apply the COMP algorithm to the set V0(τ) withm
(2)
0 = (1+ε) 1ln2 2k tests;
The following lemma evinces that we requirem(2)0 = o(m1) additional tests in step 2b of ASPIV.
Lemma 2.6. Stage 2b of ASPIV requiresm(2)0 = o(m1) tests conducted in parallel to recoverσx for every
x ∈V0(τ)w.h.p.
Proof. Since n′ ≤ n and k ′ ≤ k/lnn, Lemma 2.5 guarantees that Stage 2b successfully recovers σx for
all x ∈V0(τ), as long as
m(2)0 = (1+ε)
1
ln2 2
k ′ lnn′ ≤ (1+ε) 1
ln2 2
k = o (minf) .
The lemma follows. 
Proof of Theorem 1.1. Observe that Stage 2a and Stage 2b can be performed in parallel such that
ASPIV is indeed a two-stage algorithm. Moreover, by Lemma 2.2, Corollaries 2.3, 2.4 and Lemma 2.6
ASPIV requires
m =m(1)+m(2)0 +m
(2)
1 ≤ (1+3ε)minf
tests to recover σw.h.p. The theorem follows. 
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3. CONCLUDING REMARKS
For probabilistic sublinear group testing - the setting we consider here - Mézard & Toninelli [21]
analysed a specific class of algorithms for which they find that when
m < (1−ε)minf
ln2
(3.1)
reliable recovery of σ is not possible under any two-stage test design. The kind of algorithms are
such that they are able to identify V0− and V1− in the first stage and then perform individual testing
on the sets V0+ and V1+ in the second stage. The key argument of [21] is that as long as (3.1) holds
|V0+| , |V1+| =O(k) and thus the number of tests performed in the second stage of the algorithm are
of lower order than minf. Indeed, until the recent work of [10], no algorithm was known that could
identify individuals x ∈ V0+ when (3.1) holds. It was tempting to assume that no such algorithm
exists.
By definition, an individual x ∈ V0+ only shows up in positive tests. Thus, one could easily find a
second configuration τ by flipping this individual from healthy to infected and yield the same test
results σˆ. Without further information, there is no way to tellσ apart from τ and the best option is to
uniformly at random select one configuration. However, from a Bayesian perspective, this assump-
tion is not true. To be precise, there is more information hidden in the graph which allows us to tell
the sets V0+ and V1 apart. First, even though τ is a valid alternative configuration satisfying the test
results, the prior probability for an individual to be infected informs us thatσ is far more likely than
τ. Second, when considering the neighbourhood of any individual x ∈V0+, one will find at least one
infected individual rendering this test positive. Conversely, for y ∈ V1 the probability to find at least
one other infected individual is∼ 1/2 under the (best possible) choice of test design where half of the
tests are expected to be positive [1, 2, 10]. Thus, the posterior distribution on configurations yielding
the same test results is highly biased towards the correct configurationσ. This insight in conjunction
with the notion of spatial coupling was used to derive an algorithm that already in one stage correctly
classifies all but a polynomially small fraction of all individuals in V0+ andV1 by employingminf tests
[10]. This property is the key which allows the ASPIV algorithm to achieve a bound beyond (3.1). This
finding thus improves on the work of [21] and resolves open problems posed in [4, 7, 11, 24].
Most importantly, while it was shown in [10] that there exists an adaptivity gap for one-stage test
designs, our result evinces that already with two stages the universal information-theoretic lower
bound is attainable by an efficient algorithm.
Acknowledgment. We thank Amin Coja-Oghlan, Oliver Gebhard and Maurice Rolvien for fruitful
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