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Superconductivity in heavy-fermion materials can sometimes appear in the incoherent regime and
in proximity to an antiferromagnetic quantum critical point. Here we study these phenomena using
large scale determinant quantum Monte Carlo simulations and the dynamical cluster approximation
with various impurity solvers for the periodic Anderson model with frustrated hybridization. We
obtain solid evidence for a dx2−y2 superconducting phase arising from an incoherent normal state
in the vicinity of an antiferromagnetic quantum critical point. There is a coexistence region and
the width of the superconducting dome increases with frustration. Through a study of the pairing
dynamics we find that the retarded spin-fluctuations give the main contribution to the pairing
glue. These results are relevant for unconventional superconductivity in the Ce-115 family of heavy-
fermions.
PACS numbers: 71.27.+a, 71.30.+h, 71.10.Fd
I. INTRODUCTION
d-wave superconductivity in proximity to a quantum
critical point has been found in many compounds, such as
layered and quasi one-dimensional organic superconduc-
tors, iron pnictides, cuprate superconductors and heavy
fermion systems. In particular, many examples of quan-
tum critical points (QCPs) in heavy fermion materials
have been found, making them an important testing
ground for theories of quantum criticality in relation to
superconductivity [1]. This relationship is the main prob-
lem that we consider.
Heavy fermion behavior arises when localized f -
electron bands are hybridized with conduction-electron
bands. This hybridization leads to the RKKY interac-
tion between f -electron local moments, but also to the
eventual screening of the local moments by the Kondo ef-
fect. These competing tendencies are summarized by Do-
niach’s phase diagram [1, 2] where antiferromagnetic and
Fermi-liquid phases both appear. The zero-temperature
transition between these phases is generally believed to
be a quantum critical point (QCP). Remarkably, super-
conductivity appears in the vicinity of this QCP [3], even
though the nature of the QCP can change depending on
the Kondo deconstruction energy scale E∗loc [4, 5] [6–8].
A few heavy-fermion superconductors [9], for exam-
ple PuCoGa5 and CeCoIn5, show the peculiarity [1] that
dx2−y2 pairing develops out of an incoherent metallic
state [10, 11]. CeCoIn5 belongs to the quasi-2D Ce-115
materials that have an easily accessible transition tem-
perature (∼ 2K) below which superconducting and mag-
netic properties can be precisely measured [12]. They are
especially interesting because the itinerant-to-localized
transition of 4f electrons can be readily obtained by
applying pressure or changing the chemical composi-
tion [13, 14]. Moreover, the observation of an evolv-
ing superconducting dome in the vicinity of the magnetic
QCP strongly suggests that they are candidates for an-
tiferromagnetic (AFM) spin-fluctuation mediated super-
conductivity [15][16, 17]. The proximity of antiferromag-
netism to d-wave superconductivity is also observed in
many other strongly correlated systems, such as cuprate
superconductors and layered organic superconductors.
In some unusual cases [18–21], heavy-fermion super-
conductors have been found in the absence of an obvious
nearby magnetic QCP. The americium metal under high-
pressure [21], the “SCII” phase of CeCu2Si2 [18, 22] and
heavily Yb doped CeCoIn5 [20] are examples. In an at-
tempt to understand these superconductors, alternative
scenarios have been proposed, such as the valence fluctu-
ation hypothesis [23, 24], or the composite pairing theory
[25–27]. Yet, up to now, no concensus has been reached.
There are also materials where, despite the absence of an
obvious QCP, spin-fluctuation mediated pairing is con-
sidered essential, for instance CeIrIn5 [28–30].
On the theoretical side, the two-dimensional periodic
Anderson model (PAM), the Kondo-lattice model (KLM)
or the degenerate Coqblin-Schrieffer model [31] are ex-
pected to capture the essential physics of spin-fluctuation
mediated superconductivity in Ce-115 compounds. Pre-
vious analytical studies include large-N approaches [1],
mean-field theory [32] and phenomenological models of
fermions coupled to fluctuating Bose modes [33]. The
PAM/KLM models have also been treated with the vari-
ational method [34], exact diagonalization (ED) and
DMRG calculations on small clusters [35]. In these stud-
ies, Heisenberg exchange is usually artificially added to
simulate the RKKY interaction.
Here we show, using large-scale determinant quantum
Monte Carlo (DQMC) simulations [36] as well as the
dynamical cluster approximation (DCA) [37] [38] that
dx2−y2 superconductivity can arise out of an incoherent
metallic phase in the frustrated PAM. Heisenberg ex-
change is not artificially added, it arises naturally from
the PAM. We demonstrate that the width of the super-
conducting dome surrounding the QCP can be increased
by increasing frustration. Based on the magnetic suscep-
tibility and the anomalous self-energy, we find that the
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2driving force for pairing in this model comes primarily
from retarded antiferromagnetic spin fluctuations. This
reinforces the hypothesis that this mechanism applies to
Ce-115.
This paper is organized as follows. In Sec. II we in-
troduce the frustrated periodic Anderson model. Evi-
dence for dx2−y2 pairing is first presented in Sec. III
using DQMC and DCA calculations done with a quan-
tum Monte Carlo impurity solver (CTQMC) [39]. DCA
results presented in the rest of Sec. III allow us to dis-
cuss successively: quasi-particle coherence, the relation
between the antiferromagnetic QCP and superconduc-
tivity, and finally the origin of pairing. The discussion
in Sec. IV also contains material-specific comments. We
conclude in Sec. V. Our model is justified in more details
in Appendix A and additional information on the DCA
method can be found in Appendix B.
II. PERIODIC ANDERSON MODEL WITH
FRUSTRATED HYBRIDIZATION
Frustration, Kondo coupling strength and f -orbital de-
generacy determine Doniach’s phase diagram of heavy-
fermion systems [7]. These effects are embodied in the
frustrated periodic Anderson model on a two-dimensional
square lattice [40], with Hamiltonian
H =
∑
k,σ
kc
†
k,σck,σ +
∑
k,σ
ff†k,σfk,σ
+
∑
k,σ
Vk(f
†
k,σck,σ + h.c.) +
∑
i
U(n↑f −
1
2
)(n↓f −
1
2
)
(1)
where k, σ, i are the momentum, spin and lattice site in-
dices respectively. nσf denotes the occupation number
operator for f -orbitals. The conduction band dispersion
relation is chosen as k = −2t[cos(kx) + cos(ky)]. The
nearest-neigbour hopping integral t is taken as the energy
unit throughout this paper. We neglect the dispersion of
f -orbitals and f -orbital degeneracy. The f energy level
f is set to zero and the fillings are 〈nf 〉 ∼ 1, 〈nc〉 ∼ 0.9.
The strength of the Kondo coupling and of the RKKY
interaction is determined by the combined effects of the
f−c hybridization Vk = V +2V ′[cos(kx)+cos(ky)] and of
U , the screened Coulomb repulsion between f electrons.
In an antiferromagnetic configuration of the conduction
electrons, the on-site hybridization V and the hybridiza-
tion with nearest-neighbors V ′ lead to competing effec-
tive interactions with the f electron. The frustration is
maximal when V and V ′ are of the same order of mag-
nitude, as in Ce-115 [10, 41]. Further discussion of the
model appears in Appendix A.
III. RESULTS
After we present evidence for dx2−y2 pairing, we dis-
cuss the question of quasi-particle coherence then the
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FIG. 1. (color online) Pairing susceptibilities for V =
0.3, V ′ = 0.75, U = 4 calculated with DQMC on a 12× 12× 2
lattice with periodic boundary conditions. The Trotter de-
composition imaginary time interval is ∆τ = 0.0625. Solid
curves denote susceptibilities P including vertex contribu-
tions while dashed lines represent the bubble contribution
P 0. The inset shows the effective pairing interaction P − P 0
for dx2−y2 pairing in the (ff, ff) channel, keeping the ra-
tio V ′/V constant but changing the hybridization gradually
from V = 0.2, V ′ = 0.5 to V = 0.5, V ′ = 1.25. Increasing the
hybridization makes the f -electrons more itinerant.
phase diagram and conclude with the origin of pairing.
A. dx2−y2 pairing
To reveal the many-body correlation effects on super-
conductivity in an unbiased way, we show the result of
DQMC calculations of the pairing susceptibility P , de-
fined by
Pαβ,γδ =
1
N
× 1
G
∑
i,j
∑
r,r′
g(r′)g∗(r)
∫ β
0
〈
dα,j+r′,↓(τ)dβ,j,↑(τ)d
†
γ,i,↑(0)d
†
δ,i+r,↓(0)
〉
dτ
(2)
where the Greek indices represent either conduction c
or localized f electron operators, g(r) is the form factor
in real space and G =
∑
r |g(r)|2 is the normalization
factor. Let P 0 be the bubble contribution without ver-
tex corrections. For a given pairing channel, the sign of
P − P 0 basically reflects whether the pairing is favoured
(positive) or not (negative) [42].
Fig. 1 displays our DQMC results for dx2−y2 , s, and
extended s wave pairing susceptibilities [43] as a function
of temperature T for V = 0.3, V ′ = 0.75 and U = 4. We
learn that among those various pairing channels, dx2−y2
dominates [10] since the effective pairing interaction P −
P 0 increases rapidly as T is lowered (inset of Fig. 1),
suggesting that a divergent susceptibility would occur at
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FIG. 2. (color online) dx2−y2 pairing susceptibility as a function of temperature from DCA calculations on 2×2×2 clusters. (a)
(ff, ff) channel for U= 2, 4, 8 , 12 at constant V 2/U and V ′ = 2.5V . The inset shows that the inverse pairing susceptibilities
extrapolate to zero, signaling that Tc increases with U . (b) Comparison of different channels for V = 0.3, V
′ = 0.75 and U = 4.
Available DQMC results at large T , shown by crosses and open diamonds, are in excellent agreement with those of DCA. The
inset shows the effective pairing interaction in the (cc, cc) and (fc, fc) channels calculated by DQMC. They are small compared
to their (ff, ff) counterpart shown in the inset of Fig. 1.
the Berezinsky - Kosterlitz - Thouless (BKT) transition
temperature TBKT [44]. This contrasts with local s-wave
pairing where the effective interaction P −P 0 decreases,
becoming more negative as T is lowered. This rules out
s-wave pairing [45].
By varying V and V ′, the itinerant character of f -
electrons can be adjusted. This is shown in the inset of
Fig. 1, where DQMC results suggest that, at fixed V ′/V ,
the pairing strength has a maximum for intermediate V
and V ′, namely for V = 0.3 and V ′=0.75. This occurs in
the vicinity of an antiferromagnetic phase transition, as
we shall see.
Further insight into the nature of pairing and on the
phase diagram is provided by DCA [37, 46], which allows
us to reach much lower temperature than DQMC. Fol-
lowing Ref. 47, the pairing susceptibilities are obtained
from small pinning fields in the linear response region.
The results are shown in Fig. 2 for temperatures as low
as T ∼ 0.015. The inset of Fig. 2a shows that Tc can be
extrapolated from the diverging susceptibilities. Since
in Ce−115 materials the Coulomb repulsion U of 4f or-
bitals is expected to be significantly larger than the LDA
bandwidth, (U ∼ 5 eV vs W ∼ 400 meV) [48], we study
the evolution of pairing upon approaching the extended
Kondo limit of the PAM model. In Fig. 2a we display
the dx2−y2 pairing susceptibility in the (ff, ff) chan-
nel, keeping V 2/U constant at V 2/U ≈ 0.0225, and in-
creasing U [49]. The behavior as a function of T clearly
suggests that dx2−y2 pairing is stable in the extended
Kondo limit. In fact, the estimated Tc grows with in-
creasing U , despite the fact that at large T the suscepti-
bility is suppressed with increasing U . At large T , where
vertex corrections are not important, U reduces the low-
energy density of states (DOS), decreasing the pairing
susceptibility. By contrast, at low T , increasing U dras-
tically diminishes the higher order frustrated exchange
terms, therefore enhancing the magnetic interaction ver-
tices that mediate Cooper pairing.
Since a heavy fermion is composed of both f and c elec-
trons, a†kσ = ukc
†
kσ + vkf
†
kσ, the heavy fermion Cooper
pair 〈a†k,↑a†−k,↓〉 has four different dx2−y2 susceptibilities
that should diverge simultaneously at Tc. This is shown
in Fig. 2b. Since the RKKY coupling between the local
moments of the f - orbitals is emergent in the PAM, the
magnetic “pairing glue” originates from the f -orbitals.
This is consistent with Fig. 2b. Note that at large T ,
when Kondo screening is weak, the (fc, ff) and (cc, ff)
channels are strongly suppressed and the effective pair-
ings P−P 0 in the (cc, cc) and (fc, fc) channels, shown in
the inset, are small compared with the (ff, ff) channel
in the inset of Fig. 1. This differs from the prediction
of the composite pairing theory [25] for a two-channel
Kondo lattice model. That model has a different source
of pairing, leading to a dominant fc pairing channel.
B. Quasi-particle Coherence
We stress that complete screening of the local moments
is not a necessary condition to find diverging pairing sus-
ceptibilities. In fact, we find that complete screening
of f moments does not occur even when the QCP is ap-
proached. This is confirmed by the fact that the magnetic
susceptibility increases with decreasing T (not shown),
meaning that in our case the Fermi surface is small at
the antiferromagnetic to paramagnetic transition.
This is further illustrated by the DOS obtained from
maximum entropy analytic continuation [50] of the lo-
cal Matsubara Green functions in Fig. 3. The non-
interacting result, shown in light colors, is repeated for
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FIG. 3. (color online) Local density of states of f and conduction bands at V = 0.4, V ′ = 0.8 and U = 4 for various
temperatures. For reference, the DOS for the non-interacting case (U = 0) is repeated on all panels. The bottom-left panel
shows the DOS when superconductivity is artificially removed. The corresponding low-energy conduction band DOS in the
underlying normal state is blown-up in the inset.
reference on all panels. As shown on the top-left panel
of Fig. 3, at large T the heavy-fermion quasiparticle is
absent, and because of the intense scattering by f local
moments, the effective hybridization between the con-
duction band and the f -band is reduced, leading to a
strong suppression of the hybridization gap, and to a
larger DOS for the conduction band at the Fermi level
(red line). This can be understood in the scenario of f -
orbital selective Mott transition (OMST)[51, 52]. The d -
wave superconducting gap that appears on the emergent
quasiparticle peak at low T is displayed on the lower-
right panel. On the bottom-left panel the superconduct-
ing order parameter is suppressed. One then sees that in
the underlying normal state, the DOS of the conduction
band develops a peak at the Fermi level, reflecting the in-
creased damping of the low-energy quasiparticles on the
corresponding f -orbital.
C. Phase diagram, QCP and frustration
To mimic the Doniach phase diagram, where the ratio
of Kondo to RKKY couplings is the control parameter,
we plot in Fig. 4 the phase boundaries in the T − V ′
plane for two fixed values of the frustration, V ′/V = 2
and V ′/V = 5. In the limit of small hybridization, the
Kondo screening and antiferromagnetic RKKY correla-
tions in the PAM/KLM both vanish, leaving only local
moment fluctuations in the orbital-selective Mott insu-
lator with large entropy at non-zero temperatures [51].
As V ′ increases, the Kondo energy scale and RKKY in-
teraction both increase. First, RKKY dominates over
Kondo screening and the antiferromagnetic ground state
appears in coexistence with superconductivity. Increas-
ing V ′ again drives the system across the QCP. Then,
long-range RKKY correlations are gradually quenched
by Kondo screening, and eventually superconductivity is
destroyed when f electrons become too itinerant.
It is striking that the superconducting dome follows the
change in the position of QCP with changing magnetic
frustration (V ′/V ratio). This result vividly illustrates
the intrinsic connection between the QCP and supercon-
ductivity in the PAM model.
D. Retardation and origin of pairing
The origin of pairing may be deduced from the dy-
namical processes entering the real part of the anomalous
self-energy IΣ(ω) [53] at zero frequency and from the cu-
mulative order parameter IG(ω) [54], defined respectively
by
IΣ(ω) =
2
pi
∫ ω
0
Σ′′a (ω
′)
ω′ dw
′
2
pi
∫∞
0
Σ′′a (ω′)
ω′ dw
′
, IG(ω) =
∫ ω
0
dω′
pi F
′′(ω′)(3)
where Σ′′a(ω) is the imaginary part of the anoma-
lous self-energy Σi,i+ra (ω) while F
′′(ω) is the imaginary
part of the retarded lattice Gorkov function F ′′(ω) =
−Im ∫ β
0
dτ〈ci+r(τ)ci(0)〉ei(ω+iη)τ , with i and i + r near-
est neighbours.
These functions are plotted in Fig.5 along with the
imaginary part of the antiferromagnetic spin susceptibil-
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FIG. 4. (color online) Phase diagram of the frustrated 2D PAM model within 2 × 2 × 2 DCA at U = 4. Two groups of result
with different V ′/V ratios are shown. Darker lines (green) are drawn for the more frustrated case (V ′/V = 2), whereas lighter
lines (orange) are for the less frustrated case (V ′/V = 5). The Ne´el temperature TN (dashed lines) and the superconducting
Tc (full lines) are drawn where the respective order parameters vanish. For both values of V
′/V there is a uniform coexistence
region indicated by crosshatch.
ity χ′′(q = (pi, pi), ω). As in the case of cuprates [53, 54],
we find the that the Cooper pairs initially form over
an energy range comparable to that over which anti-
ferromagnetic fluctuations develop. The dependence of
pairing on the RKKY interaction strength can clearly
be seen in Fig. 5, where increasing U , hence decreasing
the RKKY interaction, shifts the peaks of both IΣ(ω)
and χ′′(q = (pi, pi), ω) towards the low-energy side. Frus-
trating magnetism in the conduction band by adding a
next-nearest neighbour hopping t′ also leads to the same
correlation between the two quantities: the characteris-
tic frequency of the spin fluctuations decreases along with
characteristic frequencies in both IΣ(ω) and IG(ω). Our
results thus confirm that the retarded spin-fluctuations
mediate d -wave superconductivity in heavy fermion su-
perconductors.
In addition to the contribution of low-frequency (re-
tarded) spin-fluctuations, Fig.5b shows that there can be
a significant gain in pairing for an energy scale set by
the upper Hubbard band of the f electrons. This high-
frequency (more instantaneous) contribution to pair-
ing is much larger than what is found in the case of
cuprates [54]. This is probably because the upper Hub-
bard band seen from the f electron point of view is still in
the conduction band. In other words, IG(ω) is enhanced
by the large RKKY interaction [53] that results from in-
termediate U and moderate conduction band frustration.
In realistic Ce−115 materials the RKKY interaction is
believed to be small [14], hence the high-frequency con-
tribution to pairing should be less important.
IV. DISCUSSION
Spin-fluctuation mediated pairing theory finds solid
support in both our DQMC and DCA results. As
noted in Sec. III C, this is manifested clearly by the
correlation between the location of the superconducting
dome and that of the antiferromagnetic QCP when mag-
netic frustration (V ′/V ratio) is varied. The analysis of
the frequency-dependent pairing correlations based on a
Lanczos exact-diagonalization solver further confirms the
spin-fluctuation mediated origin of superconductivity in
the frustrated PAM.
Our model has a Fermi surface resembling the α sheet
of Ce−115 materials [55], where most of the pairing oc-
curs. In the phase diagrams, illustrated in Fig. 4, there
is a coexistence region between antiferromagnetism and
superconductivity, as observed in the Ce−115 family. We
also note that the right-hand side of the superconduct-
ing dome does not move towards much larger V ′ even
when the QCP does. This can be understood as indi-
cating that, in this region, the f electrons become more
itinerant, leading to a suppression of antiferromagnetic
fluctuations, even when there is a nearby QCP.
A few material-specific comments arise naturally. By
comparing Fig. 3 with Fig. 1c of Ref. 56, one can ver-
ify that our model produces features in the low-energy
density of states that are similar to those of CeCoIn5.
The ratio of the maximum Ne´el temperature and the
maximum superconducting Tc for V
′/V = 2 in Fig. 4
is similar to that observed in CeRhIn5 [57]. Finally, to
explain the appearance of a superconducting phase in
CeIrIn5, despite the absence of a nearby magnetic QCP,
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FIG. 5. (color online) (a) The low energy part of IΣ(ω), (b) IG(ω) and (c) the imaginary part of the antiferromagnetic
susceptibility χ′′ff,ff (q, ω) as a function of real frequency ω for various U . Results are obtained with 2 × 2 × 2 DCA, using a
Lanczos impurity solver. The broadening factor is chosen as η = 0.125. Vertical dashed lines in (c) show energies where IΣ(ω)
reaches half of its maximum value for U = 1, 2, 3, 4 at fixed frustration and Kondo coupling: V = 0.3 and V ′ = 0.6.
we note that the superconducting dome widens in pa-
rameter space when the system is more frustrated (V ′/V
=2) so that, in this compound, the QCP might not be
observable for physically accessible parameters.
Although we expect our results to be relevant for ma-
terials where antiferromagnetic fluctuations due to lo-
calized f electrons are important, there could be heavy
fermion superconductors where the spin-fluctuation sce-
nario doesn’t apply. CeCu2Si2 under high ambient pres-
sure may be an example. Indeed, recent ab initio cal-
culations [22] suggest the existence of an orbital transi-
tion in this material, which could be responsible for the
underlying “SCII” phase. In other words, when two low-
lying crystal-field levels become degenerate upon increas-
ing pressure, they can compete to screen the f local mo-
ment, eventually causing composite pairing [25, 26]. To
investigate cooperation and competition between com-
posite pairing and magnetic pairing, one would need to
consider the two-channel Kondo lattice model [58] or the
two-channel periodic Anderson model.
V. CONCLUSION
The 2D PAM model with frustration induced by the
real-space structure of the hybridization V, V ′ between f
and c electrons exhibits many features of the Ce−115 ma-
terials. Our unbiased DQMC large-cluster simulations
suggest that in this model, dx2−y2 pair correlations in-
crease rapidly at low T , and are enhanced when the anti-
ferromagnetic QCP is approached. The DCA-CTQMC
calculations further confirm the existence of a dx2−y2 su-
perconducting phase that appears out of an incoherent
metallic phase. Pairing is strongest on the f electrons. In
the T −V ′ plane, the superconducting phase has a dome
shape that surrounds the QCP of the antiferromagnetic
phase. Finally, through an analysis of the frequency de-
pendence of pairing, we have shown that d-wave super-
conductivity in this model is mediated by retarded spin
fluctuations.
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Appendix A: Hybridization gap and further
justifications of the frustrated 2D periodic Anderson
model
The dispersion relation for the PAM model of in Eq. (1)
reads,
E±k = 
c
k/2±
√
(ck/2)
2 + V 2k (A1)
7where ck is the conduction band dispersion and Vk is the
k-dependent hybridization between the f -band and the
conduction band. To incorporate frustration, Vk includes
both on-site hybridization V and nearest-neighbour hy-
bridization V ′. When V is not too large compared to V ′,
say |V | < 4|V ′|, as in this paper, the hybridization gap
∆
∆ = | 4V V
′
1 + 4V ′2
|, (A2)
lies above (or below, depending on the sign of V/V ′)
the Fermi level. Note that the superconducting and hy-
bridization gaps, as seen in the low-energy density of
states Fig. 3, are qualitatively similar to those of the
experimental results displayed in Fig. 1c of Ref. 56.
The Fermi surfaces and band structure in the non-
interacting limit are depicted respectively in Fig. 6 and
Fig. 7. The Fermi surface resembles the α band of the
Ce-115 materials. Pairing occurs mostly in that band in
these superconductors.
The frustrated PAM is a simplified version of the effec-
tive Hamiltonian of CeCoIn5 found in Ref. 10 by fitting
quasiparticle interference experiments. That Hamilto-
nian has 14 parameters. The main lesson we learn from
it is that the f−c hybridization is highly frustrated since
it is of the same order of magnitude for the on-site, near-
neighbor and next-nearest-neighbor terms. Similarly, the
two-fluid model in Ref. [41] introduces a RKKY coupling
of the form Jn(cos(kx) + cos(ky)) + Jnn cos(kx) cos(ky)
which carries the same general effect as our V ′, namely
an angular dependence related to the square-lattice sym-
metry.
Note that the hybridization term V ′(cos(kx)+cos(ky))
is even under inversion symmetry, like the analogous term
in Ref. 10. To understand this symmetry in the Ce−115
materials, it suffices to note that the Ce f -orbitals, which
are odd under parity, couple to the out-of-plane nearest-
neighbour p-orbitals of Indium, which are also odd. [13,
59]
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FIG. 6. (color online) Fermi surfaces of the 2d PAM model
for different V ′/V ratios.
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FIG. 7. (color online) Band structure of the 2d PAM for
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Appendix B: DCA method
Throughout this paper, the DCA calculations are per-
formed for a 2 × 2 × 2 cluster, with a weak-coupling
continuous time quantum Monte Carlo (CTQMC) im-
purity solver. [39] In a typical DCA loop, it takes about
5×107 CTQMC sweeps to calculate the Green functions.
The Lanczos solver at zero temperature on a 2× 2 clus-
ter with 7-8 bath sites is used in the section where the
real-frequency functions IΣ(ω) and IG(ω) are computed.
Cellular DMFT (CDMFT) on 2 × 2 × 2 cluster has also
been carried out to compare with DCA results. Qualita-
tive consistency is obtained, though the superconducting
transition Tc in CDMFT is lower than that obtained in
DCA. This may be because DCA uses periodic boundary
conditions while CDMFT does not. [37, 60, 61]
In order to calculate the pairing susceptibilities, we
have used the pinning field approach, [47] i.e., we ob-
serve the response of the system as small pairing fields
are applied. To make sure that the response resides in
the linear region, we used pinning fields of three different
strengths, 5 × 10−5, 2 × 10−4 and 1 × 10−3 in order to
monitor the changes of the pair response function.
8[1] P. Coleman, “Heavy fermions: Electrons at the edge
of magnetism,” in Handbook of Magnetism and Ad-
vanced Magnetic Materials, edited by H. Kronmuller and
S. Parkin (John Wiley and Sons, Ltd, 2007).
[2] S. Doniach, Phsica B 91, 169 (1977); For reviews, see
A. C. Hewson, The Kondo Problem to Heavy Fermions
(Cambridge University Press, 1997).
[3] F. Steglich, O. Stockert, S. Wirth, C. Geibel, H. Q. Yuan,
S. Kirchner, and Q. Si, Journal of Physics: Confer-
ence Series 449, 012028 (2013); For a nontrivial ex-
ample of Kondo-breakdown QCP induced superconduc-
tivity, see T. Park, F. Ronning, H. Yuan, M. Salamon,
R. Movshovich, J. Sarrao, and J. Thompson, Nature
440, 65 (2006); H. Shishido, R. Settai, H. Harima, and
Y. Onuki, Journal of the Physical Society of Japan 74,
1103 (2005).
[4] F. M. Grosche, P. Agarwal, S. R. Julian, N. J. Wilson,
R. K. W. Haselwimmer, S. J. S. Lister, N. D. Mathur,
F. V. Carter, S. S. Saxena, and G. G. Lonzarich, Journal
of Physics: Condensed Matter 12, L533 (2000).
[5] T. Moriya and A. Kawabata, Journal of the Physical So-
ciety of Japan 34, 639 (1973); For a review of the Hertz-
Millis-Moriya theory, see H. v. Lo¨hneysen, A. Rosch,
M. Vojta, and P. Wo¨lfle, Rev. Mod. Phys. 79, 1015
(2007).
[6] A. Schro¨der, G. Aeppli, E. Bucher, R. Ramazashvili,
and P. Coleman, Phys. Rev. Lett. 80, 5623 (1998);
A. Schro¨der, G. Aeppli, R. Coldea, M. Adams, O. Stock-
ert, H. Lo¨hneysen, E. Bucher, R. Ramazashvili, and
P. Coleman, Nature 407, 351 (2000).
[7] P. Coleman, Physica B: Condensed Matter 259261, 353
(1999); Q. Si, S. Rabello, K. Ingersent, and J. L.
Smith, Nature 413, 804 (2001); I. Paul, C. Pe´pin, and
M. R. Norman, Phys. Rev. Lett. 98, 026402 (2007);
P. Gegenwart, Q. Si, and F. Steglich, nature physics
4, 186 (2008); Q. Si and F. Steglich, Science 329,
1161 (2010); Q. Si, J. H. Pixley, E. Nica, S. J. Ya-
mamoto, P. Goswami, R. Yu, and S. Kirchner, Jour-
nal of the Physical Society of Japan 83, 061005 (2014),
http://dx.doi.org/10.7566/JPSJ.83.061005.
[8] P. Sun and G. Kotliar, Phys. Rev. Lett. 95, 016402
(2005).
[9] C. Pfleiderer, Rev. Mod. Phys. 81, 1551 (2009).
[10] K. Izawa, H. Yamaguchi, Y. Matsuda, H. Shishido,
R. Settai, and Y. Onuki, Phys. Rev. Lett. 87, 057002
(2001); M. Allan, F. Massee, D. Morr, J. Van Dyke,
A. Rost, A. Mackenzie, C. Petrovic, and J. Davis, Na-
ture Physics 9, 468 (2013); B. B. Zhou, S. Misra, E. H.
da Silva Neto, P. Aynajian, R. E. Baumbach, J. Thomp-
son, E. D. Bauer, and A. Yazdani, Nature Physics 9, 474
(2013); V. A. Sidorov, M. Nicklas, P. G. Pagliuso, J. L.
Sarrao, Y. Bang, A. V. Balatsky, and J. D. Thompson,
Phys. Rev. Lett. 89, 157004 (2002).
[11] D. Daghero, M. Tortello, G. Ummarino, J.-C. Griveau,
E. Colineau, R. Eloirdi, A. Shick, J. Kolorenc, A. Licht-
enstein, and R. Caciuffo, Nature communications 3, 786
(2012).
[12] H. Hegger, C. Petrovic, E. G. Moshopoulou, M. F.
Hundley, J. L. Sarrao, Z. Fisk, and J. D. Thompson,
Phys. Rev. Lett. 84, 4986 (2000); C. Petrovic, P. G.
Pagliuso, M. F. Hundley, R. Movshovich, J. L. Sarrao,
J. D. Thompson, Z. Fisk, and P. Monthoux, Journal of
Physics: Condensed Matter 13, L337 (2001); C. Petro-
vic, R. Movshovich, M. Jaime, P. G. Pagliuso, M. F.
Hundley, J. L. Sarrao, Z. Fisk, and J. D. Thompson,
EPL (Europhysics Letters) 53, 354 (2001); N. Curro,
T. Caldwell, E. Bauer, L. Morales, M. Graf, Y. Bang,
A. Balatsky, J. Thompson, and J. Sarrao, Nature 434,
622 (2005).
[13] K. Haule, C.-H. Yee, and K. Kim, Phys. Rev. B 81,
195107 (2010).
[14] J. L. Sarrao and J. D. Thompson, Journal of the Physical
Society of Japan 76, 051013 (2007).
[15] M. T. Beal-Monod, C. Bourbonnais, and V. J. Emery,
Phys. Rev. B 34, 7716 (1986); D. J. Scalapino,
E. Loh, and J. E. Hirsch, Phys. Rev. B 34, 8190 (1986);
K. Miyake, S. Schmitt-Rink, and C. M. Varma, Phys.
Rev. B 34, 6554 (1986).
[16] T. Hu, H. Xiao, T. A. Sayles, M. Dzero, M. B. Maple,
and C. C. Almasan, Phys. Rev. Lett. 108, 056401 (2012).
[17] J. V. Dyke, F. Massee, M. P. Allan, J. C. Davis, C. Petro-
vic, and D. K. Morr, arXiv preprint arXiv:1405.5883
(2014).
[18] H. Yuan, F. Grosche, M. Deppe, C. Geibel, G. Sparn,
and F. Steglich, Science 302, 2104 (2003).
[19] M. Nicklas, V. A. Sidorov, H. A. Borges, P. G. Pagliuso,
J. L. Sarrao, and J. D. Thompson, Phys. Rev. B 70,
020505 (2004).
[20] L. Shu, R. E. Baumbach, M. Janoschek, E. Gonzales,
K. Huang, T. A. Sayles, J. Paglione, J. O’Brien, J. J.
Hamlin, D. A. Zocco, P.-C. Ho, C. A. McElroy, and
M. B. Maple, Phys. Rev. Lett. 106, 156403 (2011).
[21] J.-C. Griveau, J. Rebizant, G. Lander, and G. Kotliar,
Phys. Rev. Lett. 94, 097002 (2005); S. Savrasov,
K. Haule, and G. Kotliar, Phys. Rev. Lett. 96, 036404
(2006).
[22] L. V. Pourovskii, P. Hansmann, M. Ferrero, and
A. Georges, Phys. Rev. Lett. 112, 106407 (2014).
[23] K. Miyake, O. Narikiyo, and Y. Onishi, Physica B: Con-
densed Matter 259, 676 (1999).
[24] E. D. Bauer, M. M. Altarawneh, P. H. Tobash, K. Gofryk,
O. E. Ayala-Valenzuela, J. N. Mitchell, R. D. McDonald,
C. H. Mielke, F. Ronning, J.-C. Griveau, E. Colineau,
R. Eloirdi, R. Caciuffo, B. L. Scott, O. Janka, S. M.
Kauzlarich, and J. D. Thompson, Journal of Physics:
Condensed Matter 24, 052206 (2012).
[25] R. Flint, M. Dzero, and P. Coleman, Nature Physics 4,
643 (2008).
[26] R. Flint and P. Coleman, Phys. Rev. Lett. 105, 246404
(2010).
[27] O. Erten, R. Flint, and P. Coleman, arXiv preprint
arXiv:1402.7361 (2014).
[28] Y. Kasahara, T. Iwasawa, Y. Shimizu, H. Shishido,
T. Shibauchi, I. Vekhter, and Y. Matsuda, Phys. Rev.
Lett. 100, 207003 (2008).
[29] T. Shang, R. E. Baumbach, K. Gofryk, F. Ronning, Z. F.
Weng, J. L. Zhang, X. Lu, E. D. Bauer, J. D. Thompson,
and H. Q. Yuan, Phys. Rev. B 89, 041101 (2014).
[30] Y.-f. Yang, D. Pines, and N. Curro, arXiv preprint
arXiv:1410.0452 (2014).
[31] T. M. Rice and K. Ueda, Phys. Rev. Lett. 55, 995 (1985).
[32] Y. Liu, H. Li, G.-M. Zhang, and L. Yu, Phys. Rev. B
986, 024526 (2012).
[33] S. Nishiyama, K. Miyake, and C. M. Varma, Phys. Rev.
B 88, 014510 (2013).
[34] M. Z. Asadzadeh, M. Fabrizio, and F. Becca, Phys. Rev.
B 90, 205113 (2014).
[35] J. Xavier and E. Dagotto, Physical Review Letters 100,
146403 (2008).
[36] R. Blankenbecler, D. J. Scalapino, and R. L. Sugar,
Phys. Rev. D 24, 2278 (1981).
[37] T. Maier, M. Jarrell, T. Pruschke, and M. H. Hettler,
Rev. Mod. Phys. 77, 1027 (2005).
[38] Further details on the methodology can be found in Ap-
pendix B.
[39] A. N. Rubtsov, V. V. Savkin, and A. I. Lichtenstein,
Phys. Rev. B 72, 035122 (2005).
[40] H. Weber and M. Vojta, Phys. Rev. B 77, 125118 (2008).
[41] Y.-f. Yang and D. Pines, Proceedings of the National
Academy of Sciences 109, 18247 (2012).
[42] D. J. Scalapino, “Numerical studies of the 2d hubbard
models,” in Handbook of High -Temperature Supercon-
ductivity , edited by J. R. Schrieffer (Springer, 2007)
Chap. 13.
[43] The form factors for dx2−y2 , s and extended s wave in k
space are, respectively, cos(kx)−cos(ky), 1 and cos(kx)+
cos(ky).
[44] T. A. Maier, M. Jarrell, T. C. Schulthess, P. R. C. Kent,
and J. B. White, Phys. Rev. Lett. 95, 237001 (2005).
[45] Such pairing is seen for the KLM [62] that does not have
the nearest-neigbour hybridization.
[46] M. Hettler, A. Tahvildar-Zadeh, M. Jarrell, T. Pruschke,
and H. Krishnamurthy, Phys. Rev. B 58, R7475 (1998).
[47] N. Lin, E. Gull, and A. J. Millis, Phys. Rev. Lett. 109,
106401 (2012).
[48] J. Costa-Quintana and F. Lo´pez-Aguilar, Phys. Rev. B
67, 132507 (2003).
[49] R. Dong, J. Otsuki, and S. Y. Savrasov, Phys. Rev. B
87, 155106 (2013).
[50] M. Jarrell and J. Gubernatis, Physics Reports 269, 133
(1996).
[51] L. De Leo, M. Civelli, and G. Kotliar, Phys. Rev. Lett.
101, 256404 (2008).
[52] M. Vojta, Journal of Low Temperature Physics 161, 203
(2010).
[53] T. A. Maier, D. Poilblanc, and D. J. Scalapino, Phys.
Rev. Lett. 100, 237001 (2008).
[54] B. Kyung, D. Se´ne´chal, and A.-M. S. Tremblay, Phys.
Rev. B 80, 205109 (2009).
[55] P. Aynajian, E. H. da Silva Neto, A. Gyenis, R. E. Baum-
bach, J. Thompson, Z. Fisk, E. D. Bauer, and A. Yaz-
dani, Nature 486, 201 (2012).
[56] B. B. Zhou, S. Misra, E. H. da Silva Neto, P. Aynajian,
R. E. Baumbach, J. D. Thompson, E. D. Bauer, and
A. Yazdani, Nature Physics 9, 474 (2013).
[57] M. Yashima, S. Kawasaki, H. Mukuda, Y. Kitaoka,
H. Shishido, R. Settai, and Y. O¯nuki, Phys. Rev. B 76,
020509 (2007).
[58] M. Jarrell, H. Pang, and D. L. Cox, Phys. Rev. Lett. 78,
1996 (1997).
[59] J. H. Shim, K. Haule, and G. Kotliar, Science 318, 1615
(2007).
[60] G. Kotliar, S. Y. Savrasov, K. Haule, V. S. Oudovenko,
O. Parcollet, and C. A. Marianetti, Reviews of Modern
Physics 78, 865 (2006).
[61] A. M. S. Tremblay, B. Kyung, and D. Se´ne´chal, Low
Temp. Phys. 32, 424 (2006).
[62] O. Bodensiek, R. itko, M. Vojta, M. Jarrell, and T. Pr-
uschke, Phys. Rev. Lett. 110, 146406 (2013).
