Abstract-This note uses a polynomial approach to present a necessary and sufficient condition for local controllability of single-inputsingle-output (SISO) nonlinear systems. The condition is presented in terms of common factors of a noncommutative polynomial expression. This result exposes controllability properties of a nonlinear system in the input-output framework, and gives a computable procedure for examining nonlinear system controllability using computer algebra.
runs on the Nserver, the Nomad simulator. These test runs, where the robot tracks a circle from different initial positions and configurations, clearly indicate that our proposed second control algorithm works globally in a stable and robust way. It should be emphasized that if we were to use the first, local algorithm on these test runs, it would fail since the initial positions and orientations would make 1xp 0 (s)+1yq 0 (s) = 0, and thus _ s would not be defined anymore if the first algorithm were to be used.
V. CONCLUSION
In this note, two intuitive, model independent path following control strategies are proposed, and the stability analysis is done with respect to two different platforms. What is new here is that by combining the conventional trajectory tracking approach and the more recent geometric path following approach, we can design a virtual vehicle that moves on the reference path and is regulated in a closed-loop fashion by exploiting the position error. In the first algorithm, the velocity is kept constant, while the other, global method depends on the possibility of fine velocity control.
Implementing these ideas on actual robots gives us some experimental data that show that our controllers work in practice as well as in theory, which is what we were aiming for, since our main design strategy was to keep the control algorithms model independent and as simple as possible.
I. INTRODUCTION
Controllability is one of the central notions of modern control theory. The results on controllability of linear systems have been seminal in the development of the field, and the literature on controllability of nonlinear systems is vast. See, for example, [16] , [1] , [7] , [8] , [11] , [15] , and [19] . Traditionally, controllability is defined for linear state space systems and refers to the possibility of transferring a system from any initial to any terminal state. For nonlinear state-space systems the notion of controllability or strong accessibility refers to the case where the control can act on the system state, but may be insufficient to transfer it to a specified terminal state. Often, nonlinear system controllability is defined in terms of system state equation and tested by means of Lie distributions or their dual form.
The notion of controllability is recently extended to systems in more general framework. For linear systems, controllability is viewed in [18] in terms of system trajectories which may not necessarily be the system state. A system is defined to be controllable if one can switch from any feasible past trajectory in the system behavior to any feasible future trajectory, after some time delay. It is observed that the lack of behavioral controllability implies the existence of an autonomous system 'output', which is a nontrivial function of the system variables. It turns out that a linear time-invariant input-output system is controllable if and only if it does not have autonomous variables in its behavior and if and only if the polynomial matrices that specify the system behavior are left coprime.
The notion of autonomous variables is also used to describe controllability of nonlinear systems [1] , [5] , [7] , [19] . In [7] , local controllability of nonlinear state space systems is described in terms of the absence of local first integrals which are autonomous variables of the system state. In [1] and [19] , controllability of nonlinear state-space systems is described by the absence of autonomous variables in terms of differential one-forms. Moreover, the need for a controllability concept for nonlinear input/output systems is discussed in [13] , where a notion of constrained observable is proposed for describing controllability of nonlinear input-output systems and nonlinear systems in partial differential equations. The concept of constrained observable is equivalent to that of autonomous variable.
The purpose of the present paper is to further explore controllability of nonlinear input-output systems and develop a new approach to testing nonlinear system controllability. We follow the early work [18] , [7] , [1] , [19] , [12] , [13] to define controllability of nonlinear systems in terms of the nonexistence of autonomous variables.
A polynomial expression of nonlinear systems is developed in this paper to examine the controllability of nonlinear input/output systems. It is shown that a nonlinear system is controllable if and only if there are no common factors in the system polynomial expression. This leads to a novel algebraic approach to nonlinear system controllability beyond the conventional approach using Lie distributions or their dual form. Two distinctive features of our polynomial approach are
• the nonlinear system controllability in terms of common factors remarkably coincides with the corresponding linear systems result. This serves to provide deeper insights into controllability of dynamical systems; • the factorization of the nonlinear system polynomial expression for examining common factors and controllability can be readily programmed and carried out by computer algebra. Thus, it gives the first computable result for nonlinear system controllability using computer algebra. The rest of this paper is organized as follows. Section 2 defines controllability of nonlinear systems and presents fundamentals of the differential field and differential vector space of nonlinear systems. Section 3 presents a polynomial expression of nonlinear systems. Using the polynomial expression, Section 4 presents a necessary and sufficient condition for controllability of nonlinear systems using the polynomial. In Section 5, a computational procedure for testing controllability of nonlinear system is developed and an illustrative example is given.
II. PROBLEM STATEMENT AND PRELIMINARIES
Consider a scalar nonlinear system defined by 
where u and y are the input and output variables, y
is the ith derivative of y; u (j) ; 1 j m, is the jth derivative of u and f : R n 2 R m+1 ! R is a meromorphic function. Assume (@f =@u (m) ) 6 0. We confine our attention in this paper to local controllability of nonlinear system (1) over an open subset Y 2 U R n 2 R m+1 with the input u and output y of nonlinear system (1) We use the notion of autonomous variable to define local controllability of the nonlinear system (1) as follows. 
Remark: The nonlinear system (1) and its controllability are defined in terms of meromorphic functions. Meromorphic functions are elements of the quotient field of the ring of analytic functions [5] . Thus the functions which define the nonlinear system and its controllability are analytic over an open dense set of R n 2R m+1 . This allows us to define the local controllability of (1) over the open set Y 2U R n 2R m+1 .
The use of meromorphic functions is essential for carrying out arithmetic operations, particularly division, over the meromorphic function field in computation of the polynomial equations and common factors in this note.
Remark: An abuse of notation is involved in Definition 1, where z denotes a variable as well as a function of y and u and their derivatives. While z is a function of y (i) and u (j) ; 0 i n 0 l; 0 j m 0 l, it is governed by the homogeneous differential equation h(z; z (1) ; . . . ; z (l) ) = 0. For any initial condition, the solution of z is uniquely determined by this homogeneous differential equation and is consequently independent of the external input u. In this sense, z is an autonomous variable which represents the lack of controllability of the nonlinear system. It follows that the nonlinear system (1) is controllable if and only if it contains no autonomous variables.
Remark: The term local controllability was also used for nonlinear state space systems which is akin to strong accessibility under some conditions [16] . Throughout our paper, this term is used for nonlinear input-output systems following from Definition 1.
We now recall the following two basic definitions.
A differential field F is a field equipped with a derivative operation
A differential field is closed under addition, multiplication and derivative operations and a differential vector space is closed under addition, scalar multiplication and derivative operations over the differential field. We further define a polynomial ring as follows.
Let be an indeterminate over a differential field F, then the polynomial ring F[] is defined by the following multiplication:
for any f 2 F. The polynomial ring F[] with multiplication rule (4) is noncommutative and is an example of an Ore ring ( [14] ). In the remainder of this note, we let the indeterminate be the derivative operation d=dt.
Let K be the field of all meromorphic functions of y (i) ; 0 i n 0 1, and u (j) ; j 0. Thus, each meromorphic function 2 K is such that : R n 2R r ! R for some r 0, and may be written in the form (y; y (1) ; . . . ; y (n01) ; u; u (1) ; . . . ; u (r01) ). It is straightforward to verify, by the quotient rule of calculus, that 
For any 2 K, we define the derivative operation d=dt : K ! K on K as follows:
We will use (i) to denote the ith derivative of . To see that K is closed under the derivative operation defined by (6) , with (1) we note that
where each term in the above summation belongs to K. K also satisfies the rules for the differentiation of sums and products and is therefore a differential field with the derivative operation d=dt. It is the differential field uniquely defined by nonlinear system (1).
We denote by D 3 the vector space spanned over K by dy With respect to the derivative operations on K and D 3 , the differential operation d obeys the following commutative rule for any 2 K: A necessary and sufficient condition for integrability of the subspacẽ D 3 is given by Frobenius Theorem [10] , [4] , [5] , as stated as follows.
The subspaceD 3 in (10) (14) and (15) imply that ! (i) satisfies ! (i) = (d=dt) i !.
In the differential field K, there are no zero divisors, in the sense that if 1 ; 2 2 K with 1 ; 2 6 = 0 then 1 2 6 = 0. Thus, for three polynomials G; G1; G2 2 K[d=dt] with deg G1 = d1 > 0 and 
Since (@f =@y (i) ); (@f =@u (j) ) 2 K, we have P; Q 2 K[d=dt].
Using (14), we can write (17) as
Since P (d=dt) in (19) is a monic polynomial, we call the polynomial equation in the form (19) a monic polynomial equation. The monic polynomial equation (19) is uniquely determined by nonlinear system (1).
IV. COMMON FACTORS AND CONTROLLABILITY OF NONLINEAR SYSTEMS
This section presents the main result of this note on local controllability of nonlinear systems. Using the polynomial expression (19) of the nonlinear system (1), the local controllability of the nonlinear system is presented in terms of left common factors of the polynomials P and Q. This result is given in the following theorem. Proof: Sufficiency: Assume that the nonlinear system (1) is not locally controllable. Then there exist functions z; h 2 K such that (3) is satisfied. We apply the differential operation to the functions z and h in (3) and use (14) to obtain dz =n i=0 @z @y (i) dy
where (@z=@y
, and
01 H(d=dt),it can be verified by the multiplication rule (15) thatH(d=dt)P (d=dt) is a monic polynomial. This yields the monic polynomial expression for (20)
As monic expression (1) uniquely defines the differential field K, the expressions (1) This shows that the polynomials P and Q have a left common factor H. Hence, the nonlinear system (1) To complete the proof of Theorem 4.1, we use the following lemma whose proof is given in Appendix. 
It follows from dim D 3 1 1 and Lemma 4.2 that the nonlinear system (1) is not controllable.
Remark:
The solution for H;P andQ in (22) is in general nonunique, even in the case that H is a greatest left common factor. Further, the expression for the one-form ! =P (d=dt) dy 0Q(d=dt)du is also nonunique. If ! is an exact one-form, i.e., there is a function z 2 K such that dz = !, then it is straightforward to construct the functions h and z in (3) to obtain the necessity result of the theorem.
However, this is not generally true since there is no guarantee that every common factor H yields an exact one-form ! such that (23) Remark: There is a connection between Lemma 3.2 and Proposition 3.4 in [1] where controllability of nonlinear state space systems is defined in terms of autonomous no-exact one-forms. The result of Proposition 3.4 of [1] is to relate the nonlinear system controllability to the relative degree of the no-exact one-forms. There are two essential differences between Lemma 4.2 and Proposition 3.4 of [1] , i.e., (i) Lemma 4.2 deals with the differential subspace of nonlinear input/output systems which is in a more general framework than that of the nonlinear state space systems in [1] ; (ii) Lemma 4.2 deals with controllability defined in terms of autonomous variables in the form (26) rather than autonomous one-forms in [1] . The former case requires further substantial treatments on integrating the autonomous variable.
V. COMPUTATION OF LEFT COMMON FACTORS
Theorem 4.1 provides a criterion for testing the controllability of nonlinear systems, which is to examine whether the polynomials P; Q 2 K[d=dt] of the nonlinear system have a left common factor.
We now present a procedure based on the Euclidean Algorithm for computing a greatest left common factor of two polynomials in 
Then it continues to compute polynomials G i (d=dt) and L j (d=dt) for 4 i k and 2 j k 0 1 as follows:
where deg G i deg G i01 0 1 and deg L j 1. The algorithm terminates in a finite number of, say k, steps. As a result, a greatest left common factor G k (d=dt) of G 1 (d=dt) and G 2 (d=dt) is obtained which yields that G 1 (d=dt) = G k (d=dt)G 1 (d=dt) and G2(d=dt) = G k (d=dt)G2(d=dt), where the two polynomials G 1 (d=dt) andG 2 (d=dt) are obtained by recursively substituting Applying the Euclidean algorithm directly yields P (d=dt) = Q(d=dt)((d=dt)0 (y (1) 0u)=y)). Thus a greatest left common factor of P and Q is H(d=dt) = Q(d=dt) = (d=dt) 0 ((y whereP (d=dt) = (d=dt) 0 ((y (1) 0 u)=(y));Q(d=dt) = 1. Since P and Q have a left common factor H with deg H = 1, the system is uncontrollable. It is noted that, in this example, ! =P (d=dt) dy 0 Q(d=dt)du is a nonexact one-form.
VI. CONCLUSION
In this note, we have developed a polynomial approach to nonlinear system controllability. It is shown that, with the definition of controllability as the nonexistence of autonomous variables, a differential nonlinear system is controllable if and only if two polynomials in an Ore ring have no left common factors. This result extends nonlinear system controllability to a broad class of nonlinear system beyond the state equation framework. We have also shown that the Euclidean
