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ABSTRACT 
The Boundary Element Method is used to study the interaction of second phase objects in 
a material. In particular, this study examines the relationship between stress parameters, 
such as stress concentration and normal traction, and geometrical parameters such as 
separation distance and orientation. The use of BEM enables easy manipulation of 
internal objects and rapid re-calculation in a series of simulations. Additional library 
functions are added to Julian, a general BEM solver, to expand its functionality to include 
elasticity calculation, inclusion modeling, and shape optimization with parallel 
processing. With a few thousand nodes, it is found that computation time scales as o(N), 
where N is the resolution of the mesh in each direction. An accuracy of over 99% is 
achieved in many benchmarks. A spherical cavity next to an inclusion is found to have 
higher stress concentration when aligned parallel to the loading direction. Stress analysis 
on a pair of neighboring cavities shows relatively small (less than 10%) increase in stress 
concentration beyond a separation of 0.5 diameter. While highest stress is observed when 
two cavities are aligned perpendicular to loading direction at very close separation, the 
highest stress configuration deviates from that alignment to almost +I- 30 degrees as 
separation increases. The radius of interaction is found to be determined by the larger of 
two second phase objects and is larger for a cavity surrounded by eight cavities in three 
dimensions. Our result suggests that a 15% weight saving is possible in a closed-cell 
foam for less than 10% increase in stress concentration due to the presence of immediate 
neighbors. 
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Chapter 1 Introduction 
Stress distribution around cavities and inclusions has been studied by many 
investigators in the past 80 years. In particular, the stress concentration factor of a feature 
in a component is an important consideration in mechanical design, which gives the local 
stress compared to the applied stress. However, it is not a useful measure in fracture 
mechanics because stress concentration at crack tip is infinite; hence another parameter, 
the stress intensity factor, is defined for describing stress around crack tip. Although 
stress concentration factor cannot directly estimate the amount of applied stress required 
for crack propagation, it can predict the probability of such event at a given location. This 
is because the amplified external stress in regions of high stress concentration adds to that 
around any existing flaws. 
Without modern computational tools, early investigators often attempted to derive 
analytical solutions for very specific arrangements of defects, limited by the complexity 
of the mathematics involved. With the advent of computer and stress analysis software, 
such as the many commercial Finite Element Method (FEM) packages, the need to derive 
a general solution for any particular arrangement might now seem superfluous. An 
engineer can perform a FEM analysis and obtain the stress distribution in a matter of 
hours if not minutes. Therefore, it is not the focus of this study to determine the stress 
concentration value for any particular defect arrangement. Instead, the focus of this study 
is centered on the relationship between stress concentration and relevant geometrical and 
materials parameters. 
This type of relationship is most evident in a closed-form analytical solution. For 
example, the stress concentration factor of an elliptical notch in an semi-infinite plate is 
given by the relatively simple expression, k, = 1 + 2 - . It is clear from the expression t 
that stress concentration is linearly proportional to the square root of t/r, where t is the 
depth of the notch and r is the tip radius. Understanding this relationship, an engineer 
knows that if the design calls for a deeper notch, the radius of the notch must also 
increase by the same factor to avoid a raise in stress concentration. In addition, because 
of the square root relationship, an engineer's decision to vary the t/r ratio could be depend 
on its value. 
Similarly, a materials engineer on the assembly floor might be performing an x- 
ray inspection and notice a cluster of cavities in close proximity. Without the access to or 
the time for simulation, the engineer needs to make a quick decision and decide whether 
the component should be reworked. He or she will be able to make informed decisions 
based on a good understanding of how stress concentration varies with separation. 
Unfortunately, closed-form analytical solutions are only available for the simplest of 
situations such as a single cavity in an infinite medium. Analytical solutions have been 
proposed for more complex problems such as two spherical cavities in an infinite region 
[12], but the resulting infinite series solution is far from trivial. Normally, when an 
analytical solution is unavailable, experimentally gathered data provide insight into the 
relationships between measurable parameters. It is thus the objective of this study to 
examine those relationships and ultimately enhance our understanding of the interaction 
of second phase objects using data produced by numerical simulations. The motivation of 
this work is captured in words by Peterson [lo] in the preface to his book: ". . . to achieve 
better balanced designs of structures and machines - conserving material, obtaining cost 
reduction, and achieving lighter and more efficient apparatus". 
As mentioned above, the problem of stress distribution around defects has been 
studied by many investigators in the past. The body of work on the subject over the past 
century is too numerous to be listed here. Some of those results will be cited for 
comparison where appropriate in later chapters. Peterson [lo] has compiled together an 
extensive reference of work done in this subject area. Of particular mention is the 
Boundary Element Method (BEM) work of Zhenhan Yao's group at Tsinghua University. 
They have published a paper on BEM modeling of inclusions in as early as 2002. Their 
2003 paper [16] provided insights for the implementation of inclusion calculation in 
Julian, an open source BEM solver. A 2-D result with 100 inclusions is presented in that 
paper. In their recent 2004 paper [17], they claimed to have the ability to model as many 
as 1600 inclusions in 2-D using the multipole BEM technique proposed by Greengard L. 
and Rokhlin V. [5]. 
The remainder of this thesis consists of two major sections. Chapter Chapter 2 
explains the methodologies used in this study. This includes a general overview of the 
Boundary Element Method as well as some of the more unique features of Julian such as 
the concept of sets, recalculation of modified sets, inclusion calculation, and shape 
optimization using parallel processing. The purpose of the chapter is to explain how 
Julian is specially designed to efficiently study the interaction of second phase objects in 
materials. Results of our simulations are presented in Chapter Chapter 3. The first portion 
of the chapter compares Julian's calculation result with analytical solutions if available or 
results from other investigators. This is followed by a discussion of computation time, an 
important consideration in any numerical simulation. It demonstrates Julian's efficiency 
in performing iterative calculations. The rest of chapter Chapter 3 examines the effect on 
stress concentration of parameters such as Young's modulus ratio Eind/Ehost, separation 
between second phase objects, and orientation with respect to the loading direction. 
Chapter 2 Methodology 
The objective of this study is to investigate the interaction of second phase objects 
and obtain relationships between relevant measurable parameters. The most popular 
method for stress analysis in solids is the Finite Element Method (FEM). Some of its 
popularity can be attributed to its versatility and efficiency. For a large, complex 3-D 
mesh, FEM is more efficient than BEM in both computation time and memory usage. 
However, BEM offers one advantage over FEM, which is a simpler meshing 
requirement. While FEM requires a volumetric mesh in a 3-D model, BEM demands only 
a surface mesh. 
The benefit is hardly noticeable in applications where mesh generation is only 
done once in the beginning. However, this becomes an attractive feature in situations 
where the mesh needs to be regenerated many times over the course of a simulation. This 
is especially true for the modeling of internal features such as cavities and inclusions. For 
example, to model a second phase object at various locations inside a component using 
BEM, one needs only translate the defect portion of the mesh. Because the rest of the 
mesh is not modified in any way, the corresponding matrix can be reused in the new 
calculation. The details of this process will be explained in Section 2.5. The same applies 
to rotation, dilation or a combination of such operations on internal features. 
Sandgren, E. & Wu, S.J. [12] pointed out in the context of shape optimization 
using BEM that the minor modification to the mesh in the case of BEM versus complete 
mesh regeneration in FEM gives a greater confidence that the changes observed in 
measured parameters such as stress concentration are not affected by the difference in 
accuracy due to remeshing. In the study of stress concentration and normal traction where 
the accuracy for stresses on the surface is crucial, BEM is also believed to produce a 
more accurate boundary stress than FEM [8]. 
2.7 The Boundary Element Method (BEM) formulation 
The 2-D elasticity formulation of the boundary element integral method was 
proposed by Frank Rizzo in a paper published in 1967 [ l l ] .  The generalized 3-D 
elasticity formulation was published two years later in a paper by Cruse, TA. [2]. The 
governing elasticity equation used in BEM is the same as the one used in FEM, namely 
the Navier-Cauchy equations of equilibrium 
A 
m 2 0 ( x i + ( X +  G ) v [ v e s ( z ) ] + 3 =  A i) 
Equation 2- 1 Navier-Cauchy Equation 
where G  is the shear modulus, D(Z) is the displacement vector, /Z is one of the Lame 
U L  
constants given by X = [(I + v )  (1 - 2v)] ' is a vector representing body forces and 
E and v are Young's modulus and Poisson's ratio respectively. The BEM formulation for 
linear elasticity can be derived using several approaches. Derivation using Betti's 
reciprocal work theorem can be found in Gao, X and Davis, T [4]. A detailed derivation 
employing the method of weighted residuals is given in Cartwright, D. [I]. An outline of 
that derivation is given in the Appendix (see Section 5.1). 
2.1 .I Fundamental solution 
The Navier-Cauchy equation (Equation 2-1) can be expressed in component form 
as Guk,j ( x )  + (A + G) u,, ,, ( x )  + bk ( x )  = 0 v, k = 1,2,3). The fundamental solution for this 
equation was derived in the late 19" century by William Thomson (Lord Kelvin). The 
solution gives the response in displacement field uj at point q  due to a unit point force ej 
at point p  in an infinitely extended three-dimensional elastic solid 
Equation 2-2 Fundamental solution to Navier Equation 
where 
Equation 2-3 Kernel function Qj 
Using the generalized Hooke's Law, one can relate the displacement field to stresses, 
which can then be expressed in tractions t at point q  on a given plane with an outward 
normal n. 
t j ( q ) =  q(q9 P ) ~ , ( P )  
Equation 2-4 Traction response due to unit point load 
where 
-1 [(I - 2 4  (nj=j - nj=j) +(3cj=j + (1 - 20) 60) nmcm] 
Equation 2-5 Kernel function TI 
2.1.2 Boundary Integral Equation 
The defining characteristic of BEM is a mesh-free interior. This requires that the 
entire state of the system be defined using solely values on the boundary. This 
characteristic is reflected in the weighted residual statement for BEM, derived using the 
weighted residual method (see Section 5. I), 
Equation 2-6 Simplified weighted residual statement 
where 4 (x,) and tj are displacement and traction respectively; U!, and 5 are the 
kernel functions as defined in previous section. 
Notice that apart from the body force term, the displacement at any interior point p within 
the boundary S, iij (x,) , can now be calculated just by evaluating the surface integrals on 
the boundary. The body force term is often known a priori and can be evaluated 
independently. The unknown boundary conditions can be evaluated by letting the interior 
point p approaches boundary points q. However, this leads to a singularity in the traction 
kernel function z' when x, = xq; as a result, an additional term cg is necessary to account 
for that singularity and to allow the integral $5  ( x ,, x ,) u ( x q )  dS to be evaluated as the 
S 
Cauchy principal value. The hat above ul and tJ will be left out in favor of a simpler 
notation. The boundary integral equation can then be rewritten as 
S 
Equation 2-7 Boundary integral equation 
2.1.3 Discretization and evaluation of the Boundary Integral Equation 
The surface integral must be discretized into elements composed of nodes to be 
modeled numerically using ~ulian'. The discretized version of the boundary integral 
equations is 
Equation 2-8 Discretized boundary integral equation 
where 
Equation 2-9 Gij 
e 
Equation 2-10 Hii 
Note the difference in superscripts on C, ff and 4, P. While 4 and P correspond to the 
nodal value of displacement and traction hence the a superscript, C and ff are integrals 
of the kernel functions 4 and zl evaluated over the element & hence the e superscript. 
The introduction of shape function Nu allows the displacement and traction variables be 
taken outside of the integral. Julian calculates this integral over the element using the 
Gauss-Legendre Integration. An example of Gauss-Legendre Integration for the kernel 
function GIJ is given below. 
-- 
I Julian is a set of open source library functions for BEM calculations. It is being developed by Prof. 
Powell's group at MIT. 
kl=l k -1 - 
2- Weights 




Kernel function. evaluated 
at n ordinate points for 
each elemental node x . inter- 
polating to give globafvalue 
or the element 
-- 
Shape function. Jacobian, scale 
governs inter- global to intrinsic 
polation of coordinate 
nodal values 
The evaluation of the 4 integral is slightly different from the above formulation 
(Equation 2-1) in Julian. The unit normal nk is factored out of the z, function and is 
multiplied with the kernel function during integration; i.e. 
2.2 Organization of nodes in Julian 
The double summation in the discretized boundary integral equation aims to 
calculate the sum of GutJ and Hguj values over all the nodes on the boundary. This is done 
by first calculating a "per element" total by summing over the number of nodes per 
element M in the inner summation, then the per element total from all the elements N' are 
added together. In other words, the nodes are organized into two levels, the element level 
and the node level. In Julian, the nodes are organized into four levels. The nodes are first 
organized in sets and within each set there can be numerous element groups. Each group 
is composed of many elements and each element is composed of a certain number of 
nodes. The organization into sets is a convenient way to group a set of related nodes, such 
as nodes belonging to a defect or a series of defects. The advantage of grouping into sets 
should be more apparent in subsequent discussion on Sets and Recalculation (see Section 
2.5). Within each set, the nodes are organized into element groups by the different 
boundary conditions. On the element group level, Julian follows the discretized boundary 
integral equation. 
2.3 Method of Rigid Body Displacement 
The discretized boundary integral equation can be written in matrix equivalents, 
namely 
Equation 2-1 1 Boundary integral equation in matrix notation 
Notice that the [c] matrix is now part of the [HI matrix. Evaluation of the [c] matrix 
analytically is rather complex, especially for corner nodes. It should be reminded that the 
[c] matrix is created to allow the singularity in the diagonals (when x, = x,) of the [HI 
matrix be evaluated directly. Luckily the diagonals can be evaluated indirectly as is done 
in Julian, avoiding the singularity, by a technique called rigid body displacement. In this 
technique, a finite body is subject to a unit rigid body displacement while the surface 
traction must all be zero. The resulting boundary integral equation is 
[HI {I) = [GI {0) = (0) , where (0 is a column vector of unit displacement in a particular 
Cartesian direction. It is therefore obvious that the diagonal value of the [HI matrix is 
equal to the negative sum of all the non-diagonal values in that Cartesian direction, 
N 
namely [ H I ;  = ( & - I ) ~ [ H ] ; .  
m=l 
2.4 Solving the Boundary Integral Equation 
Boundary conditions usually consist of a mixture of traction (Neumann) and 
displacement (Dirichlet) boundary conditions. It should be noted that for the problem to 
have a unique solution, exactly half of the boundary conditions must be specified. In that 
case, each of the {u}  and {t} vector is composed of both known and unknown values. In 
order to solve the matrix efficiently using matrix algebra, it is thus necessary to isolate all 
the unknowns in one vector. In Julian, the equation [HI {u} = [G]{t} is transformed into 
[A] {x} = [B] {y} , where the W vector contains all the known boundary conditions while 
the {x} vector becomes the unknown vector. Rows are swapped between the {u }  and {t} 
vector to create the {x} and Cy} vector; similarly, the corresponding columns should be 
swapped between the [HJ and [a matrix resulting in the [A] and [a matrix. This 
information is recorded so that the boundary conditions can be swapped back to their 
original positions after the calculation. After calculating the matrix multiplication [a Cy), 
Julian solves the unknown vector {x} by performing the Doolittle decomposition. a 
version of LU decomposition that has a unit lower triangular matrix, on the [A] matrix. 
Partial pivoting is used in the decomposition process to avoid potential instability. 
2.5 Sets and recalculation 
Earlier in the discussion, in Section 2.2, the notion of sets was briefly introduced. 
It was explained that nodes belonging to similar structural features such as an internal 
defect are grouped together in a set. The main benefit of this arrangement is to facilitate 
the recalculation of those nodes belonging to a particular structural feature, for instance to 
evaluate the mechanical response of a casting as an internal cavity moves from one 
location to another. If this were to be done in FEM, it would most likely require a 
rebuilding of most of the mesh, which means having to recalculate everything from 
scratch. For BEM, since the internal cavity is not linked to any other portion of the 
structure by an interior mesh, it is thus possible to move an enclosed section of mesh 
while keeping others intact. This is not to say that the mechanical response for the intact 
portion of the structure need not be recalculated; yet the solution time is greatly reduced 
during recalculation. The two most computation expensive procedures in Julian's BEM 
calculation are the building of the [HI and [GI matrices as well as the LU decomposition 
of the [A] matrix. From earlier discussion, fi, and Gy are given by the following integral 
(Equation 2-9, Equation 2-10) 
G; (xq ,xp) = J ug (xq ,xp) N, (xq) (x,) 
r e  
H; (x, , xp) = $ q (x, 9 xp) N, (x,) (x,) ' 
r e  
It should be rather obvious that fi, and Gg is not a function of any other variables besides 
x, and the ordinate points x, for the Gaussian integration within the element. Therefore 
the addition of extra boundaries such as an internal cavity to the system results only in an 
expanded matrix and the existing values within the matrix remains intact. Similarly, 
modifying the coordinates of existing nodes requires changes in the rows and columns in 
the [a and [GI matrix associated with those modified nodes. Note that the changes do 
not affect the values of fi, and Gy in sets prior to the set containing the modified nodes. 
The following drawing illustrates how the entire [a or [GI matrix is partitioned into 
regions after two more sets are added to the original matrix. Usually, set 0 is comprised 
of the external boundary of a component and internal objects such as cavities are assigned 
to the additional sets. 
[ i ; i ; i ; i ; i ; i ; i : i : i : i ; i ; i ; i ; j  Set 0 
I Set 1 Set 2 
A LU decomposed [A] matrix can be used repeatedly to solve the 
equation [ A ] { x }  = [B]{y} . However, since LU decomposition uses numbers from 
previous sets to calculate the current set, changing the values in one set once again 
requires only subsequent sets be decomposed again. 
2.6 Internal stresses and principal stresses 
Julian's BEM solver returns the result in the form of displacements and tractions 
in the Cartesian directions for all boundary nodes. A post-processing procedure calculates 
the complete stress state as well as the principal stresses, the Tresca and the Von Mises 
stresses, and the normal traction. The method used in Julian follows closely the steps 
outlined in Gao, X and Davis, T [4]. An outline of that calculation is given the Appendix 
(see Section 5.2). 
2.7 Optimization and parallel processing 
The development of optimization in Julian is currently at an initial stage. The 
algorithm performs an unconstrained optimization of a specific stress component on an 
internal object by varying its location within a host. The target stress component is 
sampled at six different locations around the initial position, two in each directions. The 
slopes of the gradients are calculated and a new location is estimated using Newton's 
method. 
One of the major challenges is to develop an optimization code that is efficient 
and yet general enough to work with any geometry without a user defined boundary. For 
example, by using a small step size, the increase in stress on a cavity as it approaches a 
wall or another internal object acts as a natural boundary. On the other hand, the 
downside of using small step size is inefficiency and a greater probability of getting 
caught in a local minimum. 
Optimization in Julian is broken down into parent and child processes. A single 
parent process is responsible for calculating stresses at the actual location of the object, 
spawning new child processes to calculate stresses at neighboring locations, and 
integrating results generated by the children. The parent process is also where the 
optimization algorithm is located. The sampling of the target stress component around the 
actual location is handled by a network of computers. Each child process is responsible 
for evaluating the two sample points in one of the three orthogonal directions. Using this 
configuration, three processors are required for each object to be optimized. In a large 
problem, the transfer of the decomposed and swapped [M and [q matrices from parent 
to child can be a time consuming task if the child process runs on a different machine. As 
a result, there are only limited benefits in using more processors per object. In addition, 
one should reconsider the benefit of transferring the matrices if it takes more time than it 
saves in recalculation. 
2.8 inclusion calculations 
Elasticity calculation of inclusion using BEM in 2-D has been demonstrated in a 
paper by Yao, 2. et al. [16]. Julian adopted a similar approach. The stress state around an 
inclusion is analyzed by considering a hole in the host material that is being filled by a 
material with different mechanical properties. The cavity in the matrix has its 
displacement and traction coupled to a similarly sized, shaped and meshed material of 
different Young's modulus and Poisson's ratio. At the inclusion/matrix interface, the 
displacements in the inclusion and the matrix are assumed to be equal, and the traction is 
assumed to be equal and opposite. In terms of linear algebra, recall we have for the host 
material 1 set Yt1 2 ] s e t }  = [ ~ f i ~ ~ ]  { 'set1 } 
H;;~  uset, Ggt2 G;F2 tset2 
where superscript set 1 and 2 denotes the portion of the matrix responsible for the 
calculation of the host and the cavity. In situations where we only interested in 
calculating stress around cavity, zero traction = 0 is the prescribed boundary 
condition. In the case of inclusion calculation, since both traction and displacement are 
non-zero and are in fact coupled to the inclusion, an extra set of equation is needed to 
solve the above system of equations. A similar [&*cl.] { ~ j n ~ l . } = [ G ~ ~ ~ ~ . ]  {tinCl.} matrix 
equation can be constructed for the inclusion. Once again, none of the boundary 
conditions in the inclusion matrix equation is known a-priori. Isolating tincl., the above 
expression becomes 
Equation 2-1 2 Surface traction on inclusion 
Since the traction on the cavity is equal but opposite to that on the inclusion, the traction 
expression to be back substituted into the host material should therefore be 
'set 2 = - = - [ Gincl. 1- ' [ Hinc~.  ] { uincl. ) 
Note that [HI, [a, {u} and {t} are replaced by [A], [B], {u} and {t} to be consistent with 
earlier notation highlighting the fact that the boundary conditions are now swapped into 
the unknown {x} and known 0.1 vectors. Since ujnCl = usetz, the displacement on the 
cavity can be grouped together as 
47' 4:t2 4Yt2 Yset 1 
[ G ~ ~  4;t2] { Zl} = [ B ~ F ~  ';it2] [- [GjnClj-l [HjnclI { uset2 1 1 
Equation 2-13 Modified boundary integral equation for inclusion calculation 
Julian follows this approach but instead of truncating the [B] and {y} matrices, it keeps 
the two matrices intact because ysetz has zero values by default for cavity. Upon 
calculating usetz, traction on the inclusion can be calculated using Equation 2-1 2. 
In the calculation for the [Hj and [4 matrices of the inclusion, note that since the kernel 
functions ul (Equation 2-3) and (Equation 2-5) are functions of r, separation between 
field point and source point, the actual location of the inclusion in the parent becomes 
unimportant. However, extra care must be taken to ensure the inclusion has the same size 
as the cavity for r is directly related to separation between node points. It should also be 
obvious that since the result of the inclusion calculation is back substituted into that of 
the host material, the inclusion and the cavity in the host must have the same mesh. The 
only difference is the orientation of the surface normal, where the cavity has inward 
surface normal and the inclusion has outward surface normal. 
Chapter 3 Results and discussion 
This chapter presents some of the simulation results. Various benchmark tests are 
conducted to demonstrate Julian's capabilities and limits as well as the quality of its 
result. These benchmark results are covered in Section 3.1. Section 3.2 shows the result 
of a series of timed runs. It demonstrates the efficiency of using matrix sets and BEM in 
iterative type calculation. The relationship between the Ehdcl/Em,m, ratio and the 
maximum normal traction is presented in Section 3.3. Section 3.4 examines the 
interactions between two spherical cavities and that between a spherical inclusion and 
cavity respectively. A case study of a non-random distribution of nine cavities and nine 
inclusions are analyzed in Section 3.5. The nine cavities and inclusions are positioned in 
a BCC arrangement. Important parameters such as stress concentration and normal 
traction are evaluated as a function of the separation between them. 
3.7 Benchmarking Julian 
A series of tests are conducted to validate the accuracy of Julian in elasticity calculation 
and in particular, materials with a cavity and an inclusion. As mentioned in previous 
chapter, Julian is capable of computing the complete stress state on all external and 
internal surfaces. 
3.1 .I Uniaxial tension 
Uniaxial tension tests are performed on a 20 unit x 20 unit x20 unit cube and a cylinder 
with a radius of 5 units and a length of 10 units. The objectives of these two uniaxial 
tension tests are: first, to demonstrate Julian's accuracy in estimating stress and strain 
under uniaxial load on two simple geometries and second, to estimate the inherent error 
in the mesh of these two geometries which will be used in most of subsequent tests. The 
Young's modulus used in the simulation is 200GPa and the Poisson ratio used is 0.3 and 
0 for the cube and the cylinder respectively. 
Table 3.1-1 Benchmark for uniaxial tensile load on a cube and a cylinder 

























The simulation stress given in the table above is an average value of all elements on the 
surface where the displacement is applied. As the result shows, the simulated value is in 
good agreement with theoretical predictions, with negligible error in the cube case and an 
error of slightly above 1% in the cylinder case. 
3.1.2 Uniaxial tension with spherical cavity 
The following results compare the value calculated by Julian to the theoretical value for 
stress concentration on a spherical cavity when a rectangular bar containing that cavity is 
subjected to a uniformly applied tensile stress. When the loading is uniaxial tension in the 
z-direction, the theoretical maximum stress on the spherical cavity is outlined in 
Timoshenko S. P. and Goodier J. N [15] as 
where ( o ~ ) ~ ,  is the maximum stress in the z-direction, v is the Poisson's ratio, and S is 
the magnitude of the applied stress. The stress concentration factor k, can be calculated 
from the above equation 
Equation 3-1 Stress concentration factor on a spherical cavity in an i&nite body 
The dimension of the block is 20x20~20 and the radius of the spherical cavity is 0.5 (see 
Figure 3.1-2). Aside from the resolution of the cavity, all simulation parameters are 
identical in all of the tests. The block has a Young's modulus of 200GPa and a Poisson's 
Ratio of 0.3. The results are summarized in the following table. 
Table 3.1-2 Accuracy of spherical cavity with various different meshes 
Figure 3.1-2 Stress concentration on spherical cavity with 2000 simplex 
element, color represents maximum z-stress 








































Graph 3.1-1 Percent error as a function of defect resolution of a spherical cavity 
500 1000 1500 2000 
Number of linear simplex element in spherical cavity 
In general, the simulation result tends to underestimate the actual stress concentration, a 
result of the mesh's imperfect representation of a sphere. It is very important to keep that 
in mind when using Julian to perform stress analysis since underestimation of that nature 
can lead to overly optimistic conclusions. It is obvious from Graph 3.1-1 that as the 
number of elements on the spherical cavity increases the accuracy is improved as well. 
Notice that the curves in Graph 3.1-1 are highly non-linear and appear to flatten out 
above 1000 elements. Since the solution time of BEM goes as the 6 power of the 
resolution of a mesh, the additional computation cost clearly outweighs the little benefit 
in improved accuracy by going over 1000 elements for a spherical cavity. Therefore, the 
mesh with 1000 simplex elements is chosen to be used unless otherwise specified, in all 
our tests because it provides a good compromise between accuracy and computation 
time. 
Two types of element are used in these tests, namely simplex and parabolic. The 
simplex element used here is a linear triangular element with three nodes, one at each of 
the corners. The parabolic element being used is similar to the simplex element, but 
instead of having straight lines connecting the three corners a parabolic curve is used. As 
a result, a parabolic element has three more nodes in-between the corners hence a total of 
six nodes per element. Therefore as one might expect, a parabolic element is better suited 
for meshing a curved surface such as a sphere. This is shown clearly in the result (see 
Table 3.1-2) where a spherical mesh using 450 parabolic elements achieves roughly the 
same accuracy of about 0.5% with less than a quarter of the number of elements needed 
by a mesh with simplex elements (2000 elements). However the saving in elements 
required does not translate into any noticeable gain in computation time when using a 
parabolic mesh that has fewer elements for a given accuracy level. This is probably due 
to the higher node counts in each parabolic element compared to a simplex element. 
3.1.3 Uniaxial tension with two spherical cavities 
Noda, MA. and Moriyama Y.  [9] has calculated stress concentration on two spherical 
cavities in close proximity to each other using the body force method with singular 
integral equations. Similar simulations are conducted using Julian and the results are 
compared with Noda's calculation. The material used in the simulation has a Young's 
modulus of 200GPa and a Poisson's ratio of 0.3. Once again the two cavities are housed 
inside a 20x20~20 cube uniaxially loaded in the z-direction. The radius of the spherical 
cavity is 0.5. In all of the tests, the wall of the cavity and the wall of the cube have a 
clearance of at least seven diameters to ensure minimal interactions. The following table 
summarizes the result. 
Table 3.1-3 Stress concentration on two neighboring spherical cavities 
I a/da I Separation I Julian stress I Noda's calculated I % I 
*a is the radius of a cavity and 2d is the center-to-center separation between the cavities (see Figure 3.1-3) 
Figure 3.1-3 Stress concentration on two cavities with a/d = 0.3 
0.2 








Figure 3.1-4 Stress concentration on two cavities with a/d = 0.9 
hiqh . , 
I m 
low 
To be consistent with Noda's notation, the simulations are run at various a/d values, 
where a is the radius for a spherical cavity and 2d is the center to center separation 
between the two cavities (see Figure 3.1-3). The second column gives the wall-to-wall 
separation between the two spheres in units of diameter. The difference between Julian's 
result and that of Noda varies between 1-2%. Given that the spherical mesh used as 
cavity has an inherent error of 0.94%' the simulation result seems to be in good 
agreement with Noda's calculation. The two results begin to diverge when a/d equals 0.9 
(Figure 3.1-4), which is equivalent to a wall-to-wall separation of 11% the diameter of 
the cavity likely because of insufficient mesh resolution. At the opposite end of the a/d 
range, at a separation of 4 times the diameter (a/d = 0.2), the stress concentration on the 
cavity is essentially that of the single cavity case as given in Table 3.1-2. 
3.1.4 Uniaxial tension with spherical inclusion 
The analytical solution for stress field around a rigid spherical inclusion, i.e. 
= oo , has been derived by Goodier, J N  [5]. The expression for the maximum 
EmatrIx 
adhesion stress at the pole position is given by 
Equation 3-2 Maximum adhesion stress on a rigid spherical inclusion in an idnite body 
For v = 0.3, the maximum traction on a rigid spherical inclusion given by the above 
equation is 1.938. A perfectly rigid inclusion is not a realistic condition in numerical 
modeling; therefore the condition is approximated by having an inclusion that is 1000 
times more rigid than the matrix. The simulation is conducted in a similar fashion to 
previous benchmark tests. An inclusion with radius of 0.5 is located in the center of a 
20x20~20 cube loaded uniaxially (see Figure 3.1-5). The host material has a Young's 
modulus of 200GPa and a Poisson's ratio of 0.3; the inclusion has a Young's modulus of 
200TPa and a Poisson's ratio of 0.3. Two simulations are performed under the same 
conditions using spherical meshes with different number of elements for the inclusion. 
The result is summarized in the following table. 



























Figure 3.1-5 Spherical inclusion (2000 elements) inside the host material, 




As in the cavity case, the simulation underestimates the maximum normal traction. 
However in this case, part of that underestimation can be attributed to the approximation 
of a perfectly rigid inclusion. The result shows a slightly larger error in the 1000-element 
mesh when it is being used as an inclusion as opposed to as a cavity. On the other hand, it 
is quite surprising that the 2000-element mesh does a little better in the inclusion test than 
in the cavity test. Overall, despite having to approximate a rigid inclusion, Julian's result 
matches well with theoretical values to within 3% even with the relatively coarse 500- 
element mesh. The relationship between the Ejncl,/Ematriu ratio and the maximum normal 
traction will be discussed in Section 3.3. 
Since Goodier's work in 1933, other researchers have developed ways to calculate 
stress states around inclusions for any &nd./Ematrix ratio. Using the same method as in the 
two spherical cavities calculation, Noda, NA. and Moriyama Y [9] analyzed the stress 
state around a spherical inclusion in a uniaxially loaded infinite body. Two different 
materials for inclusion in a high-strength steel matrix were evaluated. The first type is a 
MnS inclusion with roughly half the Young's modulus of high-strength steel; whereas the 
second one is an Alz03 inclusion that has about twice the Young's modulus of the matrix. 
The result of that analysis from their 2004 paper is reproduced here in the following two 
figures. 
Figure 3.1-6 Noda, h? A. and Moriyama K (2004) analysis of 
stress state around a MnS inclusion in a high- 
strength steel matrix 
Figure 3.1-7 Noda, N.A. and Moziyama K ((2004) analysis of 
stress state around an A1203 inclusion in a 
high-strength steel matrix 
A similar analysis was conducted using Julian. An inclusion with radius of 0.5 is located 
in the center of a 20x20~20 cube loaded uniaxially with Young's modulus of 210GPa and 
a Poisson's ratio of 0.3. In the MnS case, the inclusion has a Young's modulus of 
lOOGPa and a Poisson's ratio of 0.3; whereas, in the Al2O3 test, the inclusion has a 
Young's modulus of 400GPa and a Poisson's ratio of 0.25. Julian's results are compared 
with Noda's calculation in the following tables. 
Table 3.1-5 Comparison of maximum normal tractions on an A1203 inclusion in a high-strength steel 
matrix 
Table 3.1-6 Comparison of maximum stress on the matrix interface in the loading direction with a 













































Figure 3.1-8 Comparison of maximum interface stress in high-strength steel matrix with an inclusion 
Figure 3.1-9 Comparison of maximum normal traction on the inclusion in a uniaxially loaded high- 
strength steel matrix 
Once again, simulation result gives a similar stress to Noda's calculation with a 
difference of less than one percent in both cases. And once again, the simulation result 
appears to underestimate the actual maximum normal traction. Figure 3.1-6 and Figure 
3.1-7 gives a qualitative comparison on stress distribution between inclusions with 
different Young's modulus. When the inclusion has a lower Young's modulus than the 
matrix, as shown in Figure 3.1-8a, the highest interface stress on the matrix is located 
around the equator of the sphere, similar to that of a spherical cavity as shown in Figure 
3.1-2. Conversely, when the inclusion has higher Young's modulus than the matrix, as 
shown in Figure 3.1-8b, the equator area of the matrix has the lowest interface stress. 
Hence materials with spherical inclusions with lower Young's modulus than the matrix 
should have the same concern as materials with cavities, namely crack initiation due to 
stress concentration on the matrix interface. Qualitative comparison of normal traction 
between the two different inclusions (Figure 3.1-9) shows that while both inclusions have 
the largest normal traction at the poles, the one with EiRCIIEmaCrix > 1 has much higher 
traction at the poles. This indicates that inclusions having a higher Young's modulus than 
the matrix are more likely to have crack initiation at the poles through debonding of the 
matrUinclusion interface than through stress concentration around the equator. This is in 
fact experimentally observed by LanWbrd J and Kusenberger EN. [7] in the initiation of 
fatigue crack in 4340 steel. The inclusions in the 4340 steel they studied likely belonged 
to the Mn0-Si02-A1203 family. They also reported that while it is not clear if debonding 
is a prerequisite for crack initiation, crack formation at surface inclusions is always 
accompanied by debonding at the poles. 
3.1.5 Stress concentration on cavity and inclusion near a free surface 
The interaction of second phase structures with a free surface is an important 
consideration for fatigue and especially in bending and rotation bending applications 
where maximum stress is found at the surface. The results of our simulation are 
compared with those of Noda, MA. and Moriyama K [9]. A specially made mesh is used 
for the host material in this test. In previous tests, since the cavity or inclusion is very far 
away from the edges, it is possible to use a relatively coarse mesh for the host material 
with minimal effect on the result. In the current test on the other hand, a much finer mesh 
is required for the host because of its interaction with the second phase object. The mesh 
created for this test is rectangular and measuresl0x7x7. For a spherical object with unit 
diameter, a 7x7~10 mesh gives a minimum separation of 3 diameters in all other 
directions. The figure below shows the rectangular mesh with an inclusion near the 
surface. 
Figure 3.1-10 Maximum principal stress on host material with an inclusion near a free surface 
high 
The left side of the rectangle, being closer to the inclusion has a much finer mesh size 
than the rest of the rectangle. The number of elements on the left wall is 1500 compared 
to an average of 150 elements on other walls. Even with the relatively high element count 
of 1500, when spread out over a 7x7 surface, this results in an average element size of 
about 0.26, equivalent to a quarter the size of the second phase object. As shall be seen in 
the following tables, this could possibly account for part of the difference between 
Julian's simulation result and calculation by Noda, MA.  and Moriyma Y. [9] and 
Tsuchida, E. and Nakahara, 1. [ 1 21. 
Table 3.1-7 Stress concentration on 1000-element spherical cavity at distance bid from free surface 
I bld Separation Max. Stress Noda's % Tsuchida's % 1 
stress conc. result difference result difference 
0.9 0.056 7705001 3 2.699 3.173 14.94% 3.270 17.46% 
Table 3.1-8 Stress concentration on 2000-element spherical cavity at distance bld from free surface 
bld Separation Max. Stress Noda's % Tsuchida's % 
stress conc. result difference result difference 
0.9 0.056 83564756 2.927 3.173 7.76% 3.270 10.49% 
0.8 0.1 25 72251 031 2.531 2.759 8.28% 2.760 8.31 % 
0.7 0.21 4 66505053 2.329 2.506 7.05% 2.506 7.05% 
0.6 0.333 63409871 2.221 2.332 4.76% 2.332 4.76% 
0.4 0.750 59374908 2.080 2.145 3.05% 2.1 45 3.05% 
0.2 2.000 57646303 2.019 2.092 3.49% 2.092 3.49% 
- -- 
(Emat&= 200GPa. o m a m =  0.25) 
Table 3.1-9 Stress concentration on 1350-element elliptical cavity at distance bid from free surface 
bld Separation Max. Stress Noda's % Tsuchida's % 
stress conc. result difference result difference 
0.9 0.056 76951 054 2.694 3.104 13.21 % 
0.8 0.1 25 731 81 037 2.562 2.829 9.44% 2.829 9.44% 
0.6 0.333 72475625 2.537 2.617 3.04% 2.61 5 2.97% 
0.4 0.750 72207074 2.528 2.552 0.94% 2.553 0.98% 
0.2 2.000 72109260 2.525 2.538 0.53% 2.539 0.57% 
Table 3.1-10 Maximum interface stress on 2000-elements spherical inclusion at distance bid from 
free surface 
bld Separation Max interface Applied Stress Noda's % difference 
stress stress conc. result 
0.9 0.056 45236563 3.00E+07 1.508 1.431 5.40% 
0.8 0.1 25 42851 656 3.00E+07 1.429 1.503 4.94% 
0.5 0.500 41 438377 3.00E+07 1.382 1.431 3.45% 
0.4 0.750 41 21 251 3 3.00E+07 1.374 1 -41 8 3.10% 
0.3 1.167 41 081 268 3.00E+07 1.370 1.41 2 3.00% 
0.1 4.500 40984686 3.00E+07 1.366 1.408 2.95% 
Table 3.1-1 1 Maximum normal traction on 2000-elements spherical inclusion at distance bld from 
free surface 
bld Separation Max normal Applied Normalized Noda's % difference 
traction stress traction result 
0.9 0.056 38242572 3.00E+07 1.275 1.210 5.38% 
0.8 0.1 25 38292773 3.00E+07 1.277 1.21 6 4.99% 
0.5 0.500 383801 42 3.00E+07 1.280 1.21 6 5.23% 
0.4 0.750 38401 993 3.00E+07 1.280 1.216 5.29% 
0.3 1 . I67 38420457 3.00E+07 1.281 1.21 7 5.26% 
0.1 4.500 383991 20 3.00E+07 1.280 1.21 7 5.20% 
Figure 3.1-11 Reproduction of a figure in Noda, NA. and Moriyama Y.  (2004) showing the test setting 
of a spherical inclusion in an semi-infinite body under uniaxial load 
The distance of the cavity or inclusion from the free surface is given by the ratio bld, 
where b is the radius of the sphere (b=0.5) and d is the distance from the center of sphere 
to the free surface. "Separation" in the second column presents that same distance in units 
of cavity or inclusion diameter. The difference between Julian's simulation result and 
Noda's calculation is a lot higher than in other benchmarks shown previously. As 
discussed above, this larger difference can possibly be attributed to a coarsely meshed 
wall. Using a high element count mesh for the cavity appears to reduce the difference as 
shown in 
Table 3.1-7 and Table 3.1-8. The gain in accuracy with higher element mesh seems to be 
more pronounced as the cavity gets closer to the free surface. Therefore one way to 
improve accuracy in these tests is to increase the element density on the wall but in a way 
that preserves computational efficiency. Creating a mesh that gradually increases the 
density of elements towards the center of the wall is a possible solution to this challenge. 
It has been mentioned before that Julian tends to underestimate stress 
concentrations and tractions. However in the case of an A1203 inclusion, Julian appears to 
consistently overestimate the maximum normal traction by about 5% as compared to 
Noda's calculation. It is unclear whether Julian actually overestimates in this case 
because when compared to the analysis in Figure 3.1-7, Julian still reports a slightly 
underestimated value. By comparing the inclusion results here with the ones in the 
infinite body case (see Figure 3.1-6 and Figure 3.1-7)' it appears that Noda's calculation 
does not converge to the infinite body value even with a relatively large wall-to-wall 
separation of 4.5 between the inclusion and the wall. On the other hand, Julian's result 
converges nicely to that of the infinite body case at small b/d values (see Table 3.1-5 and 
Table 3.1-6). In fact, a similar trend is noticed in the spherical cavity test as well (see 
Table 3.1-7 and Table 3.1-8). Using Equation 3- 1, the stress concentration on a spherical 
cavity in an infinite medium with Poisson's ratio of 0.25 is calculated to be 2.022. Julian 
seems to converge to this infinite body value faster than both Noda's and Tsuchida's 
calculation. 
Graph 3.1-2 shows stress concentration and normalized traction as a function of 
the wall-to-wall separation between the cavity and the free surface. It is clear from the 
graph that the maximum normal traction on an inclusion with a E ratio (EjnCI/EmaYd 
above 1 behaves very differently from the other curves. Maximum traction seems to be 
not at all sensitive to its location relative to the wall. In fact, the normal traction fluctuates 
by only about 0.4% throughout the range of bld values from 0.1 to 0.9. While stress 
concentration increases as a second phase object approaches the wall, the maximum 
normal traction on an inclusion with E ratio above 1 actually decreases slightly. This 
tendency is also noticed in Noda's calculation. 
Geometry also affects the shape of the curve in the stress vs. separation graph. 
According to Graph 3.1-2, an elliptical cavity converges much more rapidly to the 
infinite body value than a spherical one. In addition, despite generally having a higher 
stress concentration, an elliptical cavity appears to do better than a spherical cavity, in 
terms of lesser stress concentration, when it is very close to a wall. However, since we 
have not considered the minor axis of an ellipsoid in the definition of separation, it is 
possible that the previous observation becomes invalid as the definition changed. Graph 
3.1-2 also shows that if a material has porosity and weaker inclusions (i.e. E ratio less 
than I), a pore is much more detrimental to the mechanical properties of the material than 
a similarly sized weaker inclusion. 
Graph 3.1-2 Interaction of Second Phase Objects with Free Surface as a Function of Separation 
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3.1.6 Macroscopic stress and strain in the presence of cavity and 
inclusion 
In our discussion on cavity and inclusion, the focus of the various benchmarks has 
so far been mainly on a local level namely stress concentration and normal traction. To 
complete the analysis, the last section in the benchmark chapter concludes with looking at 
the stress and strain response to a uniaxial load on a host material on a macroscopic level. 
A cylindrical host material, same as the one discussed in Section 3.1.1, is fitted with a 
cylindrical cavity in one case (see Figure 3.1- 12) and a cylindrical inclusion in another. 
The theoretical stress due to a prescribed displacement on the host cylinder can be 
estimated by dividing it into sections consisted of a single material and a composite as 
shown in the following figure. 
This problem can be simplified and solved easily by assuming that no material flows 
across the boundary between section A and B. Derivation of the theoretical stress begins 
with the force balance at the internal surface of section B 
4 = FBI + FBZ 
where subscript 1 denotes the host material and subscript 2 denotes the inclusion material. 
Using Hooke's law, the above force balance becomes 
Since the total elongation A1 is the sum of the elongations from section A and B, the total 
elongation can therefore be written as 
After solving for dla, the applied stress can be calculated using Hooke's law. 
The following table compares Julian's simulation result with the theoretical estimate. 
Table 3.1-12 Stress and strain on a cylinder with a second phase cylindrical core 
Radius ratio E ratio Prescribed Applied Theoretical % 
(InnerIOuter) (InnerIOuter) displacement stress stress error 
315 012 0.001 15475300 15431 776 0.28% 
2.515 412 0.001 21 899300 22222222 1.45% 
Figure 3.1-12 Maximum principal stress on a cylinder with a cylindrical cavity in the center 
A comparison of the result shows a good agreement with an estimate of the theoretical 
value to within 2%. 
3.2 Calculation time 
The studies in this section quantify the computational efficiency during 
recalculation and analyze the distribution of the total calculation time among major 
components in Julian. 
3.2.1 Recalculation time 
One of the strengths of Julian lies in its ability to efficiently perform iterative 
simulations. Iterative simulations are used for example in analyzing the interaction of 
second phase objects with each other and the host material as seen previously in Section 
3.1.3 and 3.1.5. Those two examples share the possibility of partitioning the entire mesh 
into a stationary and a mobile portion by treating the series of simulations as a collection 
of events. For example in Section 3.1.5, a series of simulations is performed for a second 
phase object at various distances from the free surface. Instead of treating each separation 
b/d as an individual simulation, the object is considered to be moving away from the free 
surface with step size specified by the difference in the b/dvalues. As such, it is possible 
to identify the stationary portion of the mesh which is the host material, as well as the 
mobile portion which is the second phase object. 
Recall from Section 2.5, Julian assigns different structural features into sets. In 
the previous example of a second phase object moving away from a free surface, the 
second phase object and the host material are assigned to different sets. Since the host 
material is stationary throughout the iterations, its portion of the [HI and [GI matrices 
remains constant, which allows one to skip the two most computationally expensive steps 
in BEM calculation, which are the creation of the [q and [GI matrices and the 
subsequent LU decomposition. As a result, saving in computation time is expected as 
shown in Graph 3.2-1, which shows the amount of recalculation time in terms of the 
fraction of nodes to be recalculated. 
Graph 3.2-1 Recalculation time as a function of the fraction of node recalculated 
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In that example, the host material has a total number of 1067 nodes and the 1000-element 
and 2000-element spherical cavities have 498 and 1022 nodes respectively. The fraction 
of nodes which need to be recalculated in subsequent iterations are 32% and 49% of the 
total number of nodes respectively. According to Graph 3.2-1, Julian is able to achieve a 
time saving of about 40% and 25% for the 1000-element and 2000-element spherical 
mesh respectively. In addition, that saving is attained without any penalty in accuracy or 
other requirements. 
3.2.2 Break down of computation time by major components 
Julian's BEM calculation can be broken down into major components such as 
importation of mesh object, creation of the [M and [a matrices, resolution of the 
[A] {x}=[B] v} system of equations, and calculation of the complete stress state. While 
they are all equally important in function, the second and third on the list account for 
most of the computation time used in a typical single processor BEM calculation. Hence, 
they are the focus of analysis and optimization. In multi-processor, network wide 
calculations, one must also take into account the time it takes to save and load matrices 
from files across the network, which is significant as the [a and [d matrices can easily 
take up GiB of memory. Graph 3.2-2 shows the computation time in seconds as a 
function of the total number of nodes. The number of simplex triangular elements is 
approximately twice the number of nodes. The computer used to generate those data has 
the following specifications: 1.4GHz AMD Opteron processor with 2 GiB of memory. 
The data shown in Graph 3.2-2 do not include those from re-calculation times because it 
is highly dependent on the matrix size in previous sets. 
Graph 3.2-2 Calculation time as a function of mesh resolution on a 1.4 GHz AMD Opteron processor 
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As seen in the graph above, regression analysis shows that the time required for the 
making of the [fl and [GI matrices scales as the square of the number of nodes. This 
makes sense because the number of Hand G values to be computed also scales as the 
.. : 
square of the number of nodes. For the "Solve [A] {x}= [B] Q " curve, the regression 
analysis on the graph assumes a cubic relationship with the number of nodes. This is 
because the major step in solving the [A] {x}=[B] O.) linear algebra equations is the LU 
decomposition of [A ] .  It is known that the computation time for LU decomposition scales 
as the cube of the number of equations, which in this case is proportional to the number 
of nodes. Graph 3.2-3 shows the distribution of the total computation time for various 
numbers of nodes. 
Graph 3.2-3 Distribution of total calculation time 
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It is clear from the graph that in the case of small [M and [GI matrices, i.e. fewer nodes, 
the making of those matrices accounts for most of the computation time. However as the 
size of the [d and [q matrices grows, Julian increasingly spends larger fraction of its 
time solving the linear algebra equations, [A] {x}=[f lCy) .  This is expected because as 
previously discussed the making of [HI and [q scales as the squares of the number of 
nodes whereas the solving of [ A ] ( x ) = [ B I ~ )  scales roughly as the cube. However the 
small constant multiplier associated with the cubic term in the regression keeps the linear 
algebra solution time short for small numbers of nodes. As the number of nodes becomes 
high enough, the linear algebra portion is expected to dominate the computation time of 
the program. According to the regression analyses, that switch would occur for problem 
sizes around ten thousand nodes. 
3.3 Maximum normal traction on a spherical inclusion 
Section 3.1.4 considered three cases of inclusion under uniaxial tension with a 
Ehcl,/Ematrix ratio values of 0.5, 2 and 1000. It was shown that they are very different both 
in the magnitude of the various stresses as well as in the way those stresses are 
distributed. In this section, the relationship between the E ratio and maximum normal 
traction will be discussed in greater detail. The settings of the simulations are similar to 
the one shown in Figure 3.1-5. A single spherical inclusion with a 1000-element mesh 
sits in the center of a large cube. The inclusion has a radius of 0.5 units and the cube has 
sides 20 units in length. Both the inclusion and the host material have a Poisson's ratio of 
0.3. The Young's modulus of the host material is 200GPa, while that of the inclusion 
varies as specified by the Eincl+/EmatrL, ratio. Graph 3.3-1 shows the maximum normal 
traction and the maximum principal stress as a function of the Eincl.Ematrix ratio. 
Graph 3.3-1 Maximum Normal Traction and Principal Stress as a Function of Young's Modulus 
Ratio 
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At small modulus ratio, the stress state of the inclusion approaches that of a 
cavity, namely zero traction on the surface and a normalized maximum principal stress of 
2.03. On the other hand, as the modulus ratio approaches infinity, the curve approaches 
the asymptotic limit of 1.938 given by Equation 3-2 in Section 3.1.4. An interesting point 
along the modulus ratio spectrum occurs at Eincl. = Emam. This is the point when the 
inclusion goes from being more compliant than the host to more rigid. Also at this point, 
the inclusion is supposed to be indistinguishable from the host; therefore, it is not 
surprising to see that the normalized traction and the normalized principal stress approach 
one when Eincl, = Emam. While the traction curve appears to have a smooth transition, that 
of principal stress shows a sudden change likely a discontinuity in its first derivative as 
the inclusion becomes more rigid than the host. The abrupt change in the behavior of the 
curve is also observed in the pattern of stress distribution (see Figure 3.3-1). The area of 
highest principal stress shifts from around the equator to regions around the poles. In 
comparison, the change in normal traction is more gradual (see Figure 3.3-2) and the 
location of highest normal traction always remains at the poles. 
Figure 3.3-1 Maximum principal stress on inclusion with modulus ratio of 0.5, 1 and 2 (from left to 
right) 
F i y e  3.3-2 Normal traction on inclu~in.1 with rn~d**ll*= ~qtio f 0.5, l  and 2 (from left to right) 
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The normal traction curve in Graph 3.3-1 appears to be a continuous polynomial 
function. A regression analysis is therefore performed on the data to determine whether 
such a polynomial can be found and the type of relationship between modulus ratio and 
stress. No single polynomial fits all the data across the entire range of modulus ratio; 
therefore, two polynomials are required. 
Graph 3.3-2 Regression analysis of the maximum normal traction for modulus ratio < I 
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Graph 3.3-2 shows the regression analysis in the case of an modulus ratio 
smaller than one. The data suggest a cubic relationship between the traction and the 
modulus ratio. It clearly shows that the surface normal traction reduces to zero in the case 
of a cavity, i.e. modulus ratio = 0. In the case of modulus ratio greater than one, the fact 
that the maximum normal traction on a rigid inclusion (i.e., modulus ratio = infinity) is a 
finite number given by Equation 3-2 suggests that the curve has a horizontal asymptote. It 
is also obvious that the resulting polynomial will be a function of the inverse modulus 
ratio. These data are plotted on Graph 3.3-3. 
Graph 3.3-3 Regression analysis of the maximum normal traction for modulus ratio > 1 
1 /Modulus Ratio 
Once again, regression analysis gives a good fit to the data for the third order polynomial 
given below. 
Equation 3-3 Maximum normal traction for modulus ratio > 1 
By making sure that the polynomial in Graph 3.3-3 passes through 1.938, it can be certain 
that the condition imposed by the horizontal asymptote is satisfied in the actual plot (see 
Graph 3.3-1). 
Recall that the data used to formulate Equation 3-3 assumes a Poisson's ratio of 
0.3. If this can be shown to not be a necessary condition, then the expression could 
possibly be used in a much more general way. However, the first hint that this is not the 
case is provided by Equation 3-2, which clearly shows the dependence of maximum 
traction on the Poisson's ratio. Graph 33-4 shows that dependence for the rigid inclusion 
case, as given by Equation 3-2, as well as for modulus ratio = 10 using simulation results. 
The two curves follow a similar profile. The maximum normal traction is highest at a 
Poisson's ratio of 0 and decreases to a minimum at a Poisson's ratio of about 0.4. The 
variation between the maximum and the minimum is slightly above 10%. Given the result 
shown in Graph 3.3-4, it is clear that Equation 3-3 should only be used in the specific 
case where the Poisson's ratio is 0.3. 
Graph 3.3-4 Maximum normal traction as a function of Poisson's ratio 
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3.4 Interaction between two second phase object 
This topic has been discussed briefly in the benchmark section (see Section 3.1.3). In 
that discussion the only degree of freedom is the separation between two identical 
spherical cavities. An extra degree of freedom is added to the following analysis, which is 
the relative orientation of the two second phase objects in relation to the loading 
direction. In the study of the interaction between two objects, there can be many degrees 
of freedom, such as size, geometry and orientation for non-spherical objects. In fact, the 
possibilities can be limitless and exploring all the different combinations is certainly 
beyond the scope of this study. Two case studies are therefore chosen to be presented in 
the following sections for their importance and general utility for mechanics of materials. 
3.4.1 lnteraction between two spherical cavities 
The first case study examines the interaction between two spherical cavities under 
far-field uniaxial stress. The two cavities are initially aligned parallel to the loading 
direction, defined here as 0 degree. One of the cavities is located at the center of a large 
cube while the other one is positioned at a specific separation above the first. Subsequent 
iterations move the "outer" cavity by five degrees at a time until it completes a circle 
around the "center" cavity. This is then repeated at various separations between the two 
cavities, ranging from 0.05 to 3 diameters apart (see Figure 3.4-3). 
Graph 3.4-1 shows the variation in maximum stress in the loading direction cn at 
different "orbits" around the central cavity. The cavity location denoted in the horizontal 
axis of the graph follows the following convention. At 0 and 180 degrees, the two 
cavities are aligned parallel to the loading direction, and at 90 and 270 degree, the two are 
aligned perpendicular to the loading direction. The graph starts from zero degrees and 
proceeds in a clockwise direction. Except for the 0.05 separation, all the curves show a 
good degree of symmetry every 90 degrees. The lack of symmetry in the 0.05 separation 
case is likely a result of calculation error due to insufficient mesh resolution. Keep in 
mind as well that BEM assumes that material properties are constant throughout the host 
material and that the material remains in the elastic regime. The graph shows distinct 
maxima in the vicinity of 90 and 270 degrees, but with local minima at exactly 90 and 
270 degrees. It also appears that as the separation increases, the maxima move away from 
90 and 270 degrees. It is often believed that having two cavities in close proximity to 
each other will always yield higher stress concentration, and hence is usually undesirable. 
As the Graph 3.4-1 shows, the stress concentration is in fact slightly lower than that of a 
single cavity at 0 and 180 degree. However, remember that the results are only 
representative of a uniaxially loaded system and that the stress profile will likely be 
different under other loading conditions. 
Graph 3.4-1 Maximum stress in loading direction on center cavity as a function of location of 
orbiting cavity for different separation distance in units of diameter of cavity 
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A comparison of stress distribution at different angles is presented in Figure 3.4-3. 
The colors in those figures denote the maximum principal stresses using a consistent 
color key throughout. Starting from the upper left corner and proceeding to the right, the 
outer cavity advances by 10 degrees in each frame. In the single cavity case, the highest 
maximum principal stress is located symmetrically around the equator (see Figure 3.4-1). 
This pattern of stress distribution also occurs in the 0 and 180 degree orientation. As the 
cavities deviate from those two angles, stress distribution becomes asymmetric. At less 
than 30 degree for the 0.1 diameter separation, the highest maximum principal stress is to 
be found away from the other cavity. In fact, it is observed that the highest stress area 
tends to avoid the overlap portion of the cavities if seen in the loading direction, as 
illustrated in Figure 3.4-2. At around 50 degrees, the overlap region becomes small and 
the stress distribution pattern changes. The highest stress location shifts from being at the 
far ends of the cavities to the ends nearest where they meet. The color in Figure 3.4-3 
confirms qualitatively the stress variation shown in Graph 3.4-1. A dark blue color 
representing high stress concentration is clearly visible at angles around 90 degrees; on 
the other hand, a much lighter blue is seen around the equator at 0 degree. The change in 
stress distribution pattern is much less pronounced at a larger separation between cavities. 
This could possibly be explained by the weaker interaction as well as an overlap region 
that quickly diminishes away from the loading direction. 
Figure 3.4-1 Principal stress on a single cavity in a 
far-field uniaxial stress 





The relationship between stress concentration and separation distance is more 
apparent in Graph 3.4-2. Regardless of the angle, the stress concentration becomes that of 
the single cavity as separation increases to 3 diameters. The increase in stress with 
proximity is non-linear. At a separation of 1 diameter, the deviation in stress 
concentration from the single cavity value is clearly visible at certain angles, but the 
actual increase or decrease is below 5%. Stress concentration only begins to diverge 
significantly at a separation of less than one diameter. As previously discussed, Graph 
3.4-2 also shows a decrease in stress concentration at certain angles. It appears that at an 
angle of less than about 20 degrees from the loading axis, the cavities will experience a 
lower stress concentration. 
Graph 3.4-2 can potentially have practical applications in the quantitative 
evaluation of components in non-destructive testing. In x-ray analysis of a 
microstructure, it is possible to determine the separation between two internal cavities. 
Instead of automatically rejecting components with cavities less than say 3 diameters 
apart, it is possible to estimate the maximum change in stress concentration for a 
particular separation using Graph 3.4-2 and then decide whether the defects are indeed 
unacceptable. In other words, one need not avoid interaction between defects at all cost. 
As the result here shown, they can be well within each other's zone of influence and the 
increase in stress is often minimal. 
Graph 3.4-2 Percent Difference in Stress Concentration on Center Cavity as a Function of 
Separation Distance Between Cavities at Different Angles 
Separation (in unit of diameter) 
Figure 3.4-1 Principal stress on two orbiting cavities at a separation of 0.1 diameter 
3.4.2 Interaction between an inclusion and a cavity 
The second case study examines the interaction between a center inclusion and an 
outer cavity under far-field uniaxial stress. The center inclusion has a diameter five times 
larger than that of the outer cavity and a Young's modulus three times that of the host. 
The 'rationale behind such arrangement is to study the stress state on micro porosity 
around an inclusion, which could aid in the understanding of crack nucleation and 
propagation around an inclusion. The approach used is similar to that in the study of two 
cavities (see section 3.4.1). Figure 3.4-4 shows the cavity orbiting around the inclusion 
with snapshot taken every 10 degree. The color on the figure represents the maximum 
principal stress. It is obvious from the figure that even at a separation of 3 cavity 
diameter, the difference in the distribution pattern of stress concentration on the cavity is 
still visible at various angles around the inclusion. According to the figure, the highest 
maximum principal stress appears to occur in the vicinity of 0 and 180 degrees. The 
relationship between stress and location is plotted in Graph 3.4-3. 
Graph 3.4-3 Maximum principal stress on cavity as a function of location of orbiting cavity for 
different separation distance in units of diameter of cavity 
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Graph 3.4-3 clearly shows that the maximum principal stress peaks at around 0 
and 180 degrees. This is exactly opposite to the two cavities example observed in Section 
3.4.1. In that case, the high stress zone is located away from the overlap region and stress 
peaks are in the vicinity of 90 and 270 degree. Contrary to a cavity, an inclusion that is 
more rigid than the host is capable of bearing larger load than the surrounding material, 
as evidenced by the relationship between the stiffness of an inclusion and the surface 
normal traction at the poles (see Graph 3.3-1). As a result, it is conceivable that a cavity 
above and below an inclusion be subjected to higher stress. 
Graph 3.4-4 Stress concentration on cavity as a function of separation at different angles 
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The stress concentration on the orbiting cavity is compared to that of the single 
cavity under a uniaxial stress. Graph 3.4-4 shows the percent difference between the two 
stress concentrations in terms of the separation between the cavity and the inclusion. The 
graph shows slow convergence of stress concentration to the single cavity value. 
However, because the inclusion is five times larger than the cavity, a three cavity- 
diameter separation translates to just about 0.6 inclusion diameter. This illustrates that 
whenever there are two second phase objects of different sizes, the larger of the two often 
determines the radius of influence. Each curve in Graph 3.4-4 corresponds to a different 
location of the cavity given by its angle relative to the loading direction. These curves 
show that at around 90 degrees, stress concentration on a cavity next to an inclusion is 
slightly less than that of the single cavity. Moving away from the inclusion at those 
angles raises the stress concentration on the cavity. 
Another interesting feature captured in the graph is the existence of a minimum 
on curves from about 50 to 60 degrees. Those curves begin with the stress concentration 
above that of the single cavity at small separation. As separation increases, stress 
concentration drops below the single cavity level and reaches a minimum before 
reversing its slope. It is likely that the same is also true for angles greater than 60 degrees 
and the location of the minimum will certainly be less than 0.5 cavity-diameter (or 0.1 
inclusion-diameter) away from the inclusion. Unfortunately, at the current resolution, 
simulation results obtained at such small separation are of poor quality and thus incapable 
of confirming the presence of a minimum. The existence of such a minimum is a result of 
the reversal in the order of stress concentration. At around 0 and 180 degrees, stress 
concentration decreases with increasing separation, but the opposite is true at around 90 
and 270 degrees. The transition zone is marked by the various separation curves crossing 
each other at around 60 degree in Graph 3.4-3. 
Having the largest increase in stress concentration, Graph 3.4-4 seems to suggest 
that crack initiation and propagation is more likely to start at a microporosity located 
slightly above and below the poles of an inclusion due to the high stress concentration. 
Furthermore, recall from previous discussion that the surface normal traction on an 
inclusion is largest at the poles. This leads to another possible source of cavity formation 
through partial debonding at the matrix-inclusion interface. However, note that if the 
cavity is comparable in size to the inclusion, the stress distribution around the inclusion 
will likely be different. This understanding agrees with experimental observations such as 
those reported in Lankford J and Kusenberger EN [7] on the nucleation of fatigue 
cracks in 4340 steel with inclusions. 
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in the general understanding of the mechanics of material. The study of clustered second 
phase objects hence takes on a different direction. 
In crystallography, a unit cell is defined as the smallest unit of a crystal that, if 
repeated, could generate the whole crystal. Similarly, a periodic arrangement of second 
phase objects can be broken down into its unit cell and studied individually. Borrowing 
terminologies from crystallography, a body centered cubic (BCC) unit cell of second 
phase defects will be analyzed. The result of these studies might give some insights into 
the mechanical properties of closed-cell foams and composite materials with non-random 
distribution of second phase particles. 
3.5.1 Nine cavities in a BCC arrangement 
A BCC unit cell has one cavity in the center of the cube and one in each of the 
eight corners. As a result, each cavity in this arrangement has eight immediate neighbors. 
This type of arrangement is not considered close packed. In crystallographic terms, the 
packing efficiency of BCC is 68%, about 6% less than other close packed structures such 
as the hexagonal close packed (HCP) and the face centered cubic (FCC). Any finite 
separation between the center and the corner object results in a looser packing. In the 
context of a closed-cell foam, the packing efficiency translates directly into weight saving 
in a material because the objects are actually cavities in a host material and therefore 
have zero mass. On the other hand, a tight packing of cavities can lead to large increase 
in stress concentration in the host material as shown in Graph 3.4-2. It is therefore the 
objective of this case study to investigate the tradeoff between weight saving and 
mechanical property in a closed-cell foam. 
While this study examines the additional stress concentration due to interaction 
between cavities, it does not predict the increase in stress due to a reduction in cross- 
sectional area. Currently, hardware limitation, specifically insufficient memory restricts 
the maximum number of nodes that can be run by Julian. Working under this limitation, 
we have to pick one of two options. The first option is to incorporate the second nearest- 
neighbors at a cost of greatly reducing mesh resolution for the entire system. The 
alternative is to model only the nearest-neighbors and maintain an acceptable mesh 
resolution. Accuracy will be compromised either way. 
It is decided that a good mesh resolution is more important for giving a credible 
result for the following reason. The effect of second nearest-neighbors is expected to 
decrease rapidly with separation, whereas a low resolution mesh generates poor results 
regardless of separation. In fact in close separation, the quality of the result depends 
strongly on the density of the mesh. Therefore, sacrificing mesh quality to incorporate 
second nearest-neighbors will probably not result in better accuracy in close separation. 
The spherical mesh used in the study is the 500-simplex element mesh with an 
inherent accuracy of 2.43% (see Table 3.1-2). The nine cavities are placed in the center of 
a large cube with a separation of at least 7 cavity-diameters between the edge of the cube 
and the wall of the cavity. The cube is subjected to uniaxial tension in the z-direction. 
The cube has a Young's modulus of 206.4GPa and a Poisson's ratio of 0.29, similar to 
that of 4340 steel. Results of the simulation are presented in Graph 3.5-1 and Graph 
3.5-2. 
Graph 3.5-1 Relative difference in normalized principal stress and stress concentration versus 
separation between outer and center cavity 
- - - -  - - - -  - - -  
+ Z-Stress Center Cav. + Z-Stress Outer Cav. I 
i 
' -t Principal Stress Center Cav. * Principal Stress Outer C a v ~  
-- - - - - - - - -- - - 
-10% 1 -- I 
Wall to Wall Separation Distance (in units of cavity diameter) 
Graph 3.5-2 Relative difference in principal stress and stress in loading direction compared to 
single cavity versus pore density 
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Graph 3.5-1 shows a decrease in stress concentration on the center cavity with 
separation similar to that presented in Graph 3.4-2. It is clear from the graph that stress 
concentration on center and the outer cavities respond very differently to separation. The 
outer cavities experience minimal increase in stress concentration up to a separation of 
less than 0.5 cavity-diameter. On the other hand, the center cavity is subjected to a larger 
increase in stress concentration starting from as far away as 2 cavity-diameter. The angle 
between an outer cavity and the loading direction in a BCC configuration can be 
calculated using simple trigonometry. 
Side of a cube: a 
Graph 3.5-3 compares the stress concentration on the center cavity in a BCC 
configuration with the same cavity in a cavity-cavity arrangement as discussed in Section 
3.4.1. While the calculation above shows that the angle in a BCC arrangement is 55 
degree, the BCC curve in Graph 3.5-3 actually exhibit a greater similarity to the one of 60 
degree at close separation. As separation increases, stress concentration on the BCC 
center cavity shows a much slower decline than those in cavity-cavity system. This long 
range effect is likely a result of having a 3-D array of cavities in the surroundings. 
Graph 3.5-3 Comparison of stress concentration between the BCC arrangement and the cavity- 
cavity configuration at different angles 
Separation (unit of cavity-diameter) 
A divergence of the principal stress from the 2-stress is observed at a separation at or 
below 0.55 cavity-diameter. The difference is more pronounced in the center cavity and 
less in the outer ones. Figure 3.5-1 and Figure 3.5-2 display the spatial distribution of the 
2-stress (i.e. in the loading direction) and the largest principal stress respectively. The 
upper left frame corresponds to a separation of 0.05 cavity-diameter. Each subsequent 
frame to the right corresponds to an increase in separation of 0.05 cavity-diameter. A 
comparison of the two figures shows that the location of highest principal stress also 
occurs around the equator region of the center cavity as in the case of the 2-stress. The 
divergence of the two curves at small separation can possibly be a result of a significant 
presence of other stresses such as shear stress in the equator region in addition to the 2-  
stress. In cyclic loading applications, this could lead to a different fatigue mechanism 
than uniaxial tension alone. 
Recall that the objective of this case study is to determine the tradeoff between 
weight and mechanical properties in a closed-cell foam. Graph 3.5-2 relates the relative 
increase in stress concentration to pore density, i.e. weight reduction. The increase in 
stress concentration is measured by taking the stress in a single cavity in an infinite 
medium as a baseline. One might notice from the graph that the data points seem to 
concentrate in the low density range. This is because the pore density and separation 
decreases rapidly with separation. The increase in stress concentration is gradual with 
pore density. Hence, it is not the purpose of the graph to recommend a single threshold 
value for the minimum separation between cavities. On the other hand, the usefulness of 
the graph lies in its ability to give an estimate of the expected increase in stress 
concentration due to interaction with nearest-neighbor cavities for a given pore density or 
weight reduction. The stress concentration curve corresponding to the center cavity can 
be used for this purpose but with limitations. As discussed earlier, the divergence of the 
principal stress from the 2-stress might indicate a considerable presence of shear stresses. 
As a result, applying the stress concentration estimate of Graph 3.5-2 beyond the 
divergence point is not recommended. 
Figure 3.5-1 Stress concentration on nine cavities in BCC arrangement (snapshots showing the xz- 
plane) 
,/ , 'I. , . 
Figure 3.5-2 Principal stress on nine cavities in BCC arrangement (snapshots showing the xz- 
plane) 
3.5.2 Nine inclusions in a BCC arrangement 
The following case study is similar to the previous one (see Section 3.5.1) but with 
inclusions replacing the nine cavities, e.g. corresponding to a composite material instead 
of a closed cell foam. All other aspects of this simulation are identical to the previous 
study. The inclusions have a Young's modulus about 3 times that of the host material. 
The Poison's ratios are 0.25 and 0.29 for the inclusion and the host respectively. Because 
the inclusion is stiffer than the host, partial debonding is a concern and thus the analysis 
will be focused on the changes in surface normal traction. Results of the simulation is 
presented in Graph 3.5-4 and Figure 3.5-3. 
Graph 3.5-4 Variation in maximum normal traction on center inclusion and corner inclusion in 
BCC configuration versus separation distance 
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Separation Distance (in units of diameter) 
Figure 3.5-3 shows the distribution of surface normal traction at different 
separations, increasing from 0.05 to 1.0 diameter. The distribution pattern of surface 
traction on the inclusions does not change noticeably with separation. The discontinuity 
observed at 0.05 diameter is likely a result of insufficient mesh resolution at close range. 
Graph 3.5-4 shows that surface normal traction on the center inclusion actually 
decreases as the separation distance is reduced. The decrease is accompanied by an 
increase in the maximum normal traction on the outer inclusions. This suggests that the 
load initially carried by the center inclusion is spread to the eight outer inclusions at small 
separation distance. This explanation however does not appear to account for the entire 
increase in normal traction on the outer inclusions. One would expect a much smaller 
increase than the value shown in Graph 3.5-4 because the relative increase per outer 
cavity should be less than the reduction of traction in the center. 
Graph 3.5-5 shows the changes in maximum surface normal traction with 
separation on two inclusions orientated at various angle from the loading direction. In 
other words, Graph 3.5-5 is the inclusion version of Graph 3.4-2. As Graph 3.5-5 shows, 
inclusions also experience increase in traction with proximity to each other, especially 
when orientated about the loading direction. Therefore, as the top and bottom planes of 
inclusions approach each other in the BCC case, it is possible that part of the increase in 
maximum traction on the outer inclusions is due to the proximity to the other plane. 
Because there seem to be different opposing factors contributing to the variation 
in traction at close separation, it is unclear which one of the curves (center or corner) will 
accurately predict the normal traction in a composite material with regularly distributed 
second phase particles. It is likely that the resulting normal traction will be a combination 
of the two effects. A larger scale simulation with second-nearest neighbors or possibly 
more is required to answer that question. 
Graph 3.5-5 Variation in surface normal traction with separation for two inclusions orientated at 
various angle to the loading direction 
Separation (in unit of diameter) 
Figure 3.5-3 Maximum surface normal traction on nine inclusions in BCC arrangement 
(snapshots showing the xz-plane) 
Chapter 4 Conclusion 
The Boundary Element Method is used to study the effect of interaction of second 
phase objects in a material on its performance in service. The decision to use BEM is 
based on two of its unique attributes that greatly facilitate and enhance the efficiency of 
this study. A BEM solver is developed specifically for easy manipulation of internal 
objects and rapid re-calculation in a series of simulations. The resulting BEM solver is 
capable of modeling elasticity in materials with cavities and inclusions. Analysis shows 
that for the number of nodes currently handled by the solver in the calculations described 
in the previous chapter, computation time scales as 0(N4) to the resolution of the mesh, 
which is comparable to that of FEM. However, that scaling is expected to increase to 
0(N6) as the number of nodes exceeds ten thousand, when the LU decomposition portion 
of the solver becomes the most time consuming step. Significant saving in computation 
time is achieved in the recalculation of the matrices due to partial modification of the 
internal mesh. For example, computation time is reduced by about 40% in a recalculation 
where a third of the nodes are modified. 
An extensive comparison with benchmarks shows good agreement with analytical 
solutions and published results from other investigators. A difference of less than 2% is 
obtained in the following benchmarks: 
Stress response due to an applied strain under uniaxial tension on a cube and a 
cylinder 
Stress concentration on a spherical cavity under uniaxial tension in an infinite 
body 
Stress concentration on a pair of spherical cavities under uniaxial tension in an 
infinite body 
Surface normal traction on a spherical inclusion under uniaxial tension in an 
infinite body 
Interfadal stress on a spherical inclusion under uniaxial tension in an infinite 
body 
Results have suggested that for the mesh resolution currently used in our 
simulations, accuracy declines significantly at a separation of less than 0.1 diameter. A 
comparison of spherical meshes with different resolution shows that the best tradeoff 
between accuracy and computation efficiency is given by one with 1000-linear element, 
which has less than 1% error when used as a spherical cavity under uniaxial tension. The 
best result in that benchmark is achieved by the 450-parabolic element mesh with 
accuracy as low as 0.51%. Because the total number of nodes on the 450-parabolic 
element is 1.8 times that of the 1000-linear element one, the calculation time is 3 to 6 
times longer. The only benchmark that shows a larger difference, of about 3-5%, 
compared to published result is the interaction of various 2" phase objects with a free 
surface. The poor accuracy shows the need for more intelligent meshing of the exterior 
that can provide better accuracy while preserving computational efficiency. A free 
surface is found to have a much greater effect on a spherical cavity than a similarly 
shaped inclusion in terms of stress concentration and surface normal traction respectively. 
The maximum surface normal traction on a rigid inclusion is found to have minimal 
change regardless of its separation from a free surface. 
Having shown that the solver is capable of modeling the interaction of second 
phase objects with good accuracy, a number of cases are studied in detail. The followings 
are some of the key findings. 
The location of highest maximum principal stress on an inclusion shifts from the 
equator to the poles as the inclusion goes from less rigid to more rigid than the host. 
The partial debonding at the poles of a rigid inclusion from the host is more likely to 
initiate crack propagation. On the other hand, a compliant inclusion favors crack 
propagation around the equator by stress concentration. The maximum normal 
traction on a rigid inclusion is found to have a cubic relationship with the inverse of 
the modulus ratio, Ejncl~/Ehosc. However, a general relationship cannot be established 
because the maximum normal traction is also a function of Poisson's ratio. 
Stress concentration is highest on a pair of cavities under uniaxial tension when they 
are aligned in the vicinity of 90 degrees to the loading direction. As the separation 
increases, the position of highest stress concentration moves away from the 90 degree 
alignment to within a +I- 30 degree range while the stress concentration exhibits a 
local minimum at exactly 90 degrees. The increase in stress concentration is 
significant in close proximity but declines rapidly to less than 10% beyond a 
separation of 0.5 times the diameter. A reduction in stress concentration is observed 
when the pair of cavities is aligned parallel to the loading direction. As the cavities 
orbit around each other, a change in stress distribution pattern is observed. It is 
noticed that high stress tends not to develop at locations where the two cavities 
overlaps when viewed in the direction of the applied stress. 
Stress concentration on a small cavity near a rigid inclusion is highest at locations in 
the vicinity of the poles of the inclusion and decreases with separation in those 
regions; whereas the stress concentration increases with separation around the equator 
of the inclusion. This gradual reversal in the behavior of stress concentration with 
separation leads to a separation, around 60 degrees, at which the stress concentration 
on the orbiting spherical cavity is a minimum. The result also shows that for two 
internal objects of dissimilar size, the size of the larger of the two determines the 
radius of interaction. 
Nine second phase objects ordered in a BCC arrangement are studied to investigate 
the effect of neighboring objects in three dimensions. At close separation, the increase 
in stress concentration on the center cavity is found to resemble that of two cavities 
oriented at 60 degrees to the loading direction, even though the actual, calculated 
angle is 55 degrees. The radius of interaction however is much larger than in the two- 
cavity case, but the increase is still less than about 10% at a separation of 0.5 times 
the diameter, which is equivalent to a 20% pore density. It is noticed that increase in 
stress concentration only reaches a maximum of 12% for a weight saving of as much 
as 58%. A divergence of the largest principal stress from the internal stress in the 
loading direction is observed, possibly indicating a significant presence of shear 
stresses. 
The center inclusion in a BCC layout is found to have reduced normal traction 
compared to that of single inclusion. Yet other tests have shown that when two 
inclusions approach each other, especially along the loading direction, there will be a 
significant increase in maximum normal traction. Because the current BCC model 
does not have second nearest neighbors to properly model that effect, it is unclear 
whether a reduction in normal traction will still be observed in a regularly distributed 
inclusion array. 
With the availability of open source tool called Julian which performed these 
calculations, these results are only the beginning of what can be accomplished. 
Chapter 5 Appendix 
5.7 Weighted residual method 
The first step in the method of weighted residuals involves writing the weighted 
residual statement. Since GukSJ (X )  + ( A  + G )  uj, jk ( 2 )  + bk ( X )  = 0 , the volume integral of 
this function multiplied by an arbitrary weighting factor 4' ( X )  must equal to zero, i.e. 
I[ Guk,, ( 2 )  + ( A  + G )  uj, jk ( 2 )  + bk ( x ) ]  Kv ( 2 )  dV = 0 . However instead of having an 
v 
exact distribution of displacement uk , one only has an approximation to the 
displacement, 4. As such, the function 5; ( 2 )  = Gii,,, ( 2 )  + ( A  + G )  Oj, jk ( Z )  + bk ( x )  # 0 
and hence &(x)  is called the residual. Despite having a residual, 5;(Z) # 0 ,  it is still 
possible to have the volume integral equal to zero, i.e. 
The same can be said of the boundaries, and the complete weighted residual statement 
becomes 
Equation 5-1 Complete weighted residual statement 
where 5; = ii, - Ti, and 5; = fk -$ are the residuals resulting from an approximation to 
the displacement on the boundaries. While ii, and f, denote the approximate solution, 7i, 
and f ,  represent the boundary conditions. The distinction is made such that the trial 
solution does not necessarily satisfy the boundary conditions exactly. It should also be 
noted that the weighting factors W,'. yS1 and &'z are different. 
Focusing on the volume integral in the weighted residual statement, two successive 
applications of the divergence theorem transform the volume integral into 
Notice that the body force term bk has been taken out of the volume integral and will be 
considered separately. Supposing that a weighting factor W i  is a displacement 
component, the terms within the square bracket in the last two surface integrals on the 
right hand side can be shown to be equivalent to traction. 
This simplifies the volume integral to 
Substituting the volume integral into the weighted residual, the weighted residual 
statement becomes 
The surface integrals can be simplified by defining two new variables f ik and I,, such 
that fik = Si, on S1 and fik = ri, on Sz and similarly ?, = fk on S1 and ?, =< on Sz. In 
addition, by choosing &s2 = -4' and P&4 = t: , the weighted residual statement is 
reduced to 
Recall Lord Kelvin's fundamental solution (Equation 2-2) to the Navier-Cauchy 
equation, which gives the response in the displacement field due to a unit point force in 
an infinite medium. In other words, if the weighted residual is the fundamental solution, 
then it must satisfy the following equation. 
1 
~4~' + ( A  + G )  ~5 + - 6 ( x ( q )  - ~ ( p ) )  ek (x (  p) )  = 0 
P 
where /3 is a constant depending on the dimensionality of the problem and ek is the unit 
force applied at point p. Rearranging the above equation gives 
1 G  &I;/ + ( A  + G)  yvjk =-- 6 ( ~ ( q )  - ~ ( p ) )  ek ( ~ ( p ) )  , which can be substituted into the 
P 
volume integral in the weighted residual statement. Substituting Lord Kelvin's solution 
into the weighted residual statement and simplifying the integrals yields 
Equation 5-2 Simplified weighted residual statement 
5.2 Calculation of internal stresses and principal stresses 
The following is an outline of steps used in Julian to calculate the internal stress 
components, principal stresses as well as Tresca and Von Mises stresses. The approach is 
to first rotate the global coordinates to a local coordinate system that has the third 
coordinate aligned with its surface normal. This transforms the surface traction into stress 
components 0.3, 723 513 in local coordinates. Similarly, the three displacement 
components are transformed into the local coordinate system. In addition, the 
displacement must be mapped onto an intrinsic coordinate system in order to calculate 
the various strains. 




ax * a4 , 4- denotes the intrinsic coordinate, N, is the shape function - = z x k -  
34-1 k=l 34-1 
and the summation is over all the intrinsic node1 points: 3 for linear element and 6 
for parabolic element. 
fi = (q , n2 , n, ) is the unit outward normal 
Transform displacement from global coordinate to local coordinate 
Calculate strain components from displacements in local coordinate 
The components of local strain that can be calculated from local displacements 
are E, , E~ and y, . 
t a 4  au; auj E. =- and yi=(-+--) 
8 4  a$ a t  
where 
Note that while the shape function Nk is zero by definition at nodes other than its 
aNk own, its derivative - can have non-zero values. 
a< 
34-1 = 1 a<,= 
- - -
- cos 6' 
4 141 3% l4lsinQ 
s ine=  41-cos2e 
Transform traction from global coordinate to stress component in local coordinate 
The corresponding components of local stress are 4, and 4, 
Apply the generalized Hookeys law to find the complete stress and strain state 
Transform stress and strain from local coordinate back to global coordinate 
Strain can be transformed using a similar equation or it can be calculated from the 
transformed stress components using generalized Hooke's law. 
Calculate the principal stresses as well as Von Mises and Tresca stresses 
The principal stresses are given by the eigenvalues of this system of equations 
In other words, the roots of this cubic equation are the principal stresses. 
The following algorithm for evaluating the cube root follows the solution 
= 0 det 
developed by Gagnon [3]. 
1 1 -  0 1 2  a 1  3 
o ( 0  A )  
O31 O 3 2  (03-') 
if h s 0 , then all three roots are real which is often the case for principal stresses. 
, k = arccos (- i) 
M = cos (:I 
Finally, the three principal stresses are given by 
Knowing the principal stresses, the evaluation of von Mises and Tresca stresses 
become straightforward. 
Equation 5-3 von Mises stress 
where q, o2 and 0, are the principal stresses. 
The Tresca stress given by Julian is actually twice the Tresca shear stress. The 
reason is that it makes direct comparison with von Mises stress and yield stress 
easier. 
0 ~ m c a  = 2'~nxa = Omax - %in 
Equation 5-4 Tresca stress 
5.3 Sample program using Julian's BEM library function for 
elasticity calculation 
The following sample program features many of Julian's BEM library functions. 
It demonstrates many of the components discuss in Chapter Chapter 2 and it serves as a 
good starting point to learn using Julian's BEM library function for elasticity calculation. 
In summary, a typical program consists of the following steps 
1. Specify various test parameters (e.g. number of defects, number of iterations, 
defects locations and size, material properties) 
2. Import mesh for parent material 
3. Import cavity mesh(es) 
4. If inclusion is present, calculate [G~~~,.]- '  [Hint,.] 
5. Create sets 
6. Make the [Hj and [a, {u }  and {q} matrices 
7. If inclusion is present, apply [Ginc,.]-' [ H ~ ~ ~ , . ]  to the swapped [q matrix 
8. Solve the [A] {x} = [B] b} equation 
9. If an inclusion is present, back substitute for traction on the host/inclusion 
interface 
10. Calculate the complete stress state from resulting displacements and tractions 
11 .  Apply changes to the mesh if running more than one iteration 
1 2. Display and record results 
13. Back to step 6 to begin the next iteration 
Here is a sample program written in C using Julian's elasticity code to calculate two 
second phase object moving away from each other as seen in Section 3.4. Comments 
inserted in italic letters are not part of the program. 
The program starts with setting parameters for the simulation. 








/* The three fields here */ 
#define DISPLACEMENT-X 0 
#define DISPLACEMENV 1 
#define DISPLACEMENT-Z 2 
Defining ASTRESS enables the post-processing calculation of the complete stress state, principal stresses, Tresca and von Mises 
stress. If this is not defined, the result will be returned as traction and displacement. 
/* Toggle axial stress calculation */ 
#define ASTRESS 
This section sets the presence and number of inclusion. If defined PRINT-TRACTION, the surface normal traction will be recorded 
and displayed. 
I* Toggle inclusion calculation */ 
#define INCLUSION 
#define PRINT-TRACTION 
#define NUM-INCL 1 
The material properties of the host material are defined here. #define iteration defines the number of iteration to be run. 
/* Parameters */ 
#define youngmod 200000000000. /* Young's Modulus */ 
#define PoissonR 0.30 /* Poisson's Ratio */ 
#define iteration 20 
#define PI 3.14159265358979323846 
The total number of cavities and inclusions is defined here. The total is given by NUMDEF-X * NUMDEF- Y * NUMDEF*Z. 
Defect location can be specified manually or be generated automatically by enabling A UTODEFGEN. 
A UTODEFGEN is ideal for generating regular arrays of defects. 
INITPOS specifies the position of the first defect; INCREM specifies the position of subsequent of defect relative to the previous one. 
RADIUS is the factor the defect is scaled by. This is the reason defect geometries usually have characteristic dimension of unity. 
MOVE is the translation vector applied to specific defect aAer each iteration. 
I* Number of defects in x, y and z direction */ 
#define NUMDEF-X 2 
#define NUMDEF-Y 1 
#define NUMDEF-Z 1 
/* Semi-automatic defect generation */ 
/* If auto defect generation is turned off, location coordinates must be specified manually 
in defcoord[] in the defect import section. Also, the total number of defect must be specified 
in the number of defects, such as NUMDEF-Y = NUMDEF-Z = 1, NUMDEF-X = total # of defects */ 
#define AUTODEFGEN 
/* Location of first defect */ 
#define INITPOS-X 0. 
#define INITPOS-Y 0. 
#define INITPOS-Z 0. 
I* Distance between defects */ 
#define INCREM-X 1.05 
#define INCREM-Y 0. 
#define INCREM-Z 0. 
I* Scaling factor for the defect size *I 
#define RADIUS 0.5 
I* Move vector */ 
#define MOVE-X 0.05 
#define MOVE-Y 0. 
#define MOVE-Z 0. 
I* Defect mesh info filename *I 
#define DEFECT-FILE "pore.ans" 
Each simulation should have a distinct description. This allows many simulations to run simultaneously without overwriting result of 
prior simulation. 
I* Output filename description *I 
#define DESCRIPTION "2inc1-00deg" 
#define errorkill(routine,ermrnum) \ 
{fprintf (stderr, -("Error %d in %s.\nU), errornum, routine); return 1;) 
#ifdef HAVE-LIBINTL-H 
#include <libintl.h> 
#else I* HAVE-LIBINTL-H *I 
#include <intVlibintl.h> 
#endif I* HAVE-LIBINTL-H */ 
#define -(String) gettext (String) 
A simple function that makes printing to an output file easier. Note that it appends to the end of an existing file, so make sure the 
output file is properly opened before using this hnction. 
static inline int printofile (char filename[100], char string[500]) 
{ 
FILE *tofile; 
I* Append to Output file */ 
if (! (tofile = fopen (filename, "a"))) 
printf ("Can't open Pro Engineer output file %s\nW, filename); 
return 1 : 
1 




Beginning of main program. 
int main(int argc, char *argv[]) 
{ 
BEM theBEM, bemIncl; 
FILE *proe-input, *proe-output. *displayl, *display2; 
int err, format = PROE, i, *nodes, set=l, extgrp, run, numdefect=O; 
double ***strain, *elasticonstant, **dlocation, movector[3] ={MOVE-X,MOVE-Y,MOVE-Z}, **input; 
double ys[2]={-0.,00000000.); I* The variable give the minimum and maximum value (scale) for display, 0. to disable *I 
char textbuffer[500], filename[100], out-filename[100] ; 
clock-t lastime=O, iterationtime=O: 
setlocale (LC-ALL, " ") ; 
bindtextdomain (PACKAGE. LOCALEDIR); 
textdomain (PACKAGE); 
/* Assign output filename */ 
sprintf(out-filename, "prout-%s.csv", DESCRIPTION); 
This portion of the code imports the host material. 
I* Open Input file */ 
if (! (proe-input = fopen (PROEFILENAME, "r"))) 
{ 
printf (-("Can't open Pro Engineer input file %sh"), PROEFILENAME); 
return 1 ; 
1 
I* Import mesh and boundary conditions from input file */ 
if (! (theBEM = bemImport (proe-input. PROE))) 
{ 
printf (-("Error importing Pro Engineer file %s, locating detailed cause ... \nW), 
PROEFILENAME) ; 
fclose @roe-input) ; 
/* Use lower-level fns to troubleshoot */ 
if (! (proe-input = fopen (PROEFILENAME. "r"))) 
{ 




if (!(theBEM = bemcreate ("ProE BEM", 6, 3. 1.))) 
{ 
printf (-("Can't create initial mesh to import intoh")); 
return 1; 
1 
if (err = bernAppend (theBEM, proe-input, PROE)) 
{ 
printf (-("BEMAppend returned error %dhW), err); 
return 1; 
1 
printf (-("Hmrn, no apparent error the second time, let's see if it passes the tests ...\nu)); 
1 
The defects are imported in this section. Some parameters will need to be speu'fied here if manual defect generation is used. Parts of 
the code can also be modified to better suit the needs of anyparticular defect arrangements. 
I* Importing Defects */ 
I* Create separate function in the future *I 
{ 
int xdefect = NUMDEF-X, ydefect = NUMDEF-Y, zdefect = NUMDEF-Z. *nodes, group, i, j, k; I* xdefect = # defects 
in x direction */ 
double *coord, angle[3]={0., O., 0.). a[3]={0,0,0), axis[3]={l,l.l); 
I* offset[3] = The location of the center of first defect . 
increment131 = location of next defects relative to previous one *I 
double offset [3] ={INITPOS-X, INITPOS-Y. INITPOS-Z) , increment [3] = {INCREM-X, INCREM-Y, INCREM-Z) ; 
/* factor = The scaling factor for defects which have unit length in x direction */ 
double factor = RADIUS; 
Defect coordinates is set manually here in the array "defcoord". The content within is equivalent to the parameter set for 
autogeneration. 
I* Set defect coordinates manually *I 
#ifndef AUTODEFGEN 
I* defcoord[3*NUMDEF-X*NUMDEF-Y*NUMDEF-Z] = The coordinates of defect location if auto defect generation is 
turned ofP/ 
double defcoord[3*NUMDEF-X*NUMDEF-Y*NUMDEF-Z] = {0..0.,0.,1.05,0.,0.}; 
#endif 
I* Allocating memory for defect info storage *I 
if((d1ocation = (double **) malloc(xdefect*ydefect*zdefect * sizeof(double*)))==NULL) 
printf("Memory allocation error for pr0etest.c - retumsh"); 
for (i=O; i<(xdefect*ydefect*zdefect); i++) 
if((dlocation[i] = (double *) malloc(4 * sizeof(double)))==NULL) 
printf("Memory allocation error for pr0etest.c - returnsh"); 
numdefect = xdefect*ydefect*zdefect; 
for (k=O; k<zdefect; k++) 
{ 
for (j=O; j<ydefect; j++) 
{ 
for (i=O; i<xdefect; i++) 
{ 
group = bernNumGroups(theBEM); 
if (! (proe-input = fopen (DEFECT-FILE, "r"))) 
{ 
printf C(" Can't open Pro Engineer defect file %sh"). DEFECT-FILE) ; 
return 1; 
1 
if (err = bemAppend (theBEM, proe-input, PROE)) 
{ 
printf (-("Error in BEMAppend for defect - %dhN),  err); 
return 1 ; 
1 
fclose @roe-input) ; 
I* Scale defect size by certain factor */ 
if ((err = bemGroupScale (theBEM, group, a, factor))!=O) 
printf ("Error in scaling - %dh", err); 
/* Rotate defect by three angles */ 
if ((err = bemGroupRotate2 (theBEM, group, a, angle))!=O) 
printf ("Error in rotation - %d\nW, err); 
#ifndef AUTODEFGEN 
I* Manual setting of defect position */ 
for (err=O; err<3; err++) 
offset[err] = defcoord[k*xdefect*ydefect*3+j*xdefect*3+i*3+err]; 
#endif 
I* Move defect to final position */ 
if ((en = bemGroupTranslate (theBEM, group, offset))!=O) 
printf ("Error in translation - %d\nm, err); 
/* Record defect initial location to record */ 
for(err=O; erre3; err++) 
dlocation[k*xdefect*ydefect+j*xdefect+i] [err] = offset[err] ; 
dlocation[k*xdefect*ydefect+j*xdefect+i] [3] = factor; 
#ifdef DEBUG-MI0 
printf("Location for %d defect is: %f, %f, %f\nW, k*xdefect*ydefect+j*xdefect+i, 
dlocation[k*xdefect*ydefect+j*xdefect+i] [O], dlocation[k*xdefect*ydefect+j*xdefect+i] [1], 
dlocation[k*xdefect* ydefect+j*xdefect+i] [2]); 
#endif 
1 
offset [O] +=increment [O]; 
angle[2]+=0.; I* rotation in z-axis direction */ 




offset[O] = INITPOS-X; 
angle[2] += 0.; I* rotation in z-axis direction *I 
angle[l] += 0.; I* rotation in new y-axis direction */ 
1 
offset [2]+=increment (21 ; 
I* Tell defect to avoid certain location 
while (fabs(offset[2]) c 1 .) 
i 
offset[2] += increment[2]; 




offset[l ] = INITPOS-Y; 
angle[2] += 0.; I* rotation in z-axis direction *I 
angle[l] += 0.; I* rotation in new y-axis direction *I 
factor *= 1 .; I* Size of defect decreases as Z loops *I 
1 
This section calculates [Gjnc1.]-' [Hjncl.] for the inclusion and stores it io another BEM owect. Note that the material properties 
for the inclusion is specified here. 
incl_elasticonst[l] = Poisson 's ratio 
incl_elasticonst[O] = Young's modulus 
#ifdef INCLUSION 
I* This section of code calculates inclusion Ginv.*H matrix *I 
I* TODO: Make bemIncl an array if needed. i.e. inclusion are all different in size 
and shape *I 
{ 
double incl-elasticonst[2]; 
I* Titanium Nitride: Poisson ratio = 0.25, Young's modulus - 6OOGPa *I 
if(proeInc1usionHG (&bemIncl, factor11 ., angle, incl-elasticonst. DEFECT-FILE. DESCRIPTION)) 
printf("Inc1usion import failedb"); 
1 
Groups are assigned into sets here. Each defect is assigned to a set. 
I* Making sets *I 
int *setsize; 
if((nodes = (int *) malloc(bemNumGroups(theBEM) * sizeof(int)))==NULL) 
printf("Memory allocation error for pr0etest.c - retumsb"); 
if((setsize = (int *) malloc(set * sizeof(int)))==NULL) 
printf("Memory allocation error for pr0etest.c - retum\nn); 
I* setsize[O] is the external surface group wlo any internal defects *I 
setsize[O] = extgrp; 
I* Each internal defect belongs to its own set *I 
for (i=l; icset; i++) 
setsize[i] = 1 ; 
I* Getting the group number order for the sets *I 
for (i=O; i<bemNumGroups(theBEM); i++) 
nodes[i] = i; 
if((err = bemMakeSets (theBEM, set, setsize, nodes))) 
printf("bemA4akeSets returns %d\nW, err); 
free (nodes); 
1 
I* Assigning elastic constants to each set *I 
if((e1asticonstant = (double *) malloc(2 * set * sizeof(double)))==NULL) 
printf("Memory allocation error for pr0etest.c - returns\nW); 
llelasticonstant [Z] ={O. , PoissonR) 
for (i=O; icset; i++) 
{ 
elasticonstant [2*i+ 1] = PoissonR; 
elasticonstant[2*i] = youngmod I (2 * (1 + elasticonstant[Z*i+l])); 
1 
I* Printing the mesh information to file, need to run first before printing H and G matrices *I 
if(bernPrintMeshInf0 (theBEM, out-filename, youngmod, elasticonstant)) 
printf("Error printing mesh info to fileb"); 
Visual display of the result is handled by Geomview. Currently, the result is shown in two Geomview windows, more can be added if 
required. 
#ifdef ASTRESS 
/* Open Geomview display */ 
displayl = display2 = NULL; 
if ((displayl = bemGeomviewBegin(theBEM)) == NULL 11 (display2 = bemGeomviewBegin(theBEM)) == NULL) 
{ 
printf ("Error opening Geornview display\n"); 
fclose (displayl) ; 




if ((input = (double **) malloc (bemNumGmups(theBEM) * sizeof(doub1e *)))==NULL) 
{ 
printf("Memory allocation error in proetest.c\n"); 
return 1 ; 
1 
for (group=O; group<bemNumGroups(theBEM); group++) 
if ((input[group] = (double *) malloc (bemGroupNumElements(theBEM, group) * sizeof(double)))==NULL) 
{ 





The is the begiming of the iterative portion of the code. 
I* Start of iteration calculation */ 
for (run=O; runciteration; run++) 
{ 
printf("1teration: %d, Time elapsed since last iteration: %d seconds\n", run, clockO/CLOCKS-PER-SEC - iterationtime); 
iterationtime = clock0 / CLOCKS-PER-SEC; 
The Hand G m a w  is calculated here. In subsequent calculations, only the touched sets are re-calculated. 
I* Building all the matrix H, G, u, q */ 
lastime = clock0 / CLOCKS-PER-SEC; 
printf ("Making H and G matrices\nU); 
if (err = bemMakeHG (theBEM. "isoelastic", elasticonstant)) 
errorkill ("bemMakeHGW, err); 
printf("bemMakeHG has taken %d seconds\nn, clockO/CLOCKS-PER-SEC - lastime); 
lastime = clock0 / CLOCKS-PER-SEC; 
Incoprating the G inverse H matrix calculated earlier for inclusion into the Ax=By equation of the system. 
#ifdef INCLUSION 
if@meInclusionAB(theBEM, bemIncl, NUM-INCL)) 
printf("Error adding GinvH to A rnatrixh"); 
#endif 
if (run ==O) 
{ 
printf ("Storing BCs in RHS vectorsh"); 
if (err = bemAddUQ(theBEM)) 
errorkill (" bemAddUQ", err); 
1 
else 
I* During additional iterations, the UQ vectors must either be swapped again 
because bemSolve swap them back at the end OR wipe out and added again if 
the original BC are desired, in which case the swapping is already taken 
care of. */ 
{ 
I* 
if (err = bemSwapUQRows (theBEM. 1 .)) 
errorkill ("bemSwapUQRows", err); */ 
if (err = bemRwertUQ(theBEM)) 
errorkill ("bemRevertUQ", err); 
1 
printf ("Calculating solutionh"); 
Solving the Ax=By matrix equation. 
/* Solving the matrix */ 
lastime = clock0 / CLOCKS-PER-SEC; 
if (err = bemSolve (theBEM)) 
errorkill (" bemSolveM ,err) ; 
printf("bemSo1ve has taken %d secondsh", clockO/CLOCKS-PER-SEC - lastime); 
lastime = clock0 / CLOCKS-PER-SEC; 
Back substitution to f ~ d  traction on inclusion. 
#ifdef INCLUSION 
/* If the inclusion is rotated after each iteration, need to 
remake inclusion G and H matrix and recalculate GinvH as well */ 
if(proeInclusionBackSubT (theBEM, bemlncl, NUM-INCL)) 
printf("Error back substituting Q matrix for inclusion\nW); 
#endif 
Beginning of post-processing such as the calculation of the complete stress state, printing result to output file, and display of result 
visually using Geomview. 
I* Calculating the principal stresses and recording to output file *I 
{ 
int group, elem; 
char tmptxtbuffer[500] ; 
printf("Calcu1ating stress components\nW); 
if((strain = bemAxialStress(theBEM, elasticonstant))==NULL) 
printf("BemAxia1Stress returns error\nW); 
I* Determine the maximum principal stress on the last group */ 
group = bemNumGroups (theBEM) - 1 ; 
printf("Maximum principal stress for last defect = %f\n", bemMaxStress (theBEM, elasticonstant, group, 8, 8)); 
printf("Maximum principal stress for second last defect = %h", bemMaxStress (theBEM, elasticonstant, group-l,8, 8)); 
I* Printing the axial stresses to output file */ 
//sprintf(textbuffer, "hResulting stress state from iteration, %dh", run); 
//if (printofile (out-filename, textbuffer)) 
I/ printf("Error printing to file - %sh", out-filename); 
if (run == 0 && numdefect > 0) 
{ 
sprintf(textbuffer, "hIteration,"); 
for (group=bemNumGroups(theBEM)-numdefect; group<bemNumGroups(theBEM); group++) 
{ 
#ifndef PRINT-TRACTION 
sprintf(tmptxtbuffer, "Z-S Gr %d,", group); 
#endif 
#ifdef PRINT-TRACTION 




for (group=bemNumGroups(theBEM)-numdefect; group<bemNumGroups(theBEM); group++) 




if (printofile (out-filename, textbuffer)) 
printf("Error printing to file - %s\n", out-filename); 
1 
sprintf(textbuffer. "%d.". run); 
By changing the number in the bemMaxStress0 function, Geomview will display other stress components. Here is a list of stresses 
denoted by the numbers: 
6: a, 7: a, 8: a, 9: a, 10: a, 1 1 : a,. 12-1 4: principal stress, 15: Tresca, 16: VonMises, 1 7: normal traction 
for (group=bernNumGroups(theBEM)-numdefect; group<bemNumGroups(theBEM); group++) 
{ 
#ifndef PRINT-TRACTION 
sprintf(tmptxtbuffer. "%f,", bemMaxStress (theBEM. elasticonstant, group. 8,8)); 
#endif 
#ifdef PRINT-TRACTION 




for (group=bemNumCroups(theBEM)-numdefect; groupcbemNurnGroups(theBEM); group++) 
{ 
sprintf(tmptxtbuffer. "%f,", beMaxstress (theBEM, elasticonstant. group. 12. 15)); 
strcat(textbuffer, bnptxtbuffer); 
1 
strcat(textbuffer, "W) ; 
if (printofile (out-filename, textbuffer)) 
printf("Error printing to file - %s\nn, out-filename); 
//if (bemPrintStresses (theBEM, out-filename)) 
//printf("Error printing stress states\n ") ; 
#ifdef ASTRESS 
I* Send to Geomview Display */ 
P Preparing values to be inputed as display for bemGeomviewDisplay */ 
for (group=O; group<bemNumGroups(theBEM); group++) 
for (elem = 0; elemcbemGroupNumElements(theBEM, group); elem++) 
input[pup] [elem] = strain[pup] [elem] [15] ; 
if (bemGeomviewDisplay (displayl, theBEM. input, ys)) 
fclose (displayl) ; 
for (group=O; groupcbemNumGroups(theBEM); group++) 
for (elem = 0; elemcbemCroupNumElements(theBEM. group); elem++) 
{ 
input[groupl [elem] = strain[group] [elem] [8] ; 
#ifdef PRINT-TRACTION 
input[group] [elem] = strain[group] [elem] [17]; 
#endif 
1 
if (bemGeomviewDisplay (display2, theBEM, input, ys)) 
fclose (display2) ; 
{ 
char instring [loo] . *youte; 
printf ("Say cheese. press center> when ready to take snapshot ... W); 
youte = fgets (instring. 100, stdin); 
1 
sprintf(fi1ename. "prout-%s-1-%03d.ppmw. DESCRIPTION. run); 
fprintf (displayl, "(snapshot cO %s)\nn, filename); 
mush (displayl); 
sprintf(filename, "prout-%s-2-%03d.ppmW, DESCRIPTION, run); 




At the end of iteration, changes are added to the each defect individually thugh  bemGroupTmnslate (for translation), 
bemGroupScale (for resizi"gl or bemGroupRotate2 (for rotation). 
I* Applying changes to the defect after each iteration */ 
if (iteration > 1 && run < (iteration -1)) 
{ 
int group, i; 
group = bemNumCroups(theBEM) - numdefect; 
I* Adding a translation vector to the coordinates */ 
if ((err = bemGroupTranslate (theBEM, p u p ,  movector))!=O) 
printf ("Error in translation - %d\nn. err); 
I* Update defect location info */ 
for (err=O; errc3; err++) 
dlocation[numdefect-11 [err] += movector[err] ; 
printf("Group %d moved to [%f, %f, %fl\nU, 
group, dlocation[numdefect-11 [O]. dlocation[numdefect-11 [I], dlocation[numdefect-1][2]); 
I* Scaling the defect 
if ((err = bemGroupScale (theBEM, group, dlocation[numdefect-11, l.l))!=O) 
printf ("Error in scaling - %d\nM, err); */ 
1 
} I* Finish iteration */ 
The rest of the program displays final results on-screen and in file. 
#ifndef ASTRESS 
displayl = bernDisplay (theBEM, DISPLACEMENT-Z, 0); 
#endif 
I* Displaying Numerical Result *I 
f 
int group, elem, node, counter=O, i; 
double tract[3], disp[3]; 
for (group=O; group<bemNumGroups(theBEM); group++) 
{ 





for (elem=O; elem<bemGroupNurnElements (theBEM, group); elem++) 
{ 
nodes = bemGroupElementNodes (theBEM, group, elem); 
for (node=O; node~bemGroupNodesPerElement (theBEM, group); node++) 
f 
for (i=0; i<3; i++) 
{ 
tract[i] +=bemQValues (theBEM, group, nodes[node], i, 0); 





printf("Group %d: Average traction = (%05.4g. %05.4g, %05.4g); Average displacement = (%05.4g, %05.4g. 
%O5.4g)\nm. 
group, tract[O]/counter, tract[l]/counter, tract[2]/counter, disp[O]/counter, disp[l]/counter, disp[2]/counter); 
sprintf(textbuffer. "\nGroup,%d,Avg Traction,%g,%g,%g,,Avg Displacement,%g,%g.%g", 
group, tract[O]/counter, tract[ll/counter, tract[2]/counter, disp[O]/counter, disp[l]/counter, disp[%]/counter); 
if (printofile (out-filename, textbuffer)) 
printf("Error printing to file - %s\nM, out-filename); 
1 
I* Add displacement to nodes in all groups */ 
if ((err = bemAddDisplacement (theBEM, 1000.)) ! =0) 
printf ("Error moving nodes in bemAddDisplacementh - %d", err); 
{ 
int group, elem; 
char instring [100], *youte; 
#ifdef ASTRESS 
I* Send to Geomview Display */ 
/* Preparing values to be inputed as display for bemGeomviewDisplay *I 
for (gmup=O; group<bemNumGroups(theBEM); group++) 
for (elem = 0; elem<bemGroupNurnElements(theBEM. group); elem++) 
input[group] [elem] = strain[group] [elem] [l5]; 
if (bemGeomviewDisplay (displayl, theBEM, input, ys)) 
fclose (display 1) ; 
for (group=O; group<bemNumGroups(theBEM); group++) 
for (elem = 0; elem<bemGroupNurnElements(theBEM, group); elem++) 
{ 
input[group] [elem] = strain[group] [elem] [8]; 
#ifdef PRINTTRACTION 
input[group] [elem] = strain[group] [elem] [l7]; 
#endif 
1 
if (bernGeomviewDisplay (display2 theBEM, input, ys)) 
fclose (display2); 
sprintf(filename, "pmut-%s-l-%03d.ppmW, DESCRIPTION, iteration); 
fprintf (displayl. "(snapshot cO %s)\nW ,filename); 
mush (displayl); 
sprintf(fi1ename. "pmut-%s-2-%03d.ppmW, DESCRIPTION, iteration); 
fprintf (display2. " (snapshot cO %s)\nW ,filename); 
mush (display2); 
printf ("Press <enter> to continue ... \nu); 





display2 = bemDisplay (theBEM. DISPLACEMENT-Z.1); 
printf ("Press <enter> to continue ... h"); 
youte = fgets (instring, 100, stdin); 
fprintf (display 1 , "(exit) "); 
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