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It was shown in [1] that the dynamics of a pair of electrons in graphene can be mapped onto
that of a single particle with negative effective mass, leading to bound states of positive energy
despite the formally repulsive interaction. However, this conclusion was based on the analysis of
the two–particle problem, neglecting the role of the Dirac sea and the many–body effects. The two
dominant such effects at zero temperature are screening of the Coulomb interaction by the Dirac
sea, and reduction of the available phase space due to Pauli blocking of transitions into the states
below the Fermi level. We show that these effects result in strong renormalization of the binding
energy, but do not destroy the metastable states. Thus the binding energies are strongly dependent
on the chemical potential owing to the combined effects of screening and Pauli blocking. Hence, the
quasibound resonances can be tuned by electrostatic doping.
I. INTRODUCTION
For over a decade, graphene has been the object of
tremendous research attention due in part to the variety
of novel pseudo–relativistic phenomena it made accessi-
ble in the condensed matter laboratory2–5. One exam-
ple of an open research problem in graphene is that of
the zero–field excitonic condensate, which has seen sig-
nificant treatment in the theoretical literature6–8. The
absence of the predicted experimental signatures9,10 has
prompted some authors to study the prototypical two–
body problem1,11–14 in an attempt to better understand
the emergent properties of these non–trivial correlated
phases.
Most of the interesting electronic behaviour in
graphene can be attributed to its low energy bandstruc-
ture, which is effectively described by a pair of Dirac
cones15 centered on the points K+ and K− in the first
Brillouin zone. To first order in momentum, the disper-
sion of a single electron near one of these points is given
by  = ±vF p, where vF = 106ms−1 is the Fermi velocity
and p = |p| is the magnitude of the momentum relative
to either K+ or K−. The dynamics of a pair of non–
interacting electrons is described by the Hamiltonian:
ĤL = vFσ1 · pˆ1 + vFσ2 · pˆ2, (1)
where pˆi and σi are the momentum and pseudospin op-
erators, respectively, and subscripts refer to particle 1
and particle 2. The most interesting two–particle be-
haviour occurs when the kinetic energy of the constituent
particles is compensated, which occurs in the scattering
channel p1 = −p2 ≡ p. Indeed, ĤL has four energy
configurations: E1,2 = 0 (in which one electron is in the
conduction band, and the other is in the valance band),
E3 = 2vF p (when both electrons are in the upper cone)
and E4 = −2vF p (both electrons in the lower cone). The
space of two–particle states is therefore partitioned into
two important subspaces: the the non–dispersing sector,
which is spanned by states of zero energy, and the dis-
persing sector of all other states. The two–particle eigen-
states within the non–dispersing sector are given by1:
|1, φp〉 = 1√
2
[
e−iφp |↑↑〉+ eiφp |↓↓〉] ,
|2, φp〉 = 1√
2
[|↑↓〉+ |↓↑〉] ,
(2)
where the arrows represent the pseudospin configuration,
in analogy with the problem of two spin–1/2 particles,
and φp is the polar angle in momentum–space defined
by tan(φp) =
py
px
. For the states spanned by |1, φp〉 and
|2, φp〉, the kinetic energy compensation was shown in
Ref. [13] to lead to singular behaviour when interactions
are introduced into the problem. However, the singular-
ity arises only in the case of exact symmetry between the
cones. A complete treatment of the problem therefore
requires analysis beyond the conical approximation, e.g.,
by the introduction of a small band curvature.
While the conical approximation to the dispersion is
typically sufficient for describing the electronic proper-
ties of graphene, it was argued in Ref. [1] that this is not
true of the two–body problem. In the conical approxi-
mation, the kinetic energy of a single electron scales like
vF p ∼ ~vFr due to the uncertainty principle. However, if
the linear contributions cancel exactly (as they do for the
energy configuration discussed above) the dominant term
is due to a small band curvature, which instead scales like
p2 ∼ ~2r2 . If the particles interact via a Coulomb potential
(U(r) ∼ e2r ) then a quadratic kinetic energy of the ap-
propriate sign1 leads to bound state formation regardless
of the interaction strength16.
In order to understand the origin and significance
of the band curvature, we consider the single–particle
Hamiltonian discussed in Ref. [1], which is given by
Ĥj = vFσj · pj −
p2j
4m∗
+ τjµ(px,j + ipy,j)
2σ+,j + h.c.,
(3)
where h.c. denotes the Hermitian conjugate of the pre-
vious term, σ+,j =
1
2 (σx,j + iσy,j) and τj = ± deter-
mines the sign of the trigonal warping term for a particle
near the K±–point. There are also two new parameters
ar
X
iv
:1
51
2.
02
95
3v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
9 D
ec
 20
15
2which determine the energy in Eq. (3): the first is an
effective mass m∗ = ~
2
9a2t′ , which arises due to hopping
between next–nearest–neighbours (where t′ is the next–
nearest–neighbour hopping parameter17 and a = 1.42A˚
is the carbon–carbon distance in graphene); the second
arises due to the trigonal warping of the bands, and is
given by µ = 3a
2t
8~2 (where t = 2.8eV is the nearest–
neighbour–hopping parameter). The effective mass can
be as high as m∗ = 7.5me (see discussion of t′ below),
so that the isotropic contribution to the band curvature
is small. When m∗ < 0.8me however, the curvature is
sufficiently large to induce pairing1. Unlike the linear
terms, the quadratic terms do not change their sign under
p → −p, and hence do not cancel in the non–dispersing
sector (E1,2 = 0). The effective Hamiltonian for parti-
cles in the non–dispersing sector can be constructed by
projecting out the high energy states1:
Ĥeff1,2 =
[
− p22m∗ τ1,2µp2 sin(3φp)
τ1,2µp
2 sin(3φp) − p
2
2m∗
]
, (4)
for two particles in the same valley, where the rows
and columns correspond to states |1, φp〉 and |2, φp〉 and
τ1,2 = τ1 + τ2. In this work we will consider the case
of two particles in the same valley (the so–called direct
pairs) so that τ1,2 = ±2.
It was shown in Ref. [1] that the electron–electron
pair described by Eq. (4) has negative–definite kinetic
energy when the nearest–neighbour–hopping parameter
(t′) takes a certain size. We note that t′ is not tuneable,
but there is some disagreement about its precise value
(see the discussion in [1] and references therein) which is
expected to fall in the range 0.02t ≤ t′ ≤ 0.2t. The role
of t′ can be understood by noting that Eq. (4) has eigen-
values of the form Ekin = −2µp2 (η + sin(3φp)), where
we have introduced the anisotropy parameter η = 6t
′
t . If
η > 1 the isotropic term dominates, and the kinetic en-
ergy is negative definite, so that pairing will occur for a
repulsive interaction. When η < 1 the kinetic energy is
sign–indefinite, and the anisotropy due to trigonal warp-
ing is more important1. The aforementioned range of
possible values of t′ leads to a corresponding value for
the anisotropy parameter: 0.12 ≤ η ≤ 1.2.
It is instructive to compare the interaction effects de-
scribed in Ref. [1] to other, more familiar condensed mat-
ter systems. In semiconductors at low doping, attractive
interactions result in binding between electrons near the
bottom of an empty conduction band and holes near the
top of a filled valence band, separated by a gap. When
the concentrations of electrons and holes are sufficiently
low, one can ignore the effects of Fermi statistics and de-
scribe the excitons in terms of two constituent massive
particles. The resulting energy levels are dependent on
dimensionality and the details of the interaction. In con-
trast to this, metals admit low–energy excitations which
involve transitions between electron states near the Fermi
level within the same band. Most of these transitions are
blocked due to the Pauli exclusion principle, which may
result in low–temperature anomalies and, eventually, the
formation of strongly correlated phases such as ferro-
magnets, charge density waves, etc. The details of such
transitions depend upon the interaction between the elec-
trons, as well as the structure of the single particle spec-
trum. In the case of a weak attractive interaction and flat
density of states, the restrictions arising from Pauli block-
ing can result in the formation of a bound state known
as a Cooper pair, irrespective of the dimensionality. The
many–body physics of graphene does not fit neatly into
either of the scenarios above. On the one hand, mono-
layer graphene is gapless, so that elementary excitations
cannot be thought of as entirely seperate from the sea of
free carriers, as they can be in semiconductors. On the
other hand, the density of states is linear, and vanishes
near the charge–neutrality point. Therefore, graphene
(near Ef = 0) can not be considered to be a metal, ei-
ther (for a full discussion see, e.g., Ref. [25]). Further,
due to the linear dispersion, the Coulomb coupling con-
stant is independent of the density of free carriers, and
electron–electron interactions are important irrespective
of the doping. This is not the case for a two–dimensional
electron gas with parabolic dispersion25. It is therefore
unclear whether the two–body problem will necessarily
stand on its own or, e.g., be valid for only some (if any)
doping regimes when the effects of the Dirac sea are taken
into account. Thus, it is desirable to incorporate the ef-
fects of Pauli blocking and screening into the two–body
problem of an interacting electron–electron pair.
In this work, we show that the electron–electron pairs
which form in the subspace of non–dispersing two–
particle states have their energies renormalized by many–
body effects. We study the two most important many–
body phenomena at zero temperature: screening of the
interaction by free carriers in the Dirac sea, and (ii) Pauli
blocking, in which scattering into single–particle states
below the Fermi level is forbidden due to the Pauli ex-
clusion principle. We show that the problem admits an
analytic solution when the interaction is short–ranged (in
the subspace of states where the trigonal warping is com-
pensated). We then treat the complete problem, with
bandstructure warping and screened interaction poten-
tial, numerically. For both single– and double–layered
structures we find good agreement between numerical re-
sults and our exact solution which is applicable when the
exponential factor is of the order of one, or even less.
The rest of the paper will have the following structure.
In Sec. II we discuss a simple heuristic model in which
the subspace of states where trigonal warping is not im-
portant are studied. We show that this model has an
analytic solution when the interaction potential is suffi-
ciently short–ranged. In Sec. III we discuss the role of
screening and examine the effective electron–electron in-
teraction in single– and double–layered structures. We
show that the screening is vital for accurately determin-
ing the binding energies in systems near EF = 0, and
exponentially suppresses the binding when the system
is heavily doped. In Sec. IV we discuss the results of
3numerical calculations of the binding energies of pairs,
including the effects of trigonal warping and momentum–
dependent interaction neglected in Sec. II. We find that
the numerical results agree with our analytical solutions
in the low–doping regime, where the binding energies are
proportional to the Fermi energy. We conclude in Sec.
V with a summary of important results. In Appendix A
we show how the two–particle Schro¨dinger equation with
the Pauli blocking constraint, Eq. (6), can be derived
from the Bethe–Salpeter equation, and in Appendix B
we discuss the form of the electron–electron interaction
for double layer systems with non–trivial dielectric envi-
ronment.
II. ANALYTICAL SOLUTION FOR
SHORT–RANGED INTERACTION
A formal treatment of electron–electron pairing in the
Dirac sea requires the solution of the Bethe–Salpeter
equation. We perform that calculation in detail in Ap-
pendix A, but it is helpful to first treat a heuristic model
which incorporates the most important many–body ef-
fects in a simple way.
We begin with two natural assumptions: (i) that the
free carriers screen the electron–electron interaction to
the extent that it can be considered short–ranged, and
(ii) transitions into paired states in which one of the elec-
trons is below the Fermi level are blocked by the Pauli
exclusion principle24. In the limit of large hole doping,
the interaction is suppressed for distances rpf & 1, so as a
first approximation we assume that the electron–electron
interaction takes the form V (r) = λδ (r), where λ deter-
mines the strength of the interaction which is different
for single– and double–layered systems. Our second as-
sumption is equivalent to only allowing contributions of
momenta in the range 0 < p < pF . We will show that,
subject to these assumptions, the problem admits an an-
alytical solution.
It is instructive to first recall the case of a two–
dimensional massive particle in a short–ranged poten-
tial V (r) of interaction radius a. For a weak potential,
the bound state is shallow, and the wavefunction is con-
centrated at the distances r  a. Therefore, it is pos-
sible to approximate the potential by a delta function,
V (r) ≈ λδ(r), where λ = 2pi ∫ V (r)rdr. This gives the
binding energy in the form16:
|E| ∼ Ec exp
{
−2pi~
2
mλ
}
. (5)
The prefactor Ec ∼ ~2/ma2 represents the energy cutoff
which is determined by the behaviour of V (r) at dis-
tances r ∼ a. Thus, it shows that the model with a
delta–like potential is incomplete, and has to be regular-
ized at short distances in a non–universal way. Therefore,
Eq. (5) is only applicable for λ  2pi~2/m, so that the
binding energy is determined by the universal exponen-
tially small factor. Since the dynamics of the electron–
electron pair is governed by quadratic kinetic energy, the
bound state in this problem has similar properties. How-
ever the regularization is now provided by the momentum
space cutoff at p = pF , rather than the interaction radius
a. We will show below that this leads to an exact solu-
tion for the binding energy of the bielectron, as opposed
to the approximate solution of Eq. (5). Not only does
this cutoff extend the range of validity of the solution to
λ & 2pi~2/m, we will show below that it is vital if one is
to correctly determine the low–doping behaviour of the
system.
We consider the states with configuration |2, φp〉 =
1√
2
[|↑↓〉+ |↓↑〉], so that the two–particle wavefunction is
given by Ψ =
∑
|p|<pF
ψp |2, φp〉. In this case the kinetic
energy is isotropic and there is a trivial overlap of states
with different momenta1. Further, we assume that the
deformation of the valence band due to trigonal warping
is not important, so the Fermi surface can be approxi-
mated by a circle of radius pF . Within the momentum
representation, the Schro¨dinger equation takes the form
(from now on we choose ~ = 1):
− p
2
2m∗
ψp +
∫∫
|p ′|<pF
Up−p ′ψp ′
d2p′
(2pi)2
= Eψp. (6)
The short–ranged potential is described by a momentum–
independent interaction: Up−p ′ = λ. Within this ap-
proximation, the integral equation (6) is separable, with
eigenfunctions:
ψp =
λ
2pi
A
E + p
2
2m∗
. (7)
Substitution of Eq. (7) into Eq. (6) gives a simple inte-
gral equation, which is readily solved:
1 =
λ
2pi
∫ pF
0
p′dp′
E + p
′2
2m∗
=
λm∗
2pi
ln
[
p2F
2m∗E
+ 1
]
. (8)
The binding energies of the pair therefore take the form:
E =
p2F
2m∗
× 1
exp
(
2pi
m∗λ
)− 1 . (9)
For a repulsive potential, λ > 0, the energies are positive
definite. Further, the pairs are only destroyed by many–
body effects in two limits: pF → 0 (the neutrality point,
when the phase space is full and all pairing is blocked)
and λ  2pi/m∗ (the limit of the ultra–dense hole gas,
in which screening fully suppresses the interaction at all
length scales). The states are therefore not destroyed for
any systems of experimental interest.
Eq. (9) can be understood as the product of two fac-
tors which compete to determine the binding energy. The
first factor, which scales as ∼ p2F , arose in our calcula-
tion due solely to the momentum cutoff in the integral
equation (6), and can therefore be understood as the con-
tribution of Pauli blocking to the pairing. As the system
4is tuned towards the charge neutrality point from below,
EF → 0−, the phase space available to accommodate
pairs in the channel p1 = −p2 shrinks, and the binding
is suppressed as pF → 0. The second factor depends on
λ and is therefore governed by the strength of the inter-
action. In the next section we will show that, λ ∼ p−nF ,
so that for both cases of interest (monolayer (n = 1) and
double–layer (n = 2) systems) it leads to an exponential
suppression of the binding energy for large pF .
III. INTERACTION SCREENING
To understand the doping dependence of the binding
energies from Eq. (9), we now discuss the dependence
of the potential strength λ ≡ λ(Ef ) on the Fermi en-
ergy. We will derive the forms of the one– and two–
layer screened interaction within the random–phase ap-
proximation and use them to determine λ. We note
that only the repulsive Coulomb interaction is consid-
ered in this paper. This is in contrast to, e.g., the case
of traditional superconductivity, in which the repulsive
Coulomb interaction is not sufficient to cause pair bind-
ing, and the Hamiltonian must be extended by the attrac-
tive electron–phonon interaction. Because the kinetic en-
ergy of the pair is negative–definite and parabolic in the
momentum, binding occurs for an arbitrarily weak repul-
sive interaction1 in two dimensions in analogy with the
case of a massive particle in an arbitrarily shallow well,
which has been shown to exhibit at least one bound state
in, e.g., Ref. [16].
We begin with the case of a graphene monolayer in an
environment of dielectric constant κ. If Π(q = 0) 6= 0,
within the random phase approximation, the effective
electron–electron interaction Uq takes the form
Uq =
vq
1 + Π(q)vq
, (10)
where Π(q) is the polarizability of the system and vq =
2pie2/κq is the bare Coulomb interaction in the mo-
mentum representation. For sufficiently small momenta,
q  qs, the potential Uq can be approximated by a short–
ranged potential V (r) = λδ(r), where λ = Uq=0 and qs is
the inverse screening radius. The polarizability function
(which was calculated within the random phase approx-
imation in Ref. [18]) is constant in the q ≤ 2pF regime
(we will suppress the momentum dependence and write
Π ≡ Π(q)), and is used to obtain:
Πvq =
NαpF
q
, (11)
where α = e2/κvF is the Coulomb coupling constant of
graphene in a dielectric environment andN is the number
of fermion flavours per layer. We can therefore write
down the interaction strength for, λ = Uq=0, for a single–
layer system:
λ =
2pivFα
qs
, (12)
where qs = NαpF is the Thomas–Fermi screening mo-
mentum of electrons in graphene.
We see that as the doping increases the interaction
strength λ decreases, so that the binding becomes weak
at large doping. Let us introduce the crossover scale by
setting the argument of the exponential factor in Eq. (9)
to unity. This occurs when the magnitude of the Fermi
energy is of the order of Es ≡ m∗v2F /N ∼ 1eV. In the
limit of high doping (|EF |  Es) the binding energies
are exponentially suppressed:
E ∼ exp
(
−|EF |
Es
)
, (13)
but we note that this suppression would be hard to ob-
serve, due to the large doping required: |EF | & 1eV.
Hence, only the limit |EF |  Es is discussed below.
Let us now turn to the case of two layers separated by
a dielectric spacer of thickness d. We assume that the
device is fully embedded in the same dielectric material.
The case of a dielectric spacer between the layers with
permittivity different from that of the environment re-
quires some extra analysis, which is given in Appendix
B. Assuming the electrons are in opposite layers, the po-
tential takes the form (see, e.g., Refs. [23] and [8]):
Uq =
vqe
−qd
(1 + Π1vq) (1 + Π2vq)−Π1Π2v2qe−2qd
, (14)
where Π1,2 are the polarizabilities of layer 1 and 2, respec-
tively. In this work we restrict ourselves to the simplest
case where the polarizabilities of the two layers are the
same: Π1 = Π2 ≡ Π. This is equivalent to the assump-
tion that the Fermi levels of the two layers are tuned to
the same value: Ef,1 = Ef,2. Following the reasoning
applied to the single–layer case above, we obtain for the
interaction strength:
λ =
pivFα
qs(1 + qsd)
. (15)
Therefore, the crossover to weak binding in the double–
layer case occurs at a different Fermi energy, Ed, which
for inter–layer separation d & 1nm is given by Ed =
vF /2αNd ∼ 0.1eV. The fact that Ed < Es is due
to the large minimum separation of two particles when
they are confined to separate layers: even when the in–
plane distance between the electrons is zero, they are
still separated by d ∼ 1nm. In the limit of high doping
(|EF |  Ed) the binding energies are again exponentially
suppressed:
E ∼ exp
(
− E
2
F
EsEd
)
, (16)
We therefore expect screening to be the limiting factor
in the binding energy for large pF .
On the other hand, the Coulomb interaction is only
weakly screened in graphene doped near the neutrality
point, |EF |  Ed  Es. As noted above, Pauli blocking
5is particularly important in this regime, giving a contri-
bution ∼ p2F . Nevertheless, screening does reduce this
suppression for finite negative doping, leading to binding
energies which are linear in the Fermi energy:
E =
p2F
2m∗
· m
∗λ
2pi
=
1
2Nn
|EF |, (17)
where n = 1, 2 is the number of graphene layers. We
note the role of the exact cutoff momenta of Eq. (6):
they prevent the binding energies from becoming singu-
lar as EF → 0−.
Finally, let us reiterate that we have focussed our
attention on the simplest case of equal doping, when
Π1 = Π2. Because the pairs reside in opposite cones and
have opposite momenta, the limiting role is played by
the layer which hosts the lower–cone electron (which we
will now call layer 1, without loss of generality). Clearly
Fermi statistics does not change the problem at all for
any level of hole doping in layer 2, as the necessary phase
space is always free for an electron in the upper cone: all
that is required is Ef,2 ≤ 0. On the other hand, the form
of Eq. (14) suggests that inequivalent doping might sig-
nificantly change the strength of the interlayer potential.
Let the Fermi energies of layers 1 and 2 be given by EF
and EF + δEF , respectively. The interaction strength is
then given by:
λ(δEF ) =
λ(0)
1 + 2δEF|EF |
. (18)
We therefore conclude that our results are relevant for a
range of doping regimes, so long as |Ef,1−Ef,2|  |Ef,1|.
IV. THE EFFECTS OF FINITE–RANGE
INTERACTION AND TRIGONAL WARPING
The analytic form of the binding energies, along with
the low–doping approximation, are plotted in Figs. 1 and
2 for the cases of single– and double–layer devices, respec-
tively. For the two–layer case, the results were obtained
for graphene in a hexagonal boron nitride (hBN) envi-
ronment. For the one–layer case, however, our analytical
result is entirely independent of the substrate (see Eq.
12). In both configurations the linear approximation is
substrate–independent, confirming that the low–doping
behaviour is dominated by momentum–space restrictions
due to Pauli blocking. The points on those plots corre-
spond to binding energies obtained numerically (see be-
low), and account for contributions from the full non–
dispersing sector, as well as the momentum–dependent
interaction. We have used η = 1.1 throughout.
So far we have considered a subspace of the possible
bound states of the system: those with configuration
|2, φp〉 = 1√2 [|↑↓〉+ |↓↑〉]. It was shown that the isotropic
dispersion (∝ −p2/2m∗) leads to an exact solution under
the assumption that the potential is short–ranged. When
we consider other states in the non–dispersing sector,
however, the effects of trigonal warping enter the prob-
lem in two ways: (i) there is an extra contribution to the
kinetic energy (see Eq. (4)), and (ii) the Fermi surface
is deformed, so that states excluded by Pauli blocking
occupy a domain with a more complicated shape (see
Appendix A for further details). In addition, we treated
an electron–electron potential of the form V (r) = λδ(r),
which tends to overestimate the interaction strength. In
Ref. [1] it was shown that the effective Hamiltonian of
an electron pair in the non–dispersing sector is given by
Ĥp,p ′ = δp,p ′Ĥ
eff
1,2 + Up,p ′
[
cos(φp − φp ′) 0
0 1
]
, (19)
due to the non–trivial overlap of wavefunctions with dif-
ferent momenta: 〈1, φp ′ |1, φp〉 = cos(φp − φp ′). When
the effects of screening (so that Up,p ′ ≡ U(|p − p ′|) is
given by the potentials in Sec. III) and the warped Fermi
surface are taken into account, the problem becomes in-
tractable. Therefore, in this section we present the re-
sults of the numerical diagonalization of Eq. (19), and
compare them with the analytical solution found above.
FIG. 1. Binding energies in single–layer systems. The sym-
bols represent numerical results, the solid line is the analytical
form of Eq. (9) and the broken line corresponds to the low–
doping approximation of Eq. (17). The inset shows numerical
results for a single–layer suspended graphene structure with
trigonal warping switched on (µ 6= 0) and off (µ = 0). The
small increase in kinetic energy from the trigonal warping
explains the difference between numerical results and the an-
alytical approximation (which was calculated with isotropic
kinetic energy) for the case of suspended graphene.
For monolayer systems, we assume the graphene
lies on a substrate of dielectric constant s, so that
κ = 12 (1 + s). We present results for two common
experimental systems: (i) suspended graphene (s = 1)
and (ii) graphene on a SiO2 substrate (s = 3.9). For
6FIG. 2. Binding energies in double–layer (graphene–hBN–
graphene) structures which are suspended over vacuum (cir-
cles) or embedded in an hBN environment (crosses). The
solid line is the analytical result for the double–layered sys-
tem embedded in hBN, and the broken line is the low–doping
approximation.
double–layer systems the situation is slightly different,
as the graphene layers must be seperated by a dielectric
spacer in order to suppress bilayer coupling. We provide
results for a hexagonal boron nitride (hbN) spacer. hBN
has dielectric constant h = 3.9 and has been experi-
mentally shown to electrically isolate parallel graphene
layers at a thickness of 4 atomic layers (d = 1.3nm)19.
We have considered two distinct double–layered cases:
hBN–graphene–hBN structures which are (i) embedded
in a hBN environment (κ = h) and (ii) suspended in
vaccuum (κ = 12 (1 + h)).
For the double–layer case (see Fig. 2) there is good
agreement between the numerical results and the linear
approximation of Eq. (17) for |EF | . 50meV. For higher
doping, however, the analytical solution overestimates
the binding energy. Our assumption that the Fermi
surface is circular (i.e. ignoring trigonal warping) is
asymptotically exact in the limit pF → 0 so we expect
our analytical solution from Sec. I to diverge from the
numerical results (which take account of warping) for
large pF . We also note that the interaction potential
Uq is positive definite and has a maximum at q = 0.
Therefore, using the interaction strength λ = Uq=0 is
guaranteed to overestimate the strength of the potential.
The curve is peaked at EF ∼ −200meV. This is due to
the small value of Ed ∼ 0.2eV, which defines an energy
scale accessible even at relatively low doping.
For the single–layer case, the linear approximation
of our analytical result agrees well with numerical
values over the whole region of experimental interest
(|EF | . 400meV). In contrast to the double–layer
case, the exponential suppression of the binding is not
accessible in this range, however, due to the relatively
large energy scale of the single–layer problem: Es ∼ 5Ed.
We also note that the single–layer numerical results of
Fig. (1) for the case of suspended graphene are slightly
higher than the analytic result. This is entirely due to
trigonal warping, which was not accounted for in Eq.
(6). The effective Hamiltonian of Eq. (4) has eigenvalues
of the form  = −2µp2 [η + sin(3φp)], which correspond
to the kinetic energy of the pair. Although this term
is negative definite for η > 1, the kinetic energy is
suppressed for certain momentum space configurations
due to the sign–indefinite trigonal contribution. This
leads to increased binding energy when interactions
are taken into account, an effect not accounted for in
the purely isotropic Hamiltonian used in the analytic
approximation of Sec. II. The inset of Fig. 1 displays
the binding energies of a bielectron in single–layer
suspended graphene with (µ 6= 0) and without (µ = 0)
trigonal warping switched on. The results show that
trigonal warping tends to increase the binding energy of
the pair, as discussed above. We note that the results
for µ = 0 and µ 6= 0 diverge from each other as the
Fermi energy is decreased. This is to be expected, as
warping of the energy bands is only appreciable at high
energies. When the system is doped near the neutrality
point, the difference between phase–space restriction for
the warped and conical cases is negligible.
Although we have obtained numerical results up to
EF = 400meV, we note that such high doping may not
be practical for experiment. For the cases of monolayer
graphene on SiO2 and double layer graphene in a hBN
environment, the limiting factor is likely to be dielectric
breakdown in the region between graphene and gate.
For the example of hBN, it was found in tunnelling
experiments19 that breakdown occurs at 3V for a
4–layer–thick spacer, so that it is possible to achieve
|EF | ∼ 800meV. Due to the large breakdown field of
vacuum, other factors are expected to limit the range of
validity for suspended graphene. When not supported
by a substrate, finite charge densities of opposite sign
on the gate and graphene respectively lead to deflection
of the graphene away from its usual atomically flat
structure20–22, which can result in the electrostatic
collapse of the device. As an example, we consider
the device of Ref. [20]: a square graphene sample of
dimension ∼ 3µm is suspended 150nm above a 150nm
thick layer of SiO2 (which rests atop a Si substrate).
When a gate voltage VG was applied between graphene
and Si, collapse occurred at VG = 20V. This corresponds
to a maximum doping of |EF | ∼ 90meV. The precise
upper bound which is experimentally accessible depends
strongly on device geometry, which we do not consider
here.
7V. CONCLUSIONS
In this paper, we have considered the problem of
an electron–electron pair in single– and double–layered
graphene structures, taking into account the most
important effects at zero temperature: interaction
screening and the blocking of single–particle transitions
to states below the Fermi level by the Pauli exclusion
principle. We have not, however, considered the effects
of finite temperature which may be important, partic-
ularly for the case of double–layered structures where
the binding energies are rather low (0meV–5meV).
The positivity of the binding energies implies that the
corresponding non–trivial correlated phase would be
rather unusual: unlike the case of the more familiar
excitons, which have negative binding energies due to
an attractive interaction, the pairs described in this
paper have positive energies. Hence, their formation is
not energetically favourable. It was shown in Ref. [1],
however, that their decay rates are slow. Therefore,
the bielectronic condensate, should it form, would be
metastable, and would not be a candidate for novel
superconductivity.
We have shown that the binding energies are renor-
malized, but not destroyed, by the presence of the
Dirac sea. Within the range of attainable doping, the
binding energies are about an order of magnitude higher
for single–layered structures, suggesting that they are
of the greatest experimental interest. In particular
we have shown that, for sufficiently low hole doping
(|EF | . 400meV for one layer and |EF | . 50meV
for two layers) the renormalized energies are directly
proportional to the magnitude of the Fermi energy,
to a good approximation. We therefore conclude that
the pairing is tunable by a gate voltage for single
and double layer systems, and that the results are ro-
bust against a small doping mismatch between the layers.
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Appendix A: Derivation of the effective two–body
Schro¨dinger equation
To incorporate the effects of the Dirac sea into the
problem, we wish to solve the Bethe–Salpeter equation:
(A1)
where the solid lines represent free electron propagators,
Γ is the electron–electron scattering amplitude represent-
ing a sum over ladder diagrams, and Γ0 is the sum over
all irreducible diagrams:
(A2)
To leading order in momentum, electrons in graphene
travel with velocity vF = c/300, and so it is sufficient
to ignore retardation effects and treat the interaction
as instantaneous (i.e., the dielectric function takes the
form (q, ω) = (q, 0)). In this case, all diagrams in
Eq. (A2) containing crossed interaction lines involve fre-
quency integrals with poles in the same half plane for
particles of the same species, and therefore vanish ex-
actly. Therefore, there is only one irreducible part with
non–trivial contribution in Eq. (A2), which takes the
form Γ0 ∼ Up−p ′ .
In the momentum representation, Eq. (A1) gives the
following integral equation, which is to be solved for Γ:
Γ(p ′,p;Kω) = Up−p ′+∫
Up ′′−p ′
[
i
∫
G1(p
′′, )G2(K − p ′′, ω − ) d
2pi
]
×
Γ(p ′′,p;Kω)
dp ′′
(2pi)2
. (A3)
The momenta in Eq. (A3) are interpreted as follows:
p(p ′) is the incoming (outgoing) momentum of particle
1, and K is the total momentum. We note that K is
a constant of the motion, due to momentum conserving
factors in the interaction matrix element Uq, which arise
due to translation invariance of the real–space potential:
V (r1, r2) = V (|r1−r2|). Thus, K−p (K−p ′) is the in-
coming (outgoing) momentum of particle 2. In the body
of this work, we have focussed on the K = 0 channel, but
we will delay this restriction until the end for generality.
Because we assume the Fermi level is away from charge
neutrality, we must modify the Green’s function so as to
account for some states with E < 0 being vacant. It
should also be noted that, for holes, the Green’s function
is that of an electron moving backwards in time which
amounts to the replacement δ → −δ. We will therefore
switch to the language of the so–called causal Green’s
functions, which account for states above (ω > EF ) and
below (ω < EF ) the Fermi level. The Green’s function
of particle i = 1, 2 in the chiral representation becomes:
Gi(p, ω) =
∑
λ
P̂i,λ
ω + EF − Ei,λ + iδ(i)p,λ
, (A4)
8where, for EF < 0 and at zero temperature:
δ
(i)
p,1 = δ
(i)
p,2 =
{
δ, p < pF ,
−δ, p > pF ,
δ
(i)
p,3 = δ
(i)
p,4 = δ, (A5)
with δ = 0+. The index λ labels the eigenstates of the
single particle Hamiltonian from Eq. (3), and Ei,λ is the
corresponding eigenvalue. P̂i,λ is the projection operator
onto the state |i, λ〉 ⊗ |ψj 6=i〉 in the space of particle i.
After substitution of the Green’s function given by Eq.
(A4), the frequency integral in Eq. (A3) takes the form:
i
2pi
∫ ∞
−∞
G1()G2(ω − )d = i
2pi
∑
λ,λ′
P̂1,λP̂2,λ′
∫ ∞
−∞
d
h()
,
(A6)
where h() = (+EF −E1,λ+ iδ(1)λ )(ω− +EF −E2,λ′ +
iδ
(2)
λ′ ). The integrand has two poles, both of which can
be on either side of the real axis depending on the value
of the energy Ei,λ. We choose for a contour the semi-
circle which follows the Re()–axis from −∞ to ∞ and
completes with an arc of infinite radius by noting that
the integral vanishes over the arc. As we can choose to
complete the contour in the upper (lower) half–plane, all
terms in Eq. (A6) with both poles below (above) the real
axis vanish. Therefore, the contour integral is carried out
term–by–term, giving:
Γ(p ′,p;Kω) = Up−p ′+∫
Up ′′−p ′N̂p ′′,K
ω + 2EF − Ĥ1(p ′′)− Ĥ2(K − p ′′) + iN̂p ′′,Kδ
×
Γ(p ′′,p;Kω)
dp ′′
(2pi)2
, (A7)
where we have defined N̂p ′′,K = 1̂(1− n1(p ′′)− n2(K −
p ′′)) from the Fermi–Dirac distributions at zero temper-
ature:
ni(p) =

0 p < pF ; Ei < 0,
1 p > pF ; Ei < 0,
0 ∀p ; Ei > 0.
(A8)
In order to map the integral equation (A7) onto the two–
particle Schro¨dinger equation, we propose the following
change of variables
Γ(p ′′,p ;Kω) =
∫
UQ ′N̂p ′′−Q ′,KΨ(p ′′ −Q ′,p;Kω) dQ
′
(2pi)2
.
(A9)
which we take to be a definition of Ψ rather than a solu-
tion for Γ. Substitution into Eq. (A7) gives an integral
equation in Ψ which we solve with the ansatz:
Ψ(p ′,p;Kω) = (2pi)2δ(2)(p− p ′)+
1
ω + 2EF − Ĥ1(p ′)− Ĥ2(K − p ′) + iN̂p ′,Kδ
×
×
∫
Uq ′N̂p ′−q ′,KΨ(p ′ − q ′,p;Kω) dq
′
(2pi)2
. (A10)
Let us examine the significance of Eq. (A10). The fre-
quency ω gives the energy of the pair, and Ef simply sets
the zero point of the energy, so we can make the replace-
ment ω + 2Ef ≡ E. The first term in Eq. (A10) is en-
ergy independent, while the second term has poles which
correspond to two–particle states. Near these poles, the
first term can be dropped. Further, the integrand van-
ishes due to N̂ whenever the particle in the valance band
is below the Fermi level. We can therefore absorb it into
the limits of the integral:(
Ĥ1(p
′) + Ĥ2(K − p ′)
)
Ψp ′,K+∫∫
|q ′+p ′|<pF
Uq ′Ψp ′−q ′,K
dq ′
(2pi)2
= EΨp ′,K . (A11)
In the K = 0 channel, Eq. (A11) is equivalent to
the two–particle Schro¨dinger equation we presented
as a heuristic model in Sec. II when one projects the
Hamiltonian onto the states of configuration |2, φp〉, such
that Ψ =
∑
|p|<pF
ψp |2, φp〉. This justifies the assumption
of Sec. II in the absence of trigonal warping. To include
the warping effects, all four states have to be included in
the model. The states |3, φp〉 and |4, φp〉, however, are
less important than |1, φp〉 due to energy mismatch.
Appendix B: Interlayer interactions in a non–trivial
dielectric environment
Let us now consider the case where the inter–layer
spacer (with dielectric constant 2) is a different mate-
rial to the encapsulating dielectrics (which have dielec-
tric constant 1). The device in question is shown in
Fig. (3), for 1 6= 2. In Sec. III, we discussed the form
of the screened electron–electron interaction for double–
layer structures. In that analysis, it was assumed that
the dielectric material used to encapsulate the two layers
was the same as that which separated them (i.e. 1 = 2
in Fig. (3)). In this appendix we calculate the interac-
tion strength which is applicable to the results (see Sec.
IV) for suspended double–layered systems, which corre-
sponds to 1 = 1 (the role of the outer dielectrics being
played by vacuum) and 2 = 3.9 (for a hBN spacer). We
find that the interaction strength is governed by the per-
mittivity of the spacer, and has the same form as it did
in the 1 = 2 case (see Eq. (15)).
The screened inter–layer interaction, which has been
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FIG. 3. (Color online) Schematic of the inequivalent dielec-
tric double–layer. Two graphene layers are seperated by a
dielectric spacer of permittivity 2 and thickness d. The dou-
ble layer is encapsulated in a second dielectric material, which
has permittivity 1. The layers host a pair of electrons (red
circles) which have in–plane separation r. a) In the absence
of screening by the electron sea, most of the electric field lines
pass through the outer dielectrics and the interaction is mostly
determined by the dielectric constant of the environment, 1.
b) When screening is considered, the electron charge is com-
pensated by a positive screening cloud (yellow) within each
graphene layer. The majority of the field lines now terminate
on the screening charge, and the resulting (weak) interaction
propagates through the middle dielectric. Hence, the interac-
tion becomes sensitive to the value of the dielectric constant
of the spacer, 2.
considered previously by several authors (for more details
see, e.g., Refs. [23],[26] and [27]), takes the form:
Uq =
v12
(1 + v11Π1)(1 + v22Π2)− v12v21Π1Π2 , (B1)
where vii is the bare intra–layer interaction for two par-
ticles in layer i and vij is the bare inter–layer interaction
between electrons in layers i and j. The bare interactions
v are given by:
v11 = v22 =
2pie2
q
× f1
f2
,
v12 = v21 =
2pie2
q
× 2
f2
, (B2)
where:
f1 = exp(qd)
[
1 + 2
2
]
− exp(−qd)
[
1 − 2
2
]
,
f2 = exp(qd)
[
1 + 2
2
]2
− exp(−qd)
[
1 − 2
2
]2
. (B3)
We note that the substitution of the definitions in Eq.
(B2) and (B3) into the screened potential, Eq. (B1),
gives the form of the potential used in Sec. III when
1 = 2 (see Eq. (14)).
It is not immediately obvious which of the dielectrics is
most important in determining the screening behaviour.
Taking the limit of q → 0, we obtain the interaction
strength:
λ = Uq=0 =
pie2
qb +
q2bd
2
, (B4)
where qb = Nαbpf is a kind of “bare screening radius”
determined by the bare coupling constant: αb = e
2/vF .
Thus, the material used to encapsulate the double–
layered structure does not play a role in determining
the strength of the momentum–independent interaction
V (r) = λδ(r). We therefore define the Coulomb coupling
constant to be α = e2/2vF , which in turn implies that
qs = qb/2, and obtain
λ =
pivFα
qs(1 + qsd)
, (B5)
for qsd  1. This brings λ to the form given by Eq.
(15), so that 2 does indeed play the role of the effective
dielectric constant.
Naively, one might expect the interaction strength to
be determined by the outer dielectrics, 1, because it is
through these layers that most of the electric field lines
pass in the case of bare interactions (see Fig. 3a). In
fact, the result arises due to metallic screening of the
interaction in the two graphene layers, which leads to
charge compensation within a screening cloud of radius
1/qs ∼ 1A˚, so that the in–plane separation of the two
electrons is very small: r  d. Because the charge is
compensated, almost all electric field lines will begin on
one electron and terminate on its surrounding ionic cloud.
Occasionally, however, an electric field line will “leak out”
leading to a relatively weak coupling mediated through
the inter–layer region, of dielectric constant 2 (see Fig.
3b). The two electrons therefore interact directly through
the middle dielectric. This can be seen by taking the limit
d → 0 in Eq. (B5), which formally removes the spacer
from the problem. In that limit, λ does not depend on
either of the two permittivities.
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