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Mobile devices such as smartphones and tablets now embed a
variety of sensors that can provide context-driven services to
increasingly large user bases. Driven by the richness of hetero-
geneous data and machine learning algorithms, context-driven
mobile applications are becoming increasingly popular across
a variety of domains, including location-based services, urban
sensing and e-health. Although developers and researchers have
proposed a significant number of mobile context development
frameworks and testing tools to simplify the development and
testing of context-driven mobile applications, it remains a chal-
lenge to efficiently and systematically validate the context-driven
features of mobile applications. Real-world tests are often im-
practical, time-consuming and involve high cost.
In this thesis, we propose three approaches to alleviate these
problems by enabling efficient and systematic validation of the
context-driven features of mobile applications in low-cost labora-
tory settings. First, we present TestAWARE, a laboratory-based
testing tool that facilitates efficient and systematic validation of
context-driven mobile applications on Android. We demonstrate
that TestAWARE can help testers validate functional properties
and non-functional properties of mobile applications. Second,
we propose a validation approach for the real-time sensing per-
formance of context-driven mobile applications. We show that
the performance properties of real-time sensing applications
can be efficiently and systematically measured in the labora-
tory. Third, we present a validation approach that considers a
variety of aspects of machine learning design in context-driven
mobile applications. We demonstrate that testers can efficiently
and systematically validate multiple machine learning design
iv
choices in the laboratory. In addition, we discuss the strengths
and weaknesses of laboratory testing techniques in general. We
also provide some deliberations about the impacts of laboratory
testing techniques on the software development process.
Our approaches are supported by theoretical investigation,
empirical evaluation and peer-reviewed publications. Overall,
this thesis has significantly enhanced existing methodologies to
validate the context-driven features of mobile applications.
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Chapter 1
Introduction
“Nobody actually creates perfect code the first time around, except me.
But there’s only one of me.”
— Linus Torvalds
1.1 Motivation
Mobile devices, such as smartphones, tablets and smartwatches, are highly preva-
lent in developed countries [88, 89, 106, 133]. Also, as an increasing number of
mobile devices are becoming inexpensive, the adoption of mobile devices is on
the rise in developing countries [89, 101, 106, 133]. On these mobile devices, users
can interact with various applications in mobile environments for many pur-
poses, including social networking, business, online shopping, mobile gaming,
etc. Meanwhile, hardware manufacturers have been embedding a variety of
sensors (e.g., accelerometer, light sensor, barometer and heart rate sensor) into
mobile devices.
Based on diverse sensors and other data sources (e.g., operating systems,
hardware components, software applications and human user input) on mobile
devices, a significant number of mobile applications can now process or even
adapt to dynamic context information. Simple context-driven mobile applications,
such as a sound recorder, only collect and process context information, without
recognition or adaption. In contrast, advanced context-driven mobile applications
can adjust their behaviours by analysing the dynamic context information so that
they are context-aware [137].
1
2 Introduction
With the prevalence of machine learning algorithms, mobile applications are
able to provide many kinds of services with recognition of complex context [35,92].
For example, mobile applications on smartphones can recognise music or speech
from audio streams [97], detect dangerous driving behaviours on cars [160],
and monitoring Parkinson’s disease [16, 91]. Likewise, context-aware mobile
applications on smartwatches range from gesture recognition [157, 166], driver
drowsiness detection [94], to cigarette smoking detection [140, 143].
Although the context-driven features of mobile applications can help users in
various scenarios, validating these complicated applications is an extremely chal-
lenging task [56, 104, 152, 161]. Since these applications are designed for specific
scenarios (e.g., particular time, locations and groups of users), it is often costly, in
terms of time, money and resources, to perform tests in the real world [99, 152].
Hence, developers and researchers have proposed several approaches and tools
that can simulate context to drive context-driven mobile applications for valida-
tion purposes in the laboratory. For instance, popular Integrated Development
Environments (IDEs) such as Android Studio [59] and Xcode [8] contain sev-
eral debugging functions for testers to manually simulate some types of context
events (e.g., sensor readings and GPS locations) in development environments.
Besides IDE-based testing tools, several specialised tools are proposed to validate
context-driven mobile applications in laboratory settings, ranging from context
replay tools (e.g., [21, 22, 95]), context record-and-replay tools (e.g., [56, 126]), to
performance simulators (e.g., [30, 100, 110]).
However, previous work has several shortcomings:
1. Most approaches in previous work focus only on the examination of func-
tional properties. Testers can hardly efficiently validate diverse functional
and non-functional properties. With existing tools, it is time-consuming
to conduct multiple rounds of regression testing (i.e., the examination of
influences related to software changes [159]) when new functionality is
integrated in a new version.
2. Previous work has little support for multiple ways of data acquisition. Note
that some multi-dimensional context scenarios may need heterogeneous
sensor data from multiple sources [99, 120].
3. The vast majority of existing approaches aim only to test implemented
software applications. Few approaches help developers in validation (e.g.,
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design phase testing) before implementation. Early detection of software
flaws can reduce the complexity and cost for developers to repair [118, 142].
Consequently, in this thesis, we investigate new approaches to address these
issues with regard to three research questions, as we discuss further.
1.1.1 Research questions
Driven by the shortcomings of previous work, the research questions of this
thesis are the following:
• RQ1. How can context-driven mobile applications be efficiently and sys-
tematically validated in the laboratory?
• RQ2. How can the real-time sensing performance of context-driven mo-
bile applications be efficiently and systematically validated in the labo-
ratory?
• RQ3. How can the machine learning design of context-driven mobile
applications be efficiently and systematically validated in the laboratory?
1.2 Contributions and author’s role
Three publications are included as main contributions in this thesis. They are
published in prestigious, international and peer-reviewed conferences/journals
in the field of Ubiquitous Computing.
In Chapter 3, we present TestAWARE, a laboratory-based testing tool that fa-
cilitates efficient and systematic validation of context-driven mobile applications
on Android. TestAWARE can help testers examine functional properties and
multiple non-functional properties of mobile applications. To simulate context,
TestAWARE supports the replay of sensor, event and audio data in a synchro-
nised manner. TestAWARE also supports replay speed control that allows testers
to specify a multiple of the original speed, so that TestAWARE can accelerate
or slow down the simulation to quickly go through longitudinal datasets or
to carefully examine complex executions. In addition, TestAWARE can import
data from online databases or local sources. For the simulation of uncommon
context events, testers can create arbitrary context data using data manipulation
4 Introduction
functions. We demonstrate that TestAWARE can help testers perform efficient
and systematic validation to detect and to locate flaws. The thesis author was
responsible for the design and implementation of TestAWARE with co-authors,
conducting experiments, and data analysis.
In Chapter 4, we focus on the validation of real-time sensing performance of
context-driven mobile applications. We show that the performance properties
of real-time sensing applications can be efficiently and systematically measured
in the laboratory at the design phase with only software design and limited
implementation efforts. We present an approach that considers multiple aspects
of performance validation, including quantifying the amount of error caused
by modification in sensor signals, measuring the processing speed and CPU
utilisation of executions, measuring the performance change caused by differ-
ent sensing frequencies, sensor types and device models. With a smartphone
sensor-based real-time data hiding method as an exemplar case, we highlight the
effectiveness of our approach. The thesis author was responsible for the design
and implementation of the data hiding method with co-authors, designing the
validation approach to conduct tests, and data analysis.
In Chapter 5, we focus on the validation of machine learning design of context-
driven mobile applications. We present an approach that takes into account a
variety of aspects of machine learning design. We demonstrate that, in some
scenarios, applications can make use of either of the two machine learning tasks:
classification and regression. Based on datasets obtained in the real world, our
approach helps testers conduct design phase testing in the laboratory to measure
the predictive performance of different algorithms for both classification and
regression, to quantify the importance of each feature, to compare models built
by software-generated features and all features, to compare personalised models
and cold start models in classification, and to quantify energy consumption. We
select as an exemplar case a smartphone-based system relying on machine learn-
ing algorithms and contextual data to predict the next unlock event triggered
by users. With the selected exemplar case, we demonstrate the effectiveness of
our approach. The thesis author was responsible for the design and implementa-
tion of data collection tool used in the exemplar case, designing the validation
approach to conduct tests, and data analysis.
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1.3 Thesis outline
We organise the remainder of the thesis as following.
In Chapter 2, we provide a background of related work and concepts. We
summarise the characteristics of modern mobile devices in terms of their essential
components, sensors, operating systems and mobile applications. Then, we
introduce mobile applications with context-driven features by defining context
in mobile computing and the features driven by context. Finally, we look at
existing validation approaches including real-world tests and laboratory testing
techniques.
In Chapter 3, we detail the design and implementation of TestAWARE, a
laboratory-based testing tool that facilitates efficient and systematic validation of
context-driven mobile applications. This chapter is to address RQ1.
In Chapter 4, we present an approach that covers multiple aspects of real-
time sensing performance validation of context-driven mobile applications in the
laboratory. This chapter is to address RQ2.
In Chapter 5, we present an approach to efficiently and systematically validate
machine learning design of context-driven mobile applications in the laboratory.
This chapter is to address RQ3.
In Chapter 6, we first revisit the research questions. Then we discuss the
strengths and weaknesses of laboratory testing techniques. We also provide some
deliberations about the impacts of laboratory testing techniques on the software
development process. Finally, we summarise the limitations of this thesis and
give some future directions with suggestions.




In this chapter, we provide a background of our research by summarising pre-
vious work in the literature. First, we briefly discuss the characteristics of mod-
ern mobile devices. We then give an overview of mobile applications with
context-driven features. Regarding these applications, we review existing tools,
techniques and strategies for the validation of context-driven features in both
functional and non-functional aspects. Finally, by pointing out the limitations in
the state of arts, we show the room for improvement that leads our research.
2.1 Characteristics of modern mobile devices
Mobile devices, such as smartphones, tablets and smartwatches, are adopted by
the majority of people in developed countries, thanks to their portability, ubiqui-
tous network access, multifunction and affordable price [10, 89]. In this section,
we discuss the characteristics of modern mobile devices from the hardware and
software perspective.
2.1.1 Essential components
Deriving from regular computers, mobile devices consist of essential modules
such as Central Processing Unit (CPU), memory and hard disks. On recent
smartphones and tablets, processors contain both CPU and graphics processing
unit (GPU). For example, Qualcomm Snapdragon 845 processors [127] contain 8
Qualcomm Kryo 385 CPUs and an Adreno 630 GPU. Mobile devices with these
processors can provide high performance and power efficiency for graphical
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applications, including mobile games and VR (Virtual Reality) [117]. Mobile
devices may also contain audio processors for audio playback.
Most mobile devices contain adaptors of various wireless networks (e.g., Wi-
Fi [4] and Bluetooth [141]) for Internet access and communications with other
devices. Especially, smartphones can access cellular networks for data roaming
and phone calls via their modems (e.g., LTE [32]).
Although containing several physical buttons, mobile devices usually receive
user input from their capacitive touch screens. Beyond displaying content, such
touch screens allow users to input information by tapping or gestures [144]. Some
types of touch screens support multi-touch gestures by several fingers [86].
Unlike regular computers with alternating current power supply, mobile de-
vices are powered by battery. However, due to the small size of mobile devices
and their battery, the battery life is generally short in daily usage. Most smart-
phone or smartwatch users have to recharge their devices every day [45, 109].
Most mobile devices use USB (Universal Serial Bus) [53] for recharging. USB
can also be used for data exchange. Some mobile devices can be recharged using
wireless charging technology which generates an electromagnetic field [71].
2.1.2 Sensors
Besides essential modules on every computer, modern mobile devices comprise
a wide variety of built-in sensors. Android classifies sensors into three categories
[64]: motion sensors, environmental sensors, and position sensors. Considering
other sensors beyond the three categories, we summarise sensors of mobile
devices in Table 2.1.
Besides hardware sensors, previous studies proposed a broad sense of "sen-
sors" including software and human [89, 132, 151]. For example, the context
instrumentation middleware AWARE [47] defines several software-based sensors
such as application usage and installation, and a human-based sensor that col-
lects user input data from questionnaires. Also, information generated by some
hardware modules can be considered as sensor data. For instance, although a
CPU is not a sensor, AWARE considers it a software-based sensor by collecting
values of CPU system, user and idle workload.
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Sensor Description of Measurement
Motion
Accelerometer Three-dimensional acceleration
Gravity Three-dimensional gravitational acceleration
Gyroscope The rate of device rotation in three dimensions
Rotation Three-dimensional rotation vector of the device
Environmental
Temperature Ambient air temperature
Barometer Atmospheric pressure
Humidity Relative ambient humidity
Light The intensity of light
RGB sensor The intensity of red, green and blue light
Position
Orientation The orientation angle of the device in three dimensions
Magnetometer Three-dimensional ambient geomagnetic field
Proximity Proximity of an object relative to the device screen
Location Satellite-based or network-based location information
Other
Camera Visual images and videos
Microphone Ambient sound
Heart rate Heart rate signals
Battery Battery status and events
Bluetooth Bluetooth status and scanned nearby devices
Wi-Fi Wi-Fi status and scanned nearby access points
NFC Near-field communications with nearby devices or tags
Modem Cellular network status
Table 2.1: Sensors on mobile devices.
2.1.3 Operating systems
Currently, there exist two popular operating systems (OS) for mobile applications:
Android [63] and iOS [7]. Their applications are written in high-level object-
oriented programming languages that are resilient to bugs in code.
Android is a Linux-based mobile operating system developed by Google. It
supports phones, tablets, smartwatches and many other devices. Android ap-
plications are written in Java or Kotlin language. Application code for earlier
Android versions was compiled to bytecode for running on Dalvik virtual ma-
chine. This mechanism often causes slight delay in executions as bytecode cannot
be directly executed on device. From Android 5.0, Android Runtime (ART) re-
placed Dalvik to achieve higher performance by translating bytecode into native
code [60]. As an open source platform, Android has a significant number of
variants that slightly differ across manufacturers. Together with difference in
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hardware modules of these manufacturers, Android strongly challenges develop-
ers on the fragmentation problem [67].
iOS is a mobile operating system developed by Apple, supporting various mo-
bile devices including: smartphones, tablets and music players. Unlike the stable
language selection in developing Android applications, the early language choice
for iOS applications was Objective-C which expands C into an object-oriented
language. However, Objective-C does not support advanced features such as
automatic memory management and functional programming. Developers often
have to manually implement many types of low-level actions. To overcome mul-
tifarious drawbacks of Objective-C, Swift succeeded Objective-C in 2014, while
applications written in Objective-C are still compatible to operate on new iOS
platforms. As only a small number of models of devices run iOS, developers
need not face the fragmentation problem.
Other mobile platforms have also gained a little market share. For example,
Windows Mobile/Phone [107] is the series of mobile operating systems developed
by Microsoft. They are driving several types of smartphones (e.g., Nokia phones)
and tablets. Tizen [54] is a Linux-based mobile operating system developed by
the Linux Foundation, Intel and Samsung. Tizen mainly operates on smart TVs
and wearables. Unlike Android and iOS, these unpopular mobile platforms
receive insignificant attention from mobile developers and users.
2.1.4 Mobile applications
Mobile devices usually have pre-installed applications (e.g., settings, browser,
music player, image viewer and camera app) for several basic functions. Among
these pre-installed applications, an application market app (e.g., Google Play for
Android, Apple Store for iOS) allows users to find, install, update and delete
third-party applications. Some third-party applications are free to use, while the
rest require users to make payments via the application market app.
The categories of mobile applications are highly diverse: social networking
(e.g., Facebook [43]), games (e.g., Angry Birds [41]), education, business, shop-
ping, etc. Due to the mobility of users carrying mobile devices, most mobile
applications have to operate in varying environments. For instance, a big chal-
lenge for mobile applications is frequent disconnection of networks [52]. The
signals of wireless networks may be temporarily blocked when users are trav-
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elling in cities. The changing context may influence some behaviours of mobile
applications, as we discuss in the following section.
2.2 Mobile applications with context-driven features
In this section, we first review how context is defined in the literature of mobile
computing. Then, we discuss the context-driven features in mobile applications.
2.2.1 Context in mobile computing
Context is a popular concept in many domains. In psychology, context may refer
to a personal or public environment where one or a group of individuals live or
interact with each other [87]. In the field of mobile computing, researchers have
proposed various definitions of context.
In an early work by Schilit and Theimer [138], context represents locations,
nearby human and object identities, as well as temporal changes of objects. They
further introduced the term "context-aware computing" to describe applications
designed to discover and adapt to their contexts. Based on this definition of
context, researchers developed amendments by integrating additional factors
such as time of day [134] and user intent [34]. However, Dey et al. [36] pointed
out that these definitions follow a scenario-specific basis and deliver limited
reusability for different types of context-aware applications.
Consequently, in this thesis, we adopt a definition by Abowd et al. [1] which
has more universality across diverse scenarios: "any information that can be used
to characterise the situation of entities (i.e. whether a person, place or object)
that are considered relevant to the interaction between a user and an application,
including the user and the application themselves". This definition is extensively
used in the field of mobile computing.
Moreover, in the practice of designing specific applications, designers often
tend to consider context a narrow concept. The meanings of context are essen-
tially open-ended between objects or activities [37] . Context can be defined
dynamically in particular settings, because the relevance of a context feature
may vary during the interaction between users and applications. Considering
the dynamic constraints of obtaining specific context features, some advanced
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machine learning algorithms, such as Feature-Budgeted Random Forest [114],
can improve the stability of performance by selecting a suitable set of features just
before a prediction. Also, beyond objective notions of context, context includes
intersubjective aspects such as experience of individuals [28]. Although design-
ers of context-aware applications often emphasise objective context, integrating
intersubjective context with objective context may improve the relevance of com-
putational results for various user activities [28]. Since tracking intersubjective
context relies on analysis on objective context, designers can achieve such an
integration without using additional sensors or data sources [28].
Hence, despite the open-ended meanings of context, the data sources for
tracking context information on mobile devices are hardware sensory readings,
software data and human input. The definition by Abowd et al. [1] provides the
generality to describe various mobile applications.
2.2.2 Context-driven features in mobile applications
Except for stand-alone applications such as calculator, mobile applications gener-
ally contain context-driven features.
Context-driven features are not necessarily context-aware features [125]. For
instance, smartphones usually have sound recording applications that record am-
bient sound as audio files or voice messages. Although operating with contextual
data, such applications do not recognise and adapt to context.
Context-aware features involve context detection and subsequent adaption.
A typical example is that email applications on mobile devices automatically
synchronise to servers when mobile network connection (cellular network or Wi-
Fi) is available [2]. Moreover, mobile applications may use contextual data and
machine learning algorithms to recognise high-level context for adaptive decision
making. For example, CarSafe [160] is a smartphone-based application aiming
to ensure safe driving. From the vehicle windscreen mounting the smartphone,
CarSafe tracks driver behaviours using the front camera and monitors road
conditions using the rear camera. Besides computer vision techniques, it uses
GPS, accelerometer and gyroscope to track the motions of the vehicle. CarSafe
notifies the driver by generating alerts if it detects risky driving actions. Other
context-aware features of mobile applications include gesture recognition [166],
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location-based advertisements [129], augmented reality [155], natural-language
voice interaction [18], etc.
2.3 Existing validation approaches
2.3.1 Real-world tests
To validate context-driven features of mobile applications, testers can choose
to perform real-world, also known as in-the-wild, tests in the intended context
scenarios. For example, CarSafe [160] was evaluated in the real-world conditions
where drivers were asked to drive cars on the road.
To conduct real-world tests on an application, developers first need to select
a field setting which serves as the intended context scenario [84, 152]. Also, if
the application is designed to interact with human users, developers have to
recruit a group of participants to use the application. For different purposes of
applications, developers have to identify the characteristics of the target user
group to recruit suitable participants. Then, developers should give tasks of
application interactions to the recruited participants. When participants are
performing tasks, developers have to monitor the performance of the application.
For example, developers can record runtime states of the application using a
background service on the mobile device.
In addition, some mobile applications, such as navigation systems [29] , are
designed to operate without explicit user interactions. In these cases, developers
have to give commands directly to applications on mobile devices in the intended
context scenarios. For example, in real-world environments, developers can test
navigation systems by comparing the ground-truth and reported locations of
deployed mobile devices.
Real-world tests offer high realism and generalisability in natural settings
without relying on laboratory equipments or technological resources [39, 84, 152].
Thus, due to low technical barriers, real-world tests can be performed by people
who have limited technical skills. Regarding the stages of development, real-
world tests can be applied for understanding the requirements or for evaluating
applications [84]. Particularly, real-world tests are often used with lightweight
prototypes to support application design in early stages [39, 84]. In contrast,
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for the evaluation stage, the majority of researchers and developers applied
laboratory testing [84].
Despite the high fidelity of contextual data collected in real-world tests, there
exist several issues, as illustrated in multiple studies [99, 152]:
1. Participant recruitment. Different user characteristics, such as age, gender,
nationality and impairments, may affect the behaviours of tested applica-
tions. Certain flaws may only happen to a specific group of users. However,
recruiting a sufficient number of representative participants can cause high
cost which is not affordable for developers.
2. Context availability. Some context events (e.g., dangerous driving be-
haviours [160], low temperature with constant wind speed [58]) are very
rare and difficult to artificially produce in the real world.
3. Time constraints. Some real-world tests require a significantly long period
of time. For example, validating diabetes monitoring applications needs
longitudinal datasets over 6 months [27].
4. Resource constraints. Some resources (e.g., battery) on mobile devices are
too limited to support extensive testing in the wild.
2.3.2 Laboratory testing
Instead of conducting tests in the real world, developers and researchers have
proposed several approaches and tools to perform tests in laboratory settings.
In laboratory testing, contextual data is simulated and delivered to the context
processing modules modules of mobile applications, so that context-driven fea-
tures can be triggered and validated. These laboratory testing methods can be
classified into the following three main categories.
IDE-Based Context Simulation Integrated Development Environments (IDEs)
of major mobile platforms provide basic support for context simulation in devel-
opment environments. For example, developers can manipulate several system
events (e.g., phone calls) and sensor readings (e.g., acceleration) to an emulator
via Android Studio [59] which is the IDE for Android applications. Figure 2.1
shows the interface to simulate several types of contextual data for an emulator
on Android Studio. Also, similar features are integrated in Xcode [8] which is the
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Figure 2.1: Context simulation interface for an emulator on Android Studio.
IDE for iOS applications. For instance, Figure 2.2 shows the interface to simulate
locations for an emulator on Xcode.
However, these context simulation interfaces require manual input from devel-
opers and cannot support some test types such as stress testing (e.g., processing
data from sensors running at high frequency) and longitudinal tests (e.g., simu-
lating a dataset involving data collected over many weeks). Also, manual input
implies significant efforts to repeat tests in regression testing.
Hence, some IDEs provide additional support to automate context simulation.
For instance, the Android platform contains a command-line tool called Monkey
[61] which allows testers to generate a large number of pseudo-random user
interface (UI) events or several system events on an emulator or physical device.
With a random number seed, Monkey can reproduce an event consequence to
repeat a test. In addition, Android provides another tool called monkeyrunner
[62] which contains a Python API (application programming interface) for testers
to write scripts to automate complex testing processes, such as installing packages,
generating events and capturing screenshots.
16 Background
Figure 2.2: Location simulation interface for an emulator on Xcode.
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Third-Party Context Simulation Outside development environments, there
also exist several third-party context simulation approaches for validating context-
driven features of mobile applications. Amalfitano et al. [6] proposed and eval-
uated the concept of simulating both context and UI events to test mobile ap-
plications. They implemented this concept with several test case generation
techniques to simulate events by executing JUnit scripts [80] on a device or
emulator. Through experiments on real-world applications, they found that simu-
lating context events together with UI events is an effective way to increase code
and method coverage, compared to simulating UI events only. She et al. [139] inte-
grated network states and UI events into context simulation on a testing platform
called Hermes. Hermes reads test data by parsing XML schemas [154] which can
be written manually or generated using a software program. PUMA [69] also
reads test data from scripts. It relies on a customised scripting language called
PUMAScript which can represent UI and system events.
Considering that specifying test cases of context data in scripts is inefficient,
several approaches, such as MobileTest [21] and Caiipa [95], allow testers to
import datasets from a database. Also, beyond UI and system events, MobileTest
and Caiipa can simulate context changes using sensor readings and network
states. Similarly, KnowMe [22] can simulate context for PC-based Java programs
using datasets collected by the middleware AWARE [47].
Moreover, a significant number of approaches rely on self-generated con-
text data, without importing external datasets. In [103], a generator is used to
randomly produce context data, including system events, sensor readings and
network states. Testers can add assertions into code blocks to examine applica-
tion states after context changes. Furthermore, considering the large number
of possible combinations of contextual data values, Liu et al. [96] presented an
adaptive random testing technique which minimises similarity among test cases
in random generation to increase the test coverage. VanarSena [131] also relies on
randomly generated context events. During context simulation, VanarSena takes
into account the frequency of inducing unexpected events. For example, to test
an Internet-based application, VanarSena generates error status code (e.g., 400
Bad Request and 500 Internal Server Error) with a low probability, since events
with too many errors cannot efficiently explore the intended working states of
the targeted application.
Besides random generation, several advanced techniques can also be used to
automatically generate context data:
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1. Sensing offloading. Sensing offloading is usually used to support battery-
limited devices to acquire sensor data from nearby devices. For instance,
many sensing offloading systems and studies (e.g., [49–51, 128]) aim at
context-aware applications on personal mobile devices such as smartphones,
due to their relatively low battery capacity. Unlike systems using offloaded
sensor data to infer context, RainDrops [165] extends the sensing offloading
technique to collect sensor data for testing mobile applications on a cloud of
physical devices and emulators. During tests, RainDrops runs and examines
the targeted application on emulators. When the application invokes an API
call to collect sensor data, RainDrops offloads the sensing task to physical
devices. To support reliable continuous sensing offloading, RainDrops
creates a buffer of heterogeneous sensor data collected from physical devices
in the real world, so that the sensor data can be prepared before tests.
2. Static analysis. Static analysis is a widely used technique of software testing
which examines the syntax and semantics of source code without executions
on hardware [11, 15]. To test mobile applications, several approaches adopt
static analysis to generate relevant contextual data to exercise context-driven
features. In [145], the test case generation process considers the permission
list of a targeted application. This permission list contains the requested
use of hardware modules (e.g., Bluetooth) or information resources (e.g,
location) which are sensitive to user privacy and system security. Based
on this permission list, context events (e.g., the user enables a hardware
module) that are relevant to the behaviours of the targeted application can
be identified. By combining the possible states of each context type using
Cartesian product, the universal set of all test cases can be obtained. For
different testing objectives (e.g., validating a specific behaviour), a selected
subset of all test cases may be used to avoid unnecessary validations on
irrelevant input. Besides the permission list, in [153], the static code analysis
also extracts the event handlers and callback functions of UI and system
events from the application bytecode. Hence, the generated test cases can
contain both permission-related context events and permission-independent
events (e.g., UI and insensitive system events). Together with static analysis,
dynamic analysis is also used in ATT [105]. When applications launch
context-related system services at runtime, ATT can automatically update
its generation process on the fly to produce contextual data for the newly
created services.
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3. Fuzzing. Fuzzing, also known as fuzz testing, sends random input, includ-
ing valid and invalid values, to targeted applications [17, 149]. The input
generators of fuzz testing are called fuzzers. Chizpurfle [72] is a fuzz testing
tool for vendor-specific services on Android. To generate input for targeted
services, its fuzzer covers four types of service parameters: primitive types
(e.g., float and integer), strings, arrays/lists, and objects. After the targeted
service executes a test case, Chizpurfle tracks new code blocks in the execu-
tion. In the next execution, Chizpurfle generates a test case by mutating the
previous test case that activates the execution of new code blocks. Beyond
code coverage, Chizpurfle also tracks log messages (e.g., failed assertions
and fatal exceptions) at runtime to detect errors. Similarly, Qui-Gon Jinn
(QGJ) [158] is a fuzz testing tool for wearable applications. Besides systems
events and messages, QGJ also generates random UI events. After sending
generated input, QGJ monitors the application and operating system in
terms of errors, crashes, reboots and hangs. In experiments with real-world
applications, some malformed unprivileged messages caused reboots of
operating systems on devices.
In addition to context simulation for functional testing, several approaches
simulate contextual data for non-functional evaluation and optimisation. For
instance, Kobe [30] is a performance simulator that aims to balance the tradeoff
among energy consumption, latency and accuracy of mobile sensing systems.
Instead of running actual applications, Kobe estimates the energy consumption
and latency by executing the classification algorithms in cloud-based emulation
and regression models of performance. PADA [110] is a power estimation tool
for mobile sensing applications. For power analysis, it allows users to upload
an implemented application with a context scenario (e.g., the user is walking
for 5 minutes in outdoor space). Then, it executes the application and emulates
the scenario with contextual data collected in previous real-world experiments.
Finally, it reports the power consumption over time and patterns of each hard-
ware module. FOREPOST [100] is a performance bottleneck analyser for Java
applications. It executes the targeted application with random input data to
identify low-performance execution paths and potentially improvable methods.
Record-and-Replay Tools For certain context scenarios, it may be inconvenient
for testers to find historical data or to generate suitable data to perform simulation
in laboratory settings. Hence, testers sometimes have to conduct a real-world
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experiment for data collection. To simplify the process of data collection and
subsequent simulation, several tools provide record-and-replay functions, so that
testers can record context data in a real world experiment and reuse the recorded
data to repeat tests.
For example, RERAN [56] is an Android-based record-and-replay tool that can
capture touchscreen input, sensor readings and system events during application
usage. By replaying the recorded trace, RERAN can reliably reproduce bugs that
are manually produced. The record-and-replay functions of RERAN require root-
ing only, which gives users privileged control (similar to the superuser privilege
in Linux) of Android OS. However, RERAN cannot record some types of sensor
data from Android system services, such as GPS-based or network-based location
information. Hence, MobiPlay [126] overcomes this weakness by connecting the
testing mobile device to a server that runs a modified Android OS on a high-
speed network. The targeted application is installed on the server, rather than
the mobile device. The mobile device runs the MobiPlay client to show the UI of
the targeted application and to receive user input. The user input is transmitted
to the targeted application on the server via the high-speed network. Since the
server runs a modified Android OS, sensor readings from system services and
other events can be captured. Likewise, Paranoid [124] uses the device-server ar-
chitecture that detects security attacks on the server using context data uploaded
by a smartphone.
Unlike approaches recording data from only one mobile device, MOTIF [57]
adopts a crowdsensing mechanism that collects data from a large group of devices
in the wild. With a client installed on mobile devices, MOTIF records application
information (e.g., method names), exceptions and contextual data. The client
uploads recorded data to a cloud server where context patterns are extracted
from aggregate data to reproduce crashes.
Summary Table 2.2 compares the characteristics of existing laboratory testing
approaches for validating context-driven features of mobile applications. Most
approaches in prior work focus only on the examination of functional properties.
To test various performance properties, testers have to repeat tests with multiple
specialised tools. However, repeating tests implies high cost of time and resources.
Note that developers of the modern software industry tend to push daily and











Monkey [61] random generator UI event, system event functionality device/emulator no
monkeyrunner
Python script UI event, system event functionality device/emulator no
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[145] static analysis system event, network functionality device no
[153] static analysis
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sensor, network coverage
ATT [105] static analysis
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device+emulator app
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QGJ [158] fuzzing UI event, system event functionality device no
Kobe [30] database sensor performance cloud no
PADA [110] database sensor performance cloud no
FOREPOST [100] random generator system event, sensor performance PC no
RERAN [56] recording












UI event, system event
functionality device+cloud no
sensor, network
Table 2.2: Characteristics of existing laboratory testing approaches for validating context-
driven features of mobile applications.
22 Background
commits strains testing resources. Although a few functional-testing approaches
provide some support for non-functional testing, the covered non-functional
properties are limited (e.g., Caiipa [95] has only energy consumption estimation).
Besides, all approaches in prior work allow only one way of data acquisition.
This poses a critical challenge for testers to simulate multi-dimensional context
with heterogeneous sensor data, since mobile applications are becoming increas-
ingly complex. Also, sometimes testers have to integrate data from different
sources (e.g., manipulated data and recorded data) to simulate the intended
context in testing [99].
In addition, regarding testing phases, the vast majority of existing approaches
aim only to test implemented software applications. Few approaches support
design phase testing (e.g., Kobe [30] can examine the performance of machine
learning classifiers at the design stage). In practice, design phase testing plays
a crucial role in successful testing [118]. If flaws are found early in design
documents, it is much easier and cheaper for developers to fix them [142].
Consequently, in this thesis we present approaches to address these identified
issues in the literature. Our approaches aim to facilitate efficient and systematic
tests on context-driven features of mobile applications in laboratory settings.
Also, our approaches attempt to enable low-cost tests that examine performance
properties of context-driven mobile applications at the design stage.
Chapter 3
A laboratory-oriented testing tool for
context-driven mobile applications
3.1 Aims and hypotheses
This chapter presents TestAWARE, a testing tool that facilitates efficient and
systematic validation of context-driven mobile applications in the laboratory.
TestAWARE aims to overcome the drawbacks of prior work in the following
aspects:
1. Data type. TestAWARE supports the replay of all sensor and event data
types provided by AWARE (see AWARE sensor list [9]). Also, TestAWARE
can replay audio streams in synchronisation with sensor and event data.
For all data types, TestAWARE allows testers to set a replay speed faster or
slower than the real clock.
2. Data source. To enable data reuse, TestAWARE allows testers to import data
from online or local sources. TestAWARE also provides data manipulation
for testers to create arbitrary data that is difficult to obtain from the real
world or databases.
3. Black-box testing. For applications receiving data in the AWARE format,
testers can use TestAWARE UI to launch functional testing in a black-box
manner without writing scripts.
4. White-box testing. By recording application output and assertion results,
TestAWARE allows testers to check low-level details in a white-box manner.
23
24 A laboratory-oriented testing tool for context-driven mobile applications
5. Non-functional testing. For all mobile applications, TestAWARE can mea-
sure processing speed of executions. For mobile sensing applications,
TestAWARE can estimate power consumption of sensors on a specific device
model. For context-aware mobile applications, TestAWARE can measure
machine learning performance over runtime.
We hypothesised that TestAWARE can efficiently and systematically validate
context-driven mobile applications in the laboratory. The design and evaluation
of TestAWARE are detailed in the attached publication in Section 3.2.
3.2 Publication
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1 INTRODUCTION 
Mobile devices such as smartphones and tablets now embed a variety of sensors (e.g., accelerometer, 
gyroscope, GPS and magnetometer) that can provide context-aware services to increasingly large user bases. 
Driven by the richness of heterogeneous data and machine learning algorithms, context-aware applications 
are becoming increasingly popular across a variety of domains, including quantified self [27], urban sensing 
and e-health. To simplify the development of mobile context-aware applications, researchers have built a 
significant number of context management frameworks such as AWARE [10], EmotionSense [23] and Sensor 
Data Collection Framework (SDCF) [4]. Although development has become easier, testing of such context-
aware applications remains challenging. For instance, it is challenging to test such applications in laboratory 
settings, and therefore developers and researchers have to resort to expensive pilots with users [21,22].  
There are several reasons why testing mobile context-aware applications remains challenging. First, due to 
the heterogeneity of contextual data and complexity of algorithms, static testing by reading the source code is 
impractical for developers to conduct efficiently. Second, it is time-consuming and expensive to robustly test 
mobile context-aware applications in realistic pilot studies, due to the potentially large number of context 
states that require testing (e.g., specific time, locations and user groups). Thirdly, certain types of contextual 
data, such as human falls or applications crashes, are too rare for applications to capture during testing [17]. 
To alleviate these problems, researchers have proposed several testing techniques and tools. For example, 
ContextViewer [6] is a visualisation and processing tool that helps developers understand the distribution of 
contextual data values from different sensors. KnowMe [9] is a tool that can replay online data on a PC, and 
send test cases to context-aware applications for processing. Similarly, MobiPlay [22] is a remote testing tool 
that allows developers to test mobile applications on a server using recorded sensor data such as GPS 
coordinates and acceleration. 
Despite these efforts, developers may still struggle with the lack of suitable datasets for testing. To 
overcome the lack of such datasets, researchers have designed several techniques to manipulate contextual 
data for testing specific applications. For instance, CRASHDROID [30] is a specialised tool for reproducing and 
replaying bug reports of applications for testing. Similarly, to confirm whether mobile crowdsourcing 
applications trigger questions in the correct context, one proposed approach is the integration of real-time, 
historical and simulated data to construct the intended context [17]. Similar work [24] can create, test and 
simulate interactions across mobile devices and ubiquitous smart infrastructures such as smart home. 
However, for systematic testing of mobile context-aware applications, we still lack a laboratory testing 
platform that can replay/emulate a rich variety of context from different data sources, or test functional/non-
functional properties (e.g., power consumption, machine learning accuracy and processing speed). For 
instance, using any combination of extant tools, developers cannot replay online historical data to test 
applications on physical devices or emulators. Even if a combination of tools supports the testing of an 
application, developers have to conduct multiple rounds of testing using each tool. Most importantly, none of 
existing tools provide the support of white-box testing. Without such support, developers can hardly locate 
and fix bugs in the source code. To address this issue, we have developed TestAWARE, a laboratory-oriented 
tool for testing mobile context-aware applications. The tool can download, replay and construct contextual 
data from different sources on either physical devices or device emulators. Based on a novel architecture 
consisting of a mobile client and code library, it supports both black-box and white-box testing, and testing of 
functional/non-functional properties. Testers can conduct different types of testing, depending on their actual 
requirements and resources. In summary, our work makes the following contributions: 
1. Conceptually, we identify a gap between existing testing tools and the requirements for laboratory-
based testing of mobile context-aware applications. Existing tools raise a significant number of 
challenges which impede effective and efficient testing of mobile context-aware applications in 
laboratory settings. 
2. To overcome the identified challenges, we propose TestAWARE, a laboratory-oriented testing tool 
that supports the testing of mobile context-aware applications by constructing the intended context 
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and examining functional/non-functional properties. Unlike prior work supporting only one type of 
testing, TestAWARE aims at a wide variety of mobile context-aware applications and testing 
scenarios, by incorporating heterogeneous data (i.e., sensory data, events and audio), multiple data 
sources (i.e., online, local and manipulated data), black-box/white-box testing, functional/non-
functional property examination and the environments of device/emulator. 
3. We quantify the maximal replay speed of sensory, event and audio data for testing scenarios where 
testers want to efficiently conduct a testing task with longitudinal datasets (e.g., maximising the 
replay speed for sensory data collected across multiple months or years). We show that our tool can 
take advantage of PC-based emulators to replay data significantly faster than actual smartphones and 
tablets. 
4. We evaluate our tool in a user study with 13 professional mobile application developers. The results 
highlight the strengths of our tool for testing mobile context-aware applications in laboratory settings. 
2  RELATED WORK 
The development of context-aware computing systems was one of the key challenges of Ubiquitous 
Computing [25]. At present, there exists a plethora of context management frameworks to develop mobile 
context-aware applications, e.g., AWARE [10], EmotionSense [23] and SDCF [4]. However, we observe that 
testing techniques and tools for context-aware systems have lagged behind the state-of-the-art in context-
aware computing technology [16]. Muccini et al. [21] identified several challenges of mobile context-
awareness testing, e.g., rich data sources, lack of testing tools and hardware difference. Testing tools need data 
to reconstruct the context where context-aware applications operate. Just as understanding user intent 
without explicit user input is challenging [8], it remains difficult and expensive to test mobile context-aware 
applications without relevant contextual data and data management tools [17]. In this section, we first 
summarise relevant work that addresses these problems. Then we identify the gap between the state of arts 
and the need in testing mobile context-aware application. 
2.1  Testing Mobile Context-Aware Applications 
Typically, the manufacturers of mobile operating systems provide basic software development kits (SDK) to 
support testing. For example, Android has a testing tool called Monkey [3] which can generate user interface 
(UI) events and certain system-level events. Monkey is able to record emerging errors in the testing. Similarly, 
Android also offers an automated testing tool called Monkeyrunner [20] which allows developers to test 
applications without modification of the application source code. 
Furthermore, developers and researchers have developed tools for testing more complex behaviours. For 
instance, the GUI crawler [1] can identify bugs by automatically simulating Android application executions. 
Similarly, Mosaic [13] is an Android-based record-and-replay tool to capture and replay user interactions 
across interfaces. Based on the AWARE [10] context-aware middleware, ContextViewer [6] is a visualisation 
and initial processing tool to help developers understand contextual datasets collected by AWARE. However, 
these testing tools, including industrial tools (e.g., Testdroid [14]), do not have the record-and-replay feature 
for contextual data. 
Hence, a large body of work focuses on the features of creating or replaying context events. Amalfitano et 
al. [2] highlight that mobile applications can be tested by event-based techniques with the consideration of 
both context and UI events. Tonjes et al. [28] present a semi-automated method for test case generation and 
test case execution. Specific values of contextual data can be automatically created for each test case. RERAN 
[11] is an Android-based record-and-replay tool to collect low-level data streams such as UI events and 
hardware sensor data. Although it can record data from various Android sensors such as accelerometer, it is 
unable to capture GPS information because GPS is a stand-alone service in Android. KnowMe [9] is a tool that 
can replay data collected by AWARE. It allows testers to specify the speed of replay. However, it only works 
on PCs and can only fetch data from online databases of AWARE. MobiPlay [22] is a remote testing tool that 
allows developers to test Android applications using recorded datasets such as GPS and accelerometer. 
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MobiPlay runs these applications on a remote server. The MobiPlay client on mobile devices acts as the GUI of 
the targeted applications. A limitation of MobiPlay is that developers cannot use datasets of other middleware 
from online sources or device storage. Also, developers cannot launch tests without a specialised server. 
If the intended context is uncommon for a mobile device to capture, generic testing or record-and-replay 
tools cannot provide effective support in testing. Hence, researchers have built a number of specialised tools. 
Griebe and Gruhn [12] present a model-based testing method that generates an appropriately selected group 
of test cases according to system design models. CRASHDROID [30] is a specialised tool to reproduce and 
replay bug reports for testing. Also, Roalter et al. [24] propose a development tool to create, test and simulate 
interactions between mobile devices and ubiquitous smart infrastructures such as smart home. 
However, functional-testing tools and techniques which also support the testing of non-functional 
properties (e.g., energy consumption, machine learning accuracy and processing speed) of applications are 
non-existent. The feature of testing non-functional properties is crucial because mobile devices have limited 
computing resources. For example, it is necessary to balance power consumption and classification accuracy 
for mobile context-aware applications [7]. Although several specialised tools, such as the power estimation 
IDE (integrated development environment) [19] and FOREPOST [18], focus on performance, it is a significant 
burden for developers to test functionalities and each property of an application using multiple tools. 
2.2  The Gap to the Need for Mobile Context-Aware Testing 
Table 1. Comparison 
Tool/Method Data Type Data Source B/W Box 
Testing 
Non-functional Environment 
Monkey [3] Event Script B - D/E 
Monkeyrunner 
[20] 
Event Script B - D/E 
GUI crawler [1] Event Script B - D/E 
Mosaic [13] Event Record B - D/E 
ContextViewer [6] Sensor Online - - - 
Testdroid [14] Event Script B - D 
[2] Event Script B - D/E 
[28] Sensor, Event Script B - - 
RERAN [11] Sensor, Event Record B - D/E 
KnowMe  [9] Sensor Online - - - 
MobiPlay [22] Sensor, Event Record B - - 
[12] Sensor, Event Model B - D/E 
CRASHDROID 
[30] 
Bug Report Record B - D/E 
[24] Event Script B - - 
[7] Sensor, Event Online - ML, PS, PC D/E 
[19] - - - PC - 






B/W ML, PS, PC D/E 
B – Black-Box Testing, W – White-Box Testing, D – Device, E – Emulator, ML – Machine Learning, PS – Processing Speed, PC – 
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Power Consumption 
Summarising the capabilities of existing tools and methods, Table 1 frames TestAWARE in relation to the 
state of the art using a number of criteria: 
 
1. Data type: mobile context-aware applications may collect and process various kinds of data, including 
hardware sensory data, software data, human input, audio and video [10]. We found that half of 
previous work only focused on a single data type. Also, replaying audio and video data during testing 
is rare in the literature. An ideal testing tool should support a wide range of data types to meet 
requirements of different applications. 
2. Data source: test cases are based on testing data. For simple low-dimensional context, developers can 
easily generate and record ad-hoc data. For example, the battery charging status of a smartphone can 
be changed by connecting or disconnecting the USB cable on a computer. However, for rare or multi-
dimensional context, developers may not have the opportunity to conduct systematic and exhaustive 
testing across the intended context. In these cases, developers can resort to re-using historical or 
manipulating data by writing a script. However, all existing tools only support one such way of 
obtaining testing data. This poses a crucial challenge for developers to reuse existing datasets. Even, 
some record-and-replay testing tools do not accept data from other sources. Therefore, a tool allowing 
multiple data sources can enable the testing of applications aiming at uncommon context and can 
significantly simplify the testing process. 
3. Black/white-box testing: in the software testing process, developers normally use both two methods, 
black-box testing and white-box testing, to test an application. Many existing provide neither method, 
and the remainder of tools focus only on black-box testing, which can only provide functional 
feedback. Our search did not identify a single white-box testing tool for mobile context-aware 
applications, even though white-box testing is very important in software development. This is 
because black-box testing only verifies whether a software can achieve its functional objectives, but 
cannot ensure that all the possible states of software are valid. Using these tools alone, developers do 
not have any support to examine internal behaviours of their context-aware applications. Hence, 
providing both methods of testing is a necessary requirement for a testing tool. 
4. Non-functional testing: non-functional properties play a crucial role in the practical use of applications. 
For mobile context-aware applications, testing tools should support 3 aspects which are closely related 
to user experience: machine learning performance, processing speed and power consumption [7]. 
Despite the existence of specialised testing tools, very few support this kind of testing. 
5. Environment: during testing, developers may need to examine the states of applications that correctly 
operate on physical devices. Also, the measurement of processing speed requires the environment of 
physical devices. When developers do not have access to specific physical devices (e.g., having certain 
screen sizes or OS versions), they must rely on emulators. For this requirement, testing tools must 
support both device and emulator environments, rather than only executing tests on source code 
using a server or PC. Approximately half of existing tools and methods do not provide this feature. 
 
Our analysis highlights the state of the art in mobile context-aware testing tools, and shows that there exist 
significant challenges in the testing of mobile context-aware applications, as also reported in literature [17]. 
We argue that the requirements for a testing tool for mobile context-aware applications are to support all the 
different testing scenarios from the criteria. The comparison across existing tools highlights a gap in the state 
of the art: none of them aim to work as a holistic tool for the complete testing process on diverse mobile 
context-aware applications and testing types. For instance, using any combination of existing tools, developers 
cannot use online historical data to test applications on physical devices or emulators. Even if a combination 
of tools supports the testing of an application, developers have to run multiple rounds of testing using each 
tool. Most importantly, prior work ignores the support of white-box testing. With existing tools, developers 
can hardly locate and fix bugs in the source code. Hence, our research addresses this gap in literature by 
developing TestAWARE to match the requirements set out in Table 1. 
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3  FUNCTIONALITY 
Before describing the technical details of our system, we first present a high-level overview of how our system 
functions, and how it supports developers in testing mobile context-aware applications in laboratory settings. 
To simplify our description, and make it more concrete, we consider a scenario where a developer is testing a 
mobile application that performs real-time fall detection (i.e., the application detects whether the phone user 
falls down or not. It does not report a fall if the phone itself drops from the user.) on the phone. The 
application is programmed to send an email to a caregiver every time a fall event is detected by the phone.  
The main challenge that the developer faces in testing this application is the effort that it takes to test it in 
realistic settings. Every time the application algorithm is tweaked or improved, new tests need to be 
conducted to ensure that the application works well in detecting fall events. Typically, a developer would 
compile a new version of their application, install it on a phone, and then conduct physical tests where they 
drop the phone under a variety of condition (e.g. drop from the hand, fall down with the phone in the pocket, 
etc.). This testing regime is also representative of the practices of researchers who develop context-aware 
applications. 
TestAWARE provides developers the ability to fuse simulated, historical, and real-time data in their testing 
regime [17] (Fig. 1). These can be combined to “reconstruct” the indented context within which their 
application should be tested. This context can be recreated on a physical device, or a device emulator. 
 
Fig. 1. TestAWARE supports the fusion [17] of real-time, historical, and simulated data during testing. 
3.1  Context Data Preparation 
The first step in using our tool, is that the developer needs to capture, download or generate contextual data. 
This data should reflect the conditions where the targeted application will be tested. In our scenario, the 
developer needs to record new data or download historical data from all relevant sensors, when the phone is 
dropped under a variety of circumstances. Therefore, the developer needs to orchestrate and record human fall 
events, as well as likely false-positive events (e.g., the phone dropping from a user’s hand). Many kinds of 
context middleware, such as AWARE, can be used to record the relevant sensor data (e.g., accelerometer and 
gyroscope), and the data needs to be stored in an AWARE-compatible format (i.e., records with timestamps). 
We note that developers can also create simulated sensor values, for example simulated accelerometer 
values or constant sensor values. This approach of using simulated data may be helpful in cases where rare or 
specific events need to be emulated. Developers can construct synthesised contextual data using the 
TestAWARE library. In our scenario, the developer could, for instance, create a for-loop that samples values 
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from a normal distribution and stores those values as simulated accelerometer values using the TestAWARE 
library. 
3.2  Black-box Testing 
To conduct black-box testing of the application, the next step will be to configure the TestAWARE client. The 
developer should install the client and the application in the testing environment (e.g., phone or emulator). 
Next, the TestAWARE client needs data details before it replays data. To achieve this, the developer should 
indicate where the context data is stored (either online or in local storage). According to the AWARE-
compatible data format, a single file or database table represents data for a single sensor. Therefore, the 
developer needs to indicate the database table or local file that contains the contextual data to be replayed, and 
then the TestAWARE client fetches all data to make sure it is available locally for the tests. 
Subsequently, the developer needs to define in the TestAWARE client a replay task: this is a definition of 
what sensor data should be replayed, and the timestamp range. A replay task is analogous to a set of test 
cases. A developer may define multiple replay tasks: some replay tasks may include more sensors that others, 
and different replay tasks can use different context data files. For instance, in our scenario the developer could 
create one replay task that uses only the accelerometer values the developer has previously recorded; another 
replay task can use both accelerometer and gyroscope. Additionally, the developer could create a replay task 
that uses accelerometer and gyroscope values captured in a lab setting, while another replay task could be 
defined to use the values captured from a bedroom. If an application needs a sensor to operate, but that sensor 
is not included in a replay task, then the device uses data from the actual physical sensor. 
Finally, the developer needs to begin execution of a replay task on the TestAWARE client, and define the 
replay speed. Once the replay has started, the developer switches to the targeted application, and 
observes/monitors its behaviour. In black-box testing we would assume that the application outputs results 
either into a database, or perhaps via debug messages. Once the replay task is finished, the developer needs to 
inspect the output of the application, and identify problems or errors. In our scenario, the developer could 
simply inspect the timestamps when his application detected a fall event. 
3.3  White-box Testing 
If the developer wishes to conduct white-box testing of the application, the next step will be to import the 
TestAWARE library into the application. The developer then needs to edit the source code of this application 
to define, configure, and control the replay tasks that are desired. Effectively, the developer needs to 
programmatically configure the TestAWARE client for data replay. The reason for programmatic 
configuration is to enhance automation, and facilitate repeatable tests. Ideally, this code would appear in the 
application when it is ready to start processing sensor values. 
There are additional changes to the source code that the developer can make, to improve testing. First, the 
developer can add assertions that the TestAWARE library provides. These assertions will be communicated, 
at runtime, to the TestAWARE client, and help the developer identify bugs. In our scenario, the developer 
would add such an assertion after a fall is detected, and indicate: a brief description of the assertion (e.g. 
“React to fall”), the expected value (e.g. “Message to caregiver is sent”) and the actual value (e.g., “Message to 
caregiver is not sent”). This assertion helps the developer test whether the application responds as expected to 
context. After the tests are complete, the developer can inspect all assertions that were logged during the test, 
to identify problems in the behaviour of the application. 
Second, TestAWARE allows source code modifications to facilitate the evaluation of applications to use 
machine learning assertions. This functionality is meant to help developers verify that modifications to 
their machine learning code have resulted in higher accuracy during the tests. The developer needs to make 
sure that the replayed data has ground-truth labels. These labels are created during the Data Preparation 
phase, and they need to reflect the desirable behaviour of the application. For example, in our scenario the 
developer would include “FALL” labels with the captured accelerometer values.  Then, the developer would 
edit the source code that processes each new incoming accelerometer values, and add an assertion using the 
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TestAWARE library. The assertion would compare the output of the application’s machine learning 
classification (e.g. “FALL” or “NO-FALL”) versus the ground truth label that is included in the replayed data. In 
case where the context recognition is not classification but a regression, the assertion compares the expected 
value (ground truth label) versus the predicted value (as predicted by the application). 
Third, the developer can insert a code snippet while the application launches, to enable energy 
consumption profiling. This code snippet informs the TestAWARE client of the sensor energy specifications 
of the handset that is tested. In our scenario, the developer would create a snippet that: defines the “Nexus 5” 
as the handset; indicates “Accelerometer” (one of the sensor names being replayed); indicates the sensing 
delay (e.g. “Normal”, as specified by Android documentation); and indicates the expected power consumption 
per hour (e.g. “0.4 mAh per hour”). The expected power consumption may be defined according to the 
developer’s expectations, or perhaps the hardware specifications of sensors (although those tend to be 
inaccurate). 
Finally, the developer can perform processing speed profiling by calling functions provided by the 
TestAWARE library. These functions are meant to be called before and after a time-consuming operation takes 
place, such as regression or classification. The developer can assign each measurement a label so that multiple 
modules in the code can be measured without conflict. The functions are used to measure the time that it takes 
for the operation to complete, and they communicate these results, in real time, to the TestAWARE client. In 
our scenario, the developer would add this pair of statements around the line of code that initiates 
classification when new accelerometer sensor values arrive. The developer would then see in the TestAWARE 
client the average and worst-case durations recorded during the test. 
4  ARCHITECTURE 
TestAWARE consists of a mobile client and code library, as shown in Fig. 2. We will detail the functions, 
usage scenarios and design trade-offs of each component in the following subsections. Although TestAWARE 
aims at the testing only on the Android platform due to its popularity, this architecture can be deployed to 
build similar testing tools on other platforms, such as iOS and Windows. 
As suggested by previous work [9,10], we implement both the mobile client and code library for the 
Android platform. The purpose of TestAWARE is to facilitate the testing of different mobile context-aware 
applications. Our main objective is to minimise the reliance on testing that requires the end-users of targeted 
applications. Conceptually, TestAWARE is able obtain and replay “context”, and thus provide a reliable and 
repeatable setting for testing context-aware applications.  
Before replaying contextual data, developers should collect relevant datasets either from online sources or 
from the device storage using local providers. Developers can also generate synthetic data programmatically 
using the data manipulator. Once contextual data is available, the developer can replay it using the data 
replayer, while in parallel the energy evaluator estimates the energy consumption of each sensor involved in 
the replay. Both the client user interface and command API (Application Programming Interface) of the code 
library provide replay control.  
In black-box testing, developers cannot modify the targeted application. Hence, the targeted application 
receives and processes data, and remains ignorant of the presence of the TestAWARE client and code library. 
In this case, the targeted application outputs results as usual, and developers have to analyse these results 
through the functionality of the targeted application (e.g., monitoring the user interface, or inspecting the 
database of the targeted application), because the application does not send the results to the TestAWARE 
client. 
TestAWARE allows developers to perform white-box testing by importing the code library into the 
targeted application. In this case, a context-aware module in the targeted application can output results to the 
result recorder of the TestAWARE client. Then the machine learning evaluator can generate performance 
analysis based on the recorded results.  In addition, developers can make use of the processing speed evaluator 
to record the time of executions. Similar to other white-box testing methods, the limitation is that the testing 
requires modification in the source code of the targeted application. 
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TestAWARE’s architecture entailed several design decisions and trade-offs. In turn, these were guided by the 
requirements we had set out for our tool. In Table 2 we describe how our requirements (from Table 1) were 
mapped to design choices in TestAWARE’s architecture. 
 
Fig. 2. TestAWARE architecture. The Client and Code Library are used to test the Targeted Application. 
4.1  TestAWARE Client 
The TestAWARE client is an Android application for mobile devices. It can also run on PC-based device 
emulators. During testing, the client runs simultaneously with the targeted application. The client user 
interface provides developers with testing data, replay data and read non-functional performance results. The 
client supports developers to conduct black-box testing on physical devices and emulators. Since developers 
cannot modify source code in the black-box testing, deploying a client running with the targeted application is 
the only viable approach. Fig. 3 shows screenshots of the client user interface during testing. Note that 
developers can also write scripts using the code library to automate the same tasks. 
4.1.1 Data Downloader. The data downloader allows developers to test applications with data replayed by 
the device, using existing online datasets such as an AWARE database. For example, developers can use online 
datasets from previous projects or experiments. Specifically, developers can specify credentials for a database 
(including database host, username, password, data table and timestamp period). Thus, the data downloader 
can download the respective dataset completely or partly to the device according to the user specifications.  
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Table 2. Mapping from requirements to design choices. 
Requirement Design Choice 
Support the replay of heterogeneous data Incorporate support for sensory, event and audio data in 
data downloader, local provider, data manipulator and data 
replayer 
Allow multiple sources for testing data Support online data by data downloader; support local data 
from device storage by local provider; support manipulated 
data by data manipulator 
Support black-box testing Replay data using the inter-process communication 
(Android Intent) in line with data collection of applications 
Support white-box testing Provide APIs for commands and audio data transmission 
using a code library in Java’s JAR package, which the 
targeted application can import 
Enable non-functional testing Include evaluators for machine learning performance, 
processing speed and power consumption 
Support testing on physical devices and 
emulators 
Deploy the client as an Android application that runs with 
the targeted application; replay the data with a suitable 
number of threads (i.e., the number of available CPU cores) 
 
 
   
Fig. 3. The TestAWARE client UI can be used to manage datasets and replay tasks. 
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To replay online data, the data downloader first downloads the data to its local storage. In contrast, 
KnowMe [9] simply fetches online data on the fly during the replay. Although downloading all the data may 
take a long time, developers can reuse the downloaded data if they need to replay data again. Another 
advantage of downloading is that the replay of downloaded data can stay uninterrupted by network faults. 
4.1.2 Local Provider. To test applications with data already recorded on the device, developers can use a 
local provider to include such data in the replay. A typical scenario can be that developers first record some 
data on the phone using the targeted application or a middleware such as AWARE, and then they replay the 
data in the testing with the help of the local provider. Similar to data downloading, developers need to input 
file path, table name and timestamp period.  
In Android application development, there are two options to copy local data: using a content provider or 
file stream. However, Android requires reading and writing permissions for each specific content provider 
when the data-processing application (e.g., TestAWARE) is developed. We are not able to know the details of 
these content providers since they are different across each testing task. Comparatively, it is easier for 
applications to read and write local data using a file stream, because Android only asks for a general 
permission “<uses-permission android:name= "android.permission.WRITE_EXTERNAL_STORAGE" />”. 
TestAWARE copies local data files to its own folder. Then developers can include the local data during testing.   
 
ALGORITHM 1: Concurrent Data Replay 
INPUT: a dataset with nonempty data sources in the replay D={d[0], d[1], …, d[n]}, speed multiple v 
BEGIN: 
1: foreach data source d[i] do in parallel 
2:  finished[i]    false 
3:  if d[i] is audio then 
4:   goto line 20 
5:  else 
6:   set data instance I[current] as the first data instance of d[i] 
7:   send I[current] 
8:   if d[i] has next instance I[next] then 
9:    set t as the time difference between I[current] and I[next] 
10:    wait t/v 
11:    I[current]    I[next] 
12:    goto line 7 
13:   else 
14:    finished[i]    true 
15:    while for all integer j, -1<j<n+1, finished[j] is true do 
16:     goto END 
17:    end while 
18:   end if 
19:  end if 
20:  set frame F[current] as the first frame of d[i] 
21:  send F[current] via each channel of d[i] 
22:  if d[i] has next frame F[next] then 
23:   set s as the sample rate of d[i] 
24:   wait 1/(s×v) second 
25:   F[current]    F[next] 
26:   goto line 21 
27:  else 
28:   goto line 14 
29:  end if 
30: end for 
END 
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4.1.3 Data Replayer. Unlike prior work [9], the data replayer of TestAWARE only replays localised data 
(i.e., downloaded data or data recorded on the device) to avoid the effects of unstable network connection. 
Also, localised data can be reused in different testing tasks. To carefully examine software details or accelerate 
the testing for longitudinal datasets, developers can specify replay speeds that are slower or faster than the 
real-time clock. The data replayer concurrently replays data from each data source using a suitable number of 
threads (i.e., equal to the number of CPU cores in the current environment). To synchronise sensor values, 
events, and audio files during replay, we have developed a concurrent algorithm whose pseudocode is shown 
in Algorithm 1. 
We have implemented the data replay module using the java.util.concurrent package provided by Java 8. 
TestAWARE schedules all the data sources selected by developers using a ScheduledExecutorService, which 
considers each data source as a scheduling task. To replay data at the speed set by developers, this service 
schedules tasks periodically by recalculating the timestamp using the predefined replay speed. To maximise 
the efficiency in replay, the service detects the number of cores on CPUs and spawns the same number of 
threads. Once a task replays all the data from a data source, the service will finish the task and give resources 
to other ongoing tasks. For audio data, TestAWARE accepts Waveform Audio File Format (WAV format) with 
one channel. Unlike other sensory data and events, audio data is a stream of frames. For example, the sample 
rate of WAV is normally 44100 Hz. In practical replay, we found that sending every sample per time is a 
significant burden (44100 executions per second) for devices or emulators. To solve this problem, we create a 
buffer to send every 441 samples per cycle, which means 100 executions per second. This strategy 
substantially reduces the computational cost for audio data replay. 
4.1.4 Result Recorder. Allowing for modifications of the source code in a white-box testing regime, the 
targeted application can output results to the TestAWARE client. The result recorder collects and stores this 
output on the device for further analysis. Developers can insert code into the source code to verify the 
internal behaviours of the targeted applications. For example, a line of text output code can effectively test 
whether the program runs into a branch under specific conditions. Developers can also record debugging 
output information or assertions to compare the actual values and expected values in the white-box testing. 
This feature is useful when developers want to evaluate machine learning modules. The result recorder can 
capture each prediction from the machine learning algorithm, and each ground-truth value from one of the 
data sources. Then, the machine learning evaluator compares the two groups of outputs and generates the 
analysis results. Furthermore, the result recorder can record real-time output for the processing speed 
calculator to analyse the real-time performance of the targeted application. 
4.1.5 Machine Learning Evaluator. The accuracy of context recognition is an important requirement in the 
development of context-aware applications. However, evaluating machine learning algorithms in these 
applications is non-trivial. First, there are many kinds of the learning problems involved in these applications, 
including binary classification, multiclass classification, regression, hard clustering, soft clustering and so on. 
Second, datasets of these applications may contain data labels with different frequency. This is a challenge in 
the analysis of machine learning performance. 
Suppose a dataset contains N raw data instances X = {x1, …, xN}.  The machine learning algorithm may 
directly take these data instances as input, serving as a function 𝑓: 𝑋 →  𝑌, where Y is the output space of 
classification or regression. If the dataset also contains the ground truth yi in Y, corresponding to each raw 
data instance xi, the machine learning evaluator can easily assess performance by comparing the output of the 
algorithm ?̂? and the ground truth Y given by the dataset. 
However, it is conceivable that a machine learning algorithm of a targeted application may filter raw data 
or transform it into another form (e.g., using feature extraction methods) to construct input which is not 
actually in the historical dataset. Additionally, the dataset may only contain Ysub which misses some values 
from the complete ground truth sequence Y (i.e., 𝑌𝑠𝑢𝑏 ⊊ 𝑌). In these cases, it is challenging to correctly match 
each ground truth value of the dataset with the output of the machine learning algorithm. Hence, assuming 
the ground truth appears later than the triggering context (e.g., when using Experience Sampling Method [15], 
to collect ground truth labels), we propose an output matching algorithm which operates together with the 
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machine learning algorithm within the targeted application. Algorithm 2 shows the pseudocode of this 
algorithm. Note that developers have to indicate the maximal possible time difference between the last raw 
data instance and the ground truth label by specifying the delay tolerance T in seconds. Both ?̂? and Y are 
saved by the result recorder. 
 
ALGORITHM 2: Output Matching Algorithm 
INPUT: machine learning algorithm f, a dataset with raw data instances X = {x[1], …, x[N]} and ground truth sequence Y (it is 
uncertain whether this sequence is complete), empty sequence ?̂?, delay tolerance T in real-time clock 
OUTPUT: output value ?̂?, where  𝑦?̂? is considered to be corresponding to yi in Y 
BEGIN: 
1: while Y has next instance y[next] do  
2:  set Ty as the timestamp of y[next] 
3:  while X has next instance x[next] do 
4:   set Tx as the timestamp of x[next] 
5:   input x[next] into f 
6:   if Tx > Ty then 
7:    add NULL into ?̂? 
8:    break 
9:   end if 
10:   if f generates output ?̂? then 
11:    if Ty – Tx < T then 
12:     add ?̂? into ?̂? 
13:     break 
14:    end if 
15:   end if 
16:  end while 
17:  end while   
18:  output ?̂? 
END 
For white-box testing, the machine learning evaluator uses the results captured by the result recorder to 
assesses accuracy. For classification tasks based on supervised or unsupervised learning algorithms, the 
machine learning evaluator measures prediction accuracy by comparing the output values to the ground truth 
in the dataset. For classification problems, the machine learning evaluator further measures the precision and 
recall of each class, as shown in Fig. 4a. For regression problems, the machine learning evaluator measures the 
mean absolute error (MAE) and mean squared error (MSE). The machine learning evaluator tracks 
performance during the whole period of data replay. Thus, developers can gain insights about the impact of 
increasing data amount on the machine learning performance. 
4.1.6 Energy Evaluator. The energy evaluator, together with the machine learning evaluator, supports 
developers in balancing the tradeoff between power cost and the accuracy of context recognition. Similar to 
the sensor-trace method proposed in [19], developers can provide a sensor power model for a specific device. 
Based on this model, the energy evaluator estimates the power consumption by calculating the usage of each 
sensor with the sensing frequency in the replayed dataset. Fig. 4b shows an example of the output. If 
developers do not have such a model, they can refer to hardware manufacturers using AWARE. 
4.1.7 Processing Speed Evaluator. For real-time sensing applications, computation time is a critical measure 
of an execution. For example, slow processing speed decreases the user experience of a context-aware UI. 
Hence, the TestAWARE library enables developers to measure and record the execution time of intensive 
tasks (e.g., machine learning) during white-box testing. Before and after the software module code in the 
targeted application, the developer can call related functions provided by the TestAWARE library. To measure 
multiple modules without conflicts, the developer can assign each measurement a label. After the test is 
complete, the TestAWARE client visualises the average and worst durations for the developer to view (Fig. 
4c). 
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(a)                                                            (b)                                                            (c)                          
Fig. 4. Screenshots of the TestAWARE client showing: a) machine learning evaluation results. The developer can choose 
which class label is of interest (e.g., “Outdoor”), and view the precision and recall performance (y-axis). The x-axis shows 
the sequence of ground truth labels during the test; b) the energy consumption profiling; c) the processing speed profiling. 
4.2  TestAWARE Code Library 
The TestAWARE code library is a Java JAR package. Developers can import this package into the targeted 
application for white-box testing and non-functional testing. They can also use this code library as standalone 
to generate and record simulated context. The code library provides significant flexibility during testing 
because developers can insert the code anywhere inside the targeted application, or even in the code of other 
applications. The only requirement is that the code from the code library can be executed in the same 
environment (i.e., device or emulator) as the TestAWARE client. However, a drawback is that developers 
without Java coding skills (e.g., front-end designers) cannot make use of functions in the code library. 
4.2.1 Command API. The command API offers controls provided in the UI of the TestAWARE client, 
including downloading data, replay data and stopping replay. By writing simple code snippets using the 
command API, developers are able to automate the processes of dataset download and launch/stop data 
replaying in white-box testing. Compared to using the client in black-box testing, the command API is more 
suitable for large-scale testing involving a large number of devices or emulators. To make use of the command 
API, developers must import the code library into the targeted application.  
During the initialisation of the targeted application, the application’s source code and the commands 
written by developers are executed together by the device or emulator. Then the commands send messages to 
the TestAWARE client for the data replay. Thus, the targeted application can start to process the contextual 
data sent from the TestAWARE client. 
To check the internal behaviours of the targeted application, developers can write output commands and 
assertions inside the source code, for example, a loop or a branch. Output and assertion results are recorded 
by the result recorder, as illustrated before. 
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In non-functional testing, the command API provides commands to record machine learning predictions 
and the execution time in nanoseconds. Also, to estimate power consumption, developers can use the related 
commands to build a power model for a device. 
4.2.2 Data Manipulator. The data manipulator enables developers to quickly simulate intended context 
(e.g., a fabricated application crash or battery low event) by generating synthetic (i.e., simulated) data. Except 
audio data, developers can manipulate any type of sensory data and Android event, using the functions 
provided in the data manipulator. Then, the data manipulator creates and stores these values in the local 
storage of TestAWARE on the device or emulator. In either black-box or white-box testing, the TestAWARE 
client can replay this synthetic data in the same way it replays historical datasets in local providers.  
Using the data manipulator, developers can efficiently simulate their intended context without recording 
values from a realistic context or obtaining a historical dataset. For example, healthcare application developers 
can create a set of fake GPS coordinates to test whether their applications can find the nearest hospitals. 
Unlike previous work [12] generating values using a specific tool, the data manipulator is a chunk of 
reusable Java code. This means that developers can conduct the simulation of intended context at any time in 
the testing. Developers may use the data manipulator to generate some new contextual data depending on the 
initial output of the targeted application. For example, when a smart home application detects that the user is 
coming home, developers can simulate different indoor temperatures to test whether the air-conditioner is 
turned on. 
 
Fig. 5. Fusion of real-time, historical and manipulated data using TestAWARE in the testing. 
4.2.3 Data Receiving API.  The data receiving API is only for audio data replay. For AWARE-compatible 
hardware sensory data and raw Android events, the data collection and transmission process of the target 
application bears no difference to real-world scenarios. However, due to the specificity of microphone data 
stream, TestAWARE cannot override the microphone hardware to replay audio data. Consequently, the 
targeted application can only receive replayed audio streams using the data receiving API of the code library 
in white-box testing. Based on the data receiving API, developers can include audio as a data source in the 
replay to construct the intended context during testing. 
4.3  Data Fusion Support 
TestAWARE is able to replay datasets in the formats of AWARE-compatible hardware sensory data, raw 
Android events and audio files. Although developers can replay historical data to test applications processing 
different types of data, it may be still difficult to construct the intended context based on historical data only 
[17]. Fusing real-time, historical and simulated data is an effective way to construct context in more cases [17]. 
In TestAWARE, we implemented this idea for the construction of more sophisticated context, as shown in 
Fig. 5. Because TestAWARE does not change the way that the targeted application collects data, the targeted 
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application still considers replayed data as real-time data. Thus, the targeted application can simultaneously 
receive data from TestAWARE and hardware sensors. If developers want to test applications using 
manipulated data, they can create and store such data before testing. Since manipulated data is replayed by 
the data replayer during testing, TestAWARE supports the fusion of the manipulated, historical and real-time 
data.  
Hence, developers can leverage data fusion to construct sophisticated context by combining replayed data 
and real-time data. For example, to test a battery monitoring application that recommends the closest phone-
charging location depending on the current location, developers can replay a fabricated battery low event and 
use the actual (i.e., real-time) location coordinates such as GPS. Note that developers should set the data 
replay speed to real clock (i.e., 1x speed) if they include real-time data into the data fusion. 
5  EVALUATION 
For the purposes of evaluation, we have decided to use both quantitative and qualitative measures. We first 
discuss the deployment of the output matching algorithm, and then we quantify the maximal speed of data 
replay. Finally, we evaluate the usefulness of TestAWARE in a user study with 13 professional mobile 
application developers. 
5.1  Selecting Delay Tolerance 
The key aspect of our tool is its data synchronisation during replay, and it is especially important to assess 
how this works with “messy” real-world data and labels. Our output matching algorithm requires a parameter 
delay tolerance T to match each machine learning output and the corresponding ground truth label. 
Developers have to specify this tolerance empirically in their code snippet, depending on the characteristics of 
the dataset and the process of context recognition. 
For example, in the field study in [29], the machine learning problem is to predict, every time the user 
unlocks their phone, whether the user is going to start a new task or continue their previous task. In this 
dataset, the ground truth labels (“NEW_TASK” vs. “CONTINUE_TASK”) were collected by explicitly asking 
the users after they had unlocked their phone. As a result, the ground truth labels appear after the actual 
unlocking event, and this delay varies considerably due to inconsistent human labelling (Fig. 6). Hence, the 
ground truth labels have imprecise timing in this case.    
In addition, the performance of the classifier (i.e., a constant classifier) during our testing can vary. For 
instance, we measured the time needed for our classifier to determine whether a user who just unlocked the 
phone intends to start a new task, or continue a previous task. The time needed by our classifier is shown in 
Fig. 7. This graph was constructed by visualising the values recorded by TestAWARE. 
By comparing Fig. 6 and 7 we find that there is a discrepancy between when the ground truth label appears 
in the historical data, and when our classifier is able to validate its machine learning assertion during testing. 
We do not want to penalise the application for getting the timing of its prediction wrong, and therefore our 
Algorithm 2 allows for a Delay Tolerance to account for this discrepancy. In this case, we find that our 
classifier can take up to 0.678 ms to execute. At the same time, we find that some ground truth labels appear 
with delay of up to 100 seconds. Therefore, to correctly match our application’s machine learning output and 
the ground truth labels, we would set the delay tolerance to be slightly longer than the majority (e.g. 95%) of 
the observed time difference between our application’s machine learning output and the ground truth labels. 
This is approximately 5 seconds in our case. 
5.2  Maximal Data Replay Speed 
In the testing of context-aware applications with longitudinal data collection (e.g., chronic disease tracking), it 
is necessary for developers to replay a large amount of historical data in a short period. Hence, we quantify 
how fast TestAWARE can replay data. We selected 6 smartphones, 6 tablets and 4 PC-based emulators to 
replay sensor, event and audio data at the fastest speed. In the sensor data replay, we used one thread to 
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replay 10000 accelerometer readings, which is equivalent to about 1 minute of sensing with the highest 
fidelity. In the event data replay, we used one thread to replay 10000 ACTION_BATTERY_LOW events, which 
typically occur when the phone battery becomes low. For audio replay, we used one thread to replay a file in 
WAV format with one channel of 16-bit stream (sampling rate = 44.1 kHz, samples = 169529220). 
5.2.1  Data Replay on Smartphone.  First, we investigate the maximal replay speed on 6 off-the-shelf 
smartphones: LG Nexus 5 with Android 5.1.1, Samsung S6 Edge with Android 6.0.1, Motorola Moto G2 with 
Android 5.0.2, 2 ✕ Motorola Moto G1 with Android 4.4.4 (G1-1 and G1-2), Motorola Moto G1 with Android 5.1 
(G1-3). 
 
Fig. 6. Delay between unlock event, and ground truth label in our historical data. 
 
Fig. 7. The variation in the time needed by our classifier to make an inference. 
Fig. 8 shows the maximal replay speed of audio on smartphones, in multiples compared to the original 
playback speed of the audio file. Results show that all these devices performed very differently. They were able 
to accelerate the replay speed to the range of 4.46 - 13.77 multiples. The best performance (13.77 on Nexus 5) 
was approximately triple the worst (4.46 on S6). 
Fig. 9 depicts the maximal replay speed of sensor and event data on smartphones. Similar to audio replay, 
results show that devices performed very differently. All the handsets can replay at least 1000 instances of 
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either sensor or event data per second. Also, we observe that all the handsets replay events faster than sensor 
data. Except S6, the replay speed of events is significantly higher than that of sensor data. 
5.2.2  Data Replay on Tablets.  Next, we measured the maximal replay speed on 6 off-the-shelf tablets: 
Samsung Galaxy Tab Pro 8.4 with Android 4.4.2, 3 ✕ Samsung Galaxy Tab4 10.1 with Android 5.0.2 (10.1-1, 
10.1-2 and 10.1-3), 2 ✕ Lenovo TAB3 7 with Android 6.0 (TAB 3 7-1 and TAB 3 7-2). 
 
 
Fig. 8. Maximal speed of replaying audio files on 
smartphones. 
 
Fig. 9. Maximal speed of replaying sensor data and events 
on smartphones. 
 
Fig. 10. Maximal speed of replaying audio files on tablets. 
 
Fig. 11. Maximal speed of replaying sensor data and 
events on tablets. 
Fig. 10 shows the maximal replay speed of audio on tablets, in multiples compared to the original playback 
speed of the audio file. Results show that the performance significantly differed. These tablets were able to 
replay the audio file within the speed range of 4.61 - 11.91 multiples. Tab Pro 8.4 performed the best with 11.91 
multiples. Identical models of Tab4 10.1 and TAB3 7 had similar performance. 
Fig. 11 presents the maximal replay speed of sensor and event data on tablets. Results show that the 
performance of replaying sensor data and events greatly varied among different models of tablets. TAB3 7 had 
the lowest performance with less than 700 instances of sensor data per second and 900 event instances per 
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second. On other models, the performance was more than doubled: at least 1800 instances of sensor data per 
second and at least 1900 event instances per second. 
5.2.3  Data Replay on Emulators.  Finally, we measured the replay speed on a smartphone emulator (Nexus 
5 with API 22) and a tablet emulator (Nexus 10 with API 22) using 2 PCs: Mac Mini with Intel i7 2.3GHz and 
MacBook Pro with Intel i5 2.7GHz. We allocated 2GB RAM, 500MB Android VM heap size and only one CPU 
to each emulator. 
Fig. 12 shows the maximal replay speed of audio on emulators, in multiples compared to the original 
playback speed of the audio file. Results show that all these emulators performed similarly. They achieved the 
maximal replay speed to the range of 19.31 - 21.88 multiples. The best performance (21.88 on Nexus 10 
MacBook) was slightly better than the worst (19.31 on Nexus 5 Mini).  
Fig. 13 presents the maximal replay speed of sensor and event data on emulators. Results show that all the 
emulators can replay at least 3000 instances of sensor data per second. For the replay of events, all the 
emulators can achieve a much higher speed: over 6000 instances per second. Similar to audio replay, the 
performance of replaying sensor data and events slightly varied across emulator types (smartphone and tablet) 
and PC models. 
 
 
Fig. 12. Maximal speed of replaying audio files on emulators. 
 
Fig. 13. Maximal speed of replaying sensor data and 
events on emulators. 
5.3  User Study 
To investigate the usefulness of TestAWARE, we conducted a user study with two real-world testing tasks. To 
select a suitable sample size of participants, widely accepted practices suggest 12 to 16 users [5]. Hence, we 
recruited 13 participants (3 females, 10 males, average age 25.8, average professional years 2.2). They were 
recruited through social media. All participants are professional programmers working in the industry of 
mobile software development for at least 1 year. The participants at least hold a bachelor's degree in computer 
science or related areas. Each participant was compensated with a gift card equivalent to 10 EUR. 
All participants were interviewed individually in our lab. For each interview, we first introduced 
TestAWARE to the participant. We described and explained the features of the mobile client on a smartphone 
and an emulator running on a PC. Then we showed them a demonstration where an Android application 
receives replayed data from the TestAWARE client both on the phone and emulator.  
Next, we completed a hands-on training session. Participants were instructed on how to use all the features 
of the TestAWARE client and code library. They were provided with available datasets, a template Android 
application project, API syntax and code examples. This training session was completed within one hour. 
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After the training was complete, participants were given a real Android application project for two testing 
tasks. The targeted application collects sensor data to predict applications to be used, and is implemented 
based on the work described in [26]. The predictions are shown on the screen as application icons. Before the 
study, we tested the implemented application carefully. Then we intentionally inserted a bug to the source 
code as a functionality flaw. Regardless of predictions, this bug always wrongly displayed a group of icons. 
The first testing task was black-box testing. The functionality of this application was introduced to 
participants. Participants were not familiar with the application’s inner implementation structure and details. 
Participants were asked to test the application using the TestAWARE client only. The second testing task was 
white-box testing. Full source code and reference publication [26] were given to participants. In this task, 
participants were allowed to use the TestAWARE code library with the client. Participants were asked to not 
only test the application functionality, but also assess its non-functional properties including machine 
learning performance, power consumption and processing speed. Participants were given unlimited time to 
finish the tasks.  
After both testing tasks were completed, each participant answered a questionnaire with nine questions 
relating to the testing tasks and our tool. For each question, participants were instructed to give a score on a 
scale from 0 (strong disagreement) to 100 (strong agreement). During the subsequent interview, we also asked 
each participant to explain their scores. 
5.3.1 Results.  The results in Table 3 show the numbers of participants according to their states towards 
the flaw for each stage. After black-box testing, 7 developers reported the flaw about icons because they found 
that the icons did not change during the whole process of data replay. However, 6 developers could not report 
this flaw because they thought that, even if the icons did not change, they may reflect correct predictions 
corresponding to the data replay. After white-box testing, all developers reported the flaw because they used 
run-time assertions to check the details of the program. Based on the results of assertions, they all correctly 
located the bug in the source code. 
Table 3. Results of two testing tasks. 
Number of Participants Before Testing After Black-Box Testing After White-Box Testing 
Reporting the flaw 0 7 13 
Not reporting the flaw 13 6 0 
 
We compared the states before testing and after black-box testing using Pearson's chi-squared test. We 
found that the black-box testing with the mobile client offered a significant help for testers to spot a flaw 
(P=0.008). In addition, we compared the effectiveness of our tool in the black-box and white-box testing. The 
results indicate that participants received a significantly greater support when using the TestAWARE client 
and code library in the white-box testing (P=0.02). 
Question 1: Does data replay from TestAWARE help the testing in the two tasks? (average score: 
90.8, median score: 90, standard deviation: 6.7) This question investigated whether our tool, in a practical 
manner, helps developers conduct both black-box and white-box testing of context-aware applications with 
data replay. The scores indicate that the participants largely perceived the necessity of data replay in the 
testing of context-aware applications, and that they identified a lack of tools to conduct data replay for this 
kind of testing. All participants considered data replay as a workable way to simplify the testing by avoiding 
collecting new samples of context in every round of testing. They also had unique opinions. In terms of 
testing cost, P2 stated: “Data replay reduces the cost of data collection in industrial testing, without loss of 
fidelity”. Highlighting the support for automation, P5 stated: “To automate the testing, testers must have a tool 
for data replay”. Regarding the likelihood to identify a bug, P11 and P13 commented that data replay can 
reproduce bugs to help testers understand the causes: “Without data replay, it is hard to reproduce a bug which 
was already detected in the past. If a detected bug cannot be reproduced, developers can hardly find the reason and 
fix the bug” (P13). The low standard deviation shows that the participants had a little divergence when judging 
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the magnitude of usefulness. P8 giving a score of 80 stated: “Data replay is able to make the application run in 
testing. Testing it directly in real-world context can also be a way to go”. 
Question 2: Does the TestAWARE mobile client help the testing in the first task? (average score: 
80.2, median score: 85, standard deviation: 15.1) This question was to check whether the TestAWARE mobile 
client supports developers to conduct the black-box testing. The scores show that the participants considered 
the mobile client as a useful component of our testing tool. The majority of participants commented that the 
client is easy to use and does not require testers to write scripts. However, the high standard deviation 
indicates that participants judge its usefulness differently. Regarding the search for bugs, P1 stated: “The 
client only replays the data for the tested application. It is hard to detect a bug because testers do not know 
whether the data is successfully received. And testers do not know the correct output from the tested application”. 
In terms of testing coverage, P13 stated: “Testers do not know how completely the application is tested. A 
number of bugs may be missed”. P2, P5 and P11 stated: “It does not help you locate the bugs”. P12 stated: “It 
helps testers who do not write code. But many bugs can be missed”. 
Question 3: Does the TestAWARE code library help the testing in the second task? (average score: 
91.2, median score: 90, standard deviation: 7.5) This question was to investigate whether the TestAWARE code 
library supports developers to conduct the white-box testing. The scores show that participants perceived the 
substantial usefulness of the code library, with little divergence indicated by the low standard deviation. Most 
participants commented that the code library enables the automation and more careful examination in the 
testing. P1 stated: “The commands can automate a large number of testing rounds”. P8 stated: “The code library 
helps the testing on not only high levels, but also the level of unit testing and integration testing. It can examine 
every step of programs. It also locates the bug in the code”. P6 stated: “It is easy to debug when a flaw is detected 
using the code library”. P12 stated: “The code library allows testers to match the output of software and different 
input”. However, they argued that it takes long time to conduct testing using the code library. P8 stated: “The 
limitation is that testers use a lot of time to write testing scripts”. Accordingly, P13 suggested a solution: “In 
practice, we may test only important components using this way, rather than all details”. 
To confirm the effectiveness difference of our tool in the black-box and white-box testing, we compared the 
scores of Q2 and Q3. First, we tested the normality of each distribution using the popular Shapiro-Wilk test. 
We found that the scores of Q2 are not normally distributed (P=0.010), but those of Q3 are (P=0.070). Hence, 
we used Mann–Whitney U test to verify the difference. The test identified a significant difference between the 
two sets of scores (P=0.041). 
Question 4: Does the assertion function help the testing in the second task? (average score: 89.5, 
median score: 90, standard deviation: 10.1) This question was to investigate whether the run-time assertion 
function of the TestAWARE code library provides help in the white-box testing. The high scores indicate that 
the participants appreciated the importance of assertions in the testing. All participants agreed that 
assertions accurately located the bug in the code. P2 stated: “Using run-time assertions is efficient and accurate. 
They are better than breakpoints because they require applications to run only once”. However, the slightly high 
standard deviation indicated some limitations of run-time assertions: “Given a bug location, it still requires 
some logical analysis to fix the bug” (P10); “Although a bug is located, understanding the whole scenario causing 
the bug is sometimes a complex task” (P13).  
Question 5: Does the machine learning evaluator help the testing in the second task? (average 
score: 82.7, median score: 90, standard deviation: 19.4) This question aimed to investigate whether the 
machine learning evaluator of our tool helps developers in analysing the machine learning performance of the 
application. The scores reveal a general endorsement among participants. P1 stated: “It quickly gives an initial 
performance summary to testers”. P11 stated: “It reflects the quality of code which uses machine learning 
algorithms”. Comparatively, some participants perceived only limited usefulness, causing the high standard 
deviation: “The tool evaluates machine learning using several simple measures. It may produce inaccurate 
evaluation results” (P6); “Common testers may not pay much attention to machine learning performance. Also, 
users may not care the accuracy of machine learning results” (P12). 
Question 6: Does the power estimator help the testing in the second task? (average score: 83.2, 
median score: 90, standard deviation: 23.2) This question was to investigate whether the power estimator 
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helps developers to assess the power consumption. The scores show that the participants have the need to 
estimate the power consumption of context-aware applications. Regarding industrial mobile application 
development, P1 stated: “The assessment of power use is indeed a process in mobile software production. An 
estimation is useful for testers to refer to”. P10 stated: “Estimation of power use from different sensors can help 
testers balance the data collection and battery preservation”. However, several participants argued that the 
estimation may have large errors, resulting in the high standard deviation. P5 and P7 stated: “The tool has 
only estimation. It cannot measure the actual power consumption of practical usage”. 
Question 7: Does the processing speed evaluator help the testing in the second task? (average 
score: 86.3, median score: 90, standard deviation: 10.4) This question aimed to investigate whether the 
processing speed evaluator helps developers in analysing the efficiency of certain procedures in the 
application. The scores reveal the considerable usefulness perceived by participants. P7 stated: “Response time 
is an essential index of user experience for mobile applications, especially for Android”. In terms of optimisation 
of applications, P6 stated: “It helps testers find the bottlenecks which testers may try to optimise”. P11 stated: 
“Testers can compare different implementations and find the best one”. 
Question 8: Is the maximal replay speed of audio, sensor and event data sufficient to in the 
testing? (average score: 94.8, median score: 98, standard deviation: 5.7) This question was to investigate 
whether the maximal speed of data replay satisfies the need of developers in the testing. As indicated by the 
high scores and low standard deviation, all the participants agreed that the maximal replay speed suffices for 
efficient testing. P3 stated: “It is fast enough. It reduces the testing time compared to testing in the real context”. 
Regarding testing applications with longitudinal data collection, P11 and P12 stated: “The high speed is 
enough to quickly complete a test if the data was collected across a long time”. 
Question 9: Is it a useful feature of TestAWARE to support both physical device and emulator? 
(average score: 96.9, median score: 100, standard deviation: 6.0) This question was to investigate whether 
TestAWARE helps developers in the testing by supporting both physical device and emulator. All participants 
agreed to the usefulness of the environment support, producing the high scores and low standard deviation. In 
terms of processing speed measurement, P1 and P4 stated: “Using real devices to measure process speed is 
reliable”. Regarding the convenience of development and testing, P6 stated: “I like to use emulator for 
development and testing due to the convenience”. Similarly, P8 stated: “Emulators are easy for testers to automate 
testing”. In terms of compatibility testing, P11 and P13 stated: “It is necessary to test applications on real devices 
for checking compatibility on different hardware and OS”. 
6  DISCUSSION 
Our overarching goal is to enable developers to test context-aware applications in laboratory settings. There 
are many reasons why this goal is desirable, including the ability to more systematically test the software, to 
enhance the reproducibility and replicability of test results, and primarily to reduce costs associated with 
participant-driven trials. Our tool enables developers to conduct automated tests in laboratory settings, thus 
greatly reducing the need (or offsetting the need) for user trials, at least in early stages of development of 
context-aware software. Clearly, we do not suggest that user trials are not needed, especially in terms of user 
interface design, but certainly automated testing can help in identifying functional and non-functional flaws. 
6.1  User Study Findings 
We begin by summarising the findings from our interviews with developers. The interviews first sought to 
investigate whether our tool can practically help developers test context-aware applications with data replay. 
Participants confirmed the necessity of data replay in the testing of context-aware applications, and they 
confirmed the lack of tools to conduct data replay for this kind of testing. Specifically, participants highlighted 
the simplicity of conducting multiple rounds of testing with TestAWARE. They also considered that data 
replay is effective in cost reduction, automation and bug reproduction. We also inquired the usefulness of the 
TestAWARE client in the black-box testing. The participants considered the client as a useful component 
because it is easy to use and does not require testers to write scripts. Additionally, participants considered the 
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code library as a useful component of the testing tool because of automation support, bug localisation and 
careful examination from low levels to high levels. 
Regarding the testing of non-functional requirements, the participants felt that our tool supported them 
effectively for the analysis of machine learning performance, power consumption and processing speed. 
However, some participants argued that these three aspects are of different usefulness to them. They 
considered that processing speed is more useful than machine learning performance and power consumption 
estimation, due to the importance of user experience. In terms of the maximal speed of data replay, all 
participants agreed that the speed is sufficient for testers to conduct testing efficiently. Finally, all participants 
noted that support for both physical devices and emulated devices is crucial for testing. All the participants 
preferred the freedom to select testing environments between the two options. Some stated that, for 
convenience, they would only use emulator if they have data for replay. Some thought that they would always 
include physical devices in testing, not only for measuring processing speed, but also for the assurance of 
software compatibility. 
To quantitatively evaluate our tool, we first statistically compared the effectiveness of our tool in the black-
box and white-box testing.  From the results of two testing tasks, we observed that our tool successfully 
supported testers in both the black-box and white-box testing. Furthermore, testers receive significantly 
greater help when the code library was used with the client. From the interviews, we confirmed this 
observation by the significant difference in the score distributions from the two related questions. Within the 
white-box testing support, the scores show that the assertion is a critical and useful feature of our tool. From 
the scores of the remaining questions, we confirmed the necessity of data replay and testing non-functional 
properties including machine learning performance, power consumption estimation and processing speed. The 
scores show that processing speed is of the highest usefulness among non-functional properties. Regarding 
the maximal speed of data replay, the scores indicate that testers can conduct testing efficiently with adequate 
replay speed. Regarding testing environments, the scores show that testers need the flexibility across real 
devices and emulators. 
6.2  Data Replay for Testing 
By replaying heterogeneous data including AWARE-compatible hardware sensors, Android events and audio 
files, developers can use TestAWARE to test the context-aware modules of mobile applications. The results of 
our user study suggest that data replay using TestAWARE simplifies the testing of context-aware applications. 
Compared to prior work such as MobiPlay and KnowMe, TestAWARE supports audio from microphone as an 
additional data source. Furthermore, TestAWARE allows developers to construct the intended context by 
creating simulated/synthetic data, or using data fusion to combine real-time data and replayed data. This is a 
key characteristic that can reduce the efforts and cost in data collection or dataset download. For example, 
manipulated data can be used to construct uncommon contexts, such as app crashes and human falls. 
When replaying data using TestAWARE, developers can set a replay speed that is faster or slower than the 
real-time clock. This can accelerate the testing with longitudinal datasets. Also, by replaying data at a slow 
speed, developers can carefully verify the execution details of context-aware modules, such as step counter. If 
the data fusion uses a real-time data source, the replay speed must be set to 1 (i.e. real-time). 
TestAWARE enables developers to manage data replay using either its mobile client (i.e., black-box testing) 
or the code library (i.e., white-box testing). As indicated by our interviews, the mobile client plays a crucial 
role in the testing when testers do not have programming skills. Challenging as programming is, the code 
library enables automated testing and allows developers to check low-level details of software code by 
recording the output of applications. In addition, the code library provides the only access to the testing of 
non-functional properties such as machine learning performance, energy consumption and processing speed. 
Finally, TestAWARE can operate on either physical devices or device emulators. This offers developers the 
freedom to select suitable environments for the testing. As suggested during our interviews, given access to 
data for replay, it is convenient to use solely an emulator in testing. However, for the assurance of software 
compatibility, it is necessary to run applications and TestAWARE on physical devices. Also, if developers 
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conduct tests with data fusion involving both replayed data and real-time data, they have to use physical 
devices and set the data replay speed to 1 (i.e., as fast as the real-time clock). According to our results, the 
maximal data replay speed of audio, sensor and event data on emulators is significantly faster than that on 
physical devices. This means that emulators are more suitable than physical devices when replaying data of 
longitudinal datasets. 
6.3  Testing Non-functional Properties 
By modifying the application source code in white-box testing, developers can use TestAWARE to record 
application output for debugging as well as testing non-functional properties, which is an important task for 
mobile applications due to the limited computational resources and battery life on mobile devices [7]. 
TestAWARE provides an analysis of the machine learning performance, power consumption and processing 
speed of the targeted application. Developers can make of these features to optimise applications for non-
functional requirements. 
As indicated in our interviews and prior work [19], these properties may be of different importance to 
specific applications. For example, compared to processing speed, power consumption is not an important 
measure for an application processing audio since developers normally cannot change the configuration of the 
microphone. It is worth noting that TestAWARE does not force developers to write testing code for all 
features. According to the mechanisms of their context-aware applications, developers can include or exclude 
specific modules from the code library when writing the code for the white-box testing. 
6.4  Implications for Testing Mobile Context-Aware Applications 
This section summarises the impacts of our work to the testing of mobile context-aware applications, in terms 
of conducting effective testing using our tool (i.e., guidelines for testers) and designing similar testing tools 
(i.e., guidelines for testing tool developers/researchers). 
6.4.1 Heterogeneous Data. Some mobile context-aware applications rely on only one kind of contextual 
data. Testers can easily find tools listed in Table 1 to replay or manipulate sensory data or events. For mobile 
context-aware applications collecting heterogeneous data, testers have much fewer selections. To test mobile 
applications based on audio data, testers can only choose TestAWARE. Unlike sensory data and events, 
common testers cannot write scripts to generate audio files for testing, since they are not human-readable. 
Yet, to test mobile context-aware applications, TestAWARE is the only tool supporting sensory data, events 
and audio, enabling a new type of testing which is not covered by prior work. Testers can set a speed for data 
replay, conducting tests which are faster (e.g., to save time when testers use a longitudinal dataset) or slower 
(e.g., to carefully monitor the applications) than the real-time clock. 
However, testers should have a suitable dataset for TestAWARE to replay. If testers are able to obtain such 
a dataset (e.g., by collecting application usage data from a sufficient number of users), tools, such as 
TestAWARE, enable the examination of dynamic behaviours and reduce the efforts in the testing of mobile 
context-aware applications, as discussed in similar work [22]. With such a dataset, testers can easily conduct 
regression testing in the future if they change the targeted application. Similarly, testers may reuse datasets to 
test other applications which process the same types of data as the targeted application. 
When synchronising these three kinds of data in data replay, designers of testing tools should use: 
1. the timestamps of sensory data and events. Typically, context management middleware (e.g., AWARE 
[10]) imprints a timestamp on each entry of sensory data and events. Designers should notice the 
format of timestamp, for example, in the unit of milliseconds or nanoseconds. 
2. The frame numbers of an audio file. Audio files do not contain timestamps, but their sample rates are 
stable over time. For example, an audio file with 44.1kHz sample rate has 44100 samples per second. 
For audio files in a single channel (smartphone/tablet microphones normally generate audio in one 
channel), one frame contains one sample. Hence, in line with Algorithm 1, designers can use frame 
numbers to synchronise audio and other two types of data. To improve replay efficiency, designers 
can apply a buffer to replay a number of samples per time. 
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6.4.2 Multiple Sources of Testing Data. To encourage the reuse of datasets for faster and cheaper testing, it 
is important for testing tools to support multiple sources of testing data. However, none of existing tools allow 
testers to import a dataset from different sources. This issue lowers the chance of dataset reuse, possibly 
causing more labour, time and cost in testing. For example, rather than downloading an existing dataset from 
the Internet, testers must record a new dataset for MobiPlay [22] to replay in testing. Comparatively, using 
TestAWARE, testers can import data from online databases, local device storage (e.g., data files in AWARE 
format) and the manipulator (e.g., creating a dataset with manipulated values). Furthermore, testers can also 
lean on the record-and-replay testing method because TestAWARE uses the data format of AWARE. That is, 
testers can first record data using AWARE and then replay the recorded data using TestAWARE. 
To support multiple data sources, developers of testing tools may follow the same implementation of 
TestAWARE. Data from online databases can be downloaded by common query statements such as SQL. 
Unlike directly downloading a file, this method has sufficient safety under data encryption and access control. 
Access to local device storage (e.g., record-and-replay) is a trivial task for mobile developers. To implement a 
data manipulator, developers can refer to the data format of the testing tool. To improve dataset reuse, they 
should use the data format of a popular context management middleware that is already used by previous 
projects and studies, rather than inventing a new format. Moreover, if they refer to an open-source context 
management middleware, they can save significant time by reusing its code of data management. 
6.4.3 Black-box Testing. Existing testing tools mostly emphasise the support of black-box testing. 
However, when using some of them, testers must modify the way the targeted application receives data, such 
as reading data from files on MobiPlay [22]. TestAWARE also implements this feature using a mobile client 
running together with the targeted application. Using TestAWARE, testers do not have to change the targeted 
application (except applications based on audio data, because they listen to microphone. For audio replay 
without loss of audio quality, these applications should receive audio data from another channel.), because 
TestAWARE sends the data using Android Intent with the same data format as AWARE. To conduct black-
box testing on applications, testers can efficiently switch off AWARE data collection (i.e., the normal way 
applications collect data) and start data replay of TestAWARE. Applications, ignorantly, receive the replayed 
data from the same channel. Hence, TestAWARE does not require coding skills from testers for black-box 
testing. A drawback of TestAWARE, as well as other tools, in black-box testing is that it only replays data for 
applications to process and does not explicitly report or locate bugs. Testers themselves should draw 
conclusions. If testers are sceptical about the application, they should further conduct white-box testing. 
To enable black-box testing, developers of testing tools may adapt the mobile client part of TestAWARE. 
Importantly, to encourage testing conducted by testers without programming skills, developers should not 
modify the original way the targeted application collects data, unless there are technical difficulties (e.g., 
applications based on audio data must use another channel to receive replayed data, rather than listening to 
microphone). Regarding the help in bug detection, black-box testing can hardly explicitly report or locate bugs 
because of the ignorance of internal details. Developers may implement CPU and memory monitoring features 
which can provide indirect evidence for testers to infer the existence of some flaws such as memory leakage. 
6.4.4 White-box Testing. For general mobile context-aware applications, none of extant tools support 
white-box testing. Using TestAWARE, testers can conduct white-box testing by its APIs of the code library 
provided in a Java’s JAR package. To check the internal details of applications, testers can output values or 
apply assertions (i.e., comparing the actual value and the expected value) on values inside the source code. 
Using the code library of TestAWARE, testers can record the dynamic behaviours of applications at run time 
which lead to accurate bug localisation and careful examination from low levels to high levels, as 
demonstrated in our user study. Furthermore, the code library allows testers to automate dataset management 
(i.e., downloading data, replaying data and stopping replay), indicating that testers can perform large-scale 
testing on a large number of devices or emulators. To test applications based on audio data, testers must 
change the way applications receive data due to the speciality of microphone data stream. Based on the audio 
data receiving API in the code library, testers are able to include audio as a data source in the data replay. 
As highlighted by our work, white-box testing is a promising and useful feature which developers of 
testing tools may implement in future work. They can employ the mechanism of the code library, allowing 
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testers to insert testing code inside their applications. To support the examination of applications’ internal 
behaviours, developers should design the commands and a result recorder for value output and assertions. For 
testing automation, developers should create commands for the controls of data management and replay. For 
the cases where testers have to change the way applications receive data, it is necessary for developers to 
provide corresponding data receiving commands for these applications to collect data from a new channel. 
Beyond TestAWARE, developers may include code coverage criteria, such as statement coverage and decision 
coverage, in their tools to assess the completeness of white-box testing. 
6.4.5 Non-functional Testing. A small number of extant tools are specialised for testing non-functional 
properties of mobile applications, including machine learning performance, processing speed and power 
consumption estimation. However, they do not provide any features for functional testing at the same time, 
causing testers to spend more time and efforts on a complete testing process using different tools. This issue 
raises considerable challenges for regression testing which happens after every new change in software. To 
avoid this problem, testers can use TestAWARE which is able to conduct non-functional testing in parallel 
with functional testing. For the evaluation of machine learning performance and processing speed, testers can 
insert corresponding commands which record machine learning results and execution timestamp at the run 
time of programs. For the estimation of power consumption, testers need to provide a sensor power model for 
a specific device because each sensor on different devices varies in power use. TestAWARE records all the 
results on the device storage and reports them via the UI of the mobile client. Testers can also analyse each 
entry of the results by reading the data from the device storage. 
Developers of testing tools should provide similar support for non-functional testing. For machine learning 
performance, they may implement more measures (e.g., Receiver Operator Characteristic (ROC) Area) beyond 
precision and recall. To achieve this, developers need to collect more run-time information from different 
machine learning algorithms. When recording timestamps for the measurement of processing speed, 
TestAWARE only allows testers to provide a name of the test. To support better evaluation of processing 
speed, developers can apply an assertion feature, which can be used by testers to compare the actual and the 
expected execution time. With this feature, testers can better find the bottlenecks in the programs in terms of 
processing speed. For the measurement of power consumption, developers can adapt the estimation method 
used by TestAWARE. Furthermore, they can attempt to monitor the actual power use of the targeted 
application on device battery. However, this is difficult because the operating system and testing tool also 
consume power at the run time of the targeted application. Developers could investigate how to accurately 
distinguish the power consumption from different sources. 
6.4.6 Testing on Physical Devices and Emulators. To examine properties such as compatibility and 
processing speed, it is necessary for testers to run their applications on physical devices. Using TestAWARE, 
testers can run tests for their applications running on any smartphone and tablet with Android OS, which is 
the most popular mobile platform in the market. Also, supporting physical devices enables the data fusion of 
replayed data and the data collected by sensors in real time. For example, to test location-based applications, 
testers can use real-time GPS coordinates (i.e., using the GPS location from AWARE middleware) together 
with replayed data for other sensors (i.e., using TestAWARE data replayer). In some cases (e.g., physical 
devices do not have an OS version required in testing), testers need emulators to conduct testing. With 
TestAWARE, testers can also perform data replay and functional/non-functional testing on emulators. 
Regarding non-functional testing on emulators, the measurement of processing speed depends on the PC 
hardware of emulators, providing limited usefulness. Based on the results of our experiments on the maximal 
replay speed of data replay, testers should be aware that PC-based emulators can replay data significantly 
faster than actual smartphones and tablets. Testers can take advantage of PC-based emulators in testing 
scenarios where testers aim to efficiently replay longitudinal datasets in short testing time. 
To enable the support of physical devices and emulators, developers of testing tools can simply implement 
their tools as applications on the targeted OS platform. For Android, developers can reuse the implementation 
of TestAWARE. As Android is implemented in Java, developers can make a Java’s JAR package as a code 
library for the API commands of white-box testing. For other platforms, developers should use the 
corresponding programming languages for the implementation of testing tools and code libraries (e.g., Swift 
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for iOS, C# for Windows Phone). Note that the mechanism of data replay functions may be restricted by 
different mobile platforms (e.g., the sandbox policy of iOS higher than 7.0 bans inter-process communication).   
6.4.7 Benefits of using TestAWARE. In summary of the above aspects, we identify a number of unique 
features of TestAWARE that can benefit testers in testing mobile context-aware applications, beyond extant 
testing tools. In Table 4 we demonstrate the benefits brought by each unique feature of TestAWARE. 
With TestAWARE, testers can conduct new types of testing: testing applications collecting audio data, and 
white-box testing. When initialising synchronised replay with any of sensory, event and audio data, testers 
can define the speed of data replay for tests which are faster or slower than the real-time clock. To alleviate 
the difficulties of finding testing data, TestAWARE improves the chance of dataset reuse. To reduce the time 
and cost in testing, TestAWARE automates and simplifies the data preparation phase, the process of black-box 
testing and non-functional testing. Also, to save time in white-box testing and non-functional testing, 
TestAWARE can conduct these two at the same time by providing a code library with API commands. 
Table 4. Benefits of using TestAWARE. 
Feature Benefit 
Supporting synchronised replay of sensory, 
event and audio data, with replay speed 
setting 
Enabling the testing of applications collecting any of 
sensory, event and audio data. Allowing tests which are 
faster or slower than the real-time clock. 
Supporting testing data from online, local 
source and manipulation 
Increasing the chance of dataset reuse. Simplifying the data 
preparation phase before tests. 
Supporting black-box testing without 
requiring any modification for receiving data 
Simplifying the process of black-box testing. Encouraging 
tests performed by testers which do not have corresponding 
programming skills. 
Enabling white-box testing Allowing testers to examine internal details of application 
and locate bugs from low levels to high levels. 
Providing a code library for white-box 
testing and non-functional testing 
Automating data preparation, white-box testing and non-
functional testing. Simplifying non-functional testing. 
Allowing testers to conduct white-box testing and non-
functional testing at the same time. 
6.5  Limitations and Future Work 
TestAWARE is implemented on Android. We are aware that the fragmentation of Android causes the 
inconsistency of sensor value representations from different hardware manufacturers. E.g., for the proximity 
sensor, some manufacturers use {0, 1} to represent a negative or positive. However, other manufacturers use 
{0, 15} or {0, 100}. These representations are all valid on Android platforms. If sensor values are collected on 
one device, it may be challenging for another device to recognise the values of the data replay in the testing. 
Developers may have to transform the representations of the datasets for testing their applications. 
Regarding the implementation of TestAWARE on iOS, we found that the sandbox policy of iOS higher than 
7.0 does not allow any inter-process communication, meaning that the targeted application can never receive 
the replayed data from an external testing tool. To perform effective data replaying, a tool must act as a 
module inside the targeted application (e.g., as a combination of a file reader and data replayer which the 
targeted application can import). However, this implies the modification of the source code of the targeted 
application, causing black-box testing to become impossible. Future research can investigate the suitable 
design of the tool for iOS, as well as other unpopular mobile platforms. 
In our experiments, we quantified the maximal replay speed of audio, sensor and event data on 
smartphones, tablets and PC-based emulators. The experiment used one thread and one type of data per time. 
80:28 • C. Luo et al. 
Proceedings of the ACM on Interactive, Mobile, Wearable and Ubiquitous Technologies, Vol. 1, No. 3, Article 80. 
Publication date: September 2017. 
In practice, the testing often involves heterogeneous data in the replay. When replaying multiple data sources 
at a high speed, the maximal replay speed may reduce because the number of CPU cores may be lower than 
the number of data sources. 
For future work, we plan to include video data in the replay since most smartphones and tablets have dual 
cameras. Also, smartwatches with diverse sensors are becoming increasingly popular recently. We plan to 
design a smartwatch version of TestAWARE for the testing of smartwatch-based context-aware applications. 
7  CONCLUSION 
In this paper, we present TestAWARE, a laboratory-oriented testing tool for mobile context-aware 
applications, which can download, replay and construct contextual data on either physical devices or 
emulators. To support both black-box and white-box testing, TestAWARE is designed and implemented as a 
novel architecture with two components: a mobile client and code library. In black-box testing, developers can 
manage data replay from the mobile client without writing testing scripts or changing the source code of the 
targeted application. In white-box testing, the code library supports developers to automate data replay by 
writing testing scripts and conduct functional examinations using run-time assertions. With the code library, 
developers can also test non-functional properties of the targeted application, including machine learning 
performance, energy use and processing speed in real-time clock. We evaluated TestAWARE by quantifying 
its maximal data replay speed and conducting a user study with 13 professional developers. We found that 
PC-based emulators can replay data significantly faster than physical devices including smartphones and 
tablets. The results of the user study confirm the usefulness of TestAWARE in the testing of mobile context-
aware applications in the laboratory settings. In the scope of testing mobile context-aware applications, our 
work provides multiple implications to conduct tests and testing tool design, which can guide both testers and 
developers (including researchers) of testing tools. 
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4.1 Aims and hypotheses
This chapter explores how the real-time sensing performance of context-driven
mobile applications can be efficiently and systematically validated in the labora-
tory. We proposed a validation approach with the following aims:
1. Quantifying the distortion of modified sensor signals. Mobile applica-
tions may modify sensor signals in real-time sensing (e.g., to compress the
sensing data [83], or to protect sensitive data by hiding it into sensor signals).
Our approach aims to quantify the amount of error caused by modification
in sensor signals.
2. Testing different sensing frequencies and device models. Our approach
aims to investigate how performance varies across different sensing frequen-
cies and device models.
3. Testing different sensor types. Our approach attempts to explore how
different sensor types perform under identical settings.
4. Measuring processing speed. Our approach aims to measure the process-
ing speed of real-time sensing in two aspects: execution time and payload
count (i.e., how many sensor readings can be processed in a given period of
time).
5. Measuring CPU utilisation. Our approach aims to investigate how CPU
utilisation of certain executions can be measured in real-time sensing.
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6. Enabling design phase testing in the laboratory. Our approach aims to ex-
amine these performance properties of real-time sensing at the design phase,
without implemented software or with the minimal efforts of implementing
a software prototype. Also, our approach intends for testers to launch all
tests in the laboratory.
We hypothesised that our approach can achieve efficient and systematic
laboratory-based validation for the real-time sensing performance of context-
driven mobile applications. With an exemplar targeted application that uses a
data hiding method to encrypt and embed sensitive information into streams
of real-time sensor data, our approach is detailed in the attached publication in
Section 4.2.
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We develop and evaluate a data hiding method that enables 
smartphones to encrypt and embed sensitive information 
into carrier streams of sensor data. Our evaluation considers 
multiple handsets and a variety of data types, and we 
demonstrate that our method has a computational cost that 
allows real-time data hiding on smartphones with negligible 
distortion of the carrier stream. These characteristics make 
it suitable for smartphone applications involving privacy-
sensitive data such as medical monitoring systems and 
digital forensics tools. 
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Smartphones; ubiquitous computing; privacy protections; 
digital signal processing; mobile and wireless security. 
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INTRODUCTION 
We present and evaluate a data hiding method for 
smartphone sensing, which enables sensing applications to 
encrypt and embed sensitive data or identification codes 
within other data streams of a smartphone. Our method is 
motivated by the increasing diversity of sensor data that 
mobile devices generate, and the growing ecosystems of 
services that store, process, and share this data. 
The constellation of personal devices that we regularly use 
now includes smartphones, smartwatches, tablets, fitness 
sensors, and a variety of domestic appliances. These 
devices contain a growing set of increasingly sophisticated 
sensors which improve interaction and provide new 
services. The richness and volume of this data have given 
rise to research opportunities for the UbiComp community 
and beyond. For instance, research often demonstrates how 
smartphone data that we previously discarded as noise can 
actually contain valuable information [1]. Furthermore, 
research on quantified self, self-monitoring, and e-health 
aims to harness the data that our devices generate. 
This trend has motivated scientists across academia and 
industry to build platforms that collect, analyse, visualise, 
and share increasing amounts of end-user data generated 
from personal devices. It has become a norm for studies to 
instrument personal devices of volunteer participants 
(recruited both in-person or via app-stores), and much of 
this data may eventually become available for other 
scientists or the public in general. Initiatives such as 
Crawdad, Crowdsignals, and Nokia's Lausanne Data 
Collection Campaign are examples of how smartphone 
“traces” may be shared after the completion of an 
experiment. Similarly, the quantified-self movement has 
given rise to a large number of platforms where users may 
upload their health-related sensor data. While certain 
platforms may be free or come with associated costs, users 
typically share their data in exchange for a service.  
Often, multi-stream data from a user’s device is treated as a 
coherent data unit. For instance, a typical experiment may 
simultaneously collect accelerometer, heart rate, and GPS 
data. This set of sensor streams may then be uploaded to a 
server for analysis, visualisation and sharing. This approach 
to “bundling” sensor streams has two important downsides. 
Firstly, it treats all sensor streams unilaterally, overlooking 
the unique privacy aspects of each individual sensor stream. 
For instance, accelerometer data may not be as sensitive as 
GPS data. Secondly, users practically relent control of their 
data once it leaves their devices. 
Our work proposes a data hiding approach to address the 
privacy needs that arise when users share smartphone 
sensor data with scientists and platforms. Crucially, our 
technique is transparent, meaning that it is compatible with 
existing platforms and tools. As a result, users can maintain 
control of their sensitive data even after sharing it through 
online platforms, without having to give up those services. 
Additionally, the technique allows us to verify the integrity 
of embedded sensitive data, for example to confirm that no 
tampering has taken place in the form of record removal, 
decimal rounding, or filtering. Finally, our technique allows 
users to prove ownership of sensor or healthcare data that 
they have shared, and as such provides spoof resistance 
against tampered medical sensor data [31]. 
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BACKGROUND 
Data hiding is an application domain of digital 
watermarking techniques [7]. Traditionally, watermarks are 
found in official documents, and carry information about 
the object in which they are found. Watermarks are 
designed in way so that they are difficult to reproduce or 
counterfeit [12]. For example, banknotes have watermarks 
in the form of figures that become visible only under certain 
conditions.  
The practice of watermarking can be defined as 
imperceptibly altering an object to embed a message about 
it [12]. Embedding a watermark w into a host object C 
produces a new object Cw, such that w can be reliably 
located and extracted even after Cw has been subjected to 
transformations [8].  
In digital watermarking the host object C is a carrier signal 
of information, and the watermark w is a digital marker. 
The watermarking process is achieved through the 
introduction of errors not detectable by human perception 
[11]. Similar to traditional watermarking, digital 
watermarks can only be perceptible under specific 
conditions such as after using special extracting algorithms 
[33]. Unlike traditional watermarking, in digital 
watermarking when the carrier signal is copied or 
transferred, the watermark is also carried with the copy. 
Watermarking methods have been used in various 
applications including digital audio, images or videos. 
Typically, these are used for owner identification, content 
authentication and copy control [12]. Similarly, data hiding 
is particularly popular with biomedical data because of the 
need to imperceptibly carry metadata or additional sensitive 
data such as name, ID, or sensitive medical data [37]. In 
biomedical research, data hiding techniques embed data 
reversibly, since it is important to use it in its original state 
in the analyses. In our case though, we can be flexible as 
the host data is not sensitive. In this context, data hiding can 
improve management efficiency, provides an additional 
layer of security, and can ensure confidentiality, availability 
and reliability [7].  As such, data hiding allows us to embed 
a set of metadata or sensitive data, imperceptibly, within 
another data set or digital file. 
Finally, we observe that cryptographic techniques offer 
orthogonal benefits regarding these concerns. For this 
reason, data hiding techniques often encrypt the data before 
it is hidden. However, the key advantage of data hiding is 
the “physical” binding between carrier signal and digital 
marker in a manner that is transparent to computational 
infrastructure, can survive data migration, and does not give 
rise to software compatibility issues. 
Properties of Data Hiding Techniques 
Multiple data hiding techniques exist, and they can be 
classified in terms of three key properties [18].  
• Robustness: Robust techniques are those where data can 
be extracted successfully even after the carrier signal has 
undergone malicious attacks, modifications or 
transformations. This feature is particularly desirable in 
cases where the host is prone to modifications, either 
intentional, or unintentional. An example would be lossy 
compression. Fragile techniques are those where minor 
distortions affect the hidden data. This can serve useful 
tamper-proofing purposes (e.g., loss of hidden data can 
reveal and localise modification of data).  
• Imperceptibility: Data hiding techniques are considered 
as imperceptible when data is imperceptible to human 
under typical use. Hidden data can only be extracted 
algorithmically by an authorized user. Good 
imperceptibility also suggests high fidelity between the 
original work and the one containing data. 
• Capacity: Refers to the size of the payload that can be 
encoded within a unit of a host object. 
Traditionally in data hiding literature, there is a tradeoff 
between these three properties. Depending on the 
application domain, the priority of these properties varies. 
An additional constraint in the case of smartphones and 
mobile sensors is energy consumption and computational 
complexity. Previous work has highlighted that data hiding 
is more efficient than cryptography in terms of complexity 
and energy usage, and therefore more appropriate for 
resource-constrained hardware [18].  
Data Hiding and Smartphone Sensor Data 
Smartphone sensing techniques introduce a variety of 
applications and opportunities, such as activity recognition, 
health monitoring and intelligent transportation. However, 
smartphone sensor data may contain sensitive information, 
including GPS location, medical states (e.g., heart rate and 
travelled steps) and user profiles (e.g., identity, age, gender 
and calendar reminders). This challenges researchers in the 
design of smartphone sensing systems [20]. 
Although researchers can alleviate these problems using 
cryptography and privacy-preserving data mining 
techniques, existing approaches are still insufficient to keep 
information imperceptible or to prove the authenticity of 
sensor data [19, 22]. For this reason, data hiding techniques 
can benefit users, for example by hiding sensitive data 
within non-sensitive data. Furthermore, data hiding 
techniques can be used to prove ownership of smartphone 
sensor data without compromising anonymity. By 
embedding identification information into sensor data, 
sensing systems that collect data from multiple users (e.g. 
in crowdsensing) can easily verify the source of data and 
filter untrusted sources without establishing secure access 
APIs or explicit authentication mechanisms. 
Many projects have considered data hiding techniques, 
especially watermark-based methods, in smartphone-driven 
scenarios. Miao et al. [27] developed an Android 
application that uses digital watermarks to protect the 
ownership and integrity of digital photographs. They 
showed that the proposed approach can resist some 
common attacks, such as contrast change and compression. 
Zhou et al. [40] developed a system named AppInk that 
generates watermarked apps from the source code of 
original apps, to detect unauthorised apps which are 
repackaged by attackers. Suzuki et al. [35] developed a 
video annotation system which embeds real-time high-
frequency audio watermarks into video data of a 
smartphone camera. Because high-frequency audio is 
inaudible to humans, the audio quality of watermarked 
video data is not compromised. Hence, users can add 
annotations into video in the form of audio watermarks. 
Furthermore, data hiding has been used as a barcode-like 
mechanism. For example, previous work embeds hyperlinks 
within posters or videos [9], such that a mobile device can 
decode this information but it is not perceptible to humans. 
Similarly, researchers have shown how to embed 
information within an audio channel transmitted over 
loudspeakers [26] or the phone [30], a technique that can be 
used for ad-hoc secure pairing, verification, and 
synchronisation.  
In the context of sensor networks that may have to operate 
in untrusted environments, data hiding can meet the 
requirements of data integrity and authentication in 
communication. For example, Wang et al. [38] proposed an 
adaptive watermarking approach to achieve secure image 
transmission with low distortion and energy cost. Similarly, 
Zhang et al. [39] presented an end-to-end authentication 
scheme that employs watermarking for secure data 
aggregation. In these cases, watermarks are embedded by 
each sensor node, and the server can verify the sources of 
the incoming data despite an untrusted communication 
network.  
Our work builds on previous research in many ways. The 
recent proliferation of scientific and commercial platforms 
for sensor data has given rise to the need to consider 
“sensing” as the application itself. Therefore, we aim to 
provide users a transparent way to embed one set of 
smartphone sensor data within another. This will allow 
users to adopt services on a variety of platforms without 
necessarily trusting them with their sensitive data. Much 
like sensor nodes operating in an untrusted network [38, 
39], we can enable users’ personal devices to share sensor 
data with each other via untrusted platforms. Additionally, 
our approach establishes a physical binding between a 
sensor stream and annotation data, either to prove 
ownership of the sensor data (as demonstrated with photos 
[27]), to provide additional context (as has been shown for 
videos [35]), or for ad-hoc communication purposes (as has 
been used in ad-hoc pairing [26, 30]). 
STUDY 
Our objective is to investigate the feasibility of hiding one 
sensor stream within another on a smartphone. Due to the 
plethora of sensors, it is important to identify their main 
types for our purposes. Modern smartphones can provide 
sensor data across the following broad categories [21]: 
• hardware sensors that include motion sensors (e.g., 
accelerometer and gyroscope), position sensors (e.g., 
GPS and magnetometer), environmental sensors (e.g., 
light sensor and barometer), and multimedia hardware 
(e.g., microphone and dual-cameras).  
• software sensors that include operating system data (e.g. 
CPU load, network connections, app usage) and 
application data (e.g. calendar data, browsing history, 
music listening data). 
• human input, which captures phenomena that are 
imperceptible for hardware or software sensor, mainly 
using smartphone-based surveys and the Experience 
Sampling Method [23]. 
Given the diversity of data sources, there are two important 
characteristics that we consider for data hiding purposes: 
• frequency: some sensor data may be collected at high 
frequency, such as accelerometer and magnetometer data. 
Other sensors may provide data with much lower 
frequency, such as heart rate sensors, GPS, or human 
input text. Furthermore, some data may be constant, such 
as user identifier, names and date of birth. 
• privacy sensitivity: some data may be highly sensitive if 
exposed, such as date of birth, user identifier, or heart 
rate data. Other data may be less sensitive, for example 
accelerometer and gyroscope values. 
In the diagram below we map out many of the possible 
smartphone sensors in terms of their frequency and 
sensitivity. Data hiding is ideal for hiding low-frequency 
sensitive data into high-frequency non-sensitive data. It is 
challenging to objectively map the privacy concerns that 
may be associated with any particular sensor, since they can 
vary across users and strongly depend on what other data is 
available. For instance, gyroscope is typically used together 
with accelerometer to detect activities such as walking, 
standing, sitting and lying can be recognised with high 
accuracy 96% [3], while on the other hand complex 
activities (e.g., cooking, cleaning and sweeping) are still 
considered challenging to recognise [13]. Therefore, we 
rely on subjective assessment, heuristics, and our review of 
literature [19, 22, 28] to rate the privacy concerns for each 
sensor. We summarise the different types of sensor data in 
terms of frequency and sensitivity in Figure 1. 
DATA HIDING METHODOLOGY 
In data hiding techniques the payload can be hidden either 
in the time or frequency domain of the carrier. We adopt a 
time domain technique, and specifically a substitutive 
insertion method: parts of the carrier signal are replaced by 
the payload signal.  Specifically, we apply the Least 
Significant Bit (LSB) substitution scheme, replacing the 
carrier signal’s least significant bits with bits of the 
payload. This approach enables embedding data of high rate 
and size, while causing relatively insignificant 
modifications to the original values [15, 29].  
More importantly, our method is appropriate for real-time 
data hiding on limited-resource platforms such as 
smartphones, due to its low time complexity, and can 
therefore guarantee that the embedded data is synchronised 
with the carrier data. For example, let us assume that we 
need to embed a heart rate value into a stream of 
accelerometer values. We first obtain the binary 
representation of the heart rate value, which for instance 
can be a 32-bit integer. The next step is to embed each bit in 
the oncoming accelerometer stream, by replacing the LSBs 
of consecutive accelerometer values that have also been 
converted to binary form (see Figure 2). One bit is used for 
a flag to denote the existence of embedded data, and 
additional bits are used for the payload. Depending on how 
much we can afford to distort the carrier values, we can opt 
to replace two or more LSBs. 
 
Figure 1. Sensitivity and frequency of different sensor data. 
Authenticated encryption prior to embedding enables us to 
detect errors or tampering of the hidden data. Therefore, we 
apply the Advanced Encryption Standard (AES) in 
Galois/Counter Mode (GCM) [14, 32] to encrypt and 
authenticate the embedded data. GCM is a mode of 
operation that supports simultaneous encryption and 
authentication of a data stream in an efficient, parallelisable 
manner. To ensure the integrity of the data, an 
authentication tag is generated at the end of the input 
stream. The GCM mode is nonce-based which means that a 
unique public identifier called nonce or initialisation vector 
needs to be used for each set of data. Both the nonce and 
the secret encryption key are needed for decryption and to 
check the integrity of the data. Any tampering of the 
encrypted hidden data will be detected during the 
decrypting phase. 
For our evaluation we implemented our method on Android 
smartphones. We developed a pair of applications that run 
simultaneously and communicate via Intent messages 
within Android. The sensing application collects the 
sensitive data to be hidden and passes it to the data hiding 
application. The latter encrypts the received data, hides it 
into the carrier signal, and potentially stores it or transmits 
it to a third party. The two-application architecture was 
chosen to allow flexibility in practical scenarios, and to 
conduct a realistic assessment of performance. To extract 
the hidden data, the receiving party needs access to the 
carrier signal (sorted by timestamp), knowledge of the data 
types, how many LSBs are used, the pre-shared nonce, the 
authentication tag and encryption key. 
 
Figure 2. The Least Significant Bit (LSB) method replaces the 
least significant bits of the carrier signal with data to be 
embedded. 
Distortion of the Carrier Signal 
The distortion produced by hiding data into the carrier 
signal depends on the data type of the carrier signal and the 
number of LSBs. For example, given 32-bit integer types as 
the carrier signal, using n (0<n<32) LSBs for data hiding 
will produce an error from –(2n-1) to 2n-1. The cases where 
floating-point numbers serve as carrier signals are more 
complex. Suppose the carrier signal is a 32-bit single 
precision floating number f [17] defined as 
𝑓 = (−1)'×𝑐×2+,  (1) 
where s stands for the sign bit; c for the significand; and q 
for the exponent. 
If we use n (0<n<23) LSBs (which determine the 
significand c) for data hiding, we must know the exponent 
value q (which depends on the magnitude of the floating 
number) to quantify the maximal amount of error |Emax|. It 
can be calculated as 
|𝐸./0| = 212345+6178  (2) 
This formula reveals that a small number of LSBs will 
produce negligible errors with floating-point numbers. 
However, the absolute amount of error can be very high for 
large q. Although q can be up to 127 to represent a valid 
real number [17], smartphone sensors generally output 
much smaller readings in practice, such as accelerometer 
[25]. Thus, floating-point numbers are ideal carrier signals, 
since data hiding can have a negligible distortion on them. 
EXPERIMENTAL DESIGN 
We evaluated the performance of our approach by running 
experiments with off-the-shelf smartphones. Considering 
the availability of AES/GCM encryption, we selected 6 
smartphones with Android OS version 5.0 or above:  
Samsung Galaxy S6 edge (5.1.1); two samples of Motorola 
Moto G X1032 (5.1); LG Nexus 5 (5.1.1); Motorola Moto 
G2 (5.0.2); Yota YotaPhone 2 (5.0).  
Experiment  Device Marker Carrier LSBs 
E1 All 
Magnetometer 
(3 x 32-bit float) 
(normal, UI, game, fastest) 
Accelerometer 
(3 x 32-bit float) 




(3 x 32-bit float) 
(normal, UI, game, fastest) 
Accelerometer 
(3 x 32-bit float) 
(normal, UI, game, fastest) 
3 
E3 S6 
Heart rate sensor 
(32-bit int) 
(normal, UI, game, fastest) 
Accelerometer 
(1 x 32-bit float) 




(3 x 64-bit double) 
(0.1, 0.2, 1, 10 Hz) 
Accelerometer 
(3 x 32-bit float) 
(normal, UI, game, fastest) 
2 
E5  S6 
Human input 
(8-bit char) 
(1, 10, 100, 200 Hz) 
Accelerometer 
(1 x 32-bit float) 




(16 x 8-bit char) 
Accelerometer 
(1 x 32-bit float) 
(normal, UI, game, fastest) 
2 
Table 1. Experimental parameters. The frequencies “normal, UI, game, fastest” are Android standards, and may perform 
differently across different handsets. The Least Significant Bit includes a 1-bit flag field. 
We installed our pair of Android applications on each 
handset. We first launched the data hiding application to 
initialise the encryption and carrier signal. Then, we 
launched the sensing application to collect the data to be 
hidden, and pass it along for hiding. Because it is 
impractical to exhaust all the combinations of multiple 
variables, we designed 6 experiments to examine a range of 
conditions as summarised in Table 1. 
We use the accelerometer as the carrier signal in all the 
experiments, and we consider 4 different sampling rates for 
it, as defined by Android. In E1 and E2 we hid 
magnetometer data at 4 different sampling rates. In E3 we 
hid heart rate data at 4 different sensing rates. In E4 we hid 
simulated streaming GPS data (64-bit double type in 3 
dimensions: latitude, longitude and altitude) generated at 4 
different frequencies. In E5, we hid simulated human input 
text at varying frequencies. In E6 we hid a device ID (an 
Android device ID has 16 characters). 
For experiments E1, E2 and E4, we used 3 axes of the 
accelerometer as the carrier, since in those experiments we 
effectively had 3 streams of data to hide. In the other 
experiments only the x axis was used as a carrier. In 
experiments 5 and 6, the data hiding application used the 8-
bit ASCII format. The experiments had a combination of 
sampling frequencies of the data to hide, and 4 frequencies 
of the carrier signal. Orthogonally, E1 had 6 different 
phones. Each condition ran for a period of 5 minutes, 
during which the performance of the system was monitored. 
EXPERIMENTAL RESULTS 
Figure 3 summarises the results in E1, where magnetometer 
data was encrypted and embedded into the accelerometer 
data using 4 different sampling rates on 6 handsets. The 
dark red shades represent the magnetometer records that 
were hidden, and the light blue shades above red shades 
represent the number of magnetometer records that could 
not be processed due to the too high bit rate of the payload, 
and therefore had to be dropped. 
E1 primarily acted as a “stress test” to highlight 
performance differences across handsets. As such, we 
induced record dropping due to the relatively high volume 
of magnetometer data that we attempted to hide, as well as 
variances in the capabilities of the handsets. The results 
show that the sampling rate at “normal” and “UI” was 
consistent across handsets. However, the handsets 
performed substantially differently at the “Game” and 
“Fastest” sampling rates, for instance with the S6 
outperforming G1 handsets by a factor of 2. 
We further investigate the variation in the carrier frequency 
across handsets in E1. Figure 4 shows the average 
accelerometer delay, which denotes the time gap between 
two adjacent samples. Sensing delay is an indirect measure 
of the ability to execute data hiding.  
 
Figure 3. Results of E1. The number of magnetometer readings which are successfully hidden is shown in red, and those dropped is 
shown in blue. The y axis is on a base-2 logarithmic scale.
Based on the sensing delay, we can estimate the capacity of 
accelerometer as a carrier signal on each device. Figure 5 
presents the capacity of one axis of the accelerometer for 2 
LSBs (1 bit flag & 1 bit payload). We observe that at the 
fastest sampling rate, all handsets can provide a capacity of 
more than 10B/s, with the highest being 26.8B/s for the S6. 
If 3 axes are used, then the capacity increases by a factor of 
3. In addition, the capacity increases proportionally for each 
additional payload bit we use. Therefore, we expect the S6 
with 3 axes and 3 LSBs (1-bit flag & 2-bit payload) to 
provide 26.8 × 3 × 2 = 160B/s capacity. 
Once our data hiding application received a new 
magnetometer data reading, it executed AES/GCM 
encryption and hid the ciphertext bits into the incoming 
accelerometer records. When the ciphertext bits are more 
than the payload of one accelerometer record, phones have 
to embed the rest cipher bits into more incoming 
accelerometer records.  
 
Figure 4. Average sensing delay of accelerometer for different 
handsets in E1. 
In Figure 6 we show the computational overhead that 
encryption induced in E1.  Results show that, on average, 
all the handsets were able to finish the task of encryption 
plus data hiding for one sample within 0.6 ~ 6.2ms for any 
condition (max: 302.13ms due to CPU scheduling). Of this 
time, less than 0.2 ~ 0.8ms on average (max: 428.95) was 
spent on just data hiding. 
Figure 7 shows the performance of the S6 handset across all 
experiments, and therefore for multiple data types. As 
expected, using an additional LSB in E2 doubled its 
capacity. In E3 we noted that the heart rate sensor hardware 
did not alter its sampling rate, contrary to Android API 
specifications. In E4, as expected, the results show that the 
number of GPS records we could hide was approximately 
half of the magnetometer in E1. In E5 the hidden data was 
simulated human entry text, which was on average 3 times 
faster than E1. In E6 we hid a Device Identification code, 
and therefore the sampling rate did not vary.  
 
Figure 5. Average capacity using one-axis accelerometer 
carrier on 6 phones, using 2 LSBs (1 bit flag & 1 bit payload). 
 
Figure 6. Average processing time for encryption & hiding (blue), or just hiding (red) in E1. This is the time needed for one 
magnetometer record. The y axis is in base-2 logarithmic scale.  
 
Figure 7. Performance of the S6 handset across all experiments. Number of readings which are successfully hidden is shown in red, 
and those dropped is shown in blue.  The y axis is on a base-2 logarithmic scale. 
Also, in E3 we observed that the accelerometer sampling 
rate was unexpectedly doubled compared to all other 
experiments (for UI speed: 30ms in E3 vs 60ms in other 
experiments). This is a phenomenon that we were able to 
reliably reproduce. Given the lack of official documentation 
we believe that on this particular handset, using the heart 
rate sensor triggers additional mechanisms that increase the 
sampling rate of the accelerometer. Figure 8 shows the 
average processing time of encryption and data hiding on 
S6 across all experiments. Considering encryption plus data 
hiding (blue), the average processing time follows the 
complexity of payload types and the number of LSBs: E1 
(32-bit float on 3 axes, 2 LSBs): 2.49ms; E2 (32-bit float on 
3 axes, 3 LSBs): 2.56ms; E3 (32-bit int, 2 LSBs): 1.14ms; 
E4 (64-bit double on 3 axes, 2 LSBs): 2.92ms; E5 (8-bit 
ASCII, 2 LSBs): 0.74ms; E6 (8-bit ASCII, 2 LSBs): 
0.52ms. Similar to the worst case (among all handsets) in 
E1, the worst cases in E2-E6 ranged from 40.76ms to 
380.67ms. When considering only data hiding (red), the S6 
handset was able to finish within 0.9ms on average across 
all 6 experiments. The worst cases in E2-E6 ranged from 
57.29ms to 593.36ms. 
 
Figure 8. Average processing time (S6 handset across all experiments) for encryption & hiding (blue), or just hiding (red) in E1. 
The y axis is in base-2 logarithmic scale. 
CPU Utilisation 
We also considered the impact of our data hiding method 
on CPU utilisation. We logged CPU utilization data for the 
S6 handset in E1 using the Android Device Monitor. We 
consider encryption and data hiding as two independent 
processes, since they are separate functions in our source 
code and can be monitored independently in CPU 
utilisation analysis.  
 
Figure 9. Inclusive time of CPU utilization (%) on S6 handset 
in E1. Separate utilisation is shown for encryption (red) and 
hiding (green).  
Figure 9 presents the results of encryption vs. hiding at 
different accelerometer sampling rates. Note that 100% of 
inclusive CPU time would indicate that the whole period 
when the data hiding application is running its thread uses a 
CPU. These results show that our software does not occupy 
the CPU all the time, meaning that the CPU may set the 
application thread into the wait state to save energy. We 
also observe that the CPU was occupied more often with 
data hiding rather than encryption, even though one call to 
the data hiding function takes much less time than one call 
to the encryption function (Figure 6). This disparity is due 
to the fact that each record of data to be hidden is encrypted 
once, but requires many calls to the data hiding function, 
since only 1 or 2 bits can be hidden at a time. For instance, 
a 32-bit payload is encrypted once but requires 32 calls to 
the data hiding function when using 2 LSBs (1-bit payload 
& 1-bit flag). 
 
Figure 10. Maximal distortion of acceleration for different 
LSBs and floating-point exponents. The y axis is in base-2 
logarithmic scale. 
Distortion 
According to standards [17], to represent a floating-point 
number v, the exponent value q in equation (1) must be 
maximised with the constraint that 2q is not greater than |v|. 
This means that the amount of error increases as the 
maximal possible value of |v| is greater. According to the 
measurement range of common smartphone accelerometer 
[25], q is at most 8. Figure 10 depicts the maximal 
distortion that we theoretically induce for different LSBs 
and exponents. The number of LSBs (i.e., n) depends on the 
experiment settings. 
We contrast the theoretical prediction with empirical data of 
the distortion in the carrier signal in E1 and E2 on the S6 
handset. The handset was placed on the flat table so that the 
z axis of accelerometer showed the gravity which was about 
10m/s2, as meaning that a floating point number needs q=3 
to represent this value. 
In E1 (where 2 LSBs are used) we recorded 2.861×10-6m/s2 
as the maximal absolute value of error in the carrier signal. 
This result exactly matches our theoretical estimation which 
is given by equation (2) when n=2 and q=3. Similarly, in E2 
(when the number of LSBs was 3), we logged the maximal 
absolute error 6.676×10-6m/s2. This also exactly matches 




Our results show that smartphone sensor streams can 
provide sufficiently high capacity for common data hiding 
scenarios, especially when used with high frequency carrier 
signals. Depending on the security concerns of smartphone 
sensing systems, a variety of smartphone data types, such as 
floating numbers (e.g., magnetometer and GPS), integers 
(e.g., heart rate) and characters (e.g., human input text and 
device ID code) can be a suitable payload hosted in the 
carrier signal. 
Indicatively, we measured on the S6 handset a maximum 
capacity of 26.8B/s with a 1-axis accelerometer carrier 
signal. Give the expected distortion shown in Figure 10, the 
capacity for 7 LSBs on a 3-axis carrier signal is 526B/s, 
with expected distortion between 10-5m/s2 and 4×10-3m/s2. 
To extract this hidden data, a recipient requires knowledge 
of: 
• the data type of the host signal; 
• the data type of hidden data; 
• the number of LSBs used in the host signal; 
• the host signal sorted by timestamp; 
• the information for decryption (in the case of 
AES/GCM, they are the nonce, the authentication 
tag and the decryption key). 
Beyond the confidentiality and integrity provided by 
AES/GCM encryption, hiding data into another sensor 
stream obscures the existence of sensitive and private data 
secret by making it imperceptible. Thus, as Lane et al. [22] 
have called for, using our approach the type and value of 
sensitive data streams are not accessible or noticeable to a 
third party, taking one step closer towards the preservation 
of privacy. For example, an attacker may find it useful to 
know that a user is uploading location data, even if they 
cannot see the actual data. Our method alleviates this 
concern by obscuring the existence of such sensitive data. 
In practice, this means that sensitive data is not stored in a 
separate database field (thus making it perceivable to third 
parties). In addition, if the payload is an encrypted identity 
code such as a device ID, it can be used to verify the 
authenticity of the carrier signal source. 
Implementation Issues 
Our approach has a manageable computational cost (Figure 
9), making it practical for smartphones [18] and allowing 
power-efficiency OS techniques to reduce its energy 
footprint, for example setting threads to sleep mode. In 
addition, the theoretical predictions regarding the distortion 
caused by our technique (Figure 10) have been empirically 
confirmed, thus guaranteeing the level of fidelity between 
the original carrier signal and the signal containing hidden 
information.  
This is important for a range of applications. Certain 
applications that use accelerometer data require high 
precision, such as gesture recognition [34], while other 
applications like scrolling via tilting [5] require crude 
precision since smartphone accelerometers and gyroscopes 
produce measurement errors anyway [10]. Our method is 
flexible enough to account for varying needs regarding the 
fidelity of processed data, by trading off fidelity and 
capacity. 
Our approach can be adopted by existing sensing systems 
that already support smartphone sensor data. In particular, 
we envision that a user with multiple devices (e.g. phone, 
tablet, smartwatch) would be able to transparently share 
sensitive between those devices via existing platforms. As 
long as each device has access to the sensor data, it is 
possible to extract and decrypt hidden data on the client, 
without allowing the platform to gain access, or even know 
that the hidden data exists. This is possible without 
modifying the platform itself, and not requiring additional 
“encrypted” fields to be supported.  
Medical Sensor Data 
Due to its technical characteristics, our proposed data 
hiding technique can help to address the legislation that 
many countries have to protect sensitive data, especially 
medical sensor data [4, 36]. In general, the development of 
medical information systems has been a challenging and 
costly affair for many countries [16] due to the complex 
privacy requirements.  
For instance, it is challenging to enable users to retain 
control of their own data after it has been entered in the 
system, and giving them access to this data is often a thorny 
issue [2]. Our method enables users to retain control of their 
sensitive data even after it has been uploaded on a 
healthcare information system. For example, during 
consultation a user could decrypt sensitive information 
using the secrets stored in their personal device, and show it 
to the doctor. 
Crowdsensing 
Additionally, our technique enables the verification of the 
authenticity or owner of smartphone sensor data. This is 
particularly relevant to mobile crowdsensing scenarios, 
either user-driven [6] or agent-driven [24], with diverse 
application including environmental monitoring and 
intelligent transportation. In such settings, malicious users 
or faulty systems can upload tampered or faked data to 
damage the systems or to defraud benefits if the systems 
offer rewards for uploading certain data. In this scenario, 
our technique can offer crucial digital evidence for 
forensics [28] to ensure the authenticity of smartphone 
sensor data. For example, this can be achieved by 
smartphone applications embedding an encrypted unique 
identification number into every uploaded sensor data 
stream. When the streams are received, their authenticity 
can be established by inspecting the identification number. 
If the received data stream does not contain the ID assigned 
to a particular client, the systems can consider the data 
invalid and ignore it.  
Along the same lines, initiatives such as Crawdad and 
Crowdsignals are building up large archives of sensor data. 
Using our technique, it is possible for users to “physically” 
embed in this data a unique signature that serves as proof of 
ownership of the data, and can be used to confirm that no 
tampering has taken place. The “physical” binding means 
that even if this sensor data is shared between scientists via 
email, database services, physical media, and across a 
variety of file formats, the hidden data persists. This 
property also ensures that it is “future proof”, in the sense 
that if in the future new ways of sharing data is established, 
the hidden data will remain available as proof of who owns 
or generated this sensor stream. 
LIMITATIONS AND FUTURE WORK 
We have only verified our approach on 6 phones with 
Android OS 5.0 or above, and we are aware that 
approximately 65% of Android smartphones run a lower 
version that 5.0 at time of writing.  We expect our method’s 
performance to vary across different handsets, but only in 
terms of capacity and CPU load. The other features of our 
method should remain invariant. 
Clearly, our method has not been tested on other operating 
systems, such as Symbian, iOS and Windows, and this 
would be a crucial next step for our work. A key challenge 
may be that the implementation of AES/GCM may be 
unavailable on other handsets, meaning that an ad-hoc 
algorithm may be needed. Although developers can employ 
other encryption algorithms, this may downgrade the 
performance and security level. Another technical issue is 
that the computational efficiency in other handsets 
environments can be significantly lower than Android 5.0, 
meaning that they cannot use high-frequency sensor data as 
the carrier signal. 
In addition, we have not tested our method with a broad 
range of external sensors or devices (such as smartwatches). 
Platforms with higher constraints (such as smartwatches) 
may find it challenging to attain high capacity data hiding.  
During the selection of carrier signals, objectively 
quantifying the sensitivity of each sensor can provide 
greater robustness to the data hiding mechanism. This 
requires a substantial body of future work. The positions of 
sensors (i.e., their sensitivity) in Figure 1 may depend on 
various factors, such as social context, network 
environments and capabilities of attackers. 
Our future work will also include a mechanism to balance 
the tradeoff between capacity and fidelity in carrier signals. 
A large number of LSBs leads to high capacity and low 
fidelity in the carrier signals. Therefore, this mechanism 
should adaptively identify a suitable upper bound of LSBs 
in different types of data hiding scenarios. 
CONCLUSION 
We propose a data hiding method to embed sensitive 
information into smartphone sensor data streams. Our 
method combines encryption with data hiding, and can be 
adopted by smartphone sensing systems to secure sensitive 
data or to prove the authenticity of data. Due to the 
imperceptibility of data hiding techniques, an 
unauthenticated party does not notice the type and value of 
hidden sensitive data stream by interception, thus 
alleviating some of the privacy problems of smartphone 
sensing systems mentioned in literature [22].  
We evaluated with a variety of handsets, data types, and 
settings. Our experimental results show that it is feasible to 
encrypt and embed common types of smartphone data (e.g., 
magnetometer readings, heart rate, GPS location, human 
input text and device identification code) into high-
frequency sensor streams, such as accelerometer, in real 
time. Moreover, we show that AES/GCM encryption and 
data hiding operations have manageable impact on the CPU 
utilisation of the sensing application thread, meaning that 
our approach will not be bottlenecked by resource-
constrained environments of smartphones. We demonstrate 
that our approach is able to maintain high fidelity after data 
hiding, and can provide strong guarantees regarding fidelity 
by adjusting the number of LSBs used for hiding. Our 
findings make this data hiding method attractive for 
smartphones sensing systems that collect sensitive data or 
require high data authenticity, such as medical systems and 
digital forensics applications. 
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Validating machine learning design
5.1 Aims and hypotheses
This chapter investigates how the machine learning design of context-driven mo-
bile applications can be efficiently and systematically validated in the laboratory.
We proposed a validation approach that aims at the following aspects:
1. Classification or regression. Our approach focuses on two machine learn-
ing tasks: classification and regression. They are the most common tasks for
the development of mobile applications [82, 92]. We show that either of the
two can be useful in some scenarios. For example, to predict when a mobile
application will be used by the user, a regression algorithm can be trained to
output the numerical result (e.g., 5 minutes) using contextual data. Also, a
classifier can be trained to give a positive or negative answer by considering
whether the user will use the mobile application in next 5 minutes. Although
slightly different in the considered questions, classification and regression
are both useful in this case.
2. Performance of different algorithms. For both classification and regression,
our approach compares the performance of different algorithms. Among
all classification algorithms, our approach selects Naive Bayes, J48 Decision
Tree, Random Forests [24] and Support Vector Machines (SVM) [31], since
they are widely used in previous research of mobile applications (e.g., [121–
123]). Also, they can easily be evaluated or implemented using the machine
learning analysis tool Weka [66] which has a cross-platform Java library for
application development. Likewise, for regression, since the target function
in prediction can be either linear or nonlinear, our approach selects linear
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regression and Random Forests. For both classification and regression,
our approach selects Random Forests since it provides feature importance
measures to evaluate how helpful each feature is in prediction.
3. Feature importance. To quantify the importance of features in classification,
our approach relies on two kinds of measures: the "select attributes" func-
tion of Weka, and the feature importance of Random Forests. The "select
attributes" function computes the mean ranking of each feature by mea-
suring the accuracy decrease caused by removing a subset of features in
classification. The search method of feature subsets is Greedy Stepwise
which searches forward or backward in a greedy manner within all possible
feature subsets. Random Forests have two feature importance measures that
are generated in the training process: Mean Decrease Accuracy (MDA) and
Mean Decrease Impurity (MDI). MDA is calculated by randomly permuting
features with out-of-bag samples. MDI is the mean weighted impurity de-
crease for all nodes containing a feature [24]. For regression, our approach
adopts two measures of Random Forests: increased mean squared error
(IncMSE) and increased node purity (IncNodePurity). IncMSE measures
the increase of mean squared error by permuting features with out-of-bag
samples. IncNodePurity computes the mean increase in purity of all nodes
containing a feature within the trees [55].
4. Software-generated features. As mobile devices have limited battery capac-
ity, our approach evaluates the prediction performance of models without
features generated by hardware sensors which are often power-hungry.
5. Personalised models or cold start. Our approach compares personalised
models and cold start models [136]. Personalised models are trained using
data collected on the mobile device of each individual user. The user of a
personalised model is supposed to be the one who generates the training
data for this model. In contrast, cold start models are trained using data
collected on the mobile devices of all other users (in practice, cold start
models learn from data collected from all previous users). The user of a
cold start model is supposed to be a new user who has never generated any
training data for this model.
6. Energy consumption. Our approach quantifies energy consumption of
continuous sensing and prediction on a physical device.
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7. Design phase testing in the laboratory. Our approach aims to validate
the design choices of machine learning applications at the design phase,
without implemented software or with the minimal efforts of implementing
a software prototype. For some daily-life scenarios such as long-term phone
usage, ground-truth labels with context data can only be obtained in the
real world, rather than in the laboratory. Our approach first conducts data
collection with real users in a in-the-wild study. Then, based on the collected
data, our approach intends to perform all other tests in the laboratory.
We hypothesised that our approach can achieve efficient and systematic
laboratory-based validation for the machine learning design of context-driven
mobile applications. With an exemplar mobile application that uses machine
learning and contextual data to predict when a user will unlock its smartphone,
our approach is detailed in the attached publication in Section 5.2.
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Abstract We investigate the predictability of the next unlock event on
smartphones, using machine learning and smartphone contextual data. In a
two-week field study with 27 participants, we demonstrate that it is possible
to predict when the next unlock event will occur. Additionally, we show how
our approach can improve accuracy and energy efficiency by solely relying
on software-related contextual data. Based on our findings, smartphone ap-
plications and operating systems can improve their energy efficiency by util-
ising short-term predictions to minimise unnecessary executions, or launch
computation-intensive tasks, such as OS updates, in the locked state. For
instance, by inferring the next unlock event, smartphones can pre-emptively
collect sensor data or prepare timely content to improve the user experience
during the subsequent phone usage session.
Keywords Smartphones · Machine learning · Sensors · Context-awareness
1 Introduction
Predicting when a phone will be unlocked in an accurate and energy-efficient
manner is crucial to both resource management and user experience. Liter-
ature makes a distinction between glancing at the phone’s lock screen [3]
versus actually unlocking the device [5]. We are interested in predicting the
latter, i.e. when users actually choose to unlock their device for further use.
Although a plethora of work contributes to understanding phone usage pat-
terns, little work has considered techniques to predict smartphone unlock
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events. Such predictions can benefit smartphones in a number of ways, such
as:
1. trigger timely data acquisition: prediction of upcoming unlocking events
allows mobile applications, especially lockscreen applications, to prepare
timely content which users can see right after unlocking. This can di-
rectly improve the user experience on the device. A typical use case is
lockscreen-based crowdsourcing, which presents questions with pictures
or icons for users to answer via various unlock gestures. Given a predic-
tion of the next upcoming unlocking event, smartphones can, in advance,
connect to the Internet to download timely questions and their media
files. Without this prediction, the user experience may suffer when users
see obsolete questions or have to wait for the newest content from the
ad-hoc downloading.
2. disable unnecessary executions: given a prediction that the phone is likely
to remain locked for a certain time, the phone can suspend the execution
of applications that continuously prepare content. For example, mobile
crowdsourcing applications, such as Truong et al.’s, collect sensor data
and download online content every few minutes[43]. The continuous exe-
cution of such applications consumes a significant amount of power, which
can prove detrimental to the user experience [33] .
3. schedule computation-intensive tasks: when predicting that the phone is
likely to remain locked, the operating system can launch computation-
intensive background tasks, such as data synchronisation or updates,
which would have a negative impact on the user experience during phone
use. A typical example is the OS update which often involves hundreds of
megabytes of data to download, and a long reboot. During an OS update,
smartphone users must wait for the completion without any possibility for
interaction. Since untimely schedules of such computation-intensive tasks
greatly degrade user experience, Apple’s iOS 10 engineers have publicly
highlighted that scheduling OS updates is a challenging problem [29].
Crucially, the energy cost to achieve such predictions must be sufficiently
low, otherwise making these predictions will defeat their very purpose. There-
fore energy efficiency is an essential requirement in the selection of smart-
phone context features and the prediction process.
We hypothesise that by analysing smartphone context we can develop
a learning model to predict the next unlock event. We intend to make this
prediction regardless of whether the user actively unlocks their phone, or the
user is notified to unlock it by a notification. In a 2-week field study, we
used the AWARE framework [17] to collect phone usage and context from
27 users during their daily activities. Our analysis is multi-faceted, and a
key tradeoff that we investigate is between prediction accuracy and time
windows. Overall, our work makes these contributions:
1. We present an energy-efficient approach to predict the next unlocking
event on a smartphone, by considering smartphone unlock time prediction
as either a regression problem or a binary classification.
2. We identify which features are the strongest indicators of upcoming un-
lock events, and show that software-based context data be more useful
predictors than hardware sensors.
3. We describe and discuss the trade-off between the accuracy of positive and
negative predictions in the selection of time windows for this classification.
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4. We evaluate two real-world deployment scenarios: using personalised mod-
els and cold start.
2 Related Work
Predicting when applications will be launched helps to reduce launch time
and improves efficiency, particularly for frequent users [45,39]. Shin et al.
dynamically presented application icons on the launch screen by predicting
application usage through contextual data with accurate predictions in nearly
90% of cases [39]. Lee et al. reduced the size of contextual data needed for
such predictions by integrating a feature selection algorithm [31].
These techniques focus on either expanding the functionality of the lock
screen or predicting interactions following the unlock event. No study has
investigated the accuracy of predicting when the smartphone will be un-
locked.Predicting the time when users will unlock their phones is beneficial
for applications related to phone unlocking, such as smart notifications [38],
music recommendation, and auto-execution services [31].
2.1 Smartphone Usage Patterns
Several factors impact phone usage patterns, including time, location, and
mental state. Time is an important measure in previous studies of smartphone
usage patterns. In a longitudinal study, Yan et al. showed that most phone
interactions are very short, 50% of interactions last less than 30 seconds,
and 90% last less than 4 minutes [46]. Approximately 40% of all application
uses consist of short bursts of up to 15 seconds, particularly when the user is
at home and alone—what Ferreira et al. call micro-usage [16]. Falaki et al.
found that phone interactions happen very frequently (10-200 times per day),
are short (10-250 seconds), and involve multiple applications (10-90) [13].
McGregor et al. identified three usage patterns in a study with 15 iPhone
users: micro-breaks, digital knitting, and mobile reading [8]. Van Berkel et
al. further analysed smartphone usage sessions and recognised that multiple
micro-breaks can combine into longer combined sessions [5].
In terms of correlation between phone usage and user location, Verkasalo
[44] highlights that more than half of the time spent on smartphones is at
home; over 25% on the move; and the remainder at work. In a case study
of a Chinese city, Yuan et al. found that mobile phone usage correlates with
human travel behaviour [47]. One important finding is that when users make
more phone calls, their average movement radius increases. Furthermore,
based on a smartphone usage dataset from 77 participants over a 9-month
period, Do et al. report that application usage is strongly correlated with lo-
cations [12]. For example, voice calls are frequently made at work. In contrast,
clock application use occurs very seldom at work.
In addition, researchers found that phone usage is impacted by mental
states. For example, several studies state that when people feel bored, mobile
phones commonly serve as means to kill time [8,34,36]. Other studies found
links between phone usage and compulsive anxiety [27], depressive symptons,
higher interpersonal anxiety, and lower self-esteem [22].
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Although these previous studies illuminate various aspects of smartphone
usage patterns, there is little insight into what contextual factors lead to the
user actually unlocking their phone.
2.2 Context-Aware Services on Smartphones
With embedded sensors and increasingly capable processors, modern smart-
phones act as more than a communication tool. New applications for e-health,
environmental monitoring and transportation benefit from the collection of
big sensor data on smartphones [30]. Particularly, providing context-aware
services to smartphone users is of increasing interest to the HCI and Ubi-
Comp community. Studies have repeatedly confirmed the feasibility of infer-
ring user intent using contextual data on smartphones. For example, predict-
ing whether users are available to answer an incoming call[35], how responsive
they are to instant messaging [2,37] and when to best interrupt users with
notifications [18,38].
However, most of these context-aware services are battery-intensive as
they rely on continuous sensing [33,32], leading to the need for daily charging
[14,15]. The literature points to alternative ways of using sensor data, such
as relying on low-energy sensors wherever possible [4], and avoiding energy-
intensive sensors like GPS [48]. To reduce the power cost from context-aware
services, Lu et al. proposed the Jigsaw continuous sensing engine [33]. Jigsaw
adaptively controls accelerometer, microphone and GPS sensors according to
phone sensing environments. Similarly, Chon et al. presented a smartphone
sensing manager SmartDC that monitors, learns, and predicts user mobility
and location to conduct adaptive energy-efficient duty cycling [11].
In spite of these efforts, prior work has not attempted to achieve energy ef-
ficiency by minimising irrelevant executions while the user keeps the phone in
the locked state for a long time. If a smartphone application can predict when
it will be unlocked next, it is easier for other applications to prepare relevant
content and schedule tasks for the next session, such as delaying or dismissing
context-aware notifications, downloading timely content, or changing phone
settings (e.g., slowing down data synchronisation and enabling power saving
mode).
3 Methodology
We conducted an in-the-wild study with 27 Android smartphone users (16M/11F)
recruited through mailing lists of at our University. The data collection lasted
for two weeks. Most participants were students or had an academic back-
ground. Participants were young (M = 24.7, SD = 4.32), and from various
academic backgrounds with 14 participants from engineering, 6 from human-
ities, 2 from business, 1 from natural sciences, and three preferred to not say.
Most participants were local (20) to our city, while seven were foreign.
After we explained the data collection mechanism and study process, we
installed the software on each participant’s phone. We then instructed par-
ticipants to use their smartphones as they normally would in their everyday
life. Our software did not require any active input from participants, nor did
it notify them in any way. Our software logged smartphone usage events, in-
cluding unlocking events and contextual data from sensors. The application
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Table 1: Features and data types extracted from the smartphone sensors and other data
sources used in data collection.
Data Source Description Feature and Data Type
Activity Physical activity e.g. walking,
running and being in vehicle
(value within a categorical set)
Application Foreground application The number of foreground applications
used in last session (integer)
Data Traffic Data upload and download Since last session,
transmission WiFi data upload (integer);
WiFi data download (integer);
Cellular data upload (integer);
Cellular data download (integer);
Demographics Gender Gender (value within a categorical set)
Light Ambient light (lux) Ambient light lux (integer)
Location Location on, off and mode GPS availability (Boolean);
(GPS, network) Network location availability (Boolean);
Pedometer Steps travelled Step count since last session (integer)
Proximity Coverage on phone Proximity (Boolean)
Screen Events Screen on, off and unlocking Duration of last session (integer);
time since last session (integer)
Time Timestamp of phone clock Minute of hour (integer);
hour of day (integer);
day of week (integer)
WiFi WiFi on, off and the number WiFi availability (Boolean);
of nearby spots WiFi spots nearby (integer);
worked as a plugin of the AWARE framework, an open-source middleware to
capture contextual data on mobile devices [17]
3.1 Data Collection and Features
Our plugin constantly collected contextual data in the background. Table 1
describes the features extracted from the sensors and other data sources. We
consider a session of phone usage as a continuous interaction period from
the moment of unlocking the smartphone to the moment of the subsequent
locked/power off state. To minimise power consumption, only low-frequency
proximity (200ms/sample), light (5s/sample), location (180s/GPS sample, or
300s per network sample when GPS unavailable) and WiFi (60s/scan) sensors
are logged. We also used Google’s Activity Recognition API (6s/sample) [20]
and Android’s Pedometer API [21] to obtain users’ activities and steps, com-
puted from accelerometer data. Based on such contextual data, we extracted
18 features. In addition, we also considered gender as a feature, as reported
by participants.
Because the characteristics of a previous usage session might be informa-
tive as to the timing of the next unlocking event, we collect application usage
as provided by the operating system. Finally, data traffic reveals the inten-
sity of networked activities, as measured by two hardware modules (WiFi
and Cellular antenna).
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3.2 Analysis
Our analysis first considers unlock time prediction as a regression problem:
given the user context, the algorithm should predict the timing of when the
user will unlock the phone. Without knowing the linearity of the relation,
we compare the performance of two regression algorithms: multiple linear
regression as a linear approach (it serves as a baseline of regression), and
Random Forests as a nonlinear approach (using Weka’s default parameters,
i.e., Random Forests with 100 trees and blog2mc+1 features, where m is the
number of initial features). For Random Forests, using blog2mc+ 1 features
avoids high complexity of the model and reduce overfitting. Considering that
there are only 19 features in our dataset (blog2 19c+1 = 5 features per tree),
100 trees in Random Forests are sufficient. We also evaluate the performance
loss incurred in using solely low-power software-related features as compared
to the full feature set. Finally, we compare the performance of personalised
models to cold start models (i.e. models trained on other users’ data) [6].
We also attempt to use a classifier approach: given the user context,
the classifier should predict whether the user will unlock the phone within
the next x minutes. Similar to previous work employing different machine
learning algorithms on smartphones [35,38], we compared four widely used
classifiers to run 10-fold cross-validation tests: Naive Bayes, J48 Decision
Tree, Random Forests and Support Vector Machine (SVM) with the Radial
Basis Function (RBF) kernel (with normalised samples). The parameters
were left to their default values in Weka for simplicity, i.e., Random Forests
with 100 trees and blog2mc+1 features (m is the number of initial features);
SVM with the RBF kernel (γ = 1m+1 , C = 1).
In summary, our analysis empirically investigates the following questions:
1. How well do machine learning algorithms perform?
2. What are the most useful features in the prediction?
3. How does performance change using low-power software-related data sources?
4. How does a personalised model perform on each user who has provided
training data?
5. How does a general model trained by previous users’ data perform on a
new user who has not provided training data (the new user cold start
problem [6])?
6. How much energy does the prediction consume on a real device?
3.3 Measures
For regression, we used three commonly used measures: coefficient of de-
termination (R2), mean absolute error (MAE) and square root of mean
squared error (RMSE). For the importance of each feature in the regres-
sion model, we used two feature importance measures provided by Random
Forests: increased mean squared error (IncMSE) and increased node purity
(IncNodePurity). For each feature, IncMSE is computed by comparing the
difference of mean squared error in predictions after permuting this feature.
IncNodePurity corresponds to the increase in node purity of having each
feature within the trees related to the mean squared error. Hence, a high
IncNodePurity of a feature means that this feature significantly helps the
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Table 2: Confusion matrix for classification analysis of the two classes.
Actual Unlock (Class ”Yes”) Actual Lock (”No”)
Predicted Unlock (Class ”Yes”) TP FP
Predicted Lock (Class ”No”) FN TN
Table 3: Recall and Precision definitions of the two classes.
Recall Precision








algorithm to reduce mean squared error. The details of these measures are
illustrated by Genuer et al. [19].
In the classification models, because of class imbalance, we report ROC
area, precision, and recall, instead of accuracy, as recommended by Kostakos
et al. [28]. All results are reported using a 10-fold cross-validation on the
entire dataset. In our data we separately consider the two classes: ”no” (the
cases where the user did not unlock the phone within x minutes), and ”yes”
(where the user did unlock the phone within x minutes). Table 2 shows the
confusion matrix for classification analysis on the two classes. Based on the
confusion matrix, Table 3 shows recall and precision definitions of the two
classes.
For the feature importance of classification, we used Mean Decrease Ac-
curacy (MDA) and Mean Decrease Impurity (MDI). MDA is measured by
randomly permuting features in the out-of-bag samples, while MDI (also
known as Mean Decrease Gini if the Gini index is used as in our analysis)
is the average weighted impurity decreases for all nodes containing a specific
feature across all trees [7]. Specifically, we used 3 types of MDA to investigate
the influence of removing each feature on both classes, as well as the overall
prediction. The higher the MDA value is, the more importance a feature has.
In practice, the scenario may require high accuracy for only one class.
In contrast, MDI does not measure feature importance for each class.
MDI provides an overall assessment of each feature’s importance based on the
assumption that if a feature has high usefulness, it tends to divide nodes with
multiple classes into nodes with single classes. However, this assumption may
result in bias. Usually, feature importance analysis should use a combination
of different measures to avoid the bias from a single measure [41].
4 Results and Optimisation
We collected 7,472,609 entries of raw user data, from which we sampled
175,684 segments of phone usage. We used Weka [23] to analyse these samples
in both the regression and classification problems.
4.1 Regression Approaches
Table 4 shows the regression results using 3 commonly used measures: coeffi-
cient of determination (R2), mean absolute error (MAE) and square root of
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Table 4: Regression results of the entire dataset in coefficient of determination (R2), mean
absolute error (MAE) (in minutes) and square root of mean squared error (RMSE) (in
minutes).
Dataset Regression type R2 MAE RMSE
All sensors Linear Regression 0.06 122.59 263.96
All sensors Random Forests 0.98 14.24 48.09
Software sensors only Linear Regression 0.03 124.87 268.11
Software senors only Random Forests 0.98 12.50 45.85
Table 5: Regression results of personalised models and the model of cold start in coeffi-
cient of determination (R2), mean absolute error (MAE) (in minutes) and square root
of mean squared error (RMSE) (in minutes).
Bootstrap approach Regression type R2 MAE RMSE
Personalised Linear Regression 0.08 117.16 181.51
Personalised Random Forests 0.94 8.89 24.44
Cold Start Linear Regression 0.04 168.80 251.87
Cold Start Random Forests 0.96 150.05 258.40
mean squared error (RMSE). Times are displayed in minutes. Results show
that for both algorithms, removing hardware features does not lead to a sig-
nificant performance loss. Also, the Random Forests algorithm outperforms
linear regression in both accuracy and dispersion.
Table 5 shows the regression results for the personalised and cold start
models. Although Random Forests significantly outperformed linear regres-
sion in personalised models, the accuracy and dispersion are similarly poor
for the cold start model.
To quantify the relative importance of each feature when using regres-
sion, we used two feature importance measures provided by Random Forests:
IncMSE and IncNodePurity. The unit of IncMSE and IncNodePurity is the
same as the regression process: min2. Table 6 shows the importance of all
the 19 features using these two measures. The 5 features with the highest
IncMSE are: WiFi data download, duration of last session, time since last
session, WiFi data upload, number of foreground apps used in last session.
Three of these features come from software sensors. The 5 features with the
highest IncNodePurity are: duration of last session, time since last session,
WiFi data upload, WiFi data download, hour of day. Again, 3 of these fea-
tures come from software sensors. The difference of top features across the
two measures is little, meaning that the results have high robustness.
Table 7 shows the correlation (Spearman’s rank correlation coefficients)
between each feature and the time before next unlocking event. We only con-
sidered numerical features in this analysis (10 out of 19 features). We found
that all 10 showed a significant (α = 0.05) correlation with the time before
the next unlocking event, although relations were mostly weak. The time
since last session, a software-related feature, had the strongest relation (rs =
0.411). From the aspect of correlation, the results reflected the different im-
portances of each factor. It is worth noting that features with weak relations
may also be useful if the classification or regression method can learn from
nonlinear data.
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Table 6: When using Random Forests regression, the importance (in min2) of all the
features is estimated by two measures (IncMSE and IncNodePurity)
Feature IncMSE IncNodePurity
Time since last session 65104.8 13.51 ×108
Duration of last session 68947.3 23.67 ×108
Hour of day 51155.7 10.17 ×108
Activity 7382.5 1.12 ×108
Minute of hour 1970.9 1.28 ×108
Day of week 32953.2 8.31 ×108
Proximity 17930.7 2.75 ×108
Ambient light 34608.7 3.73 ×108
Cellular data download 24750.8 4.99 ×108
Cellular data upload 32317.6 7.28 ×108
WiFi data download 78213.3 11.04 ×108
WiFi data upload 64162.6 11.09 ×108
Step count since last session 19901.4 2.13 ×108
Number of foreground apps 55934.8 5.51 ×108
used in last session
GPS availability 13162.1 1.22 ×108
WiFi spots nearby 13057.4 2.67 ×108
Network location availability 10391.2 2.29 ×108
WiFi availability 7995.7 1.23 ×108
Gender 18829.9 2.31 ×108
Table 7: Correlation between each feature and the time before next unlocking event,
measured by Spearman’s rank correlation coefficients.
Feature p-value rs
Time since last session < 2.220 × 10−16 0.411
Duration of last session < 2.220 × 10−16 0.024
Hour of day N/A N/A
Activity N/A N/A
Minute of hour N/A N/A
Day of week N/A N/A
Proximity N/A N/A
Ambient light < 2.220 × 10−16 -0.182
Cellular data download 1.548 × 10−10 -0.015
Cellular data upload 0.042 0.005
WiFi data download < 2.220 × 10−16 0.136
WiFi data upload < 2.220 × 10−16 0.153
Step count since last session < 2.220 × 10−16 -0.214
Number of foreground apps < 2.220 × 10−16 -0.098
used in last session
GPS availability N/A N/A
WiFi spots nearby < 2.220 × 10−16 -0.072
Network location availability N/A N/A
WiFi availability N/A N/A
Gender N/A N/A
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Fig. 1: 175,684 samples of the absence and presence of unlocking events measured by
different time windows at different moments during our study.
4.2 Classification Approaches
When considering the average number of unlocking events our users exhibited
per day, the maximum was 163, which is in line with previous studies [13].
Given that phone unlocking events can be rather frequent during the day,
and that mobile applications can download sufficiently large files in several
minutes via either WiFi or 4G, we decided to also model our problem as a
classification rather than regression.
Doing so means that we do not try to answer the question ”When will
the next unlock happen?”, but rather we ask the question ”Will the next
unlock happen in the next x minutes?” In essence, this is an easier question
to answer, but it stil provides utility given that many smartphone operations
can complete within a few minutes.
In our analysis, we consider a time period of up to 10 minutes, in 1-minute
segments. Therefore, our classifier tries to answer the question: ”Will the next
unlock happen in the next x minutes?” for x between 1 and 10. Figure 1 using
our 175,684 samples to visualise our ground truth: did an unlock actually
happen in the next x minutes during the duration of the study? As expected,
we observe a class imbalance, especially for short time windows (e.g., 1 min
had 163129 ”no” instances and 12555 ”yes” instances). As the time window
increase, there are more samples in the class ”yes” balancing the two classes
(e.g., 10 min has 119831 ”no” instances and 55853 ”yes” instances).
To better understand the classification performance, we first need to de-
fine a baseline classifier. We simply use the statistical distribution of mean
times between two sessions (i.e., the idle usage period between two conse-
quitive lock & unlock events). Our baseline classifier outputs positive predic-
tions of the next smartphone unlocking event when the idle usage period is
longer than the average value, and vice versa (since the baseline is not an
algorithm, it does not give ROC).
Figure 2 depicts the comparison results in overall classification accuracy
(i.e., the ratio of correctly classified instances). The baseline classifier’s perfor-
mance is 0.630 regardless of time windows. The accuracy of Random Forests
is the highest in all time windows, stably ranging from 0.913 to 0.937.
Figure 3 shows the receiver operating characteristic (ROC) areas of the
four classifiers. Here, each classifier is asked to predict whether an unlock
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Fig. 2: Comparison between baseline,
Naive Bayes, J48 Decision Tree, Random
Forests and SVM.
Fig. 3: ROC Areas of Naive Bayes, J48 De-
cision Tree, Random Forests and SVM.
Fig. 4: Precision and recall of Naive Bayes,
J48 Decision Tree and Random Forests on
class ”no”
Fig. 5: Precision and recall of Naive Bayes,
J48 Decision Tree and Random Forests on
class ”yes”
event will be observed in the next x minutes (x-axis). Random Forests out-
performed other classifiers. Its ROC areas range from 0.875 to 0.983, which
show a steady ascending trend as time window increases.
To further investigate the classifiers’ performance, we separately consider
the two classes: ”no” (which represents the cases where the user did not
unlock the phone within x minutes), and ”yes” (where the user unlocked the
phone within x minutes). Figure 4 shows the precision and recall of the three
classifiers for the class ”no” and Figure 5 for class ”yes”. In these figures,
precision measures the ratio of true positives to all positive predictions on
this class. Similarly, recall denotes how many relevant instances are correctly
predicted.
For class ”no”, Random Forests had the highest precision within 0.921
to 0.949. For class ”yes” the precision of Random Forests is also the highest
among the three classifiers, increasing approximately in a shape of a loga-
rithmic function from 0.704 at 1 min to 0.902 at 10 mins. The recall of Naive
Bayes is the highest, significantly outperforming the others from 1 min to 5
mins (growing from 0.363 to 0.899). The difference becomes insignificant in
larger time windows.
Since Random Forests had the best and stable performance in our analy-
ses, we only consider this algorithm for further analysis of predicting smart-
phone unlocking. We actually attempted to apply parameter tuning methods
on the RBF kernel for SVM (see Appendix A.1), but due to the large number
of possible γ values we could not improve further.
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4.2.1 Random Forests Parameter Tuning
Previous work, such as [42], stated that the increase of number of trees in
Random Forests can improve the performance, and the default setting of
feature number blog2mc+ 1 is optimal (m is the number of initial features).
Hence, we attempted to repeat the 10-fold cross-validation on the data of
10 min time window, with different numbers of trees in Random Forests,
including increasing and decreasing. As expected, the highest number of trees
produced the best performance. The ROC Area grows up from 0.978 at 25
trees to 0.983 at 150 trees; class ”no” precision from 0.942 at 25 trees to 0.949
at 150 trees; class ”no” recall from 0.952 at 25 trees to 0.955 at 150 trees;
class ”yes” precision from 0.896 at 25 trees to 0.902 at 150 trees; class ”yes”
recall from 0.874 at 25 trees to 0.889 at 150 trees.
The results indicate that increasing the number of trees improve the over-
all performance of Random Forests. The default value of the number of trees
in Random Forests is 100, which is already large. Considering limited com-
puting resources on smartphones, it is not necessary to use a larger number,
unless the targeted mobile applications have strong need in the high perfor-
mance of classification.
4.2.2 Optimisation regarding Class Imbalance for Random Forests
From Figure 5, we observed that using a small time window significantly
reduced the classification performance of Random Forests for class ”yes”.
This may be because there are fewer data instances within the class ”yes”
in small time windows, which cause a class imbalance problem [26]. The
class imbalance problem represents the challenge in the cases where data in-
stances within one class are significantly more or less than those within other
class(es). Algorithms such as Random Forests may perform poorly in predict-
ing the class with an imbalanced number of instances. Similar to previous
work, such as [26], handling this problem, we attempted to apply repeated
random sub-sampling to improve the performance of Random Forests in small
time windows. Repeated random sub-sampling is a popular method for highly
imbalanced datasets (e.g., medical records containing a large number of neg-
atives and a several positives) [26].
Figure 6 summarises the process of repeated random sub-sampling for the
construction of unlocking prediction models using Random Forests. First,
given the training data with N0 instances of class ”no” and N1 instances
of class ”yes”, it computes NoS, where NoS = bN0N1 c. If NoS < 3, it ends
the process by assuming that there is no class imbalance problem. Otherwise
(NoS ≥ 3, which means N0  N1, and at least 3 models can be voters), it
randomly divides N0 instances of class ”no” into N0S groups. Then, it trains
NoS models where each model is trained by one subgroup of instances from
the class ”no” and all instances from the class ”yes”.
Figure 7 summarises the prediction process. The values from all features
are sent to all the NoS models. The results from the the NoS models go
to a voting system which simply accepts the prediction of the majority. In
the case where there are equal numbers of positive and negative predictions
from the models, it gives the negative prediction (i.e., class ”no”), since the
negative instances are the majority in training data.




Instances into NoS Groups
Train NoS Models, Each
with One Negative Sub-
group and All Positives




Fig. 6: Training models of Random Forests with sub-sampling against class imbalance.
NoS is the ratio of ”no” to ”yes” instances.
With the repeated random sub-sampling method, we repeated the 10-
fold cross-validation on the data of all time windows using Random Forests.
The data sets of time windows from 1 min to 7 mins were considered as
imbalanced (NoS ≥ 3).
Figure 8 compares the process with and without repeated random sub-
sampling using the precision and recall measure for the class ”no”. And Fig-
ure 9 shows the results for the class ”yes”. Overall, repeated random sub-
sampling significantly improved the performance for the class ”yes” which
was challenged by the class imbalance problem. However, repeated random
sub-sampling reduced the performance for the class ”no” which had the ma-
jority of instances. For various mobile applications, the two classes may be of
different importance. Developers should use repeated random sub-sampling
if their applications need higher performance of unlocking prediction for the
class ”yes” using small time windows.
4.3 Feature Evaluation in Classification
To quantify the importance of each feature, we compared them using two
criteria. First, we used the ”select attributes” function of Weka to gener-
ate the average ranking of features in 10-fold cross validation. The evaluator
used was the classifier attributes subset which measures the accuracy decrease
caused by the removal of features from a classifier. Since Random Forests per-
formed the best in the previous analyses, we only consider this classifier. The
search method was Greedy Stepwise which explores forward or backward in a
greedy search through space within feature subsets. Second, we also included
two feature importance measures generated by the training process of Ran-
dom Forests in 10-fold cross validation: Mean Decrease Accuracy (MDA) and
Mean Decrease Impurity (MDI).













Fig. 7: Using models of Random Forests with sub-sampling to classify samples with class
imbalance
Fig. 8: Precision and recall of Random
Forests with and without sub-sampling on
class ”no”
Fig. 9: Precision and recall of Random
Forests with and without sub-sampling on
class ”yes”
Since Random Forests gained the highest ROC area in the time window
10 mins, we used this timeframe to maximise the effect of using different
feature subsets (also, using this timeframe can minimise the effect of class
imbalance which is illustrated in the discussion section).
Table 8 includes the importance of all the 19 features computed using our
two methods. According to Weka’s ”select attributes”, the 5 features with
the highest average rank are: time since the end of last session, duration of
last session, hour of day, activity, and minute of hour. Among them, only
activity data is collected from hardware sensors. The 5 features with the
highest MDA on the class ”no” are: time since the end of last session, WiFi
data upload, WiFi data download, duration of last session, hour of day. Only
2 of them (WiFi data upload, WiFi data download) are hardware-related
features. Similarly, the 5 features with the highest MDA on the class ”yes”
are: time since the end of last session, WiFi data upload, WiFi data download,
hour of day, number of foreground apps used in last session. Still, 3 of them
are software-related features.
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Table 8: For the binary classification problem, the importance of all the features cal-
culated by select attributes (average rank) and the two kinds of measures (MDA and
MDI) of Random Forests.
Feature Rank No-MDA Yes-MDA All-MDA MDI (Gini)
Time since last session 1 0.16681 0.23758 0.18931 11982.5
Duration of last session 2 0.11121 0.11011 0.11086 6669.2
Hour of day 4.3 0.11097 0.12337 0.11491 4931.3
Activity 4.4 0.05428 0.03985 0.04969 2092.5
Minute of hour 5.5 0.03897 0.07236 0.04958 5105.0
Day of week 5.9 0.05578 0.06556 0.05889 2999.3
Proximity 7.5 0.03234 0.02655 0.03050 882.9
Ambient light 8.1 0.08299 0.09787 0.08772 3719.0
Cellular data download 8.8 0.08347 0.08378 0.08357 4173.8
Cellular data upload 10.1 0.08838 0.08568 0.08753 4136.5
WiFi data download 10.3 0.13248 0.12501 0.13010 5094.3
WiFi data upload 12.1 0.13656 0.12556 0.13306 5067.1
Step count since last session 12.3 0.06695 0.07625 0.06991 2776.5
Number of foreground apps 14.1 0.10863 0.11551 0.11082 3274.9
used in last session
GPS availability 15.3 0.03025 0.03679 0.03233 773.4
WiFi spots nearby 16.2 0.03636 0.04596 0.03941 2025.4
Network location availability 16.5 0.02753 0.03404 0.02960 752.3
WiFi availability 16.6 0.01905 0.02253 0.02015 524.7
Gender 19 0.06928 0.09512 0.07749 1179.9
Fig. 10: ROC areas of Random Forests using all context and software-related context.
4.4 Classification using only Software-Related Context
To reduce power consumption in prediction, we calculate the prediction ac-
curacy without considering context derived from hardware sensors. Thus,
we only selected the following ”software-related” features: application usage,
screen events, time and gender.
Figure 10 shows the ROC areas of Random Forests using all context
and software-related context. Using software-related context only, Random
Forests actually achieve a slightly higher ROC area curve (from 0.918 at 1 min
to 0.990 at 10 mins) than using all available context (from 0.875 at 1 min to
0.983 at 10 mins). As the time window grows, the performance gap gradually
decreases. Figure 11 and 12 show the precision and recall of Random Forests
using all context and software-related context for both classes ”no” and ”yes”.
Precision and recall actually improves when using software-related context.
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Fig. 11: Class ”no”: precision and recall
of Random Forests using software-related
context vs. using all context
Fig. 12: class ”yes”: precision and recall
of Random Forests using software-related
context vs. using all context
Fig. 13: Using software-related context only, ROC area of the personalised model trained
by Random Forests.
4.5 Personalised Model in Classification
To validate our approach under more realistic conditions, we investigated per-
sonalised models built by data from each participant. Thus, we personalised
the model for each participant using Random Forests and software-related
context. We conducted 10-fold cross validation on each participant’s own
data. Then we computed the average ROC areas across all participants.
Figure 13 depicts the ROC areas of the personalised models. The ROC
area of the personalised model grows rapidly as the time window increases
from 1 min to 5 mins. For longer time windows, the ROC areas plateau.
Figure 14 shows the precision and recall of the personalised model for
the class ”no”. The precision curve of the personalised model is stably high,
between 0.958 and 0.970, in all time windows. In contrast, the recall curve,
although on a higher level, follows a descending pattern: reaching the peak
on 0.993 in time window at 1 min, then steadily dropping at a slow speed as
the time window grows (down to 0.981 at 10 mins).
Figure 15 compares the precision and recall of the personalised model for
the class ”yes”. The precision curve grows steadily from 0.854 to 0.959 in
time window from 1 min to 10 mins. Comparatively, the recall curve grow
rapidly from the level below 0.5: from 0.421 at 1 min to 0.695 at 3 mins.
Then it grows gradually in larger window sizes (up to 0.904 at 10 mins).
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Fig. 14: Class ”no”: precision and recall of
the personalised model trained by Random
Forests
Fig. 15: class ”yes”: precision and recall of
the personalised model trained by Random
Forests
4.6 The New User Cold Start Problem
A common scenario for classification system is the cold-start problem, where
we need to make inferences or predictions about a new user who has not pro-
vided any information. In this case, our classifier needs to use data collected
from other users to make a recommendations for new users. This challenge is
called ”the new user cold start problem” [6]. In the same manner, our system
predicting the next smartphone unlocking event also has to handle this prob-
lem. A new user may want to use this system immediately after installation,
meaning that there will be no training data from this user for the system to
learn and build a personalised model. The system must generate predictions
using the model trained by data collected from previous users.
Consequently, we investigated how a cold start of smartphone unlocking
prediction performs on a new user. Similar to previous work [6], we conducted
a leave-one-out cross validation which iterates through each user by consid-
ering the data from other users as the training data, and then validating the
model using the data of this user as the testing data. The evaluation con-
ditions are the same as the analysis of personalised models: using Random
Forests and software-related context.
Figure 16 compares the ROC areas of the model in cold start and the
personalised model. Across all time windows, the ROC areas of the model
in cold start remains low, ranging from 0.583 to 0.594. In contrast, the ROC
areas of the personalised model are significantly higher, growing up steadily
as the time window increases.
Figure 17 shows the precision and recall of the model in cold start and the
personalised model for the class no. As the time window increases, both the
precision and recall curve of the model in cold start drop steadily: precision
from 0.936 at 1 min to 0.732 at 10 mins; recall from 0.994 at 1 min to 0.788
at 10 mins. Comparatively, the curves of the personalised model are stably
high.
Figure 18 depicts the precision and recall of the model in cold start and
the personalised model for the class yes. As the time window increases, both
the precision and recall curve of the model in cold start follow a slowly
ascending pattern: precision from 0.256 at 1 min to 0.375 at 10 mins; recall
from 0.004 at 1 min to 0.296 at 10 mins. The curves of the personalised model
also follow an ascending pattern with significantly higher values in different
time windows.
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Fig. 16: ROC Areas for our classifier in cold start vs. personalised model.
Fig. 17: Class ”no”: precision and recall of
the model in cold start, compared to the
personalised model
Fig. 18: class ”yes”: precision and recall of
the model in cold start, compared to the
personalised model
Fig. 19: Energy consumption of our approach on Huawei GR5 2017 in different condi-
tions.
4.7 Energy Consumption
As energy efficiency is a critical requirement of our approach, we quantified
the energy consumption on a real smartphone in different conditions. We
selected a Huawei GR5 2017 with Android 7.0 as the experiment device,
with 3340mAh full battery capacity.
We installed AWARE and our implementation of the unlocking predic-
tion system which is based on the Random Forests classifier in Weka. We
compared two sets of contextual data sources (all data sources vs. software-
related sources) and two time windows (1 min vs. 10 mins). Also, to provide a
baseline, we measured the energy consumption in standby state by disabling
the installed applications on the device. The test for each condition ran for
24 hours.
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Figure 19 shows the results of the energy tests in different conditions.
When using all the data sources, the device used 4% (133.6mAh) of its bat-
tery capacity when using a prediction with time window either 1 min or 10
mins. In contrast, the devices used only 2% (66.8mAh) battery when us-
ing software-related data sources only for time windows either 1 min or 10
mins. This energy consumption is virtually the same as that of standby state,
meaning that using software-related data sources only has negligible impact
on smartphone battery.
5 Discussion
Our work has shown that it is possible to predict whether users will unlock
their phone in the near future. Our analysis shows that contextual data
can be used to make this prediction with varying degrees of confidence. We
adopted two independent methods to make this prediction: using regression,
and using classification. Classification allows us to ask whether the user is
likely to unlock their phone in the near future (up to 10 minutes). This
approach is suitable when a short-term prediction is required. Regression
enables us to predict the timing when we expect the next unlock to happen.
This approach can be useful for longer-term planning. For example, if the
classification suggests that the user will not unlock their phone in the next
10 minutes, regression can be used to estimate when the next unlock may
take place.
Additionally, our work has investigated the use of software-only sensors,
as a means of reducing the power consumptions necessary for prediction. The
analysis shows that in fact using software-only sensors improves predictive
power. Finally, our analysis shows that personalised models perform quite
well and on par with general models, but in cold-start settings the perfor-
mance significantly drops.
5.1 Regression Methods
We investigated the effectiveness of regression methods attempting to predict
the exact time of the next unlocking event. Our findings show that Random
Forests can perform significantly better than multiple linear regression. This
indicates that the relation between smartphone usage patterns and phone
unlock events are highly nonlinear. We also found that the difference between
using all features and using software-related features only was insignificant
in this case. Further, a software-related feature, time since last session, had
the strongest correlation to the time before the next unlocking event. Using
personalised models and software-related features, Random Forests with the
regression model can achieve an MAE of 8.89 mins and an RMSE of 24.44
mins. This accuracy is sufficient to schedule computation-intensive tasks,
such as OS updates taking half an hour, when the classifier predicts a very
long period of idle phone usage.
The strength of regression methods is flexibility, since algorithms can esti-
mate the time when users are likely to unlock their phone next. One exciting
possibility for this kind of prediction is the hypothesis that our classifier can
be used to predict when users are going to sleep or will wake up. For example,
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previous work at UbiComp has shown that smartphone usage can be used to
detect sleep behaviour [1] with MAE 45 minutes.
That work used screen on-off patterns to build personalized models for
retrospectively determining sleep. We believe that our regression model can
be used to identify long periods when users are not expected to unlock their
phone, therefore identifying times when the users may be sleeping. By its
nature, our prediction also identifies the moment in time when users are
expected to wake up (and start using their phone), as shown in previous
work.
Furthermore, mobile applications can use both classifiers and regression
methods to improve user experience, particularly for frequent users [45,39].
When all time windows do not fit the requirement of a specific task (e.g.,
prediction if there will be 30 mins of idle usage), the smartphone can rely on
regression. However, we found that the results generated by a cold start of our
regression models tend to be very inaccurate on average. Hence, we suggest
avoiding regression methods to launch a cold start prediction of unlocking.
For a regression-based cold start of unlocking prediction, future research can
investigate the possible strategies to improve the performance.
5.2 Classification Methods
Our study with 27 participants demonstrates that it is possible and practical
for smartphones to predict the next unlock event using a machine learning
model and contextual data. Given the smartphone unlock time prediction
as a binary classification problem, results show that a personalised model
trained by Random Forests using software-related contextual data achieves
ROC areas from 0.885 at 1 min to 0.99 at 10 mins. For every instance where
the user will not unlock the phone in the next xminutes (labelled as class ”no”
in our classification), the prediction accuracy of this model ranges from 0.993
at 1 min to 0.904 at 10 mins. Energy-saving mechanisms such as pausing the
downloading of timely content and hardware sensor usage can be triggered
by our model’s predictions that fall in the class ”no”. With such mechanisms
triggered, the amount of saved energy is the same as the prediction accuracy.
When the user is going to unlock the phone in next x minutes (labelled as
class ”yes”), the performance varies greatly from 0.421 at 1 min (without
sub-sampling) to 0.981 at 10 mins. Following a prediction in the class ”yes”,
context-aware services on smartphones may launch in the background to
generate relevant content for the next usage session after the expected unlock
event.
By empirically validating the predictability of unlock events, our work
generalises the modeling of smartphone usage patterns to also include un-
locking itself, in addition to existing approaches that predict which app users
will launch next [25]. Similar to previous approaches using Random Forests
on smartphone such as call-availability prediction [35], boredom detection
[36], and gesture recognition [40], our approach is feasible as a stand-alone
application for off-the-shelf smartphones.
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5.3 Software-Related Context
Based on the results of feature evaluation on the binary classification prob-
lem using Weka’s ”select attributes”, and the two importance measures of
Random Forests, we found that the strongest indicators of unlock events are
software-related features: idle time (time since the end of last session), the
duration of last session, and the hour of day. The same holds true for regres-
sion: using IncMSE and IncNodePurity we also observed that software-related
features lead to better higher accuracy and lower dispersion. For regression,
those feature were; time since the end of last session, the duration of last
session, and the hour of day. Additionally, we found a strong correlation
(rs = 0.411) between idle time (time since the end of last session) and the
time before next unlocking event. This correlation is the strongest compared
to that of any other feature which is a continuous variable.
This finding is in line with results from van Berkel et al. [5], who compared
multiple features to predict whether a user would continue with a previous
objective or start a new objective unrelated to the previous task when un-
locking their phone. Following from these results, we argue that mobile phone
usage behaviour follows a pattern that is related to both the previous user
interaction and the time of day. These attributes can be collected by relying
solely on context information obtained through the device’s software. This
means that our approach can run on the personal device of the user without
need for hardware sensors or communication with the outside world.
Furthermore, it is interesting to note that Random Forests using software-
related context obtains slightly higher prediction accuracy than using all the
context. This phenomenon indicates that some features obtained from hard-
ware are correlated with software-related features, or are irrelevant to the un-
lock events. Redundant features can decrease the classification performance
of Random Forests. Also, feature evaluation shows that several hardware-
related features such as WiFi availability and GPS availability have signifi-
cantly low importance, yet are energy intensive.
5.3.1 Energy Efficiency in Unlocking Prediction
Since one of our objectives is to reduce energy consumption in the locked
state, an important condition of a successful implementation is that the model
itself is energy efficient. In the usage of unlocking prediction, the algorithm
works with a trained model on the smartphone, consuming no phone power
to train a new model. Specifically, based on our experimental results , we
found that using software-related context (i.e., the data collection for screen
events and clock time) has negligible impact on smartphone battery. This
find is in line with prior work stating that quick computations by CPU and
RAM consume only little power in the locked state [9], [17]. As stated in
[17], operating systems has optimal mechanisms for system-level broadcasts
such as screen and application events. Fetching these events does not involve
extra overhead.
Overall, our findings suggest that using only software-related features is a
feasible strategy to achieve better accuracy and energy efficiency in perform-
ing smartphone unlock prediction, compared to using both software-related
and hardware-related features.
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5.4 Deployment of Unlocking Prediction: Personalised Model and Cold Start
In practice, systems based on supervised learning have two ways of deploy-
ment for a new user: personalising a model using data collected from the new
user, or launching a cold start with a model trained by data collected from
previous users’ data.
Personalised models are commonly used by most context-aware tech-
niques on smartphone. These models gradually learn and adapt to their
user. Using personalised models can maximise the accuracy of predictions,
as demonstrated in our results 16. When using short time windows, person-
alised models tend to generate wrong prediction for the class ”yes” instances.
Repeated random sub-sampling can be used to overcome this problem. Using
long time windows, personalised models can generate accurate predictions for
both classes.
An important strength of personalised models is the protection of pri-
vacy. Since a smartphone collects and processes data from its own user, per-
sonalised models do not involve any connection to a network and/or other
devices. After training a model, the smartphone can delete the raw data to
minimise risks. However, personalised models require that some data collec-
tion occurs before they can be used. Although unlocking prediction is an
opportunistic sensing system (i.e., users do not explicitly input information
to train a model), it may take long time (e.g., 2 weeks in our study) to
train a model with sufficient performance. Also, many factors will affect the
training cost (time and power usage), such as hardware, data size, algorithm
parameters and implementation of software. Since our approach only requires
Random Forests algorithm, it can work on any platform including Android
and iOS.
In contrast, a cold start can directly install the system with a trained
model on the smartphone of the new user, so that the smartphone can have
predictions immediately after the installation. This model is trained by data
collected from previous users. Although there is no training effort for the
new user in a cold start, our findings indicate that this approach has poor
performance. Our evaluation results indicate that the models of cold start
cannot accurately predict instances of class ”yes” regardless of time window
sizes. This finding reflects the significant difference of phone usage behaviours
across different users. Also, cold start models cannot accurately predict in-
stances of class ”no” in long time windows. This means that a cold start may
be useful in very few cases.
Also, a cold start implies that previous users have to upload their raw
data to a central server that trains the model. It is challenging to recruit such
users without sufficient compensation. Even with considerable compensation,
this data collection may involve privacy risks that may be harmful to these
users and may decrease their willingness of data uploading. In practice, this
can be achieved through volunteers that sign up for beta testing.
5.5 Limitations and Future Work
In this study we do not distinguish unlock events caused by notifications
or phone calls which users unlock the phone in a passive way (i.e., phone
usage without a planned user intention) . This means that future research
can investigate smartphone unlock events on a lower level comprising:
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– active unlock events initiated by the phone user;
– passive unlock events where the user is notified via sound, vibration, LED
light or the bright screen by the phone.
Then the classifier can make more detailed predictions to support certain ap-
plications. However, the classification performance on the lower level might
decrease for brief time windows because the classes are more imbalanced
(active/passive unlock events are subclasses of unlock events.) , as we have
discussed in this paper. Based on the predictions of active/passive unlock
events, smartphone apps can further benefit users. On the other hand, split-
ting more classes within unlock events increases the cost of when the model
is trained on hardware.
Constrained by our computing resources for data analysis, another limi-
tation is that we did not include diverse demographic features in our model.
We had 27 participants (23 with academic background) which cannot capture
rich demographic diversity among billions of smartphone users. Many demo-
graphic features including age, occupation, education and personality may
be useful for the classifier to achieve higher accuracy. These features are also
critical to implement an accuracy model for new users in a cold start scenario.
Future research can explore possible solutions to improve the model for a cold
start. Moreover, changes in demographics may greatly impact phone usage.
For example, a user may radically change their phone usage behaviours after
moving to another country, so that a model trained in the previous country
may have lower performance. Similarly, users’ mental states (e.g., depression
and anxiety) may be helpful to increase the accuracy the prediction. Devel-
opers can connect medical apps as a data source to extend our system. To
investigate the effectiveness of additional features, future research can extend
our study to a larger group of participants. However, the computational cost
(e.g., time and hardware) in data analysis will also be larger. Researchers
should have sufficient computing resources such as servers or workstations
with large RAM.
Additionally, in the future, researchers can also attempt to generalise our
findings to other mobile devices such as tablets and smartwatches. The usage
scenarios of our approach on smartphones are similar to those of tablets and
smartwatches. If our approach is suitable for these devices, accurate unlock
prediction will also be a great benefit for tablet and smartwatch applications.
6 Conclusion
In this paper we propose multiple approaches for using context data to predict
when a smartphone will be unlocked. Based on the results of our field study
with 27 participants, we found that it is possible to predict the next phone
unlock event, using Random Forests as a classifier/regressor and smartphone
contextual data including hardware sensor data and phone usage patterns.
Furthermore, our feature evaluation indicates that the strongest indicators of
phone unlocking are software-related features including idle time (time since
the end of last session), the duration of last session, and the hour of day.
We also found that using software-related features only can slightly improve
the accuracy and enable energy efficiency of continuous sensing in unlocking
prediction.
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In the comparison between personalised models and cold start, our re-
sults show that personalised models can generate better predictions (ROC
Area from 0.885 to 0.99 using different time windows), whereas cold start
models cannot achieve the same performance. We also show that there ex-
ists a trade-off in the time window selection. If the classifier uses a longer
time window, the model will have higher accuracy in positive predictions and
lower accuracy in negative predictions. To achieve high accuracy in positive
predictions by Random Forests using short time windows, we found that the
repeated random sub-sampling method is very effective.
In contrast, personalised models using Random Forests in the regression
mode can generate the exact time before next unlocking event (MAE = 8.89
mins, RMSE = 24.44 mins), without considering time windows. Our findings
enable smartphones applications to collect sensor data or prepare timely
content to improve the context-awareness for the next phone usage session.
Also, by inferring the next period of the idle state, smartphones applications
and operating systems can reduce unnecessary operations to improve energy
efficiency, and schedule computation-intensive tasks, such as OS updates, in
the locked state to avoid the disturbance of phone usage.
A Appendix
A.1 Parameter Tuning
To improve the performance of SVM, we first tried the linear kernel. However, the per-
formance of SVM with linear kernel degraded (ROC Area = 0.523 at 10 min) compared
to the RBF kernel (ROC Area = 0.571 at 10 min). Hence, we attempted to apply pa-
rameter tuning methods on the RBF kernel. As illustrated in previous work investigating
parameter tuning for SVM with the Radial Basis Function kernel [24,10] , we repeated
the 10-fold cross-validation on the data of 10 min time window with replacing the default
setting γ = 1
m+1
with a wide variety of γ values.
Figure 20 shows the performance of SVM with the RBF kernel having different γ
values. Among all γ assignments, γ = 100 achieved the best performance: ROC Area =
0.813, class ”no” precision 0.864, class ”no” recall 0.945, class ”yes” precision 0.852, class
”yes” recall 0.682.
The results indicate that, given a suitable γ, SVM with the RBF kernel can also
achieve high performance in the classification to predict unlocking events. However, due
to the large number of possible γ values and our limited computing resources, we could
not refine our finding, since parameter tuning is highly time-consuming and computation-
intensive (in our case, running each γ value took about 10 days for a normal PC). With
γ = 100, although SVM with the RBF kernel achieved considerably good results, the
performance of Random Forests was still better. Hence, we focused on Random Forests
in further analysis. Future work may conduct deeper investigation about the employment
of SVM with the RBF kernel in phone unlocking prediction.
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Chapter 6
Discussion
In this chapter, we begin by reviewing how our approaches reflect the research
questions stated in Section 1.1.1. Next, we discuss the strengths and weaknesses
of laboratory testing techniques in the validation of context-driven features of
mobile applications. Then, we provide some deliberations about the impacts
of laboratory testing techniques on the software development process. Then,
we summarise the limitations of our approaches. Finally, we conclude with
several potential directions, as well as some suggestions for future research in
this domain.
6.1 Reflection from our approaches to research
questions
6.1.1 RQ1: How can context-driven mobile applications be
efficiently and systematically validated in the laboratory?
In terms of efficiency and systematism, there are several issues in existing
laboratory-based approaches for the validation of context-driven mobile ap-
plications, as illustrated in Section 2.3.2. First, using existing approaches, testers
may find it inconvenient or impossible to simulate multi-dimensional context
with heterogeneous sensor data. Also, most existing approaches focus only on the
examination of functional properties. Although several testing tools can check
non-functional properties, the majority of them cover only one aspect. Moreover,
regarding testing phases, the vast majority of existing approaches can only exam-
ine implemented software applications. Few approaches support design phase
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testing. More support is needed for multi-dimensional context data simulation,
higher coverage on the examination of software properties, and low-cost design
phase testing.
Thus, in Chapter 3, we presented TestAWARE that aims to facilitate con-
textual data simulation and multifaceted examination of software properties.
TestAWARE supports the replay of sensor, event and audio data with synchro-
nisation. For all data types, TestAWARE allows testers to set a replay speed
faster or slower than the real clock. For data reuse and integration, TestAWARE
allows testers to import data from online or local sources, as well as to create
arbitrary data using data manipulation functions. To check functional proper-
ties, testers can use TestAWARE UI to conduct functional testing in a black-box
manner without writing scripts. Also, TestAWARE can record application output
and assertion results to check low-level details in a white-box manner. For non-
functional testing, TestAWARE can measure processing speed of executions at
runtime. For sensor-based mobile applications, TestAWARE can estimate power
consumption of each sensor on a specific device model. For mobile applications
based on classification or regression algorithms, TestAWARE can track the change
of machine learning performance over runtime.
Also, in Chapter 3 , we evaluated TestAWARE with a real-world Android
application in a case study. The procedures of this study accord with standards in
the software engineering community [12, 163] and computer-human interaction
community [25]. Hence, the level of validity is sufficient. Experimental results
show that the features of TestAWARE can efficiently find errors and locate them
in source code to help developers conduct fast software repair. Experimental
results also indicate that TestAWARE can efficiently perform multifaceted valida-
tion, including functional and non-functional properties, in laboratory settings.
Besides, we found that TestAWARE can launch faster data replay on PC-based
emulators than on physical mobile devices. Using TestAWARE with PC-based
emulators can quickly perform a complete replay of context constructed from
longitudinal datasets over a long period (e.g., 6 months).
However, TestAWARE can only operate with implemented software appli-
cations on PC-based emulators or physical mobile devices. This implies that
developers cannot use TestAWARE to perform validation before they obtain an
implemented and executable software application. Hence, to support design
phase testing, we presented two other approaches for two specific cases, as we
discuss further in Section 6.1.2 and Section 6.1.3.
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6.1.2 RQ2: How can the real-time sensing performance of
context-driven mobile applications be efficiently and
systematically validated in the laboratory?
Previous work provides limited support to validate the real-time sensing perfor-
mance of context-driven mobile applications. Also, as discussed in Section 6.1.1,
few existing approaches aim at design phase testing, although it is possible
to validate the performance of sensors on mobile devices without completely
implementing the targeted software application.
Hence, in Chapter 4, we presented an approach that aims to efficiently and
systematically validate the real-time sensing performance of context-driven mo-
bile applications at the design phase of software development. To provide an
understanding of how this approach can be adopted in practice, we used a
smartphone sensor-based real-time data hiding method as an exemplar case.
This data hiding method aims to enable smartphone applications to encrypt and
embed sensitive sensor data or identification codes into other real-time sensor
data streams that are not sensitive. Data hiding and cryptography are two major
security techniques widely used for communication systems [90, 135]. Some
communication systems use a combination of data hiding and cryptography to
enhance information security [119, 162].
With the data hiding method, we show the effectiveness of our approach
with experiments on physical devices in a laboratory setting. Since the process
operates programmatically on devices, there is no need to recruit developers as
participants. We demonstrate that, in the laboratory, it is feasible and efficient to
quantify the amount of error (i.e., distortion) caused by modification in sensor
signals (besides data hiding, applications compressing the sensing data may
involve real-time modification [83]). Such distortion quantification requires
only the details of the algorithm design, rather than the implemented software
application. For integer types, only the number of digits and LSB used for data
hiding are needed. For floating types, only the number of digits, the value of the
exponent, and LSB used for data hiding are needed. Experimental results show
that the estimated distortion is consistent with the actual distortion. We also show
that, using a prototype of sensing application in the laboratory, our approach can
measure the performance change caused by different sensing frequencies and
device models. Compared to a completely implemented mobile application, it is
simple to implement a prototype with the invocation of sensors, so that testers
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can perform early and low-cost testing at the design phase. For example, on the
Android platform, developers can use Java to write a program accessing many
types of sensors in about 50 lines of code (e.g., the exemplar code of sensor usage
by Android [65]). Likewise, we demonstrate that the performance properties of
different sensors can be efficiently validated using a prototype in the laboratory.
Specifically, we found that, on Samsung Galaxy S6 edge (OS: Android 5.1.1), the
heart rate sensor hardware does not alter its sampling rate even if the source code
attempts to change the sensor settings via Android APIs.
However, to measure the processing speed and CPU utilisation of executions
in the laboratory, developers have to implement both of the sensor data collection
and data processing modules. Based on the implementation, we demonstrate
that our approach can measure execution time, payload count (i.e., how many
sensor readings can be processed in a given period of time) and the inclusive
time percentage of CPU utilisation (i.e., the proportion of a function in the whole
period of CPU utilisation by the thread). Note that 100% inclusive time of a
function on a thread does not necessarily mean that it occupies CPU all the time,
since the thread may be temporarily suspended by CPU.
In summary, we demonstrate that our approach can efficiently and system-
atically validate the real-time sensing performance of context-driven mobile
applications in the laboratory. Especially, our approach is suitable for low-cost
design phase testing with only software design and limited implementation
efforts.
6.1.3 RQ3: How can the machine learning design of
context-driven mobile applications be efficiently and
systematically validated in the laboratory?
Prior work provides considerable support for the validation of mobile applica-
tions that rely on machine learning algorithms and contextual data. However, the
majority of approaches need to operate with implemented applications. For early
stages in development, very little is investigated about the validation of various
machine learning design choices before implementation. Also, as discussed in
Section 6.1.1, there is a lack of approaches and tools focusing on design phase
testing, although machine learning design is supposed to be completed at the
design stage.
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Hence, in Chapter 5, we presented an approach that aims to efficiently and
systematically validate the machine learning design of context-driven mobile
applications in the laboratory. Specifically, rather than only measuring accu-
racy, our approach covers a variety of aspects of the machine learning design
related to context-driven mobile applications. To build an understanding of
how this approach can be employed in practice, we used as an exemplar case a
smartphone-based system that relies on machine learning algorithms and con-
textual data to predict the next unlock event triggered by users. This system
serves as a background application to help other smartphone applications and
operating systems improve energy efficiency and minimise disturbance to users.
For example, if a user is not about to unlock its smartphone soon, the smartphone
can cancel unnecessary executions, or launch computation-intensive tasks, such
as OS or application updates. Similarly, if a user will unlock its smartphone soon,
the smartphone can prepare timely and context-aware content to improve user
experience for the next phone usage session.
Based on this exemplar case, we first demonstrate that, in some scenarios,
applications can rely on either of the two machine learning tasks: classification
and regression. In our case, the prediction can be considered as a straightforward
regression problem: given the contextual data, the algorithm should output the
timing of when the user will unlock the phone. On the other hand, the prediction
can also be considered as a classification problem: given the contextual data,
the algorithm should predict whether the user will unlock the phone within the
next x minutes (x > 0). Thus, to train a classification model, it is necessary to
determine the time window length x.
Since the exemplar case is one of daily-life scenarios involving long-term
phone usage, ground-truth labels with context data can only be obtained in
the real world, rather than in the laboratory. As a result, we performed data
collection with real users in a in-the-wild study. It is worth noting that, for
most common scenarios such as using accelerometer to predict physical activities
(e.g., walking, standing and running), researchers and developers can download
relevant datasets from online data repositories. For instance, the UCI machine
learning dataset repository [74] serves as a common benchmark for the validation
of the predictive performance of machine learning models. With a suitable
dataset reflecting the scenario of the targeted mobile application, the validation
of machine learning design can generally be carried out in the laboratory.
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Based on the obtained data, we show the effectiveness of our approach with
analysis in a laboratory setting. Since the analysis operates programmatically on
PC, there is no need to recruit developers as participants. Our approach measures
the predictive performance of different algorithms for both classification and
regression. For regression, we demonstrate that it is worth trying both linear and
nonlinear algorithms to predict an unknown relation (i.e., the target function). In
our case, we selected multiple linear regression and Random Forests regressor.
We found that the predictive performance of Random Forests is significantly
better than linear regression. For classification, we compared a variety of algo-
rithms: Naive Bayes, J48 Decision Tree, Random Forests and SVM. We found
that there is a large difference in the predictive performance among them. We
also found that the influence of hyper-parameters on the predictive performance
of SVM is significant. This indicates that the validation of SVM may take more
time than algorithms that are less sensitive to parameter changes. In addition,
we observed that the time window length x has considerable impacts on the
predictive performance.
Regarding features in classification and regression, we demonstrate that our
approach can efficiently quantify the importance of each feature using the "select
attributes" function of Weka (for classification), and the feature importance mea-
sures of Random Forests (for classification and regression). Besides, we found
that, in our case, the most useful features are generated by software, rather than
hardware sensors or modules. In the comparison between classification mod-
els built by software-generated features and all features, results show that the
model built by software-generated features can achieve slightly better predictive
performance. This finding not only confirms the feasibility of energy-efficient
predictions, but also indicates that a simple model using only software-generated
features has higher generalisability than a complex model using a large number
of hardware-generated and software-generated features. It is worth noting that
hardware-based continuous sensing causes significantly high power consump-
tion [47, 92], and that users often have to carry additional bulky chargers, such
as power packs and solar chargers, to extend the limited battery life of smart-
phones [46, 48, 76]. Also, using software-generated features can avoid the risk of
privacy disclosure caused by attacks on certain hardware sensors such as GPS
and microphone.
As mobile devices are mostly used by unique individuals, our approach
compares personalised models and cold start models in classification. We found
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that personalised models can achieve significantly better predictive performance
than cold start models in our case. As illustrated in previous study [44], there
exists substantial individual difference of interaction patterns among smartphone
users. However, cold start models may perform well in other scenarios, such as
emotion inference [147] and physical activity recognition [20]. Using cold start
models in these scenarios can avoid the training efforts (users have to manually
provide labels) after installation and simplify the application structure, although
the predictive performance may be slightly lower than personalised models.
Similar to the validation of real-time sensing performance of context-driven
mobile applications (as discussed in Section 6.1.2), developers have to implement
the contextual data collection module and the machine learning algorithm to
measure energy consumption. Since data fidelity does not affect the results, our
approach quantifies energy consumption by activating contextual data collection
and the prediction algorithm on a physical device in the laboratory. Although
requiring implementation efforts, the measurement on real devices can accurately
reflect energy consumption in practice.
Overall, we demonstrate that our approach can perform efficient and system-
atic laboratory-based validation for the machine learning design of context-driven
mobile applications. Based on an exemplar case, we highlight that our approach
can validate most machine learning design choices at the design phase without
implementation efforts.
6.2 Strengths and weaknesses of laboratory testing
For most scenarios such as daily smartphone usage, testers can perform labo-
ratory testing on their applications using existing datasets. Laboratory testing
simulation tools can also create arbitrary low-level context events, such as a fake
GPS location. Using simulated data can avoid cost in participant recruitment
for real-world tests. For the validation of machine learning design, if testers
cannot find an available dataset, they can first conduct an in-the-wild study with
real-world users to obtain a dataset with ground-truth labels. Then they can
launch different lab-based tests using the obtained dataset, without repeating
real-world tests. Unlike real-world tests with high randomness in context (e.g.,
traffic conditions of a city may never be the same), lab-based tests can simulate
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identical context to reliably reproduce software flaws to help testers find the
causes and locate bugs in source code.
In addition, laboratory testing tools can accelerate or slow down the speed of
context replay. This feature can help testers quickly validate the long-term be-
haviours of their applications. For example, PC-based emulators can replay more
than 3000 sensor data instances per second, while real-world sensors usually
generate only 5-50 readings per second. In practice, testers usually do not have
sufficient time to perform real-world longitudinal experiments (e.g., validating
diabetes monitoring applications requires 6 months). Note that testers often have
to perform multiple rounds of regression testing (i.e., the examination of influ-
ences caused by software changes [159]) when new functionality is introduced in
a new version.
Similarly, laboratory testing tools are able to perform some special types of
testing that cannot be manually conducted by human in the real world, such as
stress testing [79,113]. Since these tools are automated, they can generate a heavy
load of events (e.g., launching and stopping applications) over long time.
Also, unlike real-world tests requiring completely implemented software,
laboratory testing can be conducted at any stage of software development, as we
discuss further in Section 6.3.
Although validating mobile applications in lab-based environments has many
benefits, laboratory testing has several weaknesses. First, laboratory testing is
not suitable for some types of scenarios. For example, laboratory testing tools can
hardly simulate context to validate context-aware control systems, such as camera-
based guidance, navigation and control systems on unmanned aerial vehicles [40].
Real-world tests are needed for this kind of scenarios, since the context input
depends on both real-time control commands and dynamic environmental factors
(e.g., sunlight and wind). Besides, laboratory testing tools often have to modify
applications or OS for some kinds of context replay in the black-box testing.
Ideally, developers tend to keep applications and OS unchanged in the black-box
testing. Managing a modified version of an application or OS imposes a higher
technical barrier for testers (e.g., rooting Android OS [38, 148], iOS jailbreak
[108]). Developers have to spend time and resources on the modified version.
A modification in the targeted application or OS may affect some performance
properties, causing inaccurate measurement results. Even if testers do not have
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to modify applications or OS, they have to spend time learning to correctly use
laboratory testing tools which may be very hard to setup and use.
In summary, for validating context-driven features of mobile applications,
laboratory testing can overcome the drawbacks of real-world tests in some condi-
tions where the mobility of users and mobile devices leads to high complexity
or cost in the real world. However, laboratory testing cannot yet be considered
as a replacement of real-world tests in all cases in the development of mobile
applications. It is necessary to consider the usage scenarios, software/hardware
dependencies, dataset availability and testers’ ability to assess the feasibility of
laboratory testing for a certain mobile application.
6.3 Testing is not a phase: the impacts of laboratory
testing on the software development process
The concept of "testing is not a phase" was proposed more than 20 years ago
[13, 14, 102], and has been becoming increasingly popular within developers and
researchers due to the trend of agile testing [70, 146]. Prior work found that
software flaws can emerge at any stage, not only in coding activities [77]. Rather
than performing testing after implementation, it is a better choice to carry out
continuous testing throughout the entire life cycle of software development. Early
detection of software flaws leads to lower complexity and cost for developers to
repair [118, 142]. However, this concept is not widely researched in the develop-
ment of mobile applications. Few approaches focus on the all-stage validation of
context-driven features of mobile applications using laboratory testing.
Thus, in this section we discuss the impacts of laboratory testing on the
software development process of context-driven mobile applications. We argue
that, beyond existing techniques, laboratory testing as a concept can provide
additional support for some testing activities in the requirements, design and
program phase of context-driven mobile application development.
6.3.1 Requirements phase testing
Many researchers suggest that developers should begin testing at the require-
ments phase, before any design or coding is done [81, 111, 118]. Requirements
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phase testing can avoid defects caused by improper requirement analysis. Find-
ing such defects at a later stage requires more time and resources.
In the development of mobile applications with context-driven features, lab-
oratory testing can help developers in multiple aspects of the requirement en-
gineering process specified in international standards [73, 75]. For instance,
developers can investigate the feasibility of hardware and software dependencies
in requirements. For example, using the data collection middleware AWARE [47]
and context data visualisation tools (e.g., ContextViewer [23]), developers can
preliminarily understand the characteristics of various sensors on mobile devices.
Most of these tools contain a user-friendly interface so that developers do not
have to write code for trials. Also, they can verify compatibility between context
management middleware and hardware specified in requirements. In addition,
for context data storage, developers can investigate and try out the data access
modules of middleware and laboratory testing tools to construct feasible database
requirements.
6.3.2 Design phase testing
Prior work found that there is a positive correlation between the numbers of
software design flaws and software defects [33]. During the design phase, devel-
opers often have a wide variety of choices to meet software requirements [118].
Hence, it is important to efficiently examine the feasibility of software design
before implementation.
In the development of context-driven mobile applications, previous research
shows that the tradeoff among energy consumption, latency and accuracy of
machine learning classifiers can be balanced using lab-based simulation at the
design stage [30]. In this thesis, we demonstrate that several real-time sensing per-
formance properties and machine learning design choices can also be validated
using laboratory testing at the design phase. Beyond these aspects, properties
such as scalability can also be examined. For example, a smartphone application
may rely on the connection with multiple wearable sensors on a user [26,115]. At
the design phase, laboratory testing techniques can be developed to estimate the
bandwidth performance of the connection from a number of wearable sensors to
the smartphone application under specific protocols such as Bluetooth.
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6.3.3 Program phase testing
Even if the software requirements and design are completely correct, program-
mers may still make mistakes in implementation. Program phase testing can
find not only coding mistakes, but also mistakes caused by wrong or neglected
decisions in an early stage [118].
As illustrated in Section 2.3.2, there are diverse approaches and tools for
testers to perform program phase testing on implemented context-driven mobile
applications in the laboratory. In Chapter 3, we proposed TestAWARE to facilitate
efficient and systematic validation of implemented context-driven mobile applica-
tions at the program phase. These approaches and tools can help testers examine
both functional and non-functional properties. Laboratory testing tools can not
only report the existence of flaws, but also reproduce bugs and locate them in
source code. Then, testers can inform developers related to the buggy code so
that the development team can quickly fix the flaws. Based on the state of the
art, future laboratory testing tools are likely to further improve the efficiency and
systematism of validation by covering more software properties and providing
acceleration for context simulation.
6.4 Limitations
In Chapter 3, we found that the context data replay of TestAWARE may have
compatibility issues due to the Android fragmentation problem [68, 116, 156]
(i.e., the behaviours of Android OS and hardware may vary among different
device models.) This fragmentation problem causes inconsistent sensor value
representations on devices made by different manufacturers. For instance, some
manufacturers use {0, 1} to represent the positive and negative state of proximity
sensor. In contrast, other manufacturers adopt {0, 15} or {0, 100}. An application
on a mobile device may not correctly recognise the context simulated by data
collected on another device. Hence, device-specific transformation of sensor
value representations is needed. Also, because AWARE cannot collect UI input
from users, TestAWARE does not include UI events into simulation. Although
TestAWARE can replay audio streams from WAV files, TestAWARE does not
support the replay of video streams for testers to validate camera-based mobile
applications. Currently, TestAWARE is implemented on Android and its archi-
tecture may not be suitable for iOS which applies a strict policy for inter-process
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communication [3]. Besides, when replaying heterogeneous data, the maximal
replay speed of each single data type on TestAWARE may be slower than our
experimental results if data types are more than the number of CPU cores.
In Chapter 4, we only considered the real-time sensing scenarios using regular
sensors. We did not investigate the processing of audio and video data. Most
recent mobile processors have specialised components to accelerate audio and
video processing. Thus, quantifying CPU utilisation is not sufficient to measure
the performance of audio and video processing on these processors. Also, our
approach lacks automation support with user-friendly tools and interfaces.
In Chapter 5, we only took into account classification and regression. Our
approach cannot be generalised to other machine learning tasks, such as rein-
forcement learning [150]. Regarding feature importance, we only considered the
predictive performance and whether a feature is generated by hardware or soft-
ware. We did not optimise models by computing other feature acquisition cost
(e.g., applications may collect data from web services that involve payment [164]).
Also, since rapid advances of hardware technique may provide more useful con-
text information and reduce power consumption in future, combining hardware
and software context information can achieve better prediction performance with-
out significant energy cost in the same case . For the execution of our approach,
we did not develop user-friendly tools and interfaces to automate the comparison
among different design choices.
6.5 Potential directions and suggestions for future
research
Although existing laboratory testing techniques can simplify the validation of
context-driven features on mobile applications in many scenarios, there are still
some challenges that prevent testers from maximising the validation efficiency
and systematism. Hence, for future research, we discuss some potential directions
and give some suggestions below.
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6.5.1 Context simulation
Context simulation is necessary to drive and exercise the context-driven pro-
grams of mobile applications. With advances in small-scale electronics, mobile
applications developers may need to simulate types of context information from
new hardware modules integrated on future mobile devices. A future direction
can be the design and implementation of novel context simulators that supports
more data types, including UI actions, system events, sensor readings, audio and
video streams. Especially, since audio and video frames in multimedia files do
not contain explicit timestamps, it is challenging to synchronise, accelerate or
slow down the speed of replaying these two streams with other timestamped
events and data. Also, considering that mobile devices may be connected to
external sensors such as near-infrared spectroscopy (NIRS) [85], future research
can develop specialised tools to simulate the readings from these external sensors.
Besides, to provide context-aware services, mobile devices and sensors are
increasingly connected with each other via device-to-device communication in
the Internet of things [19, 130]. Future research can investigate the validation of
these services in the laboratory. Also, under the coexistence of wireless networks
(e.g., Bluetooth, Wi-Fi and ZigBee [5]), mobile devices have to operate with
communication interference which results in a significant increase of packet error
rates [112]. For the validation of mobile applications relying on wireless networks,
simulation techniques can be developed to simulate the coexistence of these
wireless networks and to quantify the interference impacts on the application
performance. As mobile applications are designed for various purposes, the
involved context features may vary. It is up to developers to decide which
context features should be simulated.
6.5.2 Validating real-time sensing
Real-time sensing applications are not limited to single devices or sensors. For
real-time sensing applications relying on sensor readings from multiple devices,
the inconsistent drifts of device clocks can affect context recognition in the long
term [93, 98]. Future validation techniques can take into account clock drifts of
multiple devices. Also, new techniques can be proposed to validate the real-time
sensing performance of microphone-based or camera-based applications. Since
audio and video processing algorithms may receive hardware acceleration by
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specialised modules on modern mobile processors [78], performance testing
techniques may have to obtain workload and memory information from these
specialised modules, rather than only monitoring CPU.
6.5.3 Validating machine learning design
To support the validation of machine learning design, new techniques can be
proposed to simplify the analysis of predictive performance in classification and
regression, such as providing a user-friendly interface to specify settings (e.g.,
algorithms, grid search of hyper-parameters, time window lengths in classifica-
tion) and to compare personalised models with the cold start models for some
scenarios. Also, new tools can be designed to evaluate the feature importance
in machine learning models with respect to multiple factors, such as predictive
performance and feature acquisition cost (e.g., power consumption, price of net-
work connections or data access). Beyond classification and regression, future
research can investigate how other types of machine learning design, such as
reinforcement learning [150], can be validated in the laboratory.
Chapter 7
Conclusion
This thesis explored new techniques that can efficiently and systematically vali-
date context-driven features of mobile applications in the laboratory to avoid or
reduce high-cost, time-consuming and impractical real-world tests. The literature
shows that existing laboratory testing techniques are effective and can replace
real-world tests in some scenarios. However, prior work has several drawbacks.
To apply existing techniques, developers often need significant technological
resources to set up different testing tools which focus on few aspects of validation.
Also, previous work lacks support to perform design phase testing which can ex-
pose flaws at the early stage of the mobile application development process. Thus,
there is little support for developers to achieve high efficiency and systematism
in the validation of context-driven features of mobile applications.
To alleviate these drawbacks, we proposed three approaches in this thesis to
answer the following research questions:
• RQ1. How can context-driven mobile applications be efficiently and sys-
tematically validated in the laboratory?
• RQ2. How can the real-time sensing performance of context-driven mo-
bile applications be efficiently and systematically validated in the labo-
ratory?
• RQ3. How can the machine learning design of context-driven mobile
applications be efficiently and systematically validated in the laboratory?
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7.1 Summary of contributions
In Chapter 3, we presented TestAWARE, a laboratory-based testing tool that facil-
itates efficient and systematic validation of context-driven mobile applications
on Android. TestAWARE can help testers validate functional properties and
multiple non-functional properties of mobile applications. TestAWARE supports
the context simulation of sensor, event and audio data in a synchronised manner.
TestAWARE also supports replay speed control that allows testers to specify a
multiple of the original speed, so that TestAWARE can accelerate or slow down
the simulation to quickly go through longitudinal datasets or to carefully examine
complex executions. Besides, TestAWARE can import data from online databases
or local sources. For the simulation of uncommon context events, testers can cre-
ate arbitrary context data using data manipulation functions. We demonstrated
that TestAWARE can help testers perform efficient and systematic validation to
detect and locate flaws.
In Chapter 4, we focused on the validation of real-time sensing performance of
context-driven mobile applications. We showed that the performance properties
of real-time sensing applications can be efficiently and systematically measured
in the laboratory at the design phase with only software design and limited
implementation efforts. We presented an approach that covers multiple aspects
of performance validation, including quantifying the amount of error caused
by modification in sensor signals, measuring the processing speed and CPU
utilisation of executions, measuring the performance change caused by different
sensing frequencies, sensor types and device models. With a smartphone sensor-
based real-time data hiding method as an exemplar case, we highlighted the
effectiveness of our approach.
In Chapter 5, we focused on the validation of machine learning design of
context-driven mobile applications. We presented an approach that takes into
account a variety of aspects of machine learning design. We demonstrated that, in
some scenarios, applications can adopt either of the two machine learning tasks:
classification and regression. Based on datasets obtained in the real world, our
approach helps testers conduct design phase testing in the laboratory to measure
the predictive performance of different algorithms for both classification and
regression, to quantify the importance of each feature, to compare models built
by software-generated features and all features, to compare personalised models
and cold start models in classification, and to quantify energy consumption. We
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selected as an exemplar case a smartphone-based system relying on machine
learning algorithms and contextual data to predict the next unlock event triggered
by users. With the selected exemplar case, we showed the effectiveness of our
approach.
7.2 Final remarks
In summary, laboratory testing is a promising method for testers to validate
context-driven features of mobile applications with minimal efforts of conducting
real-world tests. In the trend of agile methods and "testing is not a phase", labora-
tory testing is suitable for requirements, design and program phase testing in the
life cycle of software development. In this thesis, we proposed new techniques
and presented insights to efficiently and systematically validate context-driven
features of mobile applications in the laboratory. Currently, laboratory testing
still has constraints in terms of usage scenarios, software/hardware dependen-
cies, dataset availability and testers’ ability. As advanced software/hardware
techniques, user-friendly testing interfaces and open data are being increasingly
prevalent, the barrier of adopting laboratory testing in practice is likely to be
significantly reduced in the future.
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