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1.1 Introduction
At the end of the 18th century, the Dutch entrepreneur Frederik Kaal made his fortune
buying up dilapidated summer houses along the Amstel river near Amsterdam. As a result
of the economic stagnation after the Fourth English War and the subsequent French
occupation, many owners of these houses were not able to pay the high maintenance costs
needed to combat subsidence on the soft peat land. Frederik Kaal demolished the houses
and sold the land to farmers for agriculture and livestock farming (Van Gelder, 2002).
Nowadays this ‘reverse’ land use change from housing to agriculture is almost unthinkable
in the Netherlands; many land use changes involve the conversion of farmland to urban
areas. The area of built-up land seems to be spreading rapidly and indeed in many places
one can see new housing and business areas where cows used to graze. Figures support the
idea that the built-up areas are expanding: in the period from 1989 to 1996 the area of
urban types of land use increased by 12.2 percent in rural areas in the Netherlands (VROM,
2001c). Not only urban functions claim land in rural areas; also function changes among
rural types of land use take place. For instance, 250,000 hectares of land is needed to create
a National Ecological Network, which is a coherent and connected system of nature areas
in the Netherlands and which should be completed in the year 2018 (LNV, 1990). Much of
this land is currently farmland.
In contrast to the situation in Frederik Kaal’s days, land prices for housing in our time are
much higher than land prices for agriculture. A rough estimate from the Central Planning
Bureau (CPB, 1999) estimates the value of undeveloped land for housing on average about
seven times higher than farmland. Thus in a competitive land market, ordinary farming
would never be able to compete against housing or any other built-up use with a much
higher value. On the other hand, the price of natural areas is usually low as direct revenues
are low. For instance, land containing forests and hedgerows is about one third of the price
of farmland (Luijt, 2002). Still, this land cannot be bought for farming or housing as it is
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protected by land use plans. These land use plans restrict free competition in the land
market, as land will not be sold to the highest bidder if this actor wants to use the land for a
different purpose than that laid down in the plan. Moreover, if the government wants to
buy farmland for nature development, it needs to pay the market price for farmland.
Consequently, strongly rising land prices at the end of the 1990’s have made the acquisition
of land for nature development considerably more expensive (De Schutter, 2001; IBO
Grondbeleid, 2000).
The remarks above show that the land market is a very heterogeneous market. Moreover,
when studying the land market one can encounter many complexities. The interactions of
land use, different actors with different preferences, land policies, spatial policies, and
physical conditions can create a very confusing picture and all these factors result in land
prices that are sometimes difficult to explain at first sight. Every land transaction is a
unique transaction and every parcel has unique properties, also due to the fact that one
obtains a location when buying a parcel. This spatial aspect of parcels of land is very
important when explaining land prices, which has been recognised by economists and
geographers, such as Von Thünen (1826), Isard (1956), Alonso (1964), and later Anas
(1982), who developed theories and models to explain land prices and location behaviour. 
Theories and models point out that land prices and land use are strongly related.
Understanding the impact of land use changes on land prices and vice versa is very useful
in a planning context. That this is increasingly understood by policy makers and planners is
shown by the fact that the Fifth Memorandum on Spatial Planning (VROM, 2001a) was
supported by a Memorandum on Land Policy (VROM, 2001b). In a different context,
operational land use models need a sound theoretical foundation, which can be provided
by land market models. The theoretical foundation is, however, often poor (Lee, 1973;
Wegener, 1994; De Regt, 2002), particularly when it concerns models integrating urban and
rural land use (Scholten et al., 2001). One of the explanations for this is the difficulty of
modelling the complex and heterogeneous land market. This thesis aims to improve the
understanding of the land market and land prices in rural areas, and develops a model to
explain spatial differences in land prices. 
The present study consists of three main elements (see Figure 1·1). The first element is the
topic of rural land prices, which was introduced above. The second element is an economic
approach: economics will be the main source of theory in this study. The third element is
the use of spatial information technologies and methods. Geographical information science
(GIS) provides the tools and methodologies to deal with the spatial nature of the land
market. This integrative study is carried out in the field bounded by these three main
elements.
In the next sections these three main elements are introduced consecutively. Section 1.2
discusses land prices, the land market, and land use in rural areas. In Section 1.3 the
theoretical and methodological setting is discussed. Section 1.4 positions the study in a
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broader framework of land use research. In Section 1.5 the aims of the study are given, the
research questions are formulated, and the study area is briefly introduced. Finally, Section
1.6 gives the outline of the study.
1.2 Thematic setting: land prices in rural areas
Rural areas are the areas that are located outside the city limits1 and are most often
associated with agricultural activities. However, rural areas have many other functions as
well: people live in rural areas, companies are located in rural areas, nature areas can be
found in rural areas, and rural areas are important for recreation and tourism. Land use in
rural areas is the result of a complex interaction of many different factors and although not
visible at a first glance, rural land use is constantly changing as a result of changes in society
and the economy (VROM, 2001a). An increase of scale in agricultural production and in
other fields (transportation, business, housing) leads to changing structures in rural areas
(Van Dam and Huigen, 1994). Old agricultural landscapes are, for instance, converted into
uniform, efficient food-production areas. Construction activities in rural areas increase, and
in particular rural areas located near urban areas experience the pressure of urban
expansion plans. 
Changes in rural areas, and particularly land use changes in rural areas, are directly linked
with changes in land prices. Figure 1·2 below clearly shows the central position of the land
market. Changes in land use take place via the land market, thus decisions on changes in
land use are mostly financial decisions. The figure does not attempt to depict all possible
relations and interactions between factors affecting the land market (this is one of the
topics in the next chapters), but aims to give the thematic setting in which land prices are
analysed in this study. The topics within the dark shaded area are covered in the present
study, the other topics fall outside the current scope. The demand for land is included
insofar as it concerns a factor that affects the land price; the demand in itself (height,
composition, changes, etc.) is not analysed. 
                                                
1 Several definitions of a rural area are possible, though most of them depend on the definition of the
boundaries of built-up areas. In the current study, rural areas are all areas outside the built-up area boundaries
laid down by the government in the Netherlands ('bebouwde kom').
Economics
Land prices
GIS
Main elements of the studyFigure1·1
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In Figure 1·2, socio-economic developments, such as a growing population and increasing
prosperity, lead to a certain demand for land, which is exercised in the land market. Socio-
economic developments also affect the land market in two other indirect ways. Firstly, the
policy that affects the land market is affected by socio-economic developments. For
example, housing policy changed as a result of an increasing demand for accommodation
for the increasing population in the past decades. The resulting VINEX housing policy
resulted in changes in the land market. Secondly, socio-economic developments affect the
available means, such as taxes, and through policies these again affect the land market. 
The public attention for an activity is another factor that affects policy and available means.
For instance, increased attention for nature conservation has led to the policy to create a
National Ecological Network. The actors, or market participants, play an important part
because they are the ones who actually demand the land for different purposes. The wide
range of actors includes people who need land for housing, to farm, for recreation, etc. Not
only the market participants owning land or potential owners have impact on the land
market, but also government organisations that affect the land market with policies, and
intermediaries, such as real estate agents. The spatial nature of the land market comes into
play in the characteristics of the surrounding area. The land market in a highly urbanised region is,
for instance, very different from the land market in a less urbanised region, as the dynamics
of land use are different (more land use changes in an urbanised area) and the actors that
are interested in purchasing parcels differ. Another example is that land located near a
nature area is valued differently for housing than land near an industrial area. The current
socio-economic
developments
actors
The land market and land use changes (adapted from Priemus et al., 2000)
characteristics of
the surrounding
area
demand for
land
available
means
public attention
for activity
policy
land price
land use change
Figure
1·2
current land use
(supply)
land market
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land use has, just like the characteristics of the surrounding area, an important impact. Land
use planning prescribes the land use of a parcel, which results in different segments within
the land market. In this way, current land use also represents the supply: each market
segment has its own supply, although a land use change can change the supply of one
segment at the cost of another segment. For instance, conversion of farmland to a housing
area decreases the supply of farmland and increases the supply of land for housing.
The processes in the land market lead to a land price and a land use change. In the land market,
a price is determined for a parcel of land, after which it changes owner. It is possible that
the new owner will use the parcel for another purpose than the current one, in which case a
land use change will take place. It is also possible that a land use change may take place
without a change of owner, though this decision is also affected by the processes within the
land market. Land prices and land use changes affect the land market in their turn. Rising
land prices might lead, for example, to fewer land transactions as land owners wait for the
prices to become higher. In a similar way, all kinds of complex relationships and
interactions exist between the different components mentioned in Figure 1·2. These
complex relationships will be one of the topics in this thesis.
In the Netherlands, interest in the land market and particularly the rural land market has
been growing in the past few years. An important reason for this has been the steeply rising
land prices: the prices of farmland doubled between 1995 and 2000 (DLG, 2001b). Several
reasons have been mentioned for the steeply rising land prices (IBO Grondbeleid, 2000;
VROM, 2001b; RLG, 1999; Needham, 1997): increasing demand for land for urban use,
infrastructure, and nature development as a result of socio-economic developments,
planning decisions of the government, and spill-over effects of steeply rising real estate
prices (particularly of dwellings). In addition, the position of actors on the land market
changed in the past few years: property developers, speculators, and other market
participants became more active in buying rural land to develop housing or business areas,
while at the same time, the dominant position of municipalities decreased. Note that all
these developments can be placed in Figure 1·2. Socio-economic developments have
caused a change in the land market, characteristics of the surrounding area change as built-
up areas grow, and the behaviour of actors changes, as well as the land policy. 
Another observation is that it is increasingly recognised that the land market plays a part in
spatial developments and spatial policies. Land policy may be used to steer spatial
developments and increase the quality of the spatial structure and landscape (RLG, 1999).
The Memorandum on Land Policy and the Fifth Memorandum on Spatial Planning, which
were mentioned above, form the starting point for new policy measures that operate in this
field. In this context, one can think, for example, of the pricing of open space: if farmland
will be used for housing, people can experience negative external effects, as they cannot
enjoy the view anymore. Pricing these negative effects can affect land prices and
construction activities. 
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Concluding, the thematic setting of this study is the rural land market, which is a complex
market where many relations and interaction with all kinds of actors result in land
transactions and land prices. Knowledge about the land market is needed to support policy
makers in their decisions on measures that affect the land market and land use. In this
study the topics briefly addressed above will be analysed in more detail and should lead to a
better understanding of the processes in the land market.
1.3 Theoretical and methodological setting
The theoretical and methodological setting can be described by ‘spatial analysis and
modelling from an economic perspective’. The theoretical foundation is provided by
economic theory, while the methodological foundation is provided by geographical
information science (economics and GIS in Figure 1·1).
To start with the theoretical setting, economic science has a long history regarding the topic
of land prices. Several theories have been developed and many empirical studies have been
carried out that aim to explain the existence, level, and development of land prices. Land is
a production factor without costs to make it, but being a scarce factor, competition for
lands leads to the assignment of a value to land. Initial land market theories explained the
level of farmland prices as the residual value, which is the value of the revenues of the land
minus the costs of production factors (labour, capital). The spatial aspect of land prices
became more clear when transportation costs were included in land market theories (Von
Thünen, 1826). On the basis of the insights of Von Thünen, Isard (1956) and Alonso
(1964) have developed bid rent theory as the fundamental theory to explain land prices.
Besides a spatial aspect, land prices also have a temporal aspect because land prices change
through time. Rising land prices were explained by Ricardo (1817, in Kruijt et al., 1990) as a
result of agricultural expansion using new, more marginal lands, while nowadays rising land
prices are explained by economic factors, such as interest rates, income, and inflation.
Many economic studies have focussed on explaining and forecasting land prices through
time (Benirschka and Binkley, 1994), though the present study focuses on explaining spatial
differences in land prices. In Chapter 2 we will see, however, that temporal and spatial
factors affect each other and should not be considered in isolation. 
The spatial aspect of land prices is made concrete by the location a parcel has, and it plays
an important part in the determination of its price. The location of a parcel is a unique
property, as every parcel has a different location. Another spatial aspect is that
neighbourhood effects apply: the use and price of a parcel is affected by the use and price
of surrounding parcels. The spatial aspect of land prices calls for a spatial approach to the
analysis of land price data. This can be provided by geographical information science,
which is the methodological setting of the thesis. 
Advances in computing technology, data availability, and (quantitative) geography have led
to the development of GIS. The acronym ‘GIS’ can refer to Geographical Information
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System, if only the computer-based tool is meant, or to Geographical Information Science,
if the science of solving spatial problems using information technology is meant (Longley
et al, 2001). In the present study a GISystem is used to analyse the problem of spatially
differing land prices. GIScience will provide a framework in which the analysis can be
carried out, and it provides methods to analyse and solve particular problems. Additionally,
GIS is able to handle large data sets, as spatial systems often depend on many variables and
involve large amounts of data (as is shown by Romão (2001) for spatial environmental
systems). Chapter 4 will show that the current study also involves the analysis of a large
data set.
Broadening the scope to geographical information science also brings us to the field of
spatial analysis and spatial modelling. Spatial analysis includes the selection, manipulation,
and exploration of data, and confirmation of suppositions or hypotheses. This leads to a
model that explains spatial differences in land prices. In the current study, statistical and
econometric techniques are applied to spatial data. In a spatial context, the standard
techniques need to be adapted to the specific characteristics of spatial data. An important
issue is the possibility of spatial dependence between observations, which can result in
invalid results and spurious relationships if standard econometric techniques are used to
analyse the land price data (Anselin, 1996). For that reason, the model that is developed in
the present study is tested for the presence of spatial dependence. Although land use
studies are starting to pay attention to spatial dependence (see for instance Hardie et al,
2001), it is only a recent development, especially when it concerns large, complex data sets
as used in the present study. 
1.4 Positioning the study
In the previous sections, the theoretical and methodological positioning of this study was
discussed. The study integrates economics and geo-information science with the topic of
rural land prices (see Figure 1·1). From a practical perspective, the current study is
positioned in the broader framework of land use research. Above, it was shown that land
use and land prices have a close relationship: models often explain use and prices at the
same time, and land use issues and land price issues are increasingly combined in policy
making. Besides the land use factors that enter the explanatory model in the current study,
the link between land prices and land use is made by using the results of the study to assess
the role of land markets in land use modelling. 
Interest in land use is often prospective: one is interested in (long-term) changes in land use
for policy, planning, and investment decisions that can support sustainable economic
development, and improve the biodiversity and quality of the rural and urban areas
(Andrews, 2001). However, long-term developments in land use are surrounded by
uncertainties and affected by many factors. Therefore, land use research is aimed at
providing tools for decision makers to support decision-making on planning issues and
detect the impact of policies. The research efforts focus on modelling land use (Scholten et
al., 2001; Wegener, 1994). This often leads to large-scale, integrative models that, according
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to Lee (1973) and other critics, are too theory-driven, incomplete, complex,
incomprehensible, and poorly suited for decision making. However, theoretical
developments, data availability, computing power, and new analytical procedures have
considerably improved large-scale land use models (Scholten et al., 2001). Additionally, the
emergence of GIS provided a useful framework for land use modelling.
Figure 1·3 depicts the land use research and decision-making cycle. It describes the
sequential stages in building and using a land use model. These steps can be traced back in
many analysis and decision support processes, and are an extension of Simon’s (1977, cited
in: Turban, 1995) well-known decision support process consisting of the steps intelligence,
design, and choice. The first stage in Figure 1·3 is exploratory data analysis, in which a
(large) data set is analysed to find relationships, exceptional observations, and to contrast
and compare observations, etc. This stage is meant to obtain insight into relationships and
come to suppositions or, if more formally formulated, hypotheses. In the second stage one
tries to confirm relationships and statistically test them for their validity, which leads to
explained relationships. The next stage is to model the relationships. The model can, for
instance, be used to forecast future land use and analyse alternative scenarios. The model
can also be used in a planning support system (Andrews, 2001), which is the fourth stage.
In addition to a model, support systems should have an easy-to-use interface, they should
be focussed towards decision makers, and should present results in a clear manner. Finally,
in the last stage monitoring and evaluation of the results take place, which can result in
adjustments in the previous stages through a feedback mechanism. 
Chapter 3 will go deeper into some of the stages, though here the figure is used to position
the current study. The study is carried out in the framework of the Land Use Scanner
project, which is an initiative of several organisations that aim at doing research and
developing a tool to simulate future land use. The Land Use Scanner (discussed in Chapter
8) is one of the few models that integrally models land use in the Netherlands. The efforts
in the past years have mainly focussed on the development of the model, which is the third
stage in Figure 1·3. The first two stages have been somewhat neglected. The present study
aims to strengthen the foundations of the model and focuses therefore on stages 1 and 2,
which will result in a model that can be used to give recommendations for improving the
Land Use Scanner (stage 3). However, an integrative model like the Land Use Scanner
Planning
support systems
Monitoring /
Evaluation
Stages in the land use research and decision-making cycleFigure
1·3
Exploratory
analysis
Explanatory
analysis
Modelling
covered in this study
1 2 3 4 5
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covers a very wide range of topics. Therefore, only a specific topic, which is rural land
prices, is analysed in each of the stages. This is visualised in Figure 1·3 by a small shaded
area in each of the stages, which indicates the position of this thesis. Research on land
prices and land markets can provide, however, a sound theoretical foundation for the Land
Use Scanner model. The analysis of this issue is one of the goals of the present study (see
below). 
1.5 Aims, research questions, and the study area
Considering the above, the aim of this study is to increase the understanding of rural land
markets by developing an explanatory model for rural land prices, which focuses on
explaining spatial differences in rural land prices, in order to analyse case studies on current
policy issues, using geo-information technology and a large spatial data set.
The following research questions will be addressed:
Q1: Which factors can explain the land price at a specific (rural) location?
Q2: What is the impact of government involvement (policies and purchases/sales)
regarding housing, infrastructure, and nature development on rural land prices?
Q3: How can land use modelling benefit from the results of Q1 and Q2?
The first question is the central question of this thesis and will be answered using an
explanatory regression model. The second question will be answered in case studies in
which the explanatory regression model is applied. In particular, the model will be applied
to analyse rural land prices in relation to an urban expansion area, nature areas, and two
major infrastructure construction works in a study area. The third question is focussed on
the Land Use Scanner, as was discussed in the previous section.
To answer the research questions, the following steps need to be taken:
S1: Analysis of existing knowledge and views of land markets and land prices.
S2: Identification of factors that affect land prices according to existing studies and
theories.
S3: Analysis and description of methodologies to analyse and model the land market. 
S4: Description of the role and availability of data that is required to develop the model.
The first two steps are addressed using economic literature. The third and fourth step result
in a framework for building an explanatory model for the study area. Then the following
steps are taken: 
S5: An exploratory analysis of the land market in the study area.
S6: The development of a model that explains the impact of a range of factors on the land
prices in the study area.
S7: Demonstration of the model by applying it to specific case studies.
S8: Application of the land price model to test existing models, and further develop land
use models.
The outline in Section 1.6 below places the steps in the different chapters of this study.
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The explanatory model will be based on a large set of real-world data, so a study area needs
to be selected. The study area should meet the following criteria. Firstly, the present study
discusses rural land prices in the Netherlands. The land transaction database that provides
the data for the model covers the entire Netherlands; however, data handling restrictions
require a smaller area. This area should be representative of the rural land market in the
Netherlands, and should have mixed characteristics, which means that all types of land use
have to be present without any of them being too dominant, so that all aspects of, and
influences on the rural land market are covered. An area that fulfils most of these
requirements is the province of Noord-Brabant. In this province, rural areas, nature areas,
and urban areas intersperse in a diverse landscape (VROM, 2001a). Moreover, changes in
the province are taking place relatively rapidly as urban areas expand, land is bought for
nature development, and land redevelopment projects take place. Thus, in this province
many processes take place that are interesting for research of the rural land market. 
The size of the data set ensures a complete coverage of market participants, transaction
characteristics and parcel characteristics. Additionally, Noord-Brabant is relatively well
delimited in terms of geography (it is bounded by rivers and the national border) and a
province is an administrative entity, which can have advantages such as more consistency in
data sets and uniform policies. One should note, however, that processes in rural areas and
particularly in the agricultural sector can differ substantially between regions. Therefore,
without further study the results cannot be translated directly to other areas.
1.6 Outline of the study
Figure 1·4 shows the structure of this study and an outline of the chapters. The study
consists of three parts: A, B, and C. In part A the theory and concepts are presented. Part B
discusses the data and the study area, after which an exploratory data analysis is carried out.
In part C the model is developed and discussed, applied to case studies, and used to analyse
land prices in land use models.
Part A consists of two chapters in which the two foundations of the explanatory land price
model are discussed. Chapter 2 gives an overview of the economic theory about the land
market, land prices, and land use. The chapter explains how land markets work from a
theoretical point of view and reviews the empirical land market literature. Additionally, the
land market is analysed using supply and demand curves. An important component of this
chapter is a list of factors that affect rural land prices, which is used for the exploratory
analysis and the explanatory model. An important observation in Chapter 2 is that the
location of parcels is central to the determination of the land price. This spatial aspect
requires an approach that can be offered by geographical information science. Therefore,
Chapter 3 gives an overview of the theory related to spatial information technology, spatial
data analysis, and spatial modelling. In this chapter a framework is presented that will be
used to analyse the land price data that is discussed in part B. Topics in Chapter 3 are GIS,
data integration, and spatial analysis. 
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Part B describes the data and the study area. In Chapter 4 the data collection is presented.
A large data set consisting of data on rural land transactions, and spatial data on a broad
range of relevant themes are available for this study. The particularities of the data and the
data quality are discussed as they have an impact on the formulation of the model and the
results of the model. In Chapter 5, the study area, which is the province of Noord-Brabant,
is introduced. First a description of Noord-Brabant is given, using various maps. Spatial
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policies and land policy are also discussed in this section. Next, an exploratory data analysis
is carried out in order to describe the land market in Noord-Brabant, find interesting
relationships and patterns, get an idea of the issues in the land market of Noord-Brabant,
and identify the actors and factors that have a significant influence on land prices. Chapter
5 forms the connection between the theoretical part A and the empirical part C: the
exploratory data analysis is carried out with the knowledge that was acquired in the
theoretical sections and the results are used to develop the explanatory model in part C.
 
Part C consists of three chapters in which the explanatory model is developed and applied.
Chapter 6 presents the explanatory model for rural land prices in the province of Noord-
Brabant. The spatial nature of the explanatory regression model necessitates an
investigation of spatial dependence, which is presented in this chapter as well. In Chapter 7,
the model is applied in the discussion of three policy issues: high land prices in rural-urban
transition zones, the relation between land prices and the establishment of the National
Ecological Network, and the relation between the construction of infrastructure and land
prices. The positioning of the current study in the ‘analysis for decision-making’ scheme
(see Figure 1·3 above) is addressed in Chapter 8. This chapter contains a discussion of
modelling land prices in land use models and particularly contributes to the discussion on
the development of the Land Use Scanner model, using the model and other results from
the current study. Finally, Chapter 9 contains an overview of the study and the conclusions.
PART A
THEORY AND CONCEPTS
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2.1 Introduction
Land markets and land prices are subjects extensively discussed in economics. Land is
needed as a location for all economic activities, hence land prices may have an important
impact on these activities. Despite all the attention, there is still no comprehensive theory
that can fully explain land prices. This is mainly due to the special characteristics of land as
an economic good: the supply of land is virtually fixed; every parcel of land has a fixed
location, which is a unique property; and the use of a parcel of land affects the use and
value of the surrounding parcels. This final characteristic is called the externalities of land
use, which give rise to government intervention. The special characteristics and the
government intervention make an analysis of the land market rather complex.
The land market is a market where no full competition exists and where the actors do not
have complete information about prices. Moreover, land markets have always been
sensitive to politics. Indeed, most countries have some kind of land policy. Besides the
externalities mentioned above, this is because land has so much interaction with many
other aspects of (economic) life: people need a place to live and need land to earn money
or grow food. In past centuries, owning land meant having power over people as landlords
could demand high rents and taxes. In our society, land is still an important production
factor and contributes considerably to the national income (Hartog, 2002). Consequently,
the land market is a market where government policy is strongly present: political decisions
often seem to prevail over ‘sensible’ economic decisions and things like negotiations and
regulations play an important part in determining land prices. Section 2.5 will show,
however, that these political decisions can also be analysed using economic theory.
The aim of this chapter is to give an overview of land market theories, to give insight into
how the land market works and to give an explanation of land prices from a spatial-
economic point of view. This review is based on a study of theoretical and empirical
2
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literature, and an analysis using supply and demand curves. The spatial dimension of the
land market will receive particular attention, as this study focuses on developing a spatial
explanatory model.
This chapter has the following structure. Section 2.2 first discusses historic contributions to
the theory of land economics, as they still form the foundations of current theories. The
second part of Section 2.2 is devoted to the bid rent theory. Section 2.3 discusses the
hedonic price approach, which is an alternative way to look at the realisation of land prices.
Section 2.4 gives an extensive overview of empirical studies. Section 2.5 analyses land
markets with supply and demand curves. Externalities and government intervention are
two important topics in this section. Finally, Section 2.6 contains a summary and some
concluding remarks.
2.2 The foundations
The importance of land in economic theories has changed over the centuries. In the classic
economic theories of the seventeenth and eighteenth centuries, the explanation of land rent
was a key point: land was considered as an important production factor. The neoclassical
economists in the nineteenth century, however, generally did not give land a special place in
their theory (Randall and Castle, 1985). They treated land as an ordinary production factor
that could be included with capital in the production function. Modern economic theories
are more diverse. Though land is not often explicitly mentioned in general economic
theories, some branches of economics have developed theories about land as a production
factor, land as a consumption good or, more indirectly, distance as a cost factor. The bid
rent theory, which was developed in the second half of the twentieth century, focuses
specifically on land, and aims at explaining land use patterns and land prices.
To a certain extent the concern for land in economics can be attributed to changes in
society (Veerman, 1983). The changes of a feudal society aimed at self sufficiency in the
Middle Ages to an agrarian society with the emergence of land markets and the agricultural
revolution led to an increasing interest in the analysis of land (Ekelund and Hébert, 1990).
The industrial revolution resulted in a focus on labour and capital as production factors;
land seemed less important. More recently, increasing environmental awareness, scarcity of
natural resources, and increasing demand for land in densely populated areas have raised
the awareness of land as a scarce production and consumption factor (Brems, 1978).
2.2.1 Early contributions
The well-known theories of Ricardo (1817, in Kruijt et al., 1990) and Von Thünen (1826)
have laid the foundations of land price and land use theories. These theories are discussed
briefly below. However, other economists have also made contributions and may have
influenced Ricardo and Von Thünen. In 1662, Petty was probably the first author who
systematically tried to explain land rent by calculating it as the difference between the
revenue of the harvest, and costs of seed and what the agrarian needed for food and other
necessities (Veerman, 1983). Petty also tried to explain differences in land rents and
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attributed it to transportation costs, which is the cornerstone of Von Thünen’s theory.
Cantillon was aware in his major work, ‘Essai sur la nature du commerce en général’ (1755),
that distance leads to transportation costs and area leads to geographically limited markets
(Hébert, 1981); both observations are extremely important in land use and land price
theories. Other theories that have played a part in the development of the economic theory
of land values include those of the Physiocrats (with Quesnay’s Tableau Economique,
1758, in which agriculture is the only sector able to create wealth); Smith, who considered
land as a natural monopoly price (the spatial elements fertility and location are mentioned
by him, 1776); Say, who developed an equilibrium model (the scarcer the land, the higher
the rent, 1803); and Malthus and West, who influenced Ricardo. Neoclassical theories can
be used to explain land rent, but in most cases do not consider land separately.1 For a more
extensive treatment of land in (historic) economic theories see: Alonso (1964), Veerman
(1983), Randall and Castle (1985), and Ekelund and Hébert (1990). 
Before the discussion of economic theories is continued, a clarification of the terms ‘land
price’, ‘land rent’ and ‘land value’ is needed. With ‘land rent’, a periodic payment for the use
of land is meant. ‘Land price’ is a payment that is made to obtain a parcel of land, i.e. to
become the owner of a parcel of land. ‘Land value’ is a wider notion of the land price and
includes financial and non-financial elements.2 The land value is the willingness-to-pay for
each actor in the land market and thus can differ among actors. The land price is
determined in the land market and is the same for everyone. A link between land rent and
land price exists using the capital asset pricing model (Mills and Hamilton, 1994). In this
model, the current price (present value) of land (V0) is equal to the sum of all the expected
future rents (Rt) using interest rate r to discount, see Equation 2·1. The same can be done
for expected future revenues other than rents.
In the remainder of this study, the term ‘price’ or ‘land price’ is mostly used in its generic
sense, which includes all kinds of payments for a unit of land or a parcel.
Ricardian land models explain the existence of land rents from differences in land qualities.
Ricardo originally used the fertility of agricultural land that is employed for the production
                                                
1 An exception is Marshall (in ‘Principles of economics’, 1890) who has devoted a chapter to land values. He
concentrates however on urban land use for enterprises (Alonso, 1964).
2 Authors sometimes use different terms for ‘land price’ and ‘land value’, for instance ‘use value’ and ‘market
value’ (Shi et al., 1997).
Equation
2·1 ∫
∞
−=
0
0 )exp( dtrtRV t
V0 present value of land
Rt rent in period t
r interest rate
exp natural exponent
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of corn as the explanatory factor. He stated that the price paid for corn at the market is
determined by the production costs on the poorest lands in cultivation. The farmer on land
that is more fertile has lower production costs and thus will receive more than the intrinsic
value for the corn. The result of competition among farmers is that they are willing to pay a
premium for more fertile land: the land rent, which is paid to the landlords. This means
that the land rent is zero at the margin, i.e. the poorest land in cultivation, and rises when
poorer lands are brought into cultivation. Figure 2·1 below gives a graphical interpretation
of Ricardo’s theory. If the demand for corn rises, more land needs to be brought into
cultivation to produce the corn, assuming the production/land rate stays the same. The
amount of land in use increases from Q1 to Q2. Thus the amount of land in use is
determined indirectly by the demand for corn. The production costs rise from P1 to P2, as
the production costs are higher at the new, poorer lands. The market price for corn also
rises from P1 to P2, because the selling price for corn is determined by the production costs
in Ricardo’s view. If the new market price for corn is P2, the total rent from all parcels goes
up from A to A + B and the rent for each individual parcel that was already in use rises
from P1 to P2.
The discussion of the Ricardian land rent theory can be extended in many ways, for
example with a discussion on diminishing returns, production costs, multiple products and
multiple land uses, and technological innovations. Ricardo’s theory has indeed been
extended and improved in many ways, see for example Randall and Castle (1985), and
Kruijt et al. (1990). The main point of Ricardo’s theory for our discussion is that
differences in land prices can be attributed to differences in land qualities and people are
willing to pay the surplus for land rent. This conclusion can also be made if land is not
scarce, because the land rent is determined by the production costs at the margin. The
profit that is made on better land ‘transfers’ into the land price of that land.
production costs
land in use
market price of corn
Q1 Q2
market price, =
production costs P2
P1
A
B
Ricardian land rent theory
(fertile land) (poor land)
Figure
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17
Chapter 2
Whereas Ricardo focussed on fertility, Von Thünen looked at location and distance, thus at
the spatial dimension. In 1826 Von Thünen published his book ‘Der Isolierte Staat’ in
which he constructed an imaginary state, separated from the rest of the world, with one city
in the centre of a fertile plane of uniform soil quality. His question was how distance
affects the location of the different agricultural products. All agricultural products are
shipped to the market (the city); the transportation costs involved rise linearly with the
distance to the market. The selling price for the agricultural products is determined at the
market by supply and demand, the production costs are the same at each location and
constant for each quantity. This means that the transportation costs determine the location
of each agricultural product on the plane as is shown in Figure 2·2. The descending curves
represent the profit for a product at a certain distance from the city. The profit consists of
the (fixed) selling price minus the (fixed) production costs minus the (variable)
transportation costs. At distance D from the city, it becomes more profitable to produce
product 2.
Originally Von Thünen’s model was concerned with location. However, it is possible to
derive the land rent in this model in a Ricardian way (Benirschka and Binkley, 1994). The
farmers that grow a particular product prefer to locate closer to the city, as their profit will
be higher. Thus for land closer to the city, they are willing to pay a rent, the land rent,
which is at most the profit they make at that location. The conclusion is that land closer to
the city will have a higher price than land that is located further from the city.
2.2.2 The bid rent theory
In the nineteenth and twentieth century economic theory progressed, particularly
microeconomic theory, and some ideas regarding distance, transportation costs, and
location were developed. As noted above, in general little attention was paid to land and
land prices. However, in the 1920’s interest arose in land use planning, location decisions
and, related to this, land values (Alonso, 1964). Most ideas dealt with location decisions of
households and enterprises in cities, and the main explanatory factor was transportation
costs: higher land prices can be offset by lower transportation costs, or lower
distance
profit
city D
product 1
product 2
Land use after Von ThünenFigure
2·2
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transportation costs transfer into higher land prices. Variables other than transportation
costs were analysed by social scientists who studied factors such as neighbourhood
composition. In the 1950’s the branch of spatial economics took shape when some
economists started to include the effect of Von Thünen’s cost distance into
microeconomic theories (Hébert, 1981). The bid rent function approach, as this theory is
called, now forms the basis of theories on land use and land values. A brief overview of the
bid rent theory is given below.
The bid rent function has basically been developed to explain the relation between urban
land use and urban land values. As most of the bid rent studies focus on the location of
households and firms, we first look at these, before turning to rural land use. Consider a
household which can spend its income on three things: land, transportation costs, and all
other goods (see Equation 2.2). The household requires a location in a simplified city,
which is monocentric, uniform, and in which markets are competitive. Employment,
goods, and services are only available in the city centre. 
For an individual household the prices of land are given. Land prices are supposed to
decrease with increasing distance from the city centre, which is “essentially true for most
cities” and a requirement for the market equilibrium (Alonso, 1964, page 20). Using
microeconomic theory, one can construct indifference and budget curves for this
household. However, a basic difference with the common microeconomic approach is that
land is different from other goods and services; as a parcel is actually two goods, a quantity
of land and a location, while only one price is agreed upon and only one transaction takes
place to purchase a parcel. Additionally, in an urban context, two more considerations
should be taken into account. Firstly, land and capital can be substituted, for example by
constructing apartments with more floors, and secondly the value of housing is often
affected by the amount of uncovered land surrounding the house (Mills and Hamilton,
1994). 
Consequently, as one can see in Equation 2·2, a household has to make a decision between
how much to spend on land, how much on transportation costs, and how much on other
goods. The decision is affected by the size of a parcel that can be bought for a certain
budget at a certain distance from the city centre. Then, a bid price curve of a household is
the set of prices for land the individual could pay at various distances while deriving a
constant level of satisfaction (Alonso, 1964). The rent is paid to landlords who are local
Equation
2·2
( ) ( ) zpdpldry zt ++=
y the household’s income
r(d) rent per unit of land at distance d from the city centre
l amount of land
pt(d) transportation costs at distance d from the city centre
pz price of all other goods
z amount of all other goods
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monopolists and try to maximise the rents they receive (Randall and Castle, 1985). Thus
only the household with the highest bid will be able to purchase or rent the land. The
bidding process leads to a static equilibrium, in which the bid rent function becomes the
rent curve as depicted in Figure 2·3 (in the case of identical consumers).
The theory for business location is rather similar to that for household location. Instead of
maximising satisfaction, businesses maximise profits and need to ship their final products
and inputs to and from the market or harbour, railway station, etc. (in the case of a
monocentric city). For the production of goods, land can be substituted for capital but with
diminishing returns to scale. It is, for example, more expensive to build more storeys than
to build an adjacent building to expand production capacity, due to elevators, stronger
construction requirements, etc. Depending on their production function, entrepreneurs
employ capital and land at the minimum average costs. If they locate at a point further
from the city centre, transportation costs must be compensated by lower land rents. Due to
capital substitution, a rent curve similar to that in Figure 2·3 can be found for business.
Agricultural land prices are derived in a different way from urban land prices in the bid rent
theory. The theory of land prices for agriculture owes more to Von Thünen, in contrast to
the theory of land prices for households or firms, which relates more to microeconomic
theory. The rent a farmer can pay is given by Equation 2·3, which is basically the equation
that can be used to derive Figure 2·2 above. The crop that produces the highest revenue at
a certain location will be able to make the highest bid. The land is sold to households or
firms if their bid is higher than an agricultural bid, which will be the case around the city
distance from city
land
rent
D
The rent curve
ra
Figure
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Equation
2·3
[ ])()( dpcpNdr z −−=
r(d) rent at distance d from the market for a unit of land
N output of a unit of land, for example kilograms of corn
pz price at the market of crop z, for example the price of corn per kilogram
c production costs for the crop, for example per kilogram
p(d) transportation costs at distance d from the city centre for the crop
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centre. The city limit is the place where the agricultural bids equal bids from households
and firms. In Figure 2·3 this is location D, where ra is the rent for land that is used by
agriculture.
 
Isard (1956, page 196) states that “…the farm operator is indifferent to the position at
which he is located, provided, of course, he is within the rent-yielding hinterland.” This can
be accomplished by adjusting his business to the maximum bid which is possible at a
location. As in the case of households and firms, for the individual farmer r(d) in Equation
2·3 is given. He can choose among different crops, with different selling prices, pz,
production costs, c, and different transportation costs, p(d). Additionally he can adjust N
(the production intensity of the land). This might be a rather difficult optimisation
problem. In reality, the possibility of growing different crops is limited by physical
constraints such as soil type and climate. 
The bid rent theory as presented above is a stylised view of reality. Extensive work has
been carried out to adapt and improve the analytical framework of the bid rent theory to
reflect the complex patterns of land prices and land patterns; see for example Anas’ model
(1982). The bid rent theory was originally developed with the North-American situation of
abundance of land in mind. In that case, supply of land for urban purposes is usually not
fixed as the city can easily be extended into rural areas. In densely populated areas like the
Netherlands, the competition among different types of land use will be much more severe,
as all land is occupied. Introduction of zoning schemes, which limit the supply of land,
complicates the analyses. Other examples are the introduction of more markets, the
introduction of different types of households and firms, and the introduction of areas with
a different accessibility or fertility.
Nevertheless, the model is based on the fact that land rents are determined by
transportation costs as in Von Thünen’s model. The question remains if transportation
costs have indeed such an important place in the explanation of land prices. Particularly in
the case of farmland, transportation costs might affect the land prices less than the bid rent
theory supposes. Over the last few decades transportation possibilities have improved,
transportation costs have diminished and, especially for agricultural products, conservation
methods for perishable goods have improved, reducing the need for urgent transportation
after harvesting. For the location of industries, studies have been carried out regarding the
importance of transportation costs in the total production costs. Chapman and Walker
(1992) and Button (1993), for example, find that transportation costs have become of
minor importance. For agriculture, no studies on the importance of transportation costs are
known.
On the other hand, closely related to transportation costs is the concept of accessibility and
the location decision. Location implies more than just transportation costs. Firstly,
transportation costs are not simply monetary costs but also involve effort and time:
accessibility can then prove to be an important explanation for land prices. Secondly, for
21
Chapter 2
some types of land use, such as offices or transport industries, accessibility is still a major
determinant for location decisions. This can indirectly affect decisions for other types of
land use. Thirdly, in the case of strong competition, which is the case for most agricultural
products, location advantages can be very important in generating profits. Additionally on
the micro level, transportation costs might be important as seen from the viewpoint of a
farmer: in order not to lose too much time driving around, a farmer will try to purchase
land near his farm. A final consideration is that farms hardly move. Farmland is often
owned by the same family for many generations. Decisions on what products to grow are
more important than location decisions. Situations in which farms move are when their
land is needed for other purposes, such as infrastructure or extension of urban areas, or
farmers decide to emigrate.
2.3 Alternative land valuation methods
The bid rent theory mainly focuses on how market prices for land are established. The
theory relies on an analysis of the market, market prices, and the bids that actors make.
However, in reality the land market is not transparent and information is often hard to get.
Moreover, other values than the market price for land can exist, like the social land value or
the non-revealed values that result from zoning restrictions (see also the next section). This
is, for example, the case with land for nature areas. The market price for nature areas, and
thus the land price for nature areas, is difficult to determine as nature is in most cases not a
marketable good (Ruijgrok, 1999). Also, the market price for nature areas is not the same as
the willingness-to-pay (value) for many different actors. In some cases it is desirable to
know the value of land for a nature area, for example to make a trade off between the use
of an area for agriculture, nature, or recreation. 
Several methods have been developed to determine the values that are not expressed by
markets. Best known are the contingent valuation method (CVM), the travel cost method
(TCM), and the hedonic pricing method (HPM). These methods are based on welfare
economics and have been developed to estimate the value of goods without a market price
based on the value of substitutes. The methods have often been applied to the valuation of
nature areas. A problem with applying these methods to land is the difficulty to determine
which part of the total value resulting from these methods can be attributed to the land.
The usefulness of the CVM, TCM, and HPM for the estimation of land values is discussed
below.
2.3.1 The contingent valuation method
The CVM uses a survey to estimate the willingness-to-pay of people for goods that do not
have a market price (Ruijgrok, 1999). The survey describes a hypothetical market in which,
for instance, a nature area might be conserved by payments from the respondents. Based
on the survey it is possible to calculate a hypothetical price for the nature area. One of the
main problems of the CVM is that the questionnaire has to be designed carefully and the
interviewer should be well-trained to avoid biases. Another problem is that respondents are
often not familiar with the valuation of natural goods or services. Daily, people make
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decisions about the purchase of all kinds of goods, but when confronted with a new good
for which no previous decision has been made it is difficult to give a reasonable price. At
its worst, the CVM can be described as “hypothetical answers to hypothetical questions”
(Cameron, 1992, page 302). Nevertheless the CVM has been applied in many cases.
The CVM may be a suitable way to estimate land prices. A survey can be constructed in
which actors are asked how much they are willing to pay for parcels or areas, for instance
to keep an area free from buildings or to buy land to conserve a nature area. The economic
good mentioned in the survey, land, is known to many actors and they may have a
reasonable idea of its price. In an indirect way the CVM can already be found in practice:
nature conservation organisations in the Netherlands buy land using money they receive
from contributors. 
2.3.2 The travel cost method
The TCM is a widely applied economic valuation method, popularised by Clawson and
Knetsch (1966), and has particularly been used for the valuation of recreational sites. The
value of a site in the TCM is determined by the costs people make to visit this site, in
particular the travel costs. These travel costs can be regarded as the revealed preference for
a site. The attraction of the method lies in the fact that one is looking at actual behaviour
that can be observed. Collecting data is often done by (on-site) surveys in which the origin
of visitors is asked. In this case, surveys can be less complicated than CVM-surveys and
data collection is a relatively easy task. 
The method has, however, also received much criticism. A basic problem is that travel is a
non-homogeneous good in which the demander plays a substantial role in its production,
thus the price is unobservable. This results in problems like: 
- How to value time costs for travelling time as well as for on-site time: people can
actually like the act of driving which would imply zero or negative costs; is there a
difference between the on-site value of time and the travel value of time?
- How to apportion costs within multi-person trips: does four people in a car imply a
lower value for a nature area or do they prefer spending time together? What about
travel by public transportation?
- How to apportion costs within multi-purpose trips and multi-site trips.
Besides these problems, other methodological problems exist like the assessment per trip
of the user costs of capital equipment, the costs of guide service and accommodation
expenditures, and people who live near a recreation site will implicitly value it lower than
people who live further away as they have lower travel costs. Though this list seems long,
the TCM is often applied in empirical research because it is relatively easy to apply and the
other methods are not always better alternatives. Although the TCM may not lead to real
values, it provides useful insights into the mechanisms determining the value of a site.
Examples of studies using the TCM are given in Willis and Garrod (1991), Cameron
(1992), Layman et al. (1996), Bateman et al. (1996), and Rosenberger and Loomis (1999). 
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Regarding the valuation of land, one has the problem that the recreational value of a site is
not the same as the land value of a site. The TCM can only give an indication of the land
value. An example of the method applied in the context of farmland is when a farmer buys
land which is not situated near his farm. The travel costs to this land can give in this case
an indication of the value of this land for the farmer that is not expressed in the market
price.
2.3.3 The hedonic pricing method
The HPM (Rosen, 1974) attempts to derive a value for non-market goods from goods that
do have a market price and have some of the amenities of the non-market goods
internalised. The value of the good with a market price can be described as VA = f(p1, p2,
…, pn): the value of good A is a function of n properties. If VB = f(p1, p2, …, pn) has the
same properties as VA except for p1, the difference in value VB - VA can be attributed to
this property. For example, the value of a house may be based on properties of the house
itself (number of rooms, year of building, presence of garden, etc.), and on the location.
When comparing houses that are the same in all respects, except for the presence of a
forest nearby, the difference in value can be attributed to the forest. This method obviously
has many problems. For example, the different properties and amenities are difficult to
identify and the value of a nature area is not only determined by the people living nearby. 
This method can be applied to land prices although it is difficult to make, for instance, a
difference between the value of a nature area and the value of the land belonging to this
nature area. Another obvious application is to estimate the value of land that includes
infrastructure or buildings. However, it may be difficult to find similar buildings and the
price of land will always be a rough approximation. 
Although the applicability of the HPM (and the two other methods) to land prices seems
limited, many current land use studies make use of a framework in which some variant of
the hedonic technique is used (see for instance Chicoine, 1981 or Shonkwiler and
Reynolds, 1986). According to the HPM, hedonic prices are the implicit prices of attributes
(Rosen, 1974). Thus in the case of land, the price of a parcel can be determined by valuing
the attributes of a parcel. This happens implicitly when actors bid for a specific parcel: they
base their bids on the valuation of the different amenities and properties of a parcel. The
bid rent theory describes the market clearing process. A seller of land compares alternative
bids and sells to the actor with the best bid. In this way, the revenue of the seller is
maximised, while the utility of the buyers is also maximised, which is explained by Martinez
(1992) using the discrete-choice random utility theory. Hence, realised land prices are the
result of the buyers’ valuation of the characteristics of parcels.
The same approach is used in the current study: parcel prices (and thus land prices) are
explained by the valuation of their characteristics. These characteristics are the factors that
affect land prices. The next section analyses which factors can affect land prices, and how
different types of actors are involved in the realisation of land prices.
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2.4 Review of empirical literature
The previous sections discussed the theoretical literature on land prices. Besides the
theoretical literature, a substantial number of empirical studies on land prices have been
carried out. The empirical studies cover a wide range of topics, have been made from
different points of view, and relate to different areas. This section only discusses a small
part of these studies. The aim of the overview is to get a list of factors that can affect land
prices, and to identify the actors in the land market.
Numerous studies have been carried out on land markets, land prices, and land use. The
field of applications is diverse and includes for example the effect of zoning (Vaillancourt
and Monty, 1985); urban encroachment (Broomhall, 1995; Shi et al., 1997); valuation of
land for non-commercial uses, such as wildlife preservation (Hanink and Cromley, 1998);
the effect of macroeconomic variables on land prices (Daouli and Demoussis, 1992; Just
and Miranowski, 1993; Veerman, 1983); and the influence of personal relationships on land
prices (Perry and Robison, 2001). Shi et al. (1997) have analysed approximately twenty
studies on agricultural land prices. They divide the studies into two groups: the first group
explains land prices as a function of different sources of agricultural income (for instance
higher crop prices are supposed to be associated with higher land prices) and the second
group utilises primarily non-agricultural factors such as distance from urban areas. This
second group mainly consists of studies carried out in the urban-rural fringe. Benirschka
and Binkley (1994) make a distinction between studies concerned with the behaviour of
land markets through time, and behaviour across space. Most studies look at changing land
prices through time. However, when examining land use studies one can see that most
regressions to estimate land prices include spatial variables as well as time-dependent
variables.
The present study is mostly concerned with spatial differences in land prices. Changes over
time, like innovations and macroeconomic developments, receive less attention. It is,
however, not possible to ignore the time dimension as data sets often cover a period in
which prices can rise and, additionally, time-dependent variables can have different spatial
impacts. For example, the conclusion of Benirschka and Binkley (1994) is that land price
variation, resulting from macroeconomic developments that occur over time, increases
with the distance to markets. Additionally, future events can be discounted in current land
prices and they can happen unevenly distributed in space. The results of a small selection
of the numerous empirical studies are summarised below. First, attention is paid to the
explanation of land price changes over time. Secondly, the spatial variables included in the
models are discussed.
Veerman (1983) tries to explain the steeply increasing land price in the Netherlands after
1962. He concludes that technological innovations, changes in rural income, interest rates
and expectations seem to be the most important explanations for fluctuating land prices
over time. Technological innovations led to a changing factor price ratio, which resulted in
the employment of less labour and more capital for agricultural production. The demand
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for land can increase in this case due to indivisibilities of labour and capital: a farmer can
cultivate more land using machines, but some machines need to be applied to large parcels
to be efficient. Increasing demand for land leads to higher land prices as the supply of land
is virtually fixed. When rural income increases, a farmer is able to make more investments,
which can result in a higher demand for land. 
The effect of changes in expectations and the interest rate can be made clear with Equation
2·1 in Section 2.2.1. If expectations are positive, for example due to expected increasing
crop prices as a result of participation in national and international markets, which is made
possible by railroad construction (Coffman and Gregson, 1998), expected future revenues
(Rt) will be higher, which will lead to a higher current land value (V0) and thus a higher land
price. Farmers can also have expectations of the interest rate. The result of decreasing
interest rates is, according to Equation 2·1, an increasing land price. However, changing
interest rates can also impact on the land price in other ways (Just and Miranowski, 1993;
Daouli and Demoussis, 1990). Opportunity costs of possessing land increase when interest
rates increase. This implies that a farmer behaving rationally should sell land which gives a
lower return on investment than the interest rate. (In practice this is not often the case;
farmers tend to keep their land as long as possible, for example by finding additional
sources of income from a job outside their farm.) The increased supply will cause land
prices to decrease. The effects of expectations and the interest rate on land prices have also
been studied using the options pricing theory from financial economics (Capozza and Li,
1994). The main result from these studies is that the land value includes an option value
that increases as the level of demand rises and as the variance of demand increases. This
option value is related to a change of land use, for instance the option to develop farmland
for housing.
To review the time-dependent factors in more general terms: land can be seen as a
production factor, a consumption good or a storage of wealth. In these cases the effect of
inflation, interest rates, opportunity costs of capital, etc., are different for the various kinds
of actors. Conclusions of studies are also different. Just and Miranowski (1993, page 168)
conclude that “inflation and changes in the real returns on capital are major explanatory
factors in farmland price swings, in addition to returns on farming”. Van Dijk et al. (1986)
state that technological innovations strongly influence land prices in the Netherlands.
Cavailhès et al. (1996) show that current land prices are the summation of capitalised rents
(which is also shown by Equation 2·1), expectations about the evolution of rents and an
option value related to alternative land use. In short, little consensus exists about the effects
of time related variables on land prices.
Many studies include or focus on spatial variables that affect land prices. Explaining cross-
sectional differences in land prices has been the aim of several studies. It is, however, often
difficult to make a clear distinction between the time and spatial dimensions in land
models. A clear example of this issue is the study of railroad development and land values
in the rural Midwest of the United States in the 19th century (Coffman and Gregson, 1998).
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Railroad development, or, more generally, improved access to markets, can lead to
substantial capital gains for land owners. More than one argument can lead to this result.
Firstly, using the Von Thünen model, improved transportation possibilities will lead to
lower transportation costs and thus higher land prices. Secondly, improved access to
markets as a result of improved transportation possibilities raises expectations of increasing
revenues, which results in increasing land prices. Railroad development has a clear spatial
impact: land prices only increase near the railroad track. Thus land prices at a certain
location and time can be influenced by expectations about possible future railroad
development.
The spatial dimension can basically be described by the factor location, which is the most
frequently studied factor. Location can be expressed in many ways. It can be related to
accessibility, ‘distance to’ or to other spatial variables. The effect of location on land prices
can also be assigned in different ways. The Von Thünen model, which was described
above, is one way to do so. Shi et al. (1997) use a gravity model to estimate the effect of
urban areas on agricultural land values. Broomhall (1995) divides his study areas into
different ranges at different distances from an urban area; population and local economic
activities are used to estimate the land price. In general, it can be observed that location
comprises a range of variables that impact on the land price. Location decisions are thus
the essence of the spatial dimension. 
A set of spatial variables that are included in many studies are site characteristics. Hanink
and Cromley (1998) construct a suitability index to assign land values based on site
characteristics in the absence of market values for recreational land use and habitat
preservation. The site characteristics measured are often related to the current or future
land use. Examples of factors for the determination of the suitability for wildlife reserves
mentioned by Hanink and Cromley (1998) are: vegetation, slope, elevation, and proximity
to water and human activities. In the case of agriculture, one can think of site
characteristics such as type of soil, irrigation, and drainage. The size of a parcel is a site
characteristic, the effect of which is still debated. Many studies find that the price of land
per area-unit decreases with plot size. Lin and Evans (2000) claim that in that case, the
seller would subdivide parcels before selling to earn more and find that in their data set the
price of land per unit of area increases with plot size. The costs of subdivision or assembly
of parcels may be one of the explanations for this result. Summarising the effect of site
characteristics, one can conclude that if the site characteristics are considered more
favourable by the market participants, the land price will be higher. One should note that
location, which was discussed above, is in fact also a site characteristic, though a special
one.
Several studies show that zoning has a clear effect on land prices (Vaillancourt and Monty,
1985; Kruijt et al., 1990; Needham, 1992). Zoning can be implemented in many ways and
depends on government policy. The effects on land prices are accordingly various. Usually,
zoning results in an artificial scarcity of land for a certain type of land use (usually urban
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land use). This artificial scarcity leads to higher land prices in a sub-market of the land
market. The situation gets more complicated if land use changes and speculation are taken
into account. Anticipated changes to a land use type with higher land prices will spill over
into land use types with a lower land price. This takes place only at locations that are
subject to change. However, spill-over effects can result in a general increase in the price of
land (Katteler and Van den Tillaert, 1992). The opposite result, a reduced price per acre of
land in the case of restricted land use, is obtained by Vaillancourt and Monty (1985). In this
case, zoning of land reduces the possibilities of the usage of the land. Conversion to urban
land use is not possible for restricted plots and thus the expected price increase of the land
is limited to increases in agricultural land prices. Zoning leads to segmentation of the land
market. The effect of this segmentation on land prices and land price estimations is
analysed by Shonkwiler and Reynolds (1986), among others.
Zoning is part of government land policy. Land policy and other types of government
policy, like taxation, can affect land prices. As many government policies exist, as many
effects on the land price can be found. Most studies contain some elements of government
policies. Veerman (1983) discusses the effect of interest subsidies, investment stimulation
policies and the national disablement insurance scheme. Bentick (1979) analyses the effect
of land taxation and demonstrates that certain types of taxation influence investment
decisions and thus land prices. Needham (1992) discusses land policy in the Netherlands.
Full insight into all the effects of government policy would require a separate study,
because many policies are not aimed at the land market, but do impact on the land market.
In this study, government policies affecting land prices are discussed at several places: the
next section in the present chapter discusses government policy and externalities in the
land market, in Chapter 5 the land policy and spatial planning in the study area is discussed,
and Chapter 7 analyses some specific government policies related to land use planning.
The government is one of the actors in the land market. The number of studies that
focuses on actors in the land market is much smaller than the number of studies about
factors, although some explicit or implicit discussion of actors can be found in most
empirical studies. In Perry and Robison (2001) actors are discussed explicitly as they look at
the influence of personal relationships on land sale prices. They make a distinction between
several types of family relations, neighbours, acquaintances, tenants, and strangers, and
conclude that land is sold for a lower price when a relationship exists. Besides this
conclusion, they also find that the categories strangers and acquaintances have much more
difficulty in finding suitable land, which is explained by the fact that for less than only one
third of the transactions no relationship existed between the buyer and the seller and this
often involved less favourable land. Chicoine’s model (1981) shows a lower farmland price
in the urban fringe if the buyer and seller are individuals compared to land that is sold to
corporations. He attributes this to implicit land use intentions and the avoidance of
commissions and brokers by individuals. Finally, Pyle (1985) analyses the roles of sellers,
buyers and the local government in the rural-urban conversion process. She concludes that
the highly individualistic character of decision making by landowners makes the prediction
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of land use by models that only look at parcel characteristics and monetary values difficult,
and that institutional factors should also be included. 
In most other studies that do not explicitly mention the market participants, the actors may
be associated with different land uses. Shonkwiler and Reynolds (1986) for instance include
the potential use value of rural land in their analysis as being commercial or residential.
With respect to future development of land, studies often mention speculators as market
participants (for example Weersink et al., 1999; Daouli and Demoussis, 1992; Pyle, 1985),
though the main actors that can be found in most studies are the farmers and actors who
buy land for housing or commercial real estate. In Chapter 5, the discussion of the actors in
the land market is made specific when the actors in the case study area are discussed.
To finish this section, Table 2·1 attempts to give an overview of the factors that affect land
prices found in the literature. The number of factors is large and the factors are very
diverse and do often interact. As a result, the classification of factors is not exhaustive. In
Table 2·1 four groups of factors are distinguished: parcel characteristics, transaction
characteristics, macroeconomic conditions, and government policy. The parcel
characteristics can mostly be associated with the spatial variables discussed above, while the
macroeconomic variables can mostly be associated with the variables that affect land prices
through time. The transaction characteristics and the government policies can be associated
with both. Another way to look at this classification is to see the parcel and transaction
characteristics as internal factors, while the macroeconomic conditions and government
policy are external factors. The last column in the table gives a brief explanation of the
factor or, for the parcel characteristics, group of factors. The effect of factors can often be
explained using the theoretical section (Section 2.2). In the next section some of the
factors, such as demand and supply conditions, and government policy, are explained in
further detail.
Parcel characteristics
Location Accessibility
Distance from/to
‘Neighbourhood’
A better accessibility leads to a higher land price; the
effect of the distance to and from features depends
on the actor and the feature; a small distance to an
urban area is often mentioned as an important factor
that leads to a higher land price.
Physical properties Slope
Elevation
Soil type
Fertility
Irrigation
Parcel size
The physical properties are valued by the actors
according to the advantage or disadvantage a
property gives.
Table
2·1
Overview of the factors that affect land prices found in the empirical literature
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Land use Current
Future
Current and future land use may be relevant as
conversion costs from one type of land use to
another can be high in some cases. Current land
use can also include buildings, transport
infrastructure, cables, etc.
Transaction characteristics
Actors involved Different actors make different bids.
Relation of buyer and seller Relatives may get more advantageous conditions,
such as a lower price.
Type of transaction Land exchange, expropriation (which are also
government policies), and other legal matters affect
the price.
Market conditions Transparency, market competition, information on
land prices, etc. are all factors that affect prices
according to economic theory (market conditions are
also related to macroeconomic variables and
government policy).
Macroeconomic variables
Supply and demand of land Supply and demand can be viewed in many ways:
total, by market segments, etc. Supply and demand
conditions affect the price.
Interest rates Higher interest rates make borrowing more
expensive and decrease the demand for land; or
opportunity costs rise and land is sold; both cause a
decrease in land price.
Technological innovation (in agriculture) Land prices rise due to increased demand in order to
apply innovation efficiently.3
(Rural) income If income rises a higher budget is available and more
can be spent on land.
Expectations Expectations are from different actors about the
factors and relate to general economic conditions.
Government policy
Zoning Can have a negative or positive effect on land
prices.
Taxation & subsidies Many direct and indirect effects on land prices are
the result of taxation and subsidies at all government
levels.
                                                
3 Technological innovation in other sectors may lead to a reduction in land price, for example due to cheaper
land reclamation techniques or higher building densities. 
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2.5 Analysis of land markets4
In the previous sections, the existing theory of land prices has been discussed. This section
presents an analytical perspective on the theory of land prices. The main objective of this
section is to discuss and explain the functioning of the land market using supply and
demand curves. Several situations in the land market are analysed and the effects of a
number of factors that affect land prices are examined. This section focuses on externalities
and government intervention in land use. In order to keep the analysis manageable, the
assumption is used that land is homogeneous. Based on this assumption, the discussion
starts with an analysis of ordinary supply and demand curves (Section 2.5.1), after which
externalities are introduced (Section 2.5.2). An analysis of land markets with demand and
supply curves can be found in other publications as well, for instance in CPB (1999) and
Hanink and Cromley (1998).
2.5.1 Various supply and demand situations
Figure 2·4 below shows the most simplified situation on the land market and is the starting
point of our discussion. The supply of land is fixed at amount Q1, which is depicted by the
vertical curve S. The demand for land (D1) diminishes if more land is available. The
horizontal axis shows the amount of land in use and not, as in the figures for the bid rent
theory, the distance from the city centre. Although, if the amount of land in use is ordered
by distance from the city centre, the horizontal axis may be interpreted as such. If the land
market were fully competitive, the price of land would be Pe1 at each location. The land
market is, however, not competitive and the surplus, which is indicated by the cross-
hatched area, is absorbed by the landlords if they can obtain the highest price for each
parcel. Another situation occurs when the intersection of the supply and the demand curve
is in the negative price segment (Pe2), which is the case with demand curve D2. This would
imply, in the case of full competition, a subsidy of the landowners to the users. This occurs
only in rare cases, for instance when governments try to stimulate certain activities at
                                                
4 This section is based on Buurman et al. (2001).
Homogeneous land market
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specific locations. In the normal situation, if no subsidy is given and if perfect competition
is not present, landlords can obtain the surplus indicated by the shaded area by selling or
renting the ownership titles of the land to the highest bidder. Only the amount of land up
to Q2 will be used; Q1-Q2 will be wasteland. If the demand for land increases, wasteland
will be converted to productive uses. This might be the least fertile land (Ricardo) or land
far away from the city centre (Von Thünen).
In some cases the supply of land need not be fixed, as is shown by Figure 2·5. If the
demand rises from D1 to D2 it may be profitable to expand the supply of land. This can be
done in several ways. For example, land can be reclaimed from lakes or the sea. This will
usually take place in steps, as indicated in Figure 2·5. Once the price of land reaches a
critical level (P1) it pays to supply more land. If water is free, P1 is the cost of reclaiming the
first area. The next area will be reclaimed when P3 has been reached and so on. Thus the
costs of reclaiming land will become higher, for example because the water becomes
deeper if the distance from the shore increases. Another way to arrive at an increasing
supply of land is to apply multilevel construction technology (multiple storey buildings,
bridges, tunnels). Here P1 can be interpreted as the additional costs of producing a two
storey building compared with a single storey one. This relates to the substitution of capital
for land, which was discussed in section 2.2.2. Finally, if Figure 2·5 is interpreted as the
supply and demand for one type of land use, the amount of land can be increased at the
expense of another type of land use. This is the case when a zoning scheme is used, which
will be discussed in the next subsection.
The analysis can be extended by introducing different types of land use. Different types of
land use will have different demand curves, which can be seen in Figure 2·6. Curve Dh
depicts the demand for housing; curve Da is the demand curve for agriculture. The demand
curve for housing is steeper than the demand curve for agriculture. The steep curve for
housing reflects the fact that housing does not need much land and is prepared to make a
high bid for a parcel of land. The curve for agriculture reflects the fact that agriculture
cannot pay a high price for land, but with sufficiently low prices the demand is large. The
Elastic supply of land
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same story can also be told for differences within certain land use types, for instance in a
rural context. In that case Dh could depict the demand curve of land for vegetables, which
is more intensive and thus needs less land, but gives higher yields than grassland, which is
depicted by curve Da.
The resulting demand is depicted by the bold curve Dh + Da. In a perfectly competitive
market the resulting land price would be Pe: a single land price for different land uses.
However, in reality many different land prices exist. Several factors explain the differences
in the price of land for various types of land use. The first reason was already mentioned
above: ownership titles lead to a land market in which people with a low willingness-to-pay
sell (or rent) their land to people with a higher willingness-to-pay. Land owners can apply
price discrimination and sell the land to the highest bidder because the land market is
monopolistic, due to the special properties of land. The second reason why land prices
differ is obvious: land prices relate to different parcels. The differences are associated with
many different factors, which have been discussed in the previous section. A final factor to
explain differences in land prices between various types of land use is government
intervention in the form of rationing of land according to various types of land use. In the
next subsection it is demonstrated how government intervention to correct for externalities
in land use can explain differences in land prices.
2.5.2 Externalities and government intervention
Land use goes together with many positive and negative externalities. For instance, in the
case of agricultural land use, the land has a production value for the farmer, but it can also
have a value for other people. People enjoy the landscape, the biodiversity and the open
space that it provides and can even regard farmland more valuable than the farmer does. If
a farmer sells a parcel next to a residential area for the construction of new houses, the
situation can occur that the existing residents have a high willingness-to-pay to conserve
the farmland as they may not like new built-up areas that decrease the amount of open
space. However, this willingness-to-pay is in reality hardly ever measured and it is also not
easy to measure it accurately, as we have seen in the discussion of the alternative valuation
Figure
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methods. Many other types of land use go together with positive or negative externalities,
as in the case of the effects of industrial location on residential location, the effects of
nature conservation areas on adjacent farmland, and the effects of nature conservation
areas near residential areas.
The divergence between social and private benefits is illustrated in Figure 2·7, which shows
the (private) demand for nature areas (Dn) and agricultural land (Da). In the initial situation,
when externalities are not taken into account, no land will be available for nature as the
curve Da is always above Dn. Agricultural land has a higher (commercial) value at all
locations. Land for nature is, however, underpriced in the market. If the positive
externalities were included, the demand curve for nature areas would change to DSn: the
social demand curve for nature areas (as opposed to the private demand for nature areas).
In this case the amount of land Qa will be used for agriculture and Qn will be conserved for
nature. The positive externalities can only be included if they are priced, for instance by
levying an entrance fee for recreation (which needs to be fairly high), or if the government
applies taxing or zoning.
The grounds for governments to interfere in land markets are the externalities of land use
and the non-competitiveness of the land market described above. Additionally,
governments often interfere in the land market to support other policies, for instance
location policy or health policy. Taxing and zoning are two ways for governments to
interfere in land markets. Other possibilities are subsidising, legislation, and becoming an
active market participant by buying land. In general, there are two ways in which
governments may carry out (environmental or land use) policies: via prices and via
constraints (Baumol and Oates, 1990).
In most countries, the land market is segmented because of land use planning, that is
zoning of the available area into parcels and assigning a type of land use to each. A
different price will exist for each segment of the market and this segmentation gives rise to
many new questions. For example, in the case of conversion from agricultural land to
Figure
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housing the price of land increases strongly, so who receives this price increase? From
society’s perspective, the people who feel the loss of open space should receive some
compensation. Another example of a question that arises is how land prices of different
market segments affect each other. These questions deal with the fact that the land market
is very heterogeneous, and this heterogeneity is reflected in the large number of actors that
operate in the land market. Every activity requires land: land is needed for housing,
recreation, transportation, production, services, nature, etc. All these actors have different
interests that can conflict with each other. For this reason, governments are important
actors in land markets.
Figure 2·8 shows the situation of taxation and subsidies in the case of conversion of
agricultural land to land for dwellings. The demand for agricultural land (Da) in this figure
is assumed to be perfectly elastic, implying a horizontal demand curve. The conversion of
agricultural land to residential areas is coupled with negative externalities, for instance the
loss of open space, which can be seen from the fact that the private willingness-to-pay for
housing (DPh) is higher than the social value (DSh) (positive externalities of agriculture are
not taken into account to keep the figure simple). Without government intervention, the
market optimum would result in Qh land for housing and Qa for agriculture. 
There are basically two ways to achieve the socially optimal allocation of land. The first is
rationing via the direct imposition of constraints on the use of land for housing. Secondly,
the government can use pricing instruments, for example via the imposition of a tax T.
This tax can be imposed at the time of transfer of land from agriculture to housing or just
as an annual real estate tax. The tax revenues would be T·QSh, as only land for housing
needs to be taxed. An alternative way to arrive at the same outcome would be the
subsidisation of agricultural land use. This can be done via a single, large subsidy to reach
Figure
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an agreement with the owners of agricultural land that they will not convert it to land for
housing, or via an annual subsidy on agricultural activities. The total subsidy to maintain a
sufficiently large agricultural area equals T·QSa (the light shaded area in Figure 2·8).
It is not difficult to see that the amounts of money involved in the taxation or subsidisation
would be enormous given the large gap between the price of agricultural land and land used
for dwellings. The total value of the open space protected by the tax or subsidy is, however,
only equal to the value of external costs which is indicated by the cross-hatched area in
Figure 2·8. This is clearly smaller than the subsidies needed to keep the area open.
As an alternative to pricing instruments the government can put restrictions on the amount
of land by using zoning. This policy is depicted in Figure 2·9 and is actually more common
in practice. Several separated markets are created with a fixed supply. The amount of land
for housing (Qh), agriculture (Qa), and nature (Qn) is fixed and the respective supply curves
(Sh, Sa, and the total supply St) are determined. At each of the sub-markets different prices
will be established, depending on the market conditions at the sub-market. Figure 2·9
clearly shows that a different price will exist for each sub-market. One can also see that if
no zoning were applied, in this specific case no nature areas would exist (curve Da is always
above curve Dn).
The graphs in this section illustrate that government policies of intervention in the land
market in order to correct for externalities may lead to substantial tensions in the land
market. The economic interests related to the price differences between open land and
developed land can become very large. It is not surprising that, especially in densely
populated countries such as the Netherlands, land markets are high on the political agenda.
A problem with government intervention is that in most cases it is very difficult to
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determine (social) land values, as methods like the hedonic pricing method have many
problems (see Section 2.3).
2.5.3 Concluding remarks
In the two previous sections the demand, the supply, and the price of land have been
analysed in various situations and in the case of various forms of government intervention.
In this analysis, the spatial dimension has not been mentioned explicitly, i.e. the analysis
does not consider the location of the land. Implicitly the location is mentioned on the
horizontal axis: land can be ordered from most favourable to least favourable, in the same
way the theories of Ricardo and Von Thünen have been analysed. However, the
equilibrium price of land at the market or a market segment in the figures is always valid
for all land and not only for a marginal unit of land. So no spatial differentiation of land
prices is obtained in these models.
We have seen that in reality the situation is much more complex. The land market may be
considered as a monopolistic market because all parcels are unique: the land depicted on
the horizontal axis is not a homogeneous good. This should be considered when one tries
to explain spatial differences in land prices. However, the analysis with supply and demand
curves does give valuable insights into the effect of government intervention and other
situations in the land market with a spatial dimension. For example, it explains how land
prices differ between different zones of a zoning scheme. Land price will differ also within
a zone of a zoning scheme, but these differences can be attributed to other properties of a
parcel. As we will see in Chapter 6, the regression model also follows this approach.
2.6 Summary and conclusions
This chapter contains four topics: a discussion of the theoretical literature, a discussion of
land valuation methods, a review of the empirical literature, and an analysis of the
externalities of land markets and government intervention using demand and supply
curves. Together these topics explain how the land market works and how land prices are
established, in accordance with the principles of economic science. 
The first economic theories on land had a very simplistic view of the land market. A step
further is the bid rent theory which can be applied to real world situations, like Anas (1982)
does, after extensive work to adapt and improve the framework. However, the bid rent
theory is usually applied to urban land. Another way to value land can be achieved through
the contingent valuation method, the travel cost method, or the hedonic pricing method.
These methods can be used especially in case the market price is unknown, such as for
natural areas. An approach based on the ideas of the hedonic price approach can also be
used to determine the level of the bids that actors make in the bid rent theory. The highest
bid is the market price for a parcel of land. 
The review of empirical studies shows that the analysis of land prices can be approached
from many different ways. A broad distinction can be made between studies that focus on
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land price changes through time and land price differences over space. However, the two
categories are closely related, as there are many interdependencies between time and space.
The empirical studies focus on many different factors that affect land prices. Some of the
important factors mentioned are the location, accessibility, site characteristics, zoning,
technological innovations, changes in rural income and expectations. Table 2·1 gives an
overview. 
The analysis of demand and supply curves is an additional way to explain the functioning
of the land market and it focuses on the relations between demand, supply, and the price
level in various situations. Government intervention in the land market, like zoning, can
lead to tensions and price differences between sub-markets. The analysis can be used to
explain price differences between different, homogeneous areas: the location is not
explicitly mentioned.
In conclusion, the land market is complicated as land is a heterogeneous good which can
be used for many different purposes. The market price is determined by the highest bidder.
The actors base their bids on the properties and amenities of the parcels. Among the many
properties and amenities of a parcel that affect the bids, and thus the land prices, factors
related to the location are an important property. Policies of the government also affect
land prices in a significant way.
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3.1 Introduction
One of the findings from the literature study in the previous chapter is that the land market
has a strong spatial component. The location is an important characteristic of a parcel and
many factors that are related to the location affect the price of a parcel, such as the distance
to an urban area and accessibility. Several other properties of a parcel also have a spatial
component as they depend on where a parcel is situated, for instance the fertility of the
land and the current land use. The fact that location plays an essential part in explaining
land prices requires a spatial approach for data analysis and modelling. This spatial
approach can be provided by GIS.
In the introduction of this study it was explained that GIS stands for Geographical
Information Science and Geographical Information Systems. GIScience is the science of
solving spatial problems using information technology (Longley et al, 2001), while this
information technology is usually GISystems. The present chapter discusses concepts of
GIS without explicitly making a distinction between GIScience and GISystems, to avoid
the science versus systems discussion.1 It lays the foundations and develops a framework
for a spatial data analysis of land prices and land markets, based on advances that have
taken place within GIS during the last ten years. The framework will be implemented in the
next chapters of this study.
The discussion focuses on spatial analysis for socio-economic data. Additionally, the
essential conditions to carry out spatial analysis are discussed. According to Bivand (1998),
spatial data analysis encompasses exploration and visualisation of spatial data, as well as
spatial statistics and spatial econometrics. Thus for spatial analysis, knowledge of
                                                
1 In the remainder of this study, the acronym ‘GIS’ will be used for both GISystems and GIScience. If one of
the two is meant, it will become clear from the context or the full name is used.
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visualisation techniques is an important condition. Besides visualisation, data storage and
data integration are essential for spatial analysis. Particularly when using a large data set,
which is the case in the current study, data integration and data handling requires specific
attention. GIS provides the knowledge to handle such large data sets.
This chapter is organised as follows. In the next section, GIS is discussed and the different
components of a GIS are described. These components are the guiding topics for the
subsequent sections. Section 3.3 discusses data and data integration issues. Section 3.4 is a
rather extensive section that focuses on spatial analysis. Some of the topics in this section
are: exploratory data analysis, spatial autocorrelation, and modelling. In Section 3.5 the role
of visualisation is analysed and in Section 3.6 we look at how the theoretical concepts can
be implemented in a computing environment. Section 3.7 contains a schematic
presentation of the developments in GIS and, based on that, the proposed framework for
spatial data analysis of land prices. Finally, Section 3.8 provides a summary of the chapter.
3.2 Geographical Information Science and Systems
Several developments can be pointed out that have led to the development of GIS, starting
in the early 1960’s. The most important of these developments are: advancements in
computer technology (especially in computer graphics and data storage), progress in
theoretical issues in the field of geography, and an increase in awareness of problems with a
spatial dimension (Scholten and Buurman, 2000). These developments have resulted in
powerful software applications for dealing with large spatial data sets and a new branch of
science, related to geography, but focussing on solving spatial problems with information
technology.
It has been estimated that about 80 percent of business and government information has
some reference to location (opengis.org, web2). The ability to collect large volumes of
spatial data and the need to analyse these large spatial data sets have led to a continuous
progress in GIS technology and application. In the four decades of its existence, GIS has
diverted from a computerised mapping system to many different kinds of computerised
systems for a broad range of spatial applications. Related to GIS, other technologies have
been developed, such as remote sensing, automated mapping, image analysis, and spatial
decision support systems. To cover the growing use of and developments in GIS and
related technologies, names like Geographical Information Technology and Spatial
Information Technology have been introduced. Consequently, it is not easy to give a single
definition of GIS. Hernadez et al. (1999), Maguire (1991), and Burrough and McDonnell
(1998) give an overview of definitions of GIS. Most definitions focus on GIS as a tool and
describe GIS from a functional perspective (Douven, 1996, Fischer et al., 1996): GIS are
computerised systems to collect, store, manipulate, analyse, and display spatial data. Other
descriptions of GIS stress the organisational issues (Scholten, 1991) or the decision support
capabilities (e.g. Cowen, 1988 cited in: Douven, 1996). However, in the current study, GIS
                                                
2 Web references can be found at the end of the reference list.
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is not only seen as a tool for solving spatial problems, but also as the science of solving
spatial problems using information technology.
One of the reasons why GIS is used in so many different areas is that it is able to integrate
different types of data using a unique identifier: the geographical coordinate. This
geographical coordinate, or location, can be used, for example, to link sold parcels of land
with the current land use, the soil type, and the distance to built-up areas. Attribute data,
which describe the non-spatial properties of spatial objects, can also be linked using the
location, for example the type of actor can be linked to the type of land use. This spatial
framework that uses location is a very powerful aspect of GIS and makes it distinctive from
other information systems. Moreover, the management of all spatial data, including the
possibility of adding the topological structure (a description of the spatial relationships
between the entities) of the data enables spatial analysis. Spatial analysis in GIS deals for
example with the study of the relative location of objects and events, with detection of
spatial patterns, or with spatial choice processes. Another attractive feature of GIS is the
maps it produces: everyone is familiar with maps and they are an excellent means to
communicate.
Figure 3·1 shows a functional overview of GIS. The scheme represents the traditional view
of GIS, in which it is considered as a system with three components, and depicts the
transformation from real world data to meaningful information for the user (Fischer et al.,
1996; Douven, 1996; Martin, 1991). The three components correspond with the three
views of GIS: the database view, the spatial analysis view, and the map view (Maguire,
1991). The first step in the transformation process is the input and storage of data. In the
input phase the data needs to be collected and transformed into a format that a computer
can understand. The attribute data belonging to the spatial object is usually stored
separately and a link is established between the spatial object and its attribute data. In this
step also the topology is added to the data structure. The second step is the analysis of data
and consists of several components: selection of data from the database, manipulation of
this data, exploratory analysis, and confirmatory analysis. These activities are not carried
out in a linear sequence as data analysis is most often a cyclic process (see below). The
results of the spatial data analysis are transformed into meaningful information for the user
in the third step of the scheme. Traditionally, maps are the main means of communicating
spatial information. The maps can be supplemented with graphs, tables, etc. 
The different steps in Figure 3·1 are discussed in depth in the remainder of this chapter.
Successively, we will talk about spatial data and data integration, spatial analysis, and
visualisation. In this discussion it will become clear that the current scheme of GIS requires
updating to include new developments and hence, at the end of this chapter, a new scheme
will be presented.
42
Chapter 3
3.3 Spatial data and data integration
One of the key features of GIS is its ability to integrate data and carry out analyses with
data from different sources. This is possible because the location can be used as a common
identifier to link all the different data sets. The data integration capabilities of GIS are
extensively used throughout the analyses in the next chapters. To carry out analyses with
integrated data sets, the databases must be compatible, i.e. it must be possible to bring the
data sets together in the analysis environment on a computer. Several techniques have been
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developed within GIS to do this and this section gives a brief overview of data models and
storage techniques. Integration of data is, however, not without problems. Data sets can be
incompatible in many ways, for example because they use different coordinate systems or
are stored at different scale levels. Problems with data integration are discussed in Section
3.3.2.
3.3.1 Data models and storage techniques
Storing geographical data requires modelling the real world so that it can be represented in
computer systems. Representation in a computer system usually means that the data is
stored in a database. Several spatial data models have been developed to store the spatial
information from the real world in a database, the two most common being the vector data
model and the raster data model. A spatial data model is essentially different from an
ordinary data model because it needs to handle the topological structure of spatial data.
Topology can be described as the science and mathematics of relationships (Longley et al.
2001) though in the context of GIS, it means that it must be possible to derive the spatial
relationships between entities from the data model. For instance, it must be possible to
know if parcels are adjacent or if a line representing a road connects two parcels. In Figure
3·1 it can be seen that the topology is added in the input phase of a GIS.
The topological structure of spatial data is mostly an issue in the vector data model. The
raster data model has a much simpler structure (Burrough and McDonnell, 1998; Heywood
et al., 1998). The vector data model uses a series of coordinates to store the three
geographical data primitives: point, line, and polygon. One x,y-coordinate is needed to
represent a point, two x,y-coordinates to represent a line, and three or more x,y-coordinates
to represent a polygon. The geographical primitives correspond to spatial entities, which
are exact objects in space, such as a house, a parcel of land, a road, a city, etc. Topological
structuring of the data is needed to describe the relations between the geographical
primitives, and thus between the spatial entities. The representation of three-dimensional
space is possible by adding a third coordinate, the z-coordinate.3 Attribute information
(address, owner, name, etc.) is stored for each entity by linking the geographical data
primitive and its attribute. 
In a raster data model (also called the grid data model), a surface is represented in a regular
grid with cells of the same size. Each cell can have one or more values for the attributes of
the cell. The raster model has some advantages over the vector model: raster
representations are particularly useful to represent continuous data, as opposed to the
discrete object view of the vector model (Longley et al., 2001), and are in some cases more
efficient. As a result of that, it allows analyses that are not possible with vector data. For
example, the distance to a city for a surface can be represented in a raster model in a quasi-
continuous way, if each cell has as attribute value the distance. In the vector model, the
only way to represent this distance is by discrete polygons around a city, which divide the
                                                
3 Three-dimensional surfaces are usually represented by other data models, such as the TIN (Triangulated
Irregular Networks) data model or the raster data model (Longley et al., 2001).
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surface into distance buffers. A disadvantage of the raster model is that it is less precise
than a vector data model, especially for representing lines and boundaries of polygons. In
addition, the topology of the raster model is restricted by the relations between the cells in
a raster, and the information that can be stored in the attributes. For example, a pattern in a
raster can only be defined as an entity if it is surrounded by cells with another value. 
In the next chapter we will see that the data for the current study contains raster as well as
vector data. In the GIS that is used, these two types of data can be combined in a single
analysis, and data sets can be converted from vector to raster or vice versa. The choice to
use vector or raster data is then determined by the type of analysis that is carried out: if a
continuous surface is needed, the raster model is more appropriate. Otherwise the vector
model is used, as it is more precise. Conversion from raster data to vector data is avoided
(and not needed) because of the loss of precision.
Another important issue that is linked to the spatial data model is the choice of the
database structure in which to store the data on the computer. The choice of the database
structure is only relevant for the vector data model, because storage of raster data is done
in relatively simple computer data structures, such as arrays. Attribute data belonging to
raster data are stored using a relational database. A relational database structure is also used
by most vector based GIS to store the spatial and the attribute data. The relational database
structure consists in its simplest form of two-dimensional tables in which each row
contains an entity with a key to identify it. Structured query language (SQL) is used to
extract data. A relational database management system (RDBMS) can be used in several
ways to store spatial data and attribute data (Grothe, 1999). Two common systems are the
hybrid system and the layered system. In a hybrid system spatial data and attribute data are
stored in different data structures, which are linked with a unique key. In a layered system
all data is stored in a single relational database, but as the RDBMS is not capable of
performing spatial queries, a layer is added to carry out specific spatial tasks. 
A new approach to storing spatial data is to use an object oriented architecture. An object
has variables that describe the properties (what it is) and methods (what it does). The
objects in the database relate directly to real world objects, which considerably improves
the way the real world can be modelled. While in the relational database the real world was
simplified in points, lines, and polygons, in the object oriented database spatial entities with
their properties and behaviour can be used more efficiently. For instance, in the context of
this study, the spatial entity ‘parcel’ can be represented by an object ‘parcel’, which has the
properties identification number, size, price, and owner, and which has the methods split,
join, and sell. 
The actual implementation of Object Oriented Database Management Systems
(OODBMS) differs considerably among vendors (Reeve, 2000) and OODBMS is still in
the early stages of development (Grothe, 1999). A question that arises for example is what
set of objects is stored, because the real world consists of millions of objects. A solution
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might be to store geographical primitives as objects. It is also possible to develop sets of
objects for dedicated purposes, for instance a set of objects for property mapping that
contains different classes of buildings. Another question is how to store topology in an
object oriented structure effectively (Oosterom et al., 2002). Currently, most GIS vendors
apply a mixed DBMS: the object-relational DBMS (O-RDBMS) (Grothe, 1999; Egenhofer
et al., 1999; Reeve, 2000). In O-RDBMS, spatial data and attribute data are stored in an
integrated way using extended data types. The extended data types are objects that are
stored in the RDBMS, and to the RDBMS functions are added to handle the spatial data
objects. 
The discussion above only gives a brief overview of data models and database structures.
For a more extensive treatment refer to Longley et al. (2001), Grothe (1999), Burrough and
McDonnell (1998), or Martin (1991). In the current study, the object oriented approach
could be very useful to store parcel information and to link parcels with characteristics that
explain its price. In addition, object oriented approaches seem to have better capabilities of
integration of data, as objects are well defined and object classes can be easily created and
integrated. However, this approach is not yet available in current GIS and the method is
still slow for large data sets (Oosterom et al., 2002). Therefore, in the current study the
vector data is stored in a RDBMS that is provided by the GIS. 
3.3.2 Aspects of data integration
When studying land markets, one is confronted with many different data sources. In socio-
economic research this is often the case, as socio-economic systems have many variables,
which are often difficult to observe or to measure directly. For example, land prices are
related to the size of the parcel, the location of the nearest built-up area, the soil type, the
accessibility, and the types of land use allowed by the zoning scheme (refer to Table 2·1 in
Chapter 2). Information on these variables can be found in cadastral systems, topographical
maps from the survey department, using remote sensing data from a remote sensing
institute, and in maps containing spatial plans (see Chapter 4). Thus one has to rely on
external sources, and one depends on the format, accuracy, definition of entities, etc., of
these data sets. Consequently, we have to deal with problems of data integration.
Regarding data integration the best known problems are (see also Fischer et al., 1996 and
Flowerdew, 1991):
1. Incompatible data formats: data has a raster or vector format and, a more common
problem, every GIS vendor uses its own file formats to store data. In these cases, data
and file conversion is needed to integrate the data sets.
2. Different coordinate systems: different projections of the three-dimensional world on a
two-dimensional screen make data sets incompatible; conversion to a common
coordinate system is needed.
3. Different coverage: areas covered may not be the same and the data may cover
different time periods. No solution exists other than finding different data or ignoring
it.
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4. Different scales: different scales lead to different levels of generalisation. This relates to
the level of detail of the maps, but also to regional divisions: administrative areas are
for instance different from postcode regions. The data set with the highest level of
generalisation prescribes the scale level. Sometimes regions can be grouped to
correspond with a different regional division, though if the regions overlap this is not
possible. 
5. Different definition of objects (spatial as well as non-spatial): different definitions lead
to different maps and attributes. Examples are the definition of urban areas (where is
the city limit?), different spelling of names, which makes computer matching difficult,
etc. It is also possible that the same phenomenon is categorised using a different
classification. These problems are often difficult to solve. 
6. (Digitising) errors: digitising errors in spatial data and attribute data can confuse
computer programs. Carefully checking the data and outcomes may remedy these
problems. 
How these problems affect the data set that is used in the present study will be discussed at
the end of Chapter 4.
The actual integration of data takes place in GIS when the data is displayed or when
carrying out spatial analysis. Examples of displaying data in the current study are the maps
in Chapters 4 and 5, and integration of data for spatial analysis is needed in Chapters 5, 6,
7, and 8. In these operations data is combined using the location and the topological
structure. The integration, or combination of the data, often takes place through a type of
overlay analysis. Map overlay, which is an essential concept of GIS (Unwin, 1996b), can
only take place if the data in the database is compatible and if the problems described
above have been dealt with. A considerable effort of researchers and GIS developers (who
co-operate in the OpenGIS consortium) is aimed at making data sets compatible and
finding technologies to integrate different data sets. In the current study, most technical
data integration issues are dealt with in the GIS software. Chapter 4 will discuss which data
is integrated.
3.4 Spatial analysis
The second component of a GIS as depicted in Figure 3·1 is the analysis component. In
this functional overview, analysis consists of selection, manipulation, exploration, and
confirmation. By making selections, data is extracted from the database. This is already a
type of analysis, as it can answer questions such as ‘what parcels are located next to a road’,
using a query to select these specific parcels. Manipulation comprises a range of operations
that change the data or create new data, such as transformation, partitioning, generalisation,
and interpolation. In exploration and confirmation methods, the data is analysed to obtain
insight into relations, patterns, outliers, trends, etc. The difference between exploratory and
confirmatory analysis is that no pre-conceived theoretical notion about the expected
relations exists in exploratory analysis, while confirmatory analysis starts from hypotheses
that need to be confirmed or rejected (Douven, 1996). 
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In addition to considering spatial analysis in the context of the functional overview, spatial
analysis can be considered in a wider context of geographical information science, which is
the perspective used in this section. In this wider context, spatial analysis is a very broad
field, which includes not only the four activities mentioned in Figure 3·1, but also
techniques such as modelling, optimisation, spatial statistics, and visual data analysis
(Marble, 2000). 
Spatial analysis originated from the work of quantitative geographers and regional scientists
in the 1960’s, although the famous analysis of cholera deaths in London by John Snow in
the middle of the nineteenth century (Cliff and Haggett, 1988) can be seen as a spatial
analysis avant la lettre. The former type of spatial analysis is called quantitative or statistical
spatial analysis, while Snow’s analysis was a type of visual spatial analysis. An exact
definition of spatial analysis in the context of geographical information science is, however,
difficult to give due to its diverse nature. Some authors, such as Openshaw (1991) define
spatial analysis as quantitative and statistical procedures applied to geographical
information. In the present study a wider definition of spatial analysis is used, which
includes data handling operations such as buffering, overlay, and query, and other
techniques that were mentioned above. The description of Longley et al. (2001, page 278)
is probably most appropriate to describe spatial analysis in the present study: “the process
by which we turn raw [spatial] data into useful information.”
Authors often mention that spatial analysis in GIS is underdeveloped (for example
Openshaw, 1991; Fischer et al., 1996; Wu, 1999; Marble, 2000). This may to some extent be
true if GIS is considered as the computer-based system, though as a science GIS has
adopted and developed an unmatched range of methods and techniques to analyse spatial
data. In spite of the criticism, a geographical information system is a powerful tool to
analyse spatial data, especially if it can be linked with specialised components, such as
statistical packages. As we will see at the end of this chapter, this is becoming increasingly
the case. Ongoing work on the development of sophisticated mathematical methods,
spatial statistics, object-oriented approaches, etc., improves the capabilities of carrying out
spatial analysis with GIS. However, the basic functions of a GIS, either used alone or
combined, can deliver useful information as well. Basic spatial analysis functions that can
provide useful information in the current study are, for instance, the overlay of parcels with
land use to find factors that affect the price, or displaying the location of parcels that are
bought by governments to locate purchases related to infrastructure development.
To study the broad field of spatial analysis, some structuring of the different types of
spatial analysis is needed. In the literature on spatial analysis, no single typology can be
found. For example, the two main fields of spatial analysis identified by Fischer et al. (1996)
are statistical spatial data analysis and spatial modelling. Statistical spatial data analysis can
again be divided into exploratory spatial data analysis and confirmatory spatial data analysis.
Getis (1999) defines spatial statistics as a distinct branch of spatial data analysis. Longley et
al. (2001) use six categories: queries and reasoning, measurements, transformations,
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descriptive summaries, optimisation techniques, and hypothesis testing. Openshaw (1991)
uses a typology based on the type of geographical data: point, line, area, and surface. The
following taxonomy is proposed to structure the discussion in the present study: 
? Exploratory spatial analysis. As in the functional view of GIS, exploratory spatial analysis
is an inductive approach that encompasses a range of methods for exploration and
exploitation of spatial data sets to develop ideas and hypotheses about relationships
between variables. Exploratory spatial analysis can be carried out in a rather intuitive
way, using tools and techniques provided by GIS or specialised software, such as
mapping, creating graphs, linking objects, and overlay analysis. A separate category
within exploratory spatial analysis is exploratory spatial data analysis (ESDA), which
focuses on the use of specific spatial statistical techniques that take into account the
effects of spatial dependence and spatial heterogeneity (see below).
? Explanatory spatial analysis. Related to the confirmatory analysis in the functional
overview, explanatory spatial analysis is a deductive approach in which an existing idea
or theory of the relation between variables exists. The resulting hypotheses are to be
confirmed or rejected using statistical and econometric techniques, resulting in
‘explained’ relations between variables. This type of spatial analysis is more advanced
than exploratory analysis and is not yet much developed in GIS. Most often, GIS is
used to prepare the analysis, while the actual analysis takes place outside GIS. Anselin
(1995, 1999, 2000) has developed several techniques and tools for explanatory spatial
analysis, which has led to a branch of confirmatory spatial data analysis (CSDA).
? Spatial modelling. Another step further is spatial modelling, in which a combination of
inductive and deductive methods is used to represent spatial systems or processes.
Many models have some input-output mechanism so that the effects of alternative
input on the output can be analysed. As we will see below and later in this study, spatial
modelling covers a diverse range of models.
This taxonomy agrees with the first three items of the framework that was used to position
the study (see Figure 1·3 in Chapter 1). In that figure, the relationship between the different
types of spatial analysis can be found. A common order of carrying out spatial analysis is to
first do an exploratory analysis, which leads to hypotheses4 that are tested in an explanatory
analysis. Based on these two steps a model is built. Although this is basically the order in
which to carry out spatial analysis, it is not always a linear process, which is shown in
Figure 3·2. First, the problem should be defined. For example, in the case of the current
research, the problem is to find factors that can affect land prices. Exploration of the data
leads to a list of factors that are supposed to contribute to the hypotheses. It is possible
that the problem should be redefined as a result of the exploratory analysis. For example,
one may find that besides factors, actors affecting land prices should also be included. The
hypotheses can then be tested. Testing can lead to new ideas and hypotheses; for instance,
if the distance to a motorway does not seem to have any significant effect on land prices, it
                                                
4 In the current context, with ‘hypotheses’ not only formally formulated suppositions are meant, but also
simply formulated ideas and explanations. See also Section 3.4.3.
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might be because one should particularly look at the distance to motorway entrances.
Finally, the results and data from the exploration and explanation phase can be combined
to develop a model. 
The subsections below discuss the different types of spatial analysis in more depth.
However, both in data exploration and explanation the effects of spatial dependence can
have a substantial impact on the results. Therefore, the next section explains what spatial
dependence is and how it can affect the results of the analyses. Note that a technical
discussion of spatial dependence will take place in Chapter 6.
3.4.1 Spatial dependence
Spatial data has special characteristics which need to be taken into account when carrying
out spatial data analysis. Most important are the effects of spatial dependence, which can
result in invalid conclusions and spurious relationships using the traditional techniques for
data exploration and confirmation of hypotheses (Anselin, 1996). Two different types of
spatial dependence can be distinguished: spatial autocorrelation and spatial heterogeneity.
Spatial autocorrelation is the phenomenon that observations which are located nearby can
have attribute values that are similar, or correlated. Spatial heterogeneity arises because
observations in one region may be substantially different from observations in another
region.
In the case of spatial autocorrelation, the attributes of spatial entities depend on the
location (Longley et al., 2001), which is, in fact, usually the case for spatial data. An
example is that in the urbanised Randstad area in the Netherlands parcel prices are in
general higher than in the rural northern region of the country. The location characteristics
are even used by property appraisers, who base the value of a property on values of
properties of comparable quality and comparable locations (Theebe, 2002). Though spatial
autocorrelation is a common phenomenon, it conflicts with the assumption of independent
observations in statistics. This is particularly a problem in regression analysis, such as that
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which is carried out in Chapter 6 of this study. Spatial autocorrelation is closely related to
autocorrelation in time series analysis. However, temporal autocorrelation has only one
dimension and the direction of the causality is often clear (e.g. from past to present), while
spatial autocorrelation can have two or three dimensions and the causality is usually more
difficult to understand. 
The two most widely used statistics to assess spatial autocorrelation in spatial analysis are
Moran’s I and Geary’s c (Cliff and Ord, 1973; Getis, 1999). These are global measures of
spatial autocorrelation that indicate in a single number the degree to which a variable is
surrounded by similar values of that variable. As these statistics are not appropriate for
large data sets, other, more advanced measures have been developed, such as the local
Moran (1995). A few techniques have been developed to deal with spatial autocorrelation
in explanatory spatial analysis, particularly in regression analysis. The foundations of these
techniques have been laid by Paelinck (1967, in: Getis, 1999) and the work of Anselin
(1992, 1995, 1999, 2000) has contributed significantly. The techniques are based on the use
of a spatial weights matrix which describes the interactions between observations. A spatial
weights matrix could, for example, contain the value 1 for all observations within 10
kilometres of an observation and value 0 otherwise. The spatial weight matrices are used in
spatial autoregressive models that correct for the effects of spatial autocorrelation, such as
the one developed in Chapter 6 to analyse land prices in the province of Noord-Brabant. 
Spatial heterogeneity is closely related to spatial autocorrelation, and it is often difficult to
make a clear distinction between the two effects. Spatial heterogeneity occurs because
different regions have different characteristics. For example, parcels in one region may
generally be larger than parcels in another region and thus have a higher price, which can
result in non-stationarity of variance in regression models. This conflicts again with the
assumptions of statistical analysis. Spatial heterogeneity can also be detected by Moran’s I
(Florax et al., 2002; Anselin, 1995). Introducing different spatial regimes for groups of
observations can correct for spatial heterogeneity in regression analysis. In this case regions
with observations with similar characteristics are created. For a more complete and
technical discussion of spatial autocorrelation and spatial heterogeneity, refer to Anselin
(1992).
To complete the discussion of the special properties of spatial data, three other problems
that can have an effect on the outcomes of spatial analysis should be mentioned. The first
two problems are closely related: the ecological fallacy (Blalock, 1964 in: Martin, 1991) and
the modifiable areal unit problem (Openshaw, 1984). ‘Ecological fallacy’ is the effect that
individual observations can be aggregated in several ways and that relationships observed at
a particular level do not hold for other levels. In a spatial context this becomes the
modifiable areal unit problem: different spatial aggregations of observations may result in
different results of the analysis. Spatial aggregation often takes place, as observations need
to be grouped in regions for spatial analysis; think for example about all kinds of
administrative boundaries like provinces, countries, regions, municipalities, etc. The
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ecological fallacy and the modifiable areal unit problem are in fact connected with spatial
dependence, as they have the same source: the fact that attributes are partly determined by
location. A third problem that is specific for spatial analysis are boundary problems
(Bivand, 1998). One is often faced with a data set that is limited to the study area, while in
reality the surface continues. For instance, cities just over the boundary of the study area
may affect land values near the boundary. This is a special case of missing observations.
For these three problems no standard solutions have been developed. When spatial analysis
is carried out in the following chapters it should always be realised that these problems can
be present in the data sets.
3.4.2 Exploratory spatial analysis
Exploratory spatial analysis is the name for the large set of tools, techniques, and methods
that is used to obtain insight into patterns and relationships in spatial data sets. The data set
forms the starting point for the analysis, hence the approach is inductive and data-driven.
Exploratory data analysis has a long history, though it first attained academic interest with
the work of Tukey (1977) (Unwin, 1996a). Exploratory data analysis has benefited
considerably from the increase in computer power and advancements in computer
visualisation. Data mining and knowledge discovery in databases is currently a fast growing
area in computer applications.
Spatial data sets often have a large number of observations and can contain a large number
of variables, which is demonstrated by the extensive data set in the present study (see
Chapter 4). They can be explored using many existing techniques that can be applied to any
data set, being spatial or non-spatial. Techniques such as calculating the statistics of a
variable (average, maximum, minimum, standard deviation, etc.), drawing different types of
graphs (line, bar, pie, scatter), and summarising data sets can give valuable information. A
step further are techniques that make use of querying, selection, deletion, or transformation
of data. Here the spatial dimension of data exploration enters and GIS becomes particularly
useful. GIS tools that are applied in this context are, for instance, buffering and nearest
neighbour analysis. 
Moreover, the maps that are produced by GIS are very helpful in the exploration of spatial
data. Mapping reveals spatial patterns and particularly thematic cartography can reveal
relationships. The developments in computation speed and visualisation have led to
substantial research into the use of maps in the exploration of spatial data. The creation of
tools that display dynamic and interactive maps on a computer screen, with the capability
of linking different views, focussing (highlighting) and arranging (comparing) are the results
of the research efforts (see for instance: Andrienko and Andrienko, 1999; Anselin, 1999;
Romão, 2001; Dykes and Unwin, 1998).
Part of exploratory spatial analysis is exploratory spatial data analysis (ESDA), which
focuses explicitly on spatial dependence, using statistical techniques (Anselin, 1999). With
ESDA tools it is possible to find spatial patterns in data sets, such as spatial clustering or
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spatial heterogeneity. This cannot only be used to explain (spatial) relationships, but also to
suggest improvements for regression models and asses the validity of statistical figures.
Many of the standard tools and techniques, such as graphs, tables, and queries on the
database, will be used to explore the land prices in the present study (see Chapter 5).
Additionally, specific GIS functions are applied, such as map overlays and spatial linking of
data sets. Maps are particularly useful to analyse spatial aspects of the data set. ESDA tools
should be applied to assess the presence of spatial dependence in the model that is
developed in this study.
3.4.3 Explanatory spatial analysis
In explanatory data analysis, relationships between variables are systematically analysed and
hypotheses are tested to decide on the acceptation of the hypothesis or rejection in favour
of an alternative. These hypotheses are based on existing ideas or theories, hence the
inductive character of explanatory data analysis. The hypotheses can have a very simple
formulation, such as H0: variable X should be included in the model, against the alternative
hypothesis H1: variable X should not be included. This is implicitly the case in the present
study.
Explanatory data analysis is mostly carried out using regression analysis. Apart from this,
very few techniques are available for explanatory data analysis. In explanatory spatial data
analysis the information that is captured by the topology of spatial data should be
exploited. Considering explanatory spatial data analysis, it should be concluded that not
much has been achieved in this field yet (Fischer et al., 1996). Traditionally, GIS has been
data-oriented which resulted in more attention to exploratory analysis than to explanatory
analysis. In addition, one often encounters problems that are difficult to solve in spatial
explanatory analysis, such as few observations, as data is often available by region while the
number of regions is limited, and spatial dependence.
Explanatory spatial analysis is, however, extremely useful in spatial analysis as it gives
information on the validity and reliability of the relationships found. Therefore, in the past
few years explanatory spatial analysis has received quite some attention and several
applications have been developed, while techniques to deal with spatial data have been
included in commercial statistical packages. These techniques are often based on the work
of Anselin (1995, 1999, 2000), who developed a branch of confirmatory spatial data
analysis (CSDA). His work has resulted in a tool (the software SpaceStat: Anselin, 1992)
and techniques to deal with spatial dependence in regression analysis. 
In the current study, factors that can explain land prices need to be tested on their validity
and reliability. This will be carried out by spatial regression analysis, i.e. regression analysis
whereby the effects of dependence between neighbouring parcels are taken into account.
For that purpose the SpaceStat software is used; Chapter 6 will describe the details.
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3.4.4 Spatial modelling
Models are used to understand complex systems and interactions between objects. For
example, ‘model’ can be used for a step-wise description of how to use data to obtain some
geographic result (Van Beurden and Hilferink, 1993); ‘model’ can refer to a set of computer
operations to obtain some result; or ‘model’ can describe a theoretical framework to
explain some part of reality. In a spatial context, models are an abstraction or simplification
of reality, though the term ‘model’ can be used for a wide variety of abstractions of the
reality. In the current study many examples of the wide variety of models can be found: bid
rent theory is a theoretical model, in Chapter 6 an explanatory model for rural land prices is
developed, and Chapter 8 discusses some operational land use models.
In the present context, spatial modelling is a combination of exploratory and explanatory
tools and techniques that is used to analyse spatial data. The result of this study is an
explanatory regression model that can be used to estimate spatial differences in land prices,
based on factors that affect land prices. The name ‘explanatory regression model’ indicates
the thin line between explanatory spatial analysis and modelling. Although modelling makes
use of explanatory analysis, it encompasses more and integrates many aspects of spatial
analysis. Hence, in this study a model is an abstraction of the real world, which is
constructed using explanatory and exploratory spatial analysis, and which is used to obtain
a better understanding of a real world phenomenon (i.e. land prices or land use).
Examples of the broad range of spatial models are: interaction models, which describe
flows of people, goods, and information; diffusion models, which analyse diffusion
processes like forest fires or oil leakage at sea; neighbourhood models, in which an object is
influenced by its surroundings; and simulation models, which aim to describe space-time
processes. The different types of models can not be clearly defined and definitions often
overlap (a forest fire model can for instance be a diffusion model as well as a simulation
model). Spatial socio-economic models can basically be applied to three fields: forecasting,
policy impact analysis, and policy generation and design (Fischer et al., 1996). In many
cases the models aim at exploring, analysing, and explaining future situations, though
models can also be used to explain current or past situations, which is the case in this study,
where the model explains land prices between 1998 and 2001 based on data from these
years.
Of specific interest are GIS-based explanatory models and simulation models for the
analysis of land use and land prices. Simulation models for land use often focus on the
interaction between urban land use and transportation systems (Buurman et al., 2001;
Scholten et al., 2001). These models, of which the economic component (bid rent theory)
was discussed in the previous chapter, were developed from the 1960’s onwards, and in the
1980’s and 1990’s coupling with GIS was realised. Recently, models that handle all (or
many) land use categories in an integral way have been developed. These integral models
are usually based on raster data and are strongly founded in GIS. Examples are the CUF
model (Landis and Zhang, 1998), which focuses on urban expansion but considers all types
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of land use in an area, the Environment Explorer (‘Leefomgevingsverkenner'; De Nijs et
al., 2001), which is a cellular automata model, and the Land Use Scanner (Scholten et al,
2001), which will be discussed in Chapter 8.
The examples above are all large and often complex models. Besides these models,
relatively simple spatial models also exist, such as journey planners (though they can use
sophisticated algorithms), models that find the nearest facility, or basic interaction models
that only model the interaction based on population size, for instance. However, many
GIS-based spatial models are large-scale models that are complex and contain a large
amount of data. The risk exists that these models become a black box and will not be used
by policy makers because they cannot understand the model logic. This kind of criticism
was already reported by Lee in his ‘Requiem for Large-Scale Models’ (1973). It is of utmost
importance that models are well documented, well explained, and comprehensible. The
models should be balanced between theory, intuition, and objectivity (Scholten et al., 2001).
Aims and expectations of the model should be realistic: reality is complex and no-one can
forecast the future.
3.5 Visualisation
Looking back to Figure 3·1, the final component in a GIS is the output component, in
which the results of an analysis are transformed into meaningful information for the user
or the public. Visualisation plays an important part in this process. Visualisation of results
does not only take place after all analyses have been carried out, but in Section 3.4.2 we
have seen that visualisation is also used for exploratory data analysis, thus in the analysis
part. Visualisation can thus play a role in presentation, exploration, and analysis in GIS
(Kraak, 1996). Visual exploratory analysis has developed considerably in recent years, but
also other developments in the field of visualisation have taken place, such as the
development of three-dimensional visualisation (for instance fly-overs) and the use of
multimedia in visualisation. This section describes briefly some important issues in
visualisation. 
Visualisation is the process of creating and viewing graphical images of data with the aim of
increasing human understanding (Hearnshaw and Unwin, 1996 cited in Gahegan, 2000).
Visualisation in GIS is most often associated with map production, which builds upon
cartography, a science that has developed over centuries. Everyone is familiar with maps
and that is one of the reasons why GIS is such a powerful tool. Decision makers and other
people that are presented a map are often fascinated by it and consider it as being the truth.
However, Monmonier (1996, page 1) states that it is “easy to lie with maps”. The transition
of the complex, three-dimensional, dynamic world to a two-dimensional, static sheet of
paper or a small, low-resolution computer screen results in distortion. The distortion is
caused by the scale, the projection, and the symbolisation (Monmonier, 1996). A low scale
map needs a higher level of generalisation than a high scale map. Projections are needed to
transform the curved surface of the earth to a two-dimension representation. Graphic
symbols are used to communicate information on the map to the reader. This last feature
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can in particular lead to much confusion in GIS maps. GIS users often do not have any
education in cartography. Comprehension of map symbols is essential5 as well as
understanding of human perception and cognition processes in order to make good maps
and communicate the correct message or meaning of the map to the readers.
Maps are indeed the major output of spatial analysis, though many other types of
visualisation exist. Particularly in the age of multimedia, the possibilities of visualisation of
geographic information have increased strongly. The use of numbers, text, graphs, sound,
photographs, and video can complement each other and enhance a realistic interpretation
of the situation (Romão et al., 2000). Yet it is interesting to see that these multimedia types
are often linked to a map as a reference. Multimedia may also improve visualisation of
multiple dimensions, which is demonstrated for instance by MacEachren et al. (1999),
Dykes et al. (1999), and Romão et al. (2000). As the use of multimedia for visualisation is
limited in this study, we refer to the above mentioned authors for a deeper treatment of
this topic.
As mentioned in the previous section, high volumes of digital data, an increasingly dynamic
environment in which the analysis takes place, and the development of interactive
visualisation techniques, have led to visual data exploration (Andrienko and Andrienko,
1999; MacEachren, 1999). Visual exploratory analysis supports the process of seeking
patterns in data by humans (as opposed to computational methods). The interaction
between the user and the system is a key issue in visual exploratory analysis: the system
encodes the digital information as visual information, which is then interpreted by the user
(Gahegan, 2000). For this reason, systems for visual exploratory analysis are often highly
interactive, which is demonstrated by the Descartes system for interactive maps (Andrienko
and Andrienko, 1999) or the Cartographic Data Visualiser (Dykes and Unwin, 1998). Most
standard GIS are also very well suited for visual exploratory analysis: maps can for example
be made quickly and legends and classes can be altered easily. Throughout this thesis, maps
made with GIS will be used extensively for exploratory analysis, as well as for presentation
of results.
3.6 Implementation in computing environments
Since its start in the 1960’s GIS has developed to a mature computer technology. Though
not always obvious, GIS is used in many applications, ranging from journey planning and
precision agriculture to environmental impact analysis and landslide assessment. As a result,
the range of software that has been developed in relation to GIS is very broad. Numerous
fully featured GIS programs are available and the number of GIS related and specialised
software packages may be over a hundred. A recent development is that GIS is becoming
more object-based, like the spatial databases it uses, and different components are
assembled to make up an application. Each component is specialised in a specific task:
                                                
5 The theoretical foundation for the use of map symbols was laid by Bertin (1967). The six visual variables,
size, shape, greytone, texture, orientation, and hue, should be applied in a logical manner, described by the
cartographic theory.
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database management, spatial analysis, visualisation, or a task at a higher degree of
specialisation. 
Implementation of exploratory and explanatory spatial analysis functions, and modelling
capabilities in GIS can be carried out in several ways. The software that is currently
available for spatial analysis can be categorised in three groups:
1. Standard software and its extensions
2. Customisation of standard software 
3. Dedicated software
Standard GIS software ranges from small data viewers, to desktop GIS and large GIS
programs that run on servers. The possibilities for spatial analysis differ accordingly. All
GIS contain some basic functionality that needs to be present to classify software as a GIS.
For instance, all GIS have the capability to display the data using different classifications
and to make overlays of different data layers. Selection tools that enable the user to make
selections from the attribute database are also available in most GIS. Carrying out spatial
selections, based on the topological structure of the data, may not be included in simple
data viewers, but is also considered as essential for GIS. More advanced GIS contain other
functions, such as buffering and interpolation methods. In the past decade, the
functionality of many GIS programs has extended, though the analysis has mostly focussed
on analysis of physical phenomena such as surfaces, remote sensed data, and networks. At
the same time, statistical software has been developed, which is often applied for the
analysis of socio-economic data. This type of software includes the possibility of regression
analysis, and in some cases it is possible to analyse spatial dependence in a data set. This
type of analysis is, however, still uncommon in GIS, and export and import of data files is
needed to make use of both programs. This approach was also needed in the current study,
in which ArcView GIS is used for spatial analysis and EViews for regression analysis.
GIS software and statistical software often provide macro languages that extend the
functionality of the software. Besides automation of laborious tasks, the macro languages
are used to define new functions based on the built-in functions. These new functions
include ESDA and CSDA techniques that lack in current GIS, like the calculation of
statistics for spatial autocorrelation and the estimation of spatial regression models. A
disadvantage of this approach is that the performance of these functions is often low as the
macro languages are not designed for advanced computational methods and result in
inefficient algorithms (Anselin, 2000). Macro languages are also used to support visual data
exploration; an example of this is the development of a space-time viewer for water quality
monitoring in ArcView GIS using the Avenue programming language (Hogeweg, 2000).
Dedicated software, which is the third group mentioned above, can be developed in order
to overcome the limits of macro languages. The variety of applications is very large so only
three examples are mentioned here. The link with GIS software can be established through
close coupling or loose coupling. Close coupling and loose coupling are two different
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forms of implementing spatial analysis components in GIS; a third possibility is full
integration (Goodchild, 1992; Anselin, 2000).6 In loose coupling implementations, the
programmes are linked through export and import of intermediate data (text) files (which is
the case with the link between statistical software and GIS mentioned above). In close
coupling implementations, two software packages communicate directly, which can be
achieved in several ways ranging from sharing data to sharing a user interface. The full
integration approach implicates the implementation of spatial analysis functions in GIS
programmes. The object-oriented approach that was mentioned previously uses close
coupling implementations.
The first example of dedicated software for spatial data analysis is the SpaceStat software
(Anselin, 1992, 1995, 1999, 2000), which includes functionality to deal with spatial
dependence. SpaceStat first appeared in 1992 and it can be run in a DOS window under the
Windows operating system. The current version (1.90) is linked with ArcView GIS for easy
data exchange and to improve visualisation. The link is established by an extension of
ArcView; a tool for ESDA is added to the interface of the GIS software, though the
coupling is still loose. 
A second example is VISTA (Romão et al., 2000; Romão, 2001), which is software for
visual data exploration. VISTA (VIdeo-based Space and Time nAvigator) aims at
supporting coastal zone managers, though its concepts may be used for exploration of any
large data set with space and time dimensions. Exploration of the data takes place using a
map window and a video window, which can display static images and dynamic movies.
Navigation in time can take place using morphing techniques and thematic data can be
explored using data lenses, which can search the database for specific information related
to the area under study. In the context of the current study, VISTA has been analysed for
its concepts of exploratory data analysis.
A final example is dedicated software for modelling: the Land Use Scanner (Hilferink and
Rietveld, 1999; Scholten et al. 2001), which will be discussed extensively in Chapter 8. The
Land Use Scanner is an information system for long-term exploration of future land use.
The system is built upon a Data Model Server that manages the data and the models in
order to create a transparent modelling process. A visualisation component provides basic
mapping functionality. Standard GIS software is used to prepare the base data set. The
Land Use Scanner is an example of the new approach towards GIS, in which separate
modules are combined to form an information system. In this case, the modules make up a
model with a specific goal: simulating land use. Modules can also be combined for other
purposes; this new approach that combines modules is discussed in the next section.
                                                
6 Anselin and Getis (1992, cited in: Anselin, 1995) propose an alternative taxonomy for close and loose
coupling. Instead, they make a distinction between an encompassing and a modular framework. The former is
the extension of the functionality of GIS with that of a statistical package, for example, and the latter is a
framework of linked systems.
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3.7 Synthesis
In Figure 3·1 a functional overview of GIS was presented. However, in the discussion of
the different components of GIS it became clear that many developments may take place
that will change the scheme of GIS. For example, an object oriented approach requires a
new method for the integration of a data component in GIS and the increased
requirements of spatial analysis ask for specialised modules that can handle regression
analysis, for instance. Therefore, the functional overview of GIS should be updated to
display the ‘new’ GIS. The next subsection analyses what this new scheme should look like.
In the subsequent section the new scheme of GIS is implemented to form a framework for
spatial data analysis in the present study.
3.7.1 Towards a new scheme for GIS
Figure 3·3 is an attempt to update the traditional functional overview of GIS. As it is
difficult to depict all developments in a single concept, only the components that are most
relevant for this study, i.e. for socio-economic research, are included. Not included, for
example, are data collection methods such as those using GPS (Global Positioning System)
and remote sensing, and new application areas, such as location based services.
Furthermore, it is increasingly difficult to depict GIS in a single scheme because of the
variety of GIS applications and developments. Figure 3·3 should thus be seen as the
concept of GIS for the current study. For the sake of simplicity, the functional overview of
GIS in Figure 3·1 is called the ‘old view’ and the scheme of GIS in Figure 3·3 is the ‘new
view’. 
Before the changes in the different parts of GIS are discussed, the general developments,
found in the description of the parts in the previous sections, are analysed. In the
discussion of the data step, the analysis step, and the output step of GIS it was found that
due to new technological developments there has been a trend towards working with
objects and components. If implemented in software, this means that components can be
combined using loose coupling or close coupling linking, or by integration. The current
trend, which is depicted in Figure 3·3, is that components are linked, while in the old view,
GIS aimed to integrate all possible components. The widespread use of GIS means that
many, often specialised, components need to be included in a generic GIS. Linking
components is in this case a better solution than integration. In this way, expert knowledge
that is embodied in the specialised components can be added to GIS to compose a
powerful spatial application. Ideally, implementation in software should take place using
close coupling, so that the user only needs to master a single interface. The current practice,
however, often shows loose coupling solutions.
In Figure 3·3 the new, open approach to GIS that links specialised components to the basic
GIS functions is expressed by the linked, dark-grey components. In the old view of GIS,
the system was composed of a one-way process from reality to the user; in the new
approach much more interaction takes place between the different components, expressed
by the double-headed arrows. The interaction of the different components can take place
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through the Internet. For example, external databases can be reached through the Internet,
although a direct link may also be possible. Another example are web mapping applications
which delivers the visualisation part through the Internet, while the data and analysis
components remain at a server.
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Considering the components that were discussed in the previous sections, the following
differences can be found between the old view and the new view. A first difference can be
located in the data component of GIS. In the new view, data storage takes place in an
OODBMS. Object orientation means that the data is organised in groups of objects with
similar characteristics (object classes) according to a natural structuring (Burrough and
McDonnell, 1998). Relationships between object classes are established through explicitly
defined links. In the old view, spatial data and attribute data are stored using the relational
database model. The OODBMS can remedy some of the problems of the relational
database model, as spatial data does not naturally fit in the tabular structures of relational
databases (Heywood et al., 1998). With respect to using specialised modules it is important
that OODBMS improves the possible communication between databases. Data from
different sources can be integrated seamlessly using the Internet, and geoprocessing in a
networked architecture is possible. OpenGIS initiatives aim at interoperability for GIS
products. For example the OpenGIS consortium tries to achieve consensus on common
interfaces and specifications of the objects to smooth integration among GIS software
(opengis.org, web).
In the new view of GIS the analysis component has a different, more open architecture. As
explained above, it has become increasingly clear that not all types of spatial analysis can
and should be fully implemented in GIS software. Specialised programs for statistical
(spatial) analysis, such as SpaceStat and statistical software, modelling (for example the
Land Use Scanner), and other types of analysis are often better, more efficient, and more
versatile than GIS for carrying out specific tasks. This requires a modular approach, in
which the different modules are linked and communicate with each other. In this respect,
one can speak of object oriented development of GIS (Grothe, 1999), analogously with
object oriented data. Objects provide the building stones for a component. Together the
components make up an application. Figure 3·3 shows that in this case much more two-
way linkages between different modules exist compared to the one-way communication in
the old view. 
Spatial analysis in the form of spatial modelling has a different position in this scheme.
Although modelling can be part of a GIS (see Section 3.4.4), modelling can also include
other components besides a GIS component. In this case the model uses GIS for spatial
data related tasks and leaves other tasks to specialised modules. The interaction between
the modules can go through the Internet, though currently that is hardly the case.
Combining different models seems even more difficult than combining different data.
Also, tools other than modelling tools can use GIS components. Spatial decision support
systems, for example, make use of GIS technologies (Douven, 1996). 
The same remarks can be made for the output step in the scheme. The possibilities for
visualisation have increased dramatically alongside the developments in hardware and
software. Within GIS, visualisation has extended from flat maps to three dimensions and
research is carried out on the visualisation of the time dimension (Unwin, 1996a; Buurman
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et al., 1999; Romão, 2000). Developments in computer visualisation have been even more
spectacular outside the world of GIS; think of landscape rendering, realistic computer
games, virtual worlds, and computer visualisation in movies. In GIS software the
possibilities to include multimedia usually are limited to hyper-linking images, sound,
photos, and other media files to maps. A modular approach which links specialised
visualisation software with GIS may greatly enhance the output of analysis and improve
communication with decision makers and other audiences. 
In summary, GIS is moving from a closed, stand-alone system to an open system that
interacts with other systems and applications. The interoperability of the open systems
relates to shared data and shared processes. The interaction enables the use of specialised
knowledge, which is particularly useful for statistical analysis, modelling, and visualisation.
The openness also works the other way: GIS itself can be linked with a range of other
applications. An object oriented approach is needed to create open systems. 
3.7.2 A framework for spatial data analysis
Figure 3·3 presents a scheme of GIS that is technically possible, but only partly available in
commercial, ready-to-use software, as GIS finds itself currently in a transition phase from a
closed system to an open system. Consequently, current implementations use components
from the old view and components from the new view. The Land Use Scanner is an
example of a current implementation. It is based on different components that handle the
data, the analysis, and the output. Some of the spatial analysis capabilities are implemented.
Preparing the data, however, takes place in a traditional GIS. 
The framework for analysis of spatial data in this study is based on the new concept of
GIS, though it also is a product of the current transition phase. The framework is
presented in Figure 3·4. The framework for analysis of spatial data obviously has a close
relationship with the spatial analysis process (see Figure 3·3). First, data is collected and
stored in a database. This database is not yet object oriented, but a traditional database
using the relational database model. Data from all kinds of sources is collected and stored
at a single physical location that can be accessed by a GIS. Next, an exploratory data
analysis is carried out. The exploratory analysis uses the data from the database. Another
input is theoretical knowledge, though this falls outside the scope of the GIS. For the
exploratory analysis the theoretical framework delivers ideas of where to look at; based on
the exploratory analysis and the theory, ideas and hypotheses about factors to include in the
explanatory model are developed. These hypotheses are tested in a confirmatory analysis.
The confirmatory analysis is carried out using statistical software, which is linked to the
GIS by means of loose coupling, i.e. using import and export of data files. The
confirmatory analysis leads to a (descriptive) explanatory model, that is not actually
physically implemented in software other than using a procedure in GIS and statistical
software to obtain results. Visualisation is used in several stages of this process, for which
the visualisation components of the GIS will be used.
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The different parts of the framework are related to the following chapters. The theoretical
framework was discussed in Chapter 2. Chapter 4 covers the database part of the
framework. In Chapter 5 an exploratory analysis is carried out and Chapter 6 includes the
confirmatory analysis, which leads to the explanatory model. Visualisation will take place in
Chapters 4 and 5, when data is presented, to display findings from the exploratory analysis.
In Chapter 7 visualisation is also used to carry out case studies. Finally, we will return to
modelling in Chapter 8, where land price modelling is discussed.
3.8 Summary and conclusions
This chapter aimed to develop a framework for spatial data analysis, based on the
developments in GIS that have taken place in the past ten years. GIS has been developed
to store, analyse, and visualise spatial data and is able to integrate information from
different sources using the location as the common identifier. Additionally, spatial analysis
in GIS is greatly enhanced as the topological structure of the spatial data is stored. A
functional overview of GIS shows that three components are important: the data
component, the analysis component, and the output component.
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Spatial data can be represented using a vector data model and a raster data model. The data
is usually stored in a relational database, though object oriented databases will likely be the
future means of storage. Unfortunately the different data models and ways to convert real
world data for use in a computer can result in data integration problems, such as
incompatible data formats and different scales. In the next chapter, which discusses the
data that is available for this study, it will be shown that in some cases data conversion is
needed to make the different data sets compatible. Fortunately data conversion tools are
widely available. One must, however, look critically to the quality of the data, especially
after conversions. 
The spatial analysis capabilities of a GIS have often been qualified as weak, though GIS still
is an unmatched tool for spatial analysis. Exploration of spatial databases is supported by a
variety of techniques and tools. Attention should be paid to some pitfalls in exploratory
spatial data analysis, such as spatial dependence. In confirmatory spatial data analysis,
hypotheses are tested using statistical and econometric methods. Spatial modelling is
another form of spatial analysis which aims at understanding complex relationships and
interactions between spatial objects. Visualisation can be used to present the results, but
also plays an important part in visual exploratory data analysis. 
A wide range of implementations in computing environments exists to carry out spatial
analysis. Functionality of GIS can be improved by adding components of specialised
software. The combination can be established using loose coupling, which is currently most
commonly applied, close coupling, or by integration. The aim of new GIS is not to
integrate all functionality, but to create links with specialised components. Recent
developments indeed point at a changing structure of GIS: it is moving from a closed,
single system towards an open system in which different components are linked to
constitute an application. An object oriented approach can support this. This open
structure can support the integration of specialised knowledge in GIS, which is particularly
useful for spatial analysis.
A new scheme of GIS displays the new, open architecture with links and interaction. Based
on these developments the framework for spatial data analysis in this study was presented
in Figure 3·4. 
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PART B
DATA AND DATA ANALYSIS

65
Chapter 4
4.1 Introduction
According to the framework for the analysis of land price data, the first steps are to collect
the data and store it in a database (refer to Figure 3·4 in the previous chapter). These first
steps are described in the present chapter. Below an overview is given of the data set, and
of the way it has been processed and stored in the database to be able to carry out the
analyses in the next chapters.
GIS analysis often relies on large amounts of data which are integrated using the location.
The dependence on the data set requires a good understanding of its contents, and correct
integration crucially depends on correct data. Although errors can occur at any stage in a
GIS project, the data can be a particular source of errors due to digitising errors, coding
errors, generalisation, conversion, or any other data processing activity (Heywood et al.,
1998). When data is integrated, other problems and sources of error can arise, which were
discussed in Section 3.3.2. A description of the data set and the data processing that has
been carried out helps to interpret the validity of the results in the next chapters and helps
to keep errors to a minimum. Thus, the aim of this chapter is to describe the data in order
to apprehend the size, contents, and variety of the data and to raise awareness of the
limitations of the data set.
The data that is used in this study can broadly be divided into land transaction data, which
contains information on the transactions and the parcels involved, and spatial data, which
covers land use, the physical environment, administrative borders, etc. The data set was
supplied by three organisations:
? The Government Service for Land and Water Management of the Ministry of
Agriculture, Nature Management and Fisheries (DLG: Dienst Landelijk Gebied)
provided a database with land transactions in the province of Noord-Brabant and some
related transaction information and spatial data.
4
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? The National Institute of Public Health and the Environment (RIVM: Rijksinstituut
voor Volksgezondheid en Milieu) provided most of the spatial data. The database of
Land Use Scanner project, which will be discussed in Chapter 8, was a very useful
source of spatial data.
? The Province of Noord-Brabant made available some additional spatial data.
These organisations have acted as data kiosks: most of the data is not collected by these
organisations themselves, but they receive or collect their data from other, primary data
sources.
From a GIS perspective, a distinction can be made between spatial data and attribute data,
as was discussed in the previous chapter. The spatial data are the entities represented by
coordinates, such as parcels, roads, urban areas, and forests, while the attribute data
describe the characteristics of the entities. For a parcel, for example, this is the size. The
current data set contains spatial data as well as attribute data that can be linked using a
common identifier, such as a parcel number. Note that according to this definition of
spatial data the land transaction data set also contains spatial data, because the parcels have
a coordinate. Although in this study a distinction is made between land transaction data
and spatial data, it is not meant that land transaction data does not have a spatial
component. Using overlay analysis, it is possible to determine more attributes of a parcel
than registered in the database, such as current land use and distance to the nearest urban
area. This chapter, however, only describes the original spatial and attribute data; attributes
and spatial data derived from spatial analysis will be discussed in later chapters, if needed. 
Collecting and processing data for research projects is often a laborious task and can take
much time, which one actually prefers to spend on research. This is particularly the case for
projects involving spatial data, because spatial data is gathered and stored in many different
databases at many different organisations and standardisation of spatial data is not yet
accomplished. Often it is said that collecting data takes 80 percent of the time of a research
project. Fortunately for this study less time was needed, but still this brief chapter about the
data set presents a relative large amount of time.
The organisation of this chapter is as follows. In Section 4.2 the land transaction data is
discussed. Section 4.3 gives an overview of the spatial data that has been collected for the
analysis of land prices. Section 4.4 discusses some issues related to data processing, storage
of the data, and error propagation. Section 4.5 contains a summary of this chapter.
4.2 Land transaction data
The Government Service for Land and Water Management (DLG) carries out tasks related
to land acquisition, land development, and land management in rural areas. DLG operates
for the Land Management Service (BBL: Bureau Beheer Landbouwgronden1) which is a
legal entity that buys and sells about 8,000 hectares of land each year (DLG, 2000; DLG,
                                                
1 In the remainder of this study no distinction is made between DLG and BBL. The name ‘DLG’ will refer
both to DLG and BBL.
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2001) and owns about 40,000 hectares of land (IBO Grondbeleid, 2000). The majority of
the land transactions of DLG takes place in the rural areas of the Netherlands and they are
mainly meant for land development projects (about 33 percent in 2001) and nature
development (about 53 percent in 2001; DLG, 2001). DLG also carries out purchases for
third parties. The share of DLG in the acquisition of farmland lies between about 8 and 10
percent of the total amount of land that changed owner between 1995 and 2000 in the
Netherlands, excluding family transactions and developed land (De Boer, 2001). DLG only
owns land temporarily, which can be anything between a day and a few years, though on
average it is about 5 years.
DLG uses the information system InfoGroMa (‘Informatiesysteem GrondMarkt’:
Information System Land Market) to provide information for the purchases and sales of
land, and to inform the national government and other interested parties about the rural
land market. InfoGroMa can retrieve information about individual transactions and it can
generate reports to analyse land price developments for different types of regions, such as
provinces, municipalities, and agricultural regions (which are regions with common
characteristics for farming). Additionally, InfoGroMa is used to analyse the developments
in land mobility, which specifies the amounts of land that are traded on the land market.
The base information of InfoGroMa is supplied by the Netherlands’ Kadaster (Cadastre
and Public Registers Agency). The Kadaster records all land transactions through a notarial
act. At the provincial offices of DLG, the information from the Kadaster is completed with
information from applications for exemption of transfer tax and with manual coding, for
which the data delivered by the Kadaster is interpreted. The current InfoGroMa system has
been in use since 1995. From that time the database has been rather consistent, though in
1997 a number of attributes were added. 
For the present study, data directly from the InfoGroMa database was supplied. This
means that a highly detailed data set is available, which contains information at the level of
single transactions. The reports generated by the InfoGroMa system contain aggregated
information, based on selections made by DLG. An example of such a selection is the
transactions between family members, which are omitted from most DLG analyses, though
these transactions are present in the database. Thus an additional advantage of obtaining
the data directly from the database is that data on a wider range of transactions is available.
An important issue, which will recur at several places in this study, is how land transaction
information is registered and stored in InfoGroMa. The database structure of InfoGroMa
agrees with the structure of land transactions. A land transaction can consist of one or
more parcels: about one third of the transactions in the data set is composed of more than
one parcel. The price is only registered for a transaction. If a transaction includes two or
more parcels, the price of the individual parcels is not known, as the buyer and the seller
agree on a transaction price and usually not on the prices of the individual parcels that
belong to the transaction. InfoGroMa stores this data in two different tables following the
relational database model (see Section 3.3.1): the first table contains information on
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transactions and the second table contains information on parcels, as seen in Figure 4·1
(note that attributes other than the price and the coordinates have been omitted for
clearness). The transaction table and the parcel table can be linked as a 1-to-n relation using
a transaction number as a key. A complicating factor for spatial analysis is that the location
is only known for parcels, while the price is only known for transactions. It is thus not
possible to directly link the location and the price in case a transaction is composed of
more than one parcel. The location is, however, very important to determine characteristics
that impact on the price. Therefore, weighting of parcels in a transaction is needed if the
spatial properties of transactions are analysed and the formulation of the regression model
needs to be adapted to this data structure, which is explained in Chapter 6.
The data set obtained from InfoGroMa consists of a table with 10,481 transactions and a
table with 21,124 parcels, which are located in the province of Noord-Brabant. The data
cover all land transactions outside built-up areas in the years 1998, 1999, 2000, and the first
six months of 2001. Before 1998 no geographical coordinate was recorded in InfoGroMa,
which makes those data not usable for the present study, because the geographical
coordinate is needed to integrate spatial data in GIS.2 An additional argument for not
including transactions from before 1998 is that in 1997 guidelines for coding transactions
were drafted, which may have affected the consistency in the database. The geographical
coordinate is used to map the parcels and link the InfoGroMa data with the spatial data.
The geographical coordinate (point) for a parcel (polygon) is defined as the mathematical
                                                
2 An alternative way for determining the location of a parcel is using the cadastral code. A drawback of using
the cadastral code is that sometimes renumbering takes place, for example when parcels are split and joined
together. Additionally, linking the cadastral code and a cadastral map is more difficult from a practical point
of view as the link has not yet been standardised (De Boer, 2001). 
Storage of transactions and parcels in InfoGroMaFigure
4·1
ID Price Key
Key X Y
Transactions
Parcels
69
Chapter 4
centre of the parcel. Map 4·1 shows the location of all parcels (in the next chapter the data
and the maps will be explored and more information will be given on the study area; here
the maps are only used to present the data set). Besides the geographical coordinate, the
table with parcels contains a transaction code and a parcel code, a description, and the
category of current land use. In addition to the transaction code, the transaction table
contains information, such as date, area, price, and buyer and seller characteristics.
The land transaction data from InfoGroMa is rather unique for research on land prices.
Many of the empirical studies lack detailed information on parcels or land prices, which is
expressed by Hardie et al. (2001) among others. Most studies use data on county level or at
another regional aggregation. Otherwise, data is collected using surveys, which limits the
size of the data set. Studies that do have parcel or transaction data available, such as the
studies of Vaillancourt and Monty (1985), and Chicoine (1981), often have a limited study
area. The size of the present data set was limited to a province for practical and
computational reasons; for future research it is possible to obtain the data for the whole of
the Netherlands. A substantial number of attributes is recorded for the parcels and
transactions. This makes a detailed analysis of factors that affect the land price possible.
The information given is considered reliable as the data are registered at the Cadastre and
Public Registers Agency. Particularly for price information, this is an advantage over survey
methods, where people may hesitate to give privacy-sensitive information.
Even though the data set is quite exceptional, it has some limitations. Firstly, for some
transactions and parcels the data were not complete, or were incorrect. For 813 parcels
belonging to 434 transactions the geographical coordinate was not registered or was
incorrect and for 167 transactions not all parcels were known, in which case the area of the
transaction exceeds the sum of the areas of the parcels.3 These transactions have been
deleted from the data set. Furthermore, part of the data is manually coded at the provincial
DLG offices, which can result in coding errors. Even though guidelines for coding the
different fields in the database have been published within the DLG offices, the diverse
nature of transactions and parcels make them often difficult to classify and the guidelines
still leave room for own interpretation. As a result of this, some data fields have a low
information value. For instance, the current land use field has been classified ‘other’ for
one third of the observations. Sometimes the coding of fields is directly related: if the
property right is ‘family ownership’ the transaction is coded as a ‘family transaction’.
Related to this problem is that some information depends on non-obligatory fields on the
transaction form which is filled in during the transaction. The occupation of the buyer and
the seller are an example of such fields. A DLG employee carrying out the manual coding
decides if the buyer and seller are farmer based on this and other information he or she has
available.
                                                
3 This may be caused by transactions that contain parcels that are located in another province.
70
Chapter 4
Map
4·1
71
Chapter 4
Another limitation of the data set is that the Kadaster does not deliver all land transactions
to DLG, as DLG is only interested in farmland transactions. Therefore, only transactions
in rural areas (as defined in footnote 1, Chapter 1) are included in the data set. Map 4·1
clearly shows that most of the parcels are located outside cities and villages areas. The
parcels located within urban areas are part of transactions that also contain parcels outside
built-up areas. Next, the Kadaster does not supply the data of transactions that are smaller
than 0.25 hectare, although the individual parcels in the transaction can be smaller. In this
way, small parcels which are used for gardens, green strips, etc., are partly excluded from
the data set. Finally, after DLG has received the data from the Kadaster, transactions with
incomplete or unreliable information are removed from the database if the correct
information cannot be found. Transactions that only have unreliable price or size
information are included in the database, but they are specially marked so that they are not
included in the InfoGroMa reports.4 The 1,429 transactions with unreliable prices and sizes
have been deleted from the current database, as they were not useful for this study.5
Overall, DLG accepts about 70 percent of all transactions for the InfoGroMa database (De
Boer, 2001). It may be possible that some types of transactions are relatively more often
removed than other transactions, for example transactions in which speculators are
involved as they tend to give as little information as possible. This could lead to a biased
data set if one wants to study the complete rural land market. Unfortunately, no
information is available on the transactions that have been deleted by DLG. Only a few
things can be said about the transactions that have not been included in the database for
this study, mainly because area and/or price information is unreliable. Firstly, the unreliable
average price and area of the excluded transactions are both lower than the average price
and area of the other transactions. Secondly, an analysis of the buyers and sellers of the
excluded transactions shows that the number of transactions between relatives that is
excluded from the data set is relatively higher: this category comprises 8 percent of the total
data set and 17 percent of the excluded observations, at the cost of a lower ‘natural
persons’ category. The other categories are about the same in the remaining data set and
the set with excluded transactions. Thirdly, an inspection of a map with excluded parcels
shows no spatial patterns: the excluded parcels are not located at places different to the
other parcels. Finally, the average number of parcels in a transaction is 3.1 in the set with
excluded transactions and 1.8 in the total data set. 
Besides the limitations mentioned above, the data set contains a study-specific problem.
The Kadaster only registers legal ownership, which does not always coincide with
economic ownership (De Regt, 2002). An example is a farmer who makes a deal with a
property developer in which the farmer remains the owner of the land and the property
developer buys the development rights. In this case no land transaction is registered at the
                                                
4 The transactions with an unreliable price are included in the database as they can be useful for reports on
land mobility.
5 DLG also calls the price of transactions between family members and under other special conditions
‘unreliable’. These transactions have, however, not been deleted from the data set.
72
Chapter 4
Kadaster. Also not registered are agreements that take place between municipalities and
property developers, in which property developers sell land to municipalities for a lower
price than their purchase price in exchange for building rights at that location, or even at
other locations. Although other cases exist, development rights in particular can obscure
transactions in the land market as some unobserved transactions take place. The number of
times this happens is difficult to estimate, but compared to the total number of
observations it will probably be small, as this happens mostly close to urban boundaries,
where only a small part of the total number of transactions in the data set is located.
Additionally, in the end the land will be sold to the new users, so only intermediate
transactions are left out. The fact that the Kadaster registers legal ownership also affects
the classification of actors in the database. This issue is detailed in Chapter 5.
Some of the deficiencies of the InfoGroMa database can be remedied by obtaining the data
in a different way. The use of a parcel can, for example, be determined using a GIS overlay
analysis of the parcels and a land use map. Otherwise, the study needs to be carried out
within the limits imposed by the data set. Still, we can conclude that the data set covers the
major part of the rural land market in the province of Noord-Brabant and the detailed
parcel and transaction information will provide an excellent source for interesting land
market analyses in the present study. To finish this section, Table 4·1 gives an overview of
the InfoGroMa data used in this study.
Table Transactions Table Parcels
Number of observations: 8,451 Number of observations: 15,190 6
Relevant fields: transaction code Relevant fields: transaction code
date parcel code
price description
area x-coordinate
transaction type y-coordinate
property rights area
buildings (Y/N)
buyer category
buyer farmer? (Y/N)
seller category
seller farmer (Y/N)
The data covers the province of Noord-Brabant for the period 1 January 1998 - 31 June 2001
                                                
6 The 1,429 transactions with unreliable price or size information and the 167 incomplete transactions were
composed of 5,121 parcels. Together with the 813 parcels without a coordinate this results in 15,190
remaining parcels of the 21,124 that were provided.
Table
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4.3 Spatial data
The second part of the data set consists of a diverse range of spatial data. The majority of
this data was provided by the RIVM. The RIVM is a research and policy-advising institute
that focuses on public health and environmental issues. The RIVM collects and uses spatial
data for integrated assessment of nature and environment. The RIVM is also involved in
the Land Use Scanner project, which was a useful source of data for the current study. The
province of Noord-Brabant provided a part of the spatial data as well; specifically data
related to spatial policy and some infrastructure data. All data sets cover the entire province
of Noord-Brabant. If available, the data sets stretch a few kilometres over the
administrative border of Noord-Brabant to avoid boundary problems in spatial analysis
(refer to Section 3.4.1). Table 4·2 gives an overview of the most relevant spatial data sets.
Not listed in the overview is a data set of parcel borders covering the region around the city
of Eindhoven, which became available later during the study and which was used for the
case studies. Most of the data is vector data: only the land use data set and the average
fertility data set are in raster format (refer to Section 3.3.1 for a discussion of data formats).
Land use 
Land use (LGN)
Administrative boundaries of built-up areas
Commercial and industrial areas
National Ecological Network 
New Map of the Netherlands: construction
plans 
Infrastructure
Motorways and main roads
Motorway entries and exits
Secondary roads 
Railways and railway stations
General data
Administrative borders
Urban region borders
Growth classes of cities and villages
Provincial regional plan of 1992 (contains
30 features) 
Aerial orthogonal photographs
Agriculture and Soil
Average soil fertility, composed of fertility
maps of five main crops
Soil map
Land restructuring projects
At this point, the different data sets are only discussed briefly as an extensive data
discussion is not the aim of this chapter. In Chapter 5 the contents of the data will be
analysed when the study area is discussed. 
Map 4·2 shows the land use data set. The data were derived from the LGN-3 map (Land
Use of the Netherlands), which is based on remote sensing images of 1995 and 1997 and
on other data sources such as topographical maps.7 The LGN data focuses on rural land
use, which can be seen from the large number of rural land use classes. The resolution of
                                                
7 Currently the LGN-4 data set, which is based on remote sensing images of 1999 and 2000, is available. This
data set was, however, not available for this study.
Table
4·2
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this raster data set is 100 by 100 meters.8 The vector data sets of the administrative
boundaries of built-up areas and the commercial and industrial areas can be used in
addition to the current land use data set, for example to distinguish the official built-up
areas from the areas with scattered housing. The National Ecological Network
(‘Ecologische Hoofdstructuur’) data set gives the areas which are protected nature or where
nature conservation and development will take place. The New Map of the Netherlands
(‘De Nieuwe Kaart van Nederland’) contains all the construction plans between 1997 and
2005.9 The New Map of the Netherlands is the result of an inventory among municipalities,
provinces, ministries, urban design offices, and experts of plans and projects for housing,
business, infrastructure, and nature (nieuwekaart.nl, web). In the present study the New
Map of the Netherlands is used as a substitute for local land use plans, which, as we will
see, have an important impact on land prices. Unfortunately local land use plans are stored
at the seventy different municipalities of Noord-Brabant and they are not always available
in a digital format. 
The infrastructure data is straightforward vector data that consists of lines and points. The
secondary roads are categorised in different classes representing different kinds of roads,
such as footpaths, bicycle paths, 50-kilometer roads, and 80-kilometer roads. The general
data consists of administrative data, data related to spatial policy of the province, and aerial
photographs. The administrative borders are the border of the province and the borders of
the municipalities. The data set with borders of the municipalities contains the population
of a municipality as an attribute. The urban regions are four designated regions around the
four largest cities. The growth class of a city or a village is related to the number of houses,
industrial buildings, and commercial buildings it is allowed to build (see Section 5.2.2). The
provincial regional plan of 1992 contains many different layers, such as infrastructure and
infrastructure plans, focus areas for tourism, different agricultural regions, and nature
development areas. Some of the layers are more indicative than exact spatial data. 
The aerial photographs are not directly relevant for spatial analysis, but they can give a
good impression of what one is actually studying, and they can be used to obtain
background information on specific locations, which is done in Chapter 7. Map 4·3 gives
an example of an aerial photograph with dots that indicate which parcels have changed
owner between 1998 and 2001. In the centre of the image one can see a new part of a
business site. If there are any indications of future expansion of this business site, the
parcel nearby with the dot may have been sold relatively more expensively than the other
parcels. This is supported by the land price figures: the price per square metre of
transaction 1998/09 is 22.80 euros, while the price per square metre of 1999/08 is 15.99
euros and of 1999/12 it is 1.55 euros. The other observations in the upper right corner all 
                                                
8 The original resolution of the LGN-3 data is 25 by 25 meters, but for computation speed reasons the data
had to be generalised to 100 by 100 meters. A small test indicated that the results of the analysis hardly
change as a result of this generalisation.
9 During the study a new version of the New Map of the Netherlands (2010-2030) was completed. This data
has not been used.
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have a high price per square metre (2000/04: 22.46; 2000/05: 76.68; 2000/08: 49.95). For
the latter two, the high price per square metre can be explained by the buildings that are
included in these transactions; for transaction 2000/04 no explanation can be found by
only looking at the aerial photograph. The model that will be developed in Chapter 6
should be able to give an explanation in a case like this. The small example of the
photograph also shows another issue that plays a part in the transaction data. Without
being too much ahead of things that will be discussed in Chapter 5, it is clear that buildings,
improvements, and other immovable property located on the parcels are included in the
transaction price. In these cases the bare land price is not known.
Finally, under the heading of agriculture and soil one can find data that may affect the price
of land from the perspective of farming. The average fertility is stored as a raster map with
a resolution of 500 by 500 meters that gives an indication of the quality of the land. The
original data set contained fertility maps for thirteen crops covering the Netherlands. These
maps represented the loss of production compared to the optimal situation due to
Map
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unfavourable conditions of groundwater and soil. For the purpose of this study, an average
fertility map has been calculated in which the fertility indication has been normalised
between 0 (worst land) and 1 (best land). All built-up areas have been assigned the value
0.75, which is the average value, because for built-up areas the fertility is unknown. The soil
map is the Noord-Brabant part of the 1:250,000 soil map of the Netherlands. The land
restructuring map gives an overview of land development and land reconstruction projects
that have taken place or are taking place in the study area. 
In general, the quality of the spatial data is good, though some of the problems that were
discussed in Section 3.3.2 in the previous chapter are also present in the data set. The data
formats (problem 1 in Section 3.3.2) are not a problem as all data is available in a format
that can be used without conversion in the GIS software utilised in this study. The vector
and raster data can be integrated in this software as well. The data sets also have a common
coordinate system (problem 2). All data sets cover the study area but the data originate
from different years (problem 3). Some data sets are limited to the boundary of the study
area, though to avoid boundary problems in spatial analysis (see Section 3.4.1) in certain
cases additional paper maps have been used and the digital data has been slightly extended.
This has been the case, for example, with the bridges over the river bordering the study
area, which were not present in the original data set. Regarding the time periods, most data
originate from the period 1997 to 2001. For some data sets the time period is not so
important as the feature changes slowly or does not change at all, which is the case with
soil maps for example. For other data it may be more important; construction of roads and
built-up areas, for example, will impact on land prices. Even in these cases changes are
slow and in terms of several years, and, in addition, land prices can already change when
only plans exist and when nothing is yet visible on a map. Thus one needs to pay attention
to the date of the data when carrying out analysis and drawing conclusions. 
The spatial accuracy for all vector data sets lies within a few metres, although the different
data sets have different scales (problem 4). The grid data sets have the highest inaccuracy:
the resolution of the land use map is 100 by 100 metres and the resolution of the fertility
map 500 by 500 metres. The accuracy of the land use map is appropriate for the present
study, as was mentioned in footnote 8, and the fertility generally changes slowly over the
area, which only leads to minor errors. On the whole, the spatial resolution of all data sets
is appropriate for this study. Problem 5, different definition of objects, is not relevant in
the current spatial data set as no data with similar objects are integrated. Finally, digitising
errors (problem 6) are hard to assess as the data comes from external primary sources,
though these errors will most likely lie within acceptable limits. 
4.4 Data storage and data processing
In Chapter 3 several solutions were discussed for data storage. The most advanced
databases use an object oriented approach. However, object oriented databases are not
fully developed yet and there is limited ready-to-use software that supports object oriented
databases. The relational database model is still the most common model for GIS
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applications. Moreover, the InfoGroMa data is also supplied in a relational database. Thus
to store the data, a relational database structure has been used. For the analysis of factors
affecting the land prices, the data has been stored in a large table with a row for each
transaction. This table can be linked with the parcels and contains information that is
derived from the spatial data; for example, the average distance of the parcels in a
transaction to the nearest urban area in kilometres. The spatial data itself has been stored in
a logic directory structure using the data format of the software used (ArcView 3.2 and the
Spatial Analyst extension). 
Data processing can take place at several stages in the GIS framework: when putting data
in the database, while retrieving data from the database, and during analysis. Note that a
distinction should be made between data processing and data manipulation. With data
processing the change in the data is permanent, while data manipulation causes non-
permanent changes in the data. During spatial analysis, data is mostly manipulated, while
activities related to data storage often require data processing. Data processing to store the
data in the present study was rather limited, as most data was obtained in a correct format.
The processing consisted of deleting the observations with errors and exporting text files
with transaction and parcel data to the correct database format. Much data processing was
needed, however, to prepare the data for analysis.
Essential data processing tools in GIS are reclassification, buffering, neighbourhood
functions, and map overlay (Heywood et al, 1998). For specific purposes, surface analysis
and network analysis should be mentioned as well, though these tools have not been used
in the present study. Without exhaustively discussing all data processing tools that have
been used, some important data processing to prepare the data for the analysis is discussed
here. 
Reclassification can be applied to attribute data and to spatial data. For attribute data
reclassification has been applied to add a field with the type of building or land
improvement (housing/commercial/road/other) for a parcel, based on the description
field of the parcel. Spatial reclassification is used in combination with raster data. For
instance, the land use map has been reclassified to reduce the number of land use classes:
to determine if a cell is located in a nature area, the classes heathlands, other open nature
areas, and bare soil in nature areas have been grouped as ‘nature areas’.
Section 3.3.1 mentioned that the raster data format can be applied to determine distances
for continuous surfaces, while for vector maps only buffers can be created.
Neighbourhood functions for raster files have been applied extensively in this study to
determine the distance from built-up areas, motorway entries and exists, local roads, etc.
When determining the distance in a raster file, for each cell the proximity to the feature is
calculated. Using overlay analysis, this cell value can be linked to a parcel (see below), and
thus the distance of that parcel to the feature is obtained and stored in the database.
Another neighbourhood function, that allocates each grid cell to the nearest entity of a
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feature, has been used to determine in which growth area a parcel is located (see also
Chapter 5). 
Spatial data is integrated by map overlays (Section 3.3.2). Again a distinction should be
made between vector overlay and raster overlay (Heywood et al., 1998). Many different
types of vector overlay exist: union of polygons, intersect of polygons, ‘cookie cutting’,
point-in-polygon analysis, etc. For a comprehensive discussion refer to Heywood et al.
(1998), Longley et al. (2001), or Burrough and McDonnell (1998). For the analysis in this
study, overlay of raster data (representing land use, distance, land quality, etc.) with vector
data (points representing the location of parcels) has been used extensively. Overlay of a
raster data set with another raster data set is often made operational using map algebra. Cell
values at similar locations are for example added, subtracted, or divided. Map algebra is
applied in Chapter 8 to calculate the land price maps based on input from the Land Use
Scanner model.
During data processing it is possible that errors are introduced or that errors in the source
data are propagated. Above we have already concluded that the source data is of good
quality and suitable for the present study. The conclusions based on the land transaction
data should be considered within the limitations of the data set. Regarding the spatial
quality of the transaction data, it should be noted that the representation of parcels by the
mathematical centre of the parcel may lead to small measurement errors. Also the
representation of distances by raster data (for which we used also a 100 by 100 metres
resolution) leads to small measurement errors. A cell obtains the distance value of its
centre, which is attributed to a parcel, which in its turn may be located at a different
location in that cell. However, regarding the minimum size of parcels and the type of
analyses carried out, the effect of these measurement errors is only marginal. 
4.5 Summary
In this chapter the data collection for this study has been presented. The data consist of
land transaction data and spatial data. The land transaction data consists of a table with
transaction information and a table with parcel information. A complicating factor is that
prices are only known for a transaction, while the location is a property of the parcels. This
1-to-n relationship between transactions and parcels is dealt with in the next chapters. 
After removing errors and omissions the total data set comprises 8,451 transactions that
represent 15,190 parcels. The data set has some limitations: manual coding results in
attributes with a low information value and leaves room for subjective interpretation.
Besides this, not all rural parcels are present in the data set; the analysis is carried out for
transactions larger than 0.25 hectare and for which legal ownership is transferred. The data
set contains about 70 percent of all the land transactions outside built-up areas.
The spatial data covers a wide range of topics, such as land use, infrastructure, land policy
and agricultural conditions. The general quality of the data is good, though some remarks
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have been made. Imperfections of the spatial data collection are that the data sets originate
in different years and that they have different scales. Additionally, for spatial plans a
substitute in the form of the New Map of the Netherlands had to be used as spatial plans
are difficult to get and often not digitally available. All data sets have been processed and
stored so that they can be used in the spatial analyses without any problems.
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5.1 Introduction
If one examines empirical land price studies, one finds that land markets are studied at
many different locations and that the extent of the areas which have been analysed varies
greatly among the studies. Some studies only look at a local situation, such as the studies of
Lin and Evans (2000), who study land prices in Taipei City, Taiwan, and Pyle (1985), who
analyses the land market in the metropolitan area of Rochester in the USA. Many studies
have a regional coverage, such as the studies of Chicoine (1981), Perry and Robison (2001),
Shonkwiler and Reynolds (1986), Hardie et al. (2001), and Coffman and Gregson (1998),
who all analyse county data in the USA. Daoili and Demoussis (1992) study data from a
Greek province, while Vaillancourt and Monty (1985) and Weersink et al. (1999) discuss
the land market in Canadian provinces. A national coverage is more common for
macroeconomic studies on land prices, such as the study of Cavailhès et al. (1996) for
France, and Just and Miranowski (1993) for the USA, though a regional approach is also
possible (Van Dijk et al., 1986).
The studies at the national level and many studies at the regional level use aggregate
statistical data and do not use data from individual transactions and parcels. Individual
transactions and parcels are usually examined at the local level or in small regions. In
general, the extent of the area is determined by the data set available, the data handling
capacity of software and hardware, and the fact that parcels have a limited spatial extent. If
one wants to use individual parcel sales instead of aggregate statistics, the study area needs
to be limited as in these cases the data sets are large. In this thesis, a fairly large study area
has been chosen for the analysis of individual land transactions compared to other
empirical studies: the province of Noord-Brabant. The reasons for choosing the province
of Noord-Brabant have already been given in Chapter 1: it is a province where all types of
land use are present in an environment with high land use pressure and which is rather
dynamic compared to other areas in the Netherlands.
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This chapter forms the connection between the theoretical part and the empirical part of
this study. It gives an overview of the case study area and discusses it in the wider context
of land use planning and land use policy. Additionally, the results of an exploratory data
analysis are reported. The aim of the exploratory data analysis is to find interesting
relationships and patterns, get an idea of the issues in the land market of Noord-Brabant,
and identify actors and factors that have a significant influence on the land prices. The
exploratory data analysis is carried out with the knowledge that was acquired in the
theoretical sections, and the results will be used in the next chapter. The analysis focuses on
factors that affect land prices. In Chapter 2 the bid rent theory was explained and the
relationship with the hedonic pricing method was explained using the work of Rosen
(1974). In the next chapter, based on this, a regression model is developed that explains
land prices, using parcel and transaction characteristics. In the review of empirical literature
an overview of factors was given, which forms the starting point for the explanatory
analysis in the current chapter.
This chapter has the following structure. Section 5.2 introduces the study area. First the
province of Noord-Brabant is described and the second part of Section 5.2 examines land
policy and spatial policy in the Netherlands and in Noord-Brabant. In Section 5.3 the
exploratory data analysis is reported. The parcel characteristics, the actors in the land
market in the province of Noord-Brabant, and other factors that affect the land prices are
discussed subsequently. Section 5.4 gives a summary and the conclusions of this chapter.
5.2 The study area
5.2.1 The province of Noord-Brabant
The region that is the topic of study in the next chapters is Noord-Brabant, which is one of
the twelve provinces of the Netherlands. The province of Noord-Brabant is located in the
southern part of the Netherlands (see Map 5·1). The province covers an area of 4,929
square kilometres of land (5,082 including water), which is 14.6 percent of the available
land in the Netherlands, and houses 14.9 percent of the total population of the
Netherlands, which corresponds to about 2.4 million people (these figures are for the year
2000, CBS-Statline: cbs.nl, web). Approximately 15 percent of the gross domestic product
is generated in Noord-Brabant (CBS, 2000). Table 5·1 shows that, compared to the other
provinces in the Netherlands, manufacturing is relatively more important in Noord-
Brabant and services are relatively less important if measured as percentage in gross added
value. The gross added value of the category ‘farming and fisheries’ is a little under the
average value of the Netherlands. This last figure is, however, not representative for other
years, as in 1998 Noord-Brabant was still recovering from a swine fever epidemic (see
below). In other years the percentage in gross added value for farming and fisheries is
about the same as the national average. 
The province of Noord-Brabant is located south-east of the Randstad area, which is the
most urbanised region in the Netherlands, while the urbanised German Ruhr area lies east
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Percentage in gross added value, 1998
Noord-Brabant Average Netherlands
Farming and fisheries 2.6 3.1
Manufacturing 35.1 26.7
Commercial services 43.0 48.0
Government and health 19.4 22.3
of the province, and Belgium’s most urbanised region is not far from the southern borders
of the province. The north and north-east of the province is bordered by the Meuse river.
The main cities in Noord-Brabant are located in an east-west fashion (see Map 5·2). The
four largest cities are Eindhoven (population 202,000), Tilburg (194,000), Breda (161,000)
and ‘s-Herthogenbosch (130,000). The other cities named in Map 5·2 have a population
between 40,000 and 80,000 (1999: cbs.nl, web). From 1990 onwards the population growth
has been rather constant; between 14,000 and 19,000 people each year. The number of
houses grew between 11,000 and 15,000 each year in the same period (Provincie Noord-
Brabant, 2000). The growth was stronger in urban areas than in rural areas and until at least
2005 this trend is expected to continue (Provincie Noord-Brabant, 2000). Moreover, until
2030 the urbanisation will be considerable, as it is expected that about 30 percent of
Map
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the growth for housing and employment accommodation will take place in the south of the
country, especially in Noord-Brabant (VROM, 2001a).
Map 5·2 also shows the industrial and commercial areas in Noord-Brabant. Between 1995
and 1999, industrial and commercial areas increased by about 250 to 300 hectares each
year, which is more than 20 percent of all new business areas in the Netherlands (Provincie
Noord-Brabant, 2000). Most industrial and commercial areas are located close to or inside
urban areas and particularly in the larger cities. One of the exceptions is the large industrial
park Moerdijk in the north-east of the province, which comprises a port for seagoing
vessels. Another exception is Hazeldonk, located south of Breda, which is a logistic centre
that houses many international transportation companies. Transport and distribution is a
relatively important sector in Noord-Brabant as a result of the location between urbanised
regions and the presence of international transportation links (VROM, 2001a).
The main elements of the infrastructure in Noord-Brabant are shown on Map 5·2 as well.
The province has a dense network of motorways and the main links for international
transportation run through Noord-Brabant. The Meuse river bordering the north of the
province forms a barrier over which seven bridges for motorways have been built.
Motorways in development or under construction are visible as dotted lines in Map 5·2,
and are located mainly around the city of Eindhoven. The new motorway from Eindhoven
to Oss, which is used for one of the case studies in Chapter 7, will be completed in 2003. A
major rail infrastructure project, also discussed in Chapter 7, is the development of a high
speed railway from Amsterdam to Brussels and Paris, which will run through Noord-
Brabant via Breda and which will be completed in 2007. Though major construction works
are being carried out in the province, it will not be the site for an international high speed
train station. 
Although built-up areas are growing strongly and infrastructure is developing, agriculture is
still the largest user of land, using 63 percent of the total area of the province (see Figure
5·1 below). The distribution of the different agricultural sectors is partly determined by the
soil types in Noord-Brabant (see Map 5·3). The province consists for a large part of sandy
soils. The north-east of the province in particular is historically a poor agricultural area,
though the region has developed into a major agricultural centre with intensive livestock
farming in the past decades. However, the high concentration of intensive livestock farms
has resulted in an unsustainable situation. The farms have a strong negative impact on the
quality of the natural environment and the living environment because they cause
eutrophication and acidification as a result of a surplus of fertilisers and manure. Other
negative impacts are odour nuisance and in some municipalities pig stalls dominate the
landscape. The veterinary vulnerability of the livestock farming in the region was displayed
with the outbreak of swine fever in the Netherlands in 1997. The epidemic had strong
impacts on the economy of the eastern part of Noord-Brabant and even on the economy
of the Netherlands. The total costs have been estimated at 1.6 billion euros and the
economic growth over 1997 of the Netherlands was reduced by a half percent due to 
86
Chapter 5
Map
5·3
87
Chapter 5
the swine fever epidemic (Provincie Noord-Brabant, 1998). Another effect of the epidemic
was that the national government has launched a restructuring policy for the pig farming
industry, which also affects the spatial planning and land use on the sandy soils (Van den
Brink and Heinen, 2002). This Reconstruction Act is discussed in the next section.
Map 5·3 shows that Noord-Brabant knows a few other agricultural regions besides the
sandy soils. The north-western part of Noord-Brabant consists of clay soils where arable
farming takes place and in the area around Roosendaal some horticulture and tree
cultivation is present. Other types of farming in Noord-Brabant are cattle farming and
mushroom cultivation. The number of greenhouses is increasing, mainly in the western
part of the province, north-east of Tilburg. In 1998, about 750 holdings comprising a
surface of about 1,000 hectares of greenhouses were located in Noord-Brabant (Provincie
Noord-Brabant, 1999). This was 35 percent more than in 1989 and one third of this
expansion can be attributed to greenhouses relocating from the Randstad area. Provincie
Noord-Brabant (1999) expects this growth to continue in the next years.
The natural landscape of Noord-Brabant is diverse. Figure 5·1 shows that 13 percent of the
province is covered by woods and Map 4·2 in the previous chapter shows that they are
scattered over the province, with the exception of the north-western part. Nature areas take
up 3 percent of the available area. The Biesbosch, north of the city of Breda, is one of the
larger nature areas and is important for drinking water production, while the sandy soils in
other parts of Noord-Brabant have resulted in dry nature areas, such as the moors near
Eindhoven and Tilburg (see Map 5·4). Other valuable areas are the brook valleys in the
south and middle of the province, visible on Map 5·3 as narrow areas of clay soil
surrounded by sandy soil, and on Map 5·4 as nature development areas. Map 5·4 shows the
elements of the National Ecological Network (‘Ecologische Hoofdstructuur’), which is a
cohrent network of nature areas with connecting zones that should be established in 2018
(LNV, 1990). The development of the National Ecological Network is discussed in the
next subsection.
32,124
6,470
8,142
964 1,737
1,363
Agriculture (63%)
Forest (13%)
Nature (3%)
Water (3%)
Built-up (16%)
Infrastructure (2%)
Land use in Noord-Brabant in 1996 (in hectare; source: spatial data set)
Note: ‘Built-up’ includes parks, sports fields, etc. Rounding errors can explain the small
difference with the CBS figures mentioned above.
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Looking at the study area from an overall perspective, we see a province in which all land is
used intensively for many different functions. (This is also visible in Map 4·2 in the
previous chapter, which gives an overview of all land use classes.) The province is bordered
to the north by rivers, to the south by Belgium and to the west by a delta region.1 Noord-
Brabant is located near large urban areas, particularly the Randstad area, which causes
pressure on the land use through urbanisation, infrastructure construction, and expansion
and relocation of all kinds of activities. The possibility exists that the diversity of the
landscape may disappear as a result of these developments (VROM, 2001a); the
establishment of a National Ecological Network aims at reversing some of the negative
aspects of these developments. Restructuring of intensive cattle farming on the sandy areas
will also contribute to the protection of the landscape. All issues mentioned above affect
land prices and may be included in the explanatory model. 
5.2.2 Land policy and spatial policy in the Netherlands and Noord-Brabant 
In the Netherlands the land market is strongly influenced by land policy, like in many other
countries. Land policy is the interference of the government in the land market, which aims
to bring the actual land use closer to the socially optimal land use, to improve the spatial
quality, and to apportion the costs and revenues of government intervention among the
actors (IBO Grondbeleid, 2000). Land policy thus adjusts for the positive and negative
external effects, which was already discussed in Section 2.5.2, where intervention was
analysed from a theoretical perspective. Land policy is a means to realise spatial policies
and sector policies. Sector policies support aims for development of nature, housing,
recreation, education, and health care, for example (VROM, 2001b). The government can
pursue an active policy, in which she buys and sells land herself, or a facilitating policy
which focuses on regulation of the land market (IBO Grondbeleid, 2000). In practice the
policy is usually a mix of both types. In the Netherlands the government does not regulate
the land market by determining the land prices, but only uses regulations such as land use
planning (thus by applying constraints, see Section 2.5.2). So basically the land market is a
‘free’ market where market prices for land are established, within the limits set by the
government. These limits are, however, strict.
An analysis of land policy, spatial policy and their relationship with land markets is complex
due to the fact that policies that are not directly aimed at land markets can indirectly affect
land markets and, alternatively, land policy and land market policy are used to achieve a
wide range of spatial and non-spatial goals. For this reason, only policies that are relevant
for the analysis of the land market in the subsequent sections are discussed briefly here.
Policies that do not result in spatial differentiation of land prices are not included in the
overview. As the Netherlands is a decentralised unified state, where the national
government and national parliament determine the decision leeway of provinces (Van den
Brink and Van der Valk, 2002), national policies are implemented in the province of
Noord-Brabant and need to be discussed below.
                                                
1 Thus the study area is rather well bounded, which helps to reduce spatial spill-over effects as discussed in
Section 3.4.1. In general, provinces in the Netherlands are no clear distinctive spatial units. 
90
Chapter 5
An important component of spatial policy is land use planning, which, as we will see, has a
strong effect on the land prices in the Netherlands and in Noord-Brabant. Land use
planning is carried out at three government levels. The first level consists of the
municipalities. Municipalities develop local land use plans (‘bestemmingsplannen’), which
are detailed plans that lie down the permitted activities and other rules regarding the use of
each zone or parcel. Local land use plans can only change after a legal procedure and
should be revised every ten years, though in practice this is not always the case, especially in
the rural areas (Van den Brink and Van der Valk, 2002). Provinces develop regional plans
(‘streekplannen’), which also appear every ten years, and which are formulated in
consultation with local governments and other stakeholders. The national government
develops the framework for land use planning in memoranda on spatial planning. The first
memorandum on spatial planning appeared in 1960, the most recent memorandum, the
fifth, in 2001 (VROM, 2001a). Major decisions are laid down in national spatial planning
key decisions (‘planologische kernbeslissingen’). For many aspects of spatial planning the
national government develops sector plans, like the Nature Policy Plan (‘Natuurbeleids-
plan’, which appeared in 1989) and the Fourth Memorandum on Water Management
(1997). Provinces and municipalities can also develop plans for specific aspects of spatial
policy. 
Although the planning is described above as a well-defined top-down approach, recent
developments, such as changing market forces and planning decisions for housing (see
below), cause a change in strategic spatial planning in the Netherlands (Korthals Altes,
2000). Spatial planning is becoming more decentralised (De Klerk and Hajer, 2002) and
more (private) participants are involved in the planning process. For the Fifth
Memorandum on Spatial Planning this has resulted in an extensive planning development
trajectory in which many actors have been consulted. For instance, discussion sessions have
been organised with citizens, provinces, city administrations, and other interest groups. 
National plans have, however, still a major influence on land use planning. An important
aspect of the Nature Policy Plan is the establishment of a National Ecological Network
(see also Map 5·4). The National Ecological Network was a reaction of the government to
the decreasing environmental quality, caused by acidification, ground water depletion,
eutrophication, and a diminishing natural area. Nature areas have become small and
fragmented, which has a negative effect on the number of species and small areas are more
vulnerable to external effects. The National Ecological Network aims at decreasing the
fragmentation by enlarging and connecting nature areas. In total, 250,000 hectares of ‘new’
nature areas will be created (RIVM, 1999). Including the already existing areas, it is planned
that the total National Ecological Network, excluding the lake and sea areas, will comprise
about 750,000 hectares in 2018. 100,000 hectares of the National Ecological Network are
located in the province of Noord-Brabant, of which about 70,000 hectares are currently
existing forests and nature areas. The nature areas to be created consist of three different
types: nature development (6,000 hectares in Noord-Brabant; DLG, 2001), nature reserves
(15,000 hectares; DLG, 2001) and ‘agreement-areas’ (10,000 hectares; brabant.nl, web). For
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the first two types the government buys land and hands it over to nature conservation
organisations. In ‘agreement-areas’ the government makes agreements with farmers about
nature conservation measures and compensates them financially. Besides these three types,
connecting zones between the nature areas will be created. The establishment of the
National Ecological Network has not started smoothly: bounding the National Ecological
Network areas has taken more time than expected and strongly rising land prices required
budget increases. As a result, land purchases are behind schedule (RIVM, 2001).
In a supplement to the Fourth Memorandum on Spatial Planning, the national government
introduced an new urbanisation policy that also affects rural areas. In this supplement,
known by the acronym VINEX, the government indicated locations near a selected
number of urban areas that could be used for expansion. The aim of this policy was to
concentrate growth, thus the policy was supported by tighter restrictions on building
outside VINEX locations (Needham, 1997). Although previously the government had
appointed growth contingents to municipalities, now also specific locations were indicated
and discussed publicly. This new policy led to changes in the position of the actors in the
land market for urban expansion. Formerly the municipalities pursued an active land policy
in which they bought agricultural land, serviced it, and sold it to property developers or
other private parties who developed it according to the land use plan. The new policy
focussed growth at specific locations, which were discussed and published, so developers
acquired land at locations with high development gains to secure their positions, before the
municipalities could buy land (Needham, 1997). Supported by strong increases in prices of
houses, the property developers could offer farmers a high price for land that likely would
change from farmland to land for housing. The change of policy also resulted in land
speculation at some locations, as speculators could take land positions in areas for which
plans were known. All these developments caused strongly rising land prices at VINEX
locations and a slow start of the development of VINEX locations, at which more than
600,000 houses will be built by 2015.
At the provincial level, the province of Noord-Brabant has an additional policy that
supports the aim of concentrating growth in urban areas. The province distinguishes urban
regions and five different growth classes for this policy (see Map 5·5). Classes 1 to 3 are
rural villages in which expansion should only take place to house local growth and which
are not allowed to have a positive migration balance (Provincie Noord-Brabant, 1999).
Classes 4 and 5 are allowed to grow and have a positive migration balance, though the
major part of the new houses and commercial buildings should be concentrated in the four
urban regions. The province does not, however, have any means to enforce its growth
policy. The policy is mainly a framework for other policies and activities of the province,
such as the approval of local land use plans, because the regional plans that provinces
develop have a weak legal status. 
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Another policy is related to the swine fever epidemic that was mentioned in the previous
section. The epidemic has resulted in a speeding up of the measures to solve already
existing problems of the intensive livestock farming sector in the Netherlands, of which a
large part is located in the province of Noord-Brabant. A Concentration Areas
Restructuring Act took effect in April 2002 (Van den Brink and Heinen, 2002), thus the
current measures fall outside the scope of this study. However, a relation exists with the
manure policy that has been in effect since the late 1990’s. The manure policy has spatial
effects in rural areas, as farm closures are promoted with subsidies and farms move due to
production restrictions. The Restructuring Act aims at spatial restructuring of the area
using spatial zoning. Pig-free zones will be created and stalls will be demolished. To finance
the demolition of stalls, houses will be built on some of these locations. In this way
extensification in the livestock farming areas will be promoted.
Besides the spatial and land policy mentioned above, a wide variety of laws, regulations,
and policies affect the land market and affect land prices. The Expropriation Act allows the
government to expropriate land, if necessary, to carry out important projects, usually
related to infrastructure development. The expropriation is a legal procedure in which
compensation for the current owner is determined. Examples of other policies that can
affect land prices are: policies of the European Union that subsidise (or stop subsidising)
specific agricultural sectors, resulting in a change of budget that farmers can spend on land;
the construction of infrastructure for which land should be bought; and local subsidies that
municipalities sometimes give to attract companies. However, in most cases, the spatial
differentiation of these policies does not result in noticeable price increases or decreases of
land at a local level. General policies are mostly applied uniformly and the spatial effects
Map
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depend on local characteristics, such as the type of agriculture. Moreover, in the
Netherlands the level of local taxes is very low compared to the national taxes, and the
uniform taxes have little effect on spatial differentiation (Van den Brink and Van der Valk,
2002). 
In conclusion, land policy and spatial policy have a significant effect on the land market in
the Netherlands and in Noord-Brabant. Zoning at the municipal level segments the land
market for different land use categories, which results in large price differences between the
market segments. The mechanics of how this occurs was explained in Chapter 2. Policies
such as the VINEX have added to these price differences. The aims to establish a National
Ecological Network and urban expansion policies should be visible in spatial land price
patterns. A quantitative analysis of this is one of the aims of this study and will take place in
the next sections and chapters.
5.3 Exploratory data analysis of the rural land market in Noord-Brabant
In the framework for analysing land price data, which was developed in Chapter 3 (Figure
3·4), the exploratory analysis takes a central position, after the discussion of the data set
(Chapter 4) and before the confirmatory analysis and modelling (Chapter 6). The
exploratory data analysis uses the findings from the theoretical section as a starting point.
The aim of the analysis in the next sections is to find out which factors affect the rural land
prices, in particular the spatial differences in land prices, and how those factors affect the
land prices. This leads to assumptions about which factors need to be included in the
explanatory land price model. Additionally, providing insight into the rural land market in
Noord-Brabant is useful for understanding the model.
As explained in Section 3.4, spatial analysis is not a linear process. An exploratory data
analysis is a ‘free search’, and an associative and interactive process of browsing through a
data set. The next sections report only the most interesting results from the exploratory
analysis as the data set is too comprehensive and the exploratory analysis process too cyclic
to report all findings. The size and contents of the data set allow many kinds of analyses,
which cannot all be carried out and discussed in this study. Therefore, the focus is on
spatial aspects of land prices, according to the aims of the study. The aim of the
exploratory data analysis is to answer the following question: What can be said about the
possible impact of the factors found in the literature study on the (spatial distribution of)
land prices in the Noord-Brabant data set? In addition some other findings are reported, if
relevant for explaining the land prices in Noord-Brabant.
The outline of the subsections below follows the list of actors and factors found in the
empirical literature; the concluding table of the study of empirical literature is repeated in
Table 5·2. First, in Section 5.3.1 the characteristics of the parcels in the data set will be
explored and subsequently, in Section 5.3.2 the transaction characteristics are analysed. The
major part of this section discusses the actors that can be found in the land market in
Noord-Brabant. Section 5.3.3 analyses the macroeconomic variables and government
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policies. As the macroeconomic variables cause little spatial variation in the land prices, the
main topic of this section is the effect of zoning and expectations. The conclusions of
Section 5.3 are included with the general conclusions of this chapter in Section 5.4.
Parcel characteristics
Location: Accessibility, Distance from / to
Physical properties: Slope, Elevation, Soil type, Fertility, Irrigation, Parcel size
Land use: Current, Future
Transaction characteristics
Actors involved
Relation of buyer and seller
Type of transaction
Market conditions
Macroeconomic variables
Supply and demand of land
Interest rates
Technological innovation
(Rural) income
Expectations
Government policy
Zoning
Taxation & subsidies
5.3.1 Parcel characteristics
Developed and undeveloped parcels
The land transaction database contains over 15,000 parcels that changed owner between
January 1998 and July 2001. Map 4·1 already showed that most parcels are located outside
urban areas. This does not, however, mean that the parcels do not contain any buildings or
other property and improvements. About 20 percent of the parcels contain some kind of
additional property, which can be anything between a paved road and a villa or an office
building2 (improvements such as drainage and unpaved roads, i.e. improvements that are
relatively cheap and do not affect the possible use of the parcel, are not included in this
figure). The price of the building or improvement is included in the transaction price. A
transaction can thus consist of one or more parcels, and each of these parcels can be
developed. A typical transaction of this kind is when a complete farm is sold: the
transaction then includes a farm and all parcels of farmland belonging to it, which is sold
for a single price. The percentage of transactions that include developed parcels is thus
                                                
2 These parcels will be called ‘developed parcels’ as opposed to ‘undeveloped parcels’, which do not contain
any additional buildings or improvements.
Factors affecting land prices found in the empirical literatureTable
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even higher than the percentage of developed parcels, namely 28 percent, because if a
transaction contains only one developed parcel, the total price of the transaction is affected.
It is not possible to make a distinction between the price of land and the price of the
building or improvement because for transactions that include developed parcels, only a
single price is agreed and registered. As a result of this, transactions that include one or
more developed parcels are excluded from most of the analyses in the remainder of the
present study. This study analyses land prices and for transactions with developed parcels
the land price is not known. An additional argument for excluding transactions with
developed parcels is that the interpretation of the explanatory model in Chapter 6 would be
incorrect if it included a variable for property. Transactions with developed parcels are only
included in analyses if specifically mentioned.
The developed parcels, and transactions with developed parcels, comprise a large part of
the data set. For that reason, the differences with the other parcels and transactions are
discussed first, before the analyses continues with the reduced data set. Table 5·3 shows the
main statistics for the two data sets: the results in the column labelled ‘Undeveloped’ are
based on all transactions that do not contain developed parcels, while the column labelled
‘Developed’ contains the figures for only the transactions that include developed parcels.
Undeveloped Developed
Number of transactions 6,107 2,344
Average:
Total transaction price (euros) 131,944 453,899
Transaction price (euros/sqm.) 5.86 37.32
Total size (ha.) 2.65 4.26
Number of parcels 1.56 2.42
Parcel size (ha) 1.70 1.76
Share of farmers among buyers 0.48 0.26
Share of relatives among buyers 0.07 0.12
Share of nat. government among buyers 0.14 0.07
Distance to built-up area (metres) 869 646
Distance to a road (metres) 461 343
Distance to a highway exit (metres) 5,043 4,653
Growth class (1-6) 2.10 2.28
The average transaction price difference is clear: the average transaction with developed
parcels is on average almost 3.5 times more expensive than the average transaction with
undeveloped parcels. If one looks at the average price per square metre, the difference is
even more explicit: transactions with developed parcels have an average square metre price
which is more than 6 times the square metre price of transactions without developed
Differences between transactions with developed and
undeveloped parcels
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parcels.3 Transactions with developed parcels are on average larger and comprise more
parcels, though the average parcel size is only a little more. This is quite surprising, as one
usually supposes that parcels with buildings are smaller than, for example, parcels that are
used for meadows. A closer look at the description of the parcels in the database shows
that this is caused by the fact that houses, stables, and gardens are often combined on
relatively large parcels. An additional reason is the fact that relatively many undeveloped
parcels are small pieces of land that are combined in larger transactions. 
The figures below the average parcel size in Table 5·3 give an indication of some of the
actors involved in the different transactions. Undeveloped land is bought more by farmers
than developed land. Relatives buy more developed land from each other, which may be
caused by the transfer of complete farms. The national government buys more
undeveloped land, which can be explained by the purchase of land for nature areas and
land development by DLG, and which is a relatively large share in the total purchases of
the government. The distance variables (see Chapter 6 for an exact definition of these
variables and Section 4.4 for a general description of how they have been calculated) show
that the undeveloped parcels in the data set are located in more rural areas: distances to
built-up areas, roads, and motorway entries/exits are on average higher than for the parcels
in transactions that do contain developed parcels. The growth class average is also a little
lower, which also means that the parcels are located in a more rural setting. A visual
inspection of Map 5·6, which contains all parcels with and without buildings and
improvements, does not, however, show any clear patterns. Note, though, that a pattern of
parcels related to infrastructure can de seen in Map 5·6B, which contains the developed
parcels. For example, in the rightmost tip of the province, a line of dots can be seen, which
are the parcels related to a railway. 
The conclusion of the comparison is that some differences exist between transactions with
developed and undeveloped parcels. Undeveloped parcels have on average a lower price
and are located somewhat farther from built-up areas. As it is not possible to determine a
land price of developed parcels using the available data, the analyses of land prices in this
study are restricted to undeveloped parcels. Chapter 6 will come back to this issue, as
another argument to exclude developed parcels is related to the formulation of the
explanatory model. 
Location of parcels
Map 5·6 (and Map 4·1) showed that the parcels cover most of the province of Noord-
Brabant, though in some areas more parcels have been traded than in other areas. A
number of explanations can found for this using GIS map overlays. The presence of nature
areas is a major explanatory factor for areas where very few parcels have been traded, such
as the Biesbosch area and the areas south and south-east of the city of Eindhoven. In
                                                
3 It is actually questionable to calculate a square metre price for developed land, as the value of property is
spread over the total area of land in the transaction. The price per square metre thus depends largely on the
property/land ratio.
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addition, parcels in nature areas are relatively large, which results in a low density of dots
on the maps. In general, the different sizes of parcels result in differences between the
number of transactions between areas: in areas with small parcels more transactions can
take place than in areas with large parcels. Land development projects are an explanation
for areas in which many parcels are traded. Where these projects take place, DLG is
actively buying and selling land and stimulating readjustment of land use, which goes
together with many land transactions.
The reasons above do not cover all variations in land transactions over space. A variety of
reasons can impact on the mobility of land (which is the number of transactions in an area).
Examples are the type of agriculture and the current organisation of an area (small-scale
family farms versus large-scale farming businesses), policies that have a local impact, such
as the Reconstruction Act, (see Section 5.2.2), and expectations about land price changes.
Explaining differences in mobility can be a complex issue, which will not be discussed
further in the present study.
Map
5·6
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The location of a parcel is an explanatory factor for its price, which was discussed in the
theoretical sections. Accessibility is in this respect an important concept. However, for an
analysis of accessibility, individual parcels and individual prices need to be related. This
analysis will not be discussed in the current exploratory analysis, but will be carried out
using the explanatory model in Chapter 6.
Other parcel characteristics
The land transaction database contains a number of other parcel characteristics that can be
analysed in the exploratory analysis. Firstly, it contains realised prices of land transactions
and the price of a parcel can be considered as one of its characteristics. The goal of this
study is to explain spatial differences in land prices, so an interesting analysis is to see if
there are any patterns in the distribution of land prices over space in the study area. To
make the spatial differences in land prices visible, an interpolated land price map has been
calculated (see Map 5·7). The point observations of the parcels have been interpolated over
the total area (as a map of the individual parcels represented as dots, classified by average
price per square metre, did not make any clear patterns visible).
The interpolation method that has been used is the inverse distance weights method with
power 1 and 12 neighbours, which means that a 100 by 100 metre cell value was calculated
using the average transaction price per square metre of the 12 nearest parcels (not including
developed parcels) and in which the nearer points have more weight than points further
away. The average price per square metre of a parcel is equal to the land price per square
metre of the transaction in case a transaction consists of more than one parcel. An
implication of this interpolation method is that individual transactions with an extremely
high (or low) price appear as small areas with high (or low) prices. Hence, the interpolation
is only meant to analyse patterns, not to analyse land prices at specific locations, as it only
shows average land prices over an area and not plot prices per square metre.
Map 5·7 gives an interesting picture of the spatial distribution of land prices, even though
the interpretation should be carried out with care. The map clearly shows that the highest
land prices per square metre can be found near the urban areas and particularly near large
urban areas. Near built-up areas, land prices are mostly above average while prices below
average can be found in the more rural areas. This gives an indication that land prices are
indeed affected by accessibility and distance to urban areas, as stated in the theory. In the
case of Noord-Brabant, the very high land prices near urban areas also give an indication of
anticipation of future urban expansion, such as areas under the influence of the VINEX
policy. The possible function change from rural to urban leads in these cases to higher land
prices.
Next, the land transaction database contains information on the size of a parcel, which
clearly has a relationship with the total price. About 10 percent of the parcels are less than
0.25 hectare, 41 percent of the parcels are between 0.25 and 1 hectare, 48 percent of the 
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parcels are between 1 and 10 hectares and 1 percent is larger than 10 hectares. Making an
interpolation map of the size of the parcels (not displayed) indicates that on clay soils in the
north-eastern part of the province, the average parcel size is somewhat larger than in other
areas. The largest parcel sizes coincide with the location of nature areas. For example, by
combining the spatial data and the transaction data in a GIS analysis, one can find that the
largest transaction regarding size included a nature area and a military training ground in
the south-western tip of the province. This area has been bought by a private nature
organisation. In fact, the top five of large transactions are all nature areas. 
The number of parcel characteristics that can be analysed further using the land transaction
database is limited, because it contains little information on parcels (see Table 4·1 in the
previous chapter). The combination of spatial data and transaction data allows the analysis
of some other physical parcel characteristics that are mentioned in Table 5·2. Slope and
elevation are not very relevant in a flat country like the Netherlands, though other parcel
characteristics may play an important part in explaining land prices. The fertility, soil type,
location in or near the National Ecological Network, and the growth class of the nearest
built-up area can all be determined if one overlays the parcels with Maps 5·3, 5·4, and 5·5.
The current land use of a parcel can also be determined in this manner, using the land use
map (Map 4·2). The relation between these parcel characteristics and the price of parcels
will be analysed further in Chapter 6, when the explanatory model is discussed.
5.3.2 Transaction characteristics
Actors
The land market is a diverse market in which many different actors operate. This study
focuses on the rural land market, which is a sub-market of the total land market, but that
does not mean that the number of different actors is less. Actors are usually categorised as
it is not possible to analyse all actors individually. This can be done in different ways,
depending on the purpose of the classification. In Section 4.2 it was mentioned that in the
land transaction database, legal ownership is registered. This means, for example, that a
distinction is made among natural persons and legal entities. DLG has added the categories
‘relatives’ and ‘farmers’ for their price and mobility analysis. For an economic study a legal
classification is less relevant; more interesting is a classification of market participants
according to economic behaviour and their influence on land prices.
However, a difficulty in classifying the actors according to economic behaviour is that
many actors have more than one role in the land market: governments are for example
legislators as well as buyers and sellers of land, and farmers use their land both for farming
and housing. So in many economic studies, actors are categorised using land use categories
(for instance in CPB, 1999). The problem with such a classification is that actors interested
in land for a specific type of use are not a homogeneous group, which is the opposite
situation of the fact that actors can play more than one role. Though the motives of actors
in a land use type may be the same, for example building houses, the (economic) behaviour
of a household and a property developer is very different in the submarket for housing.
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Taking this into consideration, Table 5·4 attempts to distinguish the actors in the land
market for the current data set and study area. The column labelled ‘economic actor’
contains the actors that can be distinguished from an economic perspective. This
classification is based on the study of empirical literature. For each actor, its objectives for
acting in the land market are described in the second column. The third column gives the
link between the classification in the land transaction database and the classification from
an economic perspective. For example, the category ‘other natural persons’ in the
transaction database consists of farmers, speculators, and households which all have
different economic motives to act in the land market. 
Returning to the exploratory analysis of the province of Noord-Brabant, the land
transaction database distinguishes 15 different categories of market participants, which can
be traced back in the third column of Table 5·4 (actually 14 categories can be found as the
distinction between ‘lessors natural persons’ and ‘lessors legal persons’ from the database is
not maintained in the table). Besides these 15 categories, a field exists that indicates if an
actor is a farmer. The 15 categories are based on the legal classification of the Kadaster and
are mutually exclusive, except for the category ‘relatives’. An ‘other natural person’ can for
instance also be a relative in reality, though not in the database. ‘Farmer’ is an additional
class which is not mutually exclusive, thus an actor can, for instance, be a relative as well as
a farmer in the database.
Although the classification in the land transaction database is not ideal from an economic
perspective, it is the only information that is available about actors. Hence, for the analysis
below the land transaction database classification must be used. The economic
classification of actors remains, however, the point of view from which the analyses are
carried out. Before continuing with the analyses, the number of different categories from
the land transaction database is reduced because some groups contain very little
observations or behave rather similar from an economic perspective. The following actors
are distinguished in the analyses below:
? Municipalities;
? Other governments, consisting of the categories: national government, provinces, BBL,
and public entities;
? Nature conservation organisations;
? Relatives;
? Lessors;
? Tenants, which are tenants and long-term heritable lease holders; 
? Natural persons, which is the category ‘other natural persons’;
? Legal entities, consisting of banks and insurance companies, churches, and other legal
entities.
Besides these actors, farmers will be discussed separately in some analyses. In the category
‘other governments’, the provinces and public entities contain very few observations
compared to the national government and DLG (BBL). The distinction between
‘municipalities’ and ‘other governments’ is justified by the fact that the national 
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Economic actor Objectives Actor in database 
Farmers - Need land to farm.
- Need land for housing.
Relatives
Other natural persons
Tenants
Long-term heritable lease
holders
Lessors
Farmer *)
Governments
National government - Legislator.
- Needs land for housing of
government institutes.
- Buys and sells land for all kinds
of purposes, also to support
policies not directly related to the
land market.
National government
Municipalities - Developing rural land for
expansion of the built-up area.
- Carry out land use planning.
Municipalities
Other public entities - Carry out legislation that can
affect the land market indirectly.
- Need land for a range of
activities.
Provinces
Public entities
BBL (DLG)
Property developers - Need land to develop housing
and offices.
Other legal entities 
Speculators - Aim at financial gain as a result
of expected land price changes;
do not use the land.
Other legal entities 
Other natural persons
Other private and legal
persons
Households - Need land for housing. Other natural persons
Relatives
Companies and other
organisations /
institutions
- Need land for housing and
business. 
Other legal entities
Landlords - Diverse group, which uses land
as a storage of wealth; mostly do
not use the land themselves.
Banks and insurance
companies 
Lessors
Churches
Nature conservation
organisations
- Buy land for expansion of nature
areas and conservation.
Private nature conservation
organisations
Real estate agents - Mediate; do not use the land Other legal entities
Classification of actorsTable
5·4
*) Not a class but a separate indication.
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government, DLG, provinces, and public entities have a regional orientation, while
municipalities act on the local land market. DLG is not recognised as a separate category,
as their economic behaviour is largely similar to that of the national government in rural
areas and DLG buys land for the national government, mostly for nature conservation.
Another reason is that the category DLG does not fully represent all transactions in which
DLG is involved. In an unknown number of cases DLG acts as the middleman between
two parties. In these cases DLG buys the land, but directly delivers it to the client using a
so-called ABC-transaction (De Boer, 2002). Only the seller (A) and the client (C) are
registered at the Kadaster, while DLG (B) actually bought the land. ABC-transactions are
often used for the purchase of land for nature conservation.
Actors can play different roles in the land market aside from the objectives they have.
Firstly, most actors operate on the buying side as well as on the selling side of the market.
Some actors operate more as buyer and some more as seller. Nature conservation
organisations, for example, buy more land than that they sell and churches sell more land
than they buy. This is shown in Figure 5·2, which displays the percentage of the amount of
land (of the total traded area of 16,196 hectares in the period January 1998 until July 2001)
that has been sold and bought by different groups of actors. Secondly, legislator is another
role that is played on the land market. The different government institutions make and
carry out legislation which directly and indirectly affects the land market. Finally, the role of
mediator is carried out by some actors, mostly by real estate agents and by DLG. 
Returning to Figure 5·2, we can see that most land is sold by natural persons. ‘Natural
persons’ is a very broad category that contains households, farmers, and basically everyone
who is not a company or institution and does not fit in any of the other categories.
Relatives trade 9 percent of the land among each other, which makes it the second largest
category on the selling side and the third largest on the buying side. From empirical studies,
it can be expected that most of this land is traded for a price that lies substantially below
the market price (Perry and Robison, 2001). Legal entities are the second largest group on
the buying side, buying 10 percent of the land and selling 6 percent. Legal entities are also a
Amount of land (in percentage of total area) sold and bought by actors
Who sells?
69%
0%
6%
3%
0%
7%
6%
9%
Municipalities
Other governments
Nature conservation
Relatives
Lessors
Tenants
Natural persons
Legal entities
Who buys?
7%
9%
6%9%
52%
10%
0%
7%
Figure
5·2
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broad category, containing (agricultural) companies, property developers, and speculators,
among others. It is interesting to see that municipalities and other governments bought
more land than they sold in the period that the database covers. The 7 percent difference
for both categories ((9+7)-(6+3)) together equals 1,187 hectares, which is about 0.24
percent of the total area of the province. The category ‘other governments’ can have a
surplus of land as a result of the purchases of land for nature development within the
framework of the National Ecological Network and the purchase of land for infrastructure.
For the positive balance of municipalities two reasons can be mentioned. Firstly,
municipalities buy land for urban expansion. After servicing it, they divide the land into
smaller parcels for buildings and keep the part of the land that is public space. Besides this,
the small parcels are not present in the database if the transactions containing them are
below 0.25 hectares. Secondly, in past years municipalities bought much land within the
framework of the VINEX policy. They own land temporarily before it is developed, which
was happening in the years the database covers. Next, a small group of actors in the rural
land market in Noord-Brabant, are private nature conservation organisations. They have
bought 6 percent of the land that was traded and hardly sold any land. Finally, it goes
without saying that tenants only bought land while lessors mostly sold land. 
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Figure 5·3 shows that tenants mainly bought land from their lessors. This figure gives
insight into which actor traded land with which actor. In contrast to Figure 5·2, which was
related to the area, now the number of transactions is the variable that is shown. The
majority of the transactions take place among natural persons. Notice that the bar rises far
above the edge of the figure and amounts to 3,633. Evidently, relatives only trade land with
relatives. It is interesting to see that private nature conservation organisations buy land
from natural persons directly, though these figures are likely blurred by ABC-transactions,
which were discussed above. DLG is often involved in these transactions as the middleman
or subsidy-giving organisation. Figure 5·3 also contains a few bars with only one
transaction. Unfortunately it cannot be verified if these are data errors or rare transactions.
The average price paid for land by the different actors is displayed in Figure 5·4. The large
difference between the average price paid for land and the average price received for land
for municipalities can again be explained by the fact that the land transaction database does
not contain parcels smaller than 0.25 hectares. The two prices do not refer to the same
types of parcels: municipalities usually buy farmland and sell serviced parcels. The parcels
that are present in the database are parcels that municipalities have sold to other
governments and nature conservation organisations, which are often forest or nature, and
parcels they have sold to farmers, which may be, for instance, land for relocation of farms.
Another observation from Figure 5·4 is that legal entities and municipalities pay the highest
price per square metre. These are two types of actors that develop land for housing. As
housing is a function with a high value, it can offer a high price for farmland. The high
price that legal entities pay can also partially be explained by land speculation and the fact
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that property developers take land positions. Also visible in Figure 5·4 is that rented land is
traded for a lower price due to legal constraints. Relatives trade land for a low price as well;
the price is similar to the price of rented land. Finally, the category ‘other governments’
takes a middle position regarding the price per square metre for land sold and bought. They
sell land for a price somewhat lower than when they buy land. This may again be explained
by different characteristics of parcels that have been purchased and parcels that have been
sold. 
In the remainder of this section, the different actors are discussed in detail. The actors are
discussed according to the economic classification presented in the first column of Table
5·4. The farmers, governments, property developers, speculators, other private and legal
persons, and real estate agents are analysed successively, using data from the land
transaction database whenever possible. 
Farmers
Farmers are large users of land. Figure 5·1 showed that 63 percent of the available surface
of the province of Noord-Brabant is used for agriculture; most of this land is owned by
farmers. Consequently, farmers are a large group of buyers and sellers. The importance of
farmers in the land market is recognised in the land transaction database, in which farmers
have a special indication. This makes an analysis of the farmers’ transactions possible: in 48
percent of all transactions the buyer was a farmer and in 46 percent of the transactions the
seller was a farmer. Farmers can be found in several categories: 80 percent of the buying
farmers are natural persons, 9 percent relatives, 7 percent tenants, 2 percent legal entities,
and 1 percent other. On the selling side the figures are in the same order of magnitude,
though 87 percent are natural persons and tenants obviously cannot sell land. 
Starting farmers usually obtain land through a business take-over; most often, the farm is
taken over from the parents. One cannot see this directly in the data set, but an indication
is that for 216 from the 434 (50 percent) transactions that took place among relatives, both
actors were farmers. Most of these transactions are from father to son, though other family
relations (wife, brother) are also included. The number of father-to-son transactions a few
decades ago was probably much higher, as nowadays many farmers lack a successor and
many family businesses are ended (Schnabel, 2001). It should also be noted that many
family transactions include property. If these transactions had been included, 403 out of
710 (57 percent) family transactions would have been between farmers. Transactions
including property often comprise a whole farming enterprise. 
In order to grow, a farmer can invest ‘in depth’, which means that he (or she) tries to use
the existing amount of land more intensively or he can buy more land to raise his
production. The left hand part of Figure 5·5 shows that farmers buy most of their land
from other natural persons, of which about two thirds are farmers. Relatives are the second
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largest supplier of land for farmers followed by lessors.4 Another motivation for farmers to
buy land is relocation. If a farm has to move, for example because the land is needed for
the construction of a road, a farmer can decide to start at another location. Often farmers
receive a good price for their land, especially if their farmland changes to housing or
business. In these cases they can buy more land than they possessed before.
When farmers stop farming, they can sell or rent their land to other farmers who want to
expand their farm. Wether they can sell land to other actors depends on the location of the
land and the local land use plans. For instance, if land is located favourably for nature
conservation, a nature conservation organisation might be interested. The right graph in
Figure 5·5 shows to whom farmers sell land. The largest group is the ‘other natural persons’
category, of which 83 percent are other farmers. The second largest group to which
farmers sell are ‘other governments’, followed by relatives, of which most are farmers. The
figure further shows that farmers sell to a range of other actors and a difference exists with
the actors they buy from. This implicitly gives a first indication of the function change of
farmland to land with another function; this is explored further in other parts of this study.
Although the farmers are considered a homogeneous group in this section, the differences
between different farmers are large. The group consist of small farmers, who may also have
another job outside their farm, and large farmers, who can have several employees (though
these firms are found in the ‘legal entities’ category). Also, between farms of the same size
differences exist: a milk producing farm has different needs than a wheat growing farm. As
a result, individual farmers have different objectives for buying and selling land. 
                                                
4 Figure 5·3 showed that, by definition, relatives only trade with relatives. The difference between the number
of transactions with relatives between the two graphs in Figure 5·5 is explained by the fact that farmers also
sell to and buy from relatives who are not farmers.
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Not much can be said about the spatial behaviour of farmers based on the data set.
Farmers operate in all rural regions in Noord-Brabant. On an individual level, farmers
prefer generally to buy land close to their farm. The saying “neighbour’s land is only for
sale once” indicates that the price is not always the major argument for buying land, but the
adjacency or nearness is also important. For farmers as a group, migration to other regions
and other countries can affect spatial patterns of land prices. However, within the province
of Noord-Brabant, the effects are expected to be very small compared to the total amount
of traded land.
Governments
Governments are a special type of actor in the land market. The government in the
Netherlands and Noord-Brabant carries out a mixed active and facilitating land policy,
which was discussed in Section 5.2.2. Thus besides being regulator, the government also
buys and sells land. Different types of government are registered in the database; a
distinction is made between municipalities, provinces, national government, DLG, and
other public institutions, such as water boards. Municipalities and other governments have
bought 16 percent of the land and have sold 9 percent (refer to Figure 5·2 above). Most
land in rural areas is bought by municipalities; provinces hardly buy or sell any land (see
Table 5·5). All together, the governments have bought more land than they sold from
January 1998 till July 2001. 
Bought (ha) (% of total) Sold (ha) (% of total)
DLG 587 23% 393 29%
National government 593 23% 371 28%
Province 9 0% 7 1%
Municipality 1,091 43% 437 33%
Other public institutions 246 10% 131 10%
Total 2,526 100% 1,339 100%
Governments have different objectives for acting in the land market, and even a single
government organisation can have more than one objective. Governments purchase land
mainly for three activities: urban expansion, infrastructure development, and nature
conservation. Urban expansion is carried out by municipalities, who act on the local land
market. The figures and tables above show that municipalities do not keep the land, but sell
it to project developers and other private persons. Figure 5·5, for instance, shows that
municipalities buy much more from farmers than that they sell to farmers. The land they
sell according to Table 5·5, is thus mainly land that will be used for housing, business areas,
or another urban use. The difference between the amount of land bought and sold by
municipalities was already given above: the small parcels sold are not present in the land
transaction database.
Land transactions by the governmentTable
5·5
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The province of Noord-Brabant has bought and sold only a few hectares of land. In the
Netherlands, provinces mainly buy land for infrastructure development or their own use.
Still, the provinces have a rather important role in the land market as they develop policies
that affect land prices. For instance, the development of the National Ecological Network
is organised by provinces. The province assigns DLG to carry out the necessary land
transactions. As explained above, the province of Noord-Brabant also develops regional
land use policies that affect land prices. Other public institutions are, for example, district
water boards and recreation boards, which buy and sell some land for specific tasks, such
as water storage and water management, and do not have any serious involvement with
land policy or spatial policy. 
The national government buys and sells land for many different purposes. Examples for
which the national government can buy or sell land are the construction of highways, to
steer agricultural developments, to create or protect nature areas, and to build government
offices. In only a few cases the purchase or sale of land is directly aimed at influencing the
rural land market. The purchase and sale of land is located at several departments of the
national government, such as the Ministry of Finance, the Ministry of Transport, Public
Works and Water Management (Ministry of V&W), and the Ministry of Defence. The
Ministry of V&W is an important government actor and in the province of Noord-Brabant
two of its major projects involving land transactions are the construction of the high speed
railway and the motorway from Eindhoven to Oss (see Chapter 7). This ministry often
purchases only parts of parcels and applies expropriation more easily than other ministries
if sellers do not co-operate: infrastructure is built after long planning and legal procedures
and the land use change is already determined. DLG is responsible for 23 percent of the
purchases of the government and 29 percent of the sales. DLG bought and sold almost the
same amount of land as the national government. DLG often buys for others, so the
number of sales and purchases DLG is involved in is larger than displayed in Table 5·5
considering the ABC-transactions.
The governments do not buy and sell their land equally across the province. Map 5·8 shows
the distribution of parcels purchased by municipalities, DLG, and the national
government.5 As expected, municipalities buy parcels that are located close to urban areas.
DLG has bought land in specific regions, which is related to land development projects
that are carried out in certain areas. (Remember that these parcels are only the land that is
not delivered through an ABC-transaction.) The national government clearly has bought
land for infrastructure development, which is visible from the line-patterns in the map. The
parcels that have been sold by the different types of governments show the same patterns
over space as the purchases. The patterns shown in Map 5·8 would be even more explicit if
the developed parcels were included.
                                                
5 Provinces had too few observations, and the category ‘other public institutions’ showed no clear pattern and
is difficult to interpret as it is a category with observations from several different government organisations. 
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Property developers
Property developers buy undeveloped land on the rural land market and sell developed
land on the urban land market. Property developers thus typically operate in urban-rural
transition areas. In the Netherlands, property developers can only operate within land use
plans drafted by municipalities. If undeveloped (agricultural) land is not planned as
developed in the land use scheme, a legal procedure is needed to change the zoning.
Property developers often co-operate with local governments to develop housing and
offices in new suburbs and districts. They are, however, only willing to develop projects if
they can make a profit, while local governments have other aims and can apply, for
example, for cross-subsidising among projects in order to realise social housing. 
Property developers can sometimes pay relatively high prices for farmland, depending on
the type of project and the profitability of the project. Especially in the past few years,
property developers started buying strategically located parcels in rural areas near urban
areas to obtain development rights. This makes them important actors, though they do not
buy large amounts of land. Property developers are mostly categorised in the ‘other legal
entities’ group in the land transaction database. This category bought 10 percent of the
total land and pays as a group the highest average price per square metre. Often, property
developers do not actually buy the land, but take an option to buy a parcel. These options
are not registered at the Kadaster and can thus not be found in the database. Property
developers hardly sell undeveloped land, though they can make agreements with farmers
on land exchange and buy strategic parcels for this purpose. The property developers are
often accused of speculation, though from an economic perspective that is a different
category, discussed next.
Map
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Speculators
Like the property developers, speculators are active in the urban-rural transition area. They
buy undeveloped land, of which they expect it will be developed in the future. In contrast
to property developers, speculators do not have any plans to use the land, but only aim at a
financial gain in the relatively short term. It is estimated that about 4 percent of the land
owners at VINEX-locations are speculators (IBO Grondbeleid, 2000). Speculators may be
categorised in all categories, as no-one would avoid a financial gain. Obviously, speculators
are not very open in their behaviour and are thus a difficult group to study. No information
in the database can be found about speculators in the province of Noord-Brabant.
Rising land prices are often attributed to speculators. However, it can be argued that
speculators do not have any effect on the land price as they only make use of price
differences between market segments (VROM, 2001b). Speculators have better
information or different expectations than the owner of a parcel and exploit this difference.
The resulting land prices reflect the expected value of the land. In Section 5.3.3, speculation
will be reviewed in the light of land use changes. 
Other private and legal persons
The categories ‘households’, ‘companies and other organisations/institutions’, ‘landlords’,
and ‘nature conservation organisations’ compose the group ‘other private and legal
persons’. This is a broad category, though all actors have in common that they use land for
a relatively long period and for a specific goal. Households, companies, and other
organisations/institutions need land for housing and carrying out their activities. In most
cases the land they own is developed and is usually located in urban areas, though rural
areas also house a wide range of activities. In most cases residents, companies, and other
organisations/institutions do not directly buy undeveloped land to develop it, but buy
developed land from property developers. 
Landlords own land to use it as a storage of wealth. They do not use the land practically,
but rent it out. Owning land is a safe way of investing, generating a steady flow of returns
on investment. However, aside from rising land prices, the returns are moderate. The
landlords range from small, owning a single parcel; to large, such as investment bank Fortis
which owns about 1.25 percent of the farmland in the Netherlands (Volkskrant, 1999).
Historically, churches also owned large areas of land and acted as landlords, though
secularisation and maintenance of church buildings impelled many churches to sell land. 
Nature conservation organisations compose a group in this category that buys large areas
of land. Their demand is, however, very specific: the land must have a high natural value or
be adjacent to nature areas to create buffer areas. In total, nature conservation
organisations bought 6 percent of the area of land that is registered in the land transaction
database. The way that nature conservation organisations act on the land market depends
on the organisation, its objectives, and the funding. The government and nature
conservation organisations have made agreements with each other about the regions in
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which they operate, in order not to compete with each other. Nature conservation
organisations can privately buy land, but often the land is bought by DLG and then
transferred to the nature conservation organisations. 
Real estate agents
This last category of actors is different from the others as they do not buy or sell land for
themselves. Brokers and real estate agents are included in the overview as they have an
intermediary role on the market: they smoothen market processes while helping other
actors to buy and sell land. Their impact on the land prices is not clear as they are not a
category in the land transaction database. The study of Perry and Robison (2001) in the
study of empirical literature indicated, however, that transactions in which a realtor or an
advertisement is involved are sold at a significant premium. Notice that DLG also operates
as middleman for many land transactions in rural areas.
Other transaction characteristics
Many transaction characteristics are important for explaining land prices, but do not have a
clear spatial impact. If land is rented, for example, land prices will decrease due to legal
restrictions. Rented land may be more common in specific regions, for example because it
is more common in arable farming than in livestock farming, but in these cases the spatial
distribution has a different cause, i.e. the location of different types of agriculture. In the
explanatory model that will be developed in the next chapter, some transaction
characteristics will be included; for the exploratory analysis no interesting results were
found related to spatial differences in land prices. 
A transaction characteristic to which we do pay some attention here is the moment at
which a transaction takes place. Although the current study focuses on exploring spatial
differences, the time dimension also plays a part as the data set covers three and a half
years. In this period the land prices rose considerably in the Netherlands, though in 2000
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and 2001 the price increase diminished (DLG, 2000; DLG, 2001a; DLG, 2001b). This is
confirmed by an analysis of average square metre prices of the transactions with
undeveloped land in Noord-Brabant, see Figure 5·6. In this figure, the average square metre
price is depicted for each month along with a linear trend line. According to the trend line,
average land prices rose from a little below 5 euros per square metre to almost 7 euros per
square metre from January 1998 till June 2001. The rising land prices can be attributed to a
variety of reasons (see also Section 2.4 which reviewed empirical studies). The rising land
prices are most likely caused by a combination of a growing economy, increasing welfare,
and spatial policies (VROM, 2001b). These are the macroeconomic variables in Table 5·2,
which gave an overview of the factors affecting land prices, and are the topic of the next
subsection.
5.3.3 Macroeconomic variables and spatial policies
In the theoretical sections, many macroeconomic variables that affect land prices have been
discussed; for example, the interest rates, the supply of and demand for land, technological
innovation, and rural income. However, most of these variables do not have a spatial
dimension and mainly affect land prices through time. A factor from this category that
does affect the spatial distribution of land prices are expectations. An actor can have many
different expectations, but particularly interesting are the expectations about land zoning
changes, which are linked to speculation. That is the reason for discussing macroeconomic
variables and spatial policies in the same section.
Indications for expectations and speculation are difficult to find, particularly in the present
data set. Speculation is very case-specific and general patterns of speculation are not easily
made visible. Exceptionally high land prices may be an indication of speculation, though
they can also be the result of characteristics of the parcels or the transactions that are not
observed. Expectations of land zoning changes, that impact on land price changes, are
known at the local level. As noted in Section 4.3, local land use plans are stored at the
seventy different municipalities of the province of Noord-Brabant and no comprehensive
digital map is available. However, the New Map of the Netherlands can be considered as an
inventory of the local plans, as it gives an indication at which locations the land use will
change or is changing. Due to the strict zoning scheme in the Netherlands, a change from
land use with a low-value activity to a high-value activity often leads to a significant price
increase of the land involved. Thus, if land will change from agriculture to housing, price
increases can be expected, which might lead to speculation. Hence, it is possible to
combine locations from the New Map of the Netherlands with the transaction prices, to
analyse possible price increases as a result of function change of land.
A GIS analysis was carried out to see if areas from the New Map of the Netherlands with a
built-up function have a different price. All parcels that are located inside an area indicated
as future built-up areas in the New Map of the Netherlands have been selected and linked
to the average transaction price per square metre of these parcels (as the parcel price is
unknown). In this way, nearly 3 percent of the transactions have been selected, which
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corresponds with 164 of 6107 transactions that have one or more parcels in these areas.
The average price of the selected transactions proved to be 18.89 euros per square metre,
while the average transaction price of the total data set equals 5.86 euros per square metre.
Thus, land located inside future built-up areas proves to be considerably more expensive. 
This result does not, however, say anything about speculation. Therefore more information
is needed about the timing of sales and information that is available about the plans, as well
as information on the actors. Selecting actors in the database is possible: if we suppose that
only ‘other natural persons’ and ‘other legal entities’ of the actors in the data set are
engaged in speculation, 150 of the 164 transactions still remain. About the timing much less
information is available. It is not known when the plans in the New Map of the
Netherlands were presented or when some people could have had expectations about these
plans. The first purchase of a parcel related to speculation could have already been carried
out before the starting date of the data set. Though, as speculators usually aim at financial
gain in the relatively short term, it is possible to see if any parcel in the data set has changed
owner more than once, and where a large price increase has taken place. Now the analysis
is carried out at the level of individual cases and five occurrences could be found; an
overview is given in Table 5·6.
Date first
transaction
Date second
transaction
First price per
square metre
Second price per
square metre
05.02.98 13.06.01 15.26 43.11
11.03.98 19.04.98 9.91 20.42
26.03.98 18.01.00 10.11 13.61
28.02.99 16.99
01.03.99
31.08.99
18.15
34.03
01.09.99 03.05.00 14.39 37.45
Note that some land sales involved more parcels than were bought at the date of the first
transaction. The additional parcels were bought before 1 January 1998; it is also possible
that these parcels were in possession of the seller already for a long time. Nevertheless,
these additional parcels had the same description (farmland or building land) as the other
parcels in all cases. In the fourth transaction, two parcels were initially bought for different
prices, and they have been sold together in one transaction. Some remarkable price
increases can be found; in most cases, the land price more than doubled. 
As parcels could have been purchased before the starting date of the data set, another
approach is to analyse transactions with extremely high land prices: part of these high
prices may be caused by speculation, though again specific properties and situations may
also be the cause. An analysis of the parcels with a land price of 50 euros per square metre
or more (46 out of 6107 transactions) shows that many of these areas are located in or near
areas where urban expansion will take place. An example of such an area is given in Map
Transactions with possible speculationTable
5·6
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5·9. This map shows 26 parcels, sold in the vicinity of the city of Eindhoven, which are part
of 10 transactions with a land price ranging from 59 euros to 119 euros per square metre. It
is clearly visible that these parcels are located in areas for which plans exist or near the edge
of the built-up area.
In conclusion, there are indications of the presence of transactions where speculation is
involved in the data set. Land prices near areas for which plans exist or are being carried
out are considerably higher than the average land prices. In these areas speculation is a
possibility, though with the current data set and information available it is not possible to
find any hard evidence of speculation.
5.4 Summary and conclusions
This chapter presented the study area, which is the province of Noord-Brabant. The
province of Noord-Brabant is located in the southern part of the Netherlands between
three large urban regions. In Noord-Brabant the growth of urban areas for housing as well
as for commercial and industrial purposes is rather strong. An extensive infrastructure
network is present with several important international links. Agriculture and nature also
have an important place in Noord-Brabant. Intensive livestock farming has developed
strongly on the sandy soils in the eastern part of the province, though this has been
accompanied by a deterioration of the natural and living environment. A swine fever
epidemic has spurred existing plans to combat the negative effects of intensive livestock
farming. The province further houses a range of other agricultural activities, like arable
farming, horticulture, and greenhouses. Nature areas and forests cover 16 percent of the
area of the province. In an overall perspective, the province of Noord-Brabant is a diverse
Map
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province with considerable pressure on land use and in which many changes take place.
The dynamic character and the mixed characteristics make Noord-Brabant very suitable as
a study area for rural land prices.
Spatial policy in the Netherlands and in Noord-Brabant takes place at three levels:
municipalities, provinces, and the national government. National policies are implemented
at the provincial and municipal levels, thus policies are mostly similar in the different
regions of Noord-Brabant. National policies with a spatial impact are the establishment of
a National Ecological Network, for which much land needs to be purchased in rural areas,
and the VINEX housing policy, which details locations for urban expansion. At the
provincial level a growth class policy aims to steer expansion of built-up areas. The rather
strict zoning policy has a significant impact on the land market. Zoning is applied by
municipalities, which prescribe the possible use of each parcel. The land market is
segmented in this way and large price differences exist between different market segments.
As a result, potential land use changes can affect land prices considerably. 
The exploratory data analysis of the transactions with undeveloped parcels showed some
interesting results and confirmed many of the findings from the theory. Firstly, the parcel
characteristics have been analysed. The parcels in the database are located all over the
province, though in nature areas less transactions have taken place; and in some areas
where land development projects take place, relatively more transactions have taken place.
An interpolated map of land prices per square metre showed that the land prices are higher
near urban areas. Parcel characteristics can further be studied using GIS overlay techniques.
The relationship between the parcel characteristics and the price will be analysed further in
the next chapter using regression analysis.
Next, the transaction characteristics have been explored. Though the legal classification of
the land transaction database complicates an economic analysis, it can be concluded that
farmers and the government are the main actors in the rural land market. Farmers need
relatively large areas of land and often obtain this from relatives and other farmers. Buying
and selling statistics from farmers indicate that farmland is converted to other land use
types. Municipalities are the largest buyers and sellers among the governments. They mostly
buy land close to existing built-up areas for a relatively high price. The land transaction
database does not contain, however, the parcels below 0.25 hectares that municipalities
have sold after servicing. Other government bodies that are active in the rural land market
are DLG, which trades land for the establishment of a National Ecological Network and
land development projects, and the Ministry of V&W, which mainly buys land for
infrastructure development. 
Property developers and speculators are interesting market participants, though little
information can be found about these actors in the database. Analysing land prices near
areas where the land use changes shows that land prices are considerably higher in these
areas and that speculation may be present in these areas. Private nature conservation
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organisations purchase very specific parcels and hardly sell any land. They buy a relatively
large part of the category ‘natural persons’, though DLG may be involved in these
transactions as well because so-called ABC-transactions are applied.
Other transaction characteristics and macroeconomic variables do not always have a clear
spatial impact, though they have more effects on the land price changes through time. It
was shown that land prices have risen considerably in Noord-Brabant in the period the data
set covers. Spatial policy can be inferred from areas where developments are planned. The
parcels with the highest land price are often located at these locations.
The description of the physical appearance of Noord-Brabant using maps, the explanation
of spatial policy, and the data analysis have contributed to understanding the land market in
Noord-Brabant. The knowledge obtained can be used in the next chapters to interpret the
results of the regression model. An aim of the exploratory data analysis is to identify factors
that affect land prices and which should be included in the explanatory model. According
to the findings of the analysis, actors should be included in the model. In particular
relatives and municipalities pay different prices and rented land also has a different price.
Speculation affects land prices, and is likely present in the data set, though only using the
New Map of the Netherlands an indication can be found for speculation. The model
should also include a time variable as the land prices have risen considerably in the period
the data set covers. The effect of parcel characteristics on land prices can be analysed by
obtaining values for variables using overlay analysis. Their impact will be studied in the
regression model. 
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PART C
THE MODEL AND APPLICATIONS
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6.1 Introduction
The prices of parcels are the result of the interaction of many factors and actors in the land
market. The previous chapter already showed that some factors have a higher impact than
others and that some actors pay substantially more for land. In this chapter a model is built
in order to be more explicit about the relationship between the factors, the actors, and the
land price. Using a model, it is possible to relate variables quantitatively, which enables one
to make forecasts, to carry out sensitivity analysis, and to make judgements about the
accuracy and confidence of the relations and forecasts (Pindyck and Rubinfeld, 1998). This
means that we move from exploratory analysis to explanatory analysis. Additionally,
building the model forces one to analyse and think clearly about all relationships between
land prices, transaction characteristics, and parcel characteristics.
A wide spectrum of models exists, even if limited to the field of modelling socio-economic
relationships. In this study, a single-equation regression model is used to analyse land
prices. This type of model relates a dependent variable, the land price, with a set of
explanatory variables, the factors, in an equation. The parameters in the equation are
estimated using the data set in combination with a curve fitting technique. The single-
equation regression model is the type of model used most in empirical economic analysis
and although it has a relatively simple form, it is quite powerful in terms of possible
applications (Pindyck and Rubinfeld, 1998). The attention single-equation regression
models have received in econometrics has resulted in a wide range of techniques and
regression statistics to test hypotheses related to the model and its parameters, and to judge
the confidence and explanatory power of the model. Estimation of single-equation
regression models is also supported by most statistical software packages.
In the previous chapters, all building stones for the explanatory model have been collected.
According to the framework for analysis of land price data (Figure 3·4 in Chapter 3) the
6
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confirmatory analysis and the resulting explanatory model come after the exploratory
analysis, which has resulted in hypotheses about which factors impact on the land price. In
the confirmatory analysis below it is checked which factors have a significant impact and
how great this impact is. This results in an explanatory model for rural land prices (the rural
land price model) in the province of Noord-Brabant, which will be used in the next chapter
to analyse case studies. An additional building stone, which was discussed in Section 3.4.1,
is the methods for the analysis of spatial dependence, which are also applied in the current
chapter. 
This chapter is organised in the following way. Section 6.2 gives a description of the model
and explains the model logic. In Section 6.3 the parameters of the model are described, and
the estimation results are presented and discussed. Section 6.4 examines the presence of
spatial dependence in the model, as the results of the model estimation prove to be
affected by dependence between the observations. The structure and the size of the data
set do not make it possible to analyse spatial dependence for the model estimations using
the full data set, though the extent of the spatial dependence allows a discussion of the
effects after the model results have been presented. Finally, Section 6.5 contains a summary
and conclusions. This chapter also contains an appendix in which an alternative
formulation of the model is presented briefly. 
6.2 Description of the model
The following sections discuss the regression model that aims to explain spatial differences
in land prices in the province of Noord-Brabant. The starting point is an idea of how and
which variables (factors) are related to each other, which is inferred from the theoretical
sections and the exploratory data analysis. In the current study, a single-equation regression
model is estimated using the Ordinary Least Squares (OLS) method. In a single-equation
regression model, explanatory variables X,…,Z are related to a dependent variable Y (see
Equation 6·1). The parameters ß give the impact of each variable. For a basic discussion of
the OLS method refer to any econometrics textbook, for instance Pindyck and Rubinfeld
(1998). 
In order to formulate the equation for the data set with rural land prices in Noord-Brabant,
the relationship between the land prices and the parcel characteristics, the transaction
characteristics, and other factors that affect the land price has to be formulated. The
equation is based on the hedonic pricing theory and the bid rent theory, though it does not
apply these theories in a strict sense and only uses the concept of valuation of amenities
and a the idea of a bidding process. This is similar to, for instance, Chicoine (1981) and
Shonkwiler and Reynolds (1986) who estimate hedonic regression equations to analyse land
prices. In Chapter 2 it was explained that land prices are the result of buyer’s valuation of
the characteristics of the land (Rosen, 1974; Martinez, 1992). In its simplest case, this can
Equation
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be expressed by Equation 6·2, where the price of parcel j is a function f of the properties z1
to zn of parcel j. However, a complicating aspect in the current case is that transaction
prices, and not parcel prices, are determined in the bidding process. The transaction price
of land is composed of the summed value of the characteristics of the parcels in the
transaction. Moreover, not only parcel characteristics but also transaction characteristics
can affect transaction prices and thus land prices in this case. Equation 6·2 should be
extended to Equation 6·3, where the price of a transaction pt is a function g of the sum of
the parcel prices and the transaction characteristics y1 to ym.
The inclusion of transaction characteristics is quite particular for the current study and is
not found in Rosen (1974) or Martinez (1992). However, transaction characteristics are
important in explaining land prices, as they express some of the observed behaviour of
actors in the bidding process. For example, it is possible that a buyer is willing to pay a
higher price than his implicit valuation for a parcel in a transaction, if he can obtain another
parcel in the same transaction for a more favourable price than his implicit valuation
indicates. In this case, the value of the total transaction is evaluated and affected by
transaction characteristics. Another example is a transaction between relatives. In this case
the seller often demands a lower price for the parcels in the transaction, even though the
valuation of the properties of the parcels may lead to a higher price. 
The transaction characteristics are also needed to deal with the issue of market
segmentation. Transactions between different types of actors take actually place at different
submarkets, or segments, of the rural land market. In the different submarkets, different
properties of parcels are valued differently. As Shonkwiler and Reynolds (1986) point out,
estimation of hedonic models can lead to incorrect results if in that case an aggregated data
set is used that includes parcels that are bought for different purposes. One possible
solution is to estimate the impact of the different factors in a piecewise fashion, i.e. for
each submarket. However, it is not always clear for which purpose an actor purchases a
parcel (see also the discussion in section 5.3.2). In particular in the rural-urban transition
zone, land may be purchased in anticipation of a function change. Thus this is a case of
estimation of hedonic prices under uncertainty (Kask and Maani, 1992). To model this
uncertainty information about probabilities of land use change is needed (Shonkwiler and
Reynolds, 1986) which is not available in the current data set. Inclusion of transaction
characteristics and variables for different actors is used in the current model to capture the
effects of market segmentation.
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The concept of the current explanatory model and the relation with a hedonic bid rent
framework is graphically explained in Figure 6·1. The buyers and sellers value parcels in the
transaction by their characteristics, and in a bidding process the transaction price is
determined. The transaction characteristics affect the bidding process and the valuation of
the parcels by the actors. The transaction characteristics are implicitly given a value by the
actors, although they are not traded explicitly. The valuation of the factors is also
determined by the actors that are involved in the transaction: a transaction among farmers
has different characteristics than a transaction between a municipality and a property
developer. For instance, farmers value the quality of the land for growing crops, while this
is irrelevant for property developers. 
An example can explain the bidding process displayed in Figure 6·1. Suppose a farmer
wants to sell his land because he stops farming as he has no successors. He owns three
different parcels which he wants to sell together. He has a demand price in mind, which he
may base on the price he previously paid for the land, price developments, and prices of
land in the region. However, implicitly, he compares the characteristics of his land with the
characteristics of other, similar parcels and values these characteristics. A potential buyer
behaves in the same manner: implicitly he values the characteristics of the parcels and
makes a bid. The farmer can accept this bid, wait for better bids, or start negotiating. If the
farmer knows, for example, that the buyer is a property developer, he may try to get a
higher bid, depending on his assessment about how likely the property developer wants to
purchase this land. The property developer’s maximum bid is based on his maximum
transaction price
bidding
process
characteristics
of parcel 1
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characteristics
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valuation of the properties of the parcels. Finally the bidding process comes to an end. The
transaction price is determined and the land transaction is recorded at the Kadaster.
The transaction prices can thus be determined by valuing the characteristics of the parcels
and the transactions using an equation that can be estimated with regression analysis. The
transaction prices and transaction characteristics can be found in the land transaction
database. The table with parcel information contains few parcel characteristics, though they
can be calculated or determined using the spatial data and spatial analysis (see Chapter 4).
To apply the OLS method Equation 6·3 needs to be written in the form of Equation 6·1.
The decision about which variables are to be included in the model is based on the findings
from Chapter 5 and the outcomes of several regression runs. The regression results include
several indicators of the accuracy, validity, and precision of the model and the parameters.
The dependent variable in the regression model is the transaction price. The total
transaction price depends for a large part on the size of the transaction. The transaction
database contains a wide range of transaction sizes: the smallest transactions are 0.25
hectares, the largest transaction is 354 hectares.1 Hence, the model must include an
indication of the size of the transaction. However, size may have a non-proportional effect
on price (Shonkwiler and Reynolds, 1986; Lin and Evans, 2000; Chicoine, 1981; Perry and
Robison, 2001). Moreover, other explanatory variables may also have a non-proportional
relationship with the transaction price (Chicoine, 1981). The non-linear bid rent curve that
relates distance from the city to land price (refer to Figure 2·3) is an example of such a non-
proportional relationship. The following functional form of the regression equation can be
used to model these non-proportional relationships between land price and characteristics:
In this equation the price of transaction i as observed in the data set depends on the size of
the transaction and on the exponents of the parcel characteristics and the transaction
characteristics. Equation 6·4 does not correspond to the linear Equation 6·1, which is used
for the OLS method. However, a property of Equation 6·4 is that it can be transformed to
a linear regression equation by taking the natural logarithm on both sides:
An additional advantage of this formulation is that the log-linear transformation reduces
heteroscedasticity, which is likely to be present in the data set due to the large range of
parcel prices and parcel sizes. Heteroscedasticity means that the variance of ε is not
constant and the absence of heteroscedasticity is one of the conditions for correct
                                                
1 The maximum size gives a somewhat distorted picture, as the mean transaction size is 2.65 hectares; 15
transactions have a size over 50 hectares and only 2 transactions have a size over 100 hectares. 
( ) iiiii nCharTransactioParcelCharSizePrice εβββ β ⋅+⋅= 320 exp1Equation6·4
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estimators of the standard errors in the OLS estimation method. Equation 6·5 is the final
formulation of the model that is used to analyse land prices in the province of Noord-
Brabant.2 
If the regression equation is estimated in this log-form, the estimated coefficients of the
explanatory variables can be interpreted as the percentage changes in transaction price for a
unit change in the explanatory variable, according to the formula (exp(x) - 1)·100, where x
is the value of the estimated coefficient. In fact, the log-linear regression equation implies
that the effect of all explanatory variables on price is relative to the other variables, as the
marginal relationship between price and any factor is a function of all other factors
(Chicoine, 1981), for instance: 
δPrice/δParcelChar = β1Size·exp(β2ParcelChar + β3TransactionChar). In addition, the coefficient
of Size (ß1)can be interpreted as an elasticity. The elasticity is the percentage change in size
divided by the percentage change in price. If the elasticity is below 1 the price per square
metre changes less than proportional when the size of the transaction changes; if the
elasticity is more than 1 the price per square metre changes more than proportional when
the size of the transaction changes; if the elasticity is 1 the relationship between price and
size is proportional. 
Concluding this section, a few remarks on the model as formulated in Equation 6·5 need to
be made. Firstly, although Equation 6·5 is supported by economic theory and used in many
other empirical studies, it is only one of the possible formulations. In the process of
developing the model, several other formulations have been tried, for example a linear
model, which is discussed in the appendix to this chapter. The current model proved to be
the best performing model as indicated by regression diagnostics. 
Secondly, the parcel characteristics in Equation 6·5 can relate to different parcels in case of
a multiple parcel transaction (see also Section 4.2). To include the parcel related variables in
the model they should be weighted, as the transaction can contain small and large parcels.
An actor most likely gives larger parcels a higher importance than small parcels, thus an
obvious weight is the surface of the individual parcels. Thus, for instance, if a transaction
consists of two parcels with two different qualities, the value of the quality variable for the
transaction is calculated as follows: (quality1·surface1+quality2·surface2)/(surface1+surface2).
                                                
2 Most empirical land price studies discussed in Chapter 2 use the land price per square metre as a dependent
variable. Here the transaction price is used, mainly to stay close to the data set and because the model
includes transaction characteristics which can relate to more than one parcel. For the results of the model it
makes no difference, however, if the transaction price per square metre or the total transaction price is used.
The values of the parameters are the same in both cases, except for the value of the size variable, which
differs exactly 1 between the two possibilities.
Using elementary operations it can be easily shown that:
( ) sticsCharacteriSize
Size
Price
2Ln10Ln βββ ++=


implies ( ) ( ) ( ) sticsCharacteriSizePrice 2Ln110Ln βββ +++= .
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Thirdly, the formulation of Equation 6·4 has a disadvantage for which we need to go back
to Section 5.3.1, in which the problem of developed parcels was discussed. That section
explained that transactions with developed parcels are excluded from the analysis because
the price of the buildings and improvements is not known and thus the price of only the
land is not known. An additional argument for excluding these transactions from the
analysis is that the interpretation of the current model with a buildings-variable is not
logical. The only thing that is known from the transaction database is if buildings or other
improvements are present or not. This can be represented in the model by a dummy
variable. However, the land and the buildings are additive and not multiplicative, like the
factors in the model that is described by equation 6·4. The other factors give the change in
the land price as a result of the occurrence of that factor as a fraction, or a percentage.
Although buildings and improvements may also change the land price in this way, a more
important effect is that the buildings and improvements have a value that must be added to
the value of the land, which is demonstrated in Equation 6·6, where the Developed variable
represents buildings or other improvements. However, it is mathematically impossible to
carry out a simple logarithmic transformation on Equation 6·6 in order to arrive at an
estimable equation. As a result, the transactions with developed parcels cannot be included
in the model. These transactions have been analysed, however, in the appendix to this
chapter. 
6.3 Estimation of the model
In Chapter 5, several factors were identified which affect land prices and which should be
included in the explanatory regression model. Besides relatives and municipalities, variables
for rented land, construction activities, and time should be included. Regarding the parcel
characteristics, a variety of characteristics that affect land prices have been mentioned in
the empirical literature, and several factors have been mentioned in discussions with land
market specialists, in newspaper articles, etc. In total about thirty parcel and transaction
characteristics have been tried in the current model; finally, six transaction characteristics
and ten parcel characteristics have been found to contribute significantly to the explanatory
power of the model. The resulting regression equation that has been estimated appears in
Equation 6·7.
The dependent variable is LnPrice, which is the natural logarithm of the land transaction
prices reported in the data set. The constant is ß0 and as a result of the log-linear
transformation it does not have a substantive meaning. The constant can only be
interpreted in relation with the other variables, as a transaction always has a few basic
properties that give it a value, such as a size and a transaction date. LnSize is the natural
logarithm of the size of a transaction; the interpretation of its coefficient is an elasticity,
which was already discussed above. Further, the regression equation includes time dummy
( ) iiiiii nCharTransactioParcelCharSizeDevelopedPrice εββββ β ++⋅+= 4310 exp2Equation6·6
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variables, transaction characteristics, parcel characteristics, and an error term. The time
dummy variables are needed to capture the increasing land prices in the period of 3½ years
which the data set covers (the time dummy for the first quarter is omitted to avoid
multicollinearity problems). The transaction characteristics indicate important categories of
actors that are involved in the transactions and indicate if land is rented. The four actors,
which are relatives, the national government, municipalities, and farmers, have been
selected out of the eight categories that were identified in Chapter 5 (see Table 5·4),
because they showed interesting and/or significant results. Transaction characteristics other
than the time of transaction, transaction size, actors involved, and rented land did not show
any significant results or contained too few observations.
The ten parcel characteristics that have a significant effect are represented by twelve
variables.3 The first parcel characteristic is the quality of the land (Quality), which is a
physical property that can be relevant for rural land, because the revenues of farming may
be higher on better land, while the costs may be lower, for example because less fertiliser is
needed. The second and third parcel characteristics refer to two location properties of a
parcel: the distance to an urban area (DistUrban) and the distance to the Randstad urban
area (DistRandstad). The forth, fifth and sixth parcel characteristics are all connected to
construction plans. The New Map of the Netherlands indicates for several types of land
use if there exist any plans. In the model, a distinction has been made between plans for
buildings and built-up areas (NewMapBuiltup), plans that do not include buildings
(NewMapOther) and plans that are related to infrastructure (NewMapInfra). The next parcel
characteristic included in the model is recorded by three dummy variables that indicate in
                                                
3 The data from which the variables are calculated and data processing were described in Chapter 4. To
determine the growth class property of a parcel, areas have been assigned to the growth class point map (see
Map 5·5) using the ‘assign proximity’ function of ArcView 3.2, which assigns a grid cell to the nearest point.
This operation was needed as municipal boundaries could not be used because many municipalities contain
more than one built-up area and growth classes of the different built-up areas often differ. 
LnPrice =
ß0
+ ß1·LnSize
+ ß2·Q2_98 + ß3·Q3_98 + ß4·Q4_98
+ ß5·Q1_99 + ß6·Q2_99 + ß7·Q3_99 + ß8·Q4_99
+ ß9·Q1_00 + ß10·Q2_00 + ß11·Q3_00 + ß12· Q4_00
+ ß13·Q1_01 + ß14·Q2_01
+ ß15·Relative + ß16·NatGovt + ß17·Municipalities
+ ß18·Farmer + ß19·Rent
+ ß20·Quality + ß21·DistUrban + ß22·DistRandstad
+ ß23·NewMapBuitup + ß24·NewMapOther + ß25·NewMapInfra
+ ß26·GC2&3 + ß27·GC4&5 + ß28·GC6
+ ß29·Forest + ß30·Nature + ß31·Builtup
+ ε
 } constant
 } transaction size
}
 } transaction characteristics
}
 } error term
time dummies
parcel characteristics
Equation
6·7
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which growth category area a parcel is located. Because of few observations in some
categories, classes 2 and 3, and classes 4 and 5 have been combined. Class 1 was omitted to
avoid multicollinearity problems, so the other classes give the change relative to class 1
growth areas. The variable GC6 is used to indicate any of the four urban regions in the
province of Noord-Brabant and is considered the sixth growth class. Note that the areas of
the different classes are non-overlapping. Finally, the three variables Forest, Nature, and
Builtup, give three types of land use with deviating land prices. The other land use types did
not have any significant effect.
Table 6·1 gives an overview of all variables in the model and gives their exact definitions.
In the table it is indicated (by the column labelled ‘W’) if a variable has been weighted
because it can relate to multiple parcels. An implication of this weighting for dummy
variables is that these are no longer binary dummies with value 0 or 1, but can have a value
between 0 and 1. For example, if the value of Forest is 0.4, this means that 40 percent of all
land in the transaction is located in an area where the dominant land use is forest. A final
remark is that distances are calculated as the crow flies and are based on 100 by 100 metre
grid cells. 
Equation 6·7 has been estimated with 6,099 transactions, which are the 6,107 transactions
without buildings or improvements minus the 8 transactions with a transaction price of 0
euro (these transactions were originally Dfl. 1,- which is a symbolic amount in case land is
given for free; these transactions do not represent the market value of land). The results of
the estimation are presented in Table 6·2. The R2 of 73% shows that the overall fit of the
model is good. The regression diagnostics and tests against common problems (not
displayed) do not indicate any serious violation of the conditions for the use of the OLS
method. However, a White-test against heteroscedasticity indicates that still some
heteroscedasticity may be present, even though a logarithmic transformation has been
carried out. It is possible that this is caused by spatial dependence (Anselin, 1995), which
will be analysed in the next section. 
Spatial dependence can lead to inefficient estimators, in which case the significance of a
variable can be assessed incorrectly, or it can lead to biased and inconsistent estimates
(Anselin, 1992). The former is called error-type, the latter lag-type spatial dependence. The
reason to discuss spatial dependence in the next section, even though it can lead to errors
in the estimation outcomes, is that only a subset of the data can be tested for the presence
of spatial dependence. In techniques that deal with spatial dependence, a connectivity
matrix is constructed with locations that are directly related to the dependent variable,
which is the land price in the current case. As a multiple-parcel transaction does not have a
single location, and the price for individual parcels is unknown, only single-parcel
transactions can be tested. The tests for single-parcel transaction showed, however, some
presence of spatial dependence of the error-type, which is less disturbing than lag-type
spatial dependence, as the estimates of the coefficients are still correct. In addition, the
presence of spatial dependence does not lead to conclusions other than those reported 
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Variable name Description W
LnPrice The natural logarithm of the transaction price in euros. N
Constant The constant (ß0). N
LnSize The natural logarithm of the size of the transaction in square metres. N
Q2_98 …
Q2_01
Quarterly dummies covering the period from the second quarter of
1998 until the second quarter of 2001. 
N
Relative A dummy variable which takes the value 1 if the buyer and seller are
relatives.
N
NatGovt A dummy variable which takes the value 1 if the buyer is the national
government. 
N
Municipalities A dummy variable which takes the value 1 if the buyer is a municipality. N
Farmer A dummy variable which takes the value 1 if the buyer’s main
occupation is in the agricultural sector. 
N
Rent A dummy variable which takes the value 1 if the land is rented out at
the moment it is traded.
N
Quality A two-digit number between 0 and 1 that gives an indication of the
quality of the soil in the transaction, based on the ground water level
and the soil type. The value 0.00 means unsuitable for agriculture, 1.00
is land of top quality. 
Y
DistUrban The average distance from the centre of gravity of the parcels in the
transaction to the nearest built-up area in kilometres.
Y
DistRandstad The average distance from the centre of gravity of the parcels in the
transaction to the Randstad area, calculated as the distance to the
nearest of the four highway bridges over the northern bordering river in
kilometres.
Y
NewMapBuiltup A weighted dummy variable which indicates how much of the
transaction is located within 100 metres of a built-up area for housing
or business, indicated in the New Map of the Netherlands.
Y
NewMapOther A weighted dummy variable which indicates how much of the
transaction is located within 100 metres of any other built-up area
indicated in the New Map of the Netherlands.
Y
NewMapInfra A weighted dummy variable which indicates how much of the
transaction is located within 50 metres of any infrastructure indicated in
the New Map of the Netherlands.
Y
GC2&3, GC4&5,
GC6
Weighted dummy variables which indicate if a parcel is located near a
built-up area of growth class 2 or 3, or 4 or 5, or in any of the urban
regions (GC6). 
Y
Forest, Nature,
Builtup
Weighted dummy variables which indicate which part of the transaction
is located in areas where the dominant land use is forest, nature or
built-up.
Y
Overview and definition of the variables in the regression modelTable
6·1
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Variable Coefficient Std. Error Impact
Constant 1.631 *** (0.116)
LnSize 0.949 *** (0.009)
Q2_98 0.076 (0.047) 8%
Q3_98 0.034 (0.054) 3%
Q4_98 0.081 * (0.047) 8%
Q1_99 0.110 ** (0.046) 12%
Q2_99 0.229 *** (0.044) 26%
Q3_99 0.263 *** (0.047) 30%
Q4_99 0.242 *** (0.042) 27%
Q1_00 0.370 *** (0.043) 45%
Q2_00 0.345 *** (0.045) 41%
Q3_00 0.464 *** (0.049) 59%
Q4_00 0.403 *** (0.042) 50%
Q1_01 0.475 *** (0.046) 61%
Q2_01 0.387 *** (0.046) 47%
Relative -0.742 *** (0.033) -52%
NatGovt -0.089 ** (0.046) -8%
Municipality 0.356 *** (0.040) 43%
Farmer -0.099 *** (0.019) -9%
Rent -0.784 *** (0.042) -54%
Quality 0.298 *** (0.070) 35%
DistUrban -0.117 *** (0.011) -11%
DistRandstad -0.004 *** (0.001) 0%
NewMapBuiltup 0.689 *** (0.049) 99%
NewMapOther 0.217 *** (0.055) 24%
NewMapInfra 0.368 *** (0.098) 44%
GC2&3 0.015 (0.018) 2%
GC4&5 0.135 ** (0.064) 14%
GC6 0.294 *** (0.032) 34%
Forest -1.244 *** (0.032) -71%
Nature -0.757 *** (0.097) -53%
Builtup 0.660 *** (0.053) 94%
Adjusted R2 73%
No. of obs. 6099
-100% -50% 0% 50% 100%
*) Note that these three variables
are measured in a different unit
and their impact percentages
are not comparable to those of
other variables.
*)
The results of the estimation
Note: *** significant at 1%, ** significant at 5%,
* significant at 10%
Table
6·2
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here, because most coefficients are highly significant.
Returning to Table 6·2, the estimated regression coefficients are converted into a
percentage change of the land price, using the formula (exp(x) - 1)·100 in the way explained
above, and are graphically depicted. The constant and the size coefficient are not displayed
in the graph as they have a different interpretation than the other coefficients. Note that
the unit of a variable differs between the variables. The table and the graph show the effect
on the land price for a unit change in the explanatory variable. This means that dummies
need to change from 0 to 1 to cause the percentage change indicated, but DistUrban and
DistRandstad must change 1 kilometre. Quality has a different unit as well, though it has
been scaled between 0 and 1.
The constant
As mentioned above, the constant can only be interpreted in relation to the other variables,
as a transaction always has a surface, a selling date, a quality, a distance to an urban area,
and a distance to the Randstad area; all other variables can be zero. The constant multiplies
the final result by a factor exp(1.631) = 5.11, see Equation 6·4 (note that the estimated
variable is Ln ß0).
The size of a parcel
The coefficient of LnSize should be interpreted as an elasticity. The significant value of
0.949 means that an increasing size leads to a relatively lower land price: a 1 percent
increase in size leads to a 0.949 percent increase in the price of land. The value of 0.949
differs significantly from 1, as the confidence interval is 0.931 to 0.967 (two times the
standard error). This is in accordance with what is commonly found in empirical studies
(see for instance: Perry and Robison, 2001; Vaillancourt and Monty, 1985; Chicoine, 1981).
A theoretical interpretation of a value below 1 is that, just like for many other goods, the
marginal utility of land is decreasing: in the current case, an additional unit of land increases
revenues by 0.949. A practical explanation may be (unobserved) fixed transaction costs: the
costs, such as information collection efforts, advertising costs, and administrations costs
are the same for small and large transactions. 
Another, often mentioned, argument for an elasticity below one is that the costs of
subdivision of larger plots into smaller ones, which mainly happens when land use changes
from agriculture to housing, leads to a price reduction for larger parcels. In the present case
this is only valid for a small subset of the data. However, the costs of subdividing parcels
can also play a part in other cases. For example, if a farmer needs about 1 hectare and a
parcel of 1.2 hectares is for sale, he is willing to pay less for the remaining 0.2 hectares. A
further argument given in the literature is that the financial risk of holding more land is
higher (Lin and Evans, 2000). However, in the period the data set covers, land prices rose
strongly (see Section 5.3.2), so possessing land was rather attractive. Next, there may be a
relationship with the current process of increasing scale of farming. Farmers most likely
prefer to grow gradually and thus expand by collecting smaller parcels. Finally, a
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relationship exists with other variables: parcels located further from farms, built-up areas,
and roads are usually larger, which can be observed from parcel maps. These parcels are
located less favourably and thus have a lower land price. This is an example of one of the
effects that may cause spatial autocorrelation, which is discussed in the next section. 
The price increase over time
The next group of variables in the model are the quarterly time dummy variables, which
show the price increase in a quarter compared to the first quarter of 1998. In the first two
quarters of 1998, the price increases are not yet significant, but all later time dummy
variables are significant or highly significant. The price increase over time was already
demonstrated in Chapter 5 and it is also clearly visible in the graph that accompanies Table
6·2. The rising prices in the model match with the observed price increases that were
experienced in the Netherlands in this period. From 1995 till 2000 the land prices nearly
doubled while the strongest price increases took place in 1999 and 2000 (CBS, 2001). In
2001 the prices stopped increasing and stabilised (DLG, 2001b), along with economic
developments. The foot and mouth disease crisis of early 2001 may be a cause of the lower
land prices in the second quarter of that year in the province of Noord-Brabant. 
Actors and land prices
The next four variables describe the impact of different groups of actors on land prices.
Relatives buy land for less than half the price from each other than if no family relation
exists: the average price reduction is 52 percent. This is considerably more than the 20
percent that Perry and Robison (2001) find in their study on the sale of farmland in Linn
County in the USA. The fact that substantial amounts of land are transferred from father
to son (or daughter) to continue the farm can explain part of the low price of family
transactions. Starting a farm, with the current high land prices, is very difficult; only if the
children obtain land for a considerably lower price than the market price can they make a
good start. Further, the transfer of land may be part of a future inheritance. Legislation and
taxes do not allow the transfer of land to children or other relatives for free. 
Chapter 5 showed that the government is an important actor in the land market in the
Netherlands. The national government and the municipalities are included as buyers in the
model; other government organisations (the provinces, DLG, and other public entities) did
not have any significant effect on the land prices. The national government purchases land
8 percent cheaper than average, while the municipalities pay 43 percent more. The
difference between these two types of governments lies in the location of the parcels and
the purpose for which they buy the parcels. The municipalities buy mostly agricultural land
in fringes of built-up areas that will be used for housing or business areas. The function
change causes strong price increases even before the function change actually takes place.
Actors who sell land to municipalities have a strong negotiation position as expansion only
takes place at a few locations and the municipality needs to buy all parcels at that location.
Municipalities are thus often forced to pay high prices for land. The national government,
on the other hand, purchases land mostly for nature conservation and infrastructure. Land
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for nature conservation is usually purchased for the farmland-value, which is the value if
the parcel were in use for farming. Land for infrastructure is usually bought for the market
price or slightly above the market price as sellers know that the Ministry of Transportation
and Waterworks can expropriate land relatively easily. Intra-government transactions may
add to the explanation of a negative coefficient. They are about 12 percent of all
transactions where the national government is buyer and have a lower average price (3.43
euros versus 4.65 euros per square metre for all government transactions). For
completeness it should be added that the coefficient for NatGovt is one of the less
significant coefficients and lies just within the 95 percent confidence interval.
It is interesting to consider the effect of including DLG purchases in the model. Carrying
out a regression with a model similar to above, but which also includes a variable for
purchases of DLG, gives a coefficient value of -0.030, which would mean that they pay
about 3 percent less. However, this coefficient is highly insignificant (a standard error of
0.052), thus the coefficient does not differ significantly from 0. It is commonly assumed
that purchases by DLG have an upward pressure on land prices and that DLG pays too
much for land. The model, however, does not support this view. 
The farmers are the final group of actors which is included in the model. If the buyer’s main
activity is related to agriculture, the land price is 9 percent lower than if that is not the case.
Farmers use the land mainly for agricultural purposes and the function of a parcel normally
does not change when a farmer buys a parcel. The value of land for agriculture is thus
lower than land with a high-value purpose. Additionally, transactions among farmers may
have a lower price as the land continues to have a farming function. The seller and buyer
know this and negotiate in a different way than if, for example, a municipality or DLG is
interested in the parcels. Also there can be a kind of relationship between farmers; they
may be neighbours, for example, which can have a decreasing effect on the transaction
price, similar to family relationships (Perry and Robison, 2001). 
Rented land
The last transaction characteristic is wether the land is rented or not. Rented land is less
than half the price of land that is not rented. The use possibilities of rented land for the
buyer are very restricted, as he cannot break the contract with the tenant. In the
Netherlands, tenants are strongly protected by law4: the tenant has, for instance, the right to
renew the contract after it expires and he can transfer this right to family members.
Additionally, if rented land is sold, the lessor must first offer it to the tenant. The rent paid
by the tenant is thus the only income for the lessor as he cannot use the land for any other
productive purpose, while the government fixes a maximum rent. So for most buyers,
rented land is not very attractive, which is expressed by the lower price. However, in the
past years plans have emerged that aim to modernise the farmland lease act, which may
weaken the strong position of the tenant and which may impact on the price difference
                                                
4 The strong protection is a result of distressing situations in the crisis years (1930’s) when families lost their
income and house after the rent was not continued. 
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between rented land and not-rented land (Klep, 2000). Currently, only a few of the
proposed measures are being implemented.
The quality of the land
The next twelve variables are all parcel characteristics. The first of the parcel characteristics
is the quality of a parcel and has, as expected, a positive impact on the land price. The
quality-index of a parcel is based on a combination of soil, crop, and ground water level
(see the description of the spatial data in Chapter 4). One should, however, be careful with
the interpretation of the coefficient. The quality of a parcel is measured on a scale between
0.00 and 1.00, but most parcels have a quality of 0.70 or higher (see Figure 6·2), and the
average quality is 0.83. Thus the difference between a parcel with an average quality and a
parcel of top quality is 0.17, which results in a price difference of 5 percent as opposed to
the 35 percent mentioned in Table 6·2. The quality of a parcel plays a part in the valuation
of the land price, though its effect on the total land price is modest. Fertilisers and other
modern farming techniques have made quality less important than they were in Ricardo’s
days.
Location of built-up areas
The next variables in the model are all related to the location of the parcels. The distance to
urban areas (DistUrban) and distance to the Randstad area (DistRandstad) are measured in
kilometres. Thus the value of the coefficient for DistUrban means that at a distance of 1
kilometre from an urban area, the land prices are 11 percent lower than for land that is
located next to an urban area. This confirms the observation that land near urban areas is
more expensive (see also Map 5·7). In the theory several reasons were given for this
finding. Von Thünen and the bid rent theory gave higher transportation costs to urban
areas as an explanation and the empirical literature showed that the rural-urban conversion
process can have an increasing effect on land prices. Spill-over effects (Katteler and Van
den Tillaert, 1992) and speculation (Shonkwiler and Reynolds, 1986; Pyle, 1985) can lead to
higher land prices for farmland in urban fringes. In the next chapter, land prices in the
rural-urban transition zone will be studied in depth for a small area. 
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The distance to the Randstad area has a very small coefficient, but one should note that the
distance to the Randstad (calculated as the distance to the nearest highway bridge over the
large rivers bordering the north of the province of Noord-Brabant) is on average 26
kilometres, with a range of about 59 kilometres. This means that the price difference
between the closest and farthest parcel from the Randstad area in Noord-Brabant is about
19 percent. Thus land that is located nearer the economic centre of the Netherlands has a
higher value. 
Construction plans
NewMapBuiltup, NewMapOther, and NewMapInfra are related to construction plans and can
give an indication of speculation. The three variables have a very strong impact on land
prices. The variable with the strongest effect on the land price of all variables is
NewMapBuiltup: if construction plans exist for housing or business accommodation on a
parcel, the land price is 99 percent higher. If other construction plans exists, such as those
for recreation or sports fields, the land price is 24 percent higher. Infrastructure
construction plans increase land prices by 44 percent. 
Several reasons can be given for these strong price increases. Firstly, the high land prices
for NewMapBuiltup are caused by the fact that housing and other buildings have a relatively
high value and thus can offer a high price for land. The previous chapter explained that the
strict planning policy and VINEX policy have caused large price differences between
farmland and land for buildings. Additionally, property developers try to acquire land
positions in order to have a strong position in negotiations on assigning building orders.
Thus if plans for an area exist, prices will rise even though land is not yet being developed.
For other construction plans the same arguments are valid as for plans for building, though
the value of the activities for which the land is needed is often lower. Infrastructure can
have a higher value, but an additional argument is that compensations are paid to owners
of land as they must sell part of their land. Although expropriation can be applied, prices
and compensations, which can be included in the land price, are often determined in
negotiations. The next chapter will analyse construction plans for buildings and for
infrastructure in specific cases.
Speculation can also play a part in the determination of prices for parcels that are located in
an area with construction plans. If plans are known only to a few people or if some people
expect developments at a location, they can try to buy the land and sell it more expensively,
which has an increasing effect on the land price. However, in most cases speculators only
make use of price differentials in the market, and are not a cause of rising land prices in
itself. Speculators do not determine the selling price; the bids made by potential buyers
based on the value of the properties of these parcels are the major determinant in the
explanation of land prices.
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Urban growth policy
The growth category classification of the nearest built up area in some cases has an effect
on the land price, as indicated by GC2&3, GC4&5 and GC6. These variables give the
increase of the land price compared to growth class 1 areas. Growth classes 2 and 3 have a
very small, insignificant positive effect on land prices. This is rather obvious as classes 1, 2,
and 3 are rural villages with little expansion. Parcels in areas with growth class category 4 or
5 have a significantly higher land price of 16 percent compared to growth class 1. In
category 6, which comprises the four urban regions, the land price is 35 percent higher.
This again shows the effect of urban areas on rural land prices: in areas where urban
expansion takes place, land prices are higher than in areas where this is not the case. 
Current land use
The last three parcel characteristics show the effect of land use in the immediate vicinity of
a parcel. The variables indicate the dominant land use in the case of forest land, nature
areas, and built-up land5 in the 100 by 100 metre cell in which the parcel is located. The
parcel may have the same land use, but this is not necessarily the case. The three types of
land use have a strong, significant effect on land prices. Other types of land use, such as
arable farmland and grassland, have been tested as well but did not show any significant
results and thus have been omitted from the final model. 
Land located in forest areas is 71 percent less expensive than average. Forests may be
attractive living environments, but as they are protected by land use plans the value of
parcels remains low if no houses can be built. Additionally, the revenues from forests
(mostly timber and recreation-related revenues) are less than the maintenance costs of
forests in the Netherlands: forest owners need subsidies to cover the loss of earnings. For
nature areas the same is valid, though the value of nature areas is 53 percent lower than
average land. The demand for nature areas by the government and nature conservation
organisations may explain the difference. The high land price in built-up areas reflects the
scarcity of land for housing and other built-up activities created by land use planning and
shows the high value of these activities. 
Other variables
Beside the current variables in the model, several other variables have been tested, but as
they did not show any significant results, they have not been included in the final model.
However, some of these variables are interesting to mention, as other empirical studies did
find some effect on land prices. The accessibility of a parcel is often included in models, as
many theories (Von Thünen, bid rent theory) attach importance to transportation costs. In
the current model, however, neither the distance to a highway entry or exit nor the distance
to a road gave a significant coefficient. Probably the effect of these variables is already
taken up by the distance to an urban area. Also, accessibility is not a discriminating variable
in Noord-Brabant as all parcels have a high accessibility as a result of the dense road
                                                
5 These are small built-up areas equal to or larger than 0.5 hectares (more than half a grid cell) in rural areas:
parcels in large built-up areas are not present in the data set.
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network. Secondly, the location in an area designated as National Ecological Network also
did not give any significant results. The expected effect was a lower price due to use
restrictions, though this does not have any effect. Purchases of farmland for nature
conservation in these areas take place for the farmland value, which was already concluded
above. For the location in land reconstruction areas, no significant price increase can be
found as a result of higher land trading activities. Again, transactions take place against the
farmland value. Finally, the soil type does not affect land prices. A strong relationship with
the quality variable seems the most obvious explanation for this. 
6.4 An investigation of spatial dependence in the model
6.4.1 Assumptions of the OLS model and spatial dependence
Several assumptions regarding the data and the relationships between the variables need to
be satisfied in order to carry out a regression analysis in a correct manner and to avoid
spurious or wrong results. The main assumptions are that no linear relationship exists
between two or more explanatory variables; and that the error term (ε in Equation 6·1) has
an expected value of 0, a constant variance, is independent among different observations,
and is normally distributed (Pindyck and Rubinfeld, 1998). All assumptions of the
regression model have been checked. The first assumption, the absence of a linear
relationship between the explanatory variables (absence of multicollinearity) was checked
by analysing the correlation matrix of all variables. In most cases, the correlation between
the variables in the land price model proves to be low and does not lead to any problems
for the estimations. The assumptions for the error term are also satisfied, although some
heteroscedasticity (no constant variance) is present in the error terms, as the parcel sizes
and parcel prices cover a rather broad range. The logarithmic transformation has, however,
removed most of the heteroscedasticity from the model. Additionally, the indicators for
heteroscedasticity are also affected by spatial dependence.
Carrying out the standard checks on the data and the estimation outcomes is not sufficient
in the case of spatial data. This was recognised by Cliff and Ord (1973) and has led to the
development of spatial econometrics. The observations of spatial data may not be
independent because they are related to each other over space. It is possible that clusters of
high and low values of the variables exist in space, i.e. that the observations are not
randomly distributed in space. If the observations are not independent, the assumption of
independent errors is not satisfied, and thus the results of the estimation are incorrect. This
effect is known as spatial dependence or spatial autocorrelation. Spatial dependence is
closely related to dependence in time series (De Graaff et al., 2001), for which several tests
and remedies have been developed. However, spatial dependence is two-dimensional and
multidirectional unlike serial correlation, which is one-dimensional and has only one
direction (Florax et al., 2002). Additionally, it is possible that spatial heterogeneity is present
in a spatial data set, which means that the parameters in the regression model vary spatially.
Spatial heterogeneity may show up as spatial heteroscedasticity and is rather comparable to
heterogeneity in time series. Spatial dependence and spatial heterogeneity are usually
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analysed jointly as they are closely related, and making a distinction between spatial
dependence and spatial heterogeneity is difficult (De Graaff et al., 2001).
To detect the presence of spatial dependence, several statistics have been developed, such
as Moran’s I statistic, Geary’s c statistic, and Lagrange Multiplier (LM) tests (Anselin, 1992,
1995, 1999; Getis 1999; De Graaff et al. 2001). If in these tests the null hypothesis of no
spatial dependence is rejected, the spatial dependence can take two different forms: it can
take the form of either a substantive process (lag-model) or a nuisance (error-model)
(Anselin and Florax, 1995). In the case of a substantive process, the spatial dependence can
be described according to Equation 6·8. 
In this equation ρ is the spatial autoregressive lag parameter and WY is a spatially lagged
dependent variable.6 Y, X and ε have the same meaning as in the OLS model equation. In
case the spatial dependence takes the form of nuisance, the formal description is given in
Equations 6·9a and 6·9b.
Here, Wε is the spatially lagged error term, λ the autoregressive coefficient and γ is an error
term that meets the assumptions of linear regression estimation. An important point in
making a difference between a lag-model and an error-model is that they have a different
interpretation. A lag-model for spatial dependence has a theoretical interpretation: for
example, land prices in some areas may be higher because the demand is higher in those
areas. The error-model does not have a theoretical interpretation, hence the name
‘nuisance’ for this type of spatial dependence. The dependence is caused by (erroneously)
omitted spatially correlated variables, or because boundaries of regions do not coincide
with actual behavioural units (De Graaf et al., 2001), which means in the current case that a
parcel affects neighbouring parcels (the external effects mentioned in Chapter 2). 
To check whether the spatial dependence in a model is of the lag-type or the error-type, the
LM-tests for both types can be carried out. The tests often indicate that both types are
present, though the test with the highest significance indicates the likely form of spatial
dependence. The error-model and the lag-model require different solutions in order to
arrive at correct estimates for the regression model. In the current study, the SpaceStat
software (Anselin, 1992, 2000) has been used to analyse the spatial dependence in the
regression model for land prices. Several different estimators to correct for spatial
dependence in OLS regressions have been implemented in SpaceStat. The remainder of
                                                
6 A spatially lagged variable can be computed by taking the weighted average of the surrounding variable
values. 
εβρ ++= XWYYEquation6·8
εβ += XY (a)
γελε += W (b)
 Equation
 6·9
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this section reports the analysis of spatial dependence in the land price model using
SpaceStat and its link with GIS.
6.4.2 Spatial dependence in the land price model
To analyse spatial dependence in SpaceStat, a weight matrix needs to be constructed, which
gives the links (yes/no) or distances between spatial observations. In the case of the land
price data set, the matrix contains the distances between the mathematical centres of the
parcels, for which the coordinates are available. However, a problem arises in the case of
multiple-parcel transactions, as these transactions do not have one single location, though
they are traded for a single transaction price (refer to Section 4.2). In the linear regression
model weighting of parcels in transactions could be applied, but it is not possible to
attribute a fraction of the transaction price to a parcel without making unrealistic
assumptions.
Consequently, it was decided to carry out the analysis of spatial dependence only with the
transactions that consists of a single parcel. This results in a subset of 4,371 transactions
out of the 6,099 transactions that do not contain buildings or improvements. For use in
SpaceStat, some of these observations required additional data processing. First, about 300
transactions in this subset have changed owner more than once and in that case
observations have the same coordinates. This results in a distance of zero in the weight
matrix, which cannot be handled by the computing methods for spatial dependence.
Therefore, duplicate parcels have been moved one metre from their original location in
order to obtain a non-zero distance. Secondly, the subset of the transaction database was
still too large to handle in SpaceStat. Therefore the subset needed to be split into smaller
subsets to carry out the calculations. Below, the results for the subset containing all
observations of the year 1999 are reported. Calculations for the remaining years have been
carried out as well and are mentioned if relevant.
The first step in the analysis of spatial dependence is the analysis of spatial patterns in the
residuals. The residuals that are analysed are the ones from a re-estimation of the model as
formulated in Equation 6·7, using only the 4,371 single-parcel transactions from all years.
Spatial clustering of positive and/or negative errors may be evidence of spatial dependence.
Map 6·1 shows the positive and negative residuals of all single-parcel transactions. The
residual is defined as the actual transaction (parcel) price minus the fitted transaction
(parcel) price. Thus a residual below 0 (blue in Map 6·1) means that the model
overestimates the transaction price and a residual above 0 (red in Map 6·1) means that the
model estimate is lower than the actual transaction price. Any patterns in this map may
indicate spatial dependence. At first sight, there seem to be no clear patterns visible, though
one can see that in some areas, such as the western part and in the north-east, negative
residuals occur more frequently than positive residuals and in some areas, such as south-
west of Breda, positive residuals occur more frequently. Also, at the edges of cities it seems
that the model underestimates the actual land price, as red dots are in general more
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frequent than blue dots. Though the patterns are not very clear, this may indicate localised
pockets of dependence that may be interpreted as heterogeneity.
The second step in the analysis is the calculation of spatial dependence indicators, which
can give a more precise indication of spatial dependence than the visual interpretation of
maps, and the statistical significance of these indicators can be determined. The spatial
dependence indicators have been estimated and calculated for several subsets of the data
set containing single-parcel transactions. The results from the subset containing all single-
parcel transactions from the year 1999 are given in Table 6·3. The results from subsets for
other years and random samples from the total data set with single-parcel transactions are
very similar to the results given in Table 6·3.
The coefficients and their significance do not differ substantially from the estimates for the
total data set that were given in Table 6·2. The only coefficient that differs much is Builtup,
which was 0.655 in Table 6·2 against 0.324 now. In other years this variable also differs
(0.543 in 2000 and 0.850 in 1998), which may be the result of a combination of large
differences in land prices in and near urban areas and relatively few observations for which
Builtup has a value. Also the variables for construction plans have changed somewhat, and
NewMapOther and NewMapInfra have become less significant, which can be caused by the
same reason. Based on the similar results of the estimation of the model for the subset and
for the total data set, it can be concluded that the results of the analysis of spatial
dependence in the subset will be comparable to an analysis of spatial dependence in the
total data set.
Map
6·1
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Variable Coefficient Std. Error Impact
Constant 1.689 *** (0.245)
LnSize 0.948 *** (0.021)
Q2_99 0.127 *** (0.050) 14%
Q3_99 0.179 *** (0.054) 20%
Q4_99 0.150 *** (0.048) 16%
Relative -0.727 *** (0.070) -52%
NatGovt -0.007 (0.097) -1%
Municipality 0.401 *** (0.090) 49%
Farmer -0.017 (0.039) -2%
Rent -0.769  *** (0.089) -54%
Quality 0.384  *** (0.141) 47%
DistUrban -0.108  *** (0.024) -10%
DistRandstad -0.007  *** (0.001) -1%
NewMapBuiltup 0.719  *** (0.107) 105%
NewMapOther 0.190  * (0.114) 21%
NewMapInfra 0.098  (0.163) 10%
GC2&3 0.003  (0.037) 0%
GC4&5 0.257  * (0.146) 29%
GC6 0.268  *** (0.065) 31%
Forest -1.058  *** (0.061) -65%
Nature -0.927  *** (0.189) -60%
Builtup 0.324 *** (0.101) 38%
adjusted R2 71%
No. of obs. 1316
Diagnostics for spatial dependence
Moran’s I 0.065 7.143 ***
LM-error 44.872 ***
Robust LM-error 29.659 ***
LM-lag 15.416 ***
Robust LM-lag 0.203
Diagnostic for heteroscedasticity
Koenker-Bassett test 130.527 ***
The results of the estimation of the 1999
subset with single-parcel transactions and
diagnostics for spatial dependence
Table
6·3
Note: *** significant at 1%, ** significant at 5%,
* significant at 10%
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At the bottom of Table 6·3, five indicators for spatial dependence have been given. The
value of Moran’s I is 0.065, which is rather low (the theoretical mean of Moran’s I tends to
zero as the sample size increases under the null hypothesis of no spatial dependence),
though the z-value of 7.143 is highly significant. The LM-tests and robust LM-tests clearly
indicate that the spatial dependence in the model is of the error type. This means that the
estimates from the model may not be efficient, which can impact on the assessment of the
significance of the values. A diagnostic for heteroscedasticity is also reported, as spatial
heterogeneity, heteroscedasticity, and spatial dependence are closely related, which was
discussed in the previous subsection. The Koenker-Bassett test indicates significant
heteroscedasticity in the model. A solution to the heteroscedasticity and spatial dependence
in the model is to implement an error model with group-wise heteroscedasticity. 
However, before proceeding to the adjusted model estimations, the issue of local spatial
dependence needs to be addressed. The use of global statistics, such as Moran’s I, ignores
the fact that spatial dependence may not be stationary over space, especially in the case of a
large number of observations (Anselin, 1995). This means that spatial dependence may be
present locally, even though it is not reflected in the global diagnostics. As we are currently
dealing with a large number of observations, it should be checked if there is any presence
of local spatial dependence. This can be done using a Moran scatterplot (Figure 6·3) and a
Moran scatterplot map (Map 6·2). 
The scatterplot shows the value of the local Moran (Anselin, 1995) for the transaction
prices of the 1316 single-parcel transactions that took place in 1999, plotted in four
quadrants. The overall Moran’s I is 0.0953, which is again rather low. (Note that this is the
Moran’s I for the transaction prices and not for the errors of the estimation, which was
given in Table 6·3). Although the scatterplot has a nearly random distribution, in the Moran
scatterplot map some patterns are visible. The map (Map 6·2) shows if clusters of high and
Moran scatterplot of the price of a transactionFigure6·3
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low values exist, by indicating if high values of the local Moran are surrounded by high
values, low values by low values, etc. High-high values are more frequent in the northern
half of the province, while low-low values occur more in the south and east. South of
‘s-Herthogenbosch a small cluster of low-low values can be found. These patterns are,
however, not very clear and no obvious theoretical explanation can be found for these
patterns.
The scatterplot in Figure 6·3 can also be used to see if the data contains any outliers. In
general, values further than 2 standard deviations from the mean (the origin) can be
considered as outliers. Thus from the figure it becomes clear that the data contains quite a
few outliers. The heterogeneity of the land market, with many different parcel sizes,
different parcel characteristics, and different situations, can cause large price differences.
Outliers can be a problem in regression analysis, as a single outlier can affect the value of
the estimated coefficients disproportionally (see also the appendix). However, some
experiments showed that the current model is rather robust for outliers, as there is a large
number of outliers and they are randomly distributed, thus they compensate for each other.
The outliers are in fact the most interesting transactions as they often deal with speculation,
are located at strategic locations, have a specific kind of soil, or have another specific
characteristic.
Based on the analysis above, it was decided to estimate an error model with group-wise
heteroscedasticity. As the heteroscedasticity is most likely caused by the large differences in
transaction size (see Section 6.2 and footnote 1), the groups are based on small and large
Map
6·2
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transactions: transactions smaller than or equal to 1 hectare are classified ‘small’ and
transactions over 1 hectare are classified ‘large’. The results of this estimation are given in
Table 6·4. Comparing the results that are corrected for spatial dependence in Table 6·4 with
Table 6·3 gives only a few small differences. From the significant coefficients, Quality and
NewMapBuiltup changed most. The change is not large, though the logarithmic
transformation causes a rather significant change in the impact percentage. The significance
of the coefficients changed little: Q2_99 and Quality became somewhat less significant,
while the significance of NewMapOther and GC4&4 increased a little. The coefficient of λ 
Variable Coefficient Std. Error Impact
Constant 1.721 *** (0.243)
LnSize 0.951 *** (0.020)
Q2_99 0.109 ** (0.046) 11%
Q3_99 0.194 *** (0.050) 21%
Q4_99 0.141 *** (0.044) 15%
Relative -0.763 *** (0.065) -53%
NatGovt -0.102 (0.096) -10%
Municipality 0.407 *** (0.083) 50%
Farmer -0.016 (0.036) -2%
Rent -0.753 *** (0.078) -53%
Quality 0.290 ** (0.130) 34%
DistUrban -0.105 *** (0.024) -10%
DistRandstad -0.006 *** (0.002) -1%
NewMapBuiltup 0.640 *** (0.102) 90%
NewMapOther 0.227 ** (0.102) 25%
NewMapInfra 0.160 (0.150) 17%
GC2&3 0.022 (0.038) 2%
GC4&5 0.304 ** (0.148) 36%
GC6 0.255 *** (0.073) 29%
Forest -1.072 *** (0.062) -66%
Nature -0.869 *** (0.172) -58%
Builtup 0.281 *** (0.107) 32%
λ 0.434 *** (0.059)
R2 71%
No. of obs. 1316
Group variances
Size ≤ 1 ha. 0.666 *** (0.038)
Size > 1 ha. 0.270 *** (0.014)
The results of the estimation of a spatial error
model with group-wise heteroscedasticity for
the 1999 subset with single-parcel transactions
Table
6·4
Note: *** significant at 1%, ** significant at 5%,
* significant at 10%
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(see Equation 6·9b) is significant, as well as the group variance variables of the size. It can
thus be concluded that this model specification is correct. Overall, the results seem to be
very stable: signs of coefficients did not change and the variables did not change much
(which could be expected if one corrects for heteroscedasticity and error dependence). 
The error model with group-wise heteroscedasticity has also been estimated for the other
complete years in the data set (1998 and 2000). The results of these estimations did not
show any particularities. As mentioned before, it is not possible to correct the estimations
based on the complete data set due to the nature of the data (a transaction can consist of
more than one parcel) and the size of the complete data set. Though based on the analysis
of a subset of the data, it can be concluded that there is spatial dependence in the model;
the λ is 0.434 and highly significant, though it does not have a large impact on the
estimates. The value of the coefficients in the main model with all data remain the same as
a result of the error-type of spatial dependence. Modelling heteroscedasticity and spatial
dependence would, however, lead to some small changes for some coefficients. The only
interpretation that can be given to the presence of error-dependence is that there are
omitted, unobserved variables in the model that are spatially correlated.
6.5 Conclusions
In this chapter the model to explain land prices in the province of Noord-Brabant is
presented. The model is of the single-equation regression type and contains thirty variables
that represent the size of the transaction, ten parcel characteristics, and six transaction
characteristics which all significantly impact on the price of a transaction. The results have
been presented as a percentage change in land price (per unit). The model allows for non-
linear relations between the dependent and independent variables by using a logarithmic
specification of the regression model; and the presence of spatial dependence in the model
was analysed. 
The results of the regression are satisfying. However, the presence of spatial dependence in
the data is a violation of the assumptions of the ordinary least squares estimation method.
Unfortunately, it was not possible to check the estimations for the presence of spatial
dependence using all observations, because of the data structure (a transaction can consist
of more than one parcel and does not have a single location in that case) and
computational limitations. Hence, an extensive analysis of spatial autocorrelation and
spatial heterogeneity was carried out for a subset of the data. The result of this analysis was
that spatial dependence of the error-type and heteroscedasticity are present in the model.
For the estimated parameters this means that only their significance is affected, but as the
estimated parameters in the model with all observations are highly significant, the
conclusions and the interpretation of the model outcomes remain the same. The presence
of error-type spatial dependence means that there are erroneously omitted variables that are
spatially correlated, which does not have a theoretical interpretation.
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The estimated coefficients, which were presented in Table 6·2, have the size and sign that
one should expect from theory and practice. The model mostly confirms the ideas that
exist about the effect of different factors on land prices. Factors related to built-up land use
are the major explanatory factor for rural land prices: near built-up and urban areas, prices
are higher, and plans for construction result in a strong price increase. An increasing size of
a parcel has a negative effect on the price. Transaction characteristics also have a significant
impact on the land prices. Municipalities pay a high price for land, mainly because they
need the expensive land near urban areas. Relatives only pay half of the average land price
and rented land is also about half the average price. The rising land prices in the case study
period are confirmed by the model. The provincial policy of restricting the growth in small
towns and villages seems to work, at least from the perspective of the land market, as in
these categories the land price remains low. Finally, the current land use on or near the
traded land has a considerable impact on the price: forest and nature areas are considerably
cheaper while the price of land in built-up areas almost doubles.
Although the estimation results of the model are satisfying, still some variation in land
prices remains unexplained. This gives an indication of the heterogeneity in land prices,
which was also found in the analysis of spatial dependence. Land prices vary widely from
case to case, which is caused by many, highly specific and individual factors, which are very
hard to capture in a general model. The current model is mostly useful for analysing general
relationships between factors and land prices and provides a scientific basis for the
explanation of land prices. In the next chapter, the model findings will be applied to more
specific case studies. 
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A Appendix: a model with developed parcels7
In the main text of this chapter, a regression model is presented that cannot include the
transactions that contain developed parcels. In a relatively simple linear regression model, it
is not possible to include these transactions if a logarithmic transformation needs to be
carried out, because the buildings and improvements are additive to the land price and not
multiplicative. However, transactions that contain developed parcels are also interesting for
the rural land market, especially if a transaction contains several parcels of which only one
is developed. This is often the case if a complete farm is sold. 
A linear model has been estimated to analyse the transactions that contain developed
parcels. The linear model and the log-transformed model cannot be compared exactly,
though by using the same variables in both models, some insight can be obtained into the
effect of developed parcels on the regression results and on the land prices. The linear
model uses the following equation:
The dependent variable is the total transaction price. Note that all explanatory variables,
except the variable for developed parcels (Developed) have been multiplied by the transaction
size in order to obtain prices per square metre. The independent variables that are parcel
characteristics have been weighted by the parcel size in the transaction, just like in the log-
linear model. All variables are the same as in the model that was described in the main text
and their definitions can be found in Table 6·1, except for the dummy for developed
parcels that has been added: Developed is 1 if any of the parcels in the transaction contains
buildings or improvements, otherwise it has the value 0.
The results of three estimations of the linear model are presented in Table A6·1 below.
Estimation A is with the full data set, estimation B does not include the transactions with
developed parcels, and in estimation C some outliers are excluded. This final estimation is
presented to show the effect of outliers on the results in the linear model. Since the price 
                                                
7 A similar version of the model in this appendix was presented in Buurman and Rietveld, 2002.
Price =
β0
+ β1·Size + β2·Developed
+ Size · (β3·Q2_98 + β4·Q3_98 + β5·Q4_98
+  β6·Q1_99 + β7·Q2_99 + β8·Q3_99 + β9·Q4_99
+  β10·Q1_00 + β11·Q2_00 + β12·Q3_00 + β13·Q4_00
+  β14·Q1_01 + β15·Q2_01
+  β16·Relative + β17·NatGovt + β18·Municipality + β19·Farmer + β20·Rent
+  β21·Quality + β22·DistUrban + β23·DistRandstad
+  β24·NewMapBuitup + β25·NewMapOther + β26·NewMapInfra
+  β27·GC1 + β28·GC2&3 + β29·GC4&5 + β30·GC6
+  β31·Forest + β32·Nature + β33·Builtup)
+ ε
Equation
A6·1
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A: All transactions B: Transactions with
undeveloped parcels
C: All transactions 
(5 outliers deleted)
Variable Coefficient Std. Error Coefficient Std. Error Coefficient Std. Error
Constant -23,068.43 ** (11,369.27) -23,009.06 * (14,178.25) -14,365.91 (9,741.96)
Size -1.11 (1.74) 1.67 (1.82) -0.02 (1.58)
Developed 261,890.30 *** (11,409.70) 268,055.60 *** (7,727.02)
Q2_98 13,616.84 (15,739.14) 21,878.01 ** (10,653.62) 10,895.66 (15,835.60)
Q3_98 21,313.25 (16,119.84) 8,702.76 (13,463.88) 21,132.97 (15,541.01)
Q4_98 18,239.35 (20,807.17) 15,304.00 (13,764.21) 7,381.20 (14,948.38)
Q1_99 24,262.91 (21,956.58) -3,208.92 (12,127.48) 8,517.47 (13,532.22)
Q2_99 25,236.99 ** (11,587.59) 26,444.99 *** (9,882.84) 26,503.06 ** (11,055.57)
Q3_99 44,814.25 *** (13,390.16) 29,857.75 ** (13,876.22) 44,395.18 *** (13,257.94)
Q4_99 38,598.09 ** (19,086.94) 44,408.35 ** (19,361.47) 22,318.05 * (11,733.06)
Q1_00 47,326.64 *** (11,950.55) 40,355.78 *** (11,273.87) 47,903.70 *** (11,716.86)
Q2_00 57,624.79 *** (13,797.68) 54,582.63 *** (13,567.46) 54,251.14 *** (13,626.24)
Q3_00 50,592.59 *** (13,750.19) 61,994.97 *** (14,799.52) 50,173.72 *** (13,359.44)
Q4_00 72,469.86 *** (21,360.34) 68,325.61 ** (29,670.21) 55,172.35 *** (11,115.43)
Q1_01 93,912.50 *** (18,380.63) 53,607.47 *** (11,390.98) 79,040.46 *** (11,558.96)
Q2_01 74,780.47 *** (12,866.46) 41,454.57 *** (12,017.02) 73,751.24 *** (12,553.46)
Relative -2.97 *** (0.40) -2.70 *** (0.33) -2.84 *** (0.37)
NatGovt -1.52 (1.18) -1.83 ** (0.76) -1.00 (1.12)
Municipality -1.35 (1.26) -2.67 (1.77) -0.28 (1.15)
Farmer -1.01 (0.71) -1.55 ** (0.66) -0.64 (0.62)
Rent -2.87 *** (0.48) -2.34 *** (0.35) -2.84 *** (0.45)
Quality 6.63 *** (2.25) 4.04 * (2.46) 5.22 *** (1.92)
DistUrban -0.25 (0.20) -0.33 (0.26) -0.17 (0.18)
DistRand 0.01 (0.02) 0.02 (0.02) 0.00 (0.01)
NewMapBuiltup 10.72 *** (2.74) 10.74 *** (3.49) 12.43 *** (2.23)
NewMapOther 1.18 (1.96) -2.72 (2.00) 1.76 (1.81)
NewMapInfra -1.44 (4.40) 2.69 (6.69) -0.62 (4.58)
GC2&3 0.68 ** (0.28) -0.03 (0.31) 0.64 ** (0.27)
GC4&5 -1.71 (1.17) -2.06 (1.68) -2.52 ** (1.11)
GC6 6.28 *** (2.44) 8.18 ** (4.12) 3.58 *** (0.92)
Forest -4.53 *** (0.89) -4.98 *** (0.84) -3.84 *** (0.54)
Nature -2.14 (2.11) -3.41 *** (1.54) -2.59 (1.66)
Builtup 12.43 *** (4.07) 21.02 (20.22) 7.79 *** (2.16)
No. of obs. 8440 6099 8435
R2 40% 37% 55%
Log-likelihood -120,377 -85,707 -117,156
The results of the estimations of a linear specification of the explanatory modelTable
A6·1
Note: *** significant at 1%, ** significant at 5%, * significant at 10%. All figures are in euros.
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and size did not undergo a logarithmic transformation, the data contains quite a few
outliers and the linear formulation gives rather heteroscedastic estimation results. An
obvious solution for heteroscedasticity, weighting of the price by the size of the
transaction, gives results that cannot be interpreted clearly in this particular case: property
per square metre has little meaning if the property/land ratio is different among the
observations. Heteroscedasticity leads to inefficient estimates of the coefficients, though
the estimates are consistent. However, the EViews 4.0 statistical package, which has been
used to do the estimates, includes a procedure to correct the estimated standard errors and
correct the t-statistics (White’s heteroscedasticity-consistent standard errors procedure). If
this procedure had not been used, all variables except the constants would have been
significant. 
The R2 of the three models ranges between 37 percent and 55 percent. The sign and
coefficients of the three models are in agreement with theory. The changing and
insignificant value of the Size variable in the three models is the result of the interaction
with the other variables: the size of a transaction enters most of the explanatory variables
(see Equation A6·1). The value of about 260,000 euros for Developed is the average price of
the additional property besides the land. This is an average for all kinds of property, such as
houses, offices, roads, and stables. The rising land prices over time can be read from the
quarterly time dummies. 
The remaining variables give a change in euros in the land price per square metre. The
actors (relative, national government, municipality, and farmer) have a decreasing effect on
the land price. Relatives buy the land for the lowest price. Rented land also has a strong
decreasing effect on the land price. The quality of the land seems to play an important part,
but like in the log-linear model, the difference between average land and top quality land is
about 20 percent of reported value for Quality. From the remaining variables, the presence
of plans and built-up areas has the largest effect on the land price. These variables
contribute significantly to the explanatory power of the model. 
In estimation B, the removal of the transactions with developed parcels does not lead to
any major changes in the regression results, which shows that the dummy for buildings and
improvements is working well to reflect their value. The reason why the Builtup variable
becomes insignificant is that many developed parcels are located in or near these areas and
these observations are now removed from the data set. The unoccupied land that remains
in these areas can probably not be used for any high-value activity, though the few parcels
that can be used have a very high price. Another change in the regression B is that farmers
become significant actors as the regression now includes relatively more farmland. 
The third regression that has been carried out analyses the effect of extreme values of vari-
ables. The data set contains a large number of outliers regarding size as well as regarding
price, which was already mentioned in the discussion of Figure 6·3. In many cases, these
outliers cannot be explained at first sight. For example, the most expensive transaction
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regarding price per square metre is a transaction without developed parcels. Removing the
five transactions with the highest residue (i.e. unexplained variance by the model) from the
regression A gives the results of the regression C. The R2 increases from 40 percent to 55
percent and the coefficients of variables change somewhat, though there are no large
changes: the signs of the significant coefficients stay the same and most coefficients have
about the same size. The changes can be explained by the characteristics and the weight of
the observations that have been deleted.
Even though a large number of outliers is present in the data set, the regression results are
rather robust. Experiments with deleting more or less observations did not show any large
changes in the estimated coefficients. Outliers are compensated for by other outliers due to
the large heterogeneity of the parcels. Although the outliers are a nuisance in a statistical
sense, they are very interesting observations if one looks a little closer at the data. For
example, the 14 parcels of the transaction with the highest residue are undeveloped
farmland and lie very close to the city of Eindhoven, at a probably very strategic location
(see also Chapter 5). Though the size comprises 208,563 square metres, there are about 50
observations with a larger size. The price per square metre is ranked only number 190. The
explanation for the fact that this observation is such a strong outlier should be sought in
unobserved variables other than those currently in the model, and which are not known or
unobservable. Possibilities of unobserved variables are speculation or compensation orders
(if the land is bought against a high price from the municipality, a property developer may
be given the right to develop the area). 
Finally, it is interesting to compare the results of the linear model with the results of the
log-linear model. A direct comparison of the log-linear model and the linear model is rather
difficult, as the coefficients have a different interpretation in the two models. The
coefficients in the linear model give the effect of a variable on the transaction price
(constant, buildings, and quarterly dummies) or on the land price per square metre (the
remaining coefficients). Additionally, the R2 and log-likelihood indicators are affected by
the logarithmic transformation and thus cannot be compared directly. It is, however,
possible to calculate the percentage difference in the land price compared to the average
transaction as a result of the presence of a variable. This is the average elasticity of a
variable, which can be compared to the results of the log-linear model. The average
transaction for the whole data set is 30,933 square metres, has a total transaction price of
221,531 euros, and has an average transaction price of 14.61 euros. Based on these figures,
Table A6·2 has been calculated for the linear model regression A with transactions that
contain developed parcels; as we are mainly interested in the effect of leaving out the
transactions with property. Please note that the comparison is not really one-to-one,
because of the different methods of calculation, but only gives an indication of the
differences and similarities.
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Variable Linear model Log model Variable Linear model Log model
Q2_98 6 8 Municipality -9 43
Q3_98 10 3 Farmer -7 -9
Q4_98 8 8 Rent -20 -54
Q1_99 11 12 Quality 45 35
Q2_99 11 26 DistUrban -2 -11
Q3_99 20 30 DistRand 0 0
Q4_99 17 27 NewMapBuiltup 73 99
Q1_00 21 45 NewMapOther 8 24
Q2_00 26 41 NewMapInfra -10 44
Q3_00 23 59 GC2&3 5 2
Q4_00 33 50 GC4&5 -12 14
Q1_01 42 61 GC6 43 34
Q2_01 34 47 Forest -31 -71
Relative -20 -52 Nature -15 -53
NatGovt -10 -8 Builtup 85 94
The results of the linear model and the log-linear model agree to a large extent with each
other. The signs and the sizes of the coefficients correspond rather well in the two models,
except for the variable Municipality and NewMapInfra. In the exploratory data analysis in
Chapter 5, it was found that the differences in the purchases of municipalities is caused by
differences in land bought (large farmland parcels) and land sold (small parcels for housing)
by municipalities. For NewMapInfra the difference may be caused by the fact that
infrastructure is worth less than buildings, thus the negative coefficient compensates for
the value of the variable Developed. The price increase over time in the log-linear model is
larger and the log-linear model finds, in most cases, a somewhat larger value, though this
may be the result of the different methods of calculation. The conclusion is that, in general,
developed land does not have a very different price and has a rather similar effect on
coefficients.
Comparison of the coefficients (% change in the land price or transaction price) of the
linear model (estimation A) and the log-linear model
Table
A6·2
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7.1 Introduction
The function of rural areas is changing. In past centuries the main activity of rural areas
was the production of agricultural goods and although this is still the case, more and more
other, urban-related activities are spreading into rural areas (VROM, 2002; VROM 2001a;
Terpstra, 1998; Van Dam and Huigen, 1994). Housing is, for example, an activity that
spreads into rural areas. In addition to the expansion areas at edges of cities, rural land is
also increasingly used by urban dwellers who prefer living in the countryside. The increased
mobility and prosperity makes this possible (Hemel, 2001). In contrast to the traditional
residents of rural areas, these newcomers have strong economic ties with the cities, i.e. they
work in urban areas and live in rural areas. Another example of changing rural areas is the
growing importance of their recreational function: many people prefer to spend their
leisure time and holidays outside the city (VROM 2001a). This results in land claims for
recreation areas and other recreation facilities, while it also results in new opportunities for
farmers to diversify their activities and start a camping site, a farm shop, or organise farm
visits. Besides these two examples, many other non-agricultural activities and functions that
claim land in rural areas can be mentioned: business parks along highways, flood storage
areas, motorways, high speed railways, and nature conservation, to name a few. Below we
will see that nature conservation in particular claims large amounts of land in the
Netherlands.
Although urban-related activities are spreading into rural areas, spatial planning in the
Netherlands still intends to maintain a clear distinction between urban areas and rural areas
(VROM, 2001a). For decades planners have tried to separate rural functions and urban
functions and subsequent national policy documents on spatial planning focussed on
controlling spatial developments. The spatial plans for rural areas aim to maintain and
develop nature areas and other spatial elements with a high quality such as old agricultural
landscapes (similar to those on Dutch paintings from the 17th and 18th century). The
7
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changing context has, however, made it more difficult to avoid the diffusion of urban
activities. In the most recent memorandum on spatial planning (VROM, 2001a) the
planners propose a contour policy, in which red and green contours should limit (though
not obstruct) developments. The fact that the proposed contour policy has raised much
discussion, and the fact that implementation is far from sure, shows the actuality and
relevance of studies related to land use and land markets.
The spatial developments in rural areas have an unmistakable impact on land prices. The
rural land price model in the previous chapter showed that plans for construction activities
cause rising land prices. Other developments that claim land also affect land prices through
a higher demand for land or through other mechanisms, such as changing behaviour of
actors or new spatial policies. Spatial planning and land prices strongly interact, especially in
an increasingly dynamic environment. Planning decisions are made for a wide range of
reasons and in a wide range of fields; the effect on land prices is often unknown.
Consequently, land prices and the land market have received much attention from Dutch
planners in the past few years. A memorandum on land policy (VROM, 2001b) was
published in the same year that the Fifth Memorandum on Spatial Planning was published
and several studies have been carried out in this field (for example IBO Grondbeleid, 2000;
CPB, 1999). The links between policy, planning and land prices are explored in this
chapter.
In the sections below, three policy issues are analysed in detail using the rural land price
model: urban expansion, nature development1, and infrastructure construction. The effects
of these spatial developments on land prices are discussed using the estimations from the
rural land price model and by analysing cases at a local level. This places the quantitative,
economic model from the previous chapter in a policy making context and establishes a
link between the empirical model and planning practice. As the model does not have a
strongly developed time dimension and changes are inherently dynamic, the main use of
the model is to look at situations before and after a change (comparative dynamics). At the
beginning of each section the policy context is given and each section finishes with a
discussion of the policy implications. The examination of maps forms an important aid in
analysing the policy issues. 
This chapter is divided into the following sections. Section 7.2 analyses the effects of urban
expansion on land prices. In particular, attention is paid to the effect on the prices of
farmland of new built-up areas in rural-urban transition zones. The case study is carried out
at a large urban expansion area in the province of Noord-Brabant. Section 7.3 discusses the
effect of the creation of the National Ecological Network on land prices. The common
opinion is that land purchases for nature development cause rising land prices due to the
higher demand for land. On the other hand, use restrictions may have a negative effect on
                                                
1 The term ‘nature development’ is used here for nature conservation activities involving the purchase of
(farm)land to enlarge and protect existing nature areas.
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prices of parcels near nature areas. In this section we look for evidence for these statements
using the model. Section 7.4 investigates the effect of infrastructure construction on land
prices. The construction of infrastructure can cause rising land prices through two different
mechanisms. Firstly, purchases of land to be used for infrastructure can increase prices due
to increased demand, and, secondly, improved accessibility can lead to higher land prices
near the constructed infrastructure. Even though no effect for infrastructure was found in
the rural land price model, in this section the effect of infrastructure, or more general
accessibility, is analysed in depth as other studies do find an effect of infrastructure
(Rietveld and Bruinsma, 1998; Chicoine, 1981; Nyfer, 1998). Section 7.5 contains a
reflection on the effects of governments on land prices. In section 7.6 the findings of the
chapter are summarised and conclusions are drawn on the spatial policies and on the
applicability of the model. 
7.2 Urban expansion in the rural-urban fringe
7.2.1 The rural-urban fringe and changing land policy
Expansion of built-up areas often takes place at the edges of urban areas. In these zones
farmland is converted to urban land. This conversion process gives rise to relatively
dynamic areas where agricultural and urban land market forces interact, and where
expectations of land use changes play an important part in the determination of land prices.
In many publications this dynamic area is named the rural-urban fringe and it includes the
areas bordering cities, the areas between cities and nearby towns (non-contiguous suburbs),
and the area extending into the rural countryside (Chicoine, 1981). In the densely populated
province of Noord-Brabant several rural-urban fringe areas exist around the four large
cities. Moreover, also around medium and small towns, and even around villages, zones are
found where rural-urban fringe processes take place. In the rural-urban fringe areas in the
province of Noord-Brabant, the main reason for increased land values is the conversion
process of farmland to land for urban use, under the condition of a high demand for urban
land and a strict planning scheme. 
The rural-urban fringe has received much attention in the economic literature on land
prices (see for instance Chicoine, 1981; Pyle, 1985; Shonkwiler and Reynolds, 1986;
Broomhall, 1995; Shi et al., 1997 and Ding et al., 1999). The fact that land prices in rural-
urban fringes are not only determined by parcel properties and location characteristics, but
also by the possibility of a land use change, complicates the analysis, though it also makes
the rural-urban fringe an interesting area for research. In addition, rural-urban fringes are
very dynamic areas regarding land prices, land ownership, and land use changes. In Chapter
2, rural-urban fringes were mentioned in the discussions of the theoretical literature as well
as the empirical literature. The main theory of land prices, the bid rent theory (discussed in
Section 2.2.2), leads to a sharp boundary between urban and agricultural land use. Here the
bid of agriculture equals the bid of households and firms, but this is only valid in a
uniform, homogeneous area. In more complex models and modifications of the bid rent
theory, heterogeneous land use in the rural-urban fringe can be accommodated, which
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corresponds more with observations in reality (Buurman et al., 2001). In empirical studies,
processes in rural-urban fringes are analysed in several ways (see Section 2.4). Many
empirical models use the distance to an urban area as a variable that gives an indication of
the processes that take place in the rural-urban fringe (for instance Chicoine, 1981 and
Broomhall, 1995). Factors that determine land prices in empirical models are often specific
for rural-urban fringes or have a different value in these areas. In addition, actors who
hardly operate in the rural land market do operate in the rural-urban fringe.
The general conclusion of the theories and studies can be expressed as a distance
relationship: the closer a parcel is located to an urban area, the higher the land prices. This
is clearly visible in the map of interpolated land prices of the province of Noord-Brabant
(Map 5·7 in Chapter 5). The results of the estimation of the land price model in Chapter 6
also confirm this relationship: the DistUrban and DistRandstad variables both have a
significant negative coefficient that results in a lower land price farther from urban areas.
Several reasons are given for the higher land prices near urban areas. One is that the
location of land near urban areas is more favourable because travel times to the city centre
are less and agglomeration economies exist so that some goods and services, such as
connection to transportation and information networks, and the availability of a large
labour force, are available for a lower price. More favourable land is more in demand and
competition thus leads to a higher price. Another reason for higher land prices in the rural-
urban fringe are the aforementioned expectations of a land use change to an activity with a
higher value which can afford more than agriculture. These expectations can lead to
speculation and rising land prices.
In the Netherlands the stringent planning schemes result in a relatively sharp boundary
between urban areas and rural areas. While in other countries large areas often exist with
mixed urban-rural land use, one of the aims of land use planning in the Netherlands is to
maintain a clear distinction between urban an rural areas and to avoid urban sprawl. Urban
land use and rural land use is kept rather well apart this way, but that this policy does not
lead to a clear distinction between urban land prices and rural land prices was proved by
the model. High urban land prices sprawl into the rural areas, which is also shown by Map
5·7, partly because rural land prices include an expectation value for potential land use
changes: the rural-urban boundary moves in the direction of the rural areas. Particularly, in
the Fourth Memorandum on Spatial Planning expansion areas near cities (VINEX
locations) were planned and indicated, which caused a strong rise of land prices at these
locations (for a brief discussion of the VINEX policy refer to Section 5.2.2). Also, on a
smaller scale changes and anticipated changes in municipal land use plans result in land
price changes. 
Even though stringent planning schemes exist, the landscape of the Netherlands is
increasingly fragmenting and urban expansion does not always take place according to the
wishes of the planners of the national government (Needham, 2002; VROM 2001a).
Examples of unfavourable developments from the perspective of fragmentation and scenic
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beauty are the construction of corridor-like business parks along highways, construction of
infrastructure (such as the high speed railway), the construction of recreation parks with
holiday houses near nature areas, and the development of luxurious houses near rivers. In
order to steer these developments a contour policy has been developed in the Fifth
Memorandum on Spatial Planning (VROM, 2001a). In this policy, three different types of
areas are distinguished: areas within red contours, areas within green contours, and the
remaining balance areas. Building is only allowed within red contours, which are drawn
around current built-up areas. Green contours, which encircle nature areas and other areas
that have a high culture-historical or archaeological value, are protected from
developments. Balance areas are valuable areas, though also possible future search areas for
expansion of the red contours. Thus instead of only assigning building tasks to
municipalities, which was the case with the VINEX policy, the national government now
also determines the geographical borders of where the construction should take place
(Needham, 2002). 
At the time of writing this thesis, the contour policy is still under discussion and adoption
is unsure. Still, it is interesting to confront the VINEX policy with an alternative policy,
which is the contour policy, and study the effect on land prices using the rural land price
model that was developed in Chapter 6. The policies are analysed at the local level, thus we
zoom-in at a specific location: an urban expansion plan next to the city of Helmond, in the
urban region of Eindhoven. This area has been chosen out of five large (more than 3000
new houses) urban expansion areas in the province of Noord-Brabant, because its
development falls partly in the period the database covers, so sufficient transactions are
available, and it is a typical project in which farmland is converted to urban land (other
projects included, for example, land belonging to an airport, and partial redevelopment of
existing built-up areas). The determinants of the regression model in the context of this
urban fringe are discussed and, in addition, land price maps are generated using the rural
land price model. 
7.2.2 The effects of a new urban region on land prices 
In 1993 the national government indicated the VINEX locations for large urban
extensions. Municipalities made official agreements with the provinces and the national
government to realise a large number of houses in the period 1995-2005. The government
supports the municipalities with subsidies for land purchase for social housing and for soil
remediation. In Noord-Brabant the VINEX locations can be found near and in the five
largest cities. One of these locations is called Brandevoort2, which is a western extension of
the city of Helmond near the city of Eindhoven (see Map 7·1 below). In Brandevoort 3,000
houses are planned in the first phase, which runs till 2005, and another 3,000 houses are
planned after the VINEX period till 2015. As with many VINEX projects, the initial
execution of the plans at Brandevoort went slowly due to difficult legal procedures and
difficulties with land purchases (Provincie Noord-Brabant, 2000), but from the second half
                                                
2 Information about the Brandevoort project can be found at brandevoort.com (web), brandevoort.nl (web),
vinex-locaties.nl (web) and helmond.nl (web). 
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of 1997 the construction of houses has started. Figure 7·1 gives an impression of the area
in the autumn of 2001.
The first phase of Brandevoort focuses on the areas 1, 2, 3, and 4 indicated on Map 7·1
below. In area 1, most houses have been built while 2, 3, and 4 will be used in the next few
years. For these areas, land has been purchased from about 1995 onwards; the other
projects are still in a planning phase and it remains unclear if land traded in those areas is
directly related to the building projects or if it may have to do with anticipation of land use
changes. About 40 percent of the parcels at the Brandevoort location that are present in
the land transaction database (see Chapter 4) are bought by the municipality. The buyers of
the other parcels are classified as ‘other natural or legal persons’. The Brandevoort location
is being developed by a collaboration of the municipality and two consortia, which consist
of several building companies and banks. The two project consortia build the majority of
the houses, the municipality sells about 350 parcels to people who want to build their own
house. The land bought by ‘other natural and legal persons’ could thus very well be bought
by the two project consortia. Interestingly, very few sellers were farmers: only 6 parcels
located in the plan areas were obtained from farmers, though previously the land had an
agricultural function. This also may be an indication that land was already being traded
before the municipality and the consortia started buying land. 
In Map 7·1 the parcels that are present in the database in this area are indicated with a dot.
The parcels with a yellow dot were purchased by the municipality. Only a small part of all
Brandevoort autumn 2001 (source: brandevoort.com (web))Figure
7.1
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parcels in the Brandevoort area can be found in the database: as the database starts with the
transactions of 1998, many transactions had already taken place, especially in the areas
where construction activities started first, i.e. areas 1 and 2. In the upper part of the
planned area, where construction will not start before the year 2005, quite a few
transactions have taken place between 1998 and mid-2001. Another observation is that at
the edges of the planned area, few transactions take place, especially in the south-western
part. Though the number of observations is probably not large enough to make well
founded statements, this may indicate that the plans are known to the actors in the land
Map
7·1
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market and that the expectations about further extension are not relevant yet. Actors keep
their land and want to wait for a few more years to see if plans change, or just keep using
their land for farming.
Five maps have been produced below to analyse the land prices in the Brandevoort area.
Map 7·2A shows the land prices per square metre of the parcels which are located in and
around the planned area and which can be found in the transaction database. One can see
that the prices in the planned area are on average higher, though it is difficult to see a clear
pattern. A second observation is that the pattern of land prices is very irregular: parcels
with high and low land prices can be close. It is not always possible to find an explanation
for this only by looking at the factors that are included in the model. Very location-specific
factors may play a part. For instance, the price of the two parcels indicated by the blue
arrow in Map 7·2A fall in the lowest class (less than 5.00 euros per square metre). This can
be explained by the fact that they fall just outside the planned area. However, proximity so
close to a (future) urban area would lead to a higher price according to the theoretical
insights developed in this study. So probably more factors play a part in determining the
land price for these parcels. 
Maps 7·2B, 7·2C, and 7·2D show the land prices of the parcels in and around Brandevoort
according to the rural land price model that was estimated in Chapter 6.3 To be able to
calculate these maps several assumptions have been made. Firstly, no attention is paid to
any property on the parcels. The urban areas have been excluded using the aerial
photographs, though in the rural area all parcels have been included. So for parcels with
property, the land prices are given as if no property were present. Secondly, it is assumed
that each transaction consists of only one parcel, as it is unknown how parcels will be
grouped in transactions. This assumption does not have any serious results for the
outcomes, though the effect of the variable LnSize may be less: transactions with more
parcels have a larger size than the individual parcels and are slightly cheaper due to the
coefficient of 0.949 (see Table 7·1 later in this section). Thirdly, all transactions have taken
place at the same time, the fourth quarter of the year 2000, so a land price map for a single
point in time is generated. Map 7·2A shows land prices at different points in time, i.e. at the
moment of sale of a parcel, which can lie between January 1998 and June 2001. Fourthly,
the transaction characteristics are unknown as no actual transactions have taken place. 
To analyse the effect of the unknown transaction characteristics, two maps have been
calculated. Map 7·2B shows the parcel prices if only the parcel characteristics are included
and Map 7·2C was calculated simulating the transaction characteristics. The simulation was
carried out by selecting parcels randomly for each of the transaction characteristics, while
the size of the selection was based on the statistics of the parcels that are present in the set
of known transactions in the Brandevoort area. In that case, 40 percent of the parcels 
                                                
3 Note that these parcel maps include the small parcels of the areas that have already been developed in
Brandevoort. These parcels are subdivisions of the original large parcels that have been bought from farmers.
After servicing the land, the municipality sells separate parcels for each building.
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Land price maps for the Brandevoort area
Maps
7·2A
to
7·2E
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inside and no parcels outside the planned area are bought by the municipality, and 10
percent of the parcels outside and no parcels inside the planned area are bought by farmers.
For the transaction characteristics Rent and Relative, 1 percent of all parcels was randomly
selected. No parcels in this area were bought by the central government. 
Although it was expected that adding the transaction characteristics would give a more
diverse pattern of land prices, Maps 7·2B and 7·2C are very similar. The effect of the
transaction characteristics is in most cases not strong enough to be visible in these maps.
The fact that the map is classified in intervals of 5 euros also has impact on the visibility of
price changes: smaller intervals would reveal more changes, as shown by Map 7·2E. In Map
7·2E all parcels of which the price changed due to the transaction characteristics are
highlighted. In total, 706 out of 1864 parcels changed price, though the change is on
average only about 2 euros. Thus transaction characteristics do affect the land price, though
the effect is modest compared to the parcel characteristics and the base price (expressed by
the constant and the coefficient for the fourth quarter of 2000). 
To finish the discussion about the construction of the maps, Map 7·2D was calculated in
the same manner as Map 7·2C, thus including the transaction characteristics, but without
the NewMap variables. Table 7·1 below gives an overview of which variables are used for
which map. Note that the reason for not including growth classes 2&3 and 4&5 is that the
Brandevoort area is located entirely in the region covered by growth category 6 (so they
actually have the value 0).
Maps 7·2B and 7·2C with the estimated land prices show a clear pattern. The areas for
which plans exist have a significantly higher land price. Of course this could be expected:
the variables NewMapBuiltup, NewMapOther, and NewMapInfra contribute considerably to the
land price (see Table 7·1). NewMapBuiltup is the variable that augments the land price most.
Also, infrastructure that is located in the area with plans (not visible in Map 7·1) contributes
to a higher land price. An exception is the small area with plans between the two other
areas: the forest in this planned recreation and green space area causes lower land prices
than the surrounding prices. The areas with the lowest land prices mostly correspond with
nature areas and forests, which have a strong negative effect on land prices. 
A spill-over effect, which can cause higher land prices near built-up areas or near plans, and
which was mentioned in previous discussions, is not visible in the maps. Land prices near
the boundary of the planned area do not seem to be higher than areas further away from
the boundary. From the viewpoint of the estimated model this means that the DistUrban
variable is not very dominant, in a similar way that the transaction characteristics are not
visible in the maps. A practical interpretation of this is that planning measures segment the
land market quite well, which also causes a geographical segmentation of land prices. This
was already indicated in Map 7·2A for the two parcels indicated with a blue arrow. It is,
however, also a matter of scale. The DistUrban variable is also related to the more
advantageous location near urban areas, for example due to lower transportation costs. 
161
Chapter 7
Variable Coefficient Impact 7·2B 7·2C 7·2D
Constant 1.631 *** X X X
LnSize 0.949 *** X X X
Q4_00 0.403 *** 50% X X X
Relative -0.742 *** -52% X X
NatGovt -0.089 ** -8%
Municipality 0.356 *** 43% X X
Farmer -0.099 *** -9% X X
Rent -0.784 *** -54% X X
Quality 0.298 *** 35% X X X
DistUrban -0.117 *** -11% X X X
DistRandstad -0.004 *** 0% X X X
NewMapBuiltup 0.689 *** 99% X X
NewMapOther 0.217 *** 24% X X
NewMapInfra 0.368 *** 44% X X
GC2&3 0.015 2%
GC4&5 0.135 ** 14%
GC6 0.294 *** 34% X X X
Forest -1.244 *** -71% X X X
Nature -0.757 *** -53% X X X
Builtup 0.660 *** 94% X X X
Looking at a larger scale reveals that spill-overs do exist and that the areas farther away
from urban areas have lower land prices. An analysis at a larger spatial scale will be carried
out in Chapter 8. There, an overview will be shown of estimated land prices of the whole
province of Noord-Brabant in which the spill-over effect can be seen. At the local level,
however, this effect cannot be seen. 
Map 7·2D shows the Brandevoort area if no plans existed or if the plans were not known
by anyone. In such a case the Brandevoort area has ordinary rural land prices. In general,
most farmland prices are between 5 and 10 euros, just as within the planned Brandevoort
area. High land prices are now mostly the result of existing construction; the variable
Builtup contributes most to parcels with a high land price if the NewMap variables are
turned off. The parcels with a low land price are again nature areas or forests (outside the
planned area the land prices remain the same).
The question that remains is what the effect of the contour policy would be on land prices
near urban areas. As no data is yet available about the contour policy it is impossible to
estimate a model, but based on experiences with the rural land price model it is possible to
make some qualitative statements. The fundamental difference between the contour policy
Variables included in the estimation of Maps 7-2B, C and D. The
values of the variables are taken from the estimation of the rural
land price model (see Table 6·2)
Table
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and the VINEX policy is that the areas where development can possibly occur become
larger, though they are restricted to a certain distance from existing built-up areas. As soon
as the locations of new built-up areas are known to the public, there is no difference
between the VINEX policy and the contour policy from the perspective of the model. The
effect of the contour policy on land prices also depends on the implementation of the
policy. Questions that arise in this respect are, for instance, how tight the contours are and
how often the contours are revised (Needham, 2002). Tight contours will lead to a higher
scarcity of land and to higher land prices. Expectations of contour revisions may impact on
land prices outside contours. 
In view of the rural land price model, it is expected that ‘location within a contour’ will be a
significant factor that explains land prices. The size of the factor will be lower than the
value of NewMapBuiltup, as in the current case development at these locations is certain.
The growth category policy of the province of Noord-Brabant can also shed some light on
the impact contour policy. In fact, the growth category policy is already a kind of contour
policy: construction of houses is restricted according to the growth class, and as new built-
up areas are likely to appear on the edges of existing built-up areas, the contours are
implicit. Growth category 6, the urban areas, are in that case rather wide contours around
the four major urban areas in Noord-Brabant. The ability to build houses in this area
increases land prices by about 34 percent as was shown in Chapter 6 and Table 7·1. A
similar outcome may be obtained when introducing a contour policy.
7.3 The National Ecological Network
7.3.1 Policy and nature conservation
The previous section about the Brandevoort area focussed on the impact of ‘red’ functions
on rural land prices; we now turn to the impact of ‘green’ functions. The definition of
‘green’ functions can include recreation, agriculture, and nature, though here the focus is on
the latter as the impact of nature development on rural land prices is analysed. In the Fifth
Memorandum on Spatial Planning, nature areas are protected by green contours. The green
contours protect areas against building activities, infrastructure development, and intensive
forms of agriculture (VROM, 2001a). Included in the green contours are areas on the
UNESCO world heritage list, areas that are protected according to the EU directive on the
conservation of birds and habitats, and areas included in the National Ecological Network.
The National Ecological Network constitutes by far the largest part of the green contours.
It was discussed in Chapter 5 and Map 5·4 gave an overview of the National Ecological
Network in Noord-Brabant. To recall briefly, the National Ecological Network is
established under a policy that aims at increasing the number of nature areas and combats
fragmentation by enlarging and connecting nature areas. The National Ecological Network
includes different types of nature areas. For one of the types, ‘agreement-areas’, no land
needs to be purchased as the government makes agreements with farmers about nature
conservation measures and compensates them financially. For the other types of nature,
DLG and nature conservation organisations purchase land.
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Land which is purchased for nature conservation and restoration often has an agricultural
function. The acquisition of this land is an important task for DLG and composes more
than half of DLG’s purchases (DLG, 2000). In accordance with policy, DLG should buy as
much land as possible on the land market for a market price and should not use
expropriation. In this way DLG aims not to affect the land market and to maintain a good
relationship with the farmers and other market participants. In practice, about 80 percent
of DLG’s purchases are carried out this way (Van den Brink, 2002). Besides buying land on
the land market and using expropriation, DLG can obtain land by making use of land
exchange and the scheme for farm relocation and farm closure, which offers subsidies to
ease relocation and closure. DLG does not buy more than 30 percent of the land that is
traded in an area, and analyses market prices and market transactions to offer realistic
prices, in order not to influence land prices with its purchases. Land purchased by DLG for
the National Ecological Network is usually transferred to private or public nature
conservation organisations in the short term. However, DLG also purchases land outside
the National Ecological Network areas for land exchange, which may be held for a longer
time before it is used in a land exchange transaction.
Conservation and restoration of nature areas in the manner described above is rather
specific to the Netherlands. As large parts of the country are cultural landscapes, shaped
and developed by man, nature is also being ‘developed’ and new nature areas are created,
while in most other countries only existing (nature) areas are being protected and restored.
Consequently, few empirical studies discuss the effect on land prices of the development of
nature areas, or the purchase of large areas of farmland for nature development. Although
in empirical literature hedonic valuation methods have been extensively used to value
nature areas and areas used for recreation (Ruijgrok, 1999), the resulting values usually
represent a total economic value. An autonomous land price cannot be given in these
studies. However, the rural land price model that has been developed in the current study
and which also includes elements of hedonic valuation specifically estimates a land price.
This model can be applied easily for nature areas, which is shown in the next subsection. 
7.3.2 Application of the model
The regression model is applied to calculate the land prices for parcels in and around a
nature area, which is located south-east of the city of Eindhoven (see Map 7·3). The main
nature area on this map is the ‘Stabrechtse Heide’, which is a large moor area surrounded
by forests and which is visible in the map as the large parcels in the centre. To the north
the area is bordered by the urban region of Eindhoven, to the east by farmland, and to the
west by villages. The proximity to an urban area and a farmland area was the reason for
choosing the Stabrechtse Heide as the case study area. 
The National Ecological Network areas, excluding the agreement areas for which no land is
purchased, have been drawn on the map as ‘nature area’. The nature areas are from the
National Ecological Network data set (see Chapter 4) and thus can contain areas that are
not yet nature areas. However, most of the parcels in this area already have a nature or
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forest function, particularly all large parcels. Parcels in and around built-up areas have been
removed as they may contain buildings and the focus here is on nature areas and farmland.
A straightforward application of the model results in Map 7·3. This map has been
calculated in the same manner and using the same assumptions as the maps for the urban
Map
7·3
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fringe in the previous section (Maps 7·2A to 7·2E). Transaction characteristics have not
been included in the calculations, as not enough transactions have taken place in the nature
areas to determine the characteristics. In the previous section it was shown that this does
not lead to different spatial patterns in the maps anyway. Map 7·3 shows that the parcels
that compose the nature areas mostly have a lower price per square metre than the
surrounding parcels. While the price per square metre for the nature parcels falls in the first
two classes (1.50 to 5.00 euros per square metre), the farmland parcels fall mainly in the
7.50 to 10.00 euros class and the parcels close to the urban area in the north are 10.00
euros or more per square metre. The results of the estimation of the rural land price model
show indeed that land for nature and forest is considerably cheaper than other land. If land
has a nature function the land price decreases by 53 percent, and if it is forest the price is
71 percent lower. These figures are clearly reflected in Map 7·3. Note that Map 7·3 has a
different legend than Maps 7·2A to 7·2E as the differences between land prices in this area
are much smaller and the land prices are on average lower (with the exception of the
northern part of the map). 
In the case of land for nature areas, one should actually make a distinction between existing
nature areas and farmland that has been or will be purchased for nature development. For
example, at the Stabrechtse Heide, land near the edges of the nature areas may have been
purchased to create buffers around the vulnerable nature areas. In the main model in
Chapter 6 it was found that purchases by DLG, which are largely for nature development,
and land in the National Ecological Network are not significantly cheaper or more
expensive than other land. In Map 7·3 one can see that parcels at the edges of nature areas
have an ordinary farmland value. To elaborate the visual inspection of maps, the model
that was estimated in Chapter 6 is re-estimated here. In this way we want to make a
distinction between the effect on land prices of different types of nature development areas
and we want to check if land that is located near nature areas has a different price.
Additionally, a more quantitative approach than the interpretation of maps may give
additional insights and the analysis could be extended from the local level to the provincial
level to make more general statements about the impact of the policies for nature areas.
Also, high prices of land for nature development means that the realisation of the National
Ecological Network will require more effort and considerably more funds, which seems in
particular to be the case near urban areas (De Schutter, 2001).
The variables that indicate the effect of nature on land prices in the rural land price model
have been mentioned before: Forest and Nature. Forests can be nature areas, though this is
not always the case: they can also be part of a recreational area or a park, they can be
intended for wood production, or do not have any specific function (also small parcels with
trees can be classified as forest). On the other hand, areas classified as nature always have
this function and these areas correspond with the existing nature areas that are included in
the National Ecological Network. It is possible to classify the National Ecological Network
into five different types of areas: existing nature areas (NEN_Existing); agreement areas
where the Ministry of Agriculture makes agreements with farmers about nature
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conservation (NEN_Agreement); nature reserves (NEN_Reserves); nature development areas
(NEN_NatDevt); and other nature areas (NEN_Other).4 These five types of areas of the
National Ecological Network have been substituted for the Nature variable in the rural land
price model of Chapter 6. So, instead of an indication if a transaction contains parcels that
are located in an area where the dominant land use type is nature, now an indication is
given if a transaction contains land that is located in any of the five types of areas of the
National Ecological Network, while each of the five types has a separate indication. As the
establishment of the National Ecological Network will take about 25 years and the policy
has been in operation for several years now, some parcels in the National Ecological
Network already have a nature function (in addition to the parcels of NEN_Existing). The
results of the re-estimation of the model with the new variables are displayed in Table 7·2.
All coefficients of the different types of National Ecological Network in the estimation are
highly significant, except for the coefficient of the nature development areas which is only
significant at the 10 percent level. The value of all coefficients is negative, which means that
location in the National Ecological Network has a negative impact on the prices, which
could have been expected from the negative value of Nature in the previous model.
Existing nature has the highest negative coefficient, followed by the category ‘other nature
areas’. The 60 percent lower price for existing nature areas corresponds with the previous
value of the coefficient of Nature, which was 53 percent lower. Land for nature
development only has a coefficient of -0.125, which is only slightly significant. This
coefficient does not significantly differ from zero (0.125 is less than two times the standard
deviation of 0.069). These findings confirm the price difference between land that already
has a nature function and farmland that is purchased for nature development. 
If land is located in an agreement area the price is 20 percent lower. Farmers thus seem to
value the use restrictions negatively. The agreements are made for periods of six years, after
which the final subsidy is determined based on the output (number of plant species, etc.).
Subsidies are affected by the soil type and are a compensation for a lower production of
grass, exploitation costs, and more work. The lower income from land in agreement areas
can explain the lower land prices. The subsidies that farmers obtain can be considered as a
compensation for the lower land price that results from the lower productivity. As the land
price decrease in agreement areas is relatively large, unobserved common characteristics of
land in these areas, which are not included in the regression model, may explain the low
land price. For instance, it may be possible that in most agreement areas no high-value
farming activities, which can offer higher prices for land, take place, as they are often
intensive and have a negative impact on the environment.
                                                
4 The different types of areas result from different plans of the national government (LNV, 1990). Nature
reserves are protected areas which are being bought by the government. The National Ecological Network
comprises the nature reserves, though they are still a separate category in the data. In the current spatial data
set of the National Ecological Network, the different types of areas are non-overlapping, so each part of the
National Ecological Network is of a single type.
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Variable New coefficient Std. Error Impact Old coefficient 
Constant 1.846 *** (0.113) 1.631 ***
LnSize 0.942 *** (0.009) 0.949 ***
Q2_98 0.082 * (0.046) 8% 0.076
Q3_98 0.049 (0.052) 5% 0.034
Q4_98 0.095 ** (0.045) 10% 0.081 *
Q1_99 0.133 *** (0.044) 14% 0.110 **
Q2_99 0.227 *** (0.043) 26% 0.229 ***
Q3_99 0.276 *** (0.046) 32% 0.263 ***
Q4_99 0.248 *** (0.041) 28% 0.242 ***
Q1_00 0.369 *** (0.041) 45% 0.370 ***
Q2_00 0.349 *** (0.043) 42% 0.345 ***
Q3_00 0.472 *** (0.048) 60% 0.464 ***
Q4_00 0.399 *** (0.041) 49% 0.403 ***
Q1_01 0.470 *** (0.044) 60% 0.475 ***
Q2_01 0.388 *** (0.045) 47% 0.387 ***
Relative -0.761 *** (0.032) -53% -0.742 ***
NatGovt -0.094 ** (0.045) -9% -0.089 **
Municipality 0.309 *** (0.039) 36% 0.356 ***
Farmer -0.144 *** (0.019) -13% -0.099 ***
Rent -0.776 *** (0.041) -54% -0.784 ***
Quality 0.159 ** (0.069) 17% 0.298 ***
DistUrban -0.102 *** (0.011) -10% -0.117 ***
DistRandstad -0.003 *** (0.001) 0% -0.004 ***
NewMapBuiltup 0.658 *** (0.047) 93% 0.689 ***
NewMapOther 0.199 *** (0.054) 22% 0.217 ***
NewMapInfra 0.350 *** (0.095) 42% 0.368 ***
GC2&3 0.013 (0.018) 1% 0.015
GC4&5 0.141 ** (0.062) 15% 0.135 **
GC6 0.309 *** (0.031) 36% 0.294 ***
Forest -0.537 *** (0.046) -42% -1.244 ***
Nature -0.757 ***
Builtup 0.641 *** (0.051) 90% 0.660 ***
NEN_Agreement -0.226 *** (0.052) -20%
NEN_Reserves -0.194 *** (0.040) -18%
NEN_NatDevt -0.125 * (0.069) -12%
NEN_Other -0.789 *** (0.150) -55%
NEN_Existing -0.926 *** (0.044) -60%
adjusted R2 75% 73%
Log-likelihood -6055 -5859
Results of the estimation of the model with variables for the areas
of the National Ecological Network
Table
7·2Notes:
*** significant at 1%,
** significant at 5%,
* significant at 10%
The number of observations
for both models is 6099.
The column labelled ‘old
coefficient’ gives the
estimates of the model in
Chapter 6 (Table 6·2).
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The other coefficients in the estimation do not differ much from the original estimation in
Chapter 6. Variables related to nature areas differ somewhat, though no large changes
occur as a result of the introduction of the National Ecological Network variables. An
exception is Forest which changes from -1.244 (-71%) to -0.537 (-42%). The overlap of
forest areas and nature areas is the explanation for this change: though the correlation
between Forest and the national ecological network variables proved to be low, part of the
decreasing value of forests is now captured by the National Ecological Network variables.
The coefficient of the Quality coefficient decreases because nature areas mostly have a low
quality for farming and because the variable Nature is omitted and replaced by a variable
that indicates exactly which parcels are intended for nature (remember that the variable
Nature included all parcels in or near nature areas). The overall fit of the model increases
slightly from 73 percent to 75 percent and the log-likelihoods also indicate that the new
model is better.
Parcels that are not in, but near, the National Ecological Network areas also have a lower
price than ordinary parcels. This was tested by an estimation in which all transactions that
contained parcels that are located within 100 metres of a National Ecological Network area
were given a weighted dummy variable. The reported value of the variable created this way
(NEN100) was -0.052 (-5%) and was significant at the 5 percent level. All other variables in
the model remained the same, as well as the overall fit of the model. Several reasons can be
given for the lower value, such as use restrictions and extensive types of agriculture near
nature areas, or fewer possibilities for (future) expansion. However, here only the
observation is made that prices are lower and qualitative analysis at the local level may
reveal additional reasons for the lower prices. The lower prices are interesting for DLG and
private nature conservation organisations that would like to obtain land adjacent to nature
areas. 
In summary, if land currently has the function nature (or forest) the land price decreases
more than 50 percent. The parcels that compose the National Ecological Network have a
considerably lower price as well. Areas for which agreements about nature conservation
with farmers are made, and parcels that are purchased for nature development, also have a
lower price than farmland, though the effect is less strong than for existing nature areas.
The re-estimation of the model shows that existing nature areas have a considerably lower
land price, while land for nature development is mostly bought for the current farmland
price.
7.4 Transportation infrastructure
7.4.1 The effects of infrastructure
The final case study is the analysis of the effects of the construction of transportation
infrastructure on land prices. Transportation infrastructure can affect the land prices in two
different ways. Firstly, land prices can change as land is purchased for the construction of
infrastructure and, secondly, land prices can change as a result of a change in the
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accessibility caused by new infrastructure. The first effect is related to the reasons for
changing land prices discussed in the two case studies above: a higher demand for land can
lead to higher land prices in a region. Additionally, as sellers may know that their land is
needed to complete an infrastructure link, they may have a strong negotiating position and
demand a higher price. If land for infrastructure is indeed sold for a higher price this might
lead to speculation, in which case the land prices already rise before the land is actually
bought for infrastructure, and if the exact location is not yet known the rising land prices
can affect a range of parcels in an area. 
The second effect of transportation infrastructure on land prices has been addressed in
many studies (see, for example Rietveld and Bruinsma, 1998; Coffman and Gregson, 1998;
Mohring, 1993). The accessibility of a parcel is often an important factor for the land price;
many of the empirical studies that were discussed in Chapter 2 contain a variable that is
related to accessibility. Better accessibility reduces the transportation costs, which makes
the parcels more favourable and thus higher prices are offered for parcels with better
accessibility. The theoretical models that explain land prices also have close links to
transportation infrastructure: in the bid rent theory, for example, substitution between land
and transportation costs determines the land price (Alonso, 1964). In operational models of
land use, which will be discussed in the next chapter, land prices and transportation costs
are also strongly connected (see for example Anas, 1982; Miyamoto and Udomsri, 1996).
This section focuses for the most part on the first effect of the construction of
transportation infrastructure. The main reason why the second effect cannot be addressed
is that the time period that the transaction database covers is too short. In the Netherlands
the period between the initial plans for infrastructure and the actual construction can cover
several years. For the A50 motorway, discussed below, the route was, for instance, already
determined in 1993, though completion will take place in 2003. Before and during this
period, land prices will change as a result of expectations and land purchases. Thus if one
wants to analyse the effect of improved accessibility on land prices the period should be
long enough and exact information is needed about when what information was available
to make decisions on land prices. The effect of existing infrastructure on land prices can be
determined with the model (parcels with a better accessibility should have a higher price),
however, no effect for the presence of existing transportation infrastructure was found in
Chapter 6. 
7.4.2 Infrastructure in the rural land price model
The rural land price model that was estimated in Chapter 6 contains three variables that are
related to infrastructure or accessibility: DistUrban, DistRandstad, and NewMapInfra. The
distance to the Randstad area (DistRandstad) and the distance to an urban area (DistUrban)
are indirectly related to accessibility, the second effect of infrastructure. If parcels are
located closer to the Randstad area or an urban area it means that they have a higher
accessibility, and usually the transportation network becomes denser closer to urban areas.
However, this is only part of the explanation of the attractivity of urban areas; the variables
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also express advantages such as economies of scale that exist in urban areas (Mills and
Hamilton, 1994) and the availability of services. Thus these two variables do not exclusively
measure accessibility and measure it very indirectly. The third variable related to
infrastructure in the model is planned infrastructure (NewMapInfra), which is directly linked
to land price changes due to purchase of land for infrastructure, the first effect. If plans are
known for infrastructure, the land price increase is considerable according to the
estimations: 44 percent (see Table 6·2).
Besides these three variables, several other variables have been tested in the model
estimations of Chapter 6 to analyse if a more direct effect of infrastructure on land prices
could be found. Examples of variables that have been tried are the distance of the parcels
to main roads, the distance to secondary roads and distance to motorway entries and exists.
However, none of these variables showed significant results. So no firm indication could be
found for any effect of existing infrastructure on land prices. An explanation for this is that
accessibility is less relevant for rural land use functions than it is for urban land use
functions. Companies prefer to locate at points with a high accessibility (Rietveld and
Bruinsma, 1998; Chapman and Walker, 1992) and households like to use the services
offered in a city and often prefer to locate in areas with employment opportunities, thus
they prefer to locate in areas with a good accessibility to urban areas. For rural land use
functions, such as farming and nature, accessibility is less relevant. Although nature areas
should be accessible from the viewpoint of recreation, people are willing to spend more
time to reach a forest, which they visit occasionally, than they are willing to spend on their
daily commuting trips. For farming, the internal driving times are relevant: in order not to
spend too much time driving around, a farmer will purchase parcels that are located near
his farm. The distance to the market might be a location factor related to accessibility,
though Noord-Brabant has a well-developed infrastructure network, even in rural areas,
and modern transportation and storage technologies make the location of farming activities
rather indifferent with respect to infrastructure. As the estimations for the model have been
carried out with rural land without buildings, the absence of significant variables for
infrastructure is explained by these reasons. 
We now turn again to the first effect of infrastructure on land prices: the effect of the
purchase of land for infrastructure. In the Netherlands, land for main transportation
infrastructure is usually bought by the national government (the Ministry of Transport,
Public Works, and Water Management). In some cases DLG is also involved in the
transaction process, but only as an intermediate party. For infrastructure of national
importance or infrastructure of common interest, the purchase can be carried out using
expropriation if negotiations do not lead to any result (Driesprong and Belzen, 2000). Land
for infrastructure is much more commonly expropriated than land for nature development
(De Schutter, 2001) because of reasons of timing and the economic importance of
infrastructure projects. If land is expropriated, the current owner will receive a
compensation for damages and losses (loss of income, costs of moving, etc.) in addition to
the market price of the land. The market price of the land is, however, often difficult to
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determine and this is a cause of long (legal) procedures. To quicken the purchase of land
and avoid complicated expropriation procedures, often the buyer offers a little more than
the market value (Nooteboom, 1994). This extra is in addition to the other compensations.
The 44 percent that has been reported for the NewMapInfra variable can be interpreted as
the value for the compensations in addition to the market price that is already expected
when plans are known. However, another variable in the model should be taken into
account as well: NatGovt is also related to purchases for infrastructure. The purchases of
the national government in the database consist mainly of purchases for nature
development and purchases for infrastructure development. Although the exact purpose of
the government’s purchases is not registered in the land transaction database, a rough,
visual inspection of a map with the government’s purchases indicates that more than half
of the transactions with the national government as buyer is for infrastructure construction.
The model estimates a 9 percent lower land price if land is bought by the national
government. In the previous chapter it was argued that the lower land price for the national
government is caused by the purchase of nature areas. However, taking into account the
purchases for infrastructure, it becomes unclear why the government pays less for land
according to the model. The next subsection tries to find an answer for this by looking at
two large infrastructure projects in the province of Noord-Brabant.
7.4.3 The HSL and the A50
In 1986 the plan arose to build a high speed railway line (HSL) from Amsterdam to Paris
via Brussels. From 1991 till 1997 plans were developed and in 1997 the route was officially
laid down (highspeed.nl, web). The HSL crosses the province of Noord-Brabant in the
west (see Map 7·4). For the construction of the HSL, much land needs to be purchased;
not only for the railway line itself, but also for all kinds of constructions, such as tunnels
and bridges, and for moving roads. Another large infrastructure project in the province of
Noord-Brabant is the construction of a new motorway, the A50, which connects the city of
Eindhoven with the city of Oss and which will form an important link between the south
and the eastern parts of the Netherlands. An important reason to construct this road is the
congestion and unsafe situations on the current local road, which crosses several cities and
villages. The route for this road, which partly follows the old road, was determined in 1993
but the construction started only in 2000, as a result of many legal procedures and the
difficult route through nature areas and built-up areas. For the nature that will be lost, the
Ministry has bought land south-east of the city of Oss and north-east of the city of
Eindhoven that will be developed into new nature areas. 
The land purchases that are carried out for the construction of the HSL and the A50
cannot be selected directly from the transaction database because there is no indication for
future use. For the determination of the NewMapInfra variable in the estimated model, the
parcels located within 50 metres of an infrastructure feature in the New Map of the
Netherlands were selected. Now we specifically would like to select the parcels bought by
the national government for the HSL and A50. When looking at a map of the parcels
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bought by the national government (for example Map 5·8) clearly some patterns can be
seen. From these patterns, the parcels belonging to the HSL and the A50 that were bought
by the national government have been selected. The selection has been carried out in a GIS
by adding the HSL and the A50 routes, and other topographical features to the map, and
by using additional information about the location of the HSL and A50 (hslzuid.nl, web;
aanlegA50.nl, web). This selection is more exact than the parcels selected for NewMapInfra,
and from the parcels selected only a small part was captured by the NewMapInfra variable.5
The final selection contains, for the HSL and the A50, all parcels in the transactions that
are present in the transaction database, that are without construction (including existing
infrastructure) and that have been bought by the national government. Maps 7·5A and 7·5B
show the parcels that have been selected. 
For the selected parcels we would like to analyse the land prices, hence for each transaction
a transaction price has been calculated using the estimations of the rural land price model
from Chapter 6, but excluding the NewmapInfra variable, as it affected only some of the
parcels. This transaction price has been converted to a land price per square metre and this
price is attributed to all parcels in the transaction. Mapping the difference between the
observed land price and the estimated land price results in Maps 7·5A and 7·5B. In these
maps, a blue dot means that the observed price is lower than the estimated price, a red dot
means that the observed price is higher than the estimated price, and a green dot shows a
rather good estimate (which is defined as being within a range of 1 euro from the observed
transaction price per square metre).
Looking at map 7·5A, the first observation is that red dots are more common than that
blue or green dots. This gives an indication that the parcels have been bought for a higher
price than the model forecasts. Supposing the model gives a good estimate of the ‘ordinary’
rural land price of the parcel if it were not affected by plans, then the parcels for the HSL
                                                
5 The reason that not all parcels are captured by the NewMapInfra variable is that the proposed routes for the
HSL and the A50 were not within 50 meters of the parcels that have eventually been bought.
Map
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have been bought for a price that lies above this value. This observation is supported by
the figures in Table 7·3. The difference between the forecasted total price for these parcels
and the estimated price is 2,275,005 euros. The average price paid for these parcels is 7.29
euros per square metre, though the model only estimates 4.48, which makes a difference of
2.51 euros. This means that the Ministry has offered a price that is 52 percent more than
forecasted by the model. Note, however, that this is still an acceptable farmland price,
given the level of the prices in the previous sections (see Map 7·2A-E and 7·3). For the
HSL A50
Observed total land price 6,604,348 3,582,054
Forecasted total land price 4,329,343 2,787,257
Difference 2,275,005 794,797
Observed m2 price 7.29 5.32
Forecasted m2 price 4.78 4.14
Area (m2) 905,461 673,154
Number of parcels 108 47
Number of transactions 52 30
Observed and forecasted land prices for the
parcels used for the HSL and the A50.
Table
7·3
Map
7·5A
7·5B
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parcels that have been purchased to construct the A50 motorway the same results are 
found: the observed land price is considerably higher than the forecasted land price, though
the difference is smaller (29 percent). These figures are comparable to the value of 44
percent for the NewMapInfra variable, which gives an average for all infrastructure
construction projects and included land purchased by all actors. 
Several arguments can be given for the relatively high prices that the Ministry of Transport,
Public Works, and Water Management has paid for these parcels. Firstly, as mentioned
before, the Ministry must buy the parcels to complete the infrastructure link. Secondly, the
total area of land that is needed is usually limited: for example 50 kilometres of railway line
with a width of 50 metres is only 250 hectares in a rather extended area. Thirdly, the cost of
the land is only a fraction of the total project costs. As a result the purchase strategy of the
Ministry is different, offering higher prices than for example DLG, which purchases much
larger areas concentrated in regions and needs to be more cost aware and avoid market
disturbance.
It is possible to extend the set of selected parcels to include the parcels that are located
near the HSL and A50 and then look at the land prices to analyse prices of parcels near the
infrastructure. For this analysis the following parcels have been selected: parcels within a
distance of 500 metres of the HSL and A50 that were not purchased by the national
government. An analysis of the prices of these parcels indicates again a higher land price
than the model forecasts. The most likely explanation is a spill-over effect: when prices of
some parcels in an area rise, the prices of other parcels in that area will also rise due to
expectations. When selling their land, sellers base their price on prices paid for other
parcels in the region. Positive externalities of the HSL in rural areas, which market
participants may include as a factor to determine the price of a parcel, are not present: the
high speed trains do not stop in Noord-Brabant. Negative externalities are more likely: the
railway line forms a difficult-to-pass barrier. The same is true for the A50 motorway,
though expectations of future developments near entries and exists may have an increasing
effect on land prices. More detailed analysis with additional data may give a better picture
of these kind of spill-over effects.
Thus, looking back at the estimated model, one must conclude that the national
government does not pay less when it purchases land for these projects, but it pays more.
Depending on the size of the compensations one can assess if the government pays above
the market price, though the NewMapInfra variable, including all actors, shows similar
values. The government does affect the land market in the case of purchases of land for
infrastructure, as land prices in the surroundings also rise. The lower price reported by the
estimated model is based on a much larger set of transactions, of which the national
government was the buyer (247 transactions compared to 82 for the HSL and the A50),
which include a wide range of parcels with different uses. The negative value can most
likely be explained by the purchase of parcels for nature development that have a low value
and cover a large area. Better knowledge of the purpose for which the national government
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buys parcels can improve the model: different purposes result in different land prices. The
government as actor cannot be identified with a single type of land use. Thus in general the
model may be improved by knowing the purpose of the transaction instead of the actors
involved.
7.5 The role of public actors in the rural land market
In this chapter, three case studies have been discussed in which government organisations
are involved as market participants. We have seen that the government buys land for
different reasons and that the impact of the governments on land prices is strongly related
to the purpose of the purchased land. The general conclusion is that purchases for nature
development have no significant effect on land prices, while purchases for housing and
infrastructure can result in high land prices. In addition, the government affects the land
prices considerably by spatial planning. Also in previous analyses in this study similar
conclusions were found. The exploratory data analysis showed, for instance, that
municipalities pay a high land price per square metre (see Figure 5·4) and the estimations of
the model in Chapter 6 did not find a significant coefficient for DLG’s purchases related to
nature conservation and agriculture.
Municipalities have to operate in the urban fringe, where land prices are high due to
favourable properties of parcels at those locations, such as a good accessibility. Moreover,
prices in urban fringes are high as a result of expected function changes of parcels, which
can result in strong price increases, caused by different prices in different sub-markets (see
Section 2.5.2). High land prices are thus mostly the result of government policy and high
prices on the housing market, and not of the actual purchases of municipalities. The
municipalities have to face the market conditions and high prices, though, like for
infrastructure, the total area of land that is purchased is relatively small. 
An interesting question that remains is who takes advantage of the high land prices when
the function of a parcel changes: farmers, property developers, speculators, or
municipalities? An exact answer to this question is hard to give, as this depends on things
like the future use (social housing results in different prices than private housing), risk and
uncertainty, and developments at other markets (IBO Grondbeleid, 2000). Though in
general, farmers receive a substantial amount of the price increase, municipalities can make
a profit when they sell the land after servicing, while property developers usually only make
a profit with construction activities. As long as the property developer can earn enough
with building houses, he is prepared to pay a high price for farmland. Municipalities
operate within the margins of the farmland price and the residual value of a building
(selling price minus construction costs). The farmland price is the minimum price they
need to pay for the land, and the residual value is the maximum price they can demand for
serviced land. 
Within the category ‘national government’ several organisations exist that purchase land for
different aims. DLG is an important government market participant in rural areas. DLG
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aims to follow the market and does not want to affect land prices. However, buying much
land in an area means, from an economic perspective, a higher demand, which causes land
prices to increase. Also, if DLG would like to have some specific parcels, it may offer a
price that is on the top side of the market price margins to obtain it, while sellers may have
a strong negotiation position as they know DLG would like to obtain the parcel. The
model that was estimated in Chapter 6, however, did not give any significant indication that
DLG affects the land prices. Further (not reported) analysis of the land prices of parcels
obtained in National Ecological Network areas by DLG, for instance analysing prices after
DLG has started to operate in an area, also did not result in any significant price changes. 
The Ministry of Transport, Public Works, and Water Management operates in a different
environment, more similar to municipalities, where location and timing of land purchases is
important. The Ministry also makes more use of expropriation and to avoid delay in the
construction of infrastructure links, it offers prices on the top side of market price margins
for the land, and, additionally, compensations are paid. This causes land prices to increase,
which spills-over in the prices of other parcels in the vicinity of new infrastructure links. 
The model estimates in Chapter 6 showed that other actors also impact on the land prices:
transactions among relatives and transactions where the buyer is a farmer have a lower
price. For other categories of actors that were distinguished in Chapter 5 no effect was
found. However, behaviour of actors is sometimes difficult to observe, actors may have
different goals, and unknown motives can play a part in determination of the price. For the
determination of the land price, the intended use is more important than the actors
involved; actors are only a proxy in this case. The government in particular is composed of
different organisations with different aims for purchasing land. For a better understanding
of these issues, a study on actor level may provide more insights. The motives for actors to
buy land and the relationship with land prices should in this respect be analysed. This
requires, however, more and different data than that which is available for the present
study. 
7.6 Summary and conclusions 
Several policy issues have arisen as a result of changes in land use and land markets in the
past decades. In this chapter the rural land price model, which has been developed in the
previous chapters, has been used to contribute to present discussions on three of these
issues. 
The first issue is that land prices are very high at locations of urban expansion in the rural-
urban fringe. This is partly the result of the VINEX policy and as a result a new contour
policy is proposed in the Fifth Memorandum on Spatial Planning. If one looks at empirical
literature, one finds that rural-urban fringes are dynamic areas where land prices are
strongly influenced by land use changes and expectations. The stringent planning schemes
in the Netherlands demarcate a strict boundary between urban land use and rural land use.
If plans about construction locations are known, the land prices at these locations increase
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considerably, which was shown for the Brandevoort area, which is a new residential site
near the city of Helmond. Effects of the proposed contour policy cannot be estimated yet,
though analysing the model outcomes leads to the conclusion that this policy might cause
land prices to increase by as much as 34 percent, if the current urban region of Eindhoven
were chosen as a contour. If the actual building plans are known, land prices increase even
more and there is no difference with the current policy.
The second case study discussed the effect of the realisation of the National Ecological
Network on rural land prices. A map with estimated land prices for an existing nature area
demonstrated that prices are about half the farmland value. A re-estimation of the rural
land price model gave more insight into prices of different types of areas in the National
Ecological Network. An important finding was that a difference should be made between
the land price in existing nature areas and the land price of nature development areas. If a
parcel is located in an existing nature area, the price is up to 60 percent lower, while for
nature development farmland is purchased for a market price. Land prices in ‘agreement
areas’, where farmers can obtain subsidies for nature conservation measures, are about 20
percent lower. The subsidies are a compensation for the decreasing productivity of the land
caused by use restrictions, which can explain the lower land prices. Parcels that are located
near a nature area are about 5 percent cheaper. 
The effects of the construction of transportation infrastructure were analysed in the third
case study. Better accessibility of parcels should lead to higher land prices according to the
economic theory and empirical studies. Although land prices are higher near urban areas in
Noord-Brabant, which may give an indication of the influence of accessibility, no direct
effect of transportation infrastructure on land prices could be found. The most likely
explanation is that land use functions of rural land are less affected by accessibility than
urban land use functions. The second finding of this case study is that the land prices of
the parcels that have been purchased by the national government for two major
infrastructure works have been more expensive than the model forecasts for ‘ordinary’
rural land prices: 52 percent for the high speed rail and 29 percent for the A50 motorway.
This difference can be explained by compensations that are paid as land can be
expropriated and by the purchase strategy of the Ministry. The function change also leads
to a price increase, which was already shown by the NewMapInfra variable in the estimation
of the model in Chapter 6.
The case studies give some insight into the applicability and behaviour of the model.
Firstly, in the case study about the rural-urban fringe it was shown that transaction
characteristics do affect the land price, though their overall effect is not so strong that it
changes the pattern of land prices. In the rural areas, the base price, expressed by the
constant and some other variables such as the time of purchase and the land quality, is
rather firm. However, in the next chapter it is shown that this is also caused by the level of
analysis: at the local level less spatial differences can be found than at the provincial level. A
second observation of the application of the model is that the explanatory model detects
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price differences that are related to different factors. Interpretation of the reasons for price
differences is not always obvious and case studies at a local level can provide additional
insights. The model is a tool for analysing prices, and case studies at a local and parcel level
should be carried out to give a more complete idea about causes and solutions. Finally, it
was shown that the model can be improved if more data were available on the intended use
of parcels.
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8.1 Introduction
In the introduction of this study and in Chapter 2, the close link between land prices and
land use was discussed. Current and future land use are strong determinants of land prices,
which was proved by the estimation results of the rural land price model in Chapter 6. The
results showed that NewMap variables and current land use variables have a considerably
significant impact on the price of a parcel. Also in the bid rent theory, the fundamental
theory for explaining land prices, a close relationship between land prices and land use is
present. For instance, the bid from a farmer who wants to use a parcel for agriculture will
not be able to compete with a bid from someone who wants to use the parcel for housing.
Moreover, as Chapter 7 showed, all kinds of land use policies and land use decisions of the
government affect land prices in the Netherlands.
This chapter analyses the relationship between land prices and land use in depth, which is
done in the framework of land use modelling. In the past, land use modelling for policy
and planning support has received growing interest in the Netherlands (Scholten et al,
2001; Stillwell and Scholten, 2001; De Regt, 2002), which has resulted in two
comprehensive land use models: the Land Use Scanner (‘RuimteScanner’ Scholten et al.,
2001) and the Environment Explorer (‘LeefOmgevingsVerkenner’, De Nijs et al., 2001).
The two models have different approaches: the Land Use Scanner allocates land claims
from different sectors using the principles of demand and supply, while the Environment
Explorer is based on the concept of cellular automata which uses behavioural rules that
describe spatial interaction patterns.
In the previous chapters of this study a model for land prices has been built, based on an
exploratory and explanatory analysis of land price data and spatial data. Using this
information, the third research question of this thesis can be addressed: how land use
modelling can benefit from including or strengthening the land market in the models. This
8
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chapter focuses for several reasons on the Land Use Scanner. The main reason is that the
Land Use Scanner is the only comprehensive land use model, covering all types of land use,
that makes use of a supply-demand framework to allocate land use. In addition, the spatial
level of the Land Use Scanner, 500 by 500 metre cells, is detailed and approaches the
individual parcel level. The cellular automata concept of the Environment Explorer, which
has a similar level of detail, does not facilitate the inclusion of a land market. In addition,
much work has been carried out on the development of the Land Use Scanner at the
department of regional economics of the Vrije Universiteit, where the present study has
been written. Hence, much knowledge from previous studies could be used.
The Land Use Scanner has received some criticism regarding its functioning and
applicability (De Regt, 2002; Scholten et al., 2001). For instance, one of the comments is
that the principles of the land market are not used appropriately and sufficiently to
confront supply of and demand for land. The demand for land is not linked with land
prices, though one may expect that the demand for land decreases when land prices rise.
Another comment is that parameters and suitability maps, which, as we will see below, are
linked to the land market, should have a better (theoretical) foundation as they are currently
based on expert judgement. The aim of this chapter is to give recommendations to
improve the Land Use Scanner in this respect, using the results from the previous chapters.
The outline of the chapter is as follows. Section 8.2 sets the context, as it discusses land use
modelling in the light of land prices and land markets, using some examples of operational
land use models. Section 8.3 gives an overview of the Land Use Scanner and analyses the
role of land prices in the model. The section ends with a theoretical comparison between
the Land Use Scanner and the rural land price model that was developed in Chapter 6. In
Section 8.4 a comparison is made between the land prices from the rural land price model
and the land prices that result from the Land Use Scanner. This comparison forms the
basis for a discussion of using land prices in the Land Use Scanner in Section 8.5. Section
8.6 concludes the chapter.
8.2 Land use modelling and land prices1
Land use patterns are complex as they are the result of a long-term process of interaction
of many different forces and factors. Understanding and forecasting future land use
changes is an even more difficult task as developments in land use patterns in the long term
are surrounded by many uncertainties. Still, it is very useful for planners and policy makers
to have knowledge about land use patterns and land use changes that result from planning
measures and other developments, such as demographic developments and socio-
economic changes. A thorough understanding of land use patterns and land use changes is
needed to develop founded views and visions of future land use. Land use models can be a
great help in this. The aim of this section is to discuss the state-of-the-art in land use
                                                
1 This section uses material from Buurman et al. (2001) and Koomen and Buurman (2002).
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modelling by giving some examples of land use models. Particular attention is paid to the
inclusion of land markets in the models.
To start with the theories that explain land prices, one can observe that they are often also
theories of land use, which can be understood from the discussion of land price theories in
Chapter 2. Von Thünen explained the location of agricultural crops, and the bid rent theory
basically explains residential and business location behaviour. These theories are, however,
based on stylised facts which do not always reflect the reality. In order to have a more
realistic picture of land use, operational land use models have been developed, which are
based on the theories about land use and land markets. Operational land use models are
usually more comprehensive than theoretical models, which can be characterised as partial
models. A good land use model should comprise several sectors and systems, like
transportation networks, the housing market, employment, and population (Wegener,
1998). Moreover, the operational models often can be run on computers and can use GIS
techniques for the calculations and visualisations. Looking at Figure 1·3 in Chapter 1 this
would classify these type of models in the next stage, as policy support systems. 
A large number of operational land use models with a socio-economic orientation have
been developed over the past years (U.S. EPA, 2000). Their applicability is diverse and also
the theoretical fundaments of the models differ. As it is not the aim of this section to give
an extensive overview of land use models, below three typical models are discussed as
examples of land use modelling. Refer for overviews of land use models to: Wegener
(1994), Wegener (1998), or U.S. EPA (2000). An important observation is that most
operational land use models focus on urban types of land use and that these models are
often linked to transportation systems. Integral land use models that take into account the
total area containing urban and rural land use types (and the interaction between the two)
are rare. The three typical models that are discussed below are Anas’ model (1982), which is
one of the first operational land use models, the RURBAN model (Miyamoto and
Udomsri, 1996), which is a typical urban model, and the CUF model (Landis and Zhang,
1998), which is one of the few integral land use models that is comparable with the Land
Use Scanner.
The model for residential location and urban transportation (Anas, 1982) makes it possible
to analyse urban transportation policy. It has a strong theoretical foundation in bid rent
theory, but as bid rent theory cannot explain the dispersion of choices of location within a
market segment, probabilistic discrete choice theory is used to extend the model. Walrasian
equilibrium analysis is used to model market clearing. Based on this, an econometric model
has been formulated and empirically estimated for Chicago. Land prices in Anas’ model are
thus modelled using bid rent theory and are essentially determined by the demand for land
of households and businesses. The model does not, however, focus so much on land
prices, but addresses the rents of dwellings.
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Many other models are based on Anas’ work and have been developed along similar lines
to analyse urban areas. The RURBAN (Random Utility/Rent-Bidding ANalysis) is a second
example of an operational land use model (Miyamoto and Udomsri, 1996), and focuses on
analysing land use, transport, and the environment. This model is typical for many current
operational urban land use models. It was developed later than the model of Anas, hence
more extensive use is made of (spatial) information tools (see also Chapter 3). In the
RURBAN model, the area within a city is divided into zones that consist of several sites
that are supplied to the highest bidder. Each actor chooses the site that gives him/her the
highest utility compared to alternative sites, and to obtain the site, he/she must bid the
highest rent among alternative actors. The demand for land in the model is derived from
random utility analysis and the supply of land is derived from random rent-bidding analysis.
Thus the model has two partial equilibrium parts: firstly the location choice of actors based
on utility analysis, and secondly the choice of zones based on rent-bidding analysis. A
general equilibrium can be obtained by means of iteration. The land market can therefore
be seen from the perspective of actors and of sites. This simultaneous use of random utility
and random rent bidding makes it different from Anas’ land use model. Although utility
and bid price are closely related (the bid price will depend on the utility a locator obtains
from a site), the interesting part of this model is the explicit introduction of the supply side
and the demand side, which meet at the land market to establish a land price.
In Anas’ model the city can grow at the expense of rural land, and at the edge of the city
the rural land price equals the urban land price. In the RURBAN model the city is assumed
to be a closed system for the land use sub-system, which means that the supply of land is
fixed and extension of the city into the rural area is not taken into consideration. A model
that does take into account the total rural and urban area, and in this respect more closely
resembles the Land Use Scanner model, is the California Urban Futures Second
Generation (CUF-2) model (Landis, 1998; Landis and Zhang, 1998; U.S. EPA, 2000). This
model is, however, still an urban simulation model that aims to project where and when
urban development will occur. Another similarity between the Land Use Scanner and the
CUF model is the extensive use of GIS tools.
The CUF-2 model has four components. The first component is an activity projection: a
series of econometric equations to forecast future population, households and employment
by jurisdiction at ten-year intervals. The second component is a spatial database of
developable land units and different land uses in a one-hectare (100 by 100 metres) grid.
The third component is a series of probabilistic equations that relate land use changes in
the grid cells to more than 25 site and community characteristics. The fourth component is
the simulation engine that calculates site-specific land use change probabilities. These
probabilities can be interpreted as bids for (re)development. Different uses can bid against
each other for a site. The land prices in the CUF-2 model are determined as the result of
the properties of a parcel and actors bidding for a parcel, which is related to the third
component of the model. This approach is very similar to the approach for the rural land
price model in Chapter 6. Land prices in the CUF mode are determined endogenously and,
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like in most other operational models, these land prices have not been calibrated against
real world prices due to a lack of data (Landis and Zhang, 1998). This is in contrast with
the rural land price model that is developed in the current study, which is estimated using
real world data. Most operational models discussed by Wegener (1994, 1998) seem to use
land prices to achieve equilibrium between supply and demand, but these prices are not
related to theoretical observations. 
A different approach for land use modelling is cellular automata, which was mentioned in
the introduction of this chapter. Cellular automata models consider a grid in which the
values of the cells are determined by behavioural or transition rules. These rules describe
how the value of a cell is determined by considering the current (or starting) value of a cell
and the value of the neighbouring cells. The behavioural rules are generally quite simple,
but the overall system can become quite complex. The models are based on spatial
interactions and are especially useful for simulating dynamic systems (Câmara et al., 1996).
In cellular automata models, the transition rules can have a theoretical underpinning,
though the economic foundation of these models is usually weak. The models rely on a
statistical analysis to model the impact of different factors on land use. Land markets are in
a cellular automata context difficult to model according to theories commonly used, such
as bid rent theory. An indication of land prices can be found using the transition potential
of a cell, which is a measure for the possibility that the land use in a cell will change (De
Nijs et al., 2001). In the Environment Explorer, which covers all types of land use in the
Netherlands, different types of land use compete for a cell. The land use type with the
highest potential in a cell obtains it. The transition potential is calculated using the
suitability of a cell for a type of land use, the land use policy, the accessibility and the
characteristics of surrounding cells. Thus, prices do not play an explicit role in this model,
but transition potential could be used as a proxy.
Summarising this section, a variety of possibilities exist to model land prices in operational
land use models, which is shown by the examples and the surveys of Wegener (1994, 1998)
and U.S. EPA (2000). Nearly all operational models focus on urban areas, and rural areas
are at most an area used for expansion of the built-up areas. Many land use models have a
theoretical foundation in bid rent theory, and land use patterns in these models are to a
large extent the result of a bidding process on the land market, which also results in a price
for land. The theoretical foundations of the models can be extended with other theories,
such as general equilibrium and utility maximisation theories. As the complexities of the
land market are hard to model and future developments are uncertain, often a stochastic
element is implemented to simulate unexplained behaviour of actors in the land market.
The prices that result have not been calibrated against empirical values and most models
only give an indication of land prices using attractivity, suitability, potential, or another
indicator.
184
Chapter 8
8.3 Land prices in the Land Use Scanner2
8.3.1 A description of the Land Use Scanner
The Land Use Scanner is a GIS based operational land use model that simulates future land
use (Hilferink and Rietveld, 1999). The Land Use Scanner integrates urban and non-urban
types of land use: normally 15 types of land use categories are distinguished. The model is
grid based, covering the Netherlands3 in almost 200,000 cells of 500 by 500 metres. Each
cell contains the relative proportions of land use to be used by different land use categories,
thus a cell can contain more than one type of land use. The input of the model is provided
by sectoral projections that are based on long term economic scenarios (see Figure 8·1).
The sectoral projections are translated into land use claims of different sectors (land use
types) by region and are externally supplied by specialised, sectoral models. The various
land use claims are allocated to individual grid cells based on their suitability. The suitability
is laid down in attractivity maps for the different types of land use categories that are
calculated using location characteristics that can be found in physical environment maps,
distance relationship maps, and policy maps. The allocation module, set out in detail below,
contains the actual land use model and assigns all land use claims in an iterative process.
This results in maps of future land use. Unlike many other land use models, the objective
of the Land Use Scanner is not to forecast the absolute size of aggregate land use change,
but rather to integrate and allocate future land use claims from different sectoral models.
The outcomes of the model should not be interpreted as a fixed prediction for a particular
location but rather as probable spatial patterns.
                                                
2 This section uses material from Koomen and Buurman (2002).
3 The Land Use Scanner model has a modular structure and is actually independent from the data: it is
possible to model land use in other areas. For example, the Land Use Scanner has also been used to simulate
land use in the regions of Rotterdam, Paris and Lisbon (Stillwell and Scholten, 2001).
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A closer look is taken below at the land prices in the Land Use Scanner. The questions are
how land prices and land use interact in the model, and how the analysis of land prices in
this thesis can contribute to the model. But to understand the role of land prices in the
Land Use Scanner, first the allocation mechanism must be understood. 
The Land Use Scanner employs the equilibrium principle to balance the demand for
various land use types with the supply of suitable land. The crucial variable for the
allocation module is the suitability scj for land use of type j in cell c. The higher the suitability
for land use type j, the higher the probability that the cell will be used for this type. A logit
type approach is used to determine the probability. The Land Use Scanner thus also
includes a stochastic element, like the operational models discussed above. The model is
constrained by two conditions: the overall demand of the different land use types, which is
given by the claims, and the total amount of land that is available. Imposing these
conditions results in a doubly constrained logit model that is given in Equation 8·1. 
In this equation, Mcj is the expected amount of land in cell c that will be used for land use of
type j. aj is the demand balancing factor that ensures that the total amount of allocated land
for land use type j equals the sectoral claim. bc is the supply balancing factor that makes sure
that the total amount of allocated land in cell c does not exceed the amount of land that is
available in that particular cell. All cells are 500 by 500 metres (25 hectares), though cells
may contain water or are located at borders in which case they have less land available. β is
a parameter that allows for the tuning of the model. A high value for β makes the suitability
more important in the allocation and leads to a more mixed-use land pattern, strongly
following the suitability pattern. A low value produces a more homogenous land use
pattern. scj is the suitability of cell c for land use type j, based on its physical properties,
operative policies, and neighbourhood relations. See Hilferink and Rietveld (1999) for a
detailed description of the mathematical formulation.
In the model, claims compete for land in a cell following a bidding process. The land use
type with the relatively highest remaining claim will offer the highest bid on the available
land. Thus, the land use type which is most in need of land offers the highest price. In the
allocation mechanism, this is achieved by altering the demand balancing factor for that land
use type. The demand balancing factor is defined in Equation 8·2. In this equation, the
demand balancing factor (aj) is determined by Dj, which is the total demand of land for land
use type j, and the aggregate suitability of land for land use type j, which is the
interpretation of the denominator of Equation 8·2. The demand Dj is determined regionally
(see Figure 8·1). Thus the balancing factor is high, for instance, if the regional demand is
high in a region with a low aggregate suitability for land use type j. A special case occurs
when the side condition on the aggregate claims of land use type j is not active. In that case
aj=1 (see also below). 
Equation
8·1 ( )cjcjcj sbaM ⋅⋅⋅= βexp
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A second balancing factor is needed to assure that the total amount of land that is
demanded in a cell does not exceed the total amount of land available. This balancing
factor is given in Equation 8·3. In this equation, Lc is the total amount of land available in
cell c. The denominator can be interpreted as a measure of demand in cell c.
The allocation module uses an iterative process to allocate all claims (or part of all claims if
the total amount of claims is larger than the available area). The iterative process yields as a
side product, an indication of land scarcity. The scarcity of land in each cell depends on the
demand balancing factor and the suitability of a cell. This scarcity of land can be
interpreted as a land price and is mathematically defined as:
The formulation of the land price in Equation 8·4 can be derived from the formulation of
the allocation model, but as this is a rather long and complicated derivation, it will not be
presented here (see Goetgeluk et al. (2001) for a description). In Equation 8·4, pc is the land
price for cell c, which depends on the demand in cell c (see the denominator in Equation
8·3). If the demand is higher, the land price is higher. The demand is higher if the suitability
is higher or if the balancing factor is higher. The balancing factor, in its turn, is higher if the
total demand is higher or if the aggregate suitability for a specific land use type is lower (in
that case the claims are difficult to place, thus bids increase for scarce land). z is a scaling
factor that scales the ‘suitability-prices’ to real-world prices. This can be seen easily, if we
consider only one type of land use. In that case, it is possible to rewrite Equation 8·4 as
follows:
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Suppose the constraint is not effective, then aj = 1 so that:
This clearly shows that the price depends directly on the suitability when it is the case that
no competition between the various types of land use for land takes place. This is the initial
stage of the allocation procedure, before land use types start bidding for land. In the
bidding process the demand balancing factor aj is changed, which leads to an adjusted land
price, according to Equation 8·5. In areas with a high demand, aj is high, which results in a
higher land price.
The land prices in the Land Use Scanner are thus determined in a supply-demand context,
while the suitability of the land for different types of land use takes care of the spatial
differentiation. If this is translated to a parcel, then the price of a parcel is determined by its
aggregated suitability for different types of land use (scj in Equation 8·5) in combination
with the relative claims (the ratio of the attributed claim and the remaining claim) for
different types of land use (log aj in Equation 8·5). If a cell has, for example, a high
suitability for housing and business, and if both have a high relative claim, they will bid
against each other and a high land price will result. A feedback mechanism exists that links
the land prices to the allocation of land. In the iterative process the balancing factor aj is
adjusted to obtain a feasible solution. Equation 8·4 shows that this adjustment affects the
land price in a cell. The interpretation is then as follows: a rising land price makes the cell
less attractive for land use type j and thus it affects the use of that cell.4
The suitability for each land use type is based on theoretical and statistical analysis of
location factors and distance relationships. For each land use type a map is created in which
each grid cell has a suitability value for this particular land use type. This value does not
have a specific dimension. In past applications of the Land Use Scanner it has been scaled
between -10 and 10 to make the suitability maps of the different land use types comparable
and to avoid numerical problems (which occur with larger numbers). Still, comparability
between suitability maps of different land use types can only be done in relative terms, as it
is unclear if, for instance, a value 5 for housing means the same as a value 5 for agriculture.
Because the land price, as defined in Equation 8·4, depends directly on this non-monetary,
scaled suitability and the relative claims, no ‘real’ land price is generated by the allocation
module, but by applying the scaling factor z this could be easily solved.
8.3.2 The rural land price model and the Land Use Scanner compared
We now turn to a first comparison between the rural land price model and the way land
prices are modelled in the Land Use Scanner. This comparison is based on the discussion
above and the description of the rural land price model that was presented in Chapter 6.
Firstly, there are a few differences from a practical perspective. The aim of the Land Use
                                                
4 Hilferink and Rietveld (1999) show this by rewriting the equations of the model. 
cjc szp ⋅=Equation8·6
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Scanner is to simulate and explore land use patterns, while the rural land price model aims
to explain spatial patterns of land prices. The spatial level for the Land Use Scanner is 500
by 500 metre grids, while it is parcels of land for the rural land price model. Regarding the
time dimension, the Land Use Scanner allocates land for any future time for which land use
claims are known, while the rural land price model is a static model using data from the
period 1998-2001. 
The second observation is that both models are based on a bidding process as described in
the bid rent theory, though the approach used in the two models is rather different. The
rural land price model is only implicitly based on bid rent theory, does not consider supply,
and uses realised prices. The Land Use Scanner, on the other hand, explicitly models the
supply of land and the demand from different land use categories. The Land Use Scanner
allocates land under free competition (although the suitability maps can be used to model
the impact of land use planning policies), which results in a value for land (price pc in
Equation 8·4). This value is different from the land price that is realised at the land market
in the rural land price model. An example can clarify this. Suppose nature has to compete
with housing for land if a cell is suitable for both. If the remaining claim of nature is still
large, its bid will increase, which means that aj will increase, thus the land price in that cell
will increase. In reality, this means that the government subsidises land for nature, either
directly by purchasing the land against a higher price, or indirectly by imposing use
restrictions (see Section 2.5.1). The land value resulting from the Land Use Scanner should
thus be seen as a shadow price, which includes (implicit) taxes and subsidies. Additionally, a
factor z is needed to convert the land values to real-world land prices.
A third observation is that the Land Use Scanner is more comprehensive than the rural
land price model and also calculates a land price for urban land use types and for developed
land. The Land Use Scanner covers the entire area of the Netherlands; in the current
application of the Land Use Scanner 15 different types of land use are distinguished.5 The
rural land price model is only applicable to undeveloped rural land in transactions larger
than 0.25 hectares. In both models, rural land prices experience the impact of urban land
use. In the Land Use Scanner urban land use types also bid for land in rural areas,
depending on the suitability for urban activities (which will be higher near existing urban
areas). In the rural land price model, several explanatory factors are included that are
related to urban activities.
Finally, a remark should be made about the role of actors in the models. In the rural land
price model, actors negotiate a transaction price. They base their bid on the properties of a
parcel, which is similar to the suitability in the Land Use Scanner. As we have seen in
Chapters 5 and 6, actors have a considerable impact on the land price, and actors can play
                                                
5 A stated previously, the Land Use Scanner has a general model structure that can be applied to various
countries. However, in the past the Land Use Scanner has mostly been used to simulate land use for the
Netherlands in a range of applications (Scholten et al., 2001; De Regt, 2001), using a comprehensive data set,
which has partly been described in Chapter 4 of the current study. 
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different roles in the land market. In the Land Use Scanner, land use types are
distinguished instead of actors. The land claim from a land use type is (externally)
determined by region. However, land use types are also not a homogeneous group. For
instance, farmland can be bought by a property developer long before it will be used for
housing, which most likely affects the land price. Also, the family transactions and the
diverse purchases by governments cannot be analysed correctly in the Land Use Scanner.
This may lead to differences between the land prices observed in the land market and land
prices generated by the Land Use Scanner.
Table 8·1 gives an overview of the comparison between the Land Use Scanner and the
rural land price model. The comparison in this subsection is based on descriptions of the
models and theoretical insights. In addition to this theoretical comparison, an empirical
comparison of model outcomes is carried out in the next section. 
Land Use Scanner Land Price Model
Aim simulation / exploratory explanatory
Spatial level 500 by 500 metre grid parcels
Time static allocation for any time for
which land use claims are known
static model over 1998-2001
Theory bid-rent / supply-demand
equilibrium
bid-rent / hedonic prices
Price non-monetary scarcity indicator
(shadow price)
land transaction price in euros
Coverage all land in the Netherlands undeveloped rural land in
transactions larger than 0.25 hectares
in Noord-Brabant 
8.4 A comparison of model outcomes
Despite the differences between the Land Use Scanner and the rural land price model, it
can be interesting to compare the model outcomes to see if the models produce similar
results regarding the land prices. The Land Use Scanner has previously been compared to a
model that forecasts farmland prices: the GrondBalansen model (Goetgeluk et al., 2001).
As the comparison between the Land Use Scanner and the rural land price model will be
carried out in a similar way, first a brief summary is given of that study.
The GrondBalansen model (LEI-DLO, 1997) analyses and explores future land prices for
agricultural purposes. The model focuses on the agricultural land market, which is a sub-
market of the rural land market, and simulates behaviour of rural entrepreneurs from a
financial-economic perspective. The version of the model used for comparison with the
Land Use Scanner distinguishes 14 regions in the Netherlands. Only at this aggregated level
14 regional land prices are given. Land prices in the GrondBalansen model are determined
A comparison between the Land Use Scanner and the rural land price modelTable
8·1
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in a market module in which supply and demand of land are confronted. According to a
land conversion order, land use claims from non-agrarian functions are awarded first, then
the claims from capital intensive agriculture, and finally the claims from the remaining
agricultural activities. Each claim causes the supply of land to decrease, which results in
higher land prices.
The determination of land prices using a supply and demand framework is a similarity
between the two models, but obviously several differences exist between the Land Use
Scanner and the GrondBalansen model. As a result, the comparison between the models is
not possible without making some assumptions. Most adaptations are made to the Land
Use Scanner as it is the most flexible model. The comparison shows that the outcomes of
the Land Use Scanner and the GrondBalansen model hardly match (Goetgeluk et al.,
2001). The match is explored using a regression analysis as the outcomes of the Land Use
Scanner are not in monetary units. The main conclusions are that regional differentiation in
land prices in the Land Use Scanner is small and that scarcity or abundance of land is
hardly simulated in the Land Use Scanner. 
The Land Use Scanner and the rural land price model from the present study are also
rather different (see Table 8·1 above). In contrast to the comparison with the
GrondBalansen model, in this comparison most adaptations are made to the rural land
price model. Basically, land prices are estimated by applying the regression model from
Chapter 6 to the grid cells of the Land Use Scanner, and by obtaining parcel characteristics
from Land Use Scanner output where possible. This means that the following adjustments
and assumptions are needed. Firstly, both models operate on about the same spatial level:
although the 500 by 500 metre grids of the Land Use Scanner are larger than the average
parcel, this is a considerable improvement compared to the regions of the GrondBalansen
model. To make the rural land price model comparable with the Land Use Scanner, it is
assumed that the proportion of each land use type in a grid cell is one single parcel, and is
bought entirely by the highest bidder. For example, if a 25 hectare cell contains 15 hectares
of farmland, 5 hectares of land for housing, and 5 hectares of forest land, three transactions
have taken place. The resulting price of a cell is the sum of the transaction prices in a cell.
This price has to be divided by the sum of the area of the transactions, because the cell can
contain land use types for which no transaction price can be calculated with the rural land
price model (developed land, land in built-up areas) and thus the area of traded land in the
cells would not be the same. The resulting price per cell is thus a land price per square
metre.
Secondly, the Land Use Scanner does not generate data for transaction characteristics, such
as family transactions and rented land. Consequently, the transaction characteristics are not
included in the comparison, and it is assumed that these characteristics are spread evenly
over the area. Note, however, that in Section 7.2 in the previous chapter, which discussed
the Brandevoort case, it was demonstrated that transaction characteristics have little effect
on spatial patterns of land prices, if shown in a map. Thirdly, the comparison is only carried
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out for the province of Noord-Brabant, although the Land Use Scanner covers the whole
of the Netherlands. Structural differences between provinces may be present, which do not
allow the transfer of estimation results from the rural land price model outside the province
of Noord-Brabant.
The Land Use Scanner needs to be adapted at only one point to obtain comparable results.
Instead of simulating future land use, the land use for the year 2000 should be simulated.
This means that the land use claims for the period 1995-2020 (the current horizon of the
Land Use Scanner) have been divided by five to obtain the claims for 2000. The simulation
was carried out using the ‘European co-ordination’ scenario for the ‘compact city’ policy
and using 25 iterations to calculate the allocation of land for the different land use types.6 
The comparison of the two models is carried out by visual inspection of the land price
maps that are made using the models outcomes. In this way we focus on the spatial
patterns of land prices. In the appendix a detailed description is given of how the maps
have been calculated, and which gives a brief overview of how the assumptions and
adaptations have been implemented. The limitations of the comparison that follows from
the assumptions should be kept in mind when looking at the maps.
Comparisons of the two different model outcomes in maps should be carried out with care.
It is easy to obtain wrong conclusions if the maps are not constructed and interpreted in a
correct manner. Visualisation of the land prices in a map can be done in several ways, using
many classifications. It is not possible to use the same classification for the land prices in
the two models as the range of values that represent the land prices are not the same (as the
Land Use Scanner prices are not scaled) and in particular the distribution of values within
the range is different. The land prices in the Land Use Scanner range from -0.68 to 11.25
and are rather equally distributed. The land prices in the rural land price model cover a
larger range, 0.87 to 53.36, though lower values are more frequent than higher values. As
the units of measurement and the values of the two model outcomes do not correspond, it
is better to focus on patterns of high and low values. Therefore, in Map 8·1A and 8·1B the
land price maps are displayed as the deviation from the mean value. In Map 8·1A, the value
of the mean land price for the rural land price model is 8.09 euros per square metre and the
standard deviation is 5.88. In Map 8·1B the mean value for the Land Use Scanner is 2.48
and the standard deviation is 0.93. The correlation between the two maps is 0.06 (this is the
correlation of the cell values visible in Map 8·1A and 8·1B). Classification using the
deviation from the mean improves the comparability of the maps and focuses on spatial
patterns. The urban areas have been left out of the maps because the rural land price model
is estimated using rural land without property. It would thus not be correct to display and
compare the land prices in the urban areas.
                                                
6 A small test showed that under the current conditions the number of iterations has very little effect on the
level of the land prices. 
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When comparing Maps 8·1A and 8·1B, one can see that the rural land price model offers a
more pronounced map, showing the full range of high and low values, which are mostly
clustered. The high values can be found around urban areas, while the low values are
mostly found in the southern, eastern and middle parts of the province. Comparing Map
8·1A with the map of nature areas and forests (Map 5·4), one can detect that the areas of
low prices and nature or forest areas coincide. The Land Use Scanner land price map is less
pronounced and high and low values are more scattered. The VINEX locations near urban
Map
8·1A
8·1B
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areas are visible as areas with the highest land prices. Otherwise land prices near urban
areas are not noticeably higher. Surprisingly, nature areas have very high land prices. This is
the result of the high suitability of these areas for nature, being an input of the Land Use
Scanner. The suitability of a current protected nature area for nature was set at 10, which
results, according to Equation 8·4, in a high land price. Moreover, the suitability for
housing may also be high in these areas as they provide pleasant living environments and in
that case housing and nature bid against each other. The high land prices can be interpreted
as the result of the strong wish of the government to protect nature areas, if the land prices
are interpreted as shadow prices in which subsidies are included. Although these prices can
be explained as the cost of protecting nature areas, their value is likely too high, considering
that these areas are among the most expensive. The next section will explain the fact that
the suitability maps are not calibrated correctly and that the suitabilities are not comparable
between land use types, which results in unrealistically high land prices in nature areas,
among others.
Although the patterns in both maps do differ, the land price map of the Land Use Scanner
agrees to some extent with the land price map from the rural land price model. Land prices
in urban areas are higher than in the rural areas. If the land prices in nature areas were low
as well, the general patterns in the maps would correspond quite well. Still, the fact remains
that the distribution and range (difference between cheap land and expensive land) of
values differs. This cannot be solved by linear scaling of land prices from the Land Use
Scanner to match the real-world prices, as explained in Equation 8·6.
The length of the simulation period has, in the current case, little effect on the land prices.
Remember that the claim factor was set to 0.2 to calculate land prices for the year 2000
(refer to the appendix). Using the full simulation period up to 2020, applying a claim factor
of 1, the spatial pattern of land prices hardly changes. Only the level of the land prices rises
slightly: the maximum price rises from 11.25 to 12.93 and the standard deviation from 0.93
to 1.07. Looking at the level of the suitability values, one can conclude that in the current
case the land prices are mostly determined by the (aggregated) suitability: scj determines the
land price in Equation 8·4, while the contribution of aj is only marginal. The aggregated
suitability is also the variable that causes spatial variation in land prices. The balancing
factor is determined for a specific region, which leads to a claim Dj (refer to Equation 8·2).
As the Netherlands is divided into several regions, the balancing factor can lead to spatial
differentiation only at a higher spatial level. For instance, it can lead to higher land prices in
the Randstad area of the Netherlands, compared to land prices in Noord-Brabant. 
8.5 Towards improving the Land Use Scanner
The analysis above is specific to the current application of the Land Use Scanner. The Land
Use Scanner is a flexible simulation tool in which many things can be changed, such as the
scenario, the simulation period, the number of iterations, the ß parameter, and also the
input data, such as the suitability maps. Adjustment of these elements may lead to better
simulation results. Although the aim of the Land Use Scanner is not to simulate land prices,
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land prices can play a part in improving the model. Some general recommendations are
made below for improvement of the Land Use Scanner.
As discussed in the previous sections, the allocation of land and the resulting land prices
are for a large part determined by the suitability maps. The suitability maps in the current
application have a value between -10 and 10 and have been determined by expert
judgement and statistical analysis of historical data. A suitability map is constructed from
several variables. For instance, for the suitability for housing this is the presence of existing
construction, the distance to built-up areas, and the proximity to infrastructure. This
approach is very similar to the approach in the rural land price model, though the
difference is that the suitability maps are not estimated using real-world data.
Problems with the current approach in the Land Use Scanner are the difficulty of internal
and external comparability of the suitability of different land use types. Internal
comparability refers to the relative value of suitabilities for a land use type: for instance,
how much better is land for agriculture with suitability 9 compared to suitability 5?
External comparability refers to the comparability of suitabilities between land use types:
for instance, is a suitability of 5 for agriculture equal to a suitability of 5 for housing?
Using an approach similar to the approach used for the rural land price model, it is possible
to solve the problems with internal and external comparability, as the suitabilities are in that
case measured in comparable, monetary units. According to this approach, suitability maps
can be constructed in the manner to how Map 8·1A has been constructed, based on a
regression model with real-world data. Two steps should be distinguished in this process.
Firstly, based on the suitability, a theoretical price map is constructed for a land use type.
This price map represents the initial bid of that particular land use type. The different maps
for the different land use types form the input of the model (see Figure 8·1). Secondly, the
price maps are compared as land use types bid for land in a cell. The balancing factor is
then adjusted to obtain market clearing and represents a correction of the bid prices for
demand and supply conditions. A remark on this approach is that more data is needed than
is used currently in the rural land price model: data is needed for urban land use types and
land prices should be estimated separately for each land use type. Thus it should be known
to which land use type a buyer belongs.
If the approach above is used, another adjustment is needed to avoid the problem that land
use types with a high value, such as housing, will be located everywhere, as they can always
offer a higher bid than land use types with a lower value. For instance, it is not realistic if
housing is located in nature areas or is scattered in rural areas. This can be avoided by
introducing transition costs that represent the costs of moving from one type of land use to
another. These transition costs should be deducted from the bid. For example, transition
costs from nature to housing could be set at a high amount to represent the social value of
nature (remember the discussion of the value of open space in Chapter 2). If nature bids
for this land, it will not face the transition costs, and thus is able to obtain the land.
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Transition costs will also avoid other unrealistic land use, such as scattered housing (remote
locations can face high transition costs as well, for instance to connect a house to the
electricity network), and can be used to analyse land reclamation (which also involves
transition costs, see Section 2.5.1). 
In short, using a hedonic approach, suitability of land can be ‘translated’ into a land price
representing the bid of a land use type. This makes suitability an appropriate measure for
comparison of cells within a land use type and between land use types. 
8.6 Summary and conclusions
In this chapter the findings from the previous chapters were used to discuss land use
modelling and to offer recommendations for the improvement of the Land Use Scanner.
The Land Use Scanner is a comprehensive model for analysing future land use. The Land
Use Scanner currently covers all land use types for the Netherlands and makes use of a
supply-demand framework to allocate land use claims to cells of 500 by 500 metres.
Land prices and land use are obviously strongly related: the price of a parcel can for a large
part be explained by the parcel’s use, and land use changes often go together with a change
in the price of the land, as shown by the rural land price model in Chapters 6 and 7.
Examining four operational land use models, the model of Anas (1982), the RURBAN
model (Miyamoto and Udomsri, 1996), the CUF model (Landis and Zhang, 1998), and the
Environment Explorer (De Nijs et al., 2001), gives insight into ways to model land use. A
variety of possibilities exist to model the land market in land use models, though most
models are based on bid rent theory, usually accompanied by stochastic components to
model the uncertainties of future land use. The use of cellular automata is an alternative
manner to model land use, which is applied in the Environment Explorer, though this does
not support very well the inclusion of a land market following bid rent theory. All models
that have been discussed only give an indication of the land price (usually a scarcity
indicator) and do not give real-world land prices.
The Land Use Scanner is in many ways similar to other operational land use models. Land
claims from different types of land use are allocated following a bidding process that uses
the suitability of parcels (cells) and a stochastic process to determine the location. A
difference with the other models is that the Land Use Scanner covers all land use types in
an integral way, while most other models focus on land use in urban areas. Land prices in
the Land Use Scanner are determined by the supply of and demand for land. Demand
depends on the suitability of cells and the relative claim of a land use type. The land price
can affect the land use as a high land price makes land less attractive. The allocation model
generates land prices, but these prices include also (implicit) subsidies and taxes, for
example as a result of nature conservation efforts of the government.
The land prices in the Land Use Scanner depend strongly on the land’s suitability and can
be translated to real-world land prices using a constant factor. The land prices in the Land
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Use Scanner can be seen as the sum of the suitability maps for the different land use types,
weighted by the claims of the land use types. The allocation adds a positive or negative
amount based on the demand conditions in a region. In the current application, however,
this demand balancing factor has little impact on the final prices. The map of land prices
from the Land Use Scanner shows high and low land prices scattered over the area. This is
in contrast with the land prices from the rural land price model, which shows patterns of
high land prices around cities and low land prices in nature areas. Although these
conclusions are based on simulations using a specific scenario, policy, and a set of
suitability maps, the spatial pattern of the land prices in the model always strongly depends
on the suitability maps and, in specific cases, on regional claims.
The Land Use Scanner model can be improved by using a modelling approach, similar to
the approach used in the current study, to construct the suitability maps. Using a regression
model, suitability maps can be calculated that contain the value of a cell that is the initial
bid of a land use type. This improves the comparability of suitability values internally (for a
single land use type) and externally (between land use types). In this case, transition costs,
which are the costs to change from one type of land use to another type, should also be
included in the model. 
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A Appendix: detailed description of calculations carried out to generate
the land price maps
To calculate a land price map with the rural land price model that is comparable to a land
price map of the Land Use Scanner model, the following assumptions have been made:
- the amount of land of a specific type of land use in a cell is one transaction;
- transaction characteristics are unknown and therefore equally distributed over the area;
- parcel characteristics are determined for a 500 by 500 metre cell and all transactions in
that cell have the same parcel characteristics (except for current land use and size);
- all transactions have taken place at the same time: the fourth quarter of 2000.
The Land Use Scanner allocates 15 different types of land use to the cells. Only three of
them can be used to calculate a theoretical land price. Six types of agricultural land are
combined as the rural land price model does not make this distinction. Green houses,
housing, business, and infrastructure (roads, railroads and airports) are built-up land, which
were not included in the rural land price model and thus cannot be included. Water is also
not present in the rural land price model and for unclaimed land no transaction has taken
place. This leaves three rural land categories: agriculture, forest and nature. 
Where possible, the Land Use Scanner allocation results are also used to calculate the
values for the variables that the rural land price model needs. The allocated built-up land is
used to determine the distance to urban areas and to determine if a parcel is located in an
area where the dominant land use is built-up. The size of a transaction can also be
determined for the Land Use Scanner output. For each of the three categories a transaction
price has been calculated for each cell, using the following variables of the rural land price
model:
Variable Value
Constant Same for all cells. 1.630
LnSize Total area of a land use type in a cell. 0.949
Q4_00 Same for all cells. 0.401
Quality The same values as for the rural model. 0.306 * Quality
DistUrban The urban areas are the cells where housing and
business are the dominant land use. 
-0.118 * DistUrban
DistRandstad The same values as for the rural model, but based
on a 500 by 500 metre grid.
-0.003 * DistRandstad
NewMapBuiltup The ‘New Map of the Netherlands built-up areas’
category has been converted to a 500 by 500
metre grid; the buffer of 100 metres has not been
added as the grid cells already include the buffer
in many cases.
0.772 *
NewMapBuiltup
NewMapOther The ‘New Map of the Netherlands other areas’ 0.292 * NewMapOther
Calculations for the transaction price in Map 8·1ATable
A8·1
198
Chapter 8
category has been converted to a 500 by 500
metre grid, the buffer of 100 metres has not been
added as the grid cells already include the buffer
in many cases.
GC2&3,
GC4&5, GC6
The same values as for the rural model, but based
on a 500 by 500 metre grid.
0.015 * GC2&3
0.150 * GC4&5
0.299 * GC6
Forest, Nature,
Built-up
The cells where the dominant land use is
respectively forest, nature or housing & business
are given value 1, the others value 0.
-1.246 * Forest
-0.761 * Nature
0.665 * Built-up
Note: NewMapInfra has been left out of the calculations as the 500 by 500 metre grid is
not precise enough to determine exactly where the infrastructure is located. 
Following Equation 6·7 in Chapter 6, a transaction price has been calculated for each land
use type in each cell. After taking the exponent, the transaction price results. Adding the
transaction prices in each cell and dividing the total by the total transaction size results in a
land price per square metre in each cell, which is mapped in Map 8·1A. For each cell a land
price can be calculated, as in each cell most land use types are present. The Land Use
Scanner actually calculates the chance that a land use type will be present in a cell, which
can be very small. As the chances are translated to hectares, there will be very small areas of
nature in the middle of cities (very small is, for instance, 0.004 hectares). Based on these
surfaces a land price in urban areas can be calculated, though from a theoretical point of
view this is incorrect: the parameter estimation of the rural land price model is based on
rural data and in urban areas relationhips between actors, factors and land prices may be
quite different. Therefore the urban areas have been left out of Maps 8·1A and 8·1B.
The Land Use Scanner version that was available for this study contains land use claims for
the period 1995-2020. To obtain the claims for 2000 the claim factor has been set to 0.2
(one fifth of the total period). The scenario that has been used for this simulation is the
most probable scenario: European Co-ordination with the compact city policy (for more
information on scenarios and simulation see Scholten et al, 2001). 
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9.1 Retrospect
Rural land markets are complex and heterogeneous, like any other land market, as rural
areas have many different functions that interact with each other. Particularly in a densely
populated country like the Netherlands, different actors with different preferences operate
in the rural land market, while the government intervenes with spatial policies aiming at an
optimal allocation of the land. Moreover, land as an economic good has special
characteristics, such as a fixed location, a virtually fixed supply, and the presence of
externalities. These factors complicate the understanding of the land market, which is
needed to assess the impact and effects of spatial policies. Therefore, the aim of this study
was to increase the understanding of the rural land market by developing a spatial
explanatory model for rural land prices.
The object of study was the rural land market in Noord-Brabant, a province in the
southern part of the Netherlands, where rural areas experience pressure from growing
urban areas, and where agriculture and protected nature areas also use a substantial part of
the available area. The theoretical perspective of the study was economics, while the tools
to analyse the land market were provided by geographical information science. The study
was positioned in the framework of land use research; in particular the research related to
the Land Use Scanner.
The study was divided into three parts: (A) theory and concepts, (B) data and data analysis,
and (C) the model and its applications (see also Figure 1·4 in the introduction). Part A gave
an overview of the theoretical and empirical literature on land prices, analysed land markets
and externalities from a theoretical perspective, and discussed the development of a
framework for spatial data analysis. We found that bid rent theory is the foundation for
explaining land prices. Actors bid for parcels, which are sold to the highest bidder, and
which determines the market price for land. Bid rent theory can be linked to hedonic
9
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pricing theory to explain the value of the bids using the characteristics of the parcels as
explanatory factors. The review of empirical land price studies resulted in a list of those
factors. The location of a parcel is a major determinant to which many other parcel
characteristics are related, such as accessibility and physical properties. Transaction
characteristics, macroeconomic variables, and government policy are the other groups of
determinants of the land prices. The analysis of the externalities gave insight into the
relationships between demand, supply, and the land price, in various situations. It also
showed how different instruments of government intervention affect land prices.
Government intervention can lead to substantial tensions in the land market as economic
interests related to price differences between different types of land use can become very
large.
The fact that location plays an essential part in explaining land prices required a spatial
approach for data analysis and modelling. GIS provides a useful framework and is also able
to integrate (large) data sets using the location as a common identifier. Additionally,
visualisation in maps adds a new dimension to the analysis of land prices. Chapter 3
discussed the issues that needed to be filled in to develop a framework for spatial analysis
of land prices, such as possible problems with data integration, the presence of spatial
dependence in spatial data sets, and spatial modelling. The discussion led to the
observation that GIS is in a transition phase from a closed, stand-alone system to a system
with an open architecture that can support the integration of specialised knowledge.
In Part B the data was discussed and an exploratory data analysis was carried out. The
comprehensive data set for this study contained all land transactions in the rural areas of
the province of Noord-Brabant from the years 1998, 1999, 2000, and the first 6 months of
2001, totalling about 8,500 transactions consisting of more than 15,000 parcels. In addition,
a large collection of spatial data was available. The exploratory data analysis started with an
overview of (physical) characteristics of the study area, and land policy and land use
planning. The VINEX housing policy and the development of the National Ecological
Network have a considerable impact on land use and possibly also on land prices. A first
indication of high land prices near urban areas was shown in a map with interpolated land
prices. A large number of actors is active on the land market in Noord-Brabant. Farmers
and the government are the major market participants. The data analysis also showed a
strong increase of the land prices in the period covered by the data set. Speculation and
behaviour of property developers was more difficult to analyse with the current data set,
though some indications of speculation could be found.
Part C, which addressed the model and its applications, started with the development of
the explanatory model. This is a regression model that estimates the impact of transaction
characteristics and parcel characteristics on rural land prices. The model allows for non-
linear relations between dependent and independent variables and was checked for the
presence of spatial dependence. Most of the findings from theory and practice were
confirmed by the model: land prices near built-up areas are higher, current land use affects
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land prices, land bought by farmers is on average cheaper, and land prices have increased
significantly over the 3½ years that the data set covers. Land use planning and land use
change have a very strong effect on land prices: if construction plans exist for an area,
prices increase considerably. Still, another conclusion was that land prices vary widely from
case to case, expressing the heterogeneity of the land market, and making estimation of
transaction prices difficult. 
Three policy issues were assessed using the rural land price model. The first issue was high
land prices at locations for urban expansion (VINEX locations). The model indeed
forecasts much higher land prices for areas with construction plans, which was shown for
an urban expansion area in the region of Eindhoven. Secondly, the effects of land
purchases for the development of the National Ecological Network were analysed. A re-
estimation of the rural land price model showed different prices for different types of
policy areas, though in all cases land prices for (future) nature areas are lower. Thirdly, the
effects of land purchases for two major infrastructure works were studied. The land for
these projects has been bought for a price considerably higher than the model would
forecast.
The findings from the study were used to analyse land markets in land use models and
particularly to give recommendations on the improvement of the Land Use Scanner model.
It was found that land prices in the Land Use Scanner model depend strongly on suitability
maps and that the construction of these maps can be improved by using a modelling
approach to estimate land prices that is similar to the model discussed in the present study.
9.2 Explaining rural land prices 
In Chapter 1 three research questions were posed in addition to the general aim of the
study:
Q1: Which factors can explain the land price at a specific (rural) location?
Q2: What is the impact of government involvement (policies and purchases/sales)
regarding housing, infrastructure, and nature development on rural land prices?
Q3: How can land use modelling benefit from the results of Q1 and Q2?
Below, the conclusions of the study are discussed according to these three questions.
Factors explaining spatial differences in rural land prices (Q1)
The main question to which this thesis gives an answer is which factors impact on the
spatial differences in rural land prices. The factors affecting land prices can be found in
several sections of the study. A general list of factors affecting land prices based on a
survey of empirical literature was given in Chapter 2 (Table 2·1); Chapter 5 emphasised the
importance of actors; Chapter 6 determined which factors contribute significantly; and
Chapter 7 looked specifically at factors related to government policies.
Table 9·1 gives the five factors (excluding the time dimension variables) with the highest
positive and highest negative impact which result from the estimation of the model. The
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factors in Table 9·1 are ordered by size of the effect; the factor with the highest effect is at
the top of the list. The five factors with the highest positive impact are all related to urban
land, though several effects should be distinguished. Firstly, the strong effect of
construction plans is the result of the large price difference between the land market for
housing and business location, and the land market for farmland. This price difference
exists for a variety of reasons, such as strict land use planning and the high value of urban
activities. Expectations play an important part: land prices rise if land can potentially be
used for urban activities. This was already mentioned in the review of empirical studies, and
it is also indicated by other variables, such as location in an urban region or an area with
built-up land, and the significant variable expressing distance to an urban area.1 This last
variable also includes another effect of built-up areas on rural land prices: areas closer to
built-up areas have a better accessibility (in its widest sense) than remote areas, which
translates into a higher land price. The effects of government policy related to built-up
areas are discussed below.
Five factors with the highest positive impact
? Construction plans for housing or business location
? Location in an area with built-up land
? Construction plans for infrastructure
? Municipality is the buyer
? Location in an urban region
Five factors with the highest negative impact
? Location in an area with forest land
? Land is rented
? Location in an area with nature areas
? Buyer and seller are relatives
? Buyer is a farmer
Low land prices are paid for existing nature and forest land. These types of land use are not
directly productive and the chance of a land use change to land with a higher value is very
small, given the current policy of developing the National Ecological Network. The other
major transaction characteristics leading to a lower land price are whether the land is
rented, whether the buyer and seller are relatives, or whether the buyer is a farmer. This last
factor is, however, in absolute value not very strong (9 percent compared to 52 percent for
the relatives factor), though few other variables have a negative effect.
The factors related to the location of a parcel have a higher impact than factors related to
transaction characteristics. This emphasises the importance of testing the rural land price
                                                
1 This variable is not included in the lists as its absolute impact value cannot be determined because it
depends on the distance (see also the graph accompanying Table 6·2). All other factors in the list are
estimated using dummy variables. 
Table
9·1
Overview of the most significant factors affecting rural land prices
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model for spatial dependence. In the current case, the test indicates that spatial dependence
has little effect on the conclusions of the model, though the presence of error-dependence
in combination with the explanatory power of the model leads to the conclusion that the
rural land market is indeed very heterogeneous. Land prices vary widely from case to case,
which can be caused by specific and individual factors that are not easy to capture in a
general model.
The transaction characteristics contribute less in an absolute sense to the explanation of the
land prices, and do not add to the explanation of spatial differences in land prices, but they
are significant. Some transaction characteristics are quite clear to observe; others remain
hidden in data sets. This is particularly the case with factors related to the behaviour of
actors. Property developers and speculators, who are supposed to play an important role in
explaining high land prices in areas with land use plans, try to hide their motives and can
use agreements instead of purchasing land. Also, the government and other actors can buy
land for a range of uses that have different levels of land prices. A more actor oriented
approach (see next section) is proposed to carry out research in this direction.
The results of the model are based on data of the province of Noord-Brabant. Seeing that
the rural land market in the study area covers a wide range of characteristics, it is expected
that the results will in general be valid for many aspects of the rural land market in the
Netherlands. This has not, however, been tested empirically. Differences between regions
are likely to exist. In areas with low urban pressure, such as the northern provinces of the
Netherlands, factors related to agriculture may be more important in explaining rural land
prices, while in highly urbanised areas, factors related to built-up areas may differ. Carrying
out research in other areas can shed more light on the validity of the results for other areas
(see next section).
Impact of government involvement in the land market (Q2)
In short, the answer to this question is that the government does not have any significant
direct impact if it concerns the purchase or sale of land for nature, but related to urban
types of land and land for infrastructure, government involvement affects land prices
substantially. The indirect effect of government policies is very large as well. 
A more extensive answer is that the role of the government in the rural land market is
considerable, which was shown with an analysis of demand and supply curves in Chapter 2.
The ways in which the government affects the land market are numerous: all kinds of
policies impact on land prices, as well as land purchases by the government. Chapter 5
showed, however, that the government should not be seen as a single entity: municipalities,
for instance, have different aims to the national government and DLG has a different
purchasing strategy to the Ministry of Transport, Public Works, and Water Management. 
The most important impact of the government is through its land use planning, particularly
zoning. The rural land price model showed that parcels that are affected by changes in the
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zoning scheme involving a land use change from a low-value activity to a high-value
activity have much higher land prices than parcels that are not affected by such plans. Land
use planning does not aim at affecting land prices, though it is increasingly understood that
land use planning and the land market affect each other, and that policy aimed at the land
market can support land use planning goals. 
The impact of government involvement in the rural land market aimed at nature
conservation is much less strong. Land purchases for nature conservation and restoration
do not affect land prices as these parcels are bought for the current farmland value. Plans
for nature conservation areas thus have little effect on land prices. A lower land price can
be found in ‘agreement areas’, where farmers can receive financial compensation for nature
conservation activities. 
Municipalities purchase land for housing, though this land already has a high price because
of the function change. Land for infrastructure is also bought for a price that is higher than
the model estimates, which can be the result of compensations and the purchase strategy,
which is directed at obtaining the parcels in time instead of at the lowest cost. Prices of
parcels in the vicinity of parcels used for infrastructure increase in price as well, most likely
as a result of spill-over effects (the infrastructure works in the case studies do not have any
benefits for parcel owners nearby). 
 
Improving land use modelling (Q3)
The focus of this question is the Land Use Scanner, an integral model to simulate future
land use. The Land Use Scanner can be improved by following a hedonic pricing approach,
similar to the one used for the rural land price model, to construct the suitability maps that
are used to allocate land for different functions.
Land use models do not aim at modelling land prices, but at modelling land use patterns.
As a side effect, they often generate land prices. In most cases, these land prices are a
scarcity indicator and cannot be compared directly with real-world land prices. This is also
the case in the Land Use Scanner, though it was shown that the prices of the Land Use
Scanner only differ a constant factor from real-world prices, including (implicit) subsidies
and taxes. A comparison with the rural land price model showed, however, little
correspondence. The values for land prices the Land Use Scanner generates are rather
scattered high and low over the area, while the rural land use model forecasts high land
prices near urban areas and lower in more rural areas.
If the suitability maps are constructed using a model similar to the rural land price model,
they represent the initial bid of a land use type for a parcel in a cell. This improves
comparability of suitabilities between land use types, and for cells used by a single land use
type. Including the transition costs from one type of land use to another will lead to a
model that gives a better representation of the processes taking place in reality.
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Some final remarks
Finally, regarding the framework, the methodology, and the applicability of the study, some
additional conclusions can be drawn. Firstly, the study has a strong integrative character,
integrating economic theory and spatial analysis with large data sets, applied to the topic of
land prices. An integrative study has the disadvantage that each of the subjects cannot be
discussed exhaustively, but on the other hand, combining the different elements provides
an interesting way to analyse the rural land market. Additionally, a generic framework has
been developed for further study of land prices.
Secondly, concerning the integration of data, it has become clear that one depends strongly
on the availability and structure of the data, as is the case with many other studies. Using a
spatial framework it is possible, however, to overcome some of the limitations by
combining data based on their location. It is, for instance, possible to calculate many
different parcel characteristics in a relatively easy way. Also, GIS provides tools to handle
large data sets. Both possibilities improve the quality of the rural land price model. In short,
the study has shown the usability of a framework for spatial data analysis based on GIS. 
Thirdly, it is interesting to look at the applicability of the model and use of the current type
of research in policy design and evaluation. Land prices and land use are the result of the
interaction between the market and the government, expressed by a very large number of
factors and actors. The complexity of this system makes it very difficult, if not impossible,
to construct a large-scale model that can forecast land prices perfectly. The study is thus
aimed at improving the understanding of the land market, in order to be able to make
better policy decisions. The model can indicate what happens with land prices if a (spatial)
policy decision is being made, particularly in situations where urban areas expand or land is
purchased for nature development and infrastructure construction. It shows the direction
of the land price change within a certain range. The current model is able to do this for the
province of Noord-Brabant, though filling the model with other data can give information
on the situation in other regions.
A similar approach can be used to answer all kinds of policy-related questions. The study
contains the building stones and framework to develop models that can be applied for
specific issues. If the appropriate data is available, one may for instance analyse the effect
of a change in land use policy on rural land prices, and thus on the budget needed to
purchase the land for the National Ecological Network. Another example of an application
is to assess the budget needed to purchase land for some kind of large-scale project, such as
water storage. These applications are, however, rather focussed. The main use of the model
and the study remains to obtain insight into the importance of location, particularly vis-à-
vis built-up areas, and other factors for the explanation of rural land prices. This knowledge
can also be applied in land use modelling.
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9.3 Recommendations
Many factors have been made visible and explained in this study. However, many factors
remain  invisible and the prices of some parcels remain difficult to explain. Individual
factors, such as speculation, play a part, which cannot be observed in data sets. This can be
illustrated by the following experience. When analysing the land transaction database for
Chapter 5, some transactions were very hard to understand: the same parcels had been sold
twice within a very short time, but with a very large price difference. The first idea was that
this might be a data error. However, after the database administrator had sought out one of
these transactions, it became clear that it was not a data error, but a true transaction: it
appeared to be someone who knew that a contractor was interested in a specific parcel and
bought this from a farmer for about 75,000 euros, which was well above the market value
for farming of 55,000 euros. The next day he sold this parcel for 250,000 euros to the
contractor. 
Explaining land prices clearly has not finished with the present study. Better models and
better data can improve results, though modelling remains an abstraction from reality and a
perfect forecast of parcel prices is not possible. This study has contributed to a better
understanding of rural land markets. The general framework and methodology to analyse
land prices can directly be used to analyse other data sets, which may lead to additional
insights. Hence, the first recommendation for further research is to analyse the
transferability of the results to other regions by examining different data sets. Noord-
Brabant has been chosen in the present study as a typical province covering all aspects of
the rural land market. However, in rural land markets in areas with a very high urban
pressure, such as in the province of Zuid-Holland, or a low urban pressure, such as the
province of Groningen, factors may have a different impact, may be absent, or other
factors may be present. Additionally, the analysis can be carried out on a different scale
level, for instance at the level of the Netherlands (which would require considerably more
computing power than available for the present study, particularly to analyse spatial
dependence) or at the level of a small region, in which case more detailed data can be
collected and analysed. Use of detailed spatial data, such as the parcels maps that were used
in Chapter 7, and the 1:10,000 topographical map (TOP10 vector), can be considered in
this case. Use of these data sets for large areas will require another approach for data
storage and computing than used currently, as a standard, commercially available GIS
would not suffice.
Next, it was concluded that actors play an important part in determining land prices, while
their behaviour does not always become clear from analysing the data sets. Another
approach to analyse land prices is to deduct behaviour from actors by studying specific
cases. Land prices are in the end the result of choices made by actors. As discussed in the
study, the groups of actors that are currently distinguished do not behave as homogeneous
groups. Applying an actor-oriented approach, more social aspects of decisions that affect
land prices (of which the relation between buyer and seller is an example) can also be
analysed. The analyses of the role of institutions (governments) may be improved in this
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way as well. The study showed that spatial planning, and particularly zoning, has a
considerable impact on land prices. Planning decisions in the rural-urban transition zone
can result in large development gains. Changing development gains would lead to changing
behaviour, and thus to different land prices. The time dimension also plays an important
part in these questions. Particularly interesting to know is at what moment what
information is available and how this affects land prices. However, to include such an
approach in a large-scale model, the gap between the individual, actor-oriented approach
and general modelling should be bridged. 
Another interesting topic is the relationship between the land price and the number of
parcels that is sold in a region during a specific period (land mobility). Currently, only
information about realised transactions is used. Including parcels that have not been traded
may provide additional insights into mechanisms in the land market. It is possible, for
instance, to analyse the chance that a parcel will be developed, based on its properties and
based on information from neighbouring parcels, and the effect this has on the price. 
In the framework of the Land Use Scanner several research directions can be mentioned.
Implementation of the above-mentioned institutional behaviour through land markets can
be studied as a possibility to protect nature areas from development. In the Land Use
Scanner a nature area can be protected by making it non-tradable, by introducing transition
costs, or by giving it a very high suitability. Which of these is most appropriate? Regarding
land prices one can also think of developing a feedback mechanism that links the demand
for land with land prices. Another research topic is the inclusion of land market oriented
policies, such as pricing of open space, and policies to protect nature using financial
compensations to farmers. The interaction between urban and rural land, particularly small
scale developments, can be analysed using price differentials in the land market. 
Finally, this study has shown that a wide range of factors affects the rural land market.
Integrated and interdisciplinary future research may improve explanation of land prices and
increase understanding of land markets. However, discussion with policy makers and the
actors in the land market is needed to improve and verify the models and to put them to
practice.
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S.1 Inleiding
Het landelijk gebied in Nederland staat in toenemende mate onder druk doordat tal van
activiteiten een groeiende ruimtebehoefte hebben. Stedelijke gebieden breiden uit met
nieuwe woonwijken en bedrijfsterreinen; infrastructurele projecten zoals de HSL
(hogesnelheidsspoorlijn), de Betuwelijn en nieuwe autowegen vragen om ruimte; en voor
de Ecologische Hoofdstructuur (EHS: een samenhangend systeem van natuurgebieden) is
250.000 hectare grond nodig. De ruimteclaims van de verschillende activiteiten
veroorzaken spanningen op de grondmarkt in het landelijk gebied. 
De overheid speelt een belangrijke rol op de grondmarkt. De overheid is een grote koper
en veel beleidsmaatregelen hebben gevolgen voor de grondmarkt. Door ruimtelijke
planning in de vorm van bestemmingsplannen wordt de grondmarkt gesegmenteerd en
kunnen er prijsverschillen tussen de segmenten voor de verschillende soorten gebruik
bestaan. Een verandering van functie van een perceel gaat dan ook vaak samen met een
verandering van de prijs. Grote prijsverschillen tussen de marktsegmenten veroorzaken
ongewenste speculatie en kunnen projecten, zoals woningbouw en de realisering van de
EHS, bemoeilijken. De bestemmingsplannen beperken ook de concurrentie op de
grondmarkt, omdat de grond niet aan de bieder met het hoogste bod kan worden verkocht
als zijn activiteit niet aan het bestemmingsplan voldoet. 
De rurale grondmarkt is dus een complexe markt waar veel interacties plaatsvinden tussen
landgebruikstypen, actoren met verschillende preferenties en verschillende beleidsdoelstel-
lingen. Een groot aantal factoren heeft invloed op de prijs van een perceel en als gevolg
daarvan is het soms moeilijk de prijs te verklaren. Elke transactie van grond is uniek en elk
perceel heeft een unieke eigenschap: de locatie. De ruimtelijke dimensie speelt een
belangrijke rol op de grondmarkt en de hoogte van de grondprijs kan sterk afhangen van de
locatie of van kenmerken die daarmee samenhangen.
De doelstelling van deze studie is een bijdrage te leveren aan het begrip van de werking van
rurale (landelijke) grondmarkten. Daartoe is een verklarend model voor grondprijzen
opgesteld dat zich richt op de analyse van ruimtelijke verschillen in rurale grondprijzen.
Met behulp van dit model worden case studies geanalyseerd. Het model maakt gebruik van
geo-informatie technologie en een grote (ruimtelijke) gegevensverzameling. De studie
Rurale grondmarkten
Een ruimtelijk verklarend model
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beantwoordt de volgende drie vragen:
V1: Welke factoren kunnen de grondprijs op een specifieke (landelijke) locatie verklaren?
V2: Wat is de invloed van de overheid (beleid en koop/verkoop van grond) met betrekking
tot huisvesting, infrastructuur en natuurontwikkeling op rurale grondprijzen?
V3: Hoe kan grondgebruiksmodellering de resultaten van V1 en V2 benutten?
De studie heeft drie hoofdelementen: grondprijzen, economie en GIS. Grondprijzen zijn
het thematische onderwerp, economie is het perspectief en geeft de theoretische fundering,
terwijl GIS (Geographical Information Systems\Science) de methodologische kant afdekt.
De studie is uitgevoerd in het bredere kader van grondgebruiksmodellering. Grondprijs en
grondgebruik hebben een zeer sterke relatie. Betere kennis van de grondmarkt kan leiden
tot een verbetering van grondgebruiksmodellen. Deze studie draagt bij aan het Ruimte-
Scanner-onderzoek, waarin een model voor simulatie van toekomstig grondgebruik
ontwikkeld wordt. Het studiegebied is de Provincie Noord-Brabant, een provincie waar het
landelijk gebied onder druk staat van stedelijke uitbreiding, maar waar landbouw en natuur
ook een belangrijk deel van de ruimte claimen. 
S.2 Het onderzoek
Economische theorie
Vanuit een economisch gezichtspunt is de grondmarkt een complexe markt omdat het
gebruik van grond gepaard gaat met externaliteiten (het gebruik van een perceel beïnvloedt
het gebruik van andere percelen); door de bijzondere eigenschappen van een perceel is er
geen volledige concurrentie; en het overheidsbeleid heeft grote invloed op de markt. Een
beperkt aantal economische theorieën richt zich specifiek op het verklaren van prijzen op
de grondmarkt. De fundamenten voor een verklaring van grondprijzen werden gelegd door
Ricardo (1817), die concludeerde dat de grondprijs wordt verklaard door verschillen in
kwaliteit van grond, en Von Thünen (1826), die de ruimtelijke dimensie in de vorm van
transportkosten aandroeg als verklaring voor verschillen in grondprijzen.
De bid-rent theorie, die vanaf ongeveer 1950 werd ontwikkeld, vormt een kader voor
theorieën die grondprijs en grondgebruik verklaren. De bid-rent theorie is gebaseerd op
inzichten uit de micro-economie en verklaart tegelijkertijd de grondprijzen en het
grondgebruik als een locatiebeslissing van huishoudens en bedrijven, waarbij een afweging
wordt gemaakt tussen transportkosten en de prijs voor een perceel. Verschillende actoren
brengen een bod uit op een perceel en de bieder met het hoogste bod verkrijgt het perceel.
De bid-rent theorie richt zich voornamelijk op de stedelijke grondmarkt. De stadsrand is de
locatie waar het bod van stedelijke gebruiksfuncties gelijk is aan het bod van agrarische
gebruiksfuncties. In het agrarisch gebied worden grondprijzen verklaard als het verschil
tussen opbrengst van een perceel en (transport)kosten, dus zoals Von Thünen al deed.
De bid-rent theorie geeft een theoretische verklaring van grondprijzen, waarbij een groot
aantal veronderstellingen wordt gemaakt. Om grondprijzen in de praktijk te kunnen
verklaren, kan gebruik worden gemaakt van een hedonische prijs methode, die vaak wordt
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toegepast in empirische studies en waarin prijzen worden gebaseerd op eigenschappen van
een goed. De prijs van een perceel is dan de optelsom van de waarde van de verschillende
eigenschappen van dat perceel. Op deze manier kan de hoogte van een bod van een
potentiële koper op de grondmarkt worden herleid. Verschillende actoren zullen de diverse
eigenschappen verschillend waarderen, maar het perceel wordt verkocht aan de
geïnteresseerde met het hoogste bod. De grondprijzen zijn dus het resultaat van de
waardering van de eigenschappen van percelen door kopers op de grondmarkt.
Bestudering van empirische grondprijsstudies laat zien dat naast de eigenschappen van
percelen er nog andere, indirecte factoren zijn die de grondprijs beïnvloeden, zoals
eigenschappen van transacties, overheidsbeleid en macro-economische omstandigheden.
Tabel S·1 geeft een samenvatting van de factoren die invloed kunnen hebben op de
grondprijs, gebaseerd op de literatuurstudie en andere bronnen, zoals interviews.
Perceelskenmerken
Locatie: bereikbaarheid, ‘afstand tot’
Fysieke kenmerken: grondsoort, vruchtbaarheid, irrigatie, perceelgrootte,
hellingsgraad, hoogte
Grondgebruik: huidig, toekomstig
Transactiekenmerken
Betrokken actoren
Relatie tussen koper en verkoper
Soort transactie (onteigening, ruil, e.d.)
Marktomstandigheden
Macro-economische variabelen
Vraag en aanbod van grond
Rentestand
Technologische vernieuwingen
(Agrarisch) inkomen
Verwachtingen
Overheidsbeleid
Zonering (bestemmingsplannen)
Belastingen en subsidies
Diverse vraag- en aanbodsituaties op de grondmarkt kunnen leiden tot verschillende
grondprijzen en hoeveelheden grond in gebruik door een specifieke functie. Dit kan
worden geanalyseerd met behulp van vraag-aanbod figuren. Een dergelijke analyse toont
ook aan dat overheidsingrijpen om te corrigeren voor externaliteiten aanmerkelijke effecten
kan hebben op het economisch belang van grondeigenaren. Dit is vooral het gevolg van de
grote prijsverschillen tussen deelmarkten die ontstaan door overheidsingrijpen.
Factoren die de grondprijs beïnvloedenTabel
S·1
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Concluderend kan gesteld worden dat de grondmarkt een complexe, heterogene markt is.
De grondprijzen worden in een biedproces bepaald, waarbij een bod gebaseerd is op de
waardering van de eigenschappen van een perceel. Een groot aantal eigenschappen, of
factoren, beïnvloedt de prijs; de locatie is één van de belangrijkste factoren. 
GIS
Het belang van de ruimtelijke component (de locatie) in de grondmarkt maakt het
noodzakelijk dat een ruimtelijke benadering wordt gekozen in de analyse van grondprijsge-
gevens. GIS is ontwikkeld voor het beheer, de analyse en de weergave van ruimtelijke
gegevens en kan dus bij uitstek voorzien in de ruimtelijke benadering. Daarnaast kan
visualisatie in de vorm van kaarten een nieuwe dimensie toevoegen aan de analyse van
grondprijzen. GIS kan worden gezien als een computersysteem (Geografisch Informatie
Systeem), maar ook als de wetenschap van het oplossen van ruimtelijke problemen met
behulp van informatietechnologie (Geographical Information Science). In deze studie
vormt GIS het kader voor de analyse van grondprijsgegevens.
In een functioneel overzicht van GIS als computersysteem kunnen drie componenten
worden onderscheiden:
1. de datacomponent, waarin een representatie van de werkelijkheid wordt opgeslagen in
een database;
2. de analysecomponent, waarin door middel van selectie, manipulatie, exploratie en
bevestiging ruimtelijke gegevens worden bestudeerd;
3. de visualisatiecomponent; die zorg draagt voor de presentatie van de gegevens en
analyses, met name door middel van kaarten.
Dit ‘traditionele’ schema van GIS is echter aan vernieuwing toe, gezien de recente
ontwikkelingen op het gebied van GIS. 
Een zeer belangrijke eigenschap van GIS is dat het data kan integreren door gebruik te
maken van de locatie, weergegeven door middel van een coördinaat. Voor de opslag van
gegevens en de locatie daarvan zijn verschillende datamodellen ontwikkeld (waarvan het
vectormodel en het rastermodel de belangrijkste zijn). De feitelijke opslag vindt meestal
plaats in een relationele database, alhoewel er steeds meer gebruik gemaakt wordt van
object-georiënteerde methoden. Bij het integreren van datasets kunnen verschillende
problemen ontstaan, zoals verschillen in data formaat, coördinaatsysteem, gebiedsdekking
en classificatie. Hiervoor bestaat niet altijd een oplossing.
GIS onderscheidt zich van andere informatiesystemen door de ruimtelijke analyse
capaciteiten. Er kan een onderscheid gemaakt worden tussen exploratieve analyse,
confirmatieve analyse en modellering. Bij alle drie de vormen van ruimtelijke analyse moet
rekening gehouden worden met de effecten van ruimtelijke afhankelijkheid, dat zich
manifesteert in ruimtelijke autocorrelatie en ruimtelijke heterogeniteit. Ruimtelijke
autocorrelatie is het fenomeen dat de attribuutwaarden van observaties die in elkaars
nabijheid liggen gecorreleerd kunnen zijn. Ruimtelijke heterogeniteit ontstaat als
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observaties in de het ene gebied substantieel verschillen van observaties in een ander
gebied. In deze gevallen zijn de observaties niet onafhankelijk en kunnen de uitkomsten
van bijvoorbeeld regressie analyses onjuist zijn.
Door de sterke toename van rekencapaciteit en visualisatiemogelijkheden op computers
kunnen steeds grotere dataverzamelingen worden geanalyseerd en kunnen nieuwe
analysetechnieken, zoals visuele, interactieve exploratieve analyse worden toegepast. Een
andere ontwikkeling is dat ruimtelijke analyse in GIS steeds meer modulair opgebouwd
wordt: gespecialiseerde componenten voor bijvoorbeeld statistische analyse en driedimen-
sionale visualisatie voeren bepaalde taken uit. Object-oriëntatie speelt hierbij steeds meer
een rol om de communicatie tussen modules tot stand te brengen.
Gezien alle ontwikkelingen kan gesteld worden dat GIS zich bevindt in een transitiefase
van een tamelijk gesloten ‘stand-alone’ systeem naar een systeem met een open architec-
tuur, waarin specialistische kennis kan worden geïntegreerd. De drie basiscomponenten zijn
nog steeds aanwezig, maar er vindt veel meer interactie plaats met andere componenten.
Implementatie van het nieuwe schema van GIS voor de huidige studie leidt tot een kader
voor analyse van de grondprijsgegevens. De implementatie is echter een product van de
transitiefase waarin GIS zich bevindt. In de analyses wordt gebruik gemaakt van GIS voor
databeheer, integratie van gegevens, en visualisatie, terwijl voor statistische analyse
gespecialiseerde software wordt gebruikt.
De dataverzameling
De eerste stap in het schema voor de analyse van grondprijsgegevens is het verzamelen en
opslaan van data. De dataverzameling bestaat uit een grote hoeveelheid ruimtelijke
gegevens en gegevens van grondtransacties in Noord-Brabant, aangeleverd door Dienst
Landelijk Gebied (DLG), het Rijksinstituut voor Volksgezondheid en Milieuhygiëne
(RIVM) en de Provincie Noord-Brabant.
De gegevens van grondtransacties zijn afkomstig uit het informatiesysteem InfoGroMa van
DLG, dat de primaire gegevens van het Kadaster als bron heeft. In totaal zijn na
opschoning van de database de gegevens van 8.451 transacties beschikbaar. Dit is zo’n 70%
van alle transacties buiten de bebouwde kom die hebben plaatsgevonden tussen januari
1998 en juli 2001 in Noord-Brabant en groter zijn dan 0,25 hectare. De transacties
omvatten 15.190 percelen. Dit betekent dat een transactie uit meer dan één perceel kan
bestaan. Echter, alleen van de transactie is de prijs bekend en alleen van een perceel is de
locatie bekend. Dit levert bij multi-perceel transacties het probleem op dat van de
individuele percelen geen prijs bekend is, terwijl de factoren die de prijs beïnvloeden juist
grotendeels alleen voor de percelen bekend zijn. Dit heeft gevolgen voor de analyses en de
formulering van het rurale grondprijzenmodel.
De ruimtelijke gegevens bestaan uit een groot aantal bestanden met informatie over
bijvoorbeeld grondgebruik, wegen, gemeentegrenzen, bouwplannen en de vruchtbaarheid
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van de grond. De kwaliteit van de ruimtelijke gegevens is in het algemeen goed te noemen.
Bestemmingsplannen, die belangrijk zijn voor de bepaling van de grondprijs, zijn niet
beschikbaar; de gegevens van de Nieuwe Kaart van Nederland zijn daarvoor in de plaats
genomen. Alle gegevens zijn verwerkt en opgeslagen voor gebruik in de analyses.
Exploratieve analyse
De exploratieve analyse neemt een centrale positie in tussen het theoretische deel en het
empirische deel van de studie, en bestaat uit een beschrijving van het studiegebied en uit
een exploratieve data analyse.
Het studiegebied, de provincie Noord-Brabant, is gelegen tussen drie grote stedelijke
gebieden: de Randstad, het Roergebied en de Vlaamse Ruit. Het uitgebreide infrastructuur-
netwerk wordt op het moment uitgebreid met een snelweg van Eindhoven naar Oss, en de
in aanbouw zijnde HSL-zuid doorsnijdt de provincie. De groei van steden in Noord-
Brabant gaat relatief snel, maar landbouw en natuur nemen ook een belangrijke plaats in:
16% van de oppervlakte wordt ingenomen door bossen en natuurgebieden en 63% door
landbouw. De intensieve veeteelt speelt een belangrijke rol in het oostelijke gedeelte van de
provincie.
Ruimtelijk beleid op landelijk, provinciaal en gemeentelijk niveau heeft invloed op de
grondmarkt. Op landelijk niveau heeft de vorming van de EHS en het VINEX-beleid
belangrijke invloed op de grondmarkt. De provincie Noord-Brabant streeft verder een
groeikernenbeleid na, waarmee geprobeerd wordt de groei van het bebouwd gebied in de
vier grote steden te concentreren. Tenslotte zijn gemeentelijke bestemmingsplannen van
groot belang voor de bepaling van grondprijzen.
De exploratieve data analyse is, zoals de meeste andere analyses in deze studie, uitgevoerd
met de onbebouwde percelen uit de dataverzameling, aangezien voor bebouwde percelen
geen aparte prijs voor grond en voor opstallen bekend is. Een kaart van geïnterpoleerde
grondprijzen van onbebouwde percelen laat zien dat de prijzen nabij steden aanzienlijk
hoger liggen dan in de landelijker gelegen gebieden. De agrariërs en de overheid zijn de
belangrijkste actoren op de rurale grondmarkt. Agrariërs hebben relatief veel grond nodig
en kopen dit vaak van familie of van andere agrariërs. Een analyse van koop en verkoop
van de verschillende categorieën actoren toont aan dat agrarische grond wordt opgekocht
voor andere typen landgebruik. Gemeenten zijn de grootste kopers van grond binnen de
overheid. Ze kopen over het algemeen grond in de buurt van bebouwde gebieden tegen
een relatief hoge prijs. Een andere overheidsinstantie die een belangrijke rol speelt op de
rurale grondmarkt is DLG, die veel grond aankoopt en verkoopt in opdracht van, en als
uitvoerende organisatie voor het Bureau Beheer Landbouwgronden, en die een rol speelt
als intermediair bij grondtransacties. Daarnaast koopt het Ministerie van Verkeer en
Waterstaat grond aan voor infrastructurele projecten.
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Projectontwikkelaars en speculanten zijn interessante actoren op de grondmarkt, maar
vooral over speculanten is weinig informatie beschikbaar. Percelen in en nabij gebieden
waar het landgebruik verandert, hebben een aanzienlijk hogere prijs; indicaties van
speculatie zijn aanwezig. De in de praktijk geobserveerde stijging van grondprijzen is ook
terug te vinden in de transactie dataverzameling. 
Het verklarend model
De grondprijzen in de provincie Noord-Brabant zijn verder geanalyseerd met behulp van
een regressiemodel. De log-lineaire regressievergelijking bevat dertig verklarende variabelen
die, naast de grootte, tien perceelskenmerken en zes transactiekenmerken vertegenwoordi-
gen, zie Model S·1. 
Een samenvatting van de resultaten van de schatting van het model met 6.099 transacties
(zonder opstallen) is in Tabel S·2 gegeven. De aangepaste R2 voor deze schatting is 73%.
De getallen in de kolom ‘Impact’ geven een percentage verandering in de grondprijs weer
als gevolg van de aanwezigheid van een factor of een eenheid verandering in een factor.
De factoren hebben de waarde en het teken dat te verwachten is op basis van de theorie en
observaties uit de praktijk. Grotere percelen hebben een relatief lagere grondprijs (de
prijselasticiteit is kleiner dan 1). De sterk stijgende grondprijzen worden weergegeven door
de kwartaal dummyvariabelen. Indien er sprake is van een familierelatie tussen de koper en
verkoper of als de grond verpacht is, is de grondprijs ongeveer de helft lager. Factoren die
een relatie hebben met het bebouwd gebied zijn de belangrijkste verklaring voor hoge
grondprijzen in het landelijk gebied. Daarnaast veroorzaken bouwplannen (de NK van NL
variabelen) aanzienlijk hogere grondprijzen. Verder laat het model zien dat gemeenten
relatief veel voor grond betalen en dat natuur- en bosgebied een sterk negatief effect op de
grondprijzen heeft. De kwaliteit van de grond heeft een significant effect, maar draagt in de
praktijk minder bij dan de genoemde 35% in Tabel S·2, aangezien de gemiddelde kwaliteit
0,83 is (35% is het verschil tussen kwaliteit 0,00 en kwaliteit 1,00). De afstand tot de
LnPrijs =
ß0
+ ß1·LnGrootte
+ ß2·K2_98 + ß3·K3_98 + ß4·K4_98
+ ß5·K1_99 + ß6·K2_99 + ß7·K3_99 + ß8·K4_99
+ ß9·K1_00 + ß10·K2_00 + ß11·K3_00 + ß12· K4_00
+ ß13·K1_01 + ß14·K2_01
+ ß15·Familie + ß16·Rijksoverheid + ß17·Gemeente
+ ß18·Agrariër + ß19·Pacht
+ ß20·Kwaliteit + ß21·AfstBeb + ß22·AfstRandstad
+ ß23·NKBeb + ß24·NKOverig + ß25·NKInfra
+ ß26·GK2&3 + ß27·GK4&5 + ß28·GK6
+ ß29·Bos + ß30·Natuur + ß31·Bebouwd
+ ε
 } constante
 } transactie omvang
}
 } transactie karakteristieken
}
 } error term
tijd dummies
perceel karakteristieken
Model
S·1
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Randstad heeft een maximaal effect van 19% op de grondprijzen gezien de range van
ongeveer 59 kilometer voor deze variabele in de provincie Noord-Brabant. 
Var. Factor Impact Factor Impact
β0 Constante 1,631 *** β16 Rijksoverheid is koper -8% **
β1 Grootte (elasticiteit) 0,095 *** β17 Gemeente is koper 43% ***
β2 Kwartaal 2 1998 8% β18 Koper is agrariër -9% ***
β3 Kwartaal 3 1998 3% β19 Grond in pacht -54% ***
β4 Kwartaal 4 1998 8% * β20 Kwaliteit grond (index 0 - 1) 35% ***
β5 Kwartaal 1 1999 12% ** β21 Afstand tot beb. gebied (per km.) -11% ***
β6 Kwartaal 2 1999 26% *** β22 Afstand tot de Randstad (per km.) <1% ***
β7 Kwartaal 3 1999 30% *** β23 NK van NL “bebouwd” 99% ***
β8 Kwartaal 4 1999 27% *** β24 NK van NL “overig” 24% ***
β9 Kwartaal 1 2000 45% *** β25 NK van NL “infrastructuur” 44% ***
β10 Kwartaal 2 2000 41% *** β26 Gelegen in groeiklasse 2 en 3 2%
β11 Kwartaal 3 2000 59% *** β27 Gelegen in groeiklasse 4 en 5 14% **
β12 Kwartaal 4 2000 50% *** β28 Gelegen in groeiklasse 6 34% ***
β13 Kwartaal 1 2001 61% *** β29 Gelegen in/nabij bosgebied -71% ***
β14 Kwartaal 2 2001 47% *** β30 Gelegen in/nabij natuurgebied -53% ***
β15 Familie relatie -52% *** β31 Gelegen in/nabij bebouwd gebied 94% ***
De schattingen van het model zijn uitgebreid getest op de aanwezigheid van ruimtelijke
autocorrelatie en ruimtelijke heterogeniteit. Een herschatting van het model, waarbij
rekening gehouden wordt met deze ruimtelijke effecten, toont aan dat ruimtelijke
autocorrelatie en heterogeniteit aanwezig zijn in het model, maar de resultaten nauwelijks
beïnvloeden. Ruimtelijke autocorrelatie van het type ‘error dependence’ heeft voornamelijk
effect op de significantie van de geschatte coëfficiënten, maar aangezien de significantie van
de coëfficiënten zeer hoog is, veranderen de conclusies niet.
Case studies
Zoals eerder gezegd heeft het ruimtelijk beleid van de overheid invloed op de grondprijzen.
Met behulp van het rurale grondprijzenmodel is in de case studies geprobeerd meer inzicht
te krijgen in de effecten van nieuwbouw in uitleggebieden, de ontwikkeling van de EHS en
de aanleg van infrastructuur op de rurale grondprijzen.
Het ruraal-stedelijke transitiegebied is een dynamisch gebied waar de grondprijzen vaak
hoog zijn en sterk worden beïnvloed door verwachtingen en grondgebruiksveranderingen.
Het VINEX-beleid van de overheid in de jaren negentig, waarin nieuwbouwgebieden aan
de rand van steden werden aangewezen, is één van de oorzaken van hoge grondprijzen op
deze locaties. Met behulp van het rurale grondprijzenmodel zijn kaarten gegenereerd met
theoretische grondprijzen op de VINEX-locatie Brandevoort, bij Helmond. Grondprijzen
Resultaten van de modelschattingTabel
S·2
Noot: * significant bij 10%, ** significant bij 5%, *** significant bij 1%
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binnen het gebied dat aangewezen is als toekomstige bebouwing liggen aanzienlijk hoger
dan buiten dit gebied. In de Vijfde Nota Ruimtelijke Ordening wordt gesproken van
contourgebieden om stedelijke uitbreiding te sturen. De exacte gevolgen van dergelijke
contouren kunnen niet worden bepaald, maar de modeluitkomsten voor het provinciale
beleid laten zien dat dit kan leiden tot aanzienlijk hogere grondprijzen (tot 34%) binnen de
contouren. Zodra concretere bouwplannen bekend worden, is er weinig verschil met het
huidige VINEX-beleid.
In tegenstelling tot de grondprijzen voor nieuwbouwgebieden zijn de grondprijzen in
natuurgebieden lager dan gemiddeld. Een kaart met grondprijzen, berekend met behulp
van het model, toont aan dat prijzen ongeveer de helft zijn van agrarische grondprijzen.
Een herschatting van het model geeft meer inzicht in de prijzen van verschillende typen
EHS-gebied. Bestaand natuurgebied heeft een 60% lagere prijs, terwijl gebieden voor
natuurontwikkeling niet tegen een significant lagere prijs worden verkocht. Voor percelen
waar beheersovereenkomsten met agrariërs zijn afgesloten, liggen de grondprijzen ongeveer
20% lager. Gebieden aan de randen van natuurgebieden hebben ook een gemiddeld lagere
prijs: zo’n 5%.
In het rurale grondprijzenmodel kan geen direct effect van infrastructuur (afstand van een
perceel tot een weg, op- en afrit, etc.) worden waargenomen, alhoewel de nabijheid tot
bebouwd gebied wel indirect het belang van bereikbaarheid kan aantonen. Het feit dat de
dataverzameling bestaat uit onbebouwde percelen in het landelijk gebied kan een verklaring
zijn voor de afwezigheid van infrastructuurvariabelen, aangezien stedelijke functies
gevoeliger zijn voor bereikbaarheid dan landelijke functies. Een tweede effect van
infrastructuur op rurale grondprijzen is het effect van de aankoop van grond voor nieuwe
infrastructuur. Specifiek is gekeken naar de percelen in de dataverzameling die zijn
aangekocht voor de HSL en voor de A50 (Eindhoven-Oss). In het eerste geval liggen de
grondprijzen 52% hoger, in het tweede geval 29%. Het verschil met de gemiddelde
(agrarische) prijs kan gedeeltelijk verklaard worden door betaalde compensaties en het
aankoopbeleid van Rijkswaterstaat. Daarnaast liggen deze hogere grondprijzen nog steeds
binnen de marges van agrarische prijzen.
De verschillende overheden voeren verschillende vormen van beleid uit en kopen en
verkopen grond met verschillende doelstellingen. Het toekomstig gebruik van een perceel
(natuur, infrastructuur, woningbouw, etc.) is een belangrijke determinant voor de prijs en
meer gegevens daarover zou het model kunnen verbeteren.
Grondgebruiksmodellering en grondprijzen
Grondprijzen en grondgebruik zijn nauw met elkaar verbonden. Met de kennis over
grondprijzen die opgedaan is in deze studie, is de grondmarkt in het RuimteScanner model
geanalyseerd. De RuimteScanner is een op GIS gebaseerd model dat toekomstig
grondgebruik simuleert.
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Bestudering van andere grondgebruiksmodellen (Anas, RURBAN, CUF, Leefomgevings-
verkenner) laat zien dat de ze meestal theoretisch gefundeerd zijn in de bid-rent theorie en
dat ze stochastische elementen bevatten om (toekomstige) onzekerheden te kunnen
modelleren. De modellen richten zich meestal op stedelijk grondgebruik. Een alternatieve
manier om grondgebruik te modelleren is de toepassing van cellulaire automata, zoals de
LeefOmgevingsVerkenner doet. Alle bestudeerde modellen bevatten een grondprijsindi-
cator, maar geen van de modellen geeft een werkelijke grondprijs.
De RuimteScanner wijst ruimteclaims van grondgebruikstypen toe aan 500 bij 500 meter
cellen in een vraag en aanbod raamwerk. De toewijzing vindt plaats op basis van
geschiktheid van een cel en de relatieve claim van een grondgebruikstype. De prijs van een
cel hangt sterk af van de gesommeerde geschiktheid van een cel en kan gezien worden als
een schaduwprijs, aangezien subsidies en belastingen in de prijs zitten verwerkt. Als een cel
bijvoorbeeld heel geschikt is voor natuur, heeft hij een hoge prijs. Echter, in werkelijkheid
is de grondprijs voor natuur meestal laag. 
Een vergelijking van de grondprijzenkaarten van de huidige toepassing van de Ruimte-
Scanner (Nederland, claims volgens Europese Coördinatie scenario) en het rurale
grondprijzenmodel toont verspreide hoge en lage grondprijzen voor de RuimteScanner en
een duidelijke concentratie van hogere grondprijzen rond steden voor het rurale
grondprijzenmodel. In gebieden met een sterke geschiktheid voor woningbouw (VINEX-
locaties) en natuurgebieden toont de RuimteScanner hoge grondprijzen. 
Een probleem met de geschiktheidskaarten van de RuimteScanner is dat externe
geschiktheid (dezelfde locatie tussen grondgebruikstypen) en interne geschiktheid
(verschillende locaties voor een grondgebruikstype) gemeten wordt met ongedimensio-
neerde indexcijfers. Het is bijvoorbeeld onduidelijk of een geschiktheid van 5 voor natuur
en 5 voor woningbouw hetzelfde waard is. Door gebruik te maken van een grondprijzen-
model zoals ontwikkeld in deze studie kan dit probleem verholpen worden. In dat geval
kunnen theoretische grondprijzen worden berekend die als initieel bod gebruikt worden. Er
moet dan wel rekening gehouden worden met transactiekosten van het huidige naar het
toekomstige landgebruik en er is meer informatie nodig om bijvoorbeeld stedelijke
grondprijzen te bepalen.
S.3 De conclusies
In de inleiding zijn drie onderzoeksvragen gesteld: welke factoren kunnen landelijke
grondprijzen verklaren, wat is de invloed van de overheid en hoe kunnen de resultaten in
grondgebruiksmodellering toegepast worden?
Op verschillende plaatsen in de studie zijn factoren genoemd die invloed hebben op de
grondprijs, zie bijvoorbeeld de lijst met factoren uit de literatuurstudie en de modelresulta-
ten hierboven. Uit het model, maar ook op andere plaatsen, blijkt dat factoren die
gerelateerd zijn aan het stedelijk gebied, zoals bouwplannen voor woningen of infrastruc
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tuur en locatie in of nabij bebouwd gebied, de grootste verhogende invloed heeft op de
grondprijzen. In negatieve zin hebben bos- en natuurgebied en de transactiekenmerken
pacht en familierelatie de grootste invloed. 
Het sterke effect van bebouwd gebied komt op verschillende manieren tot uiting. Het
effect van bouwplannen is het gevolg van het grote prijsverschil tussen de grondmarkt voor
woningbouw en de agrarische grondmarkt. Dit prijsverschil heeft verschillende oorzaken,
zoals strikte bestemmingsplannen en de hoge waarde van stedelijke grondgebruikfuncties
ten opzichte van agrarisch gebruik. Verwachtingen spelen ook een belangrijke rol: een
verwachte bestemmingsplanwijziging leidt al tot een sterke verhoging van de grondprijzen.
Alhoewel dit niet direct uit het model is af te leiden, zijn er wel indirecte aanwijzingen,
zoals de hogere prijzen voor grond nabij stedelijk gebied. De significante variabele voor de
afstand tot stedelijk gebied is ook een gevolg van een betere bereikbaarheid van deze
gebieden. 
Dat de grondmarkt erg heterogeen is en dat de verklaring van de prijs van individuele
percelen lastig blijft, is af te leiden uit de significante ‘error dependence’ in de testen voor
ruimtelijke afhankelijkheid en het feit dat het huidige model ongeveer driekwart van de
variatie in transactieprijzen verklaart. Transactieprijzen kunnen sterk variëren van geval tot
geval en de individuele, vaak moeilijk te observeren factoren zijn lastig op te nemen in een
algemeen model. 
De overheid speelt een zeer belangrijke rol op de grondmarkt. De overheid beïnvloedt de
grondmarkt met allerlei vormen van beleid en aankopen van grond. De overheid kan echter
niet gezien worden als een eenheid: verschillende overheidsinstanties hebben verschillende
doelstellingen, opereren verschillend en hebben dus een verschillende invloed. In het
algemeen hebben bestemmingsplannen de grootste invloed. De invloed met betrekking tot
aankopen voor natuur is veel minder belangrijk. Grond voor de EHS wordt in het
algemeen tegen de agrarische grondprijs aangekocht en plannen voor natuur hebben weinig
effect op de grondprijzen. Aankopen voor infrastructuur vinden plaats tegen een hogere
prijs dan gemiddeld.
De derde onderzoeksvraag is hierboven al beantwoord: grondgebruiksmodellering in de
RuimteScanner kan worden verbeterd als de geschiktheidskaarten worden opgesteld met
behulp van een grondprijzenmodel zoals in deze studie.
Tenslotte kan worden geconcludeerd dat de huidige studie een sterk integratief karakter
heeft, waarbij economische theorie en ruimtelijke analyse met een omvangrijke dataverza-
meling toegepast worden om grondprijzen te verklaren. Dit biedt nieuwe perspectieven en
het gecreëerde raamwerk kan verder worden ontwikkeld voor vervolgstudies. Aanbevelin-
gen voor vervolgstudies zijn de toepassing van het raamwerk met andere dataverzamelin-
gen (andere provincies, regio’s, landelijk), een meer actor-georiënteerde benadering, waarbij
onderzoek gedaan moet worden naar het gat tussen een individuele actor-benadering en
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een algemeen model, de toevoeging van een mobiliteitsdimensie (wordt een perceel wel of
niet verkocht) en onderzoek naar het gedrag van instituties. Tenslotte wordt opgemerkt dat
discussie met beleidsmakers en de actoren op de grondmarkt nodig is voor modelverificatie
en implementatie van grondprijs- en grondgebruiksmodellen.
 
