Abstract-We consider robust feedback control of time-varying, linear discrete-time systems operating over a finite horizon. For such systems, we consider the problem of designing robust causal controllers that minimize the expected value of a convex quadratic cost function, subject to mixed linear state and input constraints. Determination of an optimal control policy for such problems is generally computationally intractable, but suboptimal policies can be computed by restricting the class of admissible policies to be affine on the observation. By using a suitable re-parameterization and robust optimization techniques, these approximations can be solved efficiently as convex optimization problems. We investigate the loss of optimality due to the use of such affine policies. Using duality arguments and by imposing an affine structure on the dual variables, we provide an efficient method to estimate a lower bound on the value of the optimal cost function for any causal policy, by solving a cone program whose size is a polynomial function of the problem data. This lower bound can then be used to quantify the loss of optimality incurred by the affine policy.
I. INTRODUCTION
W E are interested in characterizing the degree of suboptimality of affine feedback policies for linear discretetime systems with mixed state and input constraints, bounded disturbances, and an expected value cost.
The problem of computing an optimal control policy for such systems, either in a minimax or expected value sense, is computationally intractable in general. Methods for solving such problems rely typically on some variation of robust dynamic programming [1] or vertex enumeration methods [2] , and typically require the solution of an optimization problem that grows exponentially with the size of the problem data. As a result, significant research effort has focused on methods for finding suboptimal control policies that can be computed via solution of a tractable optimization problem.
A common approach is to restrict the class of control policies considered to those based on perturbations to some fixed stabilizing linear controller [3] , [4] . More generally, one can compute a controller based on affine disturbance or measurement-error feedback, a technique suggested by a number of authors [5] - [7] . In the affine feedback case, characterization of the set of constraint admissible policies is achieved by following the general approach proposed in [7] for robust optimization problems with linear decision rules, leading to a computationally tractable optimization problem.
An attractive feature of such affine parameterizations is that they can be shown to be equivalent (in the state feedback case) to parameterizations of control policies as affine functions of prior states [8] , [9] , or (in the output feedback case) as affine functions of prior measurements [10] , [11] . The idea underpinning these equivalence results is akin to that of the well-known Youla parameterization (or Q-parameterization) in linear systems [12] , and relies on a similar nonlinear transformation to produce a convex set of constraint admissible policies over which one can optimize.
Further refinements to the basic idea of affine uncertainty feedback policies have also been proposed, e.g., policies employing "segregated" disturbance feedback based on some partitioning of the uncertainty set [13] , [14] . However, a fundamental difficulty with all of the present proposals is that they generally do not provide any estimate of the degree of suboptimality introduced by restricting the optimal control problem to the particular class of control policies proposed. One notable exception to this is in the case of affine disturbance feedback policies for SISO systems, for which such policies can be shown to be optimal for minimax problems in very limited circumstances [15] .
In the present paper, we provide a general method for estimating the degree of suboptimality of affine feedback controllers when minimizing the expected value of a quadratic cost, for systems with polyhedral state and input constraints and uncertainties whose support is characterized by conic constraints. Our approach follows the general method of [16] , and is predicated on a dualization of the original optimal control problem followed by a restriction of the dual variables to those parameterized by a linear decision rule. This results in a tractable optimization problem that provides a lower bound on the finite horizon cost achievable, and is a natural counterpart to the upper bound on the achievable cost that is found when restricting the class of control policies to those in affine feedback form. The gap between these bounds then serves as an estimate of the worst case suboptimality of controllers based on affine feedback policies.
The ability to compute the suboptimality gap in an efficient manner provides a valuable insight to anyone wishing to design a control system. If the gap is small, then affine policies are near-optimal and there is little room for improvement. On the contrary, if the gap is large one may consider investing more time and effort to improve on the affine policies, e.g., by using deflected or segregated policies as in [13] , [14] , [17] . One attractive property of the proposed approach is that due to the symmetry between the upper and lower bound, one may improve both bounds and thus decrease the optimality gap by employing similar techniques on both the primal as well as the dual controllers (e.g., segregation of the uncertainty space [14] ).
The paper is organized as follows. Section II describes the problem of interest and details a number of standing assumptions. Section III outlines the restriction of control policies to those in affine form, and shows how such policies can be calculated via a tractable conic optimization problem. Section IV describes a method for estimating the degree of suboptimality of affine feedback policies, based on a novel approximation to a dualization of the optimal control problem of interest. We show how this method allows one to compute lower bounds on the optimal cost via solution of a tractable conic optimization problem. Section V summarizes a number of general observations about the relationship between the lower-and upper-bounding problems discussed in the previous sections. Section VI presents numerical examples illustrating the efficacy of the proposed method, with some conclusions drawn in Section VII. An appendix contains the proofs of several technical results presented in the paper.
Notation: All random vectors appearing in this paper are defined on an abstract probability space . denotes the expectation operator with respect to . Random vectors will be represented in boldface, while their realizations will be denoted by the same symbols in normal face. For notational convenience, we denote by the space of all -measurable, square-integrable random vectors valued in . Given a stochastic process , we will denote as the history of the process up to time . The identity matrix in is denoted -the superscript will be omitted when the dimension is clear from the context. where denotes the state of the system with known, denotes the control input, and the process noise. The state of the system is partially observable in the sense that the measured output at time depends linearly on the state and the noise, i.e.,
The system (1) can be rewritten compactly in matrix notation as (2) with where and represent degenerate random variables that are almost surely equal to 1. The matrices , , , and in (2) are easily constructed from the problem data in (1) and are defined in the Appendix. In particular, note that the known initial state appears as a component of the problem data used in constructing the matrix . Throughout the paper, we will call the state process, the control policy or control process, the noise or disturbance process and the measurement or observation process. We include the degenerate random variables as a conceptual device that will simplify significantly later mathematical developments in the paper.
Remark 1: We assume without loss of generality that the initial state is known and given by . If that is not the case, we can set to an arbitrary value and identify with the initial state. We can then assign to a prescribed distribution by tying it to through a suitable choice of the dynamic system matrices for . We consider only physically implementable causal control policies, which rely solely on information available by observing the measurement process . To this end, we let be the linear space of all causal control policies where is the -algebra generated by the history of the observation process up to time . We are interested in stochastic optimal control problems of the following type:
Our aim is to find a causal control policy that minimizes the expectation of the quadratic cost . The requirement that is equivalent to that of each being a function of the observation history available at that time. The control policy is selected subject to linear joint state and control constraints of the form , where , , , , where is the number of state and control constraints. The random vector can be interpreted as a vector of slack variables, restricted to be nonnegative. Note that any row of that contains only zeros corresponds to an equality constraint involving only and . All other constraints include slack variables and thus correspond to inequality constraints for and . It is assumed without loss of generality that the matrix has full column rank. Finally, we require the dynamic system equation to hold. Recall that this constraint includes the requirement that the initial state .
Some conditions need to be imposed for problem to be well-defined. We assume that the matrices and are positive semidefinite to ensure convexity of the objective function. Additionally, we assume that the support of the noise process is non-empty, compact and representable as (3) for some matrices . The last constraint in (3) ensures that for all , which is consistent with our previous assumption that almost surely. We assume that the second-order moment matrix associated with the noise process is known and defined as (4) We further assume that the support spans the state space of the noise process. This is equivalent to assuming that there is a that satisfies the strict inequalities for all . Note that this last assumption is non-restrictive and can often be enforced by reducing the dimension of the noise process. This assumption also ensures that is invertible and consequently that . The cases of greatest general interest are . In particular, it is easy to show that any subset of the hyperplane that results from a finite intersection of arbitrary ellipsoids and half spaces is representable in the form (3) for , so that the class of disturbances we consider includes those with polyhedral support.
A. Controller Information Structure
The information available to the causal controllers at each time instance can be interpreted as the -algebra , i.e., the information available by the history of the observation process up to time . For any causal policy , must be -measurable for each . Since the observation process depends on the control policy , the filtration seems to depend on as well. In order to show that is in fact independent of , we consider the purified observation process with , where . As described in [18] , the purified observation can be interpreted as the difference between the actual observation and the observation that would have resulted at time from a completely noise-free system obeying the same control policy. Note that is linear in the control policy and the purified observation process , i.e., . Now let be the -algebra generated by the history of the purified observation process up to time . By construction, and the filtration are independent of the control strategy .
Proposition II.1: The filtrations and are identical. Proposition II.1 shows that the information structure generated by the observation process is not decision-dependent. Furthermore, it shows that the observation process and the purified observation process convey the same amount of information. This in turn implies that the set of all control policies that are adapted to is equivalent to the set of all policies that are adapted to . As a result, we can re-define the set of all implementable causal control policies in terms of the -algebras . In the remainder of the paper, we will provide tractable methods for calculating upper and lower approximations to the problem using affine decision rules. Although no further assumptions are required for the upper bound to be presented in Section III, some further assumption relating to the purified observation process will be required for the lower bounds presented in Section IV.
1) A1 (Noise Process):
The expectation of the noise process conditioned on the purified observation process is linear in , i.e., there exists a matrix so that -a.s.
Furthermore, the conditional expectation of given its history up to time , is linear in , i.e., there exist matrices so that -
The assumptions of A1 appear to be restrictive. However, they are satisfiable in two special cases of considerable practical and theoretical interest.
Proposition II.2 (Elliptically Contoured Distributions):
The conditions of A1 are satisfied if the distribution of the noise process follows an elliptically contoured distribution.
Proof: To demonstrate that (5) holds, we can use [19, Thm. 1] to show that the joint random vector , as the image of under the linear transformation , also follows an elliptically contoured distribution. This result allows us to invoke [19, Cor. 5] which guarantees that the conditional expectation of given is almost surely linear in . A similar argument can be used to establish (6) .
The preceding result confirms that A1 is very broadly applicable, since the class of elliptically contoured distributions covers a wide range of distributions including multivariate normal, logistic, symmetric stable, generalized-hyperbolic, and t-distributions as well as their truncated versions [20] .
In the case of perfect state information, a weaker set of conditions are required to ensure satisfaction of A1.
Proposition II.3 (Perfect State Information):
The conditions of A1 are satisfied if the following conditions all hold.
i) The system state can be measured perfectly, i.e., for all . ii) There exist matrices such that -
iii) The matrices have full column rank for all . Proof: In the perfect information case under consideration, the system equations (1) where the last columns contain only zeros. We can now define as the sub-matrix of which is obtained by removing the last columns of . By construction, we have since does not depend on when . Note that has full column rank, and thus the purified observation process and the truncated noise process generate the same -algebra. This implies that A similar argument can be used to establish (6) .
Remark 2: The conditions required in Proposition II.3 are very mild. Condition ii) is trivially satisfied if, for example, the noise vectors are serially independent. Condition iii) is a common assumption for control problems of the type with perfect state measurements, and can usually be enforced by reducing the dimension of the noise process.
III. UPPER APPROXIMATIONS OF AND PRIMAL AFFINE CONTROL POLICIES
The optimization problem generally involves an infinite number of decision variables and constraints. Without a suitable approximation, this problem is not amenable to numerical solution. In this section we impose a restriction on the feasible set to achieve computational tractability. Any reduction of the feasible set corresponds to a conservative approximation of the original problem and thus results in an upper bound on the true optimal value of . Here, we calculate such an upper bound by restricting the class of causal control policies to the subclass of all control policies that are affine with respect to the observations. The affine observation-feedback policies can be written as for some matrices . In compact notation, we have almost surely (since almost surely), where
We denote by the linear space of all block lower triangular matrices of the form (8).
Proposition III.1: An upper bound to the problem can be found by solving the following optimization problem, where the control policy is parameterized as an affine function of the outputs s.t.
-a.s.
The above problem is itself equivalent to the following optimization problem, where the control policy is parameterized as an affine function of the purified outputs :
Note that the two equivalent problem formulations in Proposition III.1 differ only in their representation of the control policy . In the first case, the control input is parameterized as a causal affine function of prior measurements , while in the second case the input is parameterized as a causal affine function of the purified outputs . In both cases, the set of feasible control policies is a subset of the set of all possible control policies .
Before proceeding to the proof of Proposition III.1, we note that problem remains seemingly intractable due to the presence of functional decision variables and constraints. We therefore require an additional result that provides a method for solving the problem as a tractable convex optimization problem.
Proposition III.2: A solution to problem can be found by solving the following equivalent convex optimization problem:
The problem is a tractable conic optimization problem and can be solved in polynomial time for any . The problem is of interest because it provides a tractable (though suboptimal) solution to by restricting the class of control policies over which the optimization is performed. However, there are at present no sophisticated methods available for estimating the degree of suboptimality introduced by imposing such a restriction. In Section IV, we develop a method for calculating a lower bound on by formulating a problem dual to and restricting the dual variables to affine form to ensure tractability. This will enable us to bound the suboptimality in in Section V. Remark 3: The second part of Proposition III.1 provides a method for optimizing over affine output feedback policies by re-parameterizing the problem into one of optimizing over a different but equivalent class of parametric policies, for which and become affine functions of the parameters [9] - [11] . The resulting optimization problem can then be solved using Proposition III.2. The idea underpinning this re-parameterization follows a similar approach to the classical Youla-or Q-parameterization procedure [12] . The benefit of this approach is that it avoids direct optimization over the parameter , which is impractical since both and become nonlinear (rational) functions of the coefficients of . In order to keep the paper self-contained and to facilitate comparison with the lower bounding methods of Section IV, we sketch the proofs using our notation. Proof of Proposition III.1: Proof of the first part of Proposition III.1 is straightforward, since any control law in the affine form is causal due to the lower triangular structure imposed by the constraint , hence . To prove the second part, we show that any control law in the affine output feedback form for some can be matched exactly by a control law in the purified output feedback form for some , and viceversa. To prove the first case, assume that and solve for the control input in terms of the purified outputs , yielding
We then set , noting that the required matrix inverse exists since is strictly lower triangular, which also ensures that . Proof of the second case is provided by a similar argument.
Proof of Proposition III.2:
Both and are linear in in the problem . By pre-multiplying the joint state and control constraint of with the left inverse of (which exists since is assumed to have full column rank), it can be seen that the vector of slack variables appearing in is also linear in , so that for some matrix . Noting also that almost surely, we can rewrite the problem as s.t.
Observe that due to the continuity of the constraint functions in , the almost sure constraints in (9) must hold for all . We can therefore replace the almost sure constraints with semi-infinite constraints to obtain the equivalent semi-infinite problem s.t. (10) where we have also eliminated and and rewritten the objective function in terms of the second-order moment matrix . The equality constraints in (10) must hold for all , meaning that the linear hull of belongs to the null space of the linear operator . Since is assumed to span the entire space , these semi-infinite equality constraints are equivalent to the matrix equality . Next, we simplify the semi-infinite inequality constraints by using techniques that are commonly used in robust optimization [21] - [23] . The following lemma, which is a special case of [23 [24] .
IV. LOWER APPROXIMATIONS OF AND DUAL AFFINE CONTROL POLICIES
The use of primal affine control policies leads to a conservative approximation for the original problem , whose computational complexity scales gracefully with the horizon length and the dimension of the system (1). It also yields an implementable control policy which is feasible, but typically suboptimal, in . The main goal of this paper is to estimate the loss of optimality due to the use of affine policies. To this end, we now establish a lower bound on by extending the dual linear decision rule techniques that were recently introduced in the context of stochastic programming; see [16] . The loss of optimality incurred by using affine controllers can then be bounded by the difference between the upper and lower bounds on the optimization problem . In order to derive the lower bound, we first reformulate as a min-max problem by introducing a dual control policy and by moving the joint state and control constraints to the objective function, to obtain s.t.
The inner maximization over the dual control policies in ensures that any violation of the state and control constraints on a set of strictly positive probability incurs an infinite penalty. The two problems and are equivalent. In order to derive a tractable lower bounding approximation for , we will adopt the same approach as in the primal problem in Section III and restrict the space of all dual control policies to those that depend linearly on the noise process, and are thus representable as for some . We will then show that the resulting approximation problem can be solved by solving an equivalent tractable conic optimization problem.
The first of these results forms a natural lower-bounding counterpart to Proposition III.1:
Proposition IV.1: A lower bound to the problem (equivalently ) can be found by solving the following optimization problem, where the dual policy variable is parameterized as an affine function of the disturbance : s.t.
-
The above min-max problem is itself equivalent to the following minimization problem, whose solution provides a lower bound to the problem : s.t.
Before proceeding to the proof of Proposition IV.1, we note that although has only finitely many state and control constraints, it remains seemingly intractable since it involves functional decision variables and functional inequality constraints. We therefore require a method for solving the problem as a tractable convex optimization problem. The following result provides a solution to this problem and forms a natural lowerbounding counterpart to Proposition III.2:
Proposition IV.2: If A1 holds, then a lower-bounding solution to problem can be found by solving the following convex optimization problem:
The problem is a tractable conic optimization problem and can be solved in polynomial time for any . Remark 4: The problem can be shown to be equivalent to the finite-dimensional problem whenever contains a strictly feasible point. Proof of this claim is based on the observation that the constraints in represent the closure of a set of constraints in a problem equivalent to (and which is constructed in the proof). We omit details of this argument for the sake of brevity.
The problem provides a tractable (though suboptimal) method for finding a lower bound to , and therefore allows us to bound the degree of approximation in the affine policy optimization problem . Furthermore, there is an attractive structural similarity to the constraints in and -we elaborate on these points in Section V.
Corollary IV.3: A trivial lower bound to can be found by considering a certainty equivalence problem:
It is easy to verify that Problem is a certainty equivalence problem where only the mean of the uncertainty is considered. Note that the feasible region of is a subset of the feasible region of . One can retrieve the feasible region of by restricting the dual policy variable in to be stationary instead of affine on . Furthermore, Jensen's Inequality ensures that the objective function in is a lower bound to the objective function in . As a result is a tighter lower bound to than . In the remainder of this section, we supply proofs for Propositions IV.1 and IV.2.
Proof of Proposition IV.1: Proof of the first part of Proposition IV.1 is straightforward, since any dual variable in the affine form also satisfies . Hence, the inner maximization over is a lower bound on the inner maximization that appears in the problem .
Proof of the second part follows from the first since if -a.s. otherwise.
Problem
is clearly a relaxation of since any satisfying the almost sure state and control constraints in will therefore also satisfy the expectation constraint in .
Proof of Proposition IV.2: We first eliminate the state process in by substituting the dynamic system constraint into both the objective function and the expectation constraint in . Recalling the definition of the second-order moment matrix , the approximate problem can then be rewritten as s.t.
The optimization problem (11) contains a variety of terms composed of the functional decision variables . In the remainder of the proof, we introduce a number of technical lemmas that will enable us to eliminate each of these terms in turn, replacing them with finite-dimensional variables. Proof of each of these lemmas is included in the Appendix.
The first result will allow us to eliminate terms in the form and .
Lemma IV.4: For every
there exists a matrix that satisfies (12) Likewise, if A1 holds, then for every there exists a block lower triangular matrix that satisfies (13) Remark 5: For any , the affine controller satisfies (13) since
The second part of Lemma IV.4 investigates the converse situation in which some (not necessarily affine in ) is given, and we seek some satisfying (13) . The results of Lemma IV.4 allow us to add new decision variables and to problem (11) and append (12) and (13) as additional constraints without constraining the choice and in (11) . Therefore, (11) is equivalent to the optimization problem s.t.
We next introduce a technical Lemma that will enable us to eliminate the functional decision variable in (14) by explicitly minimizing the part of the objective function containing this term.
Lemma IV.5: Consider the convex optimization problem s.t. (15) where is positive semi-definite and is fixed. A minimizer for this problem is . We can apply Lemma IV.5 with to (14) and replace by . This yields the following optimization problem:
-a.s. (16) Note also that we removed the second-order moment matrix from the state and control constraint by post-multiplying the corresponding constraint in (14) with . The last constraint in (16) requires the solution of moment problems, i.e., for a given we must assert the existence of non-negative Borel measures whose vectors of zero-and first-order moments coincide with the rows of and which have square integrable densities with respect to . The following lemma provides a means for dealing with this constraint by replacing it with a set of conic constraints that enclose its feasible region.
Lemma IV.6: Define the cones and as -a.s.
Then
Using the definition of in Lemma IV.6, we can rewrite (16) in the form s.t. (17) where denotes the th column of . The problem (17) is therefore equivalent to . A lower bound to (17) can then be found by taking the closure of its constraints via application of Lemma IV.6, replacing with , which results immediately in the problem . It can be shown that the application of this closure operation does not affect the optimal value except for pathological cases of little practical interest (cf. Remark 4), so that in most cases is actually equivalent to (17) . Note that is the cone generated by . Solvability of in polynomial time for any is ensured by [24] .
V. GEOMETRIC PROPERTIES
In this section, we make a number of general observations about the relationship between the lower-and upper-bounding problems and . Where necessary for clarity, we will make the dependence of the problem on the initial state explicit by denoting it , and its optimal value . We adopt a similar notation in relation to the problems and and their tractable reformulations and . The first result is a natural consequence of Propositions III.2 and IV.2 and is the central result in the paper:
The optimal values of the problem and the tractable problems and satisfy
The above result is significant because it allows one to bound the degree of suboptimality incurred when employing affine decision rules to solve approximately the intractable optimization problem . Further insight is possible by comparing the sets of feasible decision variables in the finite dimensional upper-and lowerbounding problems and . Define the sets of feasible decision variables for these problems as is feasible for some is feasible and define the sets of initial states for which a feasible policy can be found for these problems as
The next result guarantees that these sets are nested.
Proposition V.2: The policy sets and satisfy and the initial state sets and satisfy . Proof: To prove the first part, assume that is specified, so that for some , , and . Then since and , . This ensures that the conic inequality in is satisfied. Furthermore, This ensures that the final inequality constraint in is satisfied. Since all other constraints in and are identical, . The second part of Proposition V.2 follows immediately from the first part.
Remark 6: An important application for solutions to robust finite horizon problems such as is in receding horizon control (RHC). If one equips problem (alternatively, ) with appropriate terminal conditions on the constraints and objective function, then a RHC law synthesized from repeated solutions to can be shown to endow the resulting closed-loop system with desirable stability and invariance properties; cf. [25, Sec. 4] , [13] , [26] .
It is difficult in general to assess the degradation of performance (if any) of such a controller if one substitutes receding horizon implementation of solutions to problem with solutions to its sub-optimal approximation . In particular, there is no obvious method for directly inferring stability properties (e.g., input-to-state gain) from the value function , which typically plays the role of a Lyapunov function in RHC. On the other hand, if one defines , then clearly . Given appropriate terminal conditions, the set (alternatively, ) is the region of attraction of such a RHC controller, and the set difference provides an estimate of the conservatism of a RHC synthesized from with respect to region of attraction.
Finally, we show that the upper and lower bounds calculable via and coincide for problems with equality constraints only, which demonstrates that our approximation methods are not unnecessarily conservative in this case.
Corollary V.3: If then the optimal values achieved in the upper-and lower-bounding problems and coincide, i.e.,
Proof: If
, then both of the problems and are constrained only by the causality condition and the equality . This ensures that , and consequently . The result then follows from Proposition III.2, IV.2 and Theorem V.1.
Remark 7:
The above result ensures that affine policies computed using both the primal and dual methods of Sections III and IV are optimal for control problems of the type if and are restricted only to a subspace. In the particular case that are block diagonal and , both problems reduce to the standard linear quadratic regulator problem, for which linear feedback policies are well-known to be optimal [27] .
VI. NUMERICAL EXAMPLES

A. Perfect State Measurements
We consider the following time-invariant, discrete-time linear system, which allows for perfect state measurements:
where . The initial state of the system is set to . We assume that the are independent and uniformly distributed on for , while -a.s. Our objective is to minimize subject to -a.s. We solve the approximate problems and as well as the trivial bound problems and for . Fig. 1 shows results for the optimal value achieved by solving these problems for the given horizon lengths. For this particular example, the upper and lower bounds and are close to each other but diverge slowly. The bounds do not coincide suggesting that affine policies may not be optimal, especially as the time horizon increases beyond 4. The trivial bounds and fail to detect the near-optimality of affine policies for time horizons less than 4. Fig. 2 shows the two regions and of initial states , for which a feasible policy can be found for and , respectively, for a time horizon of . Observe that .
B. Imperfect State Measurements
We consider a similar system but with imperfect state information and measurement errors. The system equations are for all . The initial state is set to and the support is defined as The process noise is uniformly distributed on . Our objective is to minimize subject to -a.s.
We solve the approximate problems and and the trivial bound problems and for . The results are shown in Fig. 3 . For this example, the bounds and coincide, meaning there is no optimality gap and thus affine policies are optimal in this instance. This is of course not true in general, but as the proposed bounds are problem-specific, they can attest distinct instances of problems where affine controllers are optimal. Problem becomes infeasible for , rendering the trivial upper bound meaningless for those horizons.
VII. CONCLUSION
We investigate discrete time, time-varying linear systems with input and measurement uncertainty. Finding causal controllers that minimize an expected cost function is computationally intractable in the presence of state constraints. Therefore, we restrict attention to affine controllers over which one can optimize in polynomial time by solving a tractable conic optimization problem. The optimal value of this problem constitutes an upper bound on the minimal cost achievable. Estimating the degree of suboptimality of the best affine controller has been a longstanding open problem. By linearizing the dual variables in the original control problem, we devise a relaxed problem whose optimal value provides a lower bound on the minimal cost achievable by any causal controller. We argue that this problem is again equivalent to a tractable conic optimization problem. The difference between the two bounds constitutes an a posteriori measure for the degree of suboptimality of the best affine controller. This error estimate depends on the structure of the underlying control problem and can be calculated in polynomial time. where is not restricted to be in . We will show that this problem has a solution in , which is therefore also a solution for (15) . It can be verified that and satisfy both the optimality conditions (B.30) and the constraints of problem (B.28). Thus, constitutes a valid but not necessarily unique solution of the convex problem (B.28). Furthermore, since is an element of , the affine policy is non-anticipative, that is . As a result, is also an optimal solution for problem (15) , which is more restrictive than (B.28). Thus, the claim follows.
Proof of Lemma IV.6: First, observe that . This follows from the assumption that has a non-empty relative interior and spans . In the remainder of the proof we show that . We will show this using the methodologies used in [16, Proposition 3] .
Let be the set of all nonnegative finite measures on with finite second moments, and let be the subset of all measures in that have a square-integrable density with respect to the distribution of . Define two convex cones in as and By construction . Since the density of any with respect to can be identified with a function in , it is clear that . Furthermore, as is weakly dense in (since constitutes the support of ), and the identity mapping is continuous, it follows that is dense in . Keeping in mind that is also convex, the above findings imply (B.31)
We now proceed to show that , which will complete the proof. For any there exists a and a scaling factor such that . Next, we define where is the Dirac measure which concentrates unit mass at the point . It is easy to verify that . We then have yielding the relation . In order to derive the opposite relation, we select any . By the definition of there exists a so that . We set . If , then , since is a non-negative measure. From now on we thus assume that and set . Observe that constitutes a probability measure. Then, it is easy to verify that , since is the mean value of a probability distribution supported on the convex set . Since , we have . As the choice of was arbitrary, we have , and thus we conclude that . Substituting this result into (B.31) completes the proof. 
