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Abstract
We prove that certain maximal functions defined through the Poisson integrals associated with ultras-
pherical series characterize some weighted Hardy spaces on the finite interval.
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1. Introduction
Let D be the unit disk in the complex plane. For p ∈ (0,∞), let Hp(D) be the classical Hardy
class on D and let Hp(∂D) be the set of all those distributions on ∂D (= the boundary of D)
which are the boundary values of real parts of the functions of Hp(D). Burkholder, Gundy, and
Silverstein [1] proved that a harmonic function on D is the real part of a function of Hp(D) if
and only if the maximal function u∗ is of class Lp(∂D), where u∗ is defined by
u∗
(
eiθ
)= sup{∣∣u(reiφ)∣∣ ∣∣ |φ − θ | < 1 − r}.
Fefferman and Stein [4] developed a real variable Hp theory, which gives, as a special variant of
the theory, several kinds of real variable characterizations of Hp(∂D) and a real variable proof
of the Hp(∂D) boundedness of the conjugate function transformation. These results can be very
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of u and if u(0) = v(0) = 0, then
‖u∗‖Lp(∂D) ≈ ‖v∗‖Lp(∂D) ≈ ‖u|∂D‖Hp(∂D) ≈ ‖v|∂D‖Hp(∂D). (1.1)
(For the notation ≈, see Notation to be given below.)
The purpose of the present paper is to give an analogue of (1.1) for the weighted Hardy spaces
on the open interval (0,π) and for the generalized conjugate harmonic functions of Muckenhoupt
and Stein [12]. We shall give the precise statements of the main results after we shall fix some
notations and definitions.
Notation. We write
d(θ) = max{θ,π − θ} (θ ∈ (0,π)),
B(x, r) = {y ∈ R ∣∣ |y − x| < r} (x ∈ R, r ∈ (0,∞)).
For a ∈ R, the Borel measure Φa on (0,π) is defined by
Φa(E) =
∫
E
(sin θ)a dθ
(
E ⊂ (0,π)).
If 0 <p ∞ and a ∈ R, then the Lp quasinorm with respect to Φa is denoted by ‖ · ‖Lpa ; thus
‖f ‖Lpa =
( π∫
0
∣∣f (θ)∣∣p(sin θ)a dθ
)1/p
with the usual modification for p = ∞. The class Lpa is defined to be the set of all those measur-
able functions f on (0,π) such that ‖f ‖Lpa < ∞. In the case p = ∞, the quasinorm ‖ · ‖L∞a and
the space L∞a do not depend on a and we shall simply write ‖ · ‖L∞ = ‖ · ‖L∞a and L∞ = L∞a .
If F and G are functions defined on a set X taking values in [0,∞) ∪ {∞} and if there exists
a constant A ∈ (0,∞) such that F(x) AG(x) for all x ∈ X, then we write “F(x)G(x) for
x ∈ X” or “G(x)  F(x) for x ∈ X.” We write “F(x) ≈ G(x) for x ∈ X” if F(x) G(x) and
G(x) F(x) for x ∈ X. We often omit to mention the set X if it is obviously recognized from
the context. We use the letter c to denote positive constants, which may not be the same at dif-
ferent places. We write c(α,β, . . .), for example, to denote a positive constant which depends
only on α,β, . . .. If P(x, y, . . .) is a proposition containing variables x, y, . . ., then we define
1{P(x, y, . . .)} to be equal to 1 if the proposition P(x, y, . . .) is true and to 0 if P(x, y, . . .) is
false.
We shall recall the definition of weighted Hp spaces on the open interval (0,π) which was
given in [8,9].
Definition 1.1. (a) For a positive integer m and for θ ∈ (0,π) and δ ∈ (0,∞), we define Tm(δ, θ)
as the set of all those C∞ functions ϕ on R such that suppϕ ⊂ B(θ, δ) and |ϕ(k)(x)|  δ−1−k
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0 < δ < d(θ)/10. For a distribution f on (0,π), we define f ∗m(θ), θ ∈ (0,π), by
f ∗m(θ) = sup
{∣∣〈f,ϕ〉∣∣ ∣∣ ϕ ∈ Tm(θ)}.
(b) Let 0 < p  1 and a ∈ R. We take a positive integer m such that m > 1/p − 1. For
distributions f on (0,π), we define ‖f ‖Hpa = ‖f ∗m‖Lpa . The weighted Hardy space H
p
a is defined
as the set of all those distributions f on (0,π) such that ‖f ‖Hpa < ∞.
Remark 1.2. (a) It is known that ‖f ∗m‖Lpa ≈ ‖f ∗m′‖Lpa if m and m′ are positive integers satisfy-
ing m, m′ > 1/p − 1. Thus the equivalence class of the quasinorm ‖ · ‖Hpa and the space H
p
a do
not depend on the choice of m. Hpa is a special case of the space Hp(Ω,λ) of [8,9], which is
defined for arbitrary open subset Ω of Rn and for doubling measure λ on Ω . The space Hpa can
also be characterized by means of atomic decomposition, which will be given in Definition 2.1
and Lemma 2.2.
(b) If a > −1, then the space (0,π) equipped with the measure Φa is an example of the
space of homogeneous type introduced by Coifman and Weiss [2]. Thus the general theory of [2]
can be applied to ((0,π),Φa) to give an Hp space, which we tentatively write HpCW(Φa). This
space is strictly smaller than Hpa . For the functions fξ (θ) = ξ−(a+1)/p1{9ξ/10 < θ < 11ξ/10}
with 0 < ξ < π/2, the quasinorm ‖fξ‖Hpa is bounded but the quasinorm ‖fξ‖HpCW(Φa) tends to∞ as ξ → 0. This latter fact can be seen from the fact that ∫ fξ (θ) dΦa(θ) (in the case p < 1)
or
∫
fξ (θ) log θ dΦa(θ) (in the case p = 1) tends to ∞ as ξ → 0. If a = 0, then Hpa = Hp0
coincides with the set of restrictions to (0,π) of the elements of Fefferman and Stein’s space
Hp(R) (see [7, Theorem 4]), whereas HpCW(Φa) = HpCW(Φ0) can be identified with the set of
all those elements of Goldberg’s space hp(R) (see [5]) with supports included in [0,π]. The last
fact can be seen from the atomic decomposition of elements of HpCW(Φ0) as given in [2, p. 592]
and that for compactly supported elements of hp(R) (cf. [6, Theorem 5.3]).
Next we recall the generalized harmonic functions and generalized conjugate functions of
Muckenhoupt and Stein [12]. We assume 0 < λ< ∞.
The ultraspherical polynomials P (λ)n (x) (n ∈ N ∪ {0}) is defined by the generating function
∞∑
n=0
P (λ)n (x)z
n = (1 − 2xz + z2)−λ.
We set
u(λ)n =
( π∫
0
P (λ)n (cos θ)
2(sin θ)2λ dθ
)−1/2
= 2
λ−1/2(λ)√
π
(
(n+ λ)(n+ 1)
(n+ 2λ)
)1/2
.
Then P (λ)n (x) is a polynomial in x of degree n and the functions u(λ)n P (λ)n (cos θ), n ∈ N∪{0}, con-
stitute a complete orthonormal system in L22λ. For these facts, see, e.g., Szegö [15, Sections 2.4,
4.7, 3.1].
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f (θ) =
∞∑
n=0
anP
(λ)
n (cos θ) (1.2)
with
an =
(
u(λ)n
)2 π∫
0
f (θ)P (λ)n (cos θ)(sin θ)2λ dθ, (1.3)
and define f˜ , U , and V as follows:
f˜ (θ) =
∞∑
n=1
an
2λ
n+ 2λP
(λ+1)
n−1 (cos θ) sin θ, (1.4)
U
(
reiθ
)= ∞∑
n=0
anr
nP (λ)n (cos θ), (1.5)
V
(
reiθ
)= ∞∑
n=1
anr
n 2λ
n+ 2λP
(λ+1)
n−1 (cos θ) sin θ, (1.6)
where θ ∈ (0,π) and 0 < r < 1.
The series (1.2) converges in L22λ. The series (1.4) can also be written as
f˜ (θ) =
∞∑
n=1
an
u
(λ)
n
(
n
n+ 2λ
)1/2
u
(λ+1)
n−1 P
(λ+1)
n−1 (cos θ) sin θ. (1.7)
Since {u(λ+1)n−1 P (λ+1)n−1 (cos θ) sin θ} is also a (complete) orthonormal system in L22λ, the series
(1.4) = (1.7) also converge in L22λ and thus f˜ ∈ L22λ. For each  ∈ (0,1), the series (1.5) and
(1.6) converge uniformly in r ∈ (0,1 − ) and θ ∈ (0,π). This can be seen from the facts
u
(λ)
n = O(n1−λ) and ‖P (λ)n (cos θ)‖L∞ = O(n2λ−1) (see [15, (7.33.1)]).
Remark 1.4. Here we briefly review the background of Definition 1.3; for more details, see [12,
pp. 17–19]. The functions f and f˜ are the boundary values of U and V . To be precise, as r ↑ 1,
U(reiθ ) and V (reiθ ) converge in L22λ to f (θ) and f˜ (θ), respectively. If we write x = r cos θ and
y = r sin θ , then U and V satisfy the following differential equations:
Ux = Vy + 2λ
y
V, Uy = −Vx,
Uxx +Uyy + 2λUy = 0, Vxx + Vyy + 2λVy − 2λ2 V = 0.y y y
450 A. Miyachi / Journal of Functional Analysis 239 (2006) 446–496These equations have their origins in the M. Riesz system of differential equations. A set of n
functions (u1, . . . , un) of n real variables (x1, . . . , xn) satisfies the M. Riesz system of differential
equations if and only if it is, locally, the gradient of a harmonic function F (cf. [14, pp. 91,
234]). If we consider the case where F has the form F(x1, . . . , xn) = F0(x, y) with x = x1 and
y = (x21 + · · · + x2n)1/2, then the harmonicity of F is written as
(F0)xx + (F0)yy + n− 2
y
(F0)y = 0
and uj = ∂F/∂xj can be written as u1 = (F0)x and uj = (xj /y)(F0)y for j  2. If we
set U = (F0)x and V = −(F0)y , then U and V satisfy the above differential equations with
λ = (n− 2)/2.
To give the main results of this paper, we introduce the following maximal functions.
Definition 1.5. If F is a function defined in the upper semidisk {z ∈ C | |z| < 1, Im z > 0} and if
0 < α, β < ∞, then we define the maximal functions F ∗α,β(θ) and F+α (θ), θ ∈ (0,π), as follows:
F ∗α,β(θ) = sup
{∣∣F (reiξ )∣∣ ∣∣ r ∈ (0,1), ξ ∈ (0,π), 1 − r < αd(θ), |θ − ξ | < β(1 − r)},
F+α (θ) = sup
{∣∣F (reiθ )∣∣ ∣∣ r ∈ (0,1), 1 − r < αd(θ)}.
Now we give the main results of this paper. In Theorems 1.6–1.8, and in Corollary 1.9, we
assume 0 < λ < ∞, f , f˜ ∈ L22λ, and assume f , f˜ , {an}, U , and V satisfy the relations of
Definition 1.3.
Theorem 1.6. Let 0 < α, β < ∞.
(a) If (2λ+ 1)/(2λ+ 2) < p < 1 and a0 = a1 = 0, then∥∥U+α ∥∥Lp2λ  ‖U∗α,β‖Lp2λ  c(α,β,p,λ)‖f ‖Hp2λ .
(b) If (2λ+ 1)/(2λ+ 2) < p  1, then∥∥V +α ∥∥Lp2λ  ‖V ∗α,β‖Lp2λ  c(α,β,p,λ)‖f˜ ‖Hp2λ .
Theorem 1.7. Let 0 < α < ∞.
(a) If (2λ+ 1)/(2λ+ 4/3) < p < 1 and a0 = a1 = 0, then ‖f ‖Hp2λ  c(α,p,λ)‖U
+
α ‖Lp2λ .
(b) If max{3/4, (2λ+ 1)/(2λ+ 2)} <p  1, then ‖f˜ ‖Hp2λ  c(α,p,λ)‖V
+
α ‖Lp2λ .
The next theorem is a special case of the theorem given in [10].
Theorem 1.8. [10, Theorem 1.2]
(a) If (2λ+ 1)/(2λ+ 3) < p < 1 and a0 = a1 = 0, then ‖f˜ ‖Hp2λ  c(p,λ)‖f ‖Hp2λ .
(b) If (2λ+ 1)/(2λ+ 2) < p  1 and a0 = 0, then ‖f ‖Hp2λ  c(p,λ)‖f˜ ‖Hp2λ .
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Corollary 1.9. If 0 < α < ∞, (2λ+ 1)/(2λ+ 4/3) < p < 1, and a0 = a1 = 0, then∥∥U+α ∥∥Lp2λ ≈
∥∥V +α ∥∥Lp2λ ≈ ‖f ‖Hp2λ ≈ ‖f˜ ‖Hp2λ .
Notice that the condition a0 = a1 = 0 appearing in the above assertions is equivalent to the
following moment condition:
π∫
0
f (θ)(sin θ)2λ dθ =
π∫
0
f (θ) cos θ(sin θ)2λ dθ = 0. (1.8)
In the succeeding sections, we shall also give slightly general results, Propositions 3.2, 4.3,
and 5.1, in which the spaces Lp2λ and H
p
2λ are replaced by L
p
a and Hpa , respectively.
To prove the above results, we shall use a real variable method, the basic idea of which goes
back to Uchiyama [16,17]. In our case of finite open interval (0,π), the existence of the end
points, 0 and π , causes some technical difficulties. To overcome the difficulties, we shall in-
troduce two devices. One is to use the moment condition (1.8), the idea of which goes back
to Muckenhoupt [11]. The other is the introduction of the function Bj of Definition 4.5, which
is quite technical. A comment on the function Bj will be given in Remark 4.9 at the end of
Section 4.
We mention that there are possibilities to extend Theorems 1.6–1.8, and Corollary 1.9 in some
directions. Firstly, it may be an interesting problem to extend the results to the case p = 1, which
is excluded in parts (a) of the three theorems and in Corollary 1.9. Secondly, it may also be an
interesting problem to extend the results to the limiting case λ = 0. In the limiting case λ = 0,
U + iV reduces to the usual holomorphic function and f˜ reduces to the usual conjugate function
(Hilbert transform) of f . Some results for this limiting case will be given in the succeeding
sections; see Propositions 3.2, 4.3, and 5.1. These propositions include the limiting case λ = 0
of the inequalities between ‖V +α ‖Lp2λ and ‖f˜ ‖Hp2λ but they do not include the limiting case of
the inequalities between ‖U+α ‖Lp2λ and ‖f ‖Hp2λ . Thirdly, we should mention that the lower limits
of p in Theorems 1.6, 1.7, and Corollary 1.9 may not be sharp. They come from the techniques
used in the proof, which may well be improved; see Remark 6.4 at the end of the paper. We
remark that the lower limits of the ranges of p in Theorem 1.8 are known to be sharp; see [10,
Proposition 7.4].
The rest of the paper will be devoted to the proofs of Theorems 1.6 and 1.7. Section 2 give
several lemmas which will be used in later sections. In Section 3, we give a proposition which will
in effect cover Theorem 1.6. In Sections 4 and 5, we give propositions which will in effect cover
Theorem 1.7. In the last section, Section 6, we complete the proofs of Theorems 1.6 and 1.7.
2. Preliminaries
In this section, we shall give several lemmas which will be used in later sections.
We first recall the atomic characterization of Hpa . Definition 2.1 and Lemma 2.2 below are
given in [10]. For closely related results, see also [9, Theorems 1.2 and 1.3].
Definition 2.1. [10, Definition 4.8] Let 0 <p  1 and a ∈ R.
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Iξ = B(ξ, d(ξ)/10) and ‖h‖L∞ Φa(Iξ )−1/p .
(b) Let in addition L be a positive integer and ν ∈ R. A function h ∈ L∞ is called the (Hpa ,L, ν)
atom if there exist a ξ ∈ (0,π) and an η with 0 < η  d(ξ)/10 such that supph ⊂ Iξ,η =
B(ξ, η), ‖h‖L∞ Φa(Iξ,η)−1/p , and
π∫
0
h(φ)(cosφ)k(sinφ)ν dφ = 0
for k = 0, 1, . . . ,L− 1.
Lemma 2.2. [10, Lemmas 4.7 and 4.10] Let 0 < p  1 and a, ν ∈ R. Let L and m be positive
integers satisfying L, m> 1/p − 1. Then every f ∈ Hpa can be written as follows:
(i) f =∑i aigi +∑j bjhj with the series converging unconditionally in Hpa ;
(ii) gi are (Hpa ,0) atoms and hj are (Hpa ,L, ν) atoms;
(iii) ai and bj are nonnegative real numbers and
(∑
i
a
p
i +
∑
j
b
p
j
)1/p
 c(p, a, ν,L,m)‖f ‖Hpa ;
(iv) for each q ∈ (0,∞),
(∑
i
a
q
i
∣∣gi(θ)∣∣q +∑
j
b
q
j
∣∣hj (θ)∣∣q
)1/q
 c(q, ν,L,m)f ∗m(θ) for all θ ∈ (0,π).
We next recall Hardy’s inequalities. For a proof of these inequalities, see, e.g., [14, pp. 196,
197].
Lemma 2.3. Let f denote nonnegative measurable functions on (0,∞).
(a) If 1 p < ∞ and −∞ < a < −1, then
∞∫
0
( x∫
0
f (t) dt
)p
xa dx  c(p, a)
∞∫
0
f (x)pxp+a dx.
(b) If 1 p < ∞ and −1 < a < ∞, then
∞∫
0
( ∞∫
x
f (t) dt
)p
xa dx  c(p, a)
∞∫
0
f (x)pxp+a dx.
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θ ∈ (0,π), by
M(f )(θ) = sup
{
t−1
∫
B(θ,t)
f (φ)dφ
∣∣∣ 0 < t < d(θ)/10}.
Lemma 2.5. If 1 <p ∞ and a ∈ R, then ‖M(f )‖Lpa  c(p, a)‖f ‖Lpa .
Proof. Since
M(f )(θ)(sin θ)a/p ≈ sup
{
t−1
∫
B(θ,t)
f (φ)(sinφ)a/p dφ
∣∣∣ 0 < t < d(θ)/10},
the result follows from the Lp boundedness, p > 1, of the usual Hardy–Littlewood maximal
operator. 
The next lemma, Lemma 2.6, is one of the keys to our argument. The idea of this lemma goes
back to Duren’s generalization of the notion of Carleson measure as given in [3]. For the proof
of the lemma, see [16, pp. 582, 583] and [9, Lemma 2.5].
Lemma 2.6. Let 0mj ∞, xj ∈ R, and 0 < rj < ∞ (j ∈ N). Let 0 γ < ∞ and let λ be a
Borel measure on R. Suppose
∑
j∈N
mj1
{
xj ∈ B(xj0 ,3rj0), rj < 2rj0
}
 λ
(
B(xj0 , rj0)
)1+γ
for all j0 ∈ N. Then, for all nonnegative Borel functions f on R,
∑
j∈N
mj inf
{
f (x)
∣∣ x ∈ B(xj , rj )} c(γ )
( ∫
R
f (x)1/(1+γ ) dλ(x)
)1+γ
.
Lemma 2.7. Let a and b be real numbers satisfying b > 1, b a, and a + b > 1.
(a) For all those δ, η ∈ (0,∞) satisfying η δ and for all x, z ∈ R,
∞∫
−∞
(
1 + δ−1|x − y|)−aη−1(1 + η−1|y − z|)−b dy  c(a, b)(1 + δ−1|x − z|)−a.
(b) For all those T , δ, η ∈ (0,∞) satisfying T  1 and T η δ and for all x, z ∈ R,
∫
y∈R
|y−z|>T η
(
1 + δ−1|x − y|)−aη−1(1 + η−1|y − z|)−b dy  c(a, b)T −b+1(1 + δ−1|x − z|)−a.
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prove
I =
∞∫
−∞
(
1 + |y|)−aη−1(1 + η−1|y − z|)−b dy  c(a, b)(1 + |z|)−a
for z ∈ R and η 1. If |z| 2, then
I ≈
∫
|y|4
η−1
(
1 + η−1|y − z|)−b dy + ∫
|y|>4
|y|−aηb−1|y|−b dy ≈ 1 + ηb−1 ≈ 1.
If |z| > 2, then writing
I =
∫
|y−z||z|/2
+
∫
|y||z|/2
+
∫
|y|>|z|/2
|y−z|>|z|/2
= I1 + I2 + I3,
we have
I1 ≈
∫
|y−z||z|/2
|z|−aη−1(1 + η−1|y − z|)−b dy ≈ |z|−a,
I2 ≈
∫
|y||z|/2
(
1 + |y|)−aηb−1|z|−b dy ≈ ηb−1|z|−b
{1 if a > 1,
log |z| if a = 1,
|z|−a+1 if a < 1
 ηb−1|z|−a  |z|−a
(the  holds because b a and b > 1), and
I3 ≈
∫
|y|>|z|/2
|y−z|>|z|/2
|y|−aηb−1|y|−b dy ≈ ηb−1|z|−a−b+1 < |z|−a.
(b) By dilation and translation, the proof is again reduced to the case x = 0 and δ = 1. We
assume 1 T < ∞ and 0 < T η 1, and shall prove, for all z ∈ R,
J =
∫
R
1
{|y − z| > T η}(1 + |y|)−aη−1(1 + η−1|y − z|)−b dy  c(a, b)T −b+1(1 + |z|)−a.
If |z| > 4, then writing
J =
∫
|y−z||z|/2
+
∫
|y||z|/2
+
∫
|y|>|z|/2
|y−z|>|z|/2
= J1 + J2 + J3,
and using the integrals I2 and I3 defined in the proof of (a), we have
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∫
T η<|y−z||z|/2
|z|−aηb−1|y − z|−b dy ≈ T −b+1|z|−a,
J2 = I2  ηb−1|z|−a  T −b+1|z|−a,
J3 = I3 ≈ ηb−1|z|−a−b+1  T −b+1|z|−a.
If |z| 4, then writing
J =
∫
|y|6
+
∫
|y|>6
= J4 + J5,
we have
J4 ≈
∫
|y−z|>T η
|y|6
ηb−1|y − z|−b dy ≈ T −b+1,
J5 ≈
∫
|y|>6
|y|−aηb−1|y|−b dy ≈ ηb−1  T −b+1.
Lemma 2.7 is proved. 
Definition 2.8. For θ , φ ∈ (0,π), δ ∈ (0,∞), and ν ∈ R, we define
ρ(θ,φ) = d(θ)+ |θ − φ| + d(φ),
Rν(δ, θ,φ) = δ−1
(
1 + δ−1|θ − φ|)−2ρ(θ,φ)−ν .
Lemma 2.9. For all θ , φ, ξ ∈ (0,π), we have d(ξ)ρ(θ, ξ)−1ρ(ξ,φ)−1  ρ(θ,φ)−1.
Proof. By symmetry we may assume, without loss of generality, ρ(θ, ξ) ρ(ξ,φ). Then
2ρ(θ, ξ) ρ(θ, ξ)+ ρ(ξ,φ) d(θ)+ |θ − ξ | + |ξ − φ| + d(φ)
 d(θ)+ |θ − φ| + d(φ) = ρ(θ,φ)
and
ρ(ξ,φ) = d(ξ)+ |ξ − φ| + d(φ) 2d(ξ).
Hence
d(ξ)
ρ(θ, ξ)ρ(ξ,φ)
 d(ξ)
2−1ρ(θ,φ) · 2d(ξ) =
1
ρ(θ,φ)
.
Lemma 2.9 is proved. 
456 A. Miyachi / Journal of Functional Analysis 239 (2006) 446–496Lemma 2.10. The following hold with an absolute constant c.
(a) If 0 ν < ∞, 0 < δ < ∞, and φ ∈ (0,π), then
π∫
0
(sin θ)νRν(δ, θ,φ) dθ  c.
(b) If 0 ν < ∞, 0 < δ < ∞, 1 T < ∞, and φ ∈ (0,π), then
∫
0<θ<π|θ−φ|>T δ
(sin θ)νRν(δ, θ,φ) dθ  cT −1.
Proof. Since ν  0, we have (sin θ)νρ(θ,φ)−ν  1 and hence the integrand (sin θ)νRν(δ, θ,φ)
is majorized by R0(δ, θ,φ). Hence the assertions follow from the following facts:
∞∫
−∞
R0(δ, θ,φ) dθ =
∞∫
−∞
(
1 + |x|)−2 dx = c,
∫
θ∈R|θ−φ|>T δ
R0(δ, θ,φ) dθ =
∫
|x|>T
(
1 + |x|)−2 dx  cT −1.
Lemma 2.10 is proved. 
3. Grand maximal function
In this section, we introduce the maximal function f ∗Iμ,λ and show that it characterizes H
p
a for
certain p and a. The result will be given in Proposition 3.2. In the last section, Section 6, we will
see that Theorem 1.6 follows from this proposition.
Definition 3.1.
(a) Let ν ∈ R. For θ ∈ (0,π) and for δ satisfying 0 < δ < d(θ), the set Sν(δ, θ) is defined
to be the set of all those C1 functions g on (0,π) which satisfy |g(φ)|  Rν(δ, θ,φ) and
|g′(φ)|  δ−1Rν(δ, θ,φ) for all φ ∈ (0,π). For θ ∈ (0,π), the set Sν(θ) is defined to be
union of Sν(δ, θ) over all δ satisfying 0 < δ < d(θ).
(b) For μ,λ ∈ R and f ∈ L1μ+λ, the maximal function f ∗Iμ,λ(θ), θ ∈ (0,π), is defined by
f ∗Iμ,λ(θ) = sup
{∣∣∣∣∣
π∫
(sin θ)μ−λg(φ)(sinφ)μ+λf (φ)dφ
∣∣∣∣∣
∣∣∣ g ∈ S2μ(θ)
}
.0
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(a) If 1/2 <p  1 and a,μ,λ ∈ R, then ‖f ‖Hpa  c(p, a,μ,λ)‖f ∗Iμ,λ‖Lpa for all f ∈ L1μ+λ.(b) Let p,a,μ, and λ be real numbers satisfying 1/2 <p  1, μ> −1, (1+μ+λ)p > a+1 >
(−1 − μ + λ)p, and (2 + μ − λ)p + a  0. Then ‖f ∗Iμ,λ‖Lpa  c(p, a,μ,λ)‖f ‖Hpa for all
f ∈ H 1μ+λ ∩Hpa .
(c) Let p,a, and μ be real numbers satisfying 1/2 <p  1, μ−1, p+a+1 > 0, 2p + a  0,
and (2μ + 2)p > a + 1 > (2μ + 1)p. Then ‖f ∗Iμ,μ‖Lpa  c(p, a,μ)‖f ‖Hpa for all those
f ∈ H 12μ ∩Hpa which satisfy the moment condition
π∫
0
f (φ)(sinφ)2μ dφ =
π∫
0
f (φ) cosφ(sinφ)2μ dφ = 0. (3.1)
Proof of Proposition 3.2(a). If ϕ ∈ T1(δ, θ) with θ ∈ (0,π) and δ ∈ (0, d(θ)/10), and if g
is defined by ϕ(ξ) = (sin θ)μ−λg(ξ)(sin ξ)μ+λ, then, as is easily seen, c−1g ∈ S2μ(δ, θ) with
c = c(μ,λ). Hence the inequality f ∗1 (θ)  cf ∗Iμ,λ(θ) holds for all θ ∈ (0,π), which a fortiori
implies the claimed quasinorm inequality. 
Proof of Proposition 3.2(b). In this proof, we shall simply write c = c(p, a,μ,λ). All the con-
stants involved in the relations , , and ≈ are also c(p, a,μ,λ).
We write
J (g,f )(θ) =
π∫
0
(sin θ)μ−λg(φ)(sinφ)μ+λf (φ)dφ.
Recall that f ∗Iμ,λ(θ) is the sup of |J (g,f )(θ)| over g ∈ S2μ(δ, θ), 0 < δ < d(θ).
Let f ∈ H 1μ+λ ∩ Hpa . Then, by Lemma 2.2, f admits the decomposition f =
∑
i aigi +∑
j bjhj such that gi are (H
p
a ,0) atoms, hj are (Hpa ,1,μ+λ) atoms, ai and bj are nonnegative
real numbers satisfying
∑
i a
p
i +
∑
j b
p
j  c‖f ‖pHpa , and∑
i
ai
∣∣gi(θ)∣∣+∑
j
bj
∣∣hj (φ)∣∣ ∈ L1μ+λ. (3.2)
(The last fact holds by virtue of Lemma 2.2(iv) and the assumption f ∈ H 1μ+λ.) For each
g ∈ S2μ(θ), θ ∈ (0,π), we have
J (g,f )(θ) =
∑
i
aiJ (g, gi)(θ)+
∑
j
bj J (g,hj )(θ)
since the term by term integration is allowed by virtue of (3.2). Hence, taking the sup over g, we
have
f ∗Iμ,λ(θ)
∑
ai(gi)
∗I
μ,λ(θ)+
∑
bj (hj )
∗I
μ,λ(θ).i j
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∥∥h∗Iμ,λ∥∥Lpa  c (3.3)
in the case where h is an (Hpa ,0) atom or an (Hpa ,1,μ+ λ) atom.
First, we shall prove (3.3) for (Hpa ,0) atoms. Suppose h is an (Hpa ,0) atom and suppose h
and Iξ = B(ξ, d(ξ)/10) satisfy the conditions of Definition 2.1(a). By symmetry, it is sufficient
to consider the case ξ  π/2. We write A = Φa(Iξ )−1/p . Thus Iξ = B(ξ, ξ/10) and ‖h‖L∞ 
A ≈ ξ−(a+1)/p .
We shall obtain the pointwise estimate of h∗Iμ,λ. Suppose θ ∈ (0,π), 0 < δ < d(θ), and g ∈
S2μ(δ, θ). We use the simple estimate
∣∣J (g,h)(θ)∣∣ ∫
Iξ
(sin θ)μ−λ
∣∣g(φ)∣∣(sinφ)μ+λ∣∣h(φ)∣∣dφ
 (sin θ)μ−λξμ+λA
∫
Iξ
R2μ(δ, θ,φ) dφ. (3.4)
If θ  ξ/2, then (3.4) implies
∣∣J (g,h)(θ)∣∣ θμ−λξμ+λA∫
Iξ
δξ−2−2μ dφ ≈ θμ−λξ−1−μ+λAδ
and hence, since δ < θ , h∗Iμ,λ(θ) (θξ−1)1+μ−λA. If ξ/2 < θ  3ξ/2, then (3.4) implies
∣∣J (g,h)(θ)∣∣ ξμ−λ · ξμ+λA∫
Iξ
R0(δ, θ,φ)ξ
−2μ dφ A
and thus h∗Iμ,λ(θ)A. If 3ξ/2 < θ  9π/10, then (3.4) implies
∣∣J (g,h)(θ)∣∣ θμ−λξμ+λA∫
Iξ
δθ−2−2μ dφ ≈ θ−2−μ−λξ1+μ+λAδ
and hence, since δ < θ , h∗Iμ,λ(θ) (ξθ−1)1+μ+λA. Finally, if 9π/10 < θ < π , then (3.4) implies
∣∣J (g,h)(θ)∣∣ (π − θ)μ−λξμ+λA∫
Iξ
δ dφ ≈ (π − θ)μ−λξ1+μ+λAδ
and hence, since δ < π − θ , h∗Iμ,λ(θ) (π − θ)1+μ−λξ1+μ+λA.
By the estimate of h∗I (θ) obtained above, we see thatμ,λ
A. Miyachi / Journal of Functional Analysis 239 (2006) 446–496 459π∫
0
h∗Iμ,λ(θ)p(sin θ)a dθ

ξ/2∫
0
(
θξ−1
)(1+μ−λ)p
Apθa dθ +
3ξ/2∫
ξ/2
Apξa dθ +
9π/10∫
3ξ/2
(
ξθ−1
)(1+μ+λ)p
Apθa dθ
+
π∫
9π/10
(π − θ)(1+μ−λ)pξ (1+μ+λ)pAp(π − θ)a dθ
≈ Apξa+1 +Apξa+1 +Apξa+1 +Apξ(1+μ+λ)p ≈ 1,
where we used the assumption (1 +μ+ λ)p > a + 1 > (−1 −μ+ λ)p. Thus (3.3) is proved for
(H
p
a ,0) atoms.
Next, we shall prove (3.3) for (Hpa ,1,μ + λ) atoms. Suppose h is an (Hpa ,1,μ + λ)
atom and suppose h and Iξ,η = B(ξ, η) satisfy the conditions of Definition 2.1(b) with
L = 1 and ν = μ+ λ. By symmetry, it is sufficient to consider the case ξ  π/2. We write
A = Φa(Iξ,η)−1/p . Thus ‖h‖L∞ A ≈ (ξaη)−1/p .
We shall obtain the pointwise estimate of h∗Iμ,λ. Suppose θ ∈ (0,π), 0 < δ < d(θ), and
g ∈ S2μ(δ, θ).
We can estimate J (g,h)(θ) in two ways. Firstly, we have the simple estimate (3.4) with Iξ
replaced by Iξ,η:
∣∣J (g,h)(θ)∣∣ (sin θ)μ−λξμ+λA ∫
Iξ,η
R2μ(δ, θ,φ) dφ. (3.5)
Secondly, using the moment condition on h, we can write
J (g,h)(θ) =
∫
Iξ,η
(sin θ)μ−λ
(
g(φ)− g(ξ))(sinφ)μ+λh(φ)dφ.
For φ ∈ Iξ,η, we have
∣∣g(φ)− g(ξ)∣∣ |φ − ξ | sup{∣∣g′(x)∣∣ ∣∣ x ∈ Iξ,η} δ−1η sup{R2μ(δ, θ, x) ∣∣ x ∈ Iξ,η}.
Hence we have the estimate
∣∣J (g,h)(θ)∣∣ (sin θ)μ−λξμ+λAδ−1η2 sup{R2μ(δ, θ, x) ∣∣ x ∈ Iξ,η}. (3.6)
If |θ − ξ | 2η, then we use (3.5) to have
∣∣J (g,h)(θ)∣∣ ξμ−λξμ+λA ∫
I
R0(δ, θ,φ)ξ
−2μ dφ Aξ,η
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and thus h∗Iμ,λ(θ)Aη2|θ − ξ |−2. If θ < ξ/2 and δ < min{θ, η}, then we use (3.5) to have
∣∣J (g,h)(θ)∣∣ θμ−λξμ+λA ∫
Iξ,η
δξ−2−2μ dφ  θμ−λξ−2−μ+λAηmin{θ, η}.
If θ < ξ/2 and η δ < θ , then we use (3.6) to have∣∣J (g,h)(θ)∣∣ θμ−λξμ+λAδ−1η2 · δξ−2−2μ = θμ−λξ−2−μ+λAη2.
Hence h∗Iμ,λ(θ)  θμ−λξ−2−μ+λAηmin{θ, η} for θ < ξ/2. If 3ξ/2 < θ  9π/10, then we use
(3.6) to have ∣∣J (g,h)(θ)∣∣ θμ−λξμ+λAδ−1η2 · δθ−2−2μ = θ−2−μ−λξμ+λAη2
and thus h∗Iμ,λ(θ)  θ−2−μ−λξμ+λAη2. If 9π/10 < θ < π and δ < min{π − θ, η}, then we use
(3.5) to have
∣∣J (g,h)(θ)∣∣ (π − θ)μ−λξμ+λA ∫
Iξ,η
δ dφ  (π − θ)μ−λξμ+λAηmin{π − θ, η}.
If 9π/10 < θ < π and η δ < π − θ , then we use (3.6) to have∣∣J (g,h)(θ)∣∣ (π − θ)μ−λξμ+λAδ−1η2 · δ = (π − θ)μ−λξμ+λAη2.
Hence h∗Iμ,λ(θ) (π − θ)μ−λξμ+λAηmin{π − θ, η} for 9π/10 < θ < π .
From the estimate of h∗Iμ,λ(θ) obtained above, we see that
π∫
0
h∗Iμ,λ(θ)p(sin θ)a dθ

∫
|θ−ξ |2η
Apξa dθ +
∫
2η<|θ−ξ |ξ/2
(
Aη2|θ − ξ |−2)pξa dθ
+
ξ/2∫
0
(
θμ−λξ−2−μ+λAηmin{θ, η})pθa dθ +
9π/10∫
3ξ/2
(
θ−2−μ−λξμ+λAη2
)p
θa dθ
+
π∫
9π/10
(
(π − θ)μ−λξμ+λAηmin{π − θ, η})p(π − θ)a dθ
= I + II + III + IV + V, say.
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I ≈ II ≈ Apξaη ≈ 1,
IIImax
{(
ξ−1η
)(2+μ−λ)p+a
,
(
ξ−1η
)2p−1 log(ξη−1)} 1,
IV ≈ (ξ−1η)2p−1  1,
Vmax
{
ξ (μ+λ)p−aη(2+μ−λ)p+a, ξ (μ+λ)p−aη2p−1 logη−1
}
 1.
Observe that the above estimates of I–V hold if only the following are satisfied:
p > 1/2, (1 +μ− λ)p + a + 1 > 0, (2 +μ− λ)p + a  0,
(2 +μ+ λ)p > a + 1, μ−1. (3.7)
Thus (3.3) is proved for (Hpa ,1,μ + λ) atoms as well. This completes the proof of Proposi-
tion 3.2(b). 
Before we proceed to the proof of Proposition 3.2(c), we introduce a definition.
Definition 3.3. If g is a continuous function on the closed interval [0,π], then S(g)(φ),
φ ∈ [0,π], is defined by
S(g)(φ) = g(0)+ g(π)
2
+ g(0)− g(π)
2
cosφ.
Notice that S(g)(0) = g(0) and S(g)(π) = g(π). If g is defined on the open interval (0,π)
and if g can be (uniquely) extended to a continuous function g˜ on [0,π], then we appropriate the
notation S(g) to denote S(g˜).
Proof of Proposition 3.2(c). In this proof, we will simply write c = c(p, a,μ). All the constants
involved in the relations , , and ≈ are also c(p, a,μ).
We write
J (g,f )(θ) =
π∫
0
g(φ)(sinφ)2μf (φ)dφ,
J0(g, f )(θ) =
π∫
0
(
g(φ)− S(g)(φ))(sinφ)2μf (φ)dφ,
and define, for f ∈ L12μ and θ ∈ (0,π),
f ∗IIμ,μ(θ) = sup
{∣∣J0(g, f )(θ)∣∣ ∣∣ g ∈ S2μ(θ)}.
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hence f ∗Iμ,μ(θ) = f ∗IIμ,μ(θ). We shall prove that the estimate∥∥f ∗IIμ,μ∥∥Lpa  c‖f ‖Hpa (3.8)
holds for all f ∈ H 12μ ∩Hpa , which will imply the desired result.
By the same reason as in the proof of Proposition 3.2(b), the estimate (3.8) for f ∈ H 12μ ∩Hpa
follows once the estimate
∥∥h∗IIμ,μ∥∥Lpa  c (3.9)
is proved for all atoms h. We shall consider (Hpa ,0) atoms and (Hpa ,2,2μ) atoms (instead
of (Hpa ,1,2μ) atoms).
If h is an (Hpa ,2,2μ) atom, then h∗IIμ,μ = h∗Iμ,μ and hence (3.9) is the same as (3.3) with μ = λ
in the proof of Proposition 3.2(b). Recall that, in the proof of Proposition 3.2(b), (3.3) was proved
for (Hpa ,1,μ + λ) atoms (and hence a fortiori for (Hpa ,2,μ + λ) atoms) under the condition
of (3.7). Observe that (3.7) with μ = λ holds under the assumptions of Proposition 3.2(c). Thus
(3.9) for (Hpa ,2,2μ) atoms is proved.
It only remains to show (3.9) for (Hpa ,0) atoms. The following argument will be similar to
the corresponding argument given in the proof of Proposition 3.2(b).
Suppose h is an (Hpa ,0) atom and suppose h and Iξ = B(ξ, d(ξ)/10) satisfy the condi-
tions of Definition 2.1(a). By symmetry, it is sufficient to consider the case ξ  π/2. We write
A = Φa(Iξ )−1/p . Thus Iξ = B(ξ, ξ/10) and ‖h‖L∞ A ≈ ξ−(a+1)/p .
We shall obtain the pointwise estimate of h∗IIμ,μ. Suppose θ ∈ (0,π), 0 < δ < d(θ), and
g ∈ S2μ(δ, θ). We use the simple estimate
∣∣J0(g,h)(θ)∣∣
∫
Iξ
∣∣g(φ)− S(g)(φ)∣∣(sinφ)2μ∣∣h(φ)∣∣dφ
 ξ2μA
∫
Iξ
∣∣g(φ)− S(g)(φ)∣∣dφ. (3.10)
We will first obtain the estimate of |g(φ)− S(g)(φ)|. Since |S(g)(φ)| is obviously majorized
by |g(0)| + |g(π)| δd(θ)−2−2μ, we have
∣∣g(φ)− S(g)(φ)∣∣ ∣∣g(φ)∣∣+ ∣∣S(g)(φ)∣∣max{R2μ(δ, θ,φ), δd(θ)−2−2μ}. (3.11)
Another estimate of |g(φ)−S(g)(φ)| for φ near the end point 0 of the interval (0,π) is obtained
as follows. Since |S(g)′(φ)| is also majorized by |g(0)| + |g(π)| δd(θ)−2−2μ, we have
∣∣S(g)(φ)− S(g)(0)∣∣ δd(θ)−2−2μφ.
For φ < δ/2, we also have |g′(φ)| δ−1R2μ(δ, θ,φ) d(θ)−2−2μ. Hence, for φ < δ/2,∣∣g(φ)− g(0)∣∣ d(θ)−2−2μφ.
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We shall estimate J0(g,h) by using (3.10)–(3.12). If θ  ξ/2, then (3.10) and (3.11) give
∣∣J0(g,h)(θ)∣∣ ξ2μA
∫
Iξ
δθ−2−2μ dφ ≈ δθ−2−2μξ1+2μA
and hence, since δ < θ , h∗IIμ,μ(θ)  θ−1−2μξ1+2μA. If ξ/2 < θ  3ξ/2, then (3.10) and (3.11)
give
∣∣J0(g,h)(θ)∣∣ ξ2μA
∫
Iξ
R0(δ, θ,φ)ξ
−2μ dφ A
and thus h∗IIμ,μ(θ)A. If 3ξ/2 < θ  9π/10 and δ  3ξ , then (3.10) and (3.11) give
∣∣J0(g,h)(θ)∣∣ ξ2μA
∫
Iξ
δθ−2−2μ dφ ≈ δθ−2−2μξ1+2μA θ−2−2μξ2+2μA.
If 3ξ/2 < θ  9π/10 and δ > 3ξ , then (3.10) and (3.12) give
∣∣J0(g,h)(θ)∣∣ ξ2μA
∫
Iξ
θ−2−2μφ dφ ≈ θ−2−2μξ2+2μA.
Hence h∗IIμ,μ(θ) θ−2−2μξ2+2μA for 3ξ/2 < θ  9π/10. If 9π/10 < θ  π − ξ/10 and δ  3ξ ,
then (3.10) and (3.11) give
∣∣J0(g,h)(θ)∣∣ ξ2μA
∫
Iξ
δ(π − θ)−2−2μ dφ ≈ δ(π − θ)−2−2μξ1+2μA (π − θ)−2−2μξ2+2μA.
If 9π/10 < θ  π − ξ/10 and δ > 3ξ , then (3.10) and (3.12) give
∣∣J0(g,h)(θ)∣∣ ξ2μA
∫
Iξ
(π − θ)−2−2μφ dφ ≈ (π − θ)−2−2μξ2+2μA.
Hence h∗IIμ,μ(θ)  (π − θ)−2−2μξ2+2μA for 9π/10 < θ  π − ξ/10. Finally, if π − ξ/10 <
θ < π , then (3.10) and (3.11) give
∣∣J0(g,h)(θ)∣∣ ξ2μA
∫
Iξ
δ(π − θ)−2−2μ dφ  δ(π − θ)−2−2μξ1+2μA (π − θ)−1−2μξ1+2μA
and thus h∗IIμ,μ(θ) (π − θ)−1−2μξ1+2μA.
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π∫
0
h∗IIμ,μ(θ)p(sin θ)a dθ

ξ/2∫
0
(
θ−1−2μξ1+2μA
)p
θa dθ +
3ξ/2∫
ξ/2
Apξa dθ +
9π/10∫
3ξ/2
(
θ−2−2μξ2+2μA
)p
θa dθ
+
π−ξ/10∫
9π/10
(
(π − θ)−2−2μξ2+2μA)p(π − θ)a dθ
+
π∫
π−ξ/10
(
(π − θ)−1−2μξ1+2μA)p(π − θ)a dθ
≈ Apξa+1 ≈ 1,
where we used the assumptions (2 + 2μ)p > a + 1 > (1 + 2μ)p. This completes the proof of
Proposition 3.2(c). 
4. Radial maximal function
In this section, we introduce the maximal function W+μ,λ(K,f ) and prove that it character-
izes Hpa for certain p and a. The main result is Proposition 4.3. In Section 6, we will see that
Theorem 1.7(b) follows from this proposition. We begin with the following definitions.
Definition 4.1. For μ with 0 μ< ∞, the class Kμ is defined to be the set of all those functions
K = K(δ, θ,φ) which are defined for θ , φ ∈ (0,π) and 0 < δ < max{d(θ), d(φ)}, of class C1
with respect to θ and φ, and satisfy the following estimates for some B ∈ (0,∞):
(i) if δ < max{d(θ), d(φ)}, then |K(δ, θ,φ)| BR2μ(δ, θ,φ);
(ii) if δ < d(θ) and δ < d(φ), then |∂K(δ, θ,φ)/∂θ | Bδ−1R2μ(δ, θ,φ);
(iii) if δ < d(θ), then |∂K(δ, θ,φ)/∂φ| Bδ−1R2μ(δ, θ,φ) for all φ ∈ (0,π);
(iv) if δ < d(φ), then ∫ π0 (sin θ)2μK(δ, θ,φ)dθ = 1.
The minimum of the constant B is written as ‖K‖Kμ .
Definition 4.2. Let 0 μ< ∞, K ∈Kμ, and λ ∈ R. For f ∈ L1μ+λ, we define
Wμ,λ(K,f )(δ, θ) =
π∫
(sin θ)μ−λK(δ, θ,φ)(sinφ)μ+λf (φ)dφ0
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W+μ,λ(K,f )(θ) = sup
{∣∣Wμ,λ(K,f )(δ, θ)∣∣ ∣∣ 0 < δ < d(θ)}
for θ ∈ (0,π).
From the above definitions and Definition 3.1, we see that W+μ,λ(K,f )(θ) ‖K‖Kμf ∗Iμ,λ(θ).
Hence by Proposition 3.2(b) we see that the inequality
∥∥W+μ,λ(K,f )∥∥Lpa  c(μ,‖K‖Kμ, λ,p, a)‖f ‖Hpa
holds for all f ∈ H 1μ+λ ∩Hpa if μ, λ, p, and a satisfy the assumptions of Proposition 3.2(b). The
following proposition gives the converse inequality.
Proposition 4.3. Let 0 μ< ∞, K ∈Kμ, and λ ∈ R. Let 1/2 <p  1 and a ∈ R. Assume (μ+
λ+ 1)p > a + 1 and also assume there exists a number γ such that 0 < γ < 1/3, (1 + γ )p > 1,
and (1 − γ +μ− λ)p + a + 1 > 0. Then there exists a constant c = c(μ,‖K‖Kμ, λ,p, a) such
that ‖f ‖Hpa  c‖W+μ,λ(K,f )‖Lpa for all f ∈ L1−1/3+μ+λ.
In order to prove this proposition, we will prove a pointwise estimate of f ∗Iμ,λ in terms
of W+μ,λ(K,f ), which reads as follows.
Proposition 4.4. Let 0  μ < ∞, K ∈ Kμ, and λ ∈ R. Let γ, s > 0 satisfy γ + s < 1/3.
Then there exists a constant c = c(μ,‖K‖Kμ, λ, γ, s) such that f ∗Iμ,λ(θ) c
∑5
i=1 Fi(θ) for all
θ ∈ (0,π/2] and all f ∈ L1−1/3+μ+λ, where
F1(θ) = θs−1−μ−λ
[ 9θ/10∫
0
{
φ−γ−s+μ+λW+(φ)
}1/(1+γ )
dφ
]1+γ
,
F2(θ) =
[
M
(
(W+)1/(1+γ )
)
(θ)
]1+γ
,
F3(θ) = θ1−γ+μ−λ
[ 9π/10∫
11θ/10
{
φ−2−μ+λW+(φ)
}1/(1+γ )
dφ
]1+γ
,
F4(θ) = θ1−γ+μ−λ
[ π−θ/10∫
9π/10
{
(π − φ)μ+λW+(φ)}1/(1+γ ) dφ
]1+γ
,
F5(θ) = θ1+s+μ−λ
[ π∫
π−θ/10
{
(π − φ)−γ−s+μ+λW+(φ)}1/(1+γ ) dφ
]1+γ
with W+(φ) = W+ (K,f )(φ).μ,λ
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and write W+(φ) = W+μ,λ(K,f )(φ).
First suppose γ and s satisfy the assumptions of Proposition 4.4. We shall consider for
which p and a the estimate
π/2∫
0
f ∗Iμ,λ(θ)pθa dθ  cp,a
π∫
0
W+(φ)p(sinφ)a dφ (4.1)
holds with cp,a = c(μ,‖K‖Kμ, λ, γ, s,p, a). By Proposition 4.4, this estimate holds if the esti-
mates
π/2∫
0
Fi(θ)
pθa dθ  cp,a
π∫
0
W+(φ)p(sinφ)a dφ (4.2)
hold for i = 1, . . . ,5. Using Lemma 2.3(a), we see that (4.2) for i = 1 holds if
(1 + γ )p  1 and (s − 1 −μ− λ)p + a + 1 < 0. (4.3)
By Lemma 2.5, (4.2) for i = 2 holds if (1 + γ )p > 1. Using Lemma 2.3(b), we see that (4.2) for
i = 3 holds if
(1 + γ )p  1 and (1 − γ +μ− λ)p + a + 1 > 0. (4.4)
For i = 4, we use the obvious inequality
F4(θ) θ1−γ+μ−λ
[ π−θ/10∫
9π/10
{
(π − φ)−2−μ+λW+(φ)}1/(1+γ ) dφ
]1+γ
and use Lemma 2.3(b) to see that (4.2) for i = 4 holds under the condition (4.4). For i = 5, we
use the obvious inequality
F5(θ) cθs−1−μ−λ
[ π∫
π−θ/10
{
(π − φ)−γ−s+μ+λW+(φ)}1/(1+γ ) dφ
]1+γ
and use Lemma 2.3(a) to see that (4.2) for i = 5 holds under the condition (4.3). Putting together
these facts, we see that (4.1) holds if
(1 + γ )p > 1, (μ+ λ+ 1 − s)p > a + 1, and (1 − γ +μ− λ)p + a + 1 > 0. (4.5)
Next suppose p, a and γ satisfy the conditions of Proposition 4.3. We can take s > 0 suffi-
ciently small so that γ + s < 1/3 and (4.5) holds. Hence, as we observed above, (4.1) holds. By
symmetry the same estimate holds for the integral
∫ π
π/2 f
∗I
μ,λ(θ)
p(π − θ)a dθ and thus
∥∥f ∗Iμ,λ∥∥ p  c‖W+‖Lp .La a
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Now we proceed to the proof of Proposition 4.4. The proof will depend on a representation of
g ∈ S2μ(θ) as a superposition of the kernels K = K(δ, ξ, ·) with various δ and ξ . We will get the
representation by a real variable method, in which the function Gj defined below will play a key
role. A comment on this function will be given in Remark 4.9 at the end of this section.
Definition 4.5. Let 0 μ < ∞, γ, s > 0, and γ + s < 1. Let A and η be positive real numbers
such that A> 10 and η < 1/10. Then, for j ∈ N ∪ {0}, θ,φ ∈ (0,π), and 0 < δ < d(θ)/10A, we
define
Gj(δ, θ,φ) = ηjγ R2μ(δ, θ,φ)+Bj (δ, θ,φ)
with
Bj (δ, θ,φ) = δρ(θ,φ)−2−2μη−js
{
1 + (Aδηj )−1d(φ)}−γ−s1{d(φ)Aδ}.
A more concrete picture of Gj(δ, θ,φ) in the case θ  π/2 is the following:
Gj(δ, θ,φ) ≈
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
δθ−2−2μη−js for 0 < φ Aδηj ,
δθ−2−2μηjγ (Aδφ−1)γ+s for Aδηj < φ Aδ,
ηjγ δ−1(1 + δ−1|θ − φ|)−2ρ(θ,φ)−2μ for Aδ < φ < π −Aδ,
δηjγ {Aδ(π − φ)−1}γ+s for π −Aδ  φ < π −Aδηj ,
δη−js for π −Aδηj  φ < π,
where ≈ holds with constants c(μ,γ, s).
We use the following three lemmas. In order not to interrupt the line of argument, we will
postpone the proofs of these lemmas to the end of this section.
Lemma 4.6.
(a) ηγGj (δ, θ,φ)Gj+1(δ, θ,φ).
(b) If d(φ)Aδηj+1, then Gj(δ, θ,φ) 20ηsGj+1(δ, θ,φ).
Lemma 4.7.
∫ π
0 Gj(δ, θ, ξ)(sin ξ)
2μR2μ(δηj+1, ξ,φ) dξ  c(μ,γ, s)Gj (δ, θ,φ).
Lemma 4.8. If T > 1 and T η < 1, then∫
0<ξ<π
|ξ−φ|>T δηj+1
Gj(δ, θ, ξ)(sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ  c(μ,γ, s)T −1Gj(δ, θ,φ).
We now prove Proposition 4.4.
Proof of Proposition 4.4. Throughout this proof, c denotes positive constants which depend
only on μ, ‖K‖Kμ , λ, γ , and s. All the implicit constants involved in the relations , , and ≈
also depend only on these parameters.
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Step 1. The purpose of this step is to obtain a representation of a given function g ∈ S2μ(δ, θ)
as a superposition of the kernels K .
In the argument to follow, we will use the parameters A,T , , and η. These parameters will be
chosen at last depending only on μ,‖K‖Kμ, λ, γ , and s. Here we begin by only assuming that
A, T , , and η are positive real numbers which satisfy the following:
A> 10, η,  < 1/10, T > 1, T η < 1. (4.6)
It is important that all the constants c which will appear below do not depend on A, T , , and η
so long as (4.6) is satisfied.
We fix θ , δ, and g such that θ ∈ (0,π/2], 0 < δ < θ/10A, and g ∈ S2μ(δ, θ). We shall simply
write the function of Definition 4.5 as Gj(φ) = Gj(δ, θ,φ).
We shall define the functions gj (j ∈ N ∪ {0}) on (0,π) by induction. For each j ∈ N ∪ {0},
we take the sequences {Ej,k}, {xj,k}, {yj,k}, and {Bj,k} as follows: {Ej,k}k is a disjoint sequence
of intervals of R with diamEj,k < δηj and
⋃
k
Ej,k =
(
2δηj+1,π − 2δηj+1),
xj,k ∈ Ej,k , Bj,k = B(xj,k, δηj+1), yj,k ∈ Bj,k . We set g0 = g. If gj is defined, we define uj (φ)
and vj (φ) for φ ∈ (0,π) by
uj (φ) =
π−2δηj+1∫
2δηj+1
gj (ξ)(sin ξ)2μK
(
δηj+1, ξ,φ
)
dξ,
vj (φ) =
∑
k
( ∫
Ej,k
gj (ξ)(sin ξ)μ+λ dξ
)
(sinyj,k)μ−λK
(
δηj+1, yj,k, φ
)
,
and define gj+1 = gj − vj .
We shall prove, by induction, the following:
∣∣gj (φ)∣∣Gj(φ), (4.7)∣∣g′j (φ)∣∣ (δηj )−1η−γ−sGj (φ). (4.8)
The parameters A, T , , and η will be chosen so that the induction argument works. (T will
debut just below.)
For j = 0, inequalities (4.7) and (4.8) are obvious since g0 = g ∈ S2μ(δ, θ) and G0(φ) 
R2μ(δ, θ,φ).
Assume j ∈ N ∪ {0} and (4.7) and (4.8) hold. We shall see that (4.7) and (4.8) also hold if j
is replaced by j + 1.
First, we shall estimate gj (φ)−uj (φ) for d(φ) > Aδηj+1. Assume d(φ) > Aδηj+1. We write
gj (φ)− uj (φ) as
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(
1 −
∫
d(ξ)>2δηj+1
(sin ξ)2μK
(
δηj+1, ξ,φ
)
dξ
)
+
∫
d(ξ)>2δηj+1
|ξ−φ|T δηj+1
(
gj (φ)− gj (ξ)
)
(sin ξ)2μK
(
δηj+1, ξ,φ
)
dξ
+
∫
d(ξ)>2δηj+1
|ξ−φ|>T δηj+1
gj (φ)(sin ξ)2μK
(
δηj+1, ξ,φ
)
dξ
+
∫
d(ξ)>2δηj+1
|ξ−φ|>T δηj+1
(−gj (ξ))(sin ξ)2μK(δηj+1, ξ,φ)dξ
= I + II + III + IV, say.
By Definition 4.1(iv) and (i), we have
∣∣∣∣1 −
∫
d(ξ)>2δηj+1
(sin ξ)2μK
(
δηj+1, ξ,φ
)
dξ
∣∣∣∣=
∣∣∣∣
∫
d(ξ)2δηj+1
(sin ξ)2μK
(
δηj+1, ξ,φ
)
dξ
∣∣∣∣
 c
∫
d(ξ)2δηj+1
d(ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ. (4.9)
Notice that, for ξ in the rage of the last integral, we have |ξ − φ| d(φ) − d(ξ) > 2−1Aδηj+1
and
R2μ
(
δηj+1, ξ,φ
)≈ δηj+1|ξ − φ|−2−2μ  δηj+1(Aδηj+1)−2−2μ.
Hence the last term of (4.9) is

∫
d(ξ)2δηj+1
d(ξ)2μδηj+1
(
Aδηj+1
)−2−2μ
dξ ≈ A−2−2μ. (4.10)
This and the induction hypothesis (4.7) give
|I| cA−2−2μGj (φ).
To estimate II, observe first that Gj(ξ) ≈ Gj(φ) if |ξ − φ|  δηj . Hence, using the induction
hypothesis (4.8), we see that, for ξ satisfying |ξ − φ| T δηj+1,
∣∣gj (φ)− gj (ξ)∣∣ (δηj )−1η−γ−sGj (φ)|φ − ξ | T η1−γ−sGj (φ).
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|II| c
π∫
0
T η1−γ−sGj (φ)(sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ  cT η1−γ−sGj (φ).
For III, the induction hypothesis (4.7) and Lemma 2.10(b) give
|III|Gj(φ)
∫
|ξ−φ|>T δηj+1
(sin ξ)2μ‖K‖KμR2μ
(
δηj+1, ξ,φ
)
dξ  cT −1Gj(φ).
For IV, the induction hypothesis (4.7) and Lemma 4.8 give
|IV|
∫
|ξ−φ|>T δηj+1
Gj(ξ)(sin ξ)2μ‖K‖KμR2μ
(
δηj+1, ξ,φ
)
dξ  cT −1Gj(φ).
Thus we proved
∣∣gj (φ)− uj (φ)∣∣ c(A−2−2μ + T η1−γ−s + T −1)Gj(φ) (4.11)
for d(φ) > Aδηj+1.
Before proceeding further, we here observe the following estimates:
δηj+1  sin ξ ≈ sinxj,k for ξ ∈ Bj,k; (4.12)
R2μ
(
δηj+1, ξ,φ
)≈ R2μ(δηj+1, xj,k, φ) for ξ ∈ Bj,k and φ ∈ (0,π). (4.13)
Now we will estimate uj (φ)− vj (φ) for d(φ) > Aδηj+1. Suppose d(φ) > Aδηj+1. We have
uj (φ)− vj (φ) =
∑
k
∫
Ej,k
gj (ξ)(sin ξ)μ+λ
{
(sin ξ)μ−λK
(
δηj+1, ξ,φ
)
− (sinyj,k)μ−λK
(
δηj+1, yj,k, φ
)}
dξ.
Using Definition 4.1(i), (ii), (4.12), and (4.13), we see that the following estimate holds for
ξ ∈ Bj,k :
∣∣∣∣ ∂∂ξ
{
(sin ξ)μ−λK
(
δηj+1, ξ,φ
)}∣∣∣∣
 (sin ξ)−1(sin ξ)μ−λ
∣∣K(δηj+1, ξ,φ)∣∣+ (sin ξ)μ−λ∣∣∣∣∂K(δηj+1, ξ,φ)∂ξ
∣∣∣∣

(
δηj+1
)−1
(sin ξ)μ−λR2μ
(
δηj+1, ξ,φ
)≈ (δηj+1)−1(sinxj,k)μ−λR2μ(δηj+1, xj,k, φ).
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
(
δηj+1
)−1
(sinxj,k)μ−λR2μ
(
δηj+1, xj,k, φ
) · δηj+1
≈ (sin ξ)μ−λR2μ
(
δηj+1, ξ,φ
)
.
Thus, using the induction hypothesis (4.7) and Lemma 4.7, we obtain
∣∣uj (φ)− vj (φ)∣∣∑
k
∫
Ej,k
∣∣gj (ξ)∣∣(sin ξ)μ+λ · (sin ξ)μ−λR2μ(δηj+1, ξ,φ)dξ
 
π∫
0
Gj(ξ)(sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ  Gj (φ) (4.14)
for d(φ) > Aδηj+1.
Since gj+1 = gj − vj = gj − uj + uj − vj , putting together (4.11) and (4.14), and using
Lemma 4.6(a), we obtain∣∣gj+1(φ)∣∣ c(A−2−2μ + T η1−γ−s + T −1 + )η−γGj+1(φ) (4.15)
for d(φ) > Aδηj+1.
We next estimate gj+1(φ) = gj (φ) − vj (φ) for d(φ)  Aδηj+1. For |gj (φ)|, we have the
induction hypothesis (4.7). For |vj (φ)| with d(φ)  Aδηj+1, we use (4.7), (4.12), (4.13), and
Lemma 4.7 to obtain
∣∣vj (φ)∣∣ c∑
k
∫
Ej,k
Gj (ξ)(sin ξ)μ+λ · (sin ξ)μ−λR2μ
(
δηj+1, ξ,φ
)
dξ  cGj (φ).
Thus, for d(φ)Aδηj+1, we have∣∣gj+1(φ)∣∣ ∣∣gj (φ)∣∣+ ∣∣vj (φ)∣∣ cGj (φ) cηsGj+1(φ), (4.16)
where the last inequality is given in Lemma 4.6(b).
Finally, we estimate g′j+1(φ) = g′j (φ) − v′j (φ). For |g′j (φ)|, we have the induction hypoth-
esis (4.8). For |v′j (φ)|, we use (4.7), Definition 4.1(iii), (4.12), (4.13), and Lemma 4.7 to see
that
∣∣v′j (φ)∣∣=
∣∣∣∣∑
k
( ∫
Ej,k
gj (ξ)(sin ξ)μ+λ dξ
)
(sinyj,k)μ−λ
∂K(δηj+1, yj,k, φ)
∂φ
∣∣∣∣
 c
∑
k
∫
Ej,k
Gj (ξ)(sin ξ)μ+λ · (sin ξ)μ−λ
(
δηj+1
)−1
R2μ
(
δηj+1, ξ,φ
)
dξ
 c
(
δηj+1
)−1
Gj(φ).
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∣∣g′j+1(φ)∣∣ ∣∣g′j (φ)∣∣+ ∣∣v′j (φ)∣∣ {(δηj )−1η−γ−s + c(δηj+1)−1}Gj(φ)
 c
(
δηj+1
)−1
Gj(φ).
Hence, by Lemma 4.6(a),
∣∣g′j+1(φ)∣∣ c(δηj+1)−1η−γ−sGj+1(φ) · ηs. (4.17)
Here we fix the parameters A, T , , and η. We write the constants c of (4.15), (4.16), and
(4.17) as c(4.15), c(4.16), and c(4.17), respectively. Recall that these constants depend only on μ,
‖K‖Kμ , λ, γ , and s; they do not depend on A, T , , and η so long as (4.6) is satisfied. We will
take A, T , , and η so that they satisfy (4.6) and also satisfy
⎧⎨
⎩
c(4.15)(A−2−2μ + T η1−γ−s + T −1 + )η−γ  1,
c(4.16)ηs  1,
c(4.17)η
s  1.
(4.18)
To see that this choice of A, T , , and η is in fact possible, we set T = η−t with a t satisfying
1 − 2γ − s > t > γ . (This is possible since γ + s < 1/3.) Then it is easy to see that A, , η, and
T = η−t can be taken so that they satisfy (4.6) and (4.18). (First take η sufficiently small and
then take A sufficiently large and  sufficiently small.) Notice that A, T , , and η can be chosen
depending only on μ, ‖K‖Kμ , λ, γ , and s. With this choice of A, T , , and η, the estimates
(4.15)–(4.17) imply that the induction argument works. Thus we have proved (4.7) and (4.8) for
all j ∈ N ∪ {0}.
Step 2. We fix a θ ∈ (0,π/2] and an f ∈ L1−1/3+μ+λ and write
J (h) =
π∫
0
(sin θ)μ−λh(φ)(sinφ)μ+λf (φ)dφ.
Recall that f ∗Iμ,λ(θ) is the sup of |J (g)| over all g ∈ S2μ(θ) =
⋃{S2μ(δ, θ) | 0 < δ < d(θ)}. But,
it is easy to see that if g ∈ S2μ(δ, θ) then c−1g ∈ S2μ(δ/10A,θ). This implies that f ∗Iμ,λ(θ) is
majorized by c times the sup of |J (g)| taken over all g ∈ ⋃{S2μ(δ, θ) | 0 < δ < d(θ)/10A}.
Thus in order to prove the estimate of f ∗Iμ,λ(θ) it is sufficient to estimate the last sup.
Let 0 < δ < θ/10A and g ∈ S2μ(δ, θ).
Let gj and vj be the functions given in Step 1. Since the function Bj is majorized as
Bj (δ, θ,φ) δρ(θ,φ)−2−2μη−js
(
d(φ)/Aδηj
)−γ−s1{d(φ)Aδ}
= ηjγ δρ(θ,φ)−2−2μ(Aδ/d(φ))γ+s1{d(φ)Aδ},
the estimate (4.7) implies
∣∣gj (φ)∣∣ ηjγH(δ, θ,φ) (4.19)
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H(δ, θ,φ) = R2μ(δ, θ,φ)+ δρ(θ,φ)−2−2μ
(
Aδ/d(φ)
)γ+s1{d(φ)Aδ}. (4.20)
Since g = g0 = v0 + v1 + · · · + vn + gn+1, we have
J (g) =
n∑
j=0
J (vj )+ J (gn+1).
By (4.19), we see that
∣∣J (gn+1)∣∣ η(n+1)γ
π∫
0
(sin θ)μ−λH(δ, θ,φ)(sinφ)μ+λ
∣∣f (φ)∣∣dφ.
The above integral is finite by virtue of the assumption f ∈ L1−1/3+μ+λ and of the fact that
H(δ, θ,φ) = O(d(φ)−γ−s), with γ + s < 1/3, as d(φ) → 0. Hence J (gn+1) → 0 as n → ∞
and J (g) =∑∞j=0 J (vj ). Each J (vj ) is written as
J (vj ) =
∑
k
( ∫
Ej,k
gj (ξ)(sin ξ)μ+λ dξ
) π∫
0
(sin θ)μ−λ(sinyj,k)μ−λK
(
δηj+1, yj,k, φ
)
× (sinφ)μ+λf (φ)dφ
=
∑
k
( ∫
Ej,k
gj (ξ)(sin ξ)μ+λ dξ
)
(sin θ)μ−λWμ,λ(K,f )
(
δηj+1, yj,k
)
.
Hence, by (4.19),
∣∣J (vj )∣∣ c∑
k
mj,kW
+(yj,k)
with W+(y) = W+μ,λ(K,f )(y) and with
mj,k = ηjγ θμ−λ
∫
Ej,k
H(δ, θ, ξ)(sin ξ)μ+λ dξ. (4.21)
Hence
∣∣J (g)∣∣ c ∞∑∑mj,kW+(yj,k).
j=0 k
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∣∣J (g)∣∣ c ∞∑
j=0
∑
k
mj,k inf
{
W+(y)
∣∣ y ∈ Bj,k}. (4.22)
We are now in the position to use Lemma 2.6. If νδ is a Borel measure on (0,π) which satisfy∑
j, k
mj,k1
{
xj,k ∈ B(x,3h), δηj+1 < 2h
}
 cνδ
(
B(x,h)
)1+γ (4.23)
for all B(x,h) of the form B(x,h) = Bj0,k0 = B(xj0,k0 , δηj0+1), then we have
∣∣J (g)∣∣ c(
π∫
0
W+(φ)1/(1+γ ) dνδ(φ)
)1+γ
. (4.24)
We shall prove that the measure
dνδ(φ) =
{
θμ−λδ−γH(δ, θ,φ)(sinφ)μ+λ
}1/(1+γ )
dφ (4.25)
satisfies (4.23). Since d(xj0,k0) > 2δηj0+1 > 20δηj0+1 and δηj0+1 < δ/100, it is sufficient to
check (4.23) for those x ∈ (0,π) and h ∈ (0,∞) which satisfy
d(x) > 20h and h < δ/100. (4.26)
Notice that, if (x,h) satisfies (4.26) and if xj,k ∈ B(x,3h) and δηj+1 < 2h, then
Ej,k ⊂ B
(
xj,k, δη
j+1)⊂ B(x,5h).
Also notice that if (x,h) satisfy (4.26) then the relations
sinφ ≈ sinx and H(δ, θ,φ) ≈ H(δ, θ, x) for φ ∈ B(x,5h)
hold with the constants in ≈ being c(μ,γ, s). Hence, for (x,h) satisfying (4.26), we have
∑
j, k
1
{
xj,k ∈ B(x,3h), δηj+1 < 2h
}
mj,k
=
∑
j, k
1
{
xj,k ∈ B(x,3h), δηj+1 < 2h
}
ηjγ θμ−λ
∫
Ej,k
H(δ, θ,φ)(sinφ)μ+λ dφ

∑
j
1
{
δηj+1 < 2h
}
ηjγ θμ−λ
∫
B(x,5h)
H(δ, θ,φ)(sinφ)μ+λ dφ
≈ (δ−1h)γ θμ−λH(δ, θ, x)(sinx)μ+λh
≈ νδ
(
B(x,h)
)1+γ
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Now we will take the sup of |J (g)| over g ∈ S2μ(δ, θ), 0 < δ < θ/10A, and will finally obtain
the estimate of f ∗Iμ,λ(θ) as mentioned in the proposition.
The function H(δ, θ,φ) satisfy the following estimate:
H(δ, θ,φ) ≈
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
δθ−2−2μ(Aδφ−1)γ+s for 0 < φ Aδ,
δθ−2−2μ for Aδ < φ  9θ/10,
θ−2μδ−1(1 + δ−1|θ − φ|)−2 for 9θ/10 < φ  11θ/10,
δφ−2−2μ for 11θ/10 < φ  π −Aδ,
δ(Aδ(π − φ)−1)γ+s for π −Aδ < φ < π.
Hence, by (4.24) and (4.25),
∣∣J (g)∣∣
[ Aδ∫
0
{
θμ−λδ−γ · δθ−2−2μ(Aδφ−1)γ+s · φμ+λW+(φ)}1/(1+γ ) dφ
]1+γ
+
[ 9θ/10∫
Aδ
{
θμ−λδ−γ · δθ−2−2μ · φμ+λW+(φ)}1/(1+γ ) dφ
]1+γ
+
[ 11θ/10∫
9θ/10
{
θμ−λδ−γ · θ−2μδ−1(1 + δ−1|θ − φ|)−2 · θμ+λW+(φ)}1/(1+γ ) dφ
]1+γ
+
[ 9π/10∫
11θ/10
{
θμ−λδ−γ · δφ−2−2μ · φμ+λW+(φ)}1/(1+γ ) dφ
]1+γ
+
[ π−Aδ∫
9π/10
{
θμ−λδ−γ · δ · (π − φ)μ+λW+(φ)}1/(1+γ ) dφ
]1+γ
+
[ π∫
π−Aδ
{
θμ−λδ−γ · δ(Aδ(π − φ)−1)γ+s · (π − φ)μ+λW+(φ)}1/(1+γ ) dφ
]1+γ
= I + II + III + IV + V + VI, say.
We shall estimate the sup of I, . . . ,VI over δ ∈ (0, θ/10A). Since I is increasing with respect to δ,
we have sup I F1(θ). For φ in the range of integration of II, we have δ < φ < θ , from which
we see
II θ−2−μ−λ
[ 9θ/10∫ {
φ1−γ+μ+λW+(φ)
}1/(1+γ )
dφ
]1+γ
 F1(θ).0
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III ≈
[ 11θ/10∫
9θ/10
δ−1
(
1 + δ−1|θ − φ|)−2/(1+γ )W+(φ)1/(1+γ ) dφ
]1+γ
and since 2/(1 + γ ) > 1, using the well-known estimate for the Hardy–Littlewood maximal
function (see, e.g., [13, Chapter II, Section 2.1]), we obtain sup III F2(θ). The term IV is also
increasing with respect to δ and sup IV ≈ F3(θ). For φ in the range of integration of V, we have
Aδ < min{θ/10,π − φ}. Hence
sup V θμ−λ+1−γ
[ π−θ/10∫
9π/10
{
(π − φ)μ+λW+(φ)}1/(1+γ ) dφ
]1+γ
+ θμ−λ
[ π∫
π−θ/10
{
(π − φ)1−γ+μ+λW+(φ)}1/(1+γ ) dφ
]1+γ
 F4(θ)+ F5(θ).
Finally VI is increasing with respect to δ and sup VI ≈ F5(θ). Putting together the above esti-
mates, we obtain the desired estimate of f ∗Iμ,λ(θ). The proof of Proposition 4.4 is complete except
for the proofs of Lemmas 4.6–4.8. 
Proof of Lemma 4.6. (a) This inequality reduces to
(
1 + d(φ)/Aδηj )−γ−s  η−γ−s(1 + d(φ)/Aδηj+1)−γ−s ,
which is obvious since η < 1/10 < 1.
(b) Assume d(φ)  Aδηj+1. First we shall see ρ(θ,φ) < 3|θ − φ|. In fact, since d(φ) 
Aδηj+1 <Aδ/10 < d(θ)/100, we have
d(θ) d(φ)+ |θ − φ| < d(θ)/100 + |θ − φ|
and hence d(θ) < (100/99)|θ − φ|, d(φ) < (1/99)|θ − φ|, and
ρ(θ,φ) < (100/99 + 1 + 1/99)|θ − φ| < 3|θ − φ|
as desired. Thus
ηjγ R2μ(δ, θ,φ) < η
jγ δ|θ − φ|−2ρ(θ,φ)−2μ < 9ηjγ δρ(θ,φ)−2−2μ
and hence
Gj(δ, θ,φ) < η
jγ R2μ(δ, θ,φ)+ δρ(θ,φ)−2−2μη−js < 10δρ(θ,φ)−2−2μη−js .
On the other hand,
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{
1 + (Aδηj+1)−1d(φ)}−γ−s
 δρ(θ,φ)−2−2μη−(j+1)s2−γ−s .
Thus Gj(δ, θ,φ)/Gj+1(δ, θ,φ) < 10ηs2γ+s < 20ηs . Lemma 4.6 is proved. 
Proof of Lemma 4.7. Using Lemmas 2.9 and 2.7(a) with a = b = 2, we have
π∫
0
ηjγ R2μ(δ, θ, ξ)(sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ

π∫
0
ηjγ R0(δ, θ,φ)R0
(
δηj+1, ξ,φ
)
ρ(θ,φ)−2μ dξ
 cηjγ R0(δ, θ,φ)ρ(θ,φ)−2μ  cGj (δ, θ,φ).
It remains to show∫
d(ξ)Aδ
Bj (δ, θ, ξ)(sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ  cGj (δ, θ,φ). (4.27)
By symmetry we may assume θ  π/2. Then
(
the left-hand side of (4.27))
≈
Aδ∫
0
δθ−2−2μη−js
{
1 + (Aδηj )−1ξ}−γ−sξ2μR2μ(δηj+1, ξ,φ)dξ
+
π∫
π−Aδ
δη−js
{
1 + (Aδηj )−1(π − ξ)}−γ−s(π − ξ)2μR2μ(δηj+1, ξ,φ)dξ
= I + II, say.
To prove I cGj (δ, θ,φ), we shall consider several ranges of φ separately.
If 0 < φ  2Aδ, then using the obvious inequality ξ2μρ(ξ,φ)−2μ  1 (for ξ ∈ (0,Aδ)) and
using Lemma 2.7(a) with a = γ + s and b = 2, we have
I
∫
R
δθ−2−2μη−js
{
1 + (Aδηj )−1ξ}−γ−sR0(δηj+1, ξ,φ)dξ
 δθ−2−2μη−js
{
1 + (Aδηj )−1φ}−γ−s ≈ Gj(δ, θ,φ).
If 2Aδ < φ < π , then R2μ(δηj+1, ξ,φ) ≈ δηj+1φ−2−2μ for ξ ∈ (0,Aδ), and thus
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Aδ∫
0
δθ−2−2μη−js
{
1 + (Aδηj )−1ξ}−γ−sξ2μ · δηj+1φ−2−2μ dξ
≈ δθ−2−2μη−js · δηj+1φ−2−2μ
{ Aδηj∫
0
ξ2μ dξ +
Aδ∫
Aδηj
(
Aδηj
)γ+s
ξ−γ−s+2μ dξ
}
≈ δη−js · δηj+1θ−2−2μφ−2−2μ{(Aδηj )2μ+1 + (Aδηj )γ+s(Aδ)−γ−s+2μ+1}
≈ δη−js · δηj+1θ−2−2μφ−2−2μ · (Aδ)2μ+1ηj(γ+s) = I∗, say.
If 2Aδ < φ  3θ/2, then Gj(δ, θ,φ) ηjγ δθ−2−2μ and
I∗  δη−js · δηj+1θ−2−2μ · (Aδ)−2−2μ · (Aδ)2μ+1ηj(γ+s)
= A−1ηj+1 · ηjγ δθ−2−2μ A−1ηj+1Gj(δ, θ,φ).
If 3θ/2 < φ < π , then Gj(δ, θ,φ) ηjγ δφ−2−2μ and, since θ > Aδ,
I∗  δη−js · δηj+1φ−2−2μ · (Aδ)−2−2μ · (Aδ)2μ+1ηj(γ+s)
= A−1ηj+1 · ηjγ δφ−2−2μ A−1ηj+1Gj(δ, θ,φ).
Thus, in any way, for φ with 2Aδ < φ < π , we have
I ≈ I∗ A−1ηj+1Gj(δ, θ,φ)Gj(δ, θ,φ). (4.28)
The estimate of II can be obtained in a similar way. If π − 2Aδ  φ < π , then, in the same
way as we estimated I for 0 < φ  2Aδ, we obtain
II δη−js
{
1 + (Aδηj )−1(π − φ)}−γ−s ≈ Gj(δ, θ,φ).
If 0 < φ < π − 2Aδ, then, in the same way as we obtained I ≈ I∗, we obtain
II ≈ δη−js · δηj+1(π − φ)−2−2μ · (Aδ)2μ+1ηj(γ+s),
which implies
IIA−1ηj+1 · ηjγ δ A−1ηj+1Gj(δ, θ,φ)Gj(δ, θ,φ). (4.29)
Thus (4.27) is proved. This completes the proof of Lemma 4.7. 
Proof of Lemma 4.8. The proof will be similar to that of Lemma 4.7.
Using Lemmas 2.9 and 2.7(b) with a = b = 2, we have
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∫
|ξ−φ|>T δηj+1
ηjγ R2μ(δ, θ, ξ)(sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ

∫
|ξ−φ|>T δηj+1
ηjγ R0(δ, θ, ξ)R0
(
δηj+1, ξ,φ
)
ρ(θ,φ)−2μ dξ
 cT −1ηjγ R0(δ, θ,φ)ρ(θ,φ)−2μ  cT −1Gj(δ, θ,φ).
It remains to show∫
d(ξ)Aδ
|ξ−φ|>T δηj+1
Bj (δ, θ, ξ)(sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ  cT −1Gj(δ, θ,φ). (4.30)
By symmetry we may assume θ  π/2. We then have
(the left-hand side of (4.30))
≈
∫
0<ξAδ
|ξ−φ|>T δηj+1
δθ−2−2μη−js
{
1 + (Aδηj )−1ξ}−γ−sξ2μR2μ(δηj+1, ξ,φ)dξ
+
∫
π−Aδξ<π
|ξ−φ|>T δηj+1
δη−js
{
1 + (Aδηj )−1(π − ξ)}−γ−s(π − ξ)2μR2μ(δηj+1, ξ,φ)dξ
= I + II, say.
We estimate I. If 0 < φ  2Aδ, then using the obvious inequality d(ξ)2μρ(ξ,φ)−2μ  1 and
using Lemma 2.7(b) with a = γ + s and b = 2, we have
I
∫
|ξ−φ|>T δηj+1
δθ−2−2μη−js
{
1 + (Aδηj )−1ξ}−γ−sR0(δηj+1, ξ,φ)dξ
 δθ−2−2μη−js
{
1 + (Aδηj )−1φ}−γ−sT −1 ≈ T −1Gj(δ, θ,φ).
If 2Aδ < φ < π , then by (4.28) in the proof of Lemma 4.7 we have
IA−1ηj+1Gj(δ, θ,φ) < T −1Gj(δ, θ,φ).
Next we estimate II. If π − 2Aδ  φ < π , then using the obvious inequality d(ξ)2μ ×
ρ(ξ,φ)−2μ  1 and using Lemma 2.7(b) with a = γ + s and b = 2, we obtain
II
∫
|ξ−φ|>T δηj+1
δη−js
{
1 + (Aδηj )−1(π − ξ)}−γ−sR0(δηj+1, ξ,φ)dξ
 δη−js
{
1 + (Aδηj )−1(π − φ)}−γ−sT −1 ≈ T −1Gj(δ, θ,φ).
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IIA−1ηj+1Gj(δ, θ,φ) < T −1Gj(δ, θ,φ).
Thus we obtain (4.30). Lemma 4.8 is proved. This completes the proof of Proposition 4.4. 
Remark 4.9. We give some comment on the function Gj used in the proof of Proposition 4.4. In
that proof, the function vj is an approximation of gj and, roughly speaking, we get the factor ηγ
in each step gj (φ) → gj+1(φ). But the j th step of approximation vj (φ) → gj (φ) works only for
those φ satisfying d(φ) > Aδηj . Thus, if d(φ) > Aδ, then the approximation works at every step
and, at the j th stage, we get the factor ηjγ and we can set Gj(δ, θ,φ) = ηjγ R2μ(δ, θ,φ). But,
if d(φ)  Aδ and if d(φ) ≈ Aδηk with k  0, then the ith step approximation vi(φ) → gi(φ)
works only for i  k and hence, at the j th stage with j  k, we get only the factor (ηγ )j−k ≈
(Aδηj /d(φ))γ . If d(φ)Aδηj , then, at the j th stage, only errors can compile. The function Bj
is designed to control this feature of the approximation process.
5. Radial maximal function and moment condition
In this section, we consider the maximal function W+μ,λ(K,f ) with μ = λ. The main result
of this section is Proposition 5.1, which claims that, in the case μ = λ, the estimate of Proposi-
tion 4.3 can be extended to smaller p if it is restricted to f which satisfy the moment condition
(3.1). In the next section, we will see that Theorem 1.7(a) is a special case of Proposition 5.1.
Proposition 5.1. Let 0 μ < ∞ and K ∈Kμ. Let a and p be real numbers satisfying a  2μ,
a > 0, p  1, and
(a + 1)/(2μ+ 1) > p > (a + 1)/(2μ+ 4/3). (5.1)
Then there exists a constant c = c(μ,‖K‖Kμ,p, a) such that the inequality ‖f ‖Hpa 
c‖W+μ,μ(K,f )‖Lpa holds for all those f ∈ L12μ which satisfy the moment condition (3.1).
We will deduce this proposition from the following.
Proposition 5.2. Let 0  μ < ∞ and K ∈ Kμ. Let 0 < σ < γ < 1/3. Then there exists a con-
stant c = c(μ,‖K‖Kμ, γ, σ ) such that f ∗Iμ,μ(θ) c
∑5
i=1 Fi(θ) for all θ ∈ (0,π/2] and all those
f ∈ L12μ which satisfy the moment condition (3.1), where
F1(θ) = θ−1−γ−2μ
[ 9θ/10∫
0
{
φ2μ+γ−σW+(φ)
}1/(1+σ)
dφ
]1+σ
,
F2(θ) =
[
M
(
(W+)1/(1+σ)
)
(θ)
]1+σ
,
F3(θ) = θ−1−σ−2μ
[ 9π/10∫ {
φ2μW+(φ)
}1/(1+σ)
dφ
]1+σ
,11θ/10
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[ π−θ/10∫
9π/10
{
(π − φ)2μW+(φ)}1/(1+σ) dφ
]1+σ
,
F5(θ) = θ−1−γ−2μ
[ π∫
π−θ/10
{
(π − φ)2μ+γ−σW+(φ)}1/(1+σ) dφ
]1+σ
with W+(φ) = W+μ,μ(K,f )(φ).
We shall first see that Proposition 5.1 follows from Proposition 5.2.
Suppose Proposition 5.2 is proved. Let a  2μ, a > 0, f ∈ L12μ, and let f satisfy (3.1). We
write W+(φ) = W+μ,μ(K,f )(φ).
Take γ and σ satisfying 0 < σ < γ < 1/3. Then, by Proposition 5.2, the estimate
π/2∫
0
f ∗Iμ,μ(θ)pθa dθ  cp
π∫
0
W+(φ)p(sinφ)a dφ (5.2)
holds if the estimates
π/2∫
0
Fi(θ)
pθa dθ  cp
π∫
0
W+(φ)p(sin θ)a dθ (5.3)
hold for i = 1, . . . ,5. We shall check which p is admitted for (5.3). Using Lemma 2.3(a), we see
that (5.3) for i = 1 and 5 hold if (1 + σ)p  1 and (1 + γ + 2μ)p > a + 1. By Lemma 2.5, (5.3)
for i = 2 holds if (1 + σ)p > 1. Using Lemma 2.3(b), we see that (5.3) for i = 3 and 4 hold if
(1 + σ)p  1 and (1 + σ + 2μ)p < a + 1. Combining these results, we see that (5.2) holds if
p ∈
(
a + 1
2μ+ 1 + γ ,∞
)
∩
(
1
1 + σ ,
a + 1
2μ+ 1 + σ
)
. (5.4)
We can choose σ and γ arbitrarily so long as 0 < σ < γ < 1/3. Notice that, given
γ ∈ (0,1/3), the union of the intervals (1/(1 + σ), (a + 1)/(2μ + 1 + σ)) over σ ∈ (0, γ ) is
equal to the interval (1/(1 + γ ), (a + 1)/(2μ + 1)). Thus, taking the union of the range (5.4)
over all those σ, γ satisfying 0 < σ < γ < 1/3, we see that (5.2) holds if p is in the range (5.1).
By symmetry, the same estimate holds for
∫ π
π/2 f
∗I
μ,μ(θ)
p(π − θ)a dθ . Hence the conclusion
of Proposition 5.1 follows from Proposition 3.2(a). Thus we have proved that Proposition 5.1 is
deduced from Proposition 5.2.
To prove Proposition 5.2, we use the following function.
Definition 5.3. Let 0 μ< ∞. For θ, φ ∈ (0,π) and for δ with 0 < δ < d(θ), we define
G(δ, θ,φ) = R2μ(δ, θ,φ)+ δd(θ)−2−2μ.
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G(δ, θ,φ) ≈
⎧⎨
⎩
δθ−2−2μ for 0 < φ  θ/2,
θ−2μδ−1(1 + δ−1|θ − φ|)−2 for θ/2 < φ < 3θ/2,
δθ−2−2μ for 3θ/2 φ < π,
where the constants involved in ≈ are c(μ).
We can easily prove the next lemma by using Lemmas 2.7, 2.9, and 2.10.
Lemma 5.4. Let 0 μ< ∞, θ,φ ∈ (0,π), and 0 < δ < d(θ).
(a) If 0 < η δ, then
π∫
0
G(δ, θ, ξ)(sin ξ)2μR2μ(η, ξ,φ)dξ  c(μ)G(δ, θ,φ).
(b) If T  1 and 0 < T η δ, then
∫
0<ξ<π
|ξ−φ|>T η
G(δ, θ, ξ)(sin ξ)2μR2μ(η, ξ,φ)dξ  c(μ)T −1G(δ, θ,φ).
Now we prove Proposition 5.2.
Proof of Proposition 5.2. The argument will be similar to the one given in the proof of Propo-
sition 4.4. We shall divide the proof into two steps.
Step 1. In this step, we shall show that the function g ∈ S2μ(δ, θ) can be written as a super-
position of the kernels K modulo functions of the form a + b cosφ. We assume 0  μ < ∞,
K ∈Kμ, and 0 < γ < 1/3. Throughout this step, c denotes various positive constants which de-
pend only on μ, ‖K‖Kμ , and γ . All the implicit constants involved in , , and ≈ also depend
only on these parameters.
We shall use parameters A, T , s, , and η. These parameters will be fixed at last depending
only on μ, ‖K‖Kμ , and γ . We shall begin by only assuming that they are positive real numbers
which satisfy the following:
{
A, T > 10, s,  < 1/10,
T η < 1/10, ηγ+s < 1/10, Aη1−γ−s < 1/10. (5.5)
Hereafter we fix θ and δ which satisfy 0 < δ < θ  π/2 and also fix a function g ∈ S2μ(δ, θ).
We shall simply write the function of Definition 5.3 as G(φ) = G(δ, θ,φ).
We define the functions gj (j ∈ N ∪ {0}) by induction. We take the sequences {Ej,k}, {xj,k},
{yj,k}, and {Bj,k} in the same way as in the proof of Proposition 4.4. We set g0 = g. If gj
(j ∈ N ∪ {0}) is defined, we set hj = gj − S(gj ),
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π−2δηj+1∫
2δηj+1
hj (ξ)(sin ξ)2μK
(
δηj+1, ξ,φ
)
dξ,
vj (φ) =
∑
k
( ∫
Ej,k
hj (ξ)(sin ξ)2μ dξ
)
K
(
δηj+1, yj,k, φ
)
,
and define gj+1 = hj − vj .
We shall prove that the parameters A, T , s, , and η can be chosen so that the following
estimates hold for all j ∈ N ∪ {0}:
∣∣gj (φ)∣∣ ηjγG(φ), (5.6)∣∣g′j (φ)∣∣ ηjγ (δηj )−1η−γ−sG(φ). (5.7)
(A and T will appear in the proof of these inequalities.)
We shall prove (5.6) and (5.7) by induction. For j = 0, these are obvious since g0 = g ∈
S2μ(δ, θ) and G(φ)R2μ(δ, θ,φ).
Assume j ∈ N ∪ {0} and (5.6) and (5.7) hold. We shall see that (5.6) and (5.7) also hold if j
is replaced by j + 1.
We shall first observe that hj = gj − S(gj ) satisfies the following:
∣∣hj (φ)∣∣ cηjγG(φ), (5.8)∣∣hj (φ)∣∣ cηjγ θ−2−2μη−j−γ−sd(φ) if d(φ) θ/2, (5.9)∣∣h′j (φ)∣∣ cηjγ (δηj )−1η−γ−sG(φ). (5.10)
In fact, by the induction hypothesis (5.6), we have |gj (0)|  ηjγG(0) ≈ ηjγ δθ−2−2μ and also
|gj (π)| ηjγ δθ−2−2μ. Hence
∣∣S(gj )(φ)∣∣ cηjγ δθ−2−2μ, (5.11)∣∣S(gj )′(φ)∣∣ cηjγ δθ−2−2μ. (5.12)
These inequalities, combined with the induction hypotheses (5.6) and (5.7), imply (5.8) and
(5.10). If 0 < φ  θ/2, then (5.7) implies
∣∣gj (φ)− gj (0)∣∣ cηjγ (δηj )−1η−γ−s · δθ−2−2μφ,
(5.12) implies
∣∣S(gj )(φ)− S(gj )(0)∣∣ cηjγ δθ−2−2μφ,
and thus, since gj (0) = S(gj )(0),
∣∣gj (φ)− S(gj )(φ)∣∣ cηjγ (δηj )−1η−γ−s · δθ−2−2μφ.
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We shall now prove that (5.6) and (5.7) hold if j is replaced by j + 1.
We first estimate gj+1(φ) = hj (φ) − vj (φ) for d(φ)  Aδηj+1. Suppose d(φ)  Aδηj+1.
For |hj (φ)|, (5.9) implies∣∣hj (φ)∣∣ ηjγ θ−2−2μAδη1−γ−s ≈ η(j+1)γ G(φ)Aη1−2γ−s . (5.13)
For |vj (φ)|, we use (4.13) to see that
∣∣vj (φ)∣∣∑
k
( ∫
Ej,k
∣∣hj (ξ)∣∣(sin ξ)2μ dξ
)
R2μ
(
δηj+1, yj,k, φ
)
≈
∑
k
∫
Ej,k
∣∣hj (ξ)∣∣(sin ξ)2μR2μ(δηj+1, ξ,φ)dξ
=
π−2δηj+1∫
2δηj+1
∣∣hj (ξ)∣∣(sin ξ)2μR2μ(δηj+1, ξ,φ)dξ
=
∫
2δηj+1<d(ξ)2Aδηj+1
+
∫
2Aδηj+1<d(ξ)δηj+γ+s
+
∫
d(ξ)>δηj+γ+s
= I + II + III, say.
For I, we use (5.9) and Lemma 2.10(a) to obtain
I
∫
2δηj+1<d(ξ)2Aδηj+1
ηjγ θ−2−2μη−j−γ−sd(ξ) · (sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ
 ηjγ θ−2−2μη−j−γ−sAδηj+1
π∫
0
(sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ
 ηjγ δθ−2−2μAη1−γ−s ≈ η(j+1)γ G(φ)Aη1−2γ−s .
For ξ in the range of integration of II, we have d(ξ) > 2d(φ), which implies d(ξ) < 2|ξ − φ| ≈
ρ(ξ,φ) and
R2μ
(
δηj+1, ξ,φ
)≈ δηj+1|ξ − φ|−2−2μ  δηj+1d(ξ)−2−2μ.
This estimate and (5.9) give
II
∫
2Aδηj+1<d(ξ)δηj+γ+s
ηjγ θ−2−2μη−j−γ−sd(ξ) · d(ξ)2μ · δηj+1d(ξ)−2−2μ dξ
≈ ηjγ+1−γ−sδθ−2−2μ log(1/2Aη1−γ−s)
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 η(j+1)γ G(φ) · η1−2γ−s logη−1.
For ξ in the range of integration of III, we have
|ξ − φ| > δηj+γ+s −Aδηj+1 > 2−1δηj+γ+s = 2−1ηγ+s−1 · δηj+1.
Hence we use (5.8) and Lemma 5.4(b) to obtain
III
∫
|ξ−φ|>2−1δηj+γ+s
ηjγG(ξ)(sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ
 ηjγ · η1−γ−sG(φ) = η(j+1)γ G(φ) · η1−2γ−s .
Putting together the estimates of I, II, and III, we have∣∣vj (φ)∣∣ cη(j+1)γ G(φ)(Aη1−2γ−s + η1−2γ−s logη−1).
From this and (5.13), we obtain∣∣gj+1(φ)∣∣ cη(j+1)γ G(φ)(Aη1−2γ−s + η1−2γ−s logη−1) (5.14)
for d(φ)Aδηj+1.
Next we estimate hj (φ) − uj (φ) for d(φ) > Aδηj+1. Assume d(φ) > Aδηj+1. We write
hj (φ)− uj (φ) as
hj (φ)− uj (φ) = hj (φ)
(
1 −
∫
d(ξ)>2δηj+1
(sin ξ)2μK
(
δηj+1, ξ,φ
)
dξ
)
+
∫
d(ξ)>2δηj+1
|ξ−φ|T δηj+1
(
hj (φ)− hj (ξ)
)
(sin ξ)2μK
(
δηj+1, ξ,φ
)
dξ
+
∫
d(ξ)>2δηj+1
|ξ−φ|>T δηj+1
hj (φ)(sin ξ)2μK
(
δηj+1, ξ,φ
)
dξ
+
∫
d(ξ)>2δηj+1
|ξ−φ|>T δηj+1
(−hj (ξ))(sin ξ)2μK(δηj+1, ξ,φ)dξ
= I + II + III + IV, say.
As we have seen in the proof of Proposition 4.4,∣∣∣∣1 −
∫
j+1
(sin ξ)2μK
(
δηj+1, ξ,φ
)
dξ
∣∣∣∣A−2−2μ
d(ξ)>2δη
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I ηjγG(φ)A−2−2μ = η(j+1)γ G(φ) ·A−2−2μη−γ .
To estimate II, we use (5.10). Notice that G(ξ) ≈ G(φ) if |ξ − φ| < δ. Hence, for ξ in the range
of integration of II, (5.10) implies
∣∣hj (φ)− hj (ξ)∣∣ ηjγ (δηj )−1η−γ−sG(φ)|φ − ξ | ηjγ (δηj )−1η−γ−sG(φ)T δηj+1
= T ηjγ+1−γ−sG(φ).
Hence, using Definition 4.1(i) and Lemma 2.10(a), we obtain
II
π∫
0
T ηjγ+1−γ−sG(φ)(sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ
 T ηjγ+1−γ−sG(φ) = η(j+1)γ G(φ) · T η1−2γ−s .
For III and IV, we use (5.8), Definition 4.1(i), Lemmas 2.10(b), and 5.4(b) to see that
III ηjγG(φ)
∫
|ξ−φ|>T δηj+1
(sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ
 ηjγG(φ)T −1 = η(j+1)γ G(φ) · T −1η−γ
and
IV
∫
|ξ−φ|>T δηj+1
ηjγG(ξ)(sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ
 ηjγG(φ)T −1 = η(j+1)γ G(φ) · T −1η−γ .
Putting together the above estimates, we obtain∣∣hj (φ)− uj (φ)∣∣ cη(j+1)γ G(φ)(A−2−2μη−γ + T η1−2γ−s + T −1η−γ ) (5.15)
for d(φ) > Aδηj+1.
Next we estimate uj (φ)− vj (φ) for d(φ) > Aδηj+1. Assume d(φ) > Aδηj+1. We can write
uj (φ)− vj (φ) =
∑
k
∫
Ej,k
hj (ξ)(sin ξ)2μ
{
K
(
δηj+1, ξ,φ
)−K(δηj+1, yj,k, φ)}dξ.
By Definition 4.1(ii) and by (4.13), we have, for ξ ∈ Ej,k ,
∣∣K(δηj+1, ξ,φ)−K(δηj+1, yj,k, φ)∣∣ (δηj+1)−1R2μ(δηj+1, ξ,φ)|ξ − yj,k|
 R2μ
(
δηj+1, ξ,φ
)
.
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∣∣uj (φ)− vj (φ)∣∣∑
k
∫
Ej,k
ηjγG(ξ)(sin ξ)2μR2μ
(
δηj+1, ξ,φ
)
dξ
 ηjγG(φ) = η(j+1)γ G(φ) · η−γ (5.16)
for d(φ) > Aδηj+1.
From (5.15) and (5.16), we obtain
∣∣gj+1(φ)∣∣ cη(j+1)γ G(φ)(A−2−2μη−γ + T η1−2γ−s + T −1η−γ + η−γ ) (5.17)
for d(φ) > Aδηj+1.
We next estimate g′j+1(φ) = h′j (φ) − v′j (φ). For h′j (φ), we already have (5.10). For v′j (φ),
we use (5.8), Definition 4.1(iii), (4.13), and Lemma 5.4(a) to see that
∣∣v′j (φ)∣∣∑
k
( ∫
Ej,k
ηjγG(ξ)(sin ξ)2μ dξ
)(
δηj+1
)−1
R2μ
(
δηj+1, yj,k, φ
)
≈
∑
k
∫
Ej,k
ηjγG(ξ)(sin ξ)2μ
(
δηj+1
)−1
R2μ
(
δηj+1, ξ,φ
)
dξ
 ηjγ
(
δηj+1
)−1
G(φ).
Thus
∣∣g′j+1(φ)∣∣ {ηjγ (δηj )−1η−γ−s + ηjγ (δηj+1)−1}G(φ) ≈ ηjγ (δηj+1)−1G(φ)
or, equivalently,
∣∣g′j+1(φ)∣∣ cη(j+1)γ (δηj+1)−1η−γ−sG(φ) · ηs. (5.18)
Now to make the induction argument work, we shall take A, T , s, , and η so that they satisfy,
in addition to (5.5), the following inequalities:
⎧⎨
⎩
c(5.14)(Aη1−2γ−s + η1−2γ−s logη−1) 1,
c(5.17)(A−2−2μη−γ + T η1−2γ−s + T −1η−γ + η−γ ) 1,
c(5.18)ηs  1,
(5.19)
where c(5.14), c(5.17), and c(5.18) are the constants c in (5.14), (5.17), and (5.18), respectively.
Recall that the constants c(5.14), c(5.17), and c(5.18) depend only on μ, ‖K‖Kμ , and γ . To see that
such choice of A, T , s, , and η is, in fact, possible, we take s > 0 so small that s < 1/10 and
2γ + s < 2/3 and set A = T = η−1/3 and  = η2γ . Then (5.5) and (5.19) are satisfied if only η
is sufficiently small. Notice that we can take A, T , s, , and η depending only on μ, ‖K‖Kμ ,
and γ .
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obtain (5.6) and (5.7) for all j ∈ N ∪ {0}.
Step 2. We shall obtain the estimate of f ∗Iμ,μ(θ). We assume 0  μ < ∞, K ∈ Kμ, and 0 <
σ < γ < 1/3. Throughout this step, c denotes various positive constants which depend only
on μ, ‖K‖Kμ, γ , and σ . All the implicit constants involved in the relations , , and ≈ also
depend only on these parameters.
We fix a θ ∈ (0,π/2] and an f ∈ L12μ which satisfies the moment condition (3.1). We write
W+(φ) = W+μ,μ(K,f )(φ) and
J (g) =
π∫
0
g(φ)(sinφ)2μf (φ)dφ.
Recall that f ∗Iμ,μ(θ) is the sup of |J (g)| over all g ∈ S2μ(θ) =
⋃{S2μ(δ, θ) | 0 < δ < θ}.
Let 0 < δ < θ and g ∈ S2μ(δ, θ). Let gj , hj , and vj be the functions given in Step 1. We
have (5.6) and (5.8). If we write ≡ to denote the equivalence relation that the difference of two
functions are of the form a + b cosφ, we have, for every n ∈ N,
g = g0 ≡ h0 = v0 + g1 ≡ v0 + h1 = v0 + v1 + g2
≡ · · · ≡ v0 + v1 + · · · + vn + gn+1.
Hence, since f satisfies the moment condition (3.1),
J (g) =
n∑
j=0
J (vj )+ J (gn+1).
By (5.6),
∣∣J (gn+1)(θ)∣∣ cη(n+1)γ
π∫
0
G(φ)(sinφ)2μ
∣∣f (φ)∣∣dφ,
which implies that J (gn+1) → 0 as n → ∞ since the integral on the right-hand side is finite by
virtue of the assumption f ∈ L12μ. Thus
J (g) =
∞∑
j=0
J (vj ).
For each J (vj ), we have
J (vj ) =
∑
k
( ∫
Ej,k
hj (ξ)(sin ξ)2μ dξ
)
J
(
K
(
δηj+1, yj,k, ·
))
=
∑
k
( ∫
E
hj (ξ)(sin ξ)2μ dξ
)
Wμ,μ(K,f )
(
δηj+1, yj,k
)
j,k
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∣∣J (vj )∣∣ c∑
k
mj,kW
+(yj,k)
with
mj,k = ηjγ
∫
Ej,k
G(ξ)(sin ξ)2μ dξ. (5.20)
Thus
∣∣J (g)∣∣ c ∞∑
j=0
∑
k
mj,kW
+(yj,k).
Since yj,k ∈ Bj,k can be taken arbitrarily, we finally obtain
∣∣J (g)∣∣ c ∞∑
j=0
∑
k
mj,k inf
{
W+(y)
∣∣ y ∈ Bj,k}. (5.21)
We shall show that the measure λδ on (0,π) defined by
dλδ(φ) =
(
δ−γ min
{
d(φ), δ
}γ−σ
G(φ)(sinφ)2μ
)1/(1+σ)
dφ (5.22)
satisfies ∑
j, k
mj,k1
{
xj,k ∈ B(x,3h), δηj+1 < 2h
}
 cλδ
(
B(x,h)
)1+σ (5.23)
for all B(x,h) of the form B(x,h) = Bj0,k0 . By the same reason as in the proof of Proposition 4.4,
it is sufficient to check (5.23) for those x ∈ (0,π) and h ∈ (0,∞) which satisfy
d(x) > 20h and h < δ/100.
Suppose (x,h) satisfies this condition. As we have seen in the proof of Proposition 4.4, if xj,k ∈
B(x,3h) and δηj+1 < 2h, then Ej,k ⊂ Bj,k ⊂ B(x,5h). Also notice that
sin ξ ≈ sinx and G(ξ) ≈ G(x) for ξ ∈ B(x,5h)
with the constants in ≈ being c(μ). Thus
∑
j, k
1
{
xj,k ∈ B(x,3h), δηj+1 < 2h
}
mj,k

∑
j
1
{
δηj+1 < 2h
}
ηjγ
∫
G(ξ)(sin ξ)2μ dξB(x,5h)
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 δ−γ min
{
δ, d(x)
}γ−σ
G(x)(sinx)2μh1+σ ≈ λδ
(
B(x,h)
)1+σ
,
which proves (5.23).
From (5.21)–(5.23), using Lemma 2.6, we obtain
∣∣J (g)∣∣
( π∫
0
W+(φ)1/(1+σ) dλδ(φ)
)1+σ
=
[ π∫
0
{
δ−γ min
{
d(φ), δ
}γ−σ
G(φ)(sinφ)2μW+(φ)
}1/(1+σ)
dφ
]1+σ
≈
[ δ/10∫
0
{
δ−γ φγ−σ · δθ−2−2μ · φ2μW+(φ)}1/(1+σ) dφ
]1+σ
+
[ 9θ/10∫
δ/10
{
δ−σ · δθ−2−2μ · φ2μW+(φ)}1/(1+σ) dφ
]1+σ
+
[ 11θ/10∫
9θ/10
{
δ−σ · θ−2μδ−1(1 + δ−1|θ − φ|)−2 · θ2μW+(φ)}1/(1+σ) dφ
]1+σ
+
[ 9π/10∫
11θ/10
{
δ−σ · δθ−2−2μ · φ2μW+(φ)}1/(1+σ) dφ
]1+σ
+
[ π−δ/10∫
9π/10
{
δ−σ · δθ−2−2μ · (π − φ)2μW+(φ)}1/(1+σ) dφ
]1+σ
+
[ π∫
π−δ/10
{
δ−γ (π − φ)γ−σ · δθ−2−2μ · (π − φ)2μW+(φ)}1/(1+σ) dφ
]1+σ
= I + II + III + IV + V + VI, say.
Taking sup over g ∈ S2μ(δ, θ), 0 < δ < θ , we obtain
f ∗Iμ,μ(θ) = sup
∣∣J (g)∣∣ sup
0<δ<θ
{I + II + III + IV + V + VI}.
We shall estimate the sup of I, . . . ,VI over δ ∈ (0, θ). Since I, IV, and VI are increasing with
respect to δ, we easily see that
sup I F1(θ), sup IV = F3(θ), sup VI = F5(θ).
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II θ−2−2μ
[ 9θ/10∫
0
{
φ1−σ+2μW+(φ)
}1/(1+σ)
dφ
]1+σ
 F1(θ).
Since 2/(1 + σ) > 1, we have sup III  F2(θ) (cf. the estimate of III in Step 2 of the proof of
Proposition 4.4). For φ in the range of integration of V, we have δ min{θ,π − φ}, from which
we see
sup V θ−1−σ−2μ
[ π−θ/10∫
9π/10
{
(π − φ)2μW+(φ)}1/(1+σ) dφ
]1+σ
+ θ−2−2μ
[ π∫
π−θ/10
{
(π − φ)1−σ+2μW+(φ)}1/(1+σ) dφ
]1+σ
 F4(θ)+ F5(θ).
Putting together these estimates, we obtain the estimate of f ∗Iμ,μ(θ) as claimed in the proposition.
This completes the proof of Proposition 5.2. 
6. Proof of Theorems 1.6 and 1.7
Theorems 1.6 and 1.7 can be easily derived from Propositions 3.2, 4.3, and 5.1 once some
basic estimates for the kernels of the operators f → U and f˜ → V are known. These kernels are
written by the Poisson kernel which is defined below.
Definition 6.1. For λ ∈ (0,∞), the Poisson kernel Pλ(r, θ,φ), r ∈ (0,1), θ,φ ∈ (0,π), is defined
by
Pλ(r, θ,φ) =
∞∑
n=0
rn
(
u(λ)n
)2
P (λ)n (cos θ)P
(λ)
n (cosφ). (6.1)
The above series converge uniformly in r ∈ (0,1 − ) and θ, φ ∈ (0,π) for each  ∈ (0,1).
This can be seen from the fact that u(λ)n = O(n1−λ) and ‖P (λ)n (cosφ)‖L∞ = O(n2λ−1) (see [15,
(7.33.1)]).
Let λ ∈ (0,∞) and let f, f˜ , U , and V be as mentioned in Definition 1.3. By the orthonor-
mality of {u(λ)n P (λ)n (cos θ)} in L22λ, we immediately see the following:
U
(
reiθ
)=
π∫
0
Pλ(r, θ,φ)(sinφ)2λf (φ)dφ, (6.2)
V
(
reiθ
)=
π∫
r(sin θ)P λ+1(r, θ,φ)(sinφ)2λ+1f˜ (φ) dφ. (6.3)0
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Pλ(r, θ,φ) = λ(1 − r
2)
π
π∫
0
(sin t)2λ−1
D(r, θ,φ, t)λ+1
dt, (6.4)
where
D(r, θ,φ, t) = 1 − 2r(cos θ cosφ + sin θ sinφ cos t)+ r2. (6.5)
This formula is due to Watson [18].
In order to estimate Pλ(r, θ,φ) and its derivatives, we use the following lemma.
Lemma 6.2.
(a) For r = 1 − δ ∈ (0,1) and θ, φ, t ∈ (0,π),
0 <D(r, θ,φ, t) ≈ δ2 + |θ − φ|2 + t2 sin θ sinφ.
(b) If α1, α2, and β are real numbers satisfying α1 > −1 and −1 < α1 + α2 < 2β − 1, then
π∫
0
(sin t)α1 tα2
D(r, θ,φ, t)β
dt ≈ (δ + |θ − φ|)α1+α2+1−2β(δ + |θ − φ| + sin θ)−α1−α2−1
for r = 1 − δ ∈ (0,1) and θ, φ ∈ (0,π), with the constants involved in ≈ being c(α1, α2, β).
Proof. (a) This can be immediately seen from the equality
D(r, θ,φ, t) = (1 − r)2 + 4r sin2((θ − φ)/2)+ 4r sin θ sinφ sin2(t/2).
(b) We write the integral of (b) as I . By (a), we have
I ≈
π/2∫
0
tα1+α2
{δ + |θ − φ| + t (sin θ sinφ)1/2}2β dt +
π∫
π/2
(π − t)α1
{δ + |θ − φ| + (sin θ sinφ)1/2}2β dt
= I1 + I2, say.
Since α1 > −1,
I2 ≈ 1{δ + |θ − φ| + (sin θ sinφ)1/2}2β ≈
π/2∫
π/4
tα1+α2
{δ + |θ − φ| + t (sin θ sinφ)1/2}2β dt
 I1.
Thus I ≈ I1.
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I1 =
π/2∫
0
tα
(A+ tB)2β dt.
If A B , then
I1 ≈
A/B∫
0
tα
A2β
dt +
π/2∫
A/B
tα
(tB)2β
dt ≈ Aα+1−2βB−α−1,
where the latter ≈ holds because −1 < α < 2β − 1. If A>B , then
I1 ≈
π/2∫
0
tα
A2β
dt ≈ A−2β = Aα+1−2β ·A−α−1.
Combining the two estimates, we have
I1 ≈ Aα+1−2β(A+B)−α−1 =
(
δ + |θ − φ|)α+1−2β{δ + |θ − φ| + (sin θ sinφ)1/2}−α−1.
Thus the desired estimate follows if we prove
|θ − φ| + (sin θ sinφ)1/2 ≈ |θ − φ| + sin θ. (6.6)
If |θ − φ|  (1/2) sin θ , then sin θ ≈ sinφ and (6.6) holds. If |θ − φ| > (1/2) sin θ , then
sinφ  sin θ + |θ − φ|  |θ − φ| and hence (6.6) holds again since both sides are ≈ |θ − φ|.
This completes the proof of Lemma 6.2. 
Proposition 6.3. Let λ ∈ (0,∞). Then the following hold for r = 1−δ ∈ (0,1) and θ, φ ∈ (0,π).
(a) ∫ π0 Pλ(r, ξ,φ)(sin ξ)2λ dξ = 1.
(b) 0 <Pλ(r, θ,φ) ≈ δ−1(1+δ−1|θ −φ|)−2(δ+|θ −φ|+ sin θ)−2λ with the constants involved
in ≈ being c(λ).
(c) ∣∣ ∂P λ(r,θ,φ)
∂θ
∣∣+ ∣∣ ∂P λ(r,θ,φ)
∂φ
∣∣ c(λ)δ−2(1 + δ−1|θ − φ|)−3(δ + |θ − φ| + sin θ)−2λ.
Proof. (a) This follows from (6.1) by term by term integration since the functions u(λ)n P (λ)n (cos θ)
are orthonormal in L22λ and P
(λ)
0 (cos θ) = 1.
(b) This can be immediately seen by the application of Lemma 6.2(b) to (6.4).
(c) We write D = D(r, θ,φ, t). We have∣∣∣∣∂D∂θ
∣∣∣∣= ∣∣2r{sin(θ − φ)+ cos θ sinφ(1 − cos t)}∣∣ 2|θ − φ| + (sinφ)t2.
Hence, using (6.4) and Lemma 6.2(b), we see that
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∣∣∣∣=
∣∣∣∣λ(−λ− 1)(1 − r2)π
π∫
0
(sin t)2λ−1(∂D/∂θ)
Dλ+2
dt
∣∣∣∣
 δ|θ − φ|
π∫
0
(sin t)2λ−1
Dλ+2
dt + δ sinφ
π∫
0
(sin t)2λ−1t2
Dλ+2
dt
≈ δ|θ − φ|(δ + |θ − φ|)−4(δ + |θ − φ| + sin θ)−2λ
+ δ(sinφ)(δ + |θ − φ|)−2(δ + |θ − φ| + sin θ)−2λ−2
 δ
(
δ + |θ − φ|)−3(δ + |θ − φ| + sin θ)−2λ.
We can prove the estimate of ∂P λ(r, θ,φ)/∂φ in the similar way by using
∣∣∣∣∂D∂φ
∣∣∣∣= ∣∣2r{− sin(θ − φ)+ sin θ cosφ(1 − cos t)}∣∣ 2|θ − φ| + (sin θ)t2.
Proposition 6.3 is proved. 
We now prove Theorems 1.6 and 1.7.
Proof of Theorem 1.6. (a) If θ, ξ ∈ (0,π) and r = 1 − δ ∈ (0,1) satisfy |θ − ξ | < βδ and
δ < αd(θ), then, by Proposition 6.3(b) and (c), we see that
c(λ,α,β)−1Pλ(r, ξ, ·) ∈ S2λ(δ, θ).
This and the formula (6.2) imply
U+α (θ)U∗α,β(θ) c(λ,α,β)f ∗Iλ,λ(θ).
Hence the desired quasinorm inequalities follow from Proposition 3.2(c) with μ = λ and a = 2λ.
(Notice that L22λ ⊂ H 12λ.)
(b) If θ, ξ , and r = 1 − δ satisfy the same conditions as in (a), then, by Proposition 6.3(b)
and (c), we see that
c(λ,α,β)−1Pλ+1(r, ξ, ·) ∈ S2(λ+1)(δ, θ).
This and the formula (6.3) imply
V +α (θ) V ∗α,β(θ) c(λ,α,β)f˜ ∗Iλ+1,λ(θ).
Hence the desired quasinorm inequalities follow from Proposition 3.2(b) with μ = λ + 1
and a = 2λ. (Notice that L2 ⊂ H 1 ⊂ H 1 .) This completes the proof of Theorem 1.6. 2λ 2λ 2λ+1
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is sufficient to consider the case α < 1/π . For μ ∈ (0,∞), δ ∈ (0,π/2), and θ, φ ∈ (0,π), we
define
Kμ(δ, θ,φ) = Pμ(1 − αδ, θ,φ).
By Proposition 6.3, we see that Kμ ∈Kμ and ‖Kμ‖Kμ  c(μ,α).
(a) From (6.2) and from Definitions 1.5 and 4.2, we see that
W+λ,λ
(
Kλ,f
)
(θ) = U+α (θ).
Hence the desired quasinorm inequality follows from Proposition 5.1 with μ = λ and a = 2λ.
(b) From (6.3) and from Definitions 1.5 and 4.2, we see that
W+λ+1,λ
(
Kλ+1, f˜
)
(θ) 2V +α (θ).
(The factor 2 comes from the fact that r = 1 − αδ > 1 − απ/2 > 1/2.) The desired quasinorm
inequality follows from Proposition 4.3 with μ = λ + 1 and a = 2λ. (Notice that L22λ ⊂ L12λ ⊂
L1−1/3+2λ+1.) This completes the proof of Theorem 1.7. 
Remark 6.4. In the above proofs of Theorems 1.6 and 1.7, we used the estimate∣∣∣∣∂Pμ(r, θ,φ)∂θ
∣∣∣∣+
∣∣∣∣∂Pμ(r, θ,φ)∂φ
∣∣∣∣ c(μ)δ−2(1 + δ−1|θ − φ|)−2ρ(θ,φ)−2μ,
whereas Proposition 6.3(c), in fact, gives the stronger estimate with (1 + δ−1|θ −φ|)−2 replaced
by (1 + δ−1|θ −φ|)−3. There may be a way to utilize this stronger estimate and relax the restric-
tions on p of Theorems 1.6 and 1.7.
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