The Barzilai-Borwein (BB) gradient method is favourable over the classical steepest descent method both in theory and in real computations. This method takes a 'fixed' step size rather than following a set of line search rules to ensure convergence. Along this line, we present a new approach for the two-point approximation to the quasi-Newton equation within the BB framework on the basis of a well-known least change result for the Davidon-Fletcher-Powell update and propose a new gradient method that belongs to the same class of BB gradient method in which the line search procedure is replaced by a fixed step size. Some preliminary numerical results suggest that improvements have been achieved.
Introduction
The steepest descent (SD) method, which can be traced back to Cauchy [4] , is perhaps the simplest gradient method for an unconstrained optimization:
where f (x) is a continuous differentiable function in R n . The SD method selects a new iterate point x k+1 from the current iterate point x k through
where g k = g(x k ) = f (x k ) is the gradient vector of f (x) at x k and λ k > 0 is the step size. The step size λ k can be obtained by an exact line search or by some line search conditions, such as Goldstein [9] conditions or Wolfe [16] conditions. The SD method proved to be quite effective for very well-conditioned functions, but for slightly poor-conditioned functions, the method is excessively slow, thus being of no practical value. Even for quadratic functions, the SD method with an exact line search behaves increasingly badly when the conditioning number of the matrix deteriorates. On the other hand, the storage requirements for the SD method are minimal (3n locations for a n-dimensional problem).
In 1988, Barzilai and Borwein [2] proposed a new gradient method (BB method) that uses a different strategy for choosing the step size. This is based on an interpretation of the quasi-Newton methods in a very simple manner. Their main idea is to regard the matrix D k+1 = (1/λ k )I as some approximation to the Hessian 2 f (x k ) in the iteration
and then impose the quasi-Newton property on D k+1 . In order to force the matrix D k+1 having certain quasi-Newton property, it is sensible to let D k+1 satisfy either min D k+1 s k − y k 2 (4) or
where s k = x k − x k−1 and y k = g k − g k−1 , because in a quasi-Newton method we have that
and the quasi-Newton matrix B k+1 satisfies the quasi-Newton equation
or
Solving Equations (4) and (5), respectively, yields two λ k+1 :
and
In practice, choice (10) has been shown to be more efficient than Equation (9) [7] . BB showed that the method (3) with D k+1 = (1/λ k+1 )I and λ k+1 given by Equation (10) converges R superlinearly for two-dimensional convex quadratics. The BB-like method has now received quite a number of attention in the optimization community (e.g. see [5] [6] [7] 13, 17] and the references therein). The purpose of this paper is to present a new approximation to the inverse Hessian, within the BB scheme, which belongs to a class of gradient methods that do not require linear searches to obtain the step sizes. The property of not requiring linear searches is a very important one for much of the efforts expended by optimization methods and is often spent on these one-dimensional minimizations for obtaining the optimal step size. The gradient method that we shall consider uses a two-point approximation to the inverse Hessian. The main motivation underlying such an approach is to capture the second-order properties of the quasi-Newton method while avoiding the expensive storage requirement of a matrix. This becomes advantageous for large-scale problems when storage is at premium.
A new two-point approximation to the inverse Hessian
In this section, we assume that the objective function is a strictly convex quadratic function
where A is n × n symmetric and positive-definite. Without loss of generality, we assume that A has distinct eigenvalues
and that the components of the gradient g i 1 = 0 for all i = 1, 2, . . . , n. An analysis by Fletcher [7] pointed out that if on any iteration λ BB2
k is close to ξ 1 then the ratio of |g (n) k+1 |/|g (n) k | can approach (ξ n /ξ 1 ) − 1. Thus, even for a strictly convex quadratic, the potential for non-monotonic behaviour in the sequences {f (x k )} and { g k 2 } and the extent of the non-monotonicity depend in some way on the size of the condition number of A. On the other hand, if λ BB2 k is close to ξ n , then all the g (i) decrease in modulus, but the change in g (1) is negligible if the condition number is large. Moreover, small values of λ BB2 k tend to diminish the components |g (i) | for small i and hence enhance the relative contribution of components for large i. This leads to large values of λ BB2 k on a subsequent iteration. The BB method, being a fixed step size gradient method which does not permit non-monotonic steps or which limit their effect, is only able to remove these small components slowly, and hence may suffer from slow convergence. Thus, it is reasonable to propose a variable 'step size' gradient method to compensate this shortcoming of the BB method. The basic idea is to construct a new two-point approximation of the inverse Hessian within the BB scheme to replace the current approximation D −1 k = λ BB k I . The details are as follows. Let Q −1 k be the new approximation to the inverse Hessian. For a quadratic case, a nice convergence proof is given by Raydan [13] in which if ξ n < 2ξ 1 , the BB method converges R linearly. Hence, it is reasonable to add only a 'smallest' possible correction E to D −1 k in seeking the new approximation to the Hessian. A 'smallest' correction can also encourage stability in terms of growth error and condition number. While Q −1 k = D −1 k + E k is approximating the inverse Hessian, it must satisfy the quasi-Newton equation (7) , which translates, for E k , into
The Hessian, being the matrix of second derivatives, must be symmetric. Thus, E k must be symmetric too, so we must have the additional condition:
Now, we wish to find a matrix E k which satisfies these constraints and which is 'smallest', in the sense of some norm. A quadratic norm is the only one which can lead to a linear necessary condition on E k , so we choose the generalized quadratic (Frobenius) norm
where M is symmetric and positive-definite. We state the following result. 
solves the minimization problem
where M is a symmetric and positive-definite matrix satisfying
Proof For the sake of simplicity, we will temporarily ignore the index k. We construct the Lagrange function to be made stationary:
where μ ∈ R n and ν ∈ R n×n are the Lagrange multipliers. The necessary conditions for E, μ and ν to be optimal are obtained by differentiating Equation (17) with respect to these variables in turn and letting these differentiations equal to zero. The last two differentiations yield back the constraints (16), but we obtain a new relation
First, multiplying both sides of Equation (18) by M yields
and its transposition
Subtracting Equation (19) from Equation (20), re-multiplying M −1 to both sides of the resulting equation and applying the constraint E T − E = 0, we obtain 
Using Equation (22) and the constraint s = Ey + λ BB y, we have
It follows from Equation (22) that
Finally, substituting this in Equation (22) and restoring the index k give Equation (15).
Theorem 2.1 is motivated by the well-known result of Greenstadt [10] , and later Goldfarb [8] used the same variational approach and the choice for M as stated in the theorem to yield the Davidon-Fletcher-Powell (DFP) update. Note that E * k is essentially a DFP correction updated from λ k I .
The new two-point approximation for the inverse Hessian is then given by
Note that if y T k−1 s k−1 > 0, then for any u ∈ R n , we obtain
It follows from the Cauchy-Schwarz inequality that
It is interesting to note that with a careful selection on λ k , s and y, one can translate the search direction
where Q −1 k is given by Equation (26) in the direction of a conjugate gradient. For instance, if
it can be observed that the search direction (28) becomes
which is the conjugate direction of Birgin and Martìnez [3] . In addition, if λ k = 1 is chosen, Equation (29) reduces to the direction considered by Perry [12] . Furthermore, if an exact line search is used such that g T k s k−1 = 0, then Equation (29) is reduced to the Hestenes and Stiefel [11] search direction.
Finally, we give our new gradient method.
DFP-BB Algorithm:
Typically, a BB algorithm with D −1 k is replaced by Q −1 k and the new update formula for k ≥ 1 (we let Q −1 1 = I ) becomes
which requires only O(n) locations for a n-dimensional problem.
Convergence analysis
For the analysis of this section, we make the following assumptions about the objective function f . 
for all z ∈ R n and all x ∈ D.
Before we proceed further, by observing the updating scheme (26), one can see that Q −1 k is updated from λ k I by the addition of two rank-one matrices. Hence, the interlocking eigenvalue theorem of Wilkinson [15, pp. 94-98] states that the eigenvalues of a matrix which is updated from a rank-one matrix interlace with the eigenvalues of the original matrix. Based on this fact, we have the following result. Lemma 3.2 Let Q −1 k be defined by Equation (26) and its corresponding eigenvalues are given by
Proof First we consider the matrix
with rank n − 1. Using the interlocking eigenvalue theorem, it is easy to see thatQ −1 k , besides zero eigenvalue, has one more eigenvalue equals to λ k of multiplicity n − 1. Since Q −1 k is exactly the matrix with an additional term s k−1 s T k−1 /y T k−1 s k−1 onQ −1 k , we have
It is obvious that γ k,2 = · · · = γ k,n−1 = λ k and γ k,1 ≤ λ k ≤ γ k,n . Lemma 3.2 implies that Q −1 k has at most two distinct eigenvalues and one eigenvalue equal to λ k of multiplicity at least n − 2. Moreover, one can compute the trace and the determinant of Q −1 k easily by
Nevertheless, according to the mean-value theorem, we have y k−1 =Ḡ k s k−1 , whereḠ k = 1 0 ∇ 2 f (x k + ts k ) dt. Then, we can rewrite 1/λ BB k as
This implies that both 1/λ BB1 k and 1/λ BB2 k are the Rayleigh quotient ofḠ k with respect to s k−1 andḠ 1/2 k s k−1 , respectively. Hence, by Assumption 3.1, we yield the following: 
Proof First we show that using the Cauchy-Schwarz inequality (s T y) 2 ≤ (s T s)(y T y), one can easily see that
Now, note that from Lemma 3.2, we have that Q −1 k has at most two distinct eigenvalues γ k,1 and γ k,n with the rest of the eigenvalues equal to λ k . If γ k,1 = γ k,n , it follows that γ k,i = λ BB1 k or λ BB2 k , for all i = 1, 2, . . . , n. Consequently, by Lemma 3.2, the proof is completed. Hence, without loss of generality, we assume that γ k,1 = γ k,n . The characteristic polynomial of Q −1 k has the form
Using Equation (36), Equation (38) becomes
and similarly, we obtain
Using Lemma (3.3), we have the following result.
Lemma 3.4 Consider f (x), a function satisfying Assumption 3.1. Let {Q −1 k } be the sequence of matrices that is generated from the DFP-BB algorithm when the algorithm is applied to minimizing f . If
, and together with condition (42) implies that Equation (43) holds.
One can rearrange condition (42) as
(48)
Note that by Assumptions 3.1, we have that
Hence, it is possible to have the convergence result valid regardless of the condition of M if the ratio λ BB2 k /λ BB1 k is sufficiently close to 1.
Comparison with conjugate gradient method that without a line search
In this section, we study the convergence criteria for methods that the line search procedure is replaced by a fixed formula of step size. The methods that we consider here include the BB method, DFP-BB method and the CG-noLS method that is discussed by Sun and Zhang [14] :
(1) BB: As mentioned in Sections 2 and 3, BB method takes 1/λ BB k as the step size. The method is globally convergent if 1/λ BB k > M/2. (2) DFP-BB: DFP-BB method uses a unit step size. Convergence is guaranteed if
holds. (3) CG-noLS: For the convergence of this method, we let {B k } be a sequence of positive-definite matrices that carries some second-order information of the objective function. Assume that there exist ν min > 0 and ν max > 0 such that ν min z T z ≤ z T B k z ≤ ν max z T z for any z ∈ R n . The CG-noLS method uses the following step size formula:
where δ ∈ (0, ν min /μ) is chosen such that δμ/ν min < 1 and d k is the standard CG search direction defined by
In practical computation, the convergence criterion for all the above methods are often difficult to be verified, so we allow certain flexibility in our numerical experiments. In the simplest way, we accept a certain amount of non-descent steps.
Preliminary results are obtained by a MATLAB implementation of the three methods -BB, DFP-BB and PR-noLS algorithms:
• BB: The BB algorithm with λ BB1 k . • DFP-BB: The DFP-BB algorithm with λ BB1 k . • PR-noLS: The CG-noLS algorithm implements the updating scheme:
where α k is given by Equation (51) and d k is defined by Equation (52) 
We test the algorithms in solving a set of 23 strongly convex functions with a standard starting point. The description of these test problems can be found in [1] . The criterion for stopping these algorithms is
The table presents the number of iterations and the symbol -in the table -indicates that the method failed to converge within 1000 iterations. To avoid possible large amount of non-descent steps, we restart the algorithms if three successive non-descent steps are recorded.
From the results in Table 1 , we observe that in general the DFP-BB algorithm outperforms BB and PR-noLS algorithms in terms of iterations. For general strongly convex functions, DFP-BB algorithm works particularly well and PR-noLS algorithm performs poorly. This observation suggests that our choice of δ k within PR-noLS algorithm as constant is inappropriate and it causes non-descent in most cases. However, without information on the Lipschitz constant for gradients, we have no other alternatives. In addition, we can see that the DFP-BB algorithm generally requires near to no restart when compared with the other two methods. Probably, the most interesting outcome to emerge is that whenever an increase in function value is observed, it usually follows by a decrease in the function value. The possible explanation for this phenomenon is that when Equation (48) is violated, small values of λ BB2 k tend to reduce the components |g (i) | for small i and hence enhance the relative contribution of components for large i. This leads to large values of λ BB2 k that closer to M on a subsequent iteration. Since λ BB2 k ≤ λ BB1 k , the ratio λ BB2 k /λ BB1 k will be close to 1. This effect might cause slow convergence but does not affect the global convergence overall. However, further study in this aspect is recommended.
Conclusion
This paper proposed a simple approximation for the inverse Hessian using a least change approach. The usefulness of our approach within a fixed-step gradient-type algorithm has been fully demonstrated in the sense that our algorithm compares favourably with BB and CG methods, for nonlinear convex functions being an improvement of the classical gradient algorithm. Nonetheless, although this contribution presents the DFP-BB algorithm as a solver for convex minimization problems, this algorithm can be easily extended to a more general problem by incorporating some standard line search techniques. We plan to investigate the performance of our algorithm in this context in future.
