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ABSTRACT
This paper presents an approach to image analysis based on three photographic composition rules: Rule-of-Thirds, Zoom Rule
and Integrity Rule. These rules are commonly used by experienced photographers as an important step for creating attractive
photos. The proposed approach assumes there is only one person in the image and considers the use of a face detector to locate
the photograph’s main subject. The composition analysis computes a set of numerical measures from an input image. These
measures are then combined to produce an estimate for the overall composition quality. Experiments involving a subjective
evaluation by human observers have demonstrated promising results, given that some correlation has been observed between
labelling by expert users and the proposed automatic analysis in up to 85% of a test set of images.
Keywords: Photographic Composition Rules, Image Analysis, Image Classification.
1 INTRODUCTION
Photography is one of the most known and accessible
forms of art [Hed03a]. One consequence of the digi-
tal era is the drastic increase of the number of amateur
photographers, due to the ever decreasing costs of dig-
ital equipment, storage, publishing and home printing.
However, this phenomenon naturally leads to a need of
selecting the better photographs within larger sets.
Automatically identifying attractive or appealing
photographs in large image sets is a task that, according
to our literature review, is not extensively researched.
This is explained by the fact that it is not easy to
objectively detect elements that allow distinguishing
between attractive and non-attractive photographs.
Thus, the goal of this work is defined towards the
implementation of rules to assess the quality of a
photograph based on composition.
Although basic photographic techniques and princi-
ples have not changed much over the years, knowledge
of these techniques is not widespread. Photographic
composition rules can be seen as heuristics used by ex-
perienced photographers to emphasize the subject of a
photograph [Gri90a]. The subject is “what” or “who”
the photographer wants to show to the viewer. Previous
work show that, when evaluating the quality or appeal
of a photograph, people usually consider composition
as the most determinant feature [Sav00a]. Theoretical
Permission to make digital or hard copies of all or part of this
work for personal or classroom use is granted without fee provided
that copies are not made or distributed for profit or commercial
advantage and that copies bear this notice and the full citation on the
first page. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee.
WSCG 2010 conference proceedings, ISBN 80-903100-7-9
WSCG’2010, February 1 – February 4, 2010
Plzen, Czech Republic.
Copyright UNION Agency – Science Press
support has been provided for some composition rules.
The best known is the Gestalt’s Theory [Kof55a], that
explains how the human brain interprets the visual pat-
terns perceived by the eyes. Those patterns influence
perception and some may be used (in the case of Pho-
tography) to draw the viewer’s attention to the subject.
The goal of this work is to analyze images in order
to assess their overall quality in an objective way, ac-
cording to a set of pre-defined photographic composi-
tion rules. Three important rules are considered: Rule-
of-Thirds, Zoom and Integrity. Assuming that we are
dealing with images of people only, the relevant infor-
mation needed can be derived from the head and eyes
positions, located using existing detectors. Moreover,
within the scope of this work, we only consider images
with a single person as subject. Extensions of the pro-
posed approach to deal with group photographs is left
as future work.
A heterogeneous set of images was crawled from the
World Wide Web to be used in the experiments, so
that the rules could be tested with a large variety of
faces, poses, backgrounds and photographers. Those
images were labeled by volunteers as either attractive
or non-attractive according to their overall feeling about
the photograph. This set has been used in one of the
two experimental evaluations presented in the paper. A
second evaluation involved analyzing image collections
belonging to specific users, experts in photography, and
obtaining their opinion about the automatic classifica-
tion results.
Results show that a global measure based on photo-
graphic composition and obtained using the proposed
approach is aligned with human labeling of attractive
photographs in up to 85% of the images used for exper-
imentation, selected from the user’s own set of images.
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Next we describe some assumptions adopted in this
work. First, when we refer to the quality of a photo-
graph, this is not related to its low-level features such as
compression artifacts, resolution, among others. More-
over, the images used in the experiments have been cho-
sen so that they did not exhibit such low level quality
problems. The scope of this work is centred on the
analysis of the visual aspect of a photograph. The term
attractiveness is related to the way one may find a pho-
tograph more appealing than others. Finally, the quality
of the composition is related to the conformity to photo-
graphic composition rules, not necessarily to the more
abstract concept of an attractive photograph.
This paper is divided in the following sections. Sec-
tion 2 reviews some previous work related to automat-
ing photographic composition analysis. Section 3 de-
scribes the three rules that are part of the approach.
Section 4 discusses some processes for obtaining image
classification thresholds. Section 5 presents the experi-
ments performed to validate the proposed approach and
their corresponding results. Finally, Section 6 brings
final considerations and proposals for future work.
2 RELATED WORK
Banerjee and Evans [Ban04a] have developed a system
for automating some aspects of photography. Working
on a static image, the system implements a transforma-
tion that shifts the subject to a place that agrees with
the Rule-of-Thirds. They also considered embedding
their method into the camera, and defined automatic
methods for background blurring and merger mitiga-
tion [Ban07b].
The Robot Photographer by Byers et al. [Bye03a] is
one interesting example of autonomous photography.
This robot can detect subjects in a large indoor area,
where there are people. The composition rules used
are the Rule-of-Thirds, the empty space (requiring that
faces must occupy at least a third of the image), the no-
middle rule (not allowing a person at the image center)
and the edges rule (subject should not cross the photo-
graph edges). After performing composition, the pho-
tograph is taken and stored by the robot until it is trans-
ferred to a computer. This approach can be applied to
standing people only. According to the authors, the ac-
ceptance rate of the photographs autonomously taken
in an experiment was around 35% for a set of human
viewers.
Zhang et al. [Zha05a] present an approach for auto
cropping, with the main goal of correcting failures de-
tected in an image. The system works with three eval-
uation models: the composition model, the penalty
model and the conservative model. The subject is lo-
cated using face detectors. It proposes and implements
14 models of composition, to which each image is com-
pared. A voting scheme was used to analyze the final
corrected images, which gives the participants 3 op-
tions: good, acceptable and bad. A set of 100 images
is considered in the work. Results show that the rate
of images considered better than the original is 41%.
The work proposed by Zhang et al. differs from our
approach in the sense that they aim to enhance existing
photographs by means of image cropping whereas our
approach is designed to perform image analysis or clas-
sification. Moreover, their image evaluation was per-
formed differently in the sense it gave three options to
human viewers, what might have polarized the votes to
the middle option.
A recent effort by Santella et al. [San06a] also em-
phasizes the idea of image cropping, using the viewer
gaze movement to decide what are the image main
points of interest, with no need to maintain image ra-
tio. This approach is compared with a method that uses
the points obtained using visual attention mechanisms.
According to a voting experiment, the acceptance rate
is 58% greater when compared to the traditional method
of visual attention.
Datta et al. [Dat06a] present a computational ap-
proach to analyze the aesthetics of an image, using 15
metrics, from 56 initially considered. When using SVM
(Support Vector Machines) [Vap99a] to classify an im-
age by those metrics, a rate of 70.12% of agreement
with a subjective evaluation is reached. The approach
of Datta et al. [Dat06a] is similar to the one proposed in
this paper, since, in both cases, metrics are used to eval-
uate an image. However, Datta’s approach applies the
composition rules by analyzing image pixels, whereas
our approach uses higher-level information (face posi-
tion), which is more effective to images containing peo-
ple.
Ke et al. [Ke06a] propose a two-class photo clas-
sification. Photographs are classified as professional
and snapshot based on some semantic features, such as
the spatial distribution of edges, color distribution, hue
count, blur, contrast and brightness. The aim is classi-
fying images according to its quality in low quality or
high quality.
In another work, Song et al. [Son04a] propose a face
appeal model based on the size and position of each
face in the image. The face appeal was represented us-
ing a Gaussian Mixture Model, where each Gaussian
in the mixture corresponds roughly to one type of pho-
tographic style. In the approach proposed by Song et
al., the rules are extracted from a large dataset which
corresponds to the most of photographer’s style.
A negative aspect of the two latter approaches is that
they consider the spatial distribution of the ground truth
data. This might force the images look the same way
and allow common mistakes being considered as a de-
sired behavior. They may also require a meticulous
construction of the data set for dealing with social and
cultural issues.
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3 COMPOSITION RULES
Three rules were used in this work to analyze compo-
sition of a photograph: Rule-of-Thirds, Zoom Rule and
Integrity Rule. The first analyzes how close the center-
of-interest, i.e. the subject of the photograph, is to
any of the “points-of-thirds”. The second analyzes how
close to the subject the camera is. Finally, the last rule
verifies if the subject’s head is preserved in the photo.
Those rules are commonly used by most photogra-
phers, both amateur and professional. There are many
other possible rules, but we have chosen the three which
are considered the most relevant by the specialized pho-
tographic literature [Hur04a, Hed05b]. We believe that
the addition of more rules into our system will progres-
sively have a positive impact on the quality of the re-
sults, since each rule analyzes a photograph according
to different aspects.
The three chosen rules require detection of the sub-
ject position. We used the Rowley-Baluja-Kanade’s
face detector [Row98a, Row98b] to obtain the face co-
ordinates of the subject, from which the approximate
body position can be determined (assuming the subject
is not in any unusual pose).
To obtain a more precise evaluation of the Rule-of-
Thirds, we also used an eye detector, as eyes are the
center-of-interest of most portraits. The eyes coordi-
nates are detected using the approach proposed by Leite
et al. [Lei07a], which achieved an accuracy of 99.63%
using the Caltech image database [Weba]. The em-
ployed eye detection method outperformed other well
known approaches, such as the Machine Perception
Toolbox [Fas05a] and the Rowley-Baluja-Kanade eye
detector [Row98a].
3.1 Rule-Of-Thirds
The Rule-of-Thirds is a well known rule that is used to
verify how close to the “lines-of-thirds” (or their inter-
section, the points-of-thirds) is to subject. The lines of
thirds are two lines that divide the image in three equal
parts, both horizontally and vertically. Thus, the y co-
ordinates of the two horizontal lines of thirds are w3 and
2×w
3 , whereas the x coordinates of the two vertical lines
of thirds are h3 and
2×h
3 , where w and h are the image
width and height, respectively.
Photographers apply the Rule-of-Thirds to avoid
centralization of the subject, which may result in a too
static photograph. The term static photograph means
that it does not possess features that stimulate the
viewer to search the image for regions of interest, thus
resulting in an non-attractive image.
In portraits, eyes are the most adopted center-of-
interest for human subjects. It is accepted that the ideal
positioning of the subject center-of-interest is on any of
the points of thirds. Figure 1 shows a portrait where the
eyes are correctly positioned, according with the Rule-
of-Thirds.
Figure 1: Rule-of-Thirds: One eye is on one of the four
points of thirds, while the other is on a line-of-third.
In order to verify the Rule-of-Thirds, eight distances
are calculated, forming the set ℑ, which corresponds to
the Euclidean distances of each subject eye to each of
the four points-of-thirds. The smallest of those eight
distances (s) is then selected as shown in Equation 1.
s= d ∈ ℑ∧@c ∈ ℑ | c< d (1)
The maximum distance (m) from any image point to
the nearest point of thirds is given by Equation 2. This
value corresponds to the distance from any image cor-
ner to its nearest point of thirds. In Equation 2, w is the






A normalized distance (called n) is defined in Equa-
tion 3, assuming values within the interval [-1..1].
n= 1− (2× s
m
) (3)
If n = 1 in Equation 3, then a perfect match between
the center-of-interest and one of the points-of-third is
achieved, while n = −1 indicates a poor subject posi-
tioning.
3.2 Zoom Rule
The Zoom Rule analyses the relative face size within an
image, with regards to the total image size. Once face
position and dimensions are known, the face to image
ratio can be computed.
We use Equation 4 to evaluate the parameter f which




Although the face detector used in this approach re-
turns equal values for face height and width, face height
should be used for other face detectors since heads are
taller than wider. Other approaches are also possible,
like the ratio between face area and image area, as well
as the face to image widths ratio.
The proportions between head height and head width
can be obtained from anthropometric measures. Al-
though not every measure is formally proved (since
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they only represent the proportions of part of the pop-
ulation), they are widely used by industrial designers,
artists (such as painters) and anatomists to estimate the
size of human body parts from known proportions. In
this work, some anthropometric measures have been
adopted, e.g. the ratio between the human head height
and width is approximately 1.5. Once the eyes have
been located, the distance between them allows obtain-
ing the head width and, consequently, the head height.
The Zoom Rule, evaluated using Equation 4 should
produce values within the interval -1 to 1. However, too
much zoom may cause the face coordinates to exceed
image borders, resulting in values greater than 1. In
those cases the value of f is clipped to 1.
It is not easy to define adequate values of zoom. For
many situations, a face close-up photograph is desir-
able and produces a result as good as a full body shot.
Therefore, there is not, roughly speaking, an inadequate
zoom value. In this work, we consider that if the subject
is too far from the camera (consequently small in the
photograph) he or she becomes part of the background.
Excessive zoom may also be harmful to composition as
it restricts the photograph to the subject face expression
only. It also may show face imperfections, which is not
desirable in most cases. Thus, the interval used -1 to 1 is
not proportional to zoom quality, being just a measure.
3.3 Integrity Rule
The Integrity Rule is used to detect if body parts of
the subject have been chopped out of the photographs.
Although this chopping may be tolerated to some de-
gree, it is usually desirable that parts like face, eyes and
sometimes the arms and hands be preserved, otherwise
the composition of the photograph cannot be consid-
ered good.
In the present work, we opted for analyzing the in-
tegrity of the head, which is essential in any photo-
graph containing people. Head width (o) is evaluated by
Equation 5, where e is the distance between the points
that define the center-of-eyes.
o= 1.2× e (5)
Similarly, head height (p) is defined by Equation 6:
p= 1.5×o (6)
The concept of integrity has been expressed as the ra-
tio between the chopped out head area (t) and the total
head area (u). The parameter t is evaluated by Equa-
tion 9, using the results of Equations 7 and 8. Two types
of integrity violation are considered, one that chops out
the top of the head (expressed by q, Equation 7) and
the other that chops out the side of the head (expressed
by r, Equation 8). The coordinates (x1,y1) and (x2,y2),
represent the upper left and lower right vertices of the
head bounding rectangle, respectively. This evaluation
is possible, since most of face detectors return coordi-
nates out of the bounds of the image (i.e. negative val-
ues or coordinates greater than image width or height)




if y1 < 0;
o× (y2−h),






if x1 < 0;
p× (x2−w),
if x2 > w;
0, otherwise.
(8)
t = q+ r (9)
u, the total area of the head, is defined by Equa-
tion 10.
u= o× p (10)
Finally, Equation 11 shows how integrity is evalu-
ated. The face detector used in this work [Row98a,
Row98b] does not define a maximum allowed occlu-
sion level, however, experiments show that up to 50%
of face occlusion can be tolerated in extreme situations.
That is why we consider only 50% of full head area (u)
in Equation 11, obtaining a value between -1 and 1 for
integrity. It is possible, although not common, that the
face detector correctly detects a face that is more than
50% occluded. Therefore, the maximum allowed in-
tegrity value (i) is clipped to 1, to avoid values outside
the defined range.
i= 1− (2× t
0.5×u ) (11)
Figure 2 illustrates a situation where both the top and
one side of the head have been chopped out. In this
case, integrity violation results from y1 being smaller
than 0 and x2 greater than the width of the image. In the
latter situation (and in other similar cases) the value of
head width o must be added to the value of the chopped
areas intersection t, which is subtracted twice at the
equations defined above. For simplicity, this sum will
be omitted.
4 THRESHOLD DETERMINATION
In our literature review, we could not find an objective
method to evaluate the overall quality of photographs.
This kind of assessment is usually done subjectively.
Since there are several different ways to acquire and
analyze a photograph, the problem scope needs to be
defined. In this work we assume photographs that have
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Figure 2: Integrity violation : top and side of the head
chopped out.
one person only, whose face and eyes have been cor-
rectly detected by algorithms of face and eyes detection.
The person is the photo’s main subject. An incorrect de-
tection happens when the face bounding box is greatly
wider or narrower than the face or if any of the eyes
is incorrectly detected. We did not consider paintings,
drawings or post processed photographs in our exper-
iments. Finally, only photographs with the subject at
an upright position posing to the camera have been al-
lowed in the image sets.
4.1 Building the Image Set
To the best of our knowledge, there is no publicly avail-
able image database labeled considering photographic
composition rules. Therefore, in order to conduct our
experiments an image set had to be acquired and la-
beled.
Firstly, images were downloaded from the World
Wide Web, using a web crawler configured to download
only photographs containing people. Several web sites
of free photograph publishing were used as source of
professional and consumer photographs, such as Flickr
and DPChallenge.com. However, since part of the con-
structed image set is under copyright protection, it was
not possible to provide a permanent link to it.
After downloading more than 2000 photographs, a
face detector was used to filter those with only one face.
Since the face detector sometimes fails (false detection,
rejection or imprecision in location), the filtered im-
ages had to be manually examined and selected. The
goal was to decouple the performance of the whole sys-
tem from that of the face detector. Photographs which
presented false detections or rejections were both dis-
carded. The images that did not meet the scope require-
ments have also been discarded.
The decision to work with single person only has the
benefit of considerably simplifying the problem, given
the composition rules we are using are not well defined
for groups in the photography literature. On the other
hand, this imposes a restriction to the image set. We are
currently developing additional rules for dealing with
images containing more than one person.
In total, 417 images were used in the labeling pro-
cess. Two photography experts participated in the la-
beling processes. A total of 65 out of 417 images were
classified as attractive and the remaining 352 were con-
sidered non-attractive. The resulting image sets were
carefully analyzed by a third expert.
4.2 Obtaining Thresholds
After the labeling process, two methods were used for
obtaining classification thresholds: the first method is
an automatic approach, whereas the second method
needs user human interaction.
First Method This method uses a Neural Network
to learn thresholds so that the test set images could be
correctly classified as good or bad. A MLP Neural
Network with the standard Back-Propagation algorithm
was used to this goal.
A set of 126 images (half labeled as good and half
labeled as bad) was used for the training The number
of neurons in the hidden layer and the number of cy-
cles has been systematically varied. For each set of pa-
rameters, the network has been trained 10 times (with
different weight initializations) - the best network was
then chosen from this set. The average correct classifi-
cation rate for this best network was 95% with standard
deviation of 4.11. This network had 64 hidden neurons,
GL5 1, 10,000 cycles as stop criteria and 0.001 as the
learning step.
Second Method This approach consisted of classi-
fying the photographs using the values obtained from
the composition rules, according to all possible com-
binations of threshold values. All thresholds were var-
ied from -1 to 1 in steps of 0.5. The step of 0.5 was
chosen for minimizing the time needed for each user
to evaluate an image set. In total, there are 250 possi-
ble combinations, when varying thresholds for all three
composition rules and considering that the Zoom Rule
requires two thresholds (lower and upper bounds). All
250 sets of images were analyzed, in order to choose
the best one. The strategy chosen to ease this task was
to analyze groups of ten sets of images at a time, choose
the best group and finally select the best set from that
group.
The resulting sets were analyzed to decide which of
them contained the best images. The set chosen as the
best indicates the thresholds that are most adequate to a
specific user. The threshold values used were too re-
strictive in most cases, resulting in 191 sets with all
images labeled as non-attractive, 12 groups where all
images were classified as attractive, other 4 sets are ex-
tremly unbalanced. The first 207 sets are discarded re-
sulting in 43 sets. Further analysis indicated the best
image set and, consequently, the best set of thresholds.
Some specific results are discussed in Section 5.2. In
this setup, one set of thresholds was eventually deter-
mined as the best, but a possible approach is to select a
1 Criterion to stop training when the objective function for a given set
of weights produces error greater than 5% comparing to the best set
of weights obtained so far.
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small amount of acceptable sets from which the thresh-
olds can be extracted. Table 1 shows the thresholds ob-
tained for this method and the previous one. An image
is labeled as good when obtained values for each rule
are greater or equal the indicated threshold.
Method Thirds Zoom Integrity
1 - Neural Network 0.70 -0.73 0.50
2 - Human Evaluation 0.00 -0.50 0.00
Table 1: Thresholds obtained.
4.3 Threshold analysis
The defined thresholds were analyzed by a group of
volunteers to verify if the image set classified with
those thresholds are representative. The first exper-
iment presented 126 photographs to the participants
without identifying which ones were classified as good
composition aspect according to the defined threshold.
Sixty people contributed to this experiment. The par-
ticipants agreed with 60% of the image set labels. The
labels were obtained by combining both methods using
a logical AND.
This experiment considered an image set for which
the contributors were not necessarily familiarized with.
This fact might interfere with the capability of per-
forming good judgment of some viewers. For instance,
one may find a particular face, place or circumstance
non-attractive and unconsciously vote the composition
based on this feeling.
5 EXPERIMENTS AND RESULTS
The experiments described in this section were per-
formed to analyze composition considering an image
set known by the human participant. The goal is to val-
idate both thresholds obtained in the previous section
and evaluate the overall performance of the proposed
approach.
5.1 Evaluating on Specific Image Sets
In order to evaluate the composition analysis in a
different way and minimize the problem described
in Section 4.3, some restrictions were imposed: (i)
each contributor analyzed their own photographs, (ii)
photographs are of a single event, (iii) photographs
must contain exactly one person, and (iv) the face
detector performed correctly.
By using only participants own photographs, it is
possible to minimize the influence of subjective fac-
tors such as photogeny of unknown people, although
a professional photographer is capable of well distin-
guishing among those (and many other) concepts. An-
other consequence of using experts photographs is the
reduced number of non-attractive photographs. That al-
lows our system to analyze, in a group of good pho-
tographs, which are the best ones.
By using photographs of a single event - a vacation,
one weekend, or any well-defined period of time - pho-
tographs will look similar, thus minimizing the difficul-
ties to analyze photographs from very different scenar-
ios.
By using photographs containing only one person,
a more acurate analysis is possible, once composition
rules are not well-defined for group photography. In or-
der to avoid an inaccurate analysis, images whose faces
were not correctly detected by face detector detector did
not performed correctly were also discarded.
Finally, by using only photographs without false face
detections, the performance of the proposed analysis al-
gorithm is decoupled from the face detection problem.
Although all those restrictions dramatically reduce
the number of photographs to be analyzed, it better
reflects the actual process of selecting photographs,
where a photographer obtains dozens of photographs
and only a few are analyzed and considered to be de-
veloped.
This experiment considered 55 images. Four ob-
servers, who declared themselves as specialists in pho-
tography, contributed with this experiment. The re-
duced number of participants is due to lack of experts
in photography available for the experiment (since it is
a time demanding experiment and those professionals
are usually unable to stop their work for much time).
Photographs are then analyzed and automatically
classified by our algorithm. After this analysis is
performed, photographs are presented in a web form.
A color scheme has been used to help users identify the
automatic classification. In this scheme, images whose
composition aspect was considered as good or bad are
bounded by a green or a red rectangle respectively.
It was not informed to the participants what was the
automatic selection criteria. Images are also sorted
with respect to the global measure. This scheme is
illustrated in Figure 3.
Figure 3: Voting scheme : Images that user would de-
velop should be in green (represented by dark grey)
while photos which user has no intention of develop-
ing must be in red (represented in light grey).
Each contributor is then invited to change the status
of the photograph in the presented form until it cor-
rectly reflects their opinion about the following ques-
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tion: “Which photographs should be developed and
which should not”. In our point of view, an image la-
beled as “to be developed” was considered attractive
once it was selected among others, while the remain-
ing are considered “less attractive” but not necessarily
“non-attractive” nor “bad” images.
When a observer clicks in a photograph, the bound-
ing rectangle switches the color between green and
red, representing user’s opinion about images attrac-
tiviness. There is no time requirement for the partic-
ipant conclude their selection. At the end of the se-
lection process, for each disagreement between auto-
matic and manual classification (either good being clas-
sified as bad or bad being classificed as good), it was
also asked to the participant the reason for their deci-
sion. The possible options were “Facial Expression”,
“Brightness, Color of image”, “Photographic Compo-
sition” and “Beauty of the person”.
The result analysis has been done in two steps. The
first step considered the images labeled as attractive.
We verified that the users agree with the decision of
the algorithm in 85% of the images. This is a promis-
ing result. Moreover, 75% of the 15% disagreement
set were rejected by other factors not related to com-
position. The second step analyzed the images labeled
as non-attractive. The participants agreed with 75% of
these images.
5.2 Results Discussion
Despite some misclassified images, the obtained results
look very promising. In the following paragraphs we
analyze some photographs processed by our approach
to substantiate this conclusion. Four images are shown
in Figure 4. They were all classified as a good, accord-
ing to the composition rules. In addition, they were
classified as attractive by their owners. In another ex-
ample, shown in Figure 5, images were considered bad
according to their composition values. However, they
were considered attractive by their owners, resulting in
a disagreement.
Table 2 shows the values obtained for each of the ex-
ample images (in Figure 4) for all photographic com-
position rules. For those images, there was agree-
ment between manual and automatic classifications.
Table 3 shows the values of the photographic composi-
tion rules obtained for images (in Figure 5) which pre-
sented divergence between manual and automatic clas-
sifications. In our experiment, the image was consid-
ered good by the algorithm when values are lower than
the thresholds of any of the methods.
It is possible to verify in Table 2, that in all images
Rule-of-Thirds and Integrity Rule were obeyed in both
methods as can be seen in Table 1. Although there was
a great variation in zoom values, they are still above the
thresholds shown in Table 1.
a b
c d
Figure 4: In these images all three composition rules
were obeyed and they were classified as good according
to the photographic composition aspect. They were also
considered attractive by owners.
a b c d
Figure 5: In these images, the analysis produced poor
scores for the Rule-of-Thirds but good scores to other
two rules, nevertheless, the photo was classified as bad
according to the overall photographic composition as-
pect.
Image Thirds Zoom Integrity
Figure 4a 0.86 -0.44 1.00
Figure 4b 0.90 0.00 1.00
Figure 4c 0.89 -0.42 1.00
Figure 4d 0.82 0.22 1.00
Table 2: The output values for each rule for images cor-
rectly classified. Images were considered good by both
participants and automatic classification.
In the Table 3, the composition values were insufi-
cient to result in an automatic labeling as good accord-
ing to composition. However, the participants consid-
ered all images as attractive images. When asked them
about their reasons, they reported factors different from
composition. We consider this an expected result once
an important composition rule is to allow “breaking the
rules” in some occasions. If performed consciently,
breaking the rules might improve the attractiviness of
a photograph.
Although it was not possible to make the image set
publicly available due to copyright reasons, we believe
the experiments can be reproduced using other image
sets and human subjects to label the images. Assum-
ing these subjects have some knowledge in photogra-
phy, the labeling process can be straightforward.
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Image Thirds Zoom Integrity
Figure 5a -0.32 -0.32 1.00
Figure 5b -0.19 -0.81 1.00
Figure 5c -0.40 -0.55 1.00
Figure 5d 0.18 0.00 1.00
Table 3: The output values for each rule for images
which there was divergence between automatic and
manual labelings. Images were considered good by par-
ticipantes whereas they were considered bad by auto-
matic classification.
This work shows that there is a correlation between
the proposed composition analysis and the observer’s
opinion with regards to the attractiveness of a photo-
graph. That corroborates with the work developed by
Savakis et al. [Sav00a] in which composition was con-
sidered by participants of a ground truth study the most
important feature to be analyzed in a photograph. Our
analysis shows that in a set containing mostly good pho-
tographs, the considered best was the one which the
composition rules were correctly applied. It does not
mean that a photograph with good composition aspect
is attractive in a broad sense nor that images with bad
composition aspect are unattractive, but if one has two
photographs both attractive, the more attractive usually
has a good composition aspect.
6 FINAL CONSIDERATIONS AND FU-
TURE WORK
After executing the described algorithms in 417 images,
it is possible to state that composition rules play an
important role in image quality. Compliance to those
rules, based on the image database used, resulted in a
significant number of photographs being correctly clas-
sified as attractive. It is also possible to say that not
obeying to some or all rules does not necessarily result
in non-attractive photographs. Moreover, in a final ex-
periment, it was possible to verify that in up to 85% of
the photographs the choice of the algorithm is aligned
with the human preference. We believe this rate may
be increased if other image analysis measures are in-
cluded.
The next steps are to refine and extend the composi-
tion rules presented in this paper, e.g. define rules for
more than one person, and add new rules to improve the
quality of the analysis. It is also desirable to expand the
image set and its labels. Other low-level image feature
analysis, i.e. brightness, edges, etc., are also under in-
vestigation for producing a more precise classification.
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