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Abstract
We review the two different approaches for symplecticity of linear multi-step methods (LMSM) by Eirola and Sanz-Serna, Ge
and Feng, and by Feng and Tang, Hairer and Leone, respectively, and give a numerical example between these two approaches. We
prove that in the conjugate relation G3 ◦ G1 = G2 ◦ G3 with G1 and G3 being LMSMs, if G2 is symplectic, then the B-series
error expansions of G1, G

2 and G

3 of the form G
(Z) =∑+∞
i=0 (i/i!)Z[i] + s+1A1 + s+2A2 + s+3A3 + s+4A4 + O(s+5)
are equal to those of trapezoid, mid-point and Euler forward schemes up to a parameter  (completely the same when  = 1),
respectively, this also partially solves a problem due to Hairer. In particular we indicate that the second-order symmetric leap-frog
scheme Z2 = Z0 + 2J−1∇H(Z1) cannot be conjugate-symplectic via another LMSM.
© 2006 Elsevier B.V. All rights reserved.
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1. First approach for symplectic multi-step methods
It is well-known that for a Hamiltonian system
dZ
dt
= J−1∇H(Z), Z = [z1, . . . , z2n] ∈ R2n, (1)
where J =[Jij ]= [ On−In InOn ], ∇ stands for the gradient operator, andH : R2n → R1 is a smooth function (Hamiltonian
function), its phase ﬂow {gt |t ∈ R} is a one-parameter group of symplectic transformations [1]. The symplecticity of
gt : R2n → R2n means[
gt (Z)
Z
]
J
[
gt (Z)
Z
]
= J (2)
for any Z ∈ R2n and any t ∈ R.
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It is easy to check that Eq. (2) is equivalent to [6]
(gt )∗= , (3)
where = 12
∑2n
a,b=1Jab dza ∧ dzb =
∑
1a<b2nJab dza ∧ dzb =
∑n
c=1 dzc ∧ dzn+c.
More generally, if J becomes K(Z) where K(Z) = (Kab) is an antisymmetric, nondegenerate 2n × 2n matrix
satisfying
kab
zc
+ kbc
za
+ kca
zb
= 0, 1a, b, c2n, (4)
then (1) becomes the general Hamiltonian system
dZ
dt
= K−1(Z)∇H(Z), Z = [z1, . . . , z2n] ∈ R2n, (5)
and the phase ﬂow {gˆt |t ∈ R} of (5) is a one-parameter group of K-symplectic transformations [6,9]:[
gˆt (Z)
Z
]T
K(gˆt (Z))
[
gˆt (Z)
Z
]
= K(Z). (6)
Furthermore Eq. (6) is equivalent to
(gˆt )∗ˆ= ˆ, (7)
where ˆ= 12
∑2n
a,b=1Kab dza ∧ dzb =
∑
1a<b2nKab dza ∧ dzb.
A numerical scheme compatible with (5) is said to be K-symplectic if its step-transition operator G : R2n → R2n
is a K-symplectic transformation for any stepsize . In particular, the mid-point rule Gmp : Z → Z˜ (see [6])
Z1 − Z0 = J−1∇H
(
Z1 + Z0
2
)
(8)
is a second-order symplectic scheme for the standard Hamiltonian system (1).
The symplecticity of compatible linear m-step method (LMSM) for Hamiltonian system (1)
m∑
k=0
kZk = 
m∑
k=0
kJ
−1∇H(Zk),
(
m∑
k=0
k 
= 0
)
(9)
is ﬁrst studied under the consideration of transformations in the higher dimensional manifold R2mn.
For the special case m = 2 for example, for the second-order leap-frog scheme
Z2 = Z0 + 2J−1∇H(Z1), (10)
Ge and Feng [11] rewrote (10) into[
Z2
Z1
]
=
[
Z0 + 2J−1∇H(Z1)
Z1
]
(11)
and showed that themapping [Z1 , Z0 ]
−→[Z2 , Z1 ] preserves the general symplectic structure related to
[
O2n
J2n
J2n
O2n
]
.
More generally, Eirola and Sanz-Serna [5] have shown that if one-leg method (see [13,16] for details)
m∑
k=0
kZk = J−1∇H
(
m∑
k=0
kZk
)
(12)
is symmetric (i.e., m−k =−k , m−k =k , 0km) and irreducible, then the transformation (Z0 , . . . , Zm−1) −→
(Z1 , . . . , Zm)
 in the higher dimensional manifold R2mn is symplectic with respect to the general structure 	 ⊗ J ,
where 	 is an m × m symmetric matrix deﬁned by the coefﬁcients k, k, 0km, it is
[
0
2
2
0
]
for the leap-frog
scheme (10).
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It is interesting that Bochev and Scovel [2] have shown that the above symplecticity is equivalent to the preservation
of quadratic ﬁrst integrals.
2. A numerical counterexample
Let us consider the geodesic ﬂow on the ellipsoid with three major axes of different lengths, which represents the
motion of a unit-mass point on the surface without any external forces. The corresponding Hamiltonian is
H(p1, p2; q1, q2) = g22p
2
1 − 2g12p1p2 + g11p22
2|G| , (13)
where g11 = cos2 q1(a2 cos2 q2 + b2 sin2 q2)+ c2 sin2 q1, g12 = 14 (b2 − a2) sin 2q1 sin 2q2, g22 = sin2 q1(a2 sin2 q2 +
b2 cos2 q2), |G|=g11g22 −g212. a >b>c are the lengths of three major semi-axes and q1, q2 are latitude and longitude,
respectively, and[
p1
p2
]
= G
[
q˙1
q˙2
]
=
[
g11 g12
g12 g22
] [
q˙1
q˙2
]
. (14)
Of course, one may quickly write out the geographical coordinates:{
x = a sin q1 cos q2,
y = b sin q1 sin q2,
z = c cos q1.
(15)
The periodicity or quasi-periodicity of the motion depends on the ratio value [18,20]
T1
T2
=
∫ 
/2
0
√
k sin2 +c2 cos2 
(a2−k sin2 −c2 cos2 )(b2−k sin2 −c2 cos2 ) d∫ 
/2
0
√
a2 sin2 +b2 cos2 
(a2 sin2 +b2 cos2 −k)(a2 sin2 +b2 cos2 −c2) d
, (16)
where k is some parameter satisfying c2 <k<b2. Given the values of a, b, c and also the initial conditions, one can
choose some value of k such that the above ratio value is rational or irrational. For example, if we choose some k such
that T1/T2 = 1116 , then the motion is periodic with period T = 133.70969188. Choosing the stepsize = T/120 000 =
0.00111425, we use the mid-point rule and the leap-frog scheme to simulate the motion for 150 000 steps in all. The
following ﬁgures present the numerical results for the trajectory projected to x–y plane [18]:
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It is shown that in such a short time ( 54 periods only) with such a small stepsize, the difference between the numerical
results by the two second-order “symplectic” schemes is so large!
The leap-frog scheme failed completely!
Thus one natural problem was posed [8]: how to deﬁne properly the symplecticity of the multi-step methods?
3. Second approach for symplectic multi-step methods
Deﬁnition 1 (see Feng [7], Hairer and Leone [12] and Tang [19]). The linear multi-step difference (9) is symplectic
iff its step-transition operator or underlying one-step method G (usually represented as a formal power series in the
stepsize ): R2n → R2n satisfying
m∑
k=0
k[G]k = 
m∑
k=0
kJ
−1(∇H) ◦ [G]k (17)
(where [G]k stands for k-time composition of G: G ◦ G · · · ◦ G) is symplectic, i.e.,[
G(Z)
Z
]T
J
[
G(Z)
Z
]
= J
for any Hamiltonian function H and any sufﬁciently small step-size .
In the sense of this deﬁnition, Hairer and Leone [12,13] and Tang [19] have shown that
(i) there does not exist a symplectic linear multi-step method of the form (9);
(ii) any symplectic general linear method of the form
m∑
k=0
kZk = 
m∑
k=0
kJ
−1(∇H) ◦
(
m∑
l=0
klZl
)
,
(
m∑
l=0
kl = 1, k = 0, . . . , m
)
(18)
with corresponding step-transition operator G satisfying
m∑
k=0
k[G]k = 
m∑
k=0
kJ
−1(∇H) ◦
(
m∑
l=0
kl[G]l
)
(19)
must be of order 2;
(iii) the only symplectic one-leg method of the form (12) is the mid-point rule (8).
Moreover, the negative result of (i) has been generalized to (see Dai and Tang [4])
(iv) For any linear multi-step method (9) with m 
= 0, even though Z0, . . . , Zm−1 are chosen such that mappings
Zi → Zi+1(0 im − 2) are symplectic, mapping Zm−1 → Zm will be non-symplectic.
4. Dahlquist pairs and conjugate symplecticity of multi-step methods
Let us consider another example:
Let Gmp : Z0 → Z1 denote the mid-point rule (8), Gef : Y0 → Y1 denote the Euler-forward scheme
Y1 = Y0 + J−1∇H(Y0), (20)
and Gtz : X0 → X1 denote the trapezoid rule
X1 = X0 + 2J
−1[∇H(X1) + ∇H(X0)], (21)
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then X1 = Gtz(X0). Set 1 = X1 + (/2)J−1∇H(X1) and 0 = X0 + (/2)J−1∇H(X0), then 1 = G/2ef (X1),
0 = G/2ef (X0). And 1 + 0 = 2X1, 1 − 0 = J−1∇H(X1) = J−1∇H((1 + 0)/2). So 1 = Gmp(0), or
G
/2
ef ◦ Gtz(X0) = Gmp ◦ G/2ef (X0). (22)
Thus the trapezoid scheme is associated with the mid-point rule via the Euler-forward scheme. In the sense of step-
transition operator, (22) shows that the trapezoid rule is also symplectic up to a coordinate transformation which is
close to the identity. And from (22) we have[
Gtz
]∗[
G
/2
ef
]∗
=
[
G
/2
ef ◦ Gtz
]∗
=
[
Gmp ◦ G/2ef
]∗
=
[
G
/2
ef
]∗[
Gmp
]∗
=
[
G
/2
ef
]∗
. (23)
That is to say the trapezoid scheme preserves the differential 2-form [G/2ef ]∗, where  is the standard differential
2-form in (3). From (22) we also have
Gtz =
[
G
/2
ef
]−1 ◦ Gmp ◦ G/2ef ⇒ [Gtz]k = [G/2ef ]−1 ◦ [Gmp]k ◦ G/2ef . (24)
Therefore from the numerical computation point of view, the trapezoid scheme is equivalent to the mid-point rule.
Replacing the leap-frog scheme with the trapezoid rule, we do the numerical experiment mentioned in Section 2 again,
and can hardly ﬁnd any difference between the numerical results by the mid-point rule and by the trapezoid rule:
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The interesting relation (22) was ﬁrst found by Dahlquist [3] and was introduced to the third author (Tang) of the
present paper by Feng [8], and by Scovel [17] on a stimulating discussion on symplectic multistep methods. We will
call (22) a conjugate relation, and call the trapezoid rule and the mid-point rule are a Dahlquist pair or a conjugate
pair and the trapezoid rule a scheme of conjugate symplecticity.
Then another problem naturally shows up [8,17]:
Is there any other example like the trapezoid rule in the set of linear multi-step methods?
5. Order barrier for Dahlquist pairs and a problem due to Hairer
Tang [21] replies to the question above.
Deﬁnition 2 (see Feng and Tang [10], Tang [21]). Providing three difference schemes (operators) G1,G2 and G3
compatible with Eq. (1), G1 is said to be conjugate to G2 via G3 iff
G3 ◦ G1 = G2 ◦ G3 (25)
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for some real number  and for any smooth function H and any sufﬁciently small step-size . Here ◦ stands for
composition of operators. In this case we also call G1 and G

2 are a Dahlquist pair or a conjugate pair via G3, and we
call Eq. (25) a conjugate relation. Especially, if the G2 is symplectic, then we call G1 a scheme (operator) of conjugate
symplecticity.
It is shown that [21]
(v) In conjugate relation (25), if both G1 and G3 stand for LMSMs, and G2 is symplectic, then the order of G1 is at
most 2.
The following problem is due to Hairer [15]:
“The next question is of course: Do there exist multistep methods of order two, which are conjugate to a symplectic
method, but not equivalent to a one-step method (e.g., the mid-point rule)?”
We understand that if the step-transition operator of an LMSM equals a given one-step method, then the LMSM is
reducible to the one-step method (see [14,16] for the details about “reducible” and “irreducible” methods). In the next
section, we will try to solve this problem in the set of linear multi-step methods.
6. Main results
Theorem 1. In conjugation relation (25) with G1 and G3 being LMSMs, if G2 is symplectic, then the B-series error
expansions of G1, G2 and G3 of the form (as shown in [10,22])
G(Z) =
+∞∑
i=0
i
i!Z
[i] + s+1R1 + s+2R2 + s+3R3 + s+4R4 + O(s+5) (26)
(where s is the order of the schemeG,Z[0]=Z,Z[1]=J−1∇H(Z),Z[k+1]=(Z[k]/Z)Z[1]=Z[k]z Z[1] for k=1, 2, . . .)
are equal to those of trapezoid, mid-point and Euler forward schemes up to a parameter  (completely the same when
= 1), respectively, and 2 = /4. More precisely,
G1(Z) =
+∞∑
i=0
i
i!Z
[i] + 3A3 + 4A4 + 5A5 + 6A6 + O(7), (27)
G2(Z) =
+∞∑
i=0
i
i!Z
[i] + 3N3 + 4N4 + 5N5 + 6N6 + O(7), (28)
G3(Z) =
+∞∑
i=0
i
i!Z
[i] + 2B2 + 3B3 + 4B4 + 5B5 + O(6), (29)
where
A3 = 12Z
[3]
,
A4 = 24Z
[4] + 
24
Z[1]z Z[3],
A5 = −(− 10)720 Z
[5] + (+ 2)
144
Z[1]z Z[1]z Z[3] +
(+ 2)
144
Z[1]z Z[4] +
(+ 2)
72
Z
[1]
z2
Z[1]Z[3],
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A6 = − (− 5)1440 Z
[6] + (4+ 5)
1440
Z[1]z Z[5] +
(2+ 1)
288
Z[1]z Z[1]z Z[4] +
(+ 1)
96
Z
[1]
z2
Z[1]Z[4]
+ (2+ 1)
288
Z[1]z Z[1]z Z[1]z Z[3] +
(2+ 1)
144
Z[1]z Z
[1]
z2
Z[1]Z[3] + (+ 1)
96
Z
[1]
z2
Z[1]Z[1]z Z[3]
+ (+ 1)
96
Z
[1]
z2
Z[2]Z[3] + (+ 1)
96
Z
[1]
z3
(Z[1])2Z[3];
N3 = M3,
N4 = M4,
N5 = M5
+ 7(− 1)
5760
[
Z
[1]
z4
(Z[1])4 − 4Z[1]z Z[1]z3 (Z[1])3
]
+ (− 1)
480
[
Z
[1]
z3
(Z[1])2Z[2] − 2Z[1]z Z[1]z2 Z[1]Z[2]
−Z[1]
z2
Z[1]Z[1]
z2
(Z[1])2 + Z[1]z Z[1]z Z[1]z2 (Z[1])2
]
+ (− 1)
160
[
Z
[1]
z2
(Z[2])2 − 2Z[1]
z2
Z[1]Z[1]z Z[2]
+ 2Z[1]z Z[1]z Z[1]z Z[2]
]
,
N6 = M6
+ (− 1)
1152
[
Z
[1]
z3
(Z[1])2Z[1]
z2
(Z[1])2 − 4Z[1]
z3
(Z[1])2Z[1]z Z[2] + 4Z[1]z2 Z[2]Z[1]z Z[2]
− 4Z[1]
z2
Z[1]Z[1]z Z[1]z Z[2] − 2Z[1]z Z[1]z2 Z[1]Z[1]z2 (Z[1])2 + 8Z[1]z Z[1]z2 Z[1]Z[1]z Z[2]
+ 4Z[1]z Z[1]z Z[1]z Z[1]z Z[2]
]
+ 7(− 1)
28800
[
Z
[1]
z5
(Z[1])5 − 20Z[1]z Z[1]z Z[1]z3 (Z[1])3
]
+ (− 1)
480
[
Z[1]z Z
[1]
z3
(Z[1])2Z[2] − Z[1]z Z[1]z2 Z[1]Z[1]z2 (Z[1])2 − 2Z[1]z Z[1]z Z[1]z2 Z[1]Z[2]
+Z[1]z Z[1]z Z[1]z Z[1]z2 (Z[1])2
]
+ (− 1)
160
[
Z[1]z Z
[1]
z2
(Z[2])2 − 2Z[1]z Z[1]z2 Z[1]Z[1]z Z[2]
+2Z[1]z Z[1]z Z[1]z Z[1]z Z[2]
]
+ 7(− 1)
19200
[
Z
[1]
z5
(Z[1])5 − 5Z[1]z Z[1]z4 (Z[1])4
]
+ (− 1)
288
[
Z
[1]
z4
(Z[1])3Z[2] − Z[1]
z2
Z[1]Z[1]
z3
(Z[1])3 − 3Z[1]z Z[1]z3 (Z[1])2Z[2] + Z[1]z Z[1]z Z[1]z3 (Z[1])3
]
+ (− 1)
192
[
Z
[1]
z3
Z[1](Z[2])2 − 2Z[1]
z2
Z[1]Z[1]
z2
Z[1]Z[2] − Z[1]Z[1]
z2
(Z[2])2 + 2Z[1]z Z[1]z Z[1]z2 Z[1]Z[2]
]
− (− 1)
288
[
Z
[1]
z3
(Z[1])2Z[1]z Z[2] − Z[1]z2 Z[2]Z[1]z2 (Z[1])2 + Z[1]z2 Z[1]Z[1]z Z[1]z2 (Z[1])2
−2Z[1]z Z[1]z2 Z[1]Z[1]z Z[2] − Z[1]z Z[1]z Z[1]z Z[1]z2 (Z[1])2
]
;
B2 = − 12Z[2],
B3 = −6Z
[3]
,
B4 = − 124Z
[4] + − 1
6
Z
[1]
z2
Z[1]Z[2] + − 1
12
Z[1]z Z[3] +
− 1
12
Z[1]z Z[1]z Z[2],
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B5 = − 1120Z
[5] − − 1
24
Z
[1]
z2
(Z[2])2 + (2− 3)(− 1)
36
Z
[1]
z2
Z[1]Z[3] − − 1
12
Z
[1]
z2
Z[1]Z[1]z Z[2]
+ (2− 3)(− 1)
72
Z[1]z Z[4] −
− 1
16
Z[1]z Z
[1]
z2
Z[1]Z[2] + (− 3)(− 1)
36
Z[1]z Z[1]z Z[3]
− − 1
16
Z[1]z Z[1]z Z[1]z Z[2].
Here we use the notation for example,
Z
[1]
z3
Z[1]
(
Z[2]
)2 = 2n∑
i,j,k=1
3Z[1]
zizjzk
[
Z[1]
]
(i)
[
Z[2]
]
(j)
[
Z[2]
]
(k)
where zi is the ith component of 2n-dim vector Z, and [Z[r]](j) stands for the jth component of 2n-dim vector Z[r]. And
M3, M4, M5 and M6 are the corresponding terms (see [23]) in the B-series error expansion of the mid-point rule (8):
Gmp(Z) =
+∞∑
i=0
i
i!Z
[i] + 3M3 + 4M4 + 5M5 + 6M6 + O(7). (30)
Proof of Theorem 1. As shown in [10,22], any LMSM of order s has a B-series (see [13,16] for the details about
B-series) error expansion of the form (26) with complete formulae for calculation of R1, R2, R3 and R4. According to
Theorem 4 in [10], the orders of G1, G2 and G3 must be 2, 2 and 1, respectively. Thus, we can write the expansions
of G1, G

2 and G

3 of the forms (27), (28) and (29), respectively. According to Theorem 3 in [23], and utilizing the
least-parameter B-series error expansions for step-transition operators of 1-order and 2-order LMSMs (see Theorems
1and 2 in [10]) and the symplecticity of G2, via tedious but straightforward calculation we obtain the formulae in one
parameter  above for Ai , Nj , Bk and , 3 i, j6, 2k5. 
The leap-frog scheme (10) is symmetric and symplectic (in the sense of step-transition operator) for linear Hamil-
tonian systems (see [7,12]). And the B-series error expansion of its step-transition operator can be written as (see
[22])
Glf(Z) =
+∞∑
i=0
i
i!Z
[i] + 3L3 + 4L4 + 5L5 + 6L6 + O(7), (31)
where
L3 = − 16Z[3],
L4 = − 112Z[4] − 112Z[1]z Z[3],
L5 = − 1120Z[5],
L6 = 1360Z[6] + 160Z[1]z Z[5] + 148Z[1]z Z[1]z Z[4] + 148Z[1]z2 Z[1]Z[4] + 148Z[1]z Z[1]z Z[1]z Z[3]
+ 124Z[1]z Z[1]z2 Z[1]Z[3] + 148Z[1]z2 Z[1]Z[1]z Z[3] + 148Z[1]z2 Z[2]Z[3] + 148Z[1]z3 (Z[1])2Z[3].
Thus from Theorem 1 we have
Corollary 1. The leap-frog scheme (10) cannot be conjugate-symplectic via another LMSM.
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