While deep learning has achieved remarkable results on various applications, it is usually data hungry and struggles to learn over non-stationary data stream. To solve these two limits, the deep learning model should not only be able to learn from a few of data, but also incrementally learn new concepts from data stream over time without forgetting the previous knowledge. Limited literature simultaneously address both problems. In this work, we propose a novel approach, MetaCL, which enables neural networks to effectively learn meta knowledge from low-shot data stream without catastrophic forgetting. MetaCL trains a model to exploit the intrinsic feature of data (i.e. meta knowledge) and dynamically penalize the important model parameters change to preserve learned knowledge. In this way, the deep learning model can efficiently obtain new knowledge from small volume of data and still keep high performance on previous tasks. MetaCL is conceptually simple, easy to implement and model-agnostic. We implement our method on three recent regularization-based methods. Extensive experiments show that our approach leads to state-of-the-art performance on image classification benchmarks.
Introduction
Human-level intelligence has two remarkable hallmarks: quick learning and slow forgetting. Human can efficiently learn to recognize new concepts from a few of examples without forgetting the prior knowledge. Ideally, the artificial agent should be able to demonstrate the same capabilities, learning continually from small volume of data and preserving what it has learned. We call this human-like learning scenario as continual low-shot learning, which can be seen as a generalization of the standard continual learning (CL) (Li and Hoiem 2017; Rebuffi et al. 2017 ). The comparison between the standard CL and continual low-shot learning is illustrated in Figure 1 . The characteristics of continual lowshot learning problem can be formulated as follows:
(i) Non-stationary data. A model will be trained in the whole data stream where new task data become avail-
The comparison between standard continual learning and continual low-shot learning for image classification. The top row is standard CL in which each task has plentiful training data. The bottom row is continual low-shot learning where only a handful of training data for each task.
able at different phases. Compared with the previous tasks, the new task data could have different data distribution and categories. (ii) Efficiency. During training and testing, the system resource consumption and computational complexity should be bounded. For example, when model learns new tasks, it cannot see old task data for quick learning and storage saving. (iii) Small size of data. The volume of training samples could be small (e.g. a few or dozens of training data). The first two criteria are the important properties of the standard continual learning. The third criterion generalizes CL to address low-shot learning. This generalization is important in many practical scenarios. For example, in realistic vision applications (e.g. classification, detection), the labeled training data is usually rare and can only be available incrementally due to high cost data labeling. It could be beneficial that a model can effectively learn from a small size of data and continually evolve itself as new data are available. Despite its importance, limited literature discussed this practical and more human-like learning problem.
In continual low-shot learning, a model should demon-strate good performance in the entire data stream where the volume of each task is small. Hence, learning efficiently from limited training data and simultaneously preserving learned knowledge are crucial. Efficient learning means that a model can quickly learn the intrinsic knowledge from the limited data and obtain generalization. Knowledge preservation entails that new data learning should not cause negative interference in learned knowledge. The interference, however, is inevitable since the architecture of deep learning model is highly coupled. Paucity of old task data supervision, the new data learning usually cause severe negative interference and the performance on previous tasks quickly deteriorates, which is so-called catastrophic forgetting (McCloskey and Cohen 1989) . These two properties, efficient learning and knowledge preservation, usually conflict with each other and it is challenging to find the optimal trade-off. In this work, we propose a novel algorithm to address this challenge from two aspects. (1) In contrast to prior methods which focus on how to reduce forgetting (Zenke, Poole, and Ganguli 2017; Kirkpatrick et al. 2017; , we try to strengthen model adaptation via a multi-steps optimization procedure. This procedure can efficiently learn meta knowledge from a small size of data, and the strong adaptation can also give more potential space for learningforgetting compromise. (2) Instead of applying a fixed hyperparameter to balance learning objective and regularization terms, we develop a dynamic balance strategy by altering optimization gradients. This dynamic strategy provides a comparable or better trade-off between learning and forgetting, and thus further improves the overall performance.
For knowledge preservation, we adopt the parameter regularization based approaches, which measures the importance of model parameters and penalize its change in new task training. Compared with other approaches like model expansion (Aljundi, Chakravarty, and Tuytelaars 2017; Rusu et al. 2016 ) and gradient regularization (Lopez-Paz and others 2017; Chaudhry et al. 2018b) , the parameter regularization is more computational efficient and does not access previous task data. We implement our model-agnostic algorithm MetaCL based on three state-of-the-art parameter regularization methods: EWC (Kirkpatrick et al. 2017) , PI (Zenke, Poole, and Ganguli 2017) , and MAS . And extensive experiments show that our approach can further improve those baselines.
In summary, our main contributions of this work include
• We design a model-agnostic algorithm, MetaCL, which strengthen model adaptation ability in continual low-shot learning without using any data in previous tasks.
• We develop a dynamic balance strategy to adaptively penalize parameter changes to stabilize optimization gradients and achieve better trade-off between current task learning and previous task forgetting.
• We compare our approach with existing algorithms under various experimental settings and analyze them in terms of accuracy, forgetting, and adaptation.
Related Work
Our approach builds on the insights of model adaptation and knowledge preservation. These two characteristics have been mainly addressed in meta learning and continual learning fields. We briefly discuss both. Meta learning. The main goal in meta learning is to endow a model with strong adaptation ability, so as to a model trained on a domain (i.e. so-called meta training dataset) can be quickly transferred to other new domains (i.e. meta testing dataset) where only few of labeled data (i.e. support set) are available. Generally, the existing methods can be categorized into three categories: metricbased, model-based and optimization-based. Metric-based approaches (Vinyals et al. 2016; Snell, Swersky, and Zemel 2017; Sung et al. 2018 ) try to learn a similarity metric so that the model can obtain more general and intrinsic knowledge. Model-based approaches (Santoro et al. 2016 ; Munkhdalai and Yu 2017) achieve adaptation via altering model components. Optimization-based methods (Finn, Abbeel, and Levine 2017) apply new optimization algorithms to find a good initialization. However, all above approaches only consider how to learn from few-shot data, regardless of the model knowledge preservation. More recently, (Gidaris and Komodakis 2018) implemented a metalearning model through a similarity-based classifier and weight generator. It protects the performance on meta training dataset after fine tuning on support set. Nevertheless, our continual low-shot learning differs from meta learning in two significant aspects. First, there is no extra dataset (i.e. meta training dataset) for prior knowledge obtaining in continual low-shot learning. Second, instead of only two different datasets/tasks, the model faces theoretically unlimited tasks in continual low-shot learning. So the existing meta learning methods cannot be directly applied to solve our problem.
Continual learning, on the other hand, mainly focuses on how to remedy the catastrophic forgetting when model learns new tasks. Most existing literature addressed this problem from two aspects: model decoupling and model regularization. (Aljundi, Chakravarty, and Tuytelaars 2017; decouple model to decrease the interference when learning new data. Model regularization methods (Li and Hoiem 2017; Kirkpatrick et al. 2017 ) add an extra regularization term to preserve learned knowledge. In spite of their effectiveness in knowledge preservation, these methods neglect the low-shot scenarios and adaptation ability. Later, (Lopez-Paz and others 2017; Chaudhry et al. 2018a ) observed the compromise between learning and forgetting. But they didn't develop a strategy to explicitly enhance learning and adaptation ability.
In contrast to prior methods, we address continual lowshot learning and propose a model-agnostic algorithm that strengthens adaptation and provides a better trade-off between learning and forgetting. Our method neither modifies the network architecture nor relies on external experience memory. This makes our method memory efficient and easy to be extended to other existing models and applications.
Approach
We aim to train a model to obtain strong adaptation and preserve its performance on previous tasks. In the following, we will define the problem setup and present our approach in classification context, but the idea can be extended to other learning problems.
Continual Low-shot Learning Problem Setup
The goal of continual low-shot learning is to train a model that can not only quickly adapt to a new task using a small size of data but also demonstrate high performance on previous tasks. In particular, the model f θ , which is parameterized by θ ∈ R p will be trained on a stream of data (x i , y i , t j ), where the t j ∈ T (j = 1, 2, ..., n) is the task descriptor and (x i , y i ) ∈ X j is a data point in task j. In continual low-shot learning, the volume of training data for each task is small. Besides, the model f θ can only see the training dataset X j when learning task j. Formally, the objective function can be written as:
where (·, ·) is the loss function which could be crossentropy in image classification. For simplicity, we will use
If all task data are available in one training phase, we can trivially train all data to minimize above objective Eq. 1 (a.k.a. joint training). In continual low-shot learning, however, only current task data can be accessed during a training stage. Under such incomplete supervision, the model is prone to encounter catastrophic forgetting.
Reducing Forgetting
To alleviate the forgetting problem, we adopt parameter regularization-based methods which measures the parameter importance in prior tasks and penalizes its change in new task training. As indicated in (Chaudhry et al. 2018a) , this kind of method is more memory efficient and scalable than activation (output) regularization (Rebuffi et al. 2017; Li and Hoiem 2017) and network expansion methods (Yoon et al. 2018; Rusu et al. 2016; Aljundi, Chakravarty, and Tuytelaars 2017) .
Generally, the parameter regularization for learning task t j can be formulated as below:
(2) where Ω k is the importance measure for k-th parameter θ k (total p parameters in model).θ k is the pretrained parameter from previous tasks t 1 , t 2 , ..., t j−1 . β is a hyperparameter which balance current task j learning and previous tasks forgetting. Obviously, the bigger β is, the stronger knowledge preservation and less knowledge update can be achieved.
There are two key problems in parameter regularization: (1) how to calculate the importance measure Ω k and (2) how to set a proper hyperparameter β to get a good trade-off. A lot of literature (Lee et al. 2017; Zenke, Poole, and Ganguli 2017; Chaudhry et al. 2018a ) have addressed the first problem, but few discuss the second one. In this work, we develop a dynamic balance strategy that address the latter problem.
Dynamic Balance Strategy
There are two terms for every data point optimization in Eq. 2. The first term (θ) := (f θ (x i , t j ), y i ) drives the model toward current task learning. The second regularization term reg (θ) := p k=1 Ω k (θ k −θ k ) 2 preserves the previous task knowledge. A fixed hyperparameter β is applied to balance current task learning and old knowledge preservation. This simple balance strategy is widely adopted in many existing model regularization methods like (Zenke, Poole, and Ganguli 2017; Kirkpatrick et al. 2017; ). However, one has to spend a lot of time to manually search a proper hyperparameter. Besides, if the gradients of those two terms are unstable, the fixed hyperparameter may not be able to provide a good compromise between (θ) and reg (θ) in the entire data stream (a concrete example is given in Experiment Section).
To mitigate these problems, we propose a dynamic balance strategy which adaptively adjusts the gradient direction to compromise current task learning and knowledge preservation. The key intuition behind this strategy is that a good balance can be reached if we can find an optimization direction g x which satisfies the following two conditions: (1) g x is as close as possible to the gradient of current task learning g 1 = ∂ (θ) ∂θ ; (2) optimizing along with g x should not increase the second regularization term reg for knowledge preservation.
Suppose the objective function is locally linear (it happens around small optimization steps), we can formulate above intuition in a constrained optimization problem:
where
, the operator ·, · is dot product. The optimization object in Eq. 3 indicates that the g x should be as close as possible to g 1 in the squared 2 norm. The constraint term represents that the gradient angle between g x and g 2 should be smaller than 90
• so that the optimization toward g x doesn't increase the second regularization term reg . Since g x has p variables (the number of parameters in the neural network), it is intractable to solve Eq. 3 directly. We apply the principle of quadratic program and its dual problem (Dorn 1960) , and the Eq. 3 can be converted to its dual space (please check Appendix A for detailed derivation):
where λ is a Lagrange multiplier.
Eq. 4 is a simple one-variable quadratic optimization. The optimal λ is
Then, we can calculate the optimal g x = g 1 + λg 2 . As a comparison, the gradient in fixed balance strategy is g = g 1 + βg 2 , whereas the dynamic balance strategy uses the gradient g x = g 1 + λg 2 with the adaptive weight
. Fig. 2 shows the difference between two strategies. Since g 1 , g 2 are related with current parameters (a) Fixed balance strategy. β is a fixed fraction (e.g. 0.6).
(b) Dynamic balance strategy. λ is dynamically determined. The difference between two strategies. The dynamic balance strategy can provide more reliable optimization direction g x , even though g 2 grows in optimization procedure.
and data point, λ can vary and adaptively balance (θ) and reg (θ) during the whole of training procedure. In practice, we found that adding a small constant γ > 0 to the adaptive weight λ will further fortify the knowledge preservation.
Strengthening Adaptation
If there are sufficient training data in task j, we may directly train a model based on Eq. 2 and achieve desirable results. But this assumption doesn't hold in continual lowshot learning problem where the size of training data for a task is small. To address this low-shot learning problem, the model needs to adequately exploit the intrinsic features from limited data. One way to do so is to maximize the inner product between gradients of different data points within a task:
Eq. 6 can lead the learning procedure to find common features among different data rather than just fitting a single data point. Combining Eq. 6 and Eq. 2, we are interested to optimize the below new objective:
where u (θ), v (θ) denote the losses at data points (x u , y u ), (x v , y v ) respectively. Optimizing Eq. 7 needs the second derivative w.r.t. θ, which is expensive to calculate. Inspired from the recent meta-learning algorithm, Reptile (Nichol, Achiam, and Schulman 2018) , we can design a multi-step optimization algorithm that bypasses the second derivative calculation and seamlessly integrates with parameter importance measurement. The complete MetaCL is outlined in Algorithm 1.
Algorithm 1 MetaCL-β (fixed balance version) Input: The training data X j in task t j , the model f with pretrained parameterθ.
Step size hyperparameters α, η. Balance hyperparameter β. Output: The new model parameter θ * f θ ← load the pretrained parameterθ. for epoch= 1, 2, ... do for mini-batch B in X j do Randomly split mini-batch B to mini-bundles
Algorithm analysis. Algorithm 1 implicitly satisfies the objective Eq. 7. Let's check the current task learning gradient g 1 to explain how it works.
If we sum up all mini-bundles optimization in the inner loop of Algorithm 1, we have
Therefore, the gradient g 1 can be rewritten as:
By applying Taylor series expansion on bi (θ i−1 ), we have
Apply Taylor series expansion on b k (θ k−1 ) again:
These approximation can hold if the m, α are small (i.e. small update in inner loop optimization). Substituting Eq. 11 into Eq. 10, we have:
Since the mini-batches and mini-bundles are randomly sampled, the data point subscript exchange should be satisfied:
. Therefore, the Eq. 12 can be converted to
Substituting Eq. 13 into Eq. 9, we can see
bi (θ) is the gradient to minimize the loss at mini-bundle b i . The second term i−1 k=1
is the inner product between gradients of different mini-bundles. It indicates that the model should be optimized to not only fit current minibundle but also learn the common features among different mini-bundles. The common feature learning, which can be seen as meta knowledge, strengthens adaption and generalization. When m = 2, the g 1 can be seen as the gradient for current task learning in objective Eq. 7.
As explained in the previous subsection, the fixed balance strategy may cause several problems and dynamic balance is more desirable when optimization gradients are unstable. We integrate this dynamic balance strategy to our MetaCL algorithm, called MetaCL-λ, which is concluded in Algorithm 2.
Experiments
We conduct experiments to evaluate baselines and our proposed MetaCL in various public benchmarks and settings.
Datasets
We use three datasets: Permuted MNIST (Kirkpatrick et al. 2017) , CIFAR100 (Krizhevsky, Hinton, and others 2009) and CUB (Wah et al. 2011) . Permuted MNIST is a variant of the standard handwritten digits dataset, MNIST (LeCun 1998), where the data in each task are arranged by a fixed permutation of pixels, and thus the data distribution between different tasks is unrelated. The CIFAR100 dataset contains Algorithm 2 MetaCL-λ (dynamic balance version) Input: The training data X j in task t j , the model f with pretrained parameterθ.
Step size hyperparameters α, η. Output: The new model parameter θ * f θ ← load the pretrained parameterθ. for epoch= 1, 2, ... do for mini-batch B in X j do Randomly split mini-batch B to mini-bundles b 1 , b 2 , ..., b m . // Inner loop optimization.
The gradient for forgetting reducing g 2 = reg (θ) Calculate λ using Eq. 5. Calculate the optimization gradient g x = g 1 + λg 2 . Update θ ← θ − η * g x end for end for θ * = θ 60k 32×32 images with 100 different classes. The CUB dataset has roughly 12k high resolution images with 200 fine-grained bird classes. These datasets have been widely used in a variety of continual learning methods evaluation (Zenke, Poole, and Ganguli 2017; ). The size of original training datasets is large. To simulate the low-shot setting, we sample the first K images from each class to create a small volume of training data and use original testing data to evaluate. Note that when K = 1, 5, the setting is similar with the 1-shot and 5-shot meta-learning (Finn, Abbeel, and Levine 2017) . In contrast to meta learning, however, our continual low-shot learning problem does not have meta-training dataset to learn prior knowledge before learning consecutive task streams. We observe that there is no algorithm that can effectively learn from scratch without overfitting when K = 1, 5. In this work, we typically sample K = 10, 20, and put the extreme low-shot K = 1, 5 for future study.
Metrics
We use the following metrics to quantitatively evaluate:
Average Accuracy (ACC): if we define a i,j as the testing accuracy on task j after incrementally training the model from task 1 to i, the average accuracy on task i can be calculated by 1 i i j=1 a i,j . We are interested in the final average accuracy after all n tasks have been trained.
Backward Transfer (BT): We adopt the forgetting measure in (Chaudhry et al. 2018a) to calculate the backward transfer.
If BT > 0, positive backward transfer occurs, which means that the following tasks learning helps improve the performance on prior tasks. If BT < 0, on the other hand, the negative backward transfer causes the performance deterioration on previous tasks. Forward Adaptation (FA): The forward adaptation we calculate here is similar with the intransigence measure (Chaudhry et al. 2018a ) and the forward transfer (Lopez-Paz and others 2017). But we train a randomly initialized model over one task data as the reference model. The forward adaptation can be formulated as below:
where a * i is the reference model trained from the task i only. We use a * i instead of the joint training accuracy in (Chaudhry et al. 2018a) . Because a * i is only related with task i, we can better understand how the previous tasks learning affects on current task learning. For example, if a i,i − a * i > 0, it means that the previous tasks knowledge facilitates current task learning (i.e. positive forward adaptation).
Baselines
We apply three state-of-the-art parameter regularization based methods, EWC (Kirkpatrick et al. 2017) , PI (Zenke, Poole, and Ganguli 2017) , and MAS , to estimate the parameter importance. We implement our algorithms MetaCL-β, MetaCL-λ based on their importance estimations, called {EWC, PI, MAS}-MetaCL-{β, λ} (please refer to Appendix B for implementation details). We compare them against their original methods (i.e. EWC, PI, MAS) and straightforward fine tune.
Results
The experiments are conducted on Permuted MNIST, CIFAR-100 and CUB datasets. We follow single-head protocol on Permuted MNIST and multi-head protocol on CIFAR-100 and CUB datasets. The difference between single-head and multi-head protocol is whether task descriptor is available (Chaudhry et al. 2018a ). For these datasets statistics, please refer to Appendix C. We run all methods 3 times and compute the 95% confidence intervals using the standard deviation across the runs. 
46.8 ± 0.6 -14.8 ± 1.1 -0.3 ± 0.8 MetaCL, w/o reg 48.0 ± 0.8 -16.8 ± 0.8 3.3 ± 0.8 MAS 55.7 ± 1.1 -6.2 ± 0.9 0.2 ± 0.5 MAS-MetaCL-β 56.9 ± 0.7 -6.0 ± 0.7 1.3 ± 0.6 MAS-MetaCL-λ 57.7 ± 0.6 -5.4 ± 0.2 1.4 ± 0.3 PI 50.6 ± 0.9 -7.2 ± 1.0 -4.6 ± 0.8 PI-MetaCL-β 54.1 ± 0.7 -6.3 ± 0.4 -1.9 ± 0.5 PI-MetaCL-λ 56.0 ± 0.4 -7.8 ± 0.5 2.1 ± 0.9 EWC 50.4 ± 0.6 -12.7 ± 0.5 1.5 ± 0.4 EWC-MetaCL-β 53.3 ± 1.2 -10.0 ± 0.5 1.8 ± 0.9 EWC-MetaCL-λ 53.8 ± 0.8 -9.8 ± 1.0 2.5 ± 0.1 Table 2 : Experiment results on CIFAR-100 dataset
22.9 ± 0.8 -14.0 ± 0.7 4.1 ± 0.8 MetaCL, w/o reg 27.5 ± 1.4 -11.7 ± 1.3 7.0 ± 0.6 MAS 34.2 ± 0.4 1.4 ± 0.5 -0.7 ± 1.0 MAS-MetaCL-β 37.0 ± 0.4 1.9 ± 0.2 1.4 ± 0.4 MAS-MetaCL-λ 37.5 ± 0.9
1.4 ± 0.4 2.9 ± 1.1 PI 34.8 ± 0.7 1.3 ± 0.5 -0.5 ± 0.9 PI-MetaCL-β 39.0 ± 1.1 2.3 ± 0.8 2.8 ± 0.3 PI-MetaCL-λ 39.8 ± 0.4 2.4 ± 0.3 4.5 ± 1.3 EWC 33.5 ± 0.6 1.8 ± 0.5 -2.4 ± 0.9 EWC-MetaCL-β 37.5 ± 0.3 1.9 ± 0.2 1.2 ± 0.7 EWC-MetaCL-λ 38.3 ± 0.5 2.1 ± 0.2 2.0 ± 0.4
The experiment results on these three datasets are outlined in Tab. 1, 2, 3. Since our algorithms are integrated with various parameter regularization methods, the comparison should be checked within the same regularization method to fairly verify the effectiveness of our methods.
When there is no regularization for knowledge preservation, MetaCL w/o reg demonstrates better ACC and stronger forward adaption than straightforward fine tune, with a lit- 9.8 ± 0.8 -32.1 ± 0.9 -15.3 ± 0.7 MetaCL, w/o reg 11.4 ± 0.4 -36.2 ± 0.7 -9.1 ± 0.6 MAS 26.4 ± 1.0 -21.7 ± 1.3 -7.9 ± 1.1 MAS-MetaCL-β 30.4 ± 1.2 -22.5 ± 2.0 -2.0 ± 1.3 MAS-MetaCL-λ 30.7 ± 1.2 -23.6 ± 1.4 -0.3 ± 1.2 PI 38.1 ± 1.0 -8.3 ± 1.3 -9.6 ± 1.2 PI-MetaCL-β 46.1 ± 1.4 -3.8 ± 0.9 -3.3 ± 0.6 PI-MetaCL-λ 48.7 ± 1.3 -3.0 ± 0.7 -2.9 ± 1.2 EWC 32.7 ± 1.1 -7.6 ± 2.6 -17.4 ± 2.2 EWC-MetaCL-β 44.9 ± 0.2 -3.1 ± 0.2 -8.6 ± 1.1 EWC-MetaCL-λ 45.7 ± 0.7 -2.3 ± 1.1 -8.5 ± 1.1 tle cost of BT. This demonstrates that MetaCL can exploit the intrinsic features and further strengthen adaptation. When we consider parameter regularization, the BT significantly improved. For example, in CIFAR-100 dataset (Tab. 2), all MAS, PI and EWC achieve better BT than fine tune (from -14.0% to 1.5%). In addition, after applying MetaCL algorithms on these regularization methods, all three metrics ACC, BT and FA are improved. In CUB dataset (Tab. 3), EWC-MetaCL-β, λ outperform original EWC with more than 10% ACC improvement. Finally, compared with the fixed balance strategy MetaCL-β, the dynamic balance MetaCL-λ achieves comparable or better trade-off between BT and FA, and thus further improves ACC.
Performance with Different K. We evaluate our algorithms on different sizes of training data to comprehensively check the performance. The evaluations are conducted on Permutated MNIST and CIFAR-100 with K = 20, 50, 200, 500, in which K = 20, 50 can be seen as lowshot scenarios and K = 200, 500 are standard training. Fig.  3 shows that the average accuracy changes when more tasks are learned. Tables in Appendix D document all evaluation results. Compared with large size of training data, our algorithms can provide more improvement on low-shot scenarios. For example, in CIFAR-100 dataset, PI-MetaCL-β, λ outperform original PI with 5% ACC margin in K = 20, 50, 3% in K = 200 and 1% in K = 500. This is because standard training procedure could achieve good generalization on large datasets, but it lacks ability to obtain enough intrinsic knowledge from low-shot data.
Learning Speed Comparison. The MetaCL algorithms not only enhance the forward adaptation but also speed up the learning procedure. We run validation on CIFAR-100 testing data every epoch and record the validation accuracy to indicate the learning speed and model performance. Fig.  4 illustrates the learning curves when MetaCL algorithm is adopted versus not adopted. The curves of MetaCL methods are always above the original approaches (i.e. orange, blue and green curves), which indicates faster learning speed and higher accuracy.
Regularization Strategy Analysis. With the dynamic balance strategy, the MetaCL-λ generally outperforms the fixed balance method. On Permuted MNIST with K = 50, Figure 4 : The learning speed and average accuracy comparison among different methods. The MetaCL methods can exploit the intrinsic feature within the limited data and achieve faster learning speed and better model performance.
the PI-MetaCL-λ surpasses PI-MetaCL-β over 8% in terms of ACC (please check the Table 3 in Appendix D). We take this experiment as an example to analyze the optimization gradients and demonstrate the effectiveness of our new balance strategy. As illustrated in Fig. 5 , all methods have similar compromise at the beginning (i.e. left figure, learning task 2). But with more tasks learned (right figure), the fixed balance strategy struggles to learn current task 20 (i.e. the angle of g 1 , g x is big) and cannot provide a stable compromise between current learning object (θ) and regularization term reg (θ) (i.e. the angles g 1 , g x , g 2 , g x are perturbed dramatically). As a comparison, the dynamic balance method (purple and grey curves) can give a more stable and better trade-off. 
Conclusion
In this paper, we generalize the standard continual learning to low-shot scenario. The low-shot setting is more practical and human-like. To address the challenges it brings, we develop a new algorithm that can exploit intrinsic features within limited training data and strengthen adaptation ability. To provide a better compromise between learning and forgetting, a new dynamic balance strategy has been proposed. With these two technical components, our algorithm further improve the existing state-of-the-art methods.
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