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Abstract
Nanoconfined water and aqueous solutions play a prominent role in nature and technological applications.
Understanding molecular origins of the properties of aqueous interfaces is critical to devising novel nanofluidic
applications related to energy, water, and health. Near an interface, the inhomogeneous and anisotropic ar-
rangement of water molecules gives rise to pronounced variations in the structural, thermodynamic, dynamic,
and electrochemical properties of the nanofluidic systems. Classical continuum theories fail to accurately
describe such atomic level variations in the properties of nanoconfined fluids. Moreover, accurate modeling
of molecular-level details of water is still a long-standing challenge for liquid state theories.
In this work, we present an empirical potential based quasi-continuum theory (EQT) to accurately pre-
dict the molecular-level properties of interfacial water and aqueous electrolytes. In EQT, we employ rigorous
statistical mechanics tools to incorporate interatomic interactions, long-range electrostatics, molecular corre-
lations, and polarization effects at a continuum-level. Explicit consideration of atomic interactions of water
molecules is both theoretically and numerically challenging. We develop a systematic coarse-graining ap-
proach to coarse-grain interactions of water molecules and electrolyte ions from a high-resolution atomistic
scale to the continuum scale.
We show that EQT can predict the density profiles, i.e., molecular arrangement, of confined water
as accurately as fully atomistic simulations. To demonstrate the ability of EQT to incorporate the water
polarization, ion hydration, and electrostatic correlations effects, we simulate electric double layers and show
that EQT can accurately predict the distribution of ions in a thin EDL and also reproduce the complex
phenomenon of charge inversion. Furthermore, we show that EQT can also be combined with the classical
density functional theory to model grand potential function for inhomogeneous fluids and accurately predict
thermodynamic properties. Since EQT systematically and accurately links details of the atomic scales to
the macroscopic continuum scales, it is inherently a multiscale approach.
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Chapter 1
Introduction
Aqueous interfaces are ubiquitous in nature in porous materials, around and within biological molecules,
and have technological significance in micro/nanofluidic applications. For example, sorption processes at the
mineral-aqueous solution interfaces play a major role in removal of trace element contaminants from natural
waters [23]. Water molecules next to protein surfaces govern folding, three-dimensional structure, activity,
and stability of proteins[112]. Biological nanopores, such as aquaporins, exploit interfacial interactions
of confined water molecules to attain extremely high selectivity and permeability[138]. Furthermore, due
to significant progress made in nano-fabrication technologies, it is now possible to design and engineer
sophisticated micro/nanostructured interfacial systems for novel nanofluidic applications related to energy,
water, and health, such as filtration [137, 50, 5, 64, 16], desalination [132, 57], energy storage devices [28, 134],
DNA sequencing [38], lab-on-a-chip [31] and many other industrial applications.
Water at interfaces adds exceptional complexity and diversity to the interfacial systems [26, 43, 42,
136, 17, 118]. Water is well-known for its unique properties, such as the temperature of maximum density
(TMD) and the diffusivity increase upon compression (DIC). Interfacial water in the nanoscale confinement
can exhibit new phase behavior, such as the formation of vapor at room temperature and crystallization
into new phases not found in the bulk ices [43]. The complexity and unusual characteristics of water are
due to the small size and rich statistical mechanics of intermolecular interactions and microscopic structure
of water molecules [42, 66]. Distinct polar charge distribution of the water molecule gives rise to highly
directional intermolecular interactions, strong hydrogen bonding, polarization, and orientational ordering,
which dominate structural and thermodynamic properties of water. Near an interface, additional conflicts
between surface-water interactions, spatial constraints, and water’s tendency to form hydrogen-bonded net-
works result in microscopic variations in the density, orientation, thermodynamic, and transport properties
of water which are widely different from its bulk properties [26]. Furthermore, layer of structured water
around ions and charge-dipole interactions play a dominant role in determining the distribution of ions and
electrochemical properties of electric double layers (EDLs) near charged surfaces[7].
Understanding the molecular origins of the interfacial fluid properties is critical to devise mechanisms
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to control interfacial phenomena and design novel fluidic functionalities. Variations in the surface-fluid
molecular interactions, packing and orientational ordering, thermodynamic, and dynamical properties of
fluid molecules across multiple length scales ranging from a few Angstroms to several nanometers govern the
behavior of fluidic systems involving interfaces. For example, due to the long range nature of electrostatics,
the local arrangement of ions in the thin EDL near the interface region has strong effects on the electrokinetics
at nanometric, micrometric and even larger scales [19]. Therefore, it is important to study interfacial fluid
phenomena at multiple length-scales.
Experimental investigation of the narrow intefacial region, despite significant progress in new instruments
and tools over the past few decades, is still challenging [163, 164, 17]. Direct measurements of chemical details
in the interfacial region is difficult because fluctuations hinder the ability to separate signal from the interface
region over those of the adjacent bulk-like phases. Therefore, theory and computational tools are essential
to obtain molecular level insights of interfaces.
Molecular simulation techniques, such as molecular dynamics (MD) and Monte Carlo (MC) simulations,
can be used to study the microscopic properties of interfacial fluids [9, 40]. However, it is computationally ex-
pensive to perform atomistic simulations due to long equilibration times and extensive phase-space sampling
required to compute average properties reliably, i.e., with low statistical noise. For example, MD simulations
of electrolyte systems require thousands of water molecules per ion and long simulations to achieve reliable
statistics. Therefore, the time- and length-scales accessible by molecular simulations are limited. On the
other hand, the classical continuum methods, such as Navier-Stokes equations, are computationally efficient,
but fail to accurately describe atomic-level structure and properties of confined fluids [114]. As a result,
molecular simulations and classical continuum methods are not applicable for applications that involve mul-
tiple time and length scales ranging from the atomic to continuum scales [10]. To address these issues, we
need a multiscale method which is not only as accurate as molecular simulations, but also as fast as classical
continuum methods.
There exist liquid state theories, such as integral equation theory (IET) [58, 52] and classical density func-
tional theory (cDFT) [34, 158, 1], which can describe atomic-level structure and thermodynamic properties
of confined fluids at much lower computational cost than molecular simulations. These theories have been
successfully applied to model atom-like fluids, such as hard-sphere models [124] and simple Lennard-Jones
(LJ) fluids [158, 157, 139], in bulk and confined environments. However, accurate modeling of molecular
fluids, most notably water, is still a long standing challenge for liquid state theories.
In this thesis, we develop a systematic multiscale approach to study properties of interfacial water and
aqueous electrolytes using an empirical potential-based quasi-continuum theory (EQT). EQT [117, 6] is a
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multiscale theory, that seamlessly integrates interatomic potentials describing various atomic interactions
into the continuum framework, to accurately predict the equilibrium density and potential profiles of confined
fluids. On the one hand, EQT captures the atomic details, and hence, it is more rigorous than the classical
continuum methods. On the other hand, it is based on a continuum framework, therefore it is computa-
tionally faster than molecular simulations. In [117, 6], EQT was established for the simple Lennard-Jones
(LJ) fluids, such as argon and methane, which are modeled as single site molecules with LJ pair potentials.
It was shown that EQT can predict the structural properties of the confined LJ fluids as accurately as MD
simulations.
In this work, we extend the EQT framework to more complex confined fluid systems, such as LJ mixtures,
water, and electric double layers (EDLs). We also extend EQT to predict not only the structural properties
but also the thermodynamic properties, such as local pressure tensor, surface tension, and solvation force of
confined fluids. Main contributions of this work are
• We develop a systematic coarse-graining approach to coarse-grain pair potentials for complex molecules,
such as water, from a high-resolution discrete particle based representation to the continnum-based
average density field representation.
• We develop a point dipole based electrostatic potential framework to include water polarization, di-
electric variation, hydration effects, and ion-ion electrostatic correlations on the arrangements of ions
in EDLs.
• We incorporate integral integration theory, such Percus-Yevick (PY) equation and hypernetted chain
theory (HNC), and fundamental measure theory (FMT) in the EQT framework to account for the
fluid-fluid pair correlation effects, which were ignored in [117, 6].
• We employ the EQT formulation into the grand potential functional of the classical density functional
theory (cDFT) to compute the thermodynamic properties of confined fluids.
The thesis is organized as follows. In Chapter 2, we describe the EQT framework to predict density and
potential profiles of a confined fluid. We explain the challenges of determining fluid-fluid potentials in a
continuum framework and present three approaches to incorporate fluid-fluid pair correlations effects. We
demonstrate ability of EQT to accurately predict density of a confined fluid by simulating Lennard-Jones (LJ)
fluids confined inside slit-like channels. In Chapter 3, we combine EQT with cDFT to predict thermodynamic
properties of confined fluids and show that the EQT-cDFT framework can accurately predict thermodynamic
properties of confined LJ systems. In Chapter 4, we develop a multiscale model to study properties of water
confined inside slit-like channels by two multiscale simulation approaches: the coarse-grained molecular
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dynamics (CG-MD) and EQT. In Chapter 5, we present EQT for EDL, which incorporates the polarization
and hydration effects of water explicitly. We demonstrate the EQT framework for EDL by simulating NaCl
aqueous electrolyte confined inside slit-like capacitor channels at various ion concentrations and surface
charge densities. In Chapter 6, we study the importance of electrostatic correlations to accurately predict
charge inversion phenomenon in EDL and present a framework to incorporate electrostatic correlations in
EQT for EDLs. In Chapter 7, we present a direct and computationally efficient approach to determine
coarse-grained potentials for from integral equation theory. Finally, the concluding remarks of this thesis
work are presented in Chapter 8.
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Chapter 2
Empirical potential-based
quasi-continuum theory (EQT)
2.1 EQT framework
Consider a fluid confined in a slit channel formed by two parallel walls that are infinite in the x and y
directions (see Fig. 2.1). At equilibrium, the distribution of the fluid molecules is given by the 1-D Nernst-
Planck (NP) equation,
d
dz
(
dρ
dz
+
ρ
kBT
dU
dz
)
= 0 (2.1)
with boundary conditions
ρ(0) = 0 (2.2a)
ρ(L) = 0 (2.2b)
1
L
∫ L
0
ρ(z) dz = ρavg (2.2c)
where, ρ and U are the density and total potential of the fluid, respectively, T is the fluid temperature, kB is
the Boltzmann constant, L is the channel width, ρavg is the average density of the fluid inside the channel,
and z-axis is normal to the wall. We note that the solution of Eqs. 2.1 and 2.2 is equivalent to the solution
of the Boltzmann distribution equation,
ρ(z) = ρref exp
(
−
U(z)− Uref
kBT
)
, (2.3)
where ρref and Uref are the reference density and potential of the fluid, respectively. The confined fluid is
assumed to be in thermodynamic equilibrium with a reference bulk fluid system. Therefore, the reference
density and potential required in Eq. 5.3 can be determined from the reference bulk system.
To predict the density profile of the confined fluid from Eq. (2.1), we need a framework to compute
the total potential, U . For a confined fluid system, the total potential is due to wall-fluid and fluid-fluid
interactions, and it can be computed as a sum of the wall-fluid potential, Uwf, and the fluid-fluid potential,
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Figure 2.1: Atomistic (top) and continuum (bottom) representation of confined fluid. Selected fluid atoms
(blue) and wall atoms (red) contribute to the total potential at location z.
Uff, i.e.,
U(z) = Uwf(z) + Uff (z). (2.4)
The principal idea in EQT is to compute Uwf and Uff by a continuum approximation. In the continuum
approximation, wall and fluid particles are represented by their local densities. Procedures to determine Uwf
and Uff using the continuum approximation are described in Sections 2.1.1 and 2.1.2.
2.1.1 Wall-fluid potential
In the continuum approximation, the wall structure is modeled as a continuous medium with a particle
density, ρwall(r). Then, the wall-fluid potential is determined as
Uwf(r) =
∫
ρwall(r
′)uwf(r)dr′, (2.5)
where uwf(r) is the pair potential between the wall and fluid atoms, r and r′ are the position vectors, and
r = |r − r′|. Note that in Eq. 2.5, r = xi + yj + zk is a general position vector. In the case of a 1-D slit
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channel, the system is periodic in x and y dimensions and therefore, we consider only the z-variations of the
properties, i.e., Uwf(r) = Uwf(x, y, z) = Uwf(z) ∀x, y.
wall
Figure 2.2: Schematic of integration procedure for EQT potential calculations.
The integration in Eq. 2.5 can be simplified using the cylindrical symmetry of the slit channel. For a given
location z, the neighboring volume V can be divided into circular disks with thickness dz′ (see Fig. 2.2),
and the contribution to the potential at z due to the particles in a circular disk at location z′, dU(z′), can
be computed as
dU(z′) =
(∫ Scut
0
u(s)2πsds
)
ρ(z′)dz′, (2.6)
where, s =
√
r2 − (z − z′)2 and Scut corresponds to the cut-off distance, Rcut, for the pair potential, u(r).
Substituting r =
√
s2 + (z − z′)2,
dU(z′) =
(∫ rcut
|z−z′|
u(r)2πrdr
)
ρ(z′)dz′. (2.7)
Hence, for a slit channel geometry, Eq. 2.5 simplifies to
Uwf(z) = 2π
∫
Γwall
ρwall(z
′)
(∫ Rwfcut
|z−z′|
uwf(r)rdr
)
dz′ (2.8)
where, Rwfcut is the cut-off distance for the wall-fluid pair potential and Γwall is the region defined by the
location and the dimensions of the channel walls.
2.1.2 Fluid-fluid potential
The fluid-fluid potential is more challenging to compute than the wall-fluid potential. Fluid-fluid interac-
tions give rise to the finite size, i.e., excluded volume effects, dispersion attraction, and particle-particle
correlations in the fluid[52]. Incorporating all the effects of the fluid-fluid interactions is a major challenge
for a continuum-based framework. For fluid molecules interacting via pair additive potentials, Uff can be
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computed as
Uff(r) =
∫
ρ(r′)g(2)(r, r′)uff(r)dr′, (2.9)
where g(2)(r, r′) is the two-body correlation (also known as the radial distribution function (RDF)) [52]
and uff(r) is the pair potential between fluid atoms. The exact expression for g(2)(r, r′) for inhomogeneous
real fluids is unknown. In the following subsections, we present three different approaches to approximate
fluid-fluid correlations and determine Uff(r).
Soft-core potential approach
In the EQT framework proposed by Raghunathan et al [117], a mean field approximation (MFA) is used to
determine Uff(r). In MFA, the fluid-fluid pair correlations are ignored and g(2)(r, r′) is assumed to be 1.
Therefore, in MFA, Uff(r) is given by
Uff(r) =
∫
ρ(r′)uff(r)dr′. (2.10)
Similar to the wall-fluid potential (Eq. 2.8), Eq. 2.10 can be simplified using the cylindrical symmetry of the
slit channel as
Uff(z) = 2π
∫
ρ(z′)
(∫ Rffcut
|z−z′|
uff(r)rdr
)
dz′, (2.11)
where, Rffcut is the cut-off distance for the fluid-fluid pair potential.
In addition to the errors arising from MFA, Eq. 2.10 poses numerical challenges due to inclusion of self
interactions and hard repulsion cores of the pair potentials, i.e., uff(r)→∞ as r → 0. Hence, to account for
the neglected pair correlations in the MFA and to avoid self interactions, Raghunathan et al.[117] replace the
hard repulsion core of uff(r) by an effective soft core repulsion model, which can be optimized to account for
the neglected pair correlations in the MFA. References [117, 6] discuss formulations of core-softened uff(r)
for simple Lennard-Jones fluids, and single-site core-softened potentials for the graphite-CO2 system are
discussed in [129].
In this work, we propose two approaches to address the limitations of the mean-field approximation
in EQT and incorporate fluid-fluid correlation effects in the fluid-fluid potential formulation. In the first
approach, we approximate g(2)(r, r′) by a reference bulk hard-sphere fluid RDF and add a correlation
correction potential. In the second approach, we use a hard sphere functional based on the fundamental
measure theory (FMT) to account for the excluded volume and correlation effects due to purely repulsive
component of the fluid-fluid pair potential.
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Correlation correction approach
In this approach, the fluid-fluid pair correlation is approximated by a hard-sphere radial distribution function
(RDF), ghs(r). Similar approach to approximate the fluid-fluid correlations has been used by Tang and
Wu [139]. However, the hard sphere RDF approximation may not accurately reproduce the properties of a
real fluid. Therefore, to account for the effects of real fluid pair correlations in the hard sphere approximation,
we add a correlation correction potential (CCP), uffccp(r), and reformulate Eq. 2.10 as
Uff(r) =
∫
ρ(r′)
(
uff(r)ghs(r) + uffccp(r)
)
dr′. (2.12)
In Eq. 2.12, for uff(r) we use an atomistic model-based fluid-fluid pair potential, and for ghs(r), we use the
Percus-Yevick (PY) equation for a hard sphere fluid [144, 155, 135]
Hard sphere functional approach
A hard sphere fluid is an important reference system to model the short-range steep repulsion part of the
fluid-fluid inter-particle interactions. Due to the short-range repulsion each fluid molecule has a volume which
is not accessible to other molecules. This effect is known as the excluded volume effect. The short-range
repulsion plays a dominant role in determining the structure of fluids especially at high densities [154].
Rosenfeld’s fundamental measure theory (FMT) [121] provides a framework to model the excess (over
the ideal gas) free energy of inhomogeneous fluids due to the short-range steep repulsive part of inter-particle
interactions. It accounts for both the excluded volume effects and pair correlations in an inhomogeneous
fluid due to the hard repulsive part of pair interactions. Therefore, both the numerical difficulties in MFA
and drawbacks of bulk RDF approximation can be addressed by FMT.
In the FMT-based approach, we split Uff into a purely repulsive and dispersion components as
Uff(r) = Uffhs(r) +
∫ Rffcut
Rff
min
ρ(r′)uff(r)dr′, (2.13)
where Rffmin and R
ff
cut are the inner and outer cut-offs for the dispersion part of the pair potential, respectively.
In Eq. 5.14, Uffhs(r) is the purely repulsive component of the fluid-fluid interactions, which mainly accounts
for the excluded volume effects. We use the hard sphere fluid approximation based on the White-Bear
version of FMT mark II [124] to determine Uffhs(r) as
Uffhs(r) = kBT
∑
α
∫
dr′
∂Φ({nα})
∂nα
δnα (r
′)
δρi (r)
, (2.14)
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where Φ is the reduced free energy density and {nα} are the set of weighted densities. The details about Φ
and {nα} are given in Appendix A. The second term in Eq. 2.13 accounts for the fluid-fluid vdW attractive
interactions using a mean field approximation.
2.2 Results and discussion
To demonstrate the EQT approach, we simulate two different confined LJ fluid systems, namely, methane-
graphene and argon-graphene slit-channel systems. In both the systems, the LJ fluid is confined between
two flat graphene walls in equilibrium with the bulk reservoir. The thermodynamic state of the confined
fluid is defined by the bulk reservoir temperature, T , and density, ρb. We consider supercritical states of the
methane and argon fluids given in Table 2.1.
Table 2.1: Thermodynamic states of methane and argon.
T (K) ρb (nm
−3)
Methane 296 18
Argon 300 24
To validate the accuracy of different fluid-fluid potential computation approaches in EQT, we compare
the EQT results with the equilibrium MD simulations for various channel widths from 2σ to 20σ, where σ
is the length-scale parameter for the LJ interaction between fluid molecules (see Table 2.2). To perform the
reference MD simulations, we use the similar procedure and the interaction parameters given in Ref. [6]. The
MD simulations are performed in the NV T (canonical) ensemble by GROMACS [113]. Methane, argon, and
graphene carbon atoms are modeled as LJ type spherical particles. The LJ interaction parameters used in MD
simulations for various pairs of methane, argon, and graphene carbon particles are given in Table 2.2. The two
graphene layers are placed along the XY plane, and the lateral dimensions of the layers are 3.83400×3.68927
nm2. The separation distance between the two graphene layers, i.e., the channel width, is varied from 2σ to
20σ. The average densities of fluid molecules, i.e., ρavg = no. of molecules/volume of the channel, in various
size channels are given in Table 2.3. Spherical cutoff of 1.38 nm is used for the Lennard-Jones interactions.
Wall atoms are kept fixed at their original positions. Periodic boundary conditions are specified in the x,
y, and z directions. The simulation box is padded with a vacuum layer of 60σ width in the z dimension
to avoid the interactions between periodic images in the z dimension. Temperature is maintained using the
Nose´-Hoover thermostat [108] with 0.5 ps time constant. All systems are equilibrated for 2 ns and production
runs of 8 ns are performed with 1 fs time step.
In the EQT simulations of methane-graphene and argon-graphene slit-channel systems, we model uwf(r)
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Table 2.2: LJ interaction parameters for methane (CH4), argon (Ar), and graphene carbon (C) atom pairs.
C12 (kJ/mol) C6 (kJ/mol) σ (nm)
CH4-CH4 0.46341E-04 0.15102E-01 0.3812
CH4-C 0.10353E-04 0.47088E-02 0.3606
Ar-Ar 0.96929E-05 0.62194E-02 0.3405
Ar-C 0.46428E-05 0.29922E-02 0.3402
Table 2.3: Average fluid densities (nm−3) in MD simulations of various size channels.
System 20σ 15σ 10σ 9σ 8σ 7σ 6σ 5σ 4σ 3σ 2σ
Methane-graphene 17.18 16.92 16.37 16.20 15.98 15.68 15.24 14.59 13.58 11.94 9.09
Argon-graphene 22.76 22.30 21.50 21.24 20.88 20.45 19.84 18.99 17.76 15.79 12.05
and uff(r) as LJ potentials:
uwf(r) =
Cwf12
r12
−
Cwf6
r6
, (2.15a)
uff(r) =
Cff12
r12
−
Cff6
r6
, (2.15b)
where Cwf12 , C
wf
6 , C
ff
12, and C
ff
6 are the usual LJ parameters for the wall-fluid and fluid-fluid interactions.
For the methane-graphene, argon-graphene, methane-methane, and argon-argon LJ interactions, we use the
same LJ parameters as in the MD simulations that are given in Table 2.2. The cut-offs for the wall-fluid
and fluid-fluid pair interactions are set to 1.4 nm.
2.2.1 Correlation correction approach
In the correlation correction approach-based EQT, we model uffccp(r) using uniform cubic B-splines (Eq. B.8).
For the cubic B-splines-based uffccp(r), we use ∆r = 0.04 nm and n = 36 and optimize the spline knot val-
ues, {c0, c1, c2, ..., cn+1}, using a systematic approach based on the potential of mean force (PMF) matching,
which we describe in Section 4.4. PMF-matching approach optimizes structurally consistent potential param-
eters. Here, to optimize the spline knot values of uffccp(r) for methane and argon, we use the corresponding
20σ channel atomistic trajectories from the MD simulation as a reference. Fig. 2.3 shows the optimized
uffccp(r) for the methane-methane and argon-argon interactions.
Fig. 2.5 shows that, for both methane-graphene and argon-graphene systems, the equilibrium density
profiles from the EQT with CCP agree well with the MD simulations for various channel widths. We
observe that the methane and argon density profiles are similar and oscillatory, because the confined LJ
fluid molecules arrange in the layers near the walls due to the competition between the wall-fluid and fluid-
fluid interactions. When L = 3σ, fluid molecules arrange in two layers located around 0.95σ distance from
each wall. A layer of particles is added mid-way between the walls with each σ increase in the channel width,
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Figure 2.3: Fluid-fluid correlation correction potentials: methane-methane (blue) and argon-argon (red).
and the density of the added layer decreases with increase in the distance from the walls. The maximum
number of layers occur when L = 18σ. Further increase in L only adds flat bulk-like region in the middle of
a channel.
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Figure 2.4: Comparison of density profiles of methane (a) and argon (b) from EQT with CCP (lines) and
MD (circles) simulations at different channel widths: 20σ (red), 9σ (blue), and 3σ (green).
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2.2.2 FMT approach
In the FMT-based EQT simulations, to compute Uff from Eqs. 2.13 and 2.14, we need to specify effective
hard-sphere diameter, dhs, for a fluid molecule and the inner cut-off, R
ff
min, and outer cut-off R
ff
cut for the
dispersion part of the fluid-fluid pair potential. There are different approaches to set Rffmin for the LJ type
pair potentials [154]. Here, we set Rffmin = σ
ff for the fluid-fluid LJ pair potentials, where σff is the usual LJ
parameter given in Table 2.2. We treat dhs as a free parameter and tune it such that the density profiles
from EQT compare well with the reference MD simulations. We find that the effective hard-sphere diameter
of 0.375 and 0.32 nm work well for methane and argon, respectively. Fig. 2.5 shows that, for both methane-
graphene and argon-graphene systems, the equilibrium density profiles from the FMT-based EQT approach
agree well with the MD simulations for various channel widths.
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Figure 2.5: Comparison of density profiles of methane (a) and argon (b) from EQT with FMT (lines) and
MD (circles) simulations at different channel widths: 20σ (red) and 9σ (blue).
2.3 Summary
In this chapter, we presented details of the empirical potential based quasi-continuum theory (EQT). In EQT,
a steady-state Nernst-Planck equation is solved to predict the density, and a continuum approximation is
used to compute the potential due to wall-fluid and fluid-fluid atomic interactions. Determining the fluid-
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fluid potential of an inhomogeneous fluid is the most challenging part of a continuum-based approach. We
presented three models to compute the fluid-fluid potential in EQT: (i) a soft-core potential approach, (ii)
correlation correction approach, and (iii) fundamental measure theory (FMT) approach. In the soft-core
potential approach, we ignore the fluid-fluid correlations and replace the hard repulsive core of the fluid-fluid
pair potential by a soft-core potential. In the correlation correction approach, we approximate the fluid-
fluid correlations by the hard-sphere radial distribution function (RDF) and add a correlation correction
potential. In the FMT-based approach, we use the White-Bear mark II (WBII) version of FMT to include
the finite size and correlation effects of fluid. We demonstrated EQT by simulating two different confined
LJ fluid systems, namely, methane-graphene and argon-graphene slit-channel systems. We showed that the
EQT predictions of the methane and argon density profiles agree well with the reference MD simulations.
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Chapter 3
EQT-cDFT framework for
thermodynamic properties
Here, we focus on an application of the EQT framework to determine the equilibrium thermodynamic
properties of a confined fluid. For a fluid confined to a slit-like channel, the fundamental thermodynamic
relation is [1]
dΩ = −SdT − PdV −Ndµ+ 2γdA− fSAdL, (3.1)
where Ω is the grand potential, S is the entropy, T is the temperature, P is the pressure, V is the volume,
N is the number of the fluid particles, µ is the chemical potential, γ is the wall-fluid surface tension, A is
the surface area of the wall, L is the channel width, and fS is the solvation force. Given the thermodynamic
state of a confined fluid defined by T , V , and µ, we can determine the thermodynamic properties of the fluid
by evaluating the gradients of Ω. For example, from Eq. 3.1, the wall-fluid surface tension can be computed
as γ = 12
(
∂Ω
∂A
)
V,T,L,µ
. Therefore, to determine the thermodynamic properties of a confined fluid, we need an
expression for Ω. Classical density functional theory (cDFT) [1, 35, 158] provides a framework to determine
Ω in terms of the equilibrium density and interaction energy obtained from EQT.
Here, first, we use EQT to model an expression for Ω in terms of the equilibrium density and potentials.
Then, we can use the EQT-cDFT-based grand potential functional to compute various thermodynamic
properties of confined fluids.
3.1 cDFT
cDFT is a continuum-based technique that describes the properties of inhomogeneous fluids from a micro-
scopic level [1, 35, 158]. It is based on the theorem that, for a fluid in an external field, the Helmholtz free
energy, F , is a unique functional of the average molecular density profile, ρ(r), independent of the external
potential, Vext(r) [1, 35, 158]. Therefore, in cDFT, the grand potential is defined as a functional of ρ(r):
Ω [ρ(r)] = F [ρ(r)] +
∫
(Vext(r)− µ) ρ(r)dr. (3.2)
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To determine Ω from Eq. 3.2, we require an expression for F [ρ(r)]. The Helmholtz energy has two parts:
(i) the ideal part, F id [ρ(r)], and (ii) the excess part, F ex [ρ(r)], i.e.,
F [ρ(r)] = F id [ρ(r)] + F ex [ρ(r)] . (3.3)
The ideal part of the Helmholtz energy accounts for the ideal gas free energy,
F id [ρ(r)] = kBT
∫
ρ(r)
(
ln
(
ρ(r)Λ3
)
− 1
)
dr, (3.4)
where kB is the Boltzmann constant, Λ =
(
2πh¯2
mkBT
) 1
2
is the thermal wavelength, h¯ is the reduced Planck’s
constant, and m is the mass of an atom. The excess part of the intrinsic Helmholtz energy accounts
for the non-bonded interactions between molecules. Modeling of F ex [ρ(r)] is the most challenging part
of the cDFT. The exact expression for F ex [ρ(r)] is in general unknown [158]. There exists approximate
functionals for F ex [ρ(r)], such as fundamental-measure theory (FMT) functionals for hard sphere fluids
[121, 122, 120, 143, 142, 123, 162] and functionals based on the statistical associating fluid theory (SAFT)
[45, 44, 65]. In this work, we use EQT to formulate F ex [ρ(r)] as explained in Section 3.2.
3.2 EQT-cDFT
In the EQT-cDFT approach, the fluid-fluid EQT potential model (Eq. 2.12) is used to construct the excess
part of the intrinsic Helmholtz energy functional as
FEQT,ex [ρ(r)] =
1
2
∫
ρ(r′)Uff(r′)dr′ (3.5)
For a confined fluid system, the external potential is due to the wall-fluid interactions, i.e., Vext(r) = U
wf(r).
Therefore, from Eqs. 3.2, 3.3, 3.4, 2.12, 3.5, and 2.5, we get the EQT-cDFT-based grand potential functional,
ΩEQT [ρ(r)], as
ΩEQT [ρ(r)] = kBT
∫
ρ(r)
(
ln
(
ρ(r)Λ3
)
− 1
)
dr
+
1
2
∫
drρ(r)
∫
ρ(r′)
(
uff(r)ghs(r) + uffccp(r)
)
dr′
+
∫ (
Uwf(r)− µ
)
ρ(r)dr.
(3.6)
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We note that the chemical potential, µ, in Eq. 3.6 is same as the bulk fluid chemical potential, µb, at
temperature T and density ρb. The bulk chemical potential can be defined as
µb =
(
∂Fb
∂ρb
)
T
, (3.7)
where Fb is the Helmholtz energy per unit volume of the bulk fluid. Applying Eqs. 3.3, 3.4, and 3.5 for a
bulk fluid, Fb can be computed as
Fb = kBTρb
(
ln
(
ρbΛ
3
)
− 1
)
+
1
2
ρbUb, (3.8)
where Ub is the potential energy per molecule in the bulk fluid, given by
Ub = 4πρb
∫ Rffcut
0
r2
(
uff(r)ghs(r) + uffccp(r)
)
dr. (3.9)
Hence, in the EQT-cDFT approach, the chemical potential of a confined fluid can be computed as
µ = kBT log
(
ρbΛ
3
)
+ Ub. (3.10)
At equilibrium, Ω is minimum. Therefore, the equilibrium ρ(r) can be obtained by minimizing Ω [ρ(r)].
From Eq. 3.6, by minimizing the EQT-cDFT-based grand potential, ΩEQT [ρ(r)], w.r.t. ρ(r), we obtain the
equilibrium density profile of a confined fluid as
ρ(r) = ρb exp
(
−
1
kBT
(
Uff(r) + Uwf(r)− Ub
))
. (3.11)
Therefore, in the EQT-cDFT approach, one can obtain the equilibrium density and potential profiles of a
confined fluid by self-consistently solving Eqs. 2.5, 2.12, and 3.11. One of the advantages of the EQT-cDFT
approach (Eq. 3.11) over the Nernst-Planck approach (Eq. 2.1), is that a solution of the EQT-cDFT approach
does not require ρavg as an input; instead, ρavg can be computed as an output of the EQT-cDFT simulation
from the equilibrium density profile.
3.3 Thermodynamic properties
We consider a fluid confined in a slit-like channel, which consists of two infinitely long plane parallel walls
placed in the xy plane at z = 0 and z = L. Therefore, the system is periodic in the x and y directions,
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and we focus only on the z-variation of the properties. From the equilibrium values of ρ(z) and ΩEQT [ρ(z)],
one can determine various thermodynamic properties of a confined fluid [1]. In this work, we compute the
properties like total adsorption, local pressure tensor, surface tension, and solvation force as described below.
The total adsorption is the difference between the average number of fluid molecules in the confined
region with and without the channel walls. The total adsorption per unit surface area, Γ, can be computed
as an integral over the confined region:
Γ(L) =
1
2
∫ L
0
(ρ(z)− ρb) dz, (3.12)
where ρb is the bulk density of the fluid at a given T and µ, and the factor of
1
2 is multiplied to account for
the two channel walls.
The surface tension, γ, according to the thermodynamic definition, is the isothermal work required to
increase the interface by unit area, i.e., γ = 12
(
∂Ω
∂A
)
T,µ,L
for a slit-channel system. Alternatively, γ can also
be determined, according to the mechanical definition, in terms of the stress transmitted across a strip of
unit width normal to the interface. In this work, we use a mechanical definition of the surface tension given
by [75]
γ(L) =
1
2
∫ L
0
(Pn(z)− Pl(z)) dz, (3.13)
where Pn(z) and Pl(z) are the normal and lateral components of the local pressure tensor. In a bulk fluid,
pressure is homogeneous and isotropic, however, in a confined fluid, pressure varies with the position and
is anisotropic due to the wall-fluid force field and local variations in the fluid density [33, 56, 14]. For a
slit-channel system, Pl(z) can be computed as a negative of the local grand potential density, Ω(z) [61, 146].
Therefore, from Eq. 3.6,
Pl(z) = −kBTρ(z)
(
ln
(
ρ(z)Λ3
)
− 1
)
−
1
2
ρ(z)Uff(z)
− (Vext(z)− µ) ρ(z).
(3.14)
Also, for a slit-channel system in the steady-state, Pn(z) must be uniform across the channel width to satisfy
a mechanical equilibrium condition. Therefore, for a given channel of width L, an average normal pressure
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value, Pn(L), can be computed using the thermodynamic definition as
Pn(L) = −
1
A
∂ΩEQT(L)
∂L
(3.15)
where ΩEQT(L) is the total grand potential of the channel of width L, which can be computed from Eq. 3.6.
To compute ∂ΩEQT(L)/∂L in Eq. 3.15, we use the central difference scheme as
Pn(L) = −
1
A
ΩEQT(L+ ǫ)− ΩEQT(L− ǫ)
2ǫ
(3.16)
where ǫ is the infinitesimal change in the channel width. Eqs. 3.15 and 3.16 are analogous to the volume
perturbation expressions proposed by de Miguel and Jackson [100] in the context of vapour-liquid interfaces
as an extension of the formalism introduced by Eppenga and Frenkel [32] and Harismiadis et al. [55].
The solvation force, fS, is the difference between the pressure exerted by a confined fluid on the channel
walls and the bulk fluid pressure, Pb [1, 11]. For a slit-like system in mechanical equilibrium, the pressure
exerted by a confined fluid on the channel walls is equal to the average normal pressure, Pn(L). Therefore,
the solvation force can be computed as
fS(L) = Pn(L)− Pb. (3.17)
3.4 Results
To demonstrate the EQT-cDFT approach, we compute the thermodynamic properties of the methane-
graphene and argon-graphene slit-channel systems. The accuracy of the EQT-cDFT results is compared
with the reference MD simulations. We use the correlation correction approach to compute the fluid-fluid
potential in EQT. The optimized correlation correction potentials for the methane-graphene and argon-
graphene systems are described in Section 2.2.1. See Section 2.2 for the details of the methane-graphene and
argon-graphene slit-channel and reference MD simulations. To compute the local pressure tensors from MD,
we use the method of Schofield and Henderson [131] in combination with the Gaussian smoothing kernel
similar to ref. [56]. The local pressure determination method is not available in the default GROMACS 4.6.1
version. Therefore, for this work, we modified the GROMACS source code and implemented the method
for determining the local pressure tensor in a slit-like geometry. Our implementation of the local pressure
tensor method in GROMACS is publicly available on GitHub [4]. Recently, Vanegas et al. [147] have also
implemented a local pressure calculation method in a custom verion of GROMACS, which is based on the
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Hardy–Murdoch procedure. The surface tension and solvation force values from MD are determined by
substituting the MD local pressure values in Eqs. 3.13 and 3.17, respectively. To estimate the errors in the
properties from MD, we perform 5 different MD simulations with different initial conditions and obtain 5
sets of mean values of the properties. The estimate of error in the properties from MD are found to be less
than 1.0%.
Fig. 3.1 shows the variation of ρavg and Γ with L. We observe that, for the channels 2σ to 20σ, Γ < 0 and
ρavg < ρb. Due to the strong repulsion from the wall atoms, fluid molecules cannot access the volume very
close to the walls. Moreover, the layering of particles not only forms the regions of high (> ρb) densities, but
also the regions of low (< ρb) densities inside a channel. The net effect of the excluded volume and layering
is that the total number of fluid molecules inside the channel of a volume V is smaller than the number of
molecules in the bulk of the same volume. We also observe that, for the smaller channels with no bulk-like
region, Γ oscillates with L. The oscillations in Γ follow the formations of adsorbed layers with increasing L.
The minimum in Γ occur when adsorbed particles form an additional layer to arrange in a closely packed
structure and reduce the average density.
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Figure 3.1: EQT-cDFT predictions for total adsorption (a) and average density (b) of methane (blue solid
lines) and argon (red solid lines) molecules inside graphene slit channels of various widths. In subfigure b
dotted lines correspond to the bulk densities of methane (blue) and argon (red).
Next, we compute the local pressure tensor, surface tension, and solvation force. Fig. 3.2 shows the
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lateral pressure profiles in the methane-graphene and argon-graphene systems. It can be observed that the
lateral pressure predictions from the EQT-cDFT compare well with the MD for various channel widths. We
observe that, in a channel, Pl(z) oscillates similar to ρ(z). The lateral pressure values are much higher near
the walls than the bulk pressure. The maximum value of Pl(z) occurs near the first density peak, i.e., 0.95σ
from the walls, and it is ≈ 5 times greater than the bulk pressure. Such high pressures in a confined fluid near
the channel walls provide explanations for the confined fluid nanophases[85, 86], such as high pressure solid
phases [77, 63] and chemical reactions [145]. Away from the walls, the oscillations in Pl(z) decay towards
the bulk value.
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Figure 3.2: Comparison of lateral pressure profiles of methane (a) and argon (b) from EQT-cDFT (lines)
and MD (circles) simulations for various channel widths: 20σ (red), 9σ (blue), and 3σ (green).
Fig. 3.3 shows the variation of the normal pressure, surface tension, and solvation force as a function of L
for both methane-graphene and argon-graphene systems. We observe that the predictions for Pn(L), γ(L),
and fS(L) from the EQT-cDFT simulations compare well with the MD simulations. Fig. 3.3 shows that the
normal pressure oscillates with L for channels less than 9σ and it approaches the bulk pressure value for
L > 9σ. The oscillations in the normal pressure are well-known and they arise because of the oscillations
in the average density values (see Fig. 3.1) [11, 77, 85, 33, 86]. Similar to the normal pressure, the surface
tension and solvation force oscillate for the smaller channels and the amplitudes of oscillations decay rapidly
with increasing L.
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Figure 3.3: Variation of normal pressure (a), surface tension (b), and solvation force (c) of methane (blue)
and argon (red) with channel width. Lines are EQT-cDFT results and circles are MD results.
3.5 Summary
In this chapter, we presented an EQT-cDFT approach, in which the density and potentials from EQT are
used to model the grand potential functional of a confined fluid. Then the expressions for various thermody-
namic properties are derived. We demonstrated the EQT-cDFT approach by simulating methane and argon
confined in slit-like graphene channels of various widths. The EQT-cDFT predictions for the thermodynamic
properties, like adsorption, local pressure tensor, surface tension, and solvation force, compare well with MD
simulations.
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Chapter 4
Multiscale model for confined water
We develop a multiscale model to study properties of water confined inside slit-like channels by two multiscale
simulation approaches: the coarse-grained molecular dynamics (CG-MD) and the empirical potential-based
quasi-continuum theory (EQT). For multiscale model development, we systematically coarse-grain degrees
of freedom of confined water from the detailed all-atom level to the cheaper particle-based CG level, and
to the continuum-based level. There exists many different AA level models for water with varied degrees
of complexity and accuracy [72, 150]. Here, we use the extended simple point charge (SPC/E) [15] model
for the AA level confined water simulations. Though particle-based CG systems are simulated using similar
molecular simulation techniques as in AA simulations, they allow faster computations due to reduced degrees
of freedom and simpler interaction potentials as compared to AA models. For continuum-based simulation,
we use EQT.
4.1 Confined water systems
(a) graphene wall (b) water in graphene slit channel
Figure 4.1: Schematic representation of confined water system.
We consider confined water systems in which water molecules are confined between two flat parallel
graphene layers as shown in Fig. 4.1. The two graphene layers are placed along the XY plane, and the lateral
dimensions of the layers are 3.83400×3.68927 nm2. The z coordinate is perpendicular to the graphene layers
and the separation distance between the two graphene layers is varied from 2σ to 20σ, where σ (= 0.317 nm)
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is the length-scale parameter for the Lennard-Jones interaction between oxygen atoms of water molecules.
For all channel widths, the confined water is assumed to be in equilibrium with a bulk reservoir, and the
thermodynamic state of the confined water is defined by the corresponding bulk reservoir temperature and
density. We consider various thermodynamic states, from ambient (298 K) to supercritical conditions (673
K) with a range of densities between 0.66 and 1.0 g/cm3 similar to the one considered in ref. [95].
The reference all-atom molecular dynamic (AA-MD) simulations are performed in the NVT (canonical)
ensemble by GROMACS [62]. In MD simulations, the total number of molecules, N , of the confined fluid,
which is in equilibrium with the bulk fluid at a given density and temperature, must be specified a priori.
N can be obtained if we know the average density of the confined fluid defined as, ρavg = N/Vchannel,
where Vchannel is the volume of the channel. It is, therefore, required to determine ρavg of confined water
for various separations of the channel walls. In this work, to determine the average density of confined
water in equilibrium with the bulk water at a given thermodynamic state, we adopt the linear superposition
approximation (LSA), as described in[30]. It was shown in [30], that ρavg of confined water at various
separations obtained using LSA is thermodynamically consistent except at very small separations. Hence,
we use LSA to determine ρavg for channels of widths larger than 4σ, and for smaller channels, we performed
equilibration simulations with the channel attached to the bulk water reservoir at the saturated liquid density
for the corresponding temperature and saturation pressure which are obtained from [130].
In AA-MD, water is modeled using the extended simple point charge (SPC/E) [15] model. The interaction
parameters are given in Table 4.1. Spherical cutoff of 1.5 nm is used for the Lennard-Jones interactions,
and electrostatic interactions are computed by the particle mesh Ewald (PME) [29] method with an extra
vacuum of 19 nm above the graphene layer along with the appropriate correction for the slab geometry. Wall
atoms are kept fixed at their original positions. Periodic boundary conditions are specified in the x, y, and
z directions. Temperature is maintained using the Nose´-Hoover thermostat [108] with 0.2 ps time constant.
All systems are equilibrated for 5 ns and production runs of 45 ns are performed with 1 fs time step.
Table 4.1: Interaction parameters in all-atom MD simulations of water confined in graphene slit channels
σ (nm) ǫ (kJ/mol) q (e)
O 0.317 0.6503 -0.8476
H 0.0 0.0 0.4238
C 0.3390 0.2334 0.0
C-O 0.3280 0.3896 -
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4.2 Systematic coarse-graining of confined water
In multiscale simulations, it is important that the individual models on different levels of resolution are
systematically linked such that these models are thermodynamically and/or structurally consistent. This
scale-bridging can be achieved by appropriately devising the effective interaction potentials at different
levels of resolution. The process of determining effective interactions at coarser-level from more detailed
high resolution level is referred to as the systematic coarse-graining[110, 111, 103, 149, 107].
In the multiscale model for confined water, we represent one water molecule with one coarse-grained bead
at the center of mass (COM) and retain all the atomistic details of the graphene layers. In this representation
of the confined water system, we need to specify the effective interaction potentials between water-water
CG beads and between graphene-water CG beads. We first optimize coarse-grained interactions for the CG-
MD scale from the reference AA-MD results and then obtain the effective interactions for the EQT-based
continuum scale from the CG-MD scale as depicted in Fig. 4.2.
AA-MD CG-MD EQT
Figure 4.2: Schematic representation of systematic coarse-graining of confined water system from AA-MD
to CG-MD to EQT.
4.3 CG-MD model for confined water
To optimize CG potentials for CG-MD scale from a reference high resolution AA-MD system, there exist
several systematic coarse-graining techniques of varying complexities and accuracies. These range from
structure-based methods, such as Boltzmann inversion, iterative Boltzmann inversion (IBI) [119], inverse
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monte carlo (IMC) [90], and relative entropy [133], to force-based methods like force matching (FM) [67,
125]. Structure-based methods target (multi-body) distribution functions and use the relation between the
distribution functions and the potential of mean force (PMF) [119, 125] to derive effective CG interactions.
In contrast, the FM method tries to reproduce forces on CG sites [125]. Detailed descriptions about the
various aspects and methods for determining CG potentials can be found in ref. [103, 110, 25, 126, 125].
In general, coarse-grained potentials cannot reproduce simultaneously all the thermodynamic and struc-
tural properties of the reference system [87, 69, 151]. Here, the property of interest for coarse-graining is the
equilibrium center of mass (COM) density profile of confined water obtained by the reference AA-MD sim-
ulations. Furthermore, CG potentials suffer from transferability issues, i.e., they are thermodynamic state
dependent and may not be accurate for states other than the reference state for which they are optimized
[87, 69]. Therefore, first, we focus on obtaining CG potentials for confined water at a standard thermody-
namic state of 298 K temperature and 1.0 g/cm3 density. Then, in Section 4.5, we study the thermodynamic
state dependence of CG potentials for confined water.
Due to the inherent inhomogeneity of the confined water system and water’s special characteristic of
forming directional hydrogen-bonds, it is a formidable problem to parameterize a single-site isotropic CG
potential model for confined water. CG potentials have been developed to reproduce structural properties of
bulk water, such as radial distribution function (RDF).[151, 24, 67] Structural properties of confined water
can, however, be different from bulk properties of water. For example, density, RDF, dipole angle distri-
bution, tetrahedral structure, and other properties of water near the surface are different from bulk water,
and depend upon surface characteristics.[27, 74, 92] Hence, CG potentials for bulk water may not capture
structure of confined water accurately. However, not much attention has been given to the development of
CG potentials for confined water. To our knowledge, there is no systematic method for parameterizing CG
potentials to reproduce the inhomogeneous density profiles of confined fluids.
In this work, to optimize CG potentials for the confined water system, we use the relative entropy
minimization method[133]. Relative entropy is a metric which quantifies the extent of the configurational
phase-space overlap between two molecular ensembles as [156, 133]
Srel =
∑
i
pAA(i) ln
(
pAA(i)
pCG (M(i))
)
+ 〈Smap〉AA, (4.1)
where i is a particular configuration of the atom sites in the AA-MD ensemble,M is the mapping operation to
generate a corresponding configuration I of the CG sites, i.e., I =M(i), pAA and pCG are the configurational
probabilities based on the AA-MD and CG-MD potentials, respectively, and 〈Smap〉AA is the mapping entropy
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due to the average degeneracy of the AA configurations mapping to the same CG configuration, given by
Smap(I) = ln
∑
i
δI,M(i), (4.2)
where δ is the Kronecker delta function. Srel can be used as a measure of the discrepancies between various
properties of the CG system’s and the target all-atom (AA) ensemble. It has been shown by Shell S. [133]
that one can minimize the relative entropy metric between the model CG system and the target AA system
to optimize CG potential parameters such that the CG ensemble would mimic the target AA ensemble. We
implemented the relative entropy minimization method in an open-source coarse-graining software called
Versatile Object-Oriented Toolkit for Coarse-graining Applications (VOTCA) [126, 98]. In addition to the
relative entropy minimization method, VOTCA supports various coarse-graining methods such as IBI, IMC,
FM, and Simplex. See Appendix B for the details of the relative entropy minimization method and its
implementation in VOTCA.
We note that in the coarse-grained representation of the confined water system, we only coarse-grain
water molecules and keep all the atomistic details of the channel wall. This representation is similar to the
hybrid simulations approach used in[127], in which part of the system is represented at atomic resolution
and the remaining part at coarse-grained level. In the reference SPC/E water-based all-atom model, carbon
atoms of the graphene layers are modeled as simple LJ-type atoms, and hence, the interaction between a
carbon atom and a water molecule is already a single-site isotropic potential.
First, we test the bulk based water-water CG potential in confinement. For the interaction between
carbon atoms and CG water beads, we use the LJ potential with the same parameters as the LJ interactions
between carbon and oxygen in the reference all-atom system. The water-water CG potential is obtained by
relative entropy-based coarse-graining of bulk water at 298 K temperature and 1.0 g/cm3. The details of
bulk water coarse-graining are provided in Appendix B. Fig. 4.3 shows the water-water CG potential along
with the LJ interaction between a carbon atom and water CG bead. Fig. 4.4 shows the comparison of the
CG-MD and AA-MD results for the COM density profiles of water in the 10σ channel. We observe that
CG-MD model based on bulk water-water CG potential and LJ potential between carbon and water fails to
predict the interfacial layering of water accurately. This is not surprising because the structure of interfacial
water is quite different from that of bulk water[92]. Therefore, a bulk based water-water CG potential along
with the original carbon-water LJ pair interaction is not sufficient to accurately capture interfacial structure
of the confined water. We discussed this issue in detail in [96]. To address this issue, in ref. [96], we used
the coarse-grained correction potential between a wall atom and a water CG bead in addition to the original
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LJ potential. Here, instead of separately modeling these two types of CG potentials between a wall atom
and a water CG bead, we consider a single effective carbon-water CG potential, and optimize it such that
it accounts for the surface effects on the water structure.
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Figure 4.3: Water-water CG potential from bulk water coarse-graining and carbon-water interaction modeled
using the carbon-oxygen LJ potential from the reference AA-MD system.
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Figure 4.4: Comparison of COM density profile of water from AA-MD and CG-MD with water-water CG
potential from bulk water and LJ potential for the carbon-water interactions. The confined water system is
10σ channel at T = 298 and ρb = 1.0 g/cm
3 thermodynamic state.
Next, we optimize water-water and carbon-water CG potentials from a reference 10σ channel AA-MD
system. To model the water-water CG-MD potential, uwwCG(r), and the carbon-water CG-MD potential,
ucwCG(r), we use a functional form based on uniform cubic B-splines (SP). In a pair potential function,
uSP(r), based on uniform cubic B-splines the separation interval from 0 to the cut-off distance, Rcut, is
discretized into n− 1 segments, {r0, r1, r2, ..., rn−1}, of equal size ∆r = Rcut/(n− 1) such that ri = i×∆r,
where i ∈ (0...n− 1). Then, given n+ 2 real values {c0, c1, c2, ..., cn+1} called the spline knots, the value of
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a pair potential at a separation distance r is determined by
uSP(r) =
[
1 t t2 t3
]
1
6


1 4 1 0
−3 0 3 0
3 −6 3 0
−1 3 −3 1




cj
cj+1
cj+2
cj+3


(4.3)
where the index j is determined such that rj ≤ r < rj+1, and t is given by
t =
r − rj
∆r
(4.4)
The SP potential form, uSP(r), is not only suitable for analytical treatment but it also exhibits remarkable
flexibility and can represent various complex functional characteristics of pair potentials for sufficiently large
number of knots. In this work, for both uwwCG(r) and u
cw
CG(r), we set Rcut = 1.0 nm with a grid spacing of
∆r = 0.02 nm, i.e., n = 51. Thus, we need to optimize a total of 53 knot values for each CG-MD potential,
i.e., the knot values {cww0,CG, c
ww
1,CG, c
ww
2,CG, ..., c
ww
52,CG} for the water-water CG-MD potential and the knot values
{ccw0,CG, c
cw
1,CG, c
cw
2,CG, ..., c
cw
52,CG} for the carbon-water CG-MD potential.
We determine the optimum spline knots for uwwCG(r) and u
cw
CG(r) by relative entropy minimization using
the trajectory of the reference 10σ channel AA-MD simulations. Fig. 4.5 shows the carbon-water and
water-water CG-MD potentials obtained by the relative entropy minimization. We evaluate these CG-MD
potentials for their ability to predict the COM density profile of the confined water by performing the CG-
MD simulations. Fig. 4.6 shows the CG-MD results for the COM density profile of water in the reference
10σ channel. It is evident that the CG-MD potentials predict the COM density profile of the confined
water accurately as compared to the reference AA-MD results, and it is found that the root-mean-squared
deviation (RMSD) between the CG-MD and AA-MD results is less than 0.055.
4.4 EQT model for confined water
As described in Chapter 2, to determine the density profile of confined water from EQT, we need effective
carbon-water and water-water pair potentials. It was shown that, to determine the wall-fluid potential from
Eq. 2.5, one can use the particle-based effective single-site isotropic pair potential between a wall particle
and a fluid particle. Thus, to compute the wall-fluid potential, Uwf, for the confined water, we use the
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Figure 4.5: Water-water and carbon-water CG potentials for the CG-MD scale for T = 298 and ρb = 1.0
g/cm3 thermodynamic state.
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Figure 4.6: Comparison of COM density profile of water from CG-MD and AA-MD simulations inside 10σ
channel at T = 298 and ρb = 1.0 g/cm
3 thermodynamic state.
carbon-water CG pair potential, ucwCG(r), optimized for the CG-MD scale as
Uwf(r) =
∫
ρwall(r
′)ucwCG(r)dr
′, (4.5)
where, ρwall = 38.18 atoms/nm
3 for the graphene wall.
Here, we use the soft-core potential approach to compute the fluid-fluid potential due to water-water
interactions as
Uff(r) =
∫
ρ(r′)uwwEQT(r)dr
′ (4.6)
where uwwEQT(r) is the water-water effective quasi-continuum pair potential. One should model u
ww
EQT(r), such
that it is finite for r → 0, and it should take into account the effects of the neglected pair correlations
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in the mean-field approximation (MFA) of Eq. 4.6 [96]. Therefore, we model the water-water effective
quasi-continuum pair potential, uwwEQT(r), as
uwwEQT(r) =


0, r ≤ Rcrit
a0 + a1(r −Rmin) + a2(r −Rmin)
2, Rcrit < r ≤ Rmin
uSP(r), Rmin < r ≤ Rcut
(4.7)
where Rcrit and Rmin are the control parameters, which define the zero potential region and the soft-core of
uwwEQT(r), respectively. The soft-core region is modeled using the quadratic polynomial with the coefficients
a0, a1, and a2. Similar approach of modeling the soft-core of the fluid-fluid quasi-continuum pair potentials
to ensure the finite potential values for small r is followed previously in [117, 6, 129, 96]. In the region from
Rmin to the cut-off distance Rcut, u
ww
EQT(r) is modeled using the uniform cubic B-splines form, uSP(r), given
by Eq. 4.3. In this work, we optimize a1, a2, and the cubic B-spline knot values of u
ww
EQT(r) in Eq. 4.7,
i.e., λ = {a1, a2, c
ww
0,EQT, c
ww
1,EQT, c
ww
2,EQT, ...}. We fix Rcrit = 0.05 nm, Rmin = 0.26 nm, Rcut = 1.04 nm, and
use grid spacing of 0.08 nm for the cubic B-spline part of uwwEQT(r). a0 is determined by imposing the C
0
continuity condition at Rmin.
Here, we develop a systematic technique to optimize the parameters λ of uwwEQT(r) such that the target
equilibrium COM density profile, ρtgt(z), of the confined water can be reproduced by EQT. Similar to the
IBI method, in which, to reproduce the target RDF, the CG potential is optimized such that the Boltzmann
relation between the two-body PMF and the RDF is satisfied, for reproducing ρtgt(z) the parameters of
uwwEQT(r) must satisfy the Boltzmann relation given by
ρ(z) = ρref exp
(
−
U¯(z)
kBT
)
, (4.8)
where U¯(z) = (U(z)− Uref). For the slit-like graphene-water system, we use the midpoint of the channel as
the reference point. Therefore, to quantify the accuracy of uwwEQT(r) parameters, we define the metric:
ǫB =
1
2L
∫ L
0
(
ρtgtref exp
(
−
U¯(z)
kBT
)
− ρtgt(z)
)2
dz (4.9)
where ρtgtref is the target density at the reference point and U(z) is determined by using the target density
profile, ρtgt(z). The quantity ǫB in Eq. 4.9 gives the average squared error in the Boltzmann relation due
to the given parameters of uwwEQT(r). Hence, the objective is to determine the parameters of u
ww
EQT(r) such
that the quantity ǫB is minimized. Since, minimizing ǫB is equivalent to reproducing the target total PMF
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profile, it is in essence a PMF-matching technique.
Similar to the relative entropy minimization as described in Appendix B, for the minimization of ǫB, we
use the coupled Newton-Raphson scheme such that the parameters of uwwEQT(r), λ, are refined iteratively as
λk+1 = λk − χHǫB
−1 · ∇λǫB (4.10)
where k is the iteration index, χ ∈ (0...1) is the relaxation parameter that can be adjusted to ensure
convergence, ∇λǫB is the vector of the first derivatives of ǫB with respect to λ, and HǫB is the Hessian
matrix of ǫB. ∇λǫB can be computed from Eq. 4.9 as
∇λǫB = −
1
L
∫ L
0
1
RT
ρtgtref exp
(
−
U¯(z)
kBT
)(
ρtgtref exp
(
−
U¯(z)
kBT
)
− ρtgt(z)
)
∂U¯(z)
∂λ
dz (4.11)
and HǫB is given by
Hij,ǫB =
1
L
∫ L
0
(
1
kBT
)2
ρtgtref exp
(
−
U¯(z)
kBT
)(
ρtgtref exp
(
−
U¯(z)
kBT
)
− ρtgt(z)
)
∂U¯(z)
∂λi
∂U¯(z)
∂λj
dz
+
1
L
∫ L
0
(
1
kBT
ρtgtref exp
(
−
U¯(z)
kBT
))2
∂U¯(z)
∂λi
∂U¯(z)
∂λj
dz
−
1
L
∫ L
0
1
kBT
ρtgtref exp
(
−
U¯(z)
kBT
)(
ρtgtref exp
(
−
U¯(z)
kBT
)
− ρtgt(z)
)
∂2U¯(z)
∂λi∂λj
dz
(4.12)
Since λ in Eq. 4.10 contains only the parameters of the water-water pair potential, uwwEQT(r), only the water-
water potential profile contributes to the first and second derivatives of U¯(z) in Eqs. 4.11 and 4.12, and
they can be computed as
∂U¯(z)
∂λi
=
∂Uff(z)
∂λi
−
∂Uff(zref)
∂λi
(4.13a)
∂2U¯(z)
∂λiλj
=
∂2Uff(z)
∂λiλj
−
∂2Uff(zref)
∂λiλj
(4.13b)
where ∂U
ff
∂λi
and ∂
2U ff
∂λiλj
are given by
∂Uff(r)
∂λi
=
∫
ρ(r′)
∂uwwEQT(|r − r
′|)
∂λi
dr′ (4.14a)
∂2Uff(r)
∂λiλj
=
∫
ρ(r′)
∂2uwwEQT(|r − r
′|)
∂λiλj
dr′ (4.14b)
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The first derivatives of uwwEQT(r) w.r.t. a1 and a2 can be computed from Eq. 4.7 as
∂uwwEQT(r)
∂a1
= r −Rmin (4.15a)
∂uwwEQT(r)
∂a2
= (r −Rmin)
2 (4.15b)
and the first derivatives w.r.t. the knot values of the B-spline part of uwwEQT(r) can be computed by Eq. 4.3.
The second derivatives of uwwEQT(r) w.r.t. λ are zero. For the graphene-water slit-like system, we follow the
same procedure described in Chapter 2 to determine U(z), Uwf(z), Uff(z), and the derivatives of U(z).
Fig. 4.7 shows the optimum water-water soft-core pair potential obtained by the PMF-matching method.
Similar to the relative entropy coarse-graining for the CG-MD scale, for the PMF-matching, we use the 10σ
channel AA-MD system as the target system. We note that the optimum values of a1,a2, and the cubic
B-spline knot values for uwwEQT(r) depend significantly on the choice of Rcrit and Rmin values. Herein, we
set Rcrit = 0.05 nm and Rmin = 0.26 nm such that the optimized u
ww
EQT(r) follows as closely as possible the
characteristics of the CG-MD water-water potential in the region from Rmin to Rcut. It can be observed that,
for each thermodynamic state, though the water-water EQT potential has the same core-softened double-
well-type characteristics as in the CG-MD case, it’s length-scales are slightly shifted and energy-scales are
more attractive as compared to the CG-MD water-water potential. This behaviour can be contributed to
the MFA of Eq. 4.6 [148]. The MFA neglects the water-water pair correlations which should enhance the
attractive interactions. Hence, the effective water-water EQT potentials are more attractive to account for
the effects of the pair correlation. Furthermore, from Fig. 4.8, we observe that the soft-core CG potential
is similar to the water-water direct correlation, c(r), [52], which is computed from the water-water radial
distribution function in the bulk. This suggests that the soft-core potential form does not only address
the numerical issues due to a steep-repulsion component of the fluid-fluid pair potential in the continuum
approximation but also accurately captures the fluid-fluid correlations in the confined system.
Next, we evaluate the soft-core CG potential for its ability to predict the COM density profile of the
confined water by performing the EQT simulations. From Fig. 4.9, it is evident that the CG potentials
based EQT predicts the COM density profile of the confined water accurately as compared to the reference
AA-MD results, and it is found that the RMSD between the EQT and AA-MD results is less than 0.044.
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Figure 4.7: Water-water soft-core CG potential for the EQT-based continuum scale for T = 298 and ρb = 1.0
g/cm3 thermodynamic state.
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Figure 4.8: Comparison of the water-water soft-core CG potential and the bulk water-water direct correlation
function for T = 298 and ρb = 1.0 g/cm
3 thermodynamic state.
4.5 Transferability
First we test the transferability of the CG potentials optimized for the 10σ channel to different channel
widths at the same thermodynamic state of T = 298 and ρb = 1.0 g/cm
3. Fig. 4.10 shows that the density
profiles from CG-MD and EQT compare well with the reference AA-MD results for different channel widths.
Therefore, the CG potentials are transferable across different channel widths at the same thermodynamic
state.
Next, we study the thermodynamic state dependence of the CG potentials for confined water. Since the
average contributions of the coarse-grained atomic degrees of freedom depend on the thermodynamic state
of the reference system, CG potentials suffer from transferability issues, i.e., CG potential constructed from
a reference system at a given thermodynamic state may not directly be used for modeling the underlying
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Figure 4.9: Comparison of COM density profile of water from EQT using the soft-core water-water CG
potential and AA-MD simulations inside 10σ channel at T = 298 and ρb = 1.0 g/cm
3 thermodynamic state.
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Figure 4.10: Comparison of COM density profiles of water from AA-MD, CG-MD, and EQT simulations for
different channel widths at T = 298 and ρb = 1.0 g/cm
3 thermodynamic state:10σ (red), 7σ (blue), and 4σ
(green). Circles are AA-MD results, solid lines are CG-MD results, and dashed lines are EQT results.
sytem at a different state point [87, 69]. Therefore, we generate different set of CG-MD and EQT soft-core
potentials for each thermodynamic state of the confined water, given in Table 4.2. For both, the relative
entropy minimization and the PMF-matching based coarse-graining, we use the 10σ channel AA-MD system
as the target system.
Fig. 4.11 shows the carbon-water and water-water CG-MD potentials and water-water soft-core EQT
CG potentials for different thermodynamic states. Fig. 4.12 shows that the CG-MD and EQT results for the
COM density profiles of water compare well with the reference AA-MD results in multiple channel widths
at different thermodynamic states.
From Fig. 4.11, further observations can be made about the state dependent characteristics of the water-
water and carbon-water CG potentials. It can be seen that both the CG-MD pair potentials depend sub-
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Table 4.2: Thermodynamic states of confined water.
State T [K] ρ [gm/cm3]
I 298 1.0
II 328 0.985
III 400 0.935
IV 523 0.8
V 673 0.66
stantially on the thermodynamic state. However, water-water CG-MD potential exhibits a characteristic
core-softened double-well-type form at all the states considered. This observation is consistent with the
studies of single-site isotropic potentials for water [67, 160, 69, 161, 24]. There are two important energy and
length-scales to core-softened double-well-type potential form. We find that, for the water-water CG-MD
potential, the energy-scale of the first well varies significantly with the thermodynamic state: it continuously
falls from positive values at lower temperatures to negative values at higher temperatures. The second-well
is always attractive and does not vary significantly with the thermodynamic state. Also, we note that the
difference between the second inflection point and the second energy well decreases with increasing temper-
ature. Wang et al. [151] suggest that this difference governs the tetrahedral packing of water molecules: the
larger the difference, the stronger the tetrahedral packing. This implies that for the graphene-water system
as temperature increases the tetrahedral packing of water molecules becomes weaker, which is physically
consistent with the observations by Mart´ı and Gua`rdia [95] that as temperature increases the number of
hydrogen bonds per water molecule decreases. In contrast to the significant state dependence of the energy-
scales, both the length-scales, i.e., locations of the first and second well, vary very little with the state, and
the ratio of the two length-scales is in the range 0.61-0.67, which is in agreement with the observation made
by Yan et al. [160], that in order to have water-like characteristics this ratio should be ≈ 0.6. Similar obser-
vations are made by Chaimovich and Shell [24] about the thermodynamic state dependence of the energy
and length-scales of the coarse-grained bulk water potential.
Although, the CG potentials are significantly state-dependent, one can transfer a CG potential optimized
for a particular thermodynamic state to a different state by an appropriate state-dependent scaling relation
[37]. Such scaling relations, if exist, can be useful to derive CG potentials for wider thermodynamic states
from the CG potentials of a few representative states which are optimized explicitly by a coarse-graining
technique. Farah et al. [37] used a 2-point linear interpolation formula given by
u(r, T ) = CL × u(r, TL) + CU × u(r, TU) (4.16)
to determine the temperature dependent CG potentials for liquid n-hexane in a region of homogeneous
36
-6.0
0.0
6.0
12.0
18.0
24.0
(a)
-6.0
-4.0
-2.0
0.0
2.0
4.0
0.2 0.3 0.4 0.5
-0.3
0.0
0.3
0.6
0.9
0.0 0.1 0.3 0.4 0.6 0.8 0.9
(b)
u
(r
)
[k
J
/
m
o
l]
r [nm]
u
(r
)
[k
J
/
m
o
l]
Figure 4.11: Coarse-grained effective potentials for CG-MD and EQT simulations at different thermodynamic
states. The top subfigure shows water-water potentials where solid lines are CG-MD potentials and dashed
lines are EQT potentials. The bottom subfigure shows carbon-water potentials. In both the subfigures, red
lines are for T = 298 K, blue for T = 328 K, green for T = 400 K, orange for T = 523 K, and cyan for T =
673 K.
phases. In Eq. 4.16, the CG potential at temperature T , u(r, T ), is determined from the two known CG
potentials u(r, TL) and u(r, TU) at temperatures TL and TU, where TL ≤ T ≤ TU, and CL and CU are the
mixing coefficients given by
CL =
TU − T
TU − TL
(4.17a)
CU =
T − TL
TU − TL
(4.17b)
Herein, we test the applicability of 2-point linear interpolation formula for the confined water by evalu-
ating the accuracy of the CG potentials derived for the saturated liquid water states: T = 310 K, ρ = 0.9933
gm/cm3 and T = 473 K, ρ = 0.863 gm/cm3. For T = 310 K we use TL = 298 K and TU = 328 K, and
for T = 473 K we use TL = 400 K and TU = 523 K. The CG-MD and EQT potentials obtained by this
procedure are shown in Fig. 4.13. From Fig. 4.14, it is evident that the density profiles of water predicted
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Figure 4.12: Comparison of COM density profiles of water from AA-MD, CG-MD, and EQT simulations at
different thermodynamic states and channel widths: (a) T = 298 K, 10σ (red), 7σ (blue), and 4σ (green);
(b) T = 328 K, 10σ (red), 8σ (blue), and 5σ (green); (c) T = 400 K, 10σ (red), 8σ (blue), and 4σ (green);
(d) T = 523 K, 10σ (red), 7σ (blue), and 3σ (green); and (e) T = 673 K, 10σ (red), 6σ (blue), and 3σ
(green). In all subfigures, circles are AA-MD results, solid lines are CG-MD results, and dashed lines are
EQT results.
by the scaled CG-MD and EQT potentials are in reasonably good agreement with the reference AA-MD
results. Therefore, it is clear that the 2-point linear interpolation can be used to derive state dependent
CG potentials for the confined water in the region of the saturated liquid phases. We note that there is a
scope to further investigate, in detail, the transferability of the CG potentials for the cofined water in the
region of much wider thermodynamic states using the relative entropy minimization and the PMF-matching
techniques.
4.6 Summary
In this chapter, we developed coarse-grained potentials to predict the structure of confined water by two mul-
tiscale simulation approaches: the coarse-grained molecular dynamics (CG-MD) and the empirical potential-
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Figure 4.13: Interpolated CG potentials for the confined water. The top subfigure shows water-water
potentials where solid lines are CG-MD potentials and dashed lines are EQT potentials. The bottom
subfigure shows carbon-water potentials. In both the subfigures, red lines are for T = 310 K, and blue for
T = 473 K.
based quasi-continuum theory (EQT). The structurally-consistent coarse-grained potentials for the CG-MD
and EQT are determined from the reference all-atom SPC/E water model. For optimization of the CG-MD
potentials, the relative entropy-based coarse-graining method is used, and for determination of the EQT
potentials, we developed a potential of mean force matching scheme. We found that the density profiles
from CG-MD and EQT compare well with the reference AA-MD results for different channel widths. Hence,
the CG potentials are transferable across different channel widths at the same thermodynamic state. Fur-
thermore, we studied thermodynamic transferability of the CG potentials and found that the CG potentials
depend on the thermodynamic state of confined water.
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Figure 4.14: Comparison of COM density profiles of water from AA-MD, CG-MD, and EQT simulations
using interpolated CG potentials for 10σ channel: (a) T = 310 K and (b) T = 473 K. In both the subfigures,
circles are AA-MD results, solid lines are CG-MD results, and dashed lines are EQT results.
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Chapter 5
Langevin-Poisson-EQT: A dipolar
solvent based quasi-continuum
approach for electric double layers
In this chapter, we extend the EQT framework to simulate electric double layers (EDLs).When an electrolyte
fluid, which is usually an aqueous solution of ions, interacts with a charged surface, the surface electric field
attracts counter ions to form a layer of counter ions near the surface, which is called the “electric double layer”
(EDL) [7]. Water is a highly polar solvent. As a result, electrostatic interactions of interfacial water molecules
play a dominant role in determining the distribution of ions in electric double layers (EDLs). Near a surface,
an inhomogeneous and anisotropic arrangement of water molecules gives rise to pronounced variations in the
electrostatic and hydration energies of ions. Therefore, a detailed description of the structural and dielectric
properties of water is important to study EDLs.
Most theoretical models ignore the molecular effects of water and treat water as a background continuum
with a uniform dielectric permittivity. The Gouy-Chapman (GC) theory based on the Poisson-Boltzmann
(PB) equation is the most basic and popular theory to study EDL [3]. It models ions as point charges
and incorporates only the electrostatic interactions among them; furthermore, it treats water implicitly as a
background medium with a uniform dielectric permittivity. However, it ignores many important molecular
aspects of the fluid, such as finite size of the ions, statistical correlations, the van der Waals’ (vdW) inter-
actions, molecular nature of water and variations in the dielectric permittivity. Therefore, accuracy of the
Gouy-Chapman theory is limited.
To address the limitations of the GC theory, various advanced theories have been developed, such as the
modified PB theory [22], integral equation theory [76], and classical density functional theory (cDFT) [36,
158, 83, 41, 82, 128]. These theories, in addition to the electrostatic interactions, mainly account for the finite
size effects of ions and van der Waals’ interactions among them. However, they usually ignore molecular
details of water and variations in the dielectric permittivity. For example, in the most common cDFT
approach, which is also known as a primitive model (PM), ions are modeled as charged hard spheres, water
is treated as a background continuum with a uniform dielectric permittivity, and then the ion density profiles
and EDL properties are obtained by minimizing a free energy functional [68]. In the PM, if all the ions are
assumed to have the same hard sphere diameter then it is called a restricted PM (RPM) [140].
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The implicit solvent-based methods ignore important molecular details of water and, hence, they fail
to predict several key experimental [79] and atomistic simulation results [114, 115]. Near a surface, water
molecules are packed in distinct density layers and they exhibit anisotropy in their orientations [94, 26].
Such inhomogeneous and anisotropic arrangement of the interfacial water molecules gives rise to pronounced
oscillations in the polarization, dielectric permittivity, electric field, and hydration interactions near the
surface [20, 21]. Consquently, the interfacial water has a dominant effect on the electrostatic and hydration
energies of ions, which in turn affect the spatial arrangements of ions and electrostatic potential and capaci-
tance of EDL. Therefore, the representation of water as a homogeneous dielectric medium is inaccurate. To
accurately predict the properties of EDL, it is necessary to consider molecular details of water explicitly.
There are some approaches which try to incorporate molecular details of water explicitly. The simplest
approach is to model water molecules as hard spheres with uniform dielectric permittivity. Hard sphere water
model has been used in various cDFT-based studies of EDL, which are also known as three component model
(3CM) or molecular solvent model (MSM) [81, 46]. Lee et al. [83] have further incorporated the Lennard-
Jones (LJ) interactions among ions, water, and wall particles in the 3CM cDFT. However, the hard sphere
model is a very crude approximation for a water molecule and it ignores water-water electrostatic interactions
and variations in the orientation and dielectric permittivity of water. To include water orientation and
polarization effects, dipolar solvent-based approaches have beeen proposed, such as the Langevin dipole
model, [48, 47, 153], dipolar hard sphere model based on mean spherical approxmation (MSA) [18], and
dimer solvent-based cDFT [60]. Accuracy of these dipolar solvent-based approaches is limited. For example,
dipolar hard sphere MSA is a linear response theory and is limited to small surface charge densities [59].
Moreover, a detailed comparison of the dipolar solvent-based theories with higher fidelity MD simulations
has not been performed.
In this chapter, we present an empirical potential-based quasi-continuum theory (EQT) for EDL, which
can accurately incorporate the molecular effects of water on the arrangement of ions in EDL. We extend the
EQT framework to include the effects of water dipole orientation, polarization, and dielectric permittivity
variation near a charged surface. To explicitly incorporate water polarization effects, we systematically
develop a point dipole based coarse-grained model of water. We also develop coarse-grained ion-water
potentials to accurately capture ion hydration effects. We show that EQT with point dipole water model
and ion-water coarse-grained potentials can accurately predict the density profiles of water and ions near a
charged surface.
The remainder of the chapter is organized as follows. In Sec. 5.1, we describe the EQT framework for
EDL. In Sec. 5.2, we provide the details of systematic coarse-graining to develop a point dipole water model
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and ion-water coarse-grained potentials. In Sec. 5.3, we describe the numerical details of EQT and the
reference MD simulations. In Sec. 5.4.1, we provide the analysis of the point dipole approach to predict
the electrostatic potential profile in EDL. In Sec. 5.4.2, we demonstrate the EQT approach by simulating
NaCl aqueous electrolyte confined inside slit-like capacitor channels at various ion concentrations and surface
charge densities.
5.1 EQT for EDL
Consider a mixture of cations (+), anions (-), and water (w) molecules confined in a charged slit channel.
At equilibrium, the distribution of the fluid molecules is given by the 1-D Nernst-Planck (NP) equation,
d
dz
(
dρi
dz
+
ρi
kBT
dUi
dz
)
= 0 (5.1)
with boundary conditions
ρi(0) = 0 (5.2a)
ρi(L) = 0 (5.2b)
1
L
∫ L
0
ρi(z) dz = ρi,avg (5.2c)
where, ρi and Ui are the density and total potential of the molecule i (= +, -, w), respectively, T is the
fluid temperature, kB is the Boltzmann constant, L is the channel width, ρi,avg is the average density of the
molecule i inside the channel, and z-axis is normal to the wall. The solution of Eqs. 5.1 and 5.2 is equivalent
to the solution of the Boltzmann distribution equation,
ρi(z) = ρi,ref exp
(
−
Ui(z)− Ui,ref
kBT
)
, (5.3)
where ρi,ref and Ui,ref are the reference density and potential of the molecule i, respectively. For the electrolyte
system, the total potential energy can be split into the electrostatics, Ui,elec, and van der Waals (vdW),
Ui,vdw, contributions as
Ui(z) = Ui,elec(z) + Ui,vdw(z). (5.4)
Procedures to determine Ui,elec and Ui,vdw are described in Subsections 5.1.1 and 5.1.2.
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5.1.1 Electrostatic potential
To include the effects of water orientation polarization and dielectric permittivity variation on the electro-
static potential, we model water molecules as point-like Langevin dipoles (LD) as described by Gongadze et
al. [48]. The electrostatic potentials for the ions and water molecules are determined as
U+/−,elec(z) = q+/−φ(z), (5.5a)
Uw,elec(z) = µ 〈cos θ(z)〉φ
′
(z), (5.5b)
where q+ and q− are the charges on the cation and anion, respectively, φ is the mean electrostatic potential,
φ
′
(z) = dφ(z)dz , µ is the dipole moment of the water molecule, θ is the angle between the water dipole vector
and the z-axis, and 〈cos θ(z)〉 is the average cosine of the dipole orientation. 〈cos θ(z)〉 can be computed as
(see Ref. [48])
〈cos θ(z)〉 = −L
(
βµφ
′
(z)
)
, (5.6)
where, L(x) =
(
cothx− 1x
)
is the Langevin function and β = 1kBT .
From the average dipole orientation profile, we can determine the orientation polarization, P (z), and the
dielectric permittivity variation, εr(z), as
P (z) = ρw(z)µ 〈cos θ(z)〉 (5.7)
and
εr(z) = 1−
P (z)
ε0φ
′(z)
, (5.8)
where ε0 is the vacuum dielectric constant. In the limit of φ
′
(z)→ 0, Eq. 5.8 reduces to the bulk dielectric
permittivity,
lim
φ′ (z)→0
εr(z) = εr,b = 1 +
ρw,bµ
2β
3ε0
, (5.9)
where εr,b is the bulk dielectric permittivity and ρw,b is the bulk density of water. We note that the definition
of the permittivity given by Eq. 5.8 (the Clausius-Mosotty formula) is valid for the bulk homogeneous and
weakly inhomogeneous systems [153]. For strong inhomogeneous systems, a local average density based
phenomenological expression for εr(z) is proposed which smoothes out the strong oscillations in the dielectric
permittivity profile predicted by Eq. 5.8 [153, 109]. However, MD simulation studies have shown that, near
a wall, the dielectric permittivity of water exhibits strong oscillations similar to the density of water [20, 13].
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Therefore, in this work, we use Eq. 5.8 which depends on the local density value of water and results in
the dielectric permittivity oscillations similar to the oscillations in the density of water (see Sec. 5.4.1 and
Fig. 5.6).
To compute φ(z), we use the 1-D Poisson equation with spatially varying dielectric permittivity as
d
dz
(
εr(z)
dφ
dz
)
= −
q+ρ+(z) + q−ρ−(z)
ε0
, (5.10)
with boundary conditions
dφ
dz
∣∣∣∣
z=0
= −
σwall-L
ε0
(5.11a)
dφ
dz
∣∣∣∣
z=L
=
σwall-U
ε0
(5.11b)
φ (z = L/2) = 0 (5.11c)
In Eqs. 5.10 and 5.11, σwall-L and σwall-U are the surface charge densities of the lower (z = 0) and upper
(z = L) walls, respectively. To obtain a non-trivial solution of the Poisson equation with the constant surface
charge boundary conditions (Eq. 5.11a and 5.11b), we impose a zero potential condition at the mid-point of
the channel via Eq. 5.11c. Therefore, φ(z) is the relative electrostatic potential with respect to the mid-point
of the channel. The condition of φ (L/2) = 0 is generally exact for sufficiently large channels with significant
bulk-like region in the center. However, for smaller channels in which EDLs of opposite walls may overlap,
Eq. 5.11c may not be exact. In such cases, to determine a unique solution of Eq. 5.10, it is simpler to use
constant surface potential boundary conditions instead of constant surface charge boundary conditions.
5.1.2 vdW potential
We compute the total vdW potential as a sum of the wall-fluid, Uwfi,vdw and fluid-fluid, U
ff
i,vdw, vdW potentials
as
Ui,vdw(z) = U
wf
i,vdw(z) + U
ff
i,vdw(z). (5.12)
In the continuum approximation, we represent the wall as a continuous medium with a uniform particle
density, ρwall. Then, the wall-fluid vdW potential is determined as
Uwfi,vdw(r) = ρwall
∫
uwfi (r)dr
′, (5.13)
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where uwfi (r) is the effective vdW pair potential between the wall atoms and molecule i, r and r
′ are the
position vectors, and r = |r − r′|. A procedure to compute Uwfi,vdw(r) for a slit-channel system is described
in [96]. Note that in Eq. 5.13, r = xi + yj + zk is a general position vector. In the case of a 1-D slit
channel, the system is periodic in x and y dimensions and therefore, we consider only the z-variations of the
properties, i.e., Uwfi,vdw(r) = U
wf
i,vdw(x, y, z) = U
wf
i,vdw(z) ∀x, y.
The fluid-fluid vdW potentials are more challenging to compute than the wall-fluid potentials. They give
rise to the finite size, i.e., excluded volume effects, dispersion attraction, and particle-particle correlations
in the fluid. The exact theoretical framework, which accounts for all the fluid-fluid interaction effects, is
unknown. In this work, we split the fluid-fluid vdW potential into purely repulsive and dispersion components
as
Uffi,vdw(r) = U
ff
i,hs(r) +
3∑
j=1
∫ Rffij,cut
Rff
ij,min
ρj(r
′)uffij(r)dr
′, (5.14)
where uffij(r) is the effective vdW pair potential between fluid molecules i and j, and R
ff
ij,min and R
ff
ij,cut are
the inner and outer cut-offs for the dispersion part of the pair potential, respectively. In Eq. 5.14, Uffi,hs(r)
is the purely repulsive component of the fluid-fluid interactions, which mainly accounts for the excluded
volume effects. We use the hard sphere fluid approximation based on the White-Bear version of FMT mark
II [124] to determine Uffi,hs(r) as
Uffi,hs(r) = kBT
∑
α
∫
dr′
∂Φ({nα})
∂nα
δnα (r
′)
δρi (r)
, (5.15)
where Φ is the reduced free energy density and {nα} are the set of weighted densities. The details about Φ
and {nα} are given in Appendix A. The second term in Eq. 5.14 accounts for the fluid-fluid vdW attractive
interactions using a mean field approximation.
To compute Uwfi,vdw and U
ff
i,vdw, we need to specify u
wf
i (r) and u
ff
ij(r). In Eqs. 5.13 and 5.14, u
wf
i (r) and
uffij(r) are assumed to be spherically symmetric isotropic pair potentials. Classical atomistic force fields,
which are used in MD simulations, provide vdW pair potentials for wall-fluid and fluid-fluid interactions.
In the atomistic force fields, vdW interactions of ions are commonly modeled with the pair additive LJ
potentials. For monoatomic ions, the ion-ion and ion-wall LJ potentials are spherically symmetric and
hence, they are straighforward to use in Eqs. 5.13 and 5.14. However, in MD, the water molecule is generally
modeled with multiple sites to represent hydrogen and oxygen atoms and partial charge distribution, e.g.
three sites SPC/E model [15], four sites TIP4P model [71], and five sites TIP5P model [91]. Due to multiple
sites per water molecule, the water-water and ion-water interactions in an atomistic force field are anisotropic,
i.e., they depend not only on the separation distance between molecules but also on the relative orientation.
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Therefore, it is more complex to use fully atomistic force field of water in a continuum framework. Hence, we
need a simple yet accurate potential model for water which can incorporate the effects of water polarization
and ion-water interactions. As explained in Sec. 5.1.1, in EQT, we use a point dipole model for water to
include polarization effects of water. However, as per our knowledge, there is no point dipole-based force field
for water which can accurately predict the structural and dielectric properties of water. Therefore, we first
develop a point dipole-based water force field and single site spherically symmetric ion-water coarse-grained
potentials as described in the following section, Sec. 5.2.
5.2 Coarse-grained (CG) potentials
We follow a systematic coarse-graining approach to develop a point dipole based CG model of water and
obtain ion-water CG interactions. Systematic coarse-graining is a bottom-up approach to devise CG models
by systematically linking a low resolution CG system to a reference high resolution all atom (AA) system [110,
149, 107]. In this work, we first obtain the CG potentials in the particle based CG MD framework and use
the same CG interactions in EQT to compute the water-water and ion-water vdW potentials.
5.2.1 Point dipole CG water model
To mimick point dipoles in CG MD, we use an extended dipole topology as shown in Fig. 5.1, in which two
opposite charges, ±q, are symmetrically placed at distance d/2 from the center of the molecule. Ballenegger
and Hansen [12] have shown that for d/σmol ≤ 0.25, the extended dipole and point dipole models are similar,
where σmol is the effective diameter of the molecule. For the dipole water model, we fix d = 0.058 nm,
which is same as the length of the SPC/E water dipole and it also satisfies d/σmol = 0.183 ≤ 0.25 (with
σmol = σSPCE = 0.317 nm). Therefore, the dipole water model has a permanent dipole moment of µ = qd.
Total interaction energy between two extended dipoles is a sum of the four electrostatic interactions between
the point charges and the vdW interactions,
Uij,dd = udd,cg (rij) +
2∑
l=1
2∑
m=1
qilqjm
4πε0 |ril − rjm|
, (5.16)
where, Uij,dd is the total interaction energy between two dipoles i and j, udd,cg (rij) is the coarse-grained
vdW pair potential, rij is the center-to-center distance between i and j dipoles, qil and qjm are the point
charges of dipole molecules i and j, respectively, qi1 = qj1 = −q and qi2 = qj2 = +q, and ril and rjm are
the positions of qil and qjm, respectively. Therefore, the vdW interaction between two dipoles depends only
on the distance between the centers of the dipoles and hence, it is spherically symmetric.
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Figure 5.1: Topology of the extended dipole water molecule.
For accurate prediction of EDL properties, we need a dipole model which can accurately capture the
structural and dielectric properties of water. We use systematic coarse-graining to determine q and udd,cg(r)
for the point dipole model such that it reproduces the radial distribution function (RDF) and dielectric
permittivity of the bulk water. We use SPC/E as a reference AA model and the RDF of bulk water at 298
K and 1.0 g/cm3 thermodynamic state as the target RDF and 78.5 as the target permittivity.
There are various structure-based systematic coarse-graining techniques, such as iterative Boltzmann
inversion (IBI) [119], inverse Monte-Carlo (IMC) [90], and relative entropy minimization [133, 25], which
can optimize udd,cg(r) to reproduce a target RDF. We use the relative entropy minimization method to
optimize udd,cg(r). We model udd,cg(r) with a cubic B-splines functional form (see Ref. [98] for the details of
the B-splines potential). In [25], it is shown that when CG pair potentials are modeled using finely tabulated
functional forms, such as B-splines, the relative entropy minimization based CG potentials reproduce RDFs.
Relative entropy based CG water models have been shown to accurately predict the RDF of the bulk
water [24, 98] and the density profiles of the confined water [97]. However, the relative entropy minimization
does not guarantee reproducibility of the dielectric permittivity. We note that the dielectric permittivity
mainly depends on the magnitude of the dipole moment, µ = qd. Since, as mentioned above, we fix
d = 0.058 nm, q is the only free parameter to adjust µ. We use a trial-n-error approach to optimize q such
that the target permittivity is reproduced. In this approach, we first set a test value for q = qt and perform
the relative entropy minimization to obtain the vdW pair potential, udd,cg(r) = u
t
dd,cg(r) corresponding
to qt. Then we perform a CG MD simuation with qt and utdd,cg(r) and compute the RDF and dielectric
permittivity. We perform different sets of relative entropy-based coarse-graining calculations with different
point charge values. We note that for each point charge value the relative entropy method is able to determine
the pair potential which reproduces the target RDF.
Fig. 5.2 shows different pair potentials for different point charge values and comparison of RDFs. We
observe that all of them are able to reproduce the target RDF. Dielectric permittivity values obtained for
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the different combinations of the point charge and pair potential are given in Table 5.1. We choose the CG
potential obtained with q = 0.73 e, which reproduces both the target RDF and dielectric permittivity.
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Figure 5.2: (a) Dipole-dipole CG potentials obtained by the relative entropy minimization for different point
charge values. (b) Comparison of COM RDFs from SPC/E based AA MD and point dipole based CG MD.
Table 5.1: Dielectric permittivities of point dipole water for different point charge values.
q (e) µ (D) εr
0.8476 2.35 292.78
0.7300 2.034 77.01
0.6282 1.75 49.75
5.2.2 Ion-water CG potentials
An ion-water interaction has two parts: (i) the long-range ion-water electrostatic interaction and (ii) the
short-range ion-water vdW interaction. The ion-water electrostatic interaction causes screening of the ion-
ion electrostatic interactions. The effects of the ion-water electrostatic interactions can be accounted via
the dielectric premittivity of water, which scales down (i.e., screens) the ion-ion electrostatic interactions.
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Therefore, here, we only determine the ion-water short-range vdW interactions by the systematic coarse-
graining approach.
For systematic coarse-graining of the ion-water vdW interactions, we use a single Na+-Cl− pair dissolved
in a bulk water system. In the reference atomistic simulations, water is modeled with SPC/E force field, ion-
ion, and ion-water interactions are modeled with the force field of Joung and Cheatham [73] (see Sec. 5.3.2).
To determine the ion-water CG interactions, we represent water as a single bead and for water-water interac-
tions, we use the relative entropy based CG interactions obtained in Ref. [98]. The ion-ion vdW interactions
are the same as the LJ interactions in the atomistic force-field. The charges on the ions are also kept the
same as in the atomistic force field. The ion-ion electrostatics are computed by the particle mesh Ewald
(PME) [29] method with the relative permittivity of 78.5. The ion-water CG potentials are modeled with
B-splines and optimized by the relative entropy minimization.
Fig. 5.3 shows the Na+-water and Cl−-water CG potentials and the comparison of the ion-water RDFs
from the AA MD and CG MD simulations. We observe that the ion-water CG potentials accurately predict
the ion-water RDFs. Though the ion-water CG potentials are obtained from the single ion pair system, i.e.,
dilute ion concentration, we find that the ion-water CG potentials are transferable upto 1 M ion concentra-
tion, i.e., they can reproduce ion-water RDFs of the bulk NaCl system upto 1 M concentration.
In this work, the relative entropy-based coarse-graining for the point dipole CG water and ion-water
CG interactions are performed using the versatile object-oriented toolkit for coarse-graining applications
(VOTCA) [126, 98]. We follow the procedure as described in Ref. [98] for the relative entropy minimization.
The reference AA MD and CG MD simulations are performed in GROMACS [113]. The long-range electro-
static interactions are computed with the PME. A cut-off of 0.9 nm is used for the vdW pair potential and
the short-range component of the electrostatic interactions.
5.3 Simulation details
To demonstrate EQT for EDL, we simulate NaCl aqueous electrolyte confined inside slit-like capacitor
channels. The electrolyte fluid is confined between two parallel, uniformly, and oppositely charged graphene
walls separated by 3.804 nm (=12σOW, where σow(= 0.317 nm) is the length scale of the LJ interactions
between water oxygen atoms). 12σow is a large enough width to avoid overlap of two opposite EDLs and
allow sufficiently wide bulk-like region at the center of the channel. The confined electrolyte is assumed to be
in thermodynamic equilibrium with a reference bulk electrolyte system. We consider a range of 0.25− 1 M
bulk ion concentrations in water at 1.0 g/cm3 density and 298 K temperature, and surface charge densities
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Figure 5.3: (a) Ion-water CG potentials obtained by relative entropy minimization. (b) Comparison of
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of 0.12 − 0.18 C/m2. Table 5.2 summarizes four different systems considered in this work. To check the
accuracy of EQT, we compare the EQT results with MD simulations.
Table 5.2: Summary of the systems simulated.
System no. Lower/upper NaCl concentration (M) Molecules in MD simulations
wall charge density (C/m2) water/Na+/Cl−
I -0.12/0.12 0.25 1624/14/14
II -0.15/0.15 0.50 1637/22/22
III -0.15/0.15 0.75 1633/28/28
IV -0.18/0.18 1.00 1640/37/37
5.3.1 EQT simulations
In EQT, we solve Eqs. (5.3)-(5.14) self-consistently to determine density and potential profiles of ions and
water. The reference densities and potentials required in Eq. 5.3 are determined from the reference bulk
system. The reference bulk potentials, Ui,ref, are computed by substituting the bulk densities in Eq. 5.14.
To compute the attractive part of the vdW potential from Eq. 5.14, we use the CG pair potentials, i.e.,
uffij(r) = u
ff
ij,cg(r), (5.17)
where, uffij,cg is the CG interaction between the molecules i and j. As explained in Sec. 5.1.2, for the ion-ion
pairs, uffij,cg are the same LJ potentials as in the reference MD simulations (see Sec. 5.3.2) and for the water-
water and ion-water pairs, we use the CG pair potentials obtained in Sec. 5.2. For all the pair potentials, we
set Rffij,cut = 0.9 nm. There are different approaches to set R
ff
ij,min for the LJ type pair potentials [154]. Here,
we set Rffij,min = σ
ff
ij for the ion-ion LJ pair potentials, where σ
ff
ij is the usual LJ parameter. For the water-
water and ion-water CG potentials, we set Rffij,min to be the location of the first minima of the corresponding
CG pair potential. Therefore, Rffww,min = 0.28 nm, R
ff
+w,min = 0.244 nm, and R
ff
-w,min = 0.314 nm. To
compute the wall-fluid potential energies from Eq. 5.13, we use ρwall = 38.18 atoms/nm
3
for the graphene
walls. For the wall-water potential energy, we use the same LJ pair potential as that of C-O pair in the
reference MD simulations. For the wall-ion potentials, as explained in Sec. 5.4.2, we modify the reference MD
C-ion LJ pair potentials to account for the errors in the Langevin dipole model near the walls. To determine
the mean electrostatic potential, φ(z), we solve Eqs. 5.10 and 5.11 with q+ = +1.0 e and q− = −1.0 e and
µ = 2.88D. For the capacitor channel, the walls are equally and oppositely charged such that σwall-L = −σwall
and σwall-U = σwall, where σwall is the given surface charge density. To determine the hard-sphere energy
component from FMT (Eq. 5.15), we use dhs,w = 0.28 nm, dhs,+ = 0.14 nm, and dhs,− = 0.23 nm. The
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values for µ and dhs,i are set such that the density profiles from EQT compare well with the reference MD
simulations. The summary of the interaction parameters used in EQT simulations is given in Table 5.3.
Table 5.3: Interaction parameters in EQT simulations.
q (e) µ (D) dhs (nm)
Water 0.0 2.88 0.28
Na+ +1.0 0.0 0.14
Cl− -1.0 0.0 0.23
uffcg(r) R
ff
min (nm)
Water – Water udd,cg(r)
1 0.28
Na+ – Na+ uNa-Na,md(r)
2 0.21595
Cl− – Cl− uCl-Cl,md(r)2 0.48304
Na+ – Cl− uNa-Cl,md(r)2 0.349495
Na+ – Water uNa-Water,cg(r)
3 0.244
Cl− – Water uCl-Water,cg(r)3 0.314
C – Water uC-O,md(r)2 0.0
C – Na+ LJ (σ = 0.4596 nm, ǫ = 0.2328 kJ/mol) 0.0
C – Cl− LJ (σ = 0.3814 nm, ǫ = 0.1781 kJ/mol) 0.0
Once all the parameters are set, we use Picard iteration technique to self-cosistently solve Eqs. (5.3)-
(5.14). We note that the convergence of the Picard iterations depends on the initial guesses for the fluid
density profiles. We use uniform bulk fluid densities as an initial guess. However, for high surface charge
densities, the Picard iterations may diverge depending on the initial guess. Similar convergence issues for
high ion concentrations and surface charge densities have been observed by others [60, 153]. To solve the
convergence issue, we implement a surface charge stepping procedure as following. We start with a zero
surface charge boundary condition and uniform bulk densities as an initial guess and obtain the converged
fluid densities, ρ0i (z), corresponding to the zero surface charge. Next, we increment the surface charge by a
discrete value ∆σwall and use ρ
0
i (z) as an initial guess to again obtain the converged densities, ρ
∆σwall
i (z).
We repeat this procedure of increasing the surface charge by ∆σwall and using ρ
(n−1)∆σwall
i (z) as an initial
guess to obtain the density profiles for the surface charge of n∆σwall until we reach the target surface charge
value, σwall.
We note that the EQT simulations are orders of magnitude faster than the MD simulations. For example,
on a single Intel Core i7-3520M 4M Cache 3.60 GHz processor, an EQT simulation of system III requires
around 4 min, whereas a 10 ns long MD simulation of the same system requires around 60 h.
1Same as the dipole-dipole CG potential obtained in Sec. 5.2.1
2Same as the LJ potentials in MD (Table 5.4)
3Same as the ion-water CG potentials obtained in Sec. 5.2.2
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Table 5.4: LJ interaction parameters in MD simulations.
σ (nm)4 ǫ (kJ/mol)4
H 0.0 0.0
O 0.317 0.6503
Na+ 0.21595 1.47545
Cl− 0.48304 0.05349
C 0.339 0.2334
5.3.2 MD simulations
The reference MD simulations are performed in theNV T (canonical) ensemble by GROMACS. Two graphene
walls are placed along the xy plane, and the lateral dimensions of the walls are 3.834 × 3.68927 nm2. The
wall atoms are kept fixed. A uniform partial charge is assigned to the wall atoms. The value of the partial
charge on the wall atoms is determined from a given surface charge density. For example, −0.02 e and +0.02
e charges are assigned to the lower (z = 0) and upper (z = L) wall atoms, respectively, to achieve the surface
charge density of 0.12 C/m2. Periodic boundary conditions are used in the x, y, and z directions. Water is
modeled using SPC/E force field and ions are modeled using the force field of Joung and Cheatham [73].
The LJ interaction parameters of various fluid particles are given in Table 5.4. The LJ parameters between
two dissimilar particles are determined by the Lorentz-Berthlot (LB) combination rule. We note that Wu
and Aluru [159] have developed a more accurate graphitic carbon-water force field. This carbon-water force
field depends on the water orientation and hence, it is anisotropic. As explained in Sec. 5.1.2, for simplicity,
we use isotropic vdW pair potentials in EQT, and therefore, in MD also, we model C-water interactions by
the LJ type isotropic pair potential parameters given in Table 5.4. Spherical cutoff of 0.9 nm is used for the
LJ interactions, and electrostatic interactions are computed by PME [29]. The simulation box is padded
with a vacuum layer of 50σow in the z dimension along with a correction for the slab geometry to exclude the
interactions between the periodic images in z. Temperature is maintained using the Nose´-Hoover thermostat
[108] with 0.5 ps time constant. Equations of motion are integrated with the leap-frog algorithm with a time
step of 1 fs. For a given bulk ion concentration and surface charge density, the number of ions and water
molecules are determined by a trial-n-error approach such that the bulk fluid densities are achieved in the
center of the channel. The number of molecules determined for different systems are given in Table 5.2.
For each ion concentration and surface charge density, equilibrium properties are obtained by averaging the
values from 5 different MD simulations of 10 ns each with different initial conditions.
4Parameters for the two dissimilar particles are determined by the Lorentz-Berthlot (LB) combination rule.
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5.4 Results and discussion
5.4.1 Analysis of LD approach
First, we analyze the ability of the LD model to predict electrostatic potential variations in EDL. For this
analysis, we provide the ion and water center of mass (COM) density profiles from the MD simulations
of system II as an input to the LD Eqs. (5.6)-(5.11) and solve the equations self-consistently. To study
the dependence of LD results on the dipole moment, we vary µ from 1.2-4.8D. For comparison, we also
compute φ(z) with a uniform dielectric permittivity of ǫr = 78.5. We compare φ(z) from the LD and uniform
permittivity approaches with MD. To compute φ(z) from MD, we solve Eq. 5.10 with ǫr = 1 and the charge
densities of ions and partial charges of water molecules, i.e.,
∑
i qiρi(z) = qNa+ρNa+(z) + qCl−ρCl−(z) +
qHρH(z) + qOρO(z). Fig. 5.4 shows the total charge density and densities of Na
+, Cl−, O, H, and water
COM from MD.
Fig. 5.5 shows the comparison of the electrostatic potentials from MD, LD, and uniform permittivity
approaches. We observe that φ(z) from MD shows pronounced oscillations near the channel walls and it
varies linearly in the central region of the channel. In the lower half of the channel, i.e., closer to the
negatively charged wall, φ(z) is mostly negative except at 0.2 nm away from the lower wall, where there is a
positive peak in φ(z). The positive peak in the electrostatic potential near the negatively charged wall can
be attributed to the net positive charge density due to accumulation of positively charged hydrogen atoms
at 0.2 nm away from the lower wall (see Fig. 5.4). Similarly, in the upper half of the channel, φ(z) is mostly
positive except at 0.3 nm away from the upper wall, where there is a negative valley due to the net negative
charge density from the accumulation of negatively charged Cl− and oxygen atoms.
The electrostatic potential profiles from the LD approach show weaker oscillations compared to MD.
Moreover, the strength of the electrostatic potential from the LD model decreases as the dipole moment
value is increased. This behavior can be understood by examining the dielectric permittivity profiles from
the LD model for different µ values as shown in Fig. 5.6. We observe that, for all µ values, the variations
in εr are similar to the variations in the water COM density profile. However, a larger dipole moment
value results in a higher permittivity profile which results in a stronger screening of the surface electric field
and hence, a smaller potential profile. The errors in the LD model are due to the simplifications adopted
in Eqs. (5.6)-(5.10). The LD model is a mean-field approach and hence, it ignores dipole-dipole direct
interactions and dipole-dipole correlations [48]. In addition, the LD model neglects higher electric moments
of the water molecule, such as a quadrupole moment, which also contribute to the dielectric permittivity
variation of confined water [20, 21].
55
-80.0
-60.0
-40.0
-20.0
0.0
20.0
40.0
60.0
80.0
(a)
0.0
40.0
80.0
120.0
160.0
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
0
2
4
6
8
10
(b)
ch
a
rg
e
d
en
si
ty
,
e.
n
m
−
3
z, nm
io
n
d
en
sity,
n
m
−
3
w
a
te
r
d
en
si
ty
,
n
m
−
3
Water COM
O
H
Na
Cl
Figure 5.4: Charge and species density profiles from the MD simulations of system II: (a) Total charge
density, i.e., ions plus water partial charges. (b) O, H, and water COM densities on the left y-axis and Na+
and Cl− ion densities on the right y-axis.
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Though the LD model fails to capture the oscillations in φ(z), the surface potentials at the walls (i.e.,
φ(0) and φ(L)) predicted by LD are comparable to MD. We observe that, for all µ values considered, the
error in the surface potential at the negatively charged wall is higher compared to the error at the positively
charged wall. This is mainly due to the failure of the LD framework to capture the positive peak in the
electrostatic potential near the negatively charged wall. Despite these errors, the LD framework performs
better than the uniform dielectric approach. From Fig. 5.5, we observe that φ(z) from the uniform dielectric
permittivity approach does not exhibit any oscillations and it increases monotonically from the lower to
the upper wall. Moreover, there is an order of magnitude error in the surface potentials predicted by the
uniform permittivity approach. Therefore, the LD approach is an improvement over the uniform permittivity
approach.
5.4.2 EQT results
We use the EQT framework to obtain ion and water density profiles for the four systems summarized in
Table 5.2. The numerical details of the EQT simulations are given in Sec. 5.3.1. As explained in Sec. 5.3.1,
for the ion-ion interactions, we use the same LJ potentials that are used in the reference MD simulations. For
the water-water and ion-water pair interactions, we use the systematically developed CG potentials discussed
in Sec. 5.2. For the wall-water interactions, we use the same C-O LJ potential used in the reference MD
simulations. For the wall-ion interactions, we use LJ pair potentials similar to those in the reference MD.
However, we modify the wall-ion LJ interaction parameters to account for the errors in the electrostatic
potential near the walls due to the approximations in the LD model as described in Sec. 5.4.1. To optimize
the wall-ion LJ potentials, we use a potential of mean force (PMF) matching based technique [97]. For
the PMF-matching we use system IV as a reference system. The optimized wall-ion LJ parameters are:
σwf+ = 0.4596 nm, ǫ
wf
+ = 0.2328 kJ/mol, σ
wf
− = 0.3814 nm, and ǫ
wf
− = 0.1781 kJ/mol. For the water point
dipole, we use µ = 2.88D because it predicts the surface electrostatic potentials comparable to MD (see
Sec. 5.4.1). The summary of the interaction parameters used in EQT simulations is given in Table 5.3.
Figs. 5.7 and 5.8 show the comparison of the density profiles from EQT and MD for water and ions,
respectively. For comparison purposes, we also include the density profiles from 3CM cDFT simulations. In
the 3CM cDFT simulations, water molecules are modeled as neutral LJ type particles and ions are modeled
as charged particles with LJ interactions. The LJ interaction parameters are the same as in MD and the
electrostatic interactions are computed by the Poisson’s equation with a uniform dielectric permittivity of
78.5. The hard sphere component of the free energy is modeled with FMT with the same hard sphere
diameters as in EQT.
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Figure 5.7: Comparison of water density profiles from EQT, 3CM cDFT, and MD for four different systems:
(a) system I, (b) system II, (c) system III, and (d) system IV.
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Figure 5.8: Comparison of Na+ and Cl− ion density profiles from EQT, 3CM cDFT, and MD for four
different systems: (a) system I, (b) system II, (c) system III, and (d) system IV.
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Fig. 5.7 shows that the water density profiles from EQT compare well with the reference MD simulations.
The 3CM cDFT predicts higher oscillations in the water density profiles compared to MD. The errors in
the 3CM cDFT water density profiles are due to the simple LJ based model of water, which ignores the
water-water electrostatic interactions. Fig 5.8 shows that the ion density profiles from EQT compare well
with the reference MD simulations. The distribution of Na+ and Cl− ions near the charged surfaces, such
as the location of the first peak and layering, is different due to the differences in their sizes and hydration
properties [115, 116, 39]. Such ion specific information is built into the EQT framework via different hard
sphere diameters and ion-water CG potentials, which accounts for the ion hydration. The ion density profiles
from 3CM cDFT are qualitatively and quantitatively different than the MD simulations. The errors in the
3CM cDFT mainly arise from the inability of the simple LJ based ion-water potentials and uniform dielectric
permittivity assumption to capture ion hydration and water polarization effects.
There are, however, some quantitative discrepancies between the EQT and MD density profiles. These
discrepancies are due to the simplifications made in this work. In addition to the mean-field approximations
in the LD approach, as described in Sec. 5.4.1, we ignore fluid-fluid correlations while determining the vdW
potentials from Eq. 5.14. Also, for the water-water and ion-water interactions, we use the CG potentials
determined from the bulk systems. Since, the interfacial arrangement of the water molecules and ions is
different from the bulk, the bulk-based CG potentials are not exact near the surface. There are approaches
in EQT to address these limitations. The fluid-fluid correlation effects can be accounted via the correlation
correction potential approach as described in [99, 102]. To account for the errors arising from the bulk-based
CG potentials near the interface, wall-fluid interactions can be modified as suggested in [96, 97]. We note
that, in this work, we already optimize the wall-ion LJ interactions to account for the errors near the interface.
The accuracy of these wall-ion CG potentials can further be improved by using a more flexible B-splines
functional form. Similarly, the errors in the water density profiles can be corrected by using a more complex
functional form, such as LJ plus 2 Gaussians or B-splines, to model wall-water vdW potential [96, 97].
5.5 Summary
In this chapter, we presented an empirical potential-based quasi-continuum theory (EQT) for EDL, which
incorporates the polarization and hydration effects of water explicitly. Water molecules are modeled as
Langevin point dipoles and a point dipole based coarse-grained model for water is developed systematically.
The space dependence of the dielectric permittivity of water is included in the Poisson equation to compute
the electrostatic potential. In addition, to reproduce hydration of ions, ion-water coarse-grained potentials
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are developed. We demonstrated the Langevin-Poisson-EQT framework for EDL by simulating NaCl aque-
ous electrolyte confined inside slit-like capacitor channels at various ion concentrations and surface charge
densities. We showed that the ion and water density predictions from EQT agree well with the reference
molecular dynamics simulations. Further improvements can be made to the Langevin-Poisson-EQT frame-
work by incorporating dipole-dipole, ion-ion, and ion-dipole electrostatic correlations, which we discuss in
Chapter 6.
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Chapter 6
EQT to predict charge inversion in
electric double layers
6.1 Charge inversion
The charge inversion is a phenomenon in which the co-ion charge density exceeds the counterion charge
density in a certain region of the EDL. The presence of counterions next to a charged surface reduces the
apparent surface charge of the EDL compared with the bare surface charge. The apparent surface charge
is the charge that ions away from the surface see. The charge inversion occurs when the apparent surface
charge has an opposite sign than that of the bare surface charge. The reversal of apparent surface charge is
possible when the number of counterions next to the surface exceeds the surface charge. In an EDL region
that experiences the reversal of apparent charge, coions are attracted and counterions are repelled, which
causes the charge inversion.
In this chapter, we focus on extending the LP-EQT framework to accurately predict charge inversion
phenomenon in EDLs. For a reference charge inversion system, we consider a KCl aqueous electrolyte
confined inside a slit-like graphene channel. The electrolyte fluid is confined between two parallel, uniformly,
and negatively charged graphene walls with −0.2265 C/m2 surface charge density and 3.804 nm channel
width. The confined electrolyte is assumed to be in thermodynamic equilibrium with a reference bulk
electrolyte system with 1.0 M bulk ion concentrations in water at 1.0 g/cm3 density and 298 K temperature.
In the reference AA-MD simulations, water is modeled using SPC/E force field and ions are modeled using
the force field of Joung and Cheatham [73]. The procedure of AA-MD simulations is same as described in
Sec. 5.3.2. The number of fluid molecules used in the AA-MD simulations are: 1640 water molecules, 77 K+
ions, and 37 Cl− ions.
Fig. 6.1 shows the density profiles of K+, Cl−, and water COM obtained from the AA-MD simulations.
Since the surface charge is negative, in this case, K+ ions are counterions and Cl− are coions. As expected
water molecules arrange in distinct layers near the channel walls. We observe that majority of K+ ions
accumulate within 0.4 nm distance from the walls, Cl− ion density is very low within 0.4 nm distance
from the walls, and between 0.6 - 1.4 nm distance from the walls Cl− (coion), density is higher than K+
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(counterion). Therefore, the charge inversion occurs at 0.6 nm distance away from the walls.
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Figure 6.1: Ion (a) and water COM (b) density profiles from the reference AA-MD simulations of the charge
inversion phenomenon in KCl aqueous electrolyte confined inside a slit-like graphene channel.
6.2 LP-EQT limitations
First, we test the ability of the LP-EQT framework, which is described in Section 5, to predict the charge
inversion phenomenon in the confined KCl electrolyte system. In the LP-EQT simulation, for the water-
water and Cl−-water interactions, we use the same CG potentials obtained in Section 5.2. For the K+-
water interaction, we obtain the CG potential following the same coarse-graining procedure as described in
Section 5.2.2. Fig. 6.2 shows the K+-water CG potential which reproduces the K+-water RDF in the bulk.
The ion-ion interactions are the same LJ potentials as in the reference MD simulations. Also, for wall-water,
wall-K+, and wall-Cl− interactions, we use the same LJ interactions as in the reference MD simulations.
For K+, we set dhs,+ = 0.18 nm. The remaining parameters related to water and Cl
− are the same as in
Section 5.3.1.
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Figure 6.2: (a) K+-water CG potential obtained by relative entropy minimization. (b) Comparison of
K+-water RDFs from AA MD and CG MD.
Fig. 6.3 shows the comparisons of the water and ion density profiles for the confined KCl electrolyte
system from the LP-EQT and AA MD simulations. We observe that the water density profile from the
LP-EQT compares well with reference MD simulations. However, LP-EQT framework fails to accurately
predict ion density profiles and the charge inversion phenomenon near the walls. The errors in the LP-EQT
results can be attributed to the simplifications and approximations made in the LP-EQT framework as
described in Section 5.4.2. The Langevin-Poisson approach to compute the electrostatic interactions is a
mean-field approach and hence, it ignores ion-ion, ion-dipole, and dipole-dipole correlations. Furthermore,
as we discussed in Section 4.3, bulk-based CG potentials fail to predict interfacial layering of fluid molecules
in a confined fluid system.
The focus of this chapter is to address the approximations in the LP-EQT framework and improve the
accuracy of the LP-EQT such that it can accurately predict the charge inversion phenomenon. In Section 6.3,
first, we develop accurate CG potentials for the confined KCl system by systematic coarse-graining approach.
Then, in Section 6.4, we describe an approach to incorporate short-range ion-ion, ion-dipole, and dipole-
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Figure 6.3: Comparisons of ion density profiles (a) and water COM density profile (b) from AA MD and
LP-EQT for the charge inversion phenomenon in the confined KCl electrolyte system.
dipole electrostatic correlations in the LP-EQT framework. In Section 6.5, we present the results of EQT
for the charge inversion system.
6.3 Systematic coarse-graining
For the confined KCl electrolyte system, we explore two coarse-grained representations for water molecule:
(i) single coarse-grained bead at the center of mass (COM) with zero charge and no dipole moment; denoted
as (oW) CG water model and (ii) point dipole model; denoted as (µW) CG water model. oW CG water is a
single site isotropic model that is easy to incorporate accurately in a continuum-based approach like EQT.
However, oW CG model cannot explicitly model water polarization effects and screening of electrostatic
interactions in ionic systems. On the other hand, µW CG water can model the effects of water polariza-
tion and permittivity variation in EDL. However, due to orientation dependence and anisotropic nature of
dipole-dipole and ion-dipole electrostatic interactions, µW CG water is challenging to model accurately in a
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continuum-based approach.
We follow the similar systematic coarse-graining procedure described in Section 4.3 to obtain the water-
water, wall-water, ion-water, and wall-ion CG potentials. The ion-ion vdW interactions are the same as
the LJ interactions in the atomistic force-field. The charges on the ions are also kept the same as in the
atomistic force field.
oW CG water
In oW water based CG representation of the KCl electrolyte system, we assume a uniform permittivity of
78.5 to incorporate screening effects of water. For the water-water interaction, we use the water-water CG
potential obtained from bulk water in Appendix B. K+-water and Cl−-water CG potentials are determined
from the bulk KCl electrolyte system by relative entropy minimization. Wall-water and wall-ion interactions
are optimized by relative entropy based coarse-graining of the confined KCl electrolyte system. Fig. 6.4
shows the water-water, ion-water, wall-water, and wall-ion CG potentials. From Fig. 6.5, we observe that
the CG potentials can accurately predict the water and ion density profiles by CG MD simulations. This
suggests that, though oW CG water representation assumes a uniform permittivity, the effects of water
polarization and permittivity variations in the double layer region near the charged surface are accurately
incorporated in the wall-water and wall-ion CG potentials.
µW CG water
In µW water based CG representation, we use the same water-water CG potential obtained in Section 5.2.1
with µ = 2.88D which reproduces both the RDF and permittivity of bulk water. K+-water and Cl−-water
CG potentials are determined from the bulk KCl electrolyte system by relative entropy minimization. Wall-
water and wall-ion interactions are optimized by relative entropy based coarse-graining of the confined KCl
electrolyte system. Fig. 6.6 shows the water-water, ion-water, wall-water, and wall-ion CG potentials. From
Fig. 6.7, we observe that the CG potentials can accurately predict the water and ion density profiles by CG
MD simulations. We note that, unlike in oW water based CG representation of the confined KCl electrolyte
system, in µW representation we do not assume a uniform permittivity.
6.4 Electrostatic correlations
As described in Section 2.1.2, fluid-fluid interactions give rise to the finite size, i.e., excluded volume effects,
dispersion attraction, and particle-particle correlations in the fluid. A framework to incorporate fluid-fluid
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Figure 6.4: CG potentials in the oW water based CG representation of the KCl electrolyte system: (a)
Water-water, K+-water, and Cl−-water CG potentials and (b) C-water, C-K+, and C-Cl− CG potentials.
correlations is not known exactly. In LP-EQT (see Section 5.1.2), the fluid-fluid correlation part due to
excluded volume and repulsive component of the vdW interactions is included by the hard sphere fluid
approximation based on the White-Bear version of FMT mark II. However, the correlations due to the
Coulombic interactions were ignored, and a mean-field approximation was used to compute the electrostatic
potential.
Here, we include the electrostatic correlation contribution, Uffi,elec-corr, to the fluid-fluid potential as
Uffi,elec-corr(r) =
3∑
j=1
∫ Rij,elec-corr
0
ρj(r
′)uffij,elec-corr(r)dr
′, (6.1)
where, uffij,elec-corr(r) is the electrostatic correlation component of the fluid-fluid interaction between the fluid
molecules i and j and Rij,elec-corr defines the range for the electrostatic correlations. Therefore, the total
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Figure 6.5: Comparisons of ion density profiles (a) and water COM density profile (b) from AA-MD and
CG-MD with oW water based CG potentials of the confined KCl electrolyte system.
potential for a fluid molecule i is
Ui(r) = U
wf
i,vdw(r) + U
ff
i,vdw(r) + Ui,elec(r) + U
ff
i,elec-corr(r). (6.2)
The procedure to compute Uwfi,vdw(r), U
ff
i,vdw(r), and Ui,elec(r) is described in Section 5.1.
We estimate the electrostatic correlation component of the fluid-fluid interaction, uffij,elec-corr(r), from a
bulk residual direct correlation function, ∆cij(r), as
uffij,elec-corr(r) = −kBT∆cij(r). (6.3)
The residual direct correlation function is due to the short-range component of the Coulombic interactions
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Figure 6.6: CG potentials in the µW water based CG representation of the KCl electrolyte system: (a)
Water-water, K+-water, and Cl−-water CG potentials and (b) C-water, C-K+, and C-Cl− CG potentials.
and is defined as [141, 53]
∆cij(r) = cij(r)− cij,hs(r) +
1
kBT
uij,vdw(r)H (r − dij,hs) +
1
kBT
qiqj
4πε0εrr
, (6.4)
where cij(r) is the direct correlation function and cij,hs(r) is the hard-sphere component of the direct cor-
relation function between fluid particles i and j in the bulk electrolyte system. In Eq. 6.4, third term is the
component of the direct correlation due to fluid-fluid vdW attractive interactions in a mean field approxima-
tion, H is a heaviside step function, dij,hs =
di,hs+dj,hs
2 is the effective hard sphere diameter for the fluid pair
i− j, and the fourth term is due to the mean-field Coulomb interaction. We obtain cij(r) from the solution
of the Ornstein-Zernike (OZ) equation with the hypernetted chain (HNC) closure relation [52]. For the
HNC-based solution of the OZ equation in the bulk electolyte system, we use the water-water, ion-water,
and ion-ion CG pair potentials obtained in Section 6.3. Similarly, cij,hs(r) is determined from the HNC
solution of the OZ equation with the hard-sphere pair potentials. For uij,vdw(r), we use the CG potentials.
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Figure 6.7: Comparisons of ion density profiles (a) and water COM density profile (b) from AA-MD and
CG-MD with µW water based CG potentials of the confined KCl electrolyte system.
We note that, in Eq. 6.4, the attractive part of the vdW pair potential and long range electrostatics are
treated in the mean-field sense, and the range, Rij,elec-corr, of the residual correlations due to the short-range
electrostatic interactions is similar to the hard-sphere diameter, dij,hs [141, 53].
oW CG water
Fig. 6.8 shows the ion-ion residual direct correlation functions for the CG bulk 1 M KCl electrolyte system
with oW CG water model and uniform permittivity of εr = 78.5. To compute cij,hs(r), we use the hard-
sphere diameters of 0.28, 0.18, and 0.32 nm for water CG bead, K+, and Cl−, respectively. We also verify
the ion-water RDFs computed from the HNC-based solution of OZ equation using oW water CG potentials.
Fig. 6.9 shows that the RDFs from HNC with the ion-water CG potentials compare well with the CG-MD
RDFs. This suggests that HNC with the CG potentials can reliably predict the correlations in the bulk
electrolyte system.
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Figure 6.9: Comparisons of ion-water RDFs from CG-MD and HNC using oW CG water potentials.
µW CG water
Eqs. 6.1 and 6.3 assume the fluid-fluid electrostatic correlations are spherically symmetric. However, in
the case of a point-dipole CG water model, µW, dipole-dipole and ion-dipole correlations are orientation
dependent. Here, for numerical simplicity, we ignore dipole-dipole electrostatic correlations and incorporate
the effects of ion-dipole correlations into an effective spherically symmetric ion-ion correlations defined
as [8, 84],
ceffij (r) = c
000
ij (r) + ρw
c000i−w(r)c
000
j−w(r)
1− ρwc000w-w(r)
−
1
3
ρw
c011i−w(r)c
011
j−w(r)
1− ρw (c110w-w(r) + 2c
112
w-w(r))
, (6.5)
where cmnlαβ (r) are the projections of the direction correlation between fluid particles α and β in the rotational
invariant based expansion [84]. We obtain cmnlαβ (r) from the linearized hypernetted-chain (LHNC) [84, 54]
approximation based solution of the OZ equation in the bulk electrolyte system. To solve OZ equation
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with LHNC approximation, we follow the numerical scheme of Levesque et al. [84]. Then, the effective
correlations, ceffij (r), can be substituted for cij(r) in Eq. 6.4 to obtain ion-ion residual correlation for the µW
CG water based electrolyte system.
Fig. 6.10 shows the ion-ion residual direct correlation functions for the CG bulk 1 M KCl electrolyte
system with µW CG water model. To compute cij,hs(r), we use the hard-sphere diameters of 0.28, 0.18,
and 0.32 nm for water CG bead, K+, and Cl−, respectively. We also verify projections of the ion-water
total correlations, hmnli−w(r), computed from the LHNC-based solution of OZ equation using µW water CG
potentials. Fig. 6.11 shows that hmnli−w(r) from LHNC with the ion-dipole CG potentials compare well with
the CG-MD results.
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Figure 6.10: Ion-ion residual direct correlations for the CG bulk 1M KCl electrolyte system using µW CG
water model.
6.5 Results
6.5.1 oW CG water
First, we use oW water based CG model of confined KCl electrolyte system in EQT to obtain ion and water
density profiles. For the ion-ion interactions, we use the same LJ potentials that are used in the reference
MD simulations. For the water-water, ion-water, wall-water, and wall-ion pair interactions, we use the
systematically developed CG potentials discussed in Sec. 6.3. For all the pair potentials, we set Rffij,cut = 0.9
nm. Here, we set Rffij,min = σ
ff
ij for the ion-ion LJ pair potentials, where σ
ff
ij is the usual LJ parameter. For
the water-water and ion-water CG potentials, we set Rffww,min = 0.28 nm, R
ff
+w,min = 0.262 nm, and R
ff
-w,min =
0.314 nm. To compute the wall-fluid potential energies from Eq. 5.13, we use ρwall = 38.18 atoms/nm
3
for
the graphene walls. To determine the mean electrostatic potential, φ(z), we solve Eqs. 5.10 and 5.11 with
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Figure 6.11: (a) Comparisons of ion-water total correlation h011(r) projections from CG-MD and LHNC
for the CG bulk 1M KCl electrolyte using µW CG water model. (b) Ion-water direct correlation c011(r)
projections.
q+ = +1.0 e and q− = −1.0 e and uniform permittivity of εr = 78.5. The walls are equally charged such that
σwall-L = σwall-U = σwall, where σwall = −0.2265 C/m
2. To determine the hard-sphere energy component
from FMT (Eq. 5.15), we use dhs,w = 0.28 nm, dhs,+ = 0.18 nm, and dhs,− = 0.32 nm. In addition, here, we
also include the electrostatic correlations determined from Eq. 6.1 with the residual correlations shown in
Fig. 6.8.
Fig. 6.12 shows the comparison of the density profiles from EQT and MD for water and ions. It can be
seen that the water and ion density profiles from EQT compare well with the reference MD simulations. We
show that the systematically obtained CG potentials and inclusion of electrostatic correlations improve the
accuracy of EQT so that it can predict the charge inversion phenomenon well compared with the reference
AA MD simulations.
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Figure 6.12: Comparisons of ion density profiles (a) and water COM density profile (b) from AA MD and
EQT with oW water based CG potentials of the confined KCl electrolyte system.
6.5.2 µW CG water
As noted above, the main advantage of µW CG water model is that it can explicitly incorporate the spatially
varying nature of the dielectric permittivity and the orientation polarization of water molecules near charged
surfaces. Therefore, for µW CG water based EQT simulations of the confined KCl electrolyte system,
we use the Langevin dipole based computation of the mean-field electrostatic potential as described in
Section 5.1.1. In addition to the mean-field electrostatic potential, we include the ion-ion electrostatic
correlations determined from Eq. 6.1 with the effective ion-ion residual correlations shown in Fig. 6.10. The
remaining EQT simulation parameters are as follows.
For the ion-ion interactions, we use the same LJ potentials that are used in the reference MD simula-
tions. For the water-water, ion-water, wall-water, and wall-ion pair interactions, we use the systematically
developed CG potentials with µW CG water model as discussed in Sec. 6.3. For all the pair potentials,
we set Rffij,cut = 0.9 nm. Here, we set R
ff
ij,min = σ
ff
ij for the ion-ion LJ pair potentials, where σ
ff
ij is
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the usual LJ parameter. For the water-water and ion-water CG potentials, we set Rffww,min = 0.28 nm,
Rff+w,min = 0.32 nm, and R
ff
-w,min = 0.338 nm. To compute the wall-fluid potential energies from Eq. 5.13, we
use ρwall = 38.18 atoms/nm
3
for the graphene walls. To determine the mean electrostatic potential, φ(z),
we solve Eqs. 5.10 and 5.11 with q+ = +1.0 e, q− = −1.0 e, µ = 3.84D and spatially varying permittivity
defined by Eq. 5.8. The walls are equally charged such that σwall-L = σwall-U = σwall, where σwall = −0.2265
C/m2. To determine the hard-sphere energy component from FMT (Eq. 5.15), we use dhs,w = 0.28 nm,
dhs,+ = 0.18 nm, and dhs,− = 0.32 nm.
Fig. 6.13 shows the density profiles from EQT with µW CG water model. We observe that the EQT with
µW CG water model and ion-ion effective electrostatic correlations fail to capture density profiles of ions
accurately. The errors in the predictions of EQT can be attributed to the bulk-based approximation used
to determine the ion-ion effective correlations from Eq. 6.5. We note that the ion-ion effective correlations
depend on the ion-dipole correlations. It is known that near an interface the dipole orientation of water is
widely different from the bulk water [78]. Therefore, the bulk-based ion-dipole correlations, which are used
in Eq. 6.5, may not be accurate near the charged interface of EDL.
One approach to account for the orientation polarization effects of water dipoles on the ion densities
near the interface is to obtain an effective wall-ion CG potential in EQT. We followed the similar approach
for NaCl electrolyte confined inside capacitor channels in Section 5.4.2. We note that the wall-fluid CG
potentials obtained in the CG-MD with oW CG water model account for the orientation polarization effects
of SPC/E water on the ion densities. Therefore, here, to incorporate the interfacial orientation polarization
effects of water on K+ density, we use the same C-water and C-K+ CG potentials obtained with oW CG
model in CG-MD (see Fig. 6.4). For the wall-Cl−, water-water, K+-water, and Cl−-water, we use the µW
water model based CG potentials. We also include the bulk-based ion-ion effective electrostatic residual
correlations. Fig. 6.14 shows the comparison of the density profiles from EQT and MD for water and ions.
It can be seen that, with appropriate wall-fluid CG potentials and ion-ion residual correlations from the bulk,
the water and ion density profiles from EQT with µW CG water model compare well with the reference MD
simulations.
6.6 Summary
In this chapter, we extended the LP-EQT framework to predict the charge inversion phenomenon in EDLs.
We found that the ion-ion and ion-dipole electrostatic correlations are important for the charge inversion. We
modeled the electrostatic correlations using the residual direct correlation functions of the bulk electrolyte.
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Figure 6.13: Comparisons of ion density profiles (a) and water COM density profile (b) from AA MD and
EQT with µW water based CG potentials of the confined KCl electrolyte system.
The bulk residual direct correlation functions are determined from the HNC-based integral equation theory.
We explored two coarse-grained representations for water molecule: oW CG water with no dipole and µW
CG water with point dipole. We showed that, with the systematically obtained CG potentials and the
inclusion of electrostatic correlations, EQT can predict the charge inversion phenomenon well compared to
MD simulations.
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Figure 6.14: Comparisons of ion density profiles (a) and water COM density profile (b) from AA MD and
EQT with µW water model and modified wall-water and wall-K+ CG potentials in EQT.
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Chapter 7
Integral equation coarse-graining
approach
Most of the structure based coarse-graining approaches, such as iterative Boltzmann inversion (IBI) [119],
inverse monte carlo (IMC) [90], and relative entropy [133] are numerical and iterative methods. In these
iterative methods, a trial function is provided as a starting CG potential, which is then updated and optimized
iteratively until a given error metric is minimized. Each iterative step requires canonical sampling of the
coarse-grained system, which is done using either molecular dynamics (MD), stochastic dynamics (SD),
or Monte Carlo (MC) techniques. To ensure the convergence of the iterative coarse-graining schemes,
statistically reliable CG ensemble configurations are required, which can be obtained by selecting sufficiently
large system size and long simulation length. The costs of the coarse-grained simulation and analysis of the
CG ensemble configurations increase with the size of the system, i.e., number of particles, and the length of
the simulation, i.e., number of time steps. Therefore, sampling of the coarse-grained systems and analysis
of the CG ensemble configurations at each iteration step are computationally expensive and dominate the
overall cost of the iterative coarse-graining approaches. Furthermore, special care must be taken, such as
smoothing of the potential updates, to ensure the stability of the numerical iterative schemes [126].
In this chapter, we present a direct and computationally efficient theoretical procedure for coarse-graining.
The theoretical procedure is based on the hypernetted chain closure (HNC) in the integral equation (IE)
theory. HNC closure provides a direct approach to estimate an effective pair potential from a target distribu-
tion function without performing atomistic simulations. Therefore, HNC-based coarse-graining (HNC-CG)
is a computationally efficient approach to obtain CG potentials. In Section 7.1, we provide theoretical and
numerical details about HNC-based coarse-graining procedure. In Section 7.2, we demonstrate HNC-based
coarse-graining procedure by determining CG potentials for the bulk water and water-methanol mixture
systems.
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7.1 Method
The goal for the coarse-grained model is to reproduce the target radial distribution function (RDF) of the
reference system. The radial distribution function, g(r), where r = |r − r0|, is a conditional probability
density, relative to the ideal gas limit, of finding a particle at a distance r away from a given reference
particle at r0[51]. In the integral equation theory, for a uniform and isotropic system, the relation between
an effective pair potential, u(r), and RDF, g(r), is defined as [52]
g(r) = exp (−βu(r) + h(r)− c(r) + b(r)) , (7.1)
where, β = 1kBT , h(r) is the total correlation function, c(r) is the direct correlation function, and b(r) is
the bridge function. The total correlation function, h(r), is the difference between the radial distribution
function and its random value of unity,
h(r) = g(r)− 1. (7.2)
The total correlation, h(r), can be defined as a sum of the direct correlation part, c(r), and the indirect
correlations due to the propagation of the interactions via surrounding particles. This relation between h(r)
and c(r) is given by the Ornstein-Zernike (OZ) equation as
h(r) = c(r) + ρ
∫
c (|r − r′|)h(r′)dr′, (7.3)
where ρ is the uniform density of the bulk system.
The exact expression for the bridge function, b(r), in Eq. 7.1 is not known. There exists several approxi-
mations, known as ‘closure approximations’, to solve Eq. 7.1, such as the Percus-Yevick (PY) closure, mean
spherical approximation (MSA) closure, and hyper-netted chain (HNC) approximation [52]. Here, we use
HNC closure approximation, which ignores the bridge function as
g(r) = exp (−βu(r) + h(r)− c(r)) . (7.4)
HNC closure approximation maps three-body and higher-order many-body contributions into an effective
pair potential. Therefore, it provides a direct and analytical route to estimate an effective CG potential from
a pair distribution. Given a target g(r) and the thermodynamic state, i.e., ρ and T , of the reference system,
the effective CG potential between coarse-grained particles can be obtained by inverting the HNC closure
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Eq. 7.4 as
u(r) = kBT (h(r)− c(r)− ln(g(r))) . (7.5)
The numerical procedure to obtain CG potentials from Eq. 7.5 is as follows. For a target RDF, g(r),
which can be obtained from an all-atom simulations or experimental data, h(r) is determined from Eq. 7.2.
Then, the OZ equation (Eq. 7.3) is solved to obtain c(r). We follow the numerical procedure described in
[152] to solve the OZ equation. Once c(r) is determined, the effective CG potential between CG sites is
determined from Eq. 7.5. We note that, for the short separation distances where g(r)→ 0, u(r) values needs
to be extrapolated.
7.2 Results
To illustrate functionality of the HNC-CG coarse-graining method, we coarse-grain two systems: an SPC/E
bulk water system and a system consisting of a methanol-water mixture.
7.2.1 Bulk water
For coarse-graining the bulk water, we consider bulk water at a thermodynamic state of 300 K temperature
and 1 bar pressure. In the coarse-grained model, we represent one water molecule by one CG bead positioned
at its center of mass (COM), such that the CG beads solely interact via an isotropic two-body potential.
The target RDF is determined from the reference all-atom ensemble configurations generated in the NVT
ensemble [126]. Using the HNC-CG method, we obtain the water-water coarse-grained interaction. Fig. 7.1
shows the CG potential determined from HNC for bulk water. We, then, use the HNC-based water-water
CG potential to perform the molecular simulations of the CG water system. Fig. 7.1 shows the water-water
RDFs from the CG simulation along with the reference RDF from the AA simulation. We observe that the
water-water RDF from the HNC-based CG potential compare well with reference RDF from AA simulations.
In Fig. 7.1, we also compare the HNC-based water-water CG potential to that from the relative entropy
optimization (see Section B). It can be seen that the CG potential from HNC is very similar to the optimized
CG potential from relative entropy minimization.The small differences between the CG potentials from the
HNC and relative entropy minimization could be attributed to the bridge function approximation in the
HNC closure.
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Figure 7.1: CG potential (a) and RDFs (b) for bulk water. CG potential from the HNC-CG procedure
accurately predicts the water-water COM RDF.
7.2.2 Water-methanol mixture
Iterative coarse-graining methods, such IBI, can have convergence problems for multicomponent systems [126].
IBI ignores the cross-correlation terms and hence, its convergence can be slower and may require relaxation
(i.e., multiplying factor χ ∈ (0...1)) of the update function. On the other hand, IMC is more rigorous than
IBI and accounts for the cross-correlations, but it is computationally costly and requires large configurational
sampling to achieve good accuracy. See [126] for detailed comparisons of IBI and IMC methods.
HNC-based CG approach is rigorously derived from the statistical mechanics. As described in Section 7.1,
HNC closure along with the OZ equation maps three-body and higher-order many-body contributions into
an effective pair potential. Therefore, cross-correlation terms are explicitly considered in determining CG
potentials from HNC.
Here, to demonstrate robustness of the HNC-based coarse-graining for multicomponent systems, we
consider an equimolar water-methanol mixture. In the CG model for the water-methanol mixtures, water
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and methanol molecules are represented by CG beads positioned at their COM and the interactions between
CG beads are modeled via isotropic two-body potentials. The reference water-water, methanol-methanol,
and methanol-water RDFs are generated from the all-atom simulations. See Section B.4 for the details
about the reference atomistic simulations. To obtain the direct correlations between three different pairs,
which are required to solve Eq. 7.5, we solve a multicomponent version of the OZ equation [152]. Fig. 7.2
shows the CG potentials for the water-water, methanol-methanol, and methananol-water pairs determined
from HNC. We, then, use the HNC-based water-water CG potential to perform the molecular simulations of
the CG water-methanol system. Fig. 7.1 shows the RDFs from the CG simulations compare well with the
reference RDFs from AA simulations.
7.3 Summary
In this chapter, we developed HNC-based direct and computationally efficient coarse-graining approach.
We demonstrated HNC-CG method by coarse-graining water and methanol-water mixture systems. We
showed that the RDFs from the CGMD with HNC-based CG potentials compare well with the target RDF
from AAMD. Also, we found that the CG potentials from HNC are very close to the iterative systematic
coarse-graining approaches like relative entropy minimization.
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water-water, methanol-water, and methanol-methanol COM RDFs accurately.
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Chapter 8
Conclusions
The concluding remarks of this research work are as follows:
• We presented an empirical potential-based quasi-continuum theory (EQT) to predict the density and
potential profiles of confined fluids. Determining the fluid-fluid potential of a confined fluid is the most
challenging part of the continuum-based approach. We developed different approaches to determine the
fluid-fluid potentials in EQT, namely a soft-core potential approach, correlation correction approach,
and fundamental measure theory (FMT) approach. We showed that all three approaches can accurately
predict the density profiles of a confined fluid. We observed that the soft-core potential has a similar
form as the direct correlation function of the fluid. Therefore, the soft-core potential does not only
address the numerical issues due to a steep-repulsion component of the fluid-fluid pair potential in
the continuum approximation but also accurately captures the fluid-fluid correlations in the confined
system. The correlation correction approach is based on the spline functional form and hence, it is the
most flexible approach. On the other hand, the FMT-based approach is the most rigorous approach
and has only the hard-sphere diameter as the free parameter to set.
• To extend EQT framework to molecular fluids like confined water, we developed a systematic coarse-
graining approach to optimize structurally consistent coarse-grained potentials. We systematically
coarse-grain degrees of freedom of confined water from the detailed all-atom level to the cheaper
particle-based CG level, and to the continuum-based EQT level. It is found that the relative entropy
based coarse-graining technique can be used to derive structurally consistent CG-MD potentials for
the confined water. For determination of the EQT effective potentials, we developed a PMF-matching
technique, and it is found to be a robust technique to derive effective potentials, which can be used in
EQT to accurately predict the density profiles of the confined water. Both the wall-water and water-
water CG potentials are found to be significantly dependent on the thermodynamic state. However, for
all the thermodynamic states studied, it is found that the water-water CG potential exhibits so-called
core-softened double-well type characteristics, whose energy-scales are significantly state dependent,
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whereas length-scales change very little. Also, it is shown that the 2-point linear interpolation formula
can be useful to derive the CG potentials at thermodynamic states other than the one optimized here.
• We developed an explicit water based theoretical framework for studying EDLs. This framework is
based on the EQT and point dipole based coarse-grained water model. In EQT, water polarization and
dielectric permittivity variations are modeled using the Langevin dipole approach. Finite size effects
of water and ions are approximated by the White-Bear mark II (WBII) version of FMT. To accurately
capture hydration interactions, we systematically developed water-water and ion-water coarse-grained
potentials by relative entropy minimization. We demonstrated EQT by simulating the NaCl aqueous
electrolyte confined inside slit-like capacitor channels for various ion concentrations and surface charge
densities. EQT predictions of the water and ion density profiles agree well with the reference MD
simulations.
• We extended the EQT framework to include short-range electrostatic correlations so that it can predict
the charge inversion phenomenon. We showed that systematically obtained CG potentials and inclusion
of electrostatic correlations improve the accuracy of EQT and it can predict the charge inversion
phenomenon well compared to MD simulations.
• We presented a multiscale continuum-based method to predict the thermodynamic properties in ad-
dition to the structure of confined fluids. The multiscale method is a combination of two approaches,
namely, EQT and cDFT. We developed a free energy functional for cDFT based on EQT potentials.
We demonstrated the EQT-cDFT approach by simulating methane and argon confined in slit-like
graphene channels of various widths. The EQT-cDFT predictions for the structure and thermody-
namic properties, like the density, adsorption, local pressure tensor, surface tension, and solvation
force, compare well with the MD simulations. Therefore, the EQT-cDFT approach is a promising
approach to accurately predict the structure and thermodynamic properties of confined fluids.
• We presented hypernetted chain (HNC) theory based direct and computationally efficient theoretical
procedure for coarse-graining. HNC closure provides a direct approach to estimate an effective pair
potential from a target distribution function without performing atomistic simulations. We demon-
strated HNC-based coarse-graining procedure by determining CG potentials for the bulk water and
water-methanol mixture systems. CG potentials from HNC can be used to perform CG-MD simula-
tions. We found that the pair distribution functions from the CG-MD simulations compare well with
the reference atomistic simulations.
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Appendix A
Fundamental measure theory
Rosenfeld’s fundamental measure theory (FMT) provides a functional to determine the excess (over the ideal
gas) free energy of hard-sphere mixtures, Fhs [{ρi}], as [121, 124]
βFhs [{ρi}] =
∫
dr′Φ({nα (r
′)}), (A.1)
where β = 1kBT , Φ is the reduced free energy density, and {nα} are the set of weighted densities. The
weighted densities for the ν-component mixture are defined as
nα (r) =
ν∑
i
∫
dr′ρi (r
′)ωiα (r − r
′), (A.2)
where ωiα are the weight functions given by
ωi3 (r) = Θ (Ri,hs − r) ,
ωi2 (r) = δ (Ri,hs − r) ,
ωi2 (r) =
r
r
δ (Ri,hs − r) ,
ωi1 (r) =
ωi2 (r)
4πRi,hs
,
ωi0 (r) =
ωi2 (r)
4πR2i,hs
,
ωi1 (r) =
ωi2 (r)
4πRi,hs
. (A.3)
In Eq. A.3, Ri,hs =
di,hs
2 is the hard-sphere radius of the molecule i, di,hs is the hard-sphere diameter of
the molecule i, Θ(r) is the Heaviside step function, δ(r) is the Dirac-delta distribution, and r = |r|. The
integrations over ωiα (Eq. A.2) give the fundamental measures of a fluid i, such as the volume (α = 3), the
surface area (α = 2), the mean radius of curvature (α = 1), and the Euler characteristics (α = 0).
Various functions for the reduced free energy density, Φ ({nα (r
′)}), are derived from the different thermo-
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dynamic conditions [124]. For example, the original Rosenfeld functional based on the scaled-particle theory
equation, the White-Bear (WB) functional based on the Mansoori-Carnahan-Starling-Leland (MCSL) equa-
tion of state, and the White-Bear mark II (WBII) functional, which is similar to the WB functional but is
constructed to reproduce the Carnahan-Starling-Boubl´ık equation of state for a one-component bulk fluid.
In this work, we use the WBII version of FMT. In WBII, the reduced free energy density is given by
Φ = −n0 ln (1− n3) + (n1n2 − n1 · n2)
1 + 13φ2 (n3)
1− n3
+
(
n32 − 3n2n2 · n2
) 1− 13φ3 (n3)
24π (1− n3)
2 , (A.4)
where
φ2 (n3) =
1
n3
(
2n3 − n
2
3 + 2 (1− n3) ln (1− n3)
)
(A.5)
and
φ3 (n3) =
1
n23
(
2n3 − 3n
2
3 + 2n
3
3 + 2 (1− n3)
2
ln (1− n3)
)
. (A.6)
From Eqs. A.1 and A.2, we determine Uffi,hs, required in Eq. 5.14, as
Uffi,hs(r) =
δFhs [{ρi}]
δρi (r)
= kBT
∑
α
∫
dr′
∂Φ({nα})
∂nα
δnα (r
′)
δρi (r)
. (A.7)
For a 1-D slit channel, the weighted densities expression, Eq. A.2, simplifies to [124]
nα (r) = nα (z) =
∑
i
∫
dz′ρi (z
′)ωiα (z − z
′), (A.8)
where the one dimensional weight functions are
ωi3 (z) = π
(
R2i − z
2
)
Θ(Ri − |z|) ,
ωi2 (z) = 2πRiΘ(Ri − |z|) ,
ωi2 (z) = 2πzezΘ(Ri − |z|) ,
ωi1 (z) =
ωi2 (z)
4πRi
,
ωi0 (z) =
ωi2 (z)
4πR2i
,
ωi1 (z) =
ωi2 (z)
4πRi
, (A.9)
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where ez is the unit vector in the z-direction. Similarly, the expression for U
ff
i,hs, Eq. A.7, simplifies to
Uffi,hs(z) =
δFhs [{ρi}]
δρi (z)
= kBT
∑
α
∫
dz′
∂Φ({nα})
∂nα
δnα (z
′)
δρi (z)
. (A.10)
To evaluate the integrations in Eqs. A.8 and A.10, we use the numerical scheme given by Knepley et al. [2].
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Appendix B
Relative entropy based
coarse-graining
B.1 Relative entropy
Relative entropy, Srel, is defined as [133]
Srel =
∑
i
pAA(ri) ln
(
pAA(ri)
pCG (M(ri))
)
+ 〈Smap〉AA, (B.1)
where the sum is over all the configurations of the reference AA system, r = {ri}(i = 1, 2, ...), M is
the mapping operation to generate a corresponding CG configuration, RI , from a AA configuration, ri,
i.e., RI = M(ri), pAA and pCG are the configurational probabilities based on the AA and CG potentials,
respectively, and 〈Smap〉AA is the mapping entropy due to the average degeneracy of AA configurations
mapping to the same CG configuration, given by
Smap(RI) = ln
∑
i
δRI ,M(ri), (B.2)
where δ is the Kronecker delta function. From Eq. B.2, it can be shown that the mapping entropy, 〈Smap〉AA,
does not depend on the CG interactions, but instead it is a unique function of the mapping operation, M ,
and the AA configurational weights. The relative entropy is a metric borrowed from the field of information
theory, which quantifies the extent of the configurational phase-space overlap between two molecular ensem-
bles [156]. The log-likelihood based derivation of the relative entropy for molecular systems, as defined in
Eq. B.1, is given in ref. [133]. Physically, Srel can be interpreted as the log probability that one test config-
uration of the model CG ensemble is representative of the target AA ensemble, and when the likelihood is a
maximum, Srel is at a minimum. Hence, the numerical minimization of Srel with respect to the parameters
of the CG model can be used to optimize the CG model.
Comparisons between relative entropy and other coarse-graining methods are made in ref. [125] and [25].
Chaimovich and Shell [25] have shown that for certain CG models relative entropy minimization produces
the same CG potentials as other methods, e.g., it is equivalent to the IBI when CG interactions are modeled
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using finely tabulated pair additive potentials, and to the FM when a CG model is based on N−body
interactions, where N is the number of degrees of freedom in the CG model. However, there are some
advantages of using relative entropy based coarse-graining. Relative entropy method allows to use analytical
function forms for CG potentials, which are desired in theoretical treatments, such as parametric study of
CG potentials, whereas, methods, like IBI, use tabulated potentials. Recently Lyubartsev et. al [89] have
shown how to use IMC with an analytical function form, too. BI, IBI, and IMC methods are based on pair
correlations and hence, they are only useful to optimize 2-body CG potentials, whereas, relative entropy
uses more generic metric which offers more flexibility in modeling CG interactions and not only 2-body, but
also 3-body and N-body CG potentials can be optimized. In addition to the CG potential optimization, the
relative entropy metric can also be used to optimize an AA to CG mapping operator.
In a canonical ensemble, substituting canonical configurational probabilities into Eq. B.1, the relative
entropy simplifies to
Srel = β〈UCG − UAA〉AA − β (ACG −AAA) + 〈Smap〉AA, (B.3)
where β = 1/kBT , kB is the Boltzmann constant, T is the temperature, UCG and UAA are the total potential
energies from the CG and AA potentials, respectively, ACG and AAA are the configurational part of the
Helmholtz free energies from the CG and AA potentials, respectively, and all the averages are computed in
the reference AA ensemble.
Consider a model CG system defined by the CG potentials between various CG sites such that the CG
potentials depend on the parameters λ = {λ1, λ2, ...λn}. As described above, in the relative entropy based
coarse-graining, the CG potential parameters, λ, are optimized by the relative entropy minimization.
In this work, we use the Newton-Raphson strategy for the relative entropy minimization described in
ref. [25]. In this strategy, the CG potential parameters, λ, are refined iteratively as
λk+1 = λk − χH−1 · ∇λSrel, (B.4)
where k is the iteration index, χ ∈ (0...1) is the relaxation parameter that can be adjusted to ensure
convergence, ∇λSrel is the vector of the first derivatives of Srel with respect to λ, which can be computed
from Eq. B.3 as
∇λSrel = β
〈
∂UCG
∂λ
〉
AA
− β
〈
∂UCG
∂λ
〉
CG
, (B.5)
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and H is the Hessian matrix of Srel given by
Hij = β
〈
∂2UCG
∂λi∂λj
〉
AA
− β
〈
∂2UCG
∂λi∂λj
〉
CG
+β2
〈
∂UCG
∂λi
∂UCG
∂λj
〉
CG
−β2
〈
∂UCG
∂λi
〉
CG
〈
∂UCG
∂λj
〉
CG
. (B.6)
To compute ∇λSrel and H from Eq. B.5 and B.6, we need average CG energy derivatives in the AA
and CG ensembles. For the averages in the AA ensemble, first a single AA system simulation can be
performed and its AA configurations can be saved, then the average CG energy derivatives can be computed
by processing the mapped CG configurations of the saved AA configurations using the CG potentials at each
iteration. For the averages in the CG ensemble, since the CG ensemble changes with the CG parameters, λ,
a short CG simulation can be performed at each iteration to generate corresponding CG configurations. An
alternative approach, which does not require a CG simulation at every iteration, to obtain the CG ensemble
averages is to reweight the initial CG configurations obtained from λ0 [25]. In this work, we implemented
the first approach based on performing a short CG simulation at every iteration.
In the case of a CG model, in which CG interactions are modeled by a two-body pair potential, uCG,
between CG sites, the ensemble averages of the CG energy derivatives can be computed as
〈(
∂aUCG
∂λa
)b〉
AA
=
〈∑
i<j
∂auCG(rij)
∂λa


b〉
AA〈(
∂aUCG
∂λa
)b〉
CG
=
〈∑
i<j
∂auCG(rij)
∂λa


b〉
CG
, (B.7)
where the sum is performed over all the CG site pairs (i, j), a stands for the 1st, 2nd,... derivatives and b
stands for the different powers, i.e., b = 1, 2, ....
B.2 Implementation
We implemented the relative entropy-based coarse-graining method in an open-source coarse-graining soft-
ware called Versatile Object-Oriented Toolkit for Coarse-graining Applications (VOTCA) [126, 98]. In the
VOTCA package, we implemented the relative entropy-based coarse-graining method using the iterative
workflow framework described in ref. [126]. Required inputs are the pair distributions of the CG sites in the
reference AA ensemble, the initial guess for the CG potential parameters, the CG ensemble simulation set
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up files, and the option file describing the modeling options for the CG interactions. Furthermore, the user
can provide the Newton-Raphson iteration parameters, such as the relaxation parameter, χ, the convergence
check criteria, etc.
To describe the CG potentials, we use the uniform cubic B-spline (CBSPL) form given by
uCBSPL(r) =
[
1 t t2 t3
]
1
6


1 4 1 0
−3 0 3 0
3 −6 3 0
−1 3 −3 1




ck
ck+1
ck+2
ck+3


, (B.8)
where {c0, c1, c2, ..., cm} are the spline knot values tabulated for m evenly spaced intervals of size ∆r =
rcut/(m− 2) along the separation distance ri = i×∆r with the cut-off rcut, and t is given by
t =
r − rk
∆r
, (B.9)
where index k is determined such that rk ≤ r < rk+1. We choose CBSPL form because it exhibits remarkable
flexibility, and it can represent various complex functional characteristics of pair potentials for sufficiently
large number of knots.
To ensure the stability of the relative entropy minimization, some precautionary measures are taken. For
the Newton-Raphson update to converge towards a minimum, the Hessian, H, must be positive definite at
each step. With a good initial guess for the CG parameters and by adjusting the value of the relaxation
parameter, χ, stability of the Newton-Raphson method can be ensured. One approach to initialize the
CG parameters can be to fit them to PMF obtained by inverting the pair distributions of the CG sites
obtained from the reference AA ensemble. For the CBSPL form, which is linear in it’s parameters, the
second derivative of Srel is never negative, hence the minimization converges to a single global minimum.
However, due to locality property of the CBSPL form, i.e., update to ci affects only the value of the potential
near ri, and the poor sampling of the very small separation distances in the high repulsive core, the rows
of H corresponding to the first few spline knots in the repulsive core may become zero causing H to be a
singular matrix. To avoid this singularity issue, we specify a minimum separation distance, rmin, for each CG
pair interaction and remove the spline knots corresponding to the r ≤ rmin region from the Newton-Raphson
update. Once the remaining knot values are updated, the knot values in the poorly sampled region, i.e.,
r ≤ rmin, can be extrapolated. The value of rmin can be estimated from the minimum distance at which
the reference CG pair distribution is nonzero. Also, to ensure that the CG pair potentials and forces go
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smoothly to zero near rcut, couple of knot values before and after rcut are fixed to zero.
For the convergence check, we define two types of errors: (i) the CG parameter error, ǫλ, given by
ǫkλ =
n−1∑
i=0
(
λki − λ
k−1
i
)2
, (B.10)
where n is the total number of CG parameters to be optimized, k is the index of the iteration step and (ii)
the CG potential error, ǫu, given by
ǫku =
M−1∑
i=0
N−1∑
j=0
(
uki (rj)− u
k−1
i (rj)
)2
, (B.11)
where M is the number of CG pair potentials to be optimized, and N is the the number of discrete points
used to model CG potentials. Then, the total error, ǫtot, is defined as
ǫktot = wλ ǫ
k
λ + wu ǫ
k
u, (B.12)
where wλ and wu are the weights assigned to the CG parameter error and the CG potential error, respectively.
Iterations are terminated when ǫtot is less than the specified tolerance value or the specified limit of maximum
number of iterations is reached. Finally, due to stochastic nature of the CG simulations, optimal parameters
are computed by evaluating their average over the last few iterations.
B.3 Coarse-graining of bulk water
In the past, water has already been studied extensively from the point of view of both all-atom and coarse-
grained representations [106, 150, 67, 151, 101, 69, 49]. CG potentials for bulk water obtained by IBI, IMC,
and FM methods using the VOTCA package can be found in ref. [126]. In this work, we coarse-grain SPC/E
bulk water at a thermodynamic state of 300 K temperature and 1 bar pressure using the simplex and relative
entropy methods. In the coarse-grained model, we represent one water molecule by one CG bead positioned
at its center of mass (COM), such that the CG beads solely interact via an isotropic two-body potential.
Note, that representing multiple water molecules within one CG bead is also possible [93, 105]. Previously,
Shell [133] and Chaimovich and Shell [24] have already employed the relative entropy method to optimize
CG potentials for SPC/E water at various thermodynamic states, providing an appropriate reference for
comparison. Also, recently Lu et al. [88] derived a series of coarse-grained potentials for various water
models, TIP3P, SPC/E, TIP4P-Ew, and TIP4P/2005, using the relative entropy method and systematically
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compared the ability of these CG potentials to reproduce various structural, dynamic, and thermodynamic
properties of water.
For the reference all-atom ensemble, we use the same bulk water all-atom configurations as in the NVT
ensemble generated in ref. [126]. The all-atom system consisted of 2180 water molecules in a cubic box of
size 4.031 nm. The coarse-grained system consisted of 2180 CG beads which are obtained by mapping the
all-atom configuration using a COM mapping scheme.
Using the relative entropy method, we optimized the CBSPL functional form, Eq. B.8, for the water-water
coarse-grained interaction. For the CBSPL form, we have used a cutoff distance of 0.9 nm, fixed the grid
spacing to 0.02 nm, and set rmin = 0.24 nm, i.e., only the knot values corresponding to the region, r > rmin,
are optimized, and the knot values in the poorly sampled region, r ≤ rmin, are extrapolated. Therefore, there
are 48 CG parameters for the water-water CG potential. The initial guess for the CG potential parameters
was obtained by a least-square fitting of the CBSPL functional form to the PMF obtained by inverting
the water-water COM pair distribution function from the reference AA ensemble. At each iteration, a CG
simulation of 200 ps is performed with the GROMACS simulation software. For the first iteration, the
initial configuration for the CG simulation is obtained by mapping the last configuration of the reference
AA ensemble trajectory. For all subsequent iterations, the final CG configuration from the previous step is
used as an initial configuration for the CG simulation. Furthermore, at each iteration, CG configurations
corresponding to the first 50 ps are discarded as equilibration stage and only the configurations of the last
150 ps stored at 1 ps intervals are used to compute the update for the CG potential parameters.
Fig. B.1a shows the optimized CG potentials for bulk water. It can be seen that, the water-water CG
potential has a core-softened double-well-type shape, which is a very characterisitc of the water-water CG
potential [24, 126]. Fig. B.1 shows the water-water RDFs from the CG simulation along with the reference
RDF from the AA simulation. One observes that the relative entropy-based CG potential is able to predict
the water-water RDF accurately. The accuracy of the RDF from the relative entropy-based CG potential is
consistent with the analysis made in ref. [125] and [25]. In these references, it is demonstrated that, when
CG potentials are modeled using a finely tabulated functional form such as CBSPL, the relative entropy
minimization would result in the CG potentials similar to IBI and IMC, which reproduce the target AA
ensemble pair distributions.
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B.4 Coarse-graining of water-methanol mixtures
To further test robustness of the relative entropy method and its implementation within the VOTCA pack-
age, we consider a much more complex system, namely a water-methanol mixture. Methanol is the smallest
alcohol and its structural properties feature a winding hydrogen-bonded chains with an average of approxi-
mately 2 hydrogen bonds per molecule [70]. Coarse-grained potentials for pure liquid methanol system have
been determined by IBI, IMC, and FM methods in ref. [126]. In addition, a water-methanol mixture is a
suitable system for studies of several structural aspects of solvation in aqueous mixtures [80].
In this study, we considered 3 different water-methanol mixtures with methanol mole fractions, Xm, of
0.062 (diluted), 0.5 (equimolar), and 0.938 (concentrated), similar to the ones used in ref [80]. Reference
AA simulations were performed in the NVT ensemble using the GROMACS simulation software[62]. Water
is modeled using the SPC/E model, whereas the OPLS [72] force field was used to model methanol, and the
LJ interaction parameters, namely C12 and C6, for the cross-interactions between water and methanol are
determined using a geometric mean rule. The number of molecules and average densities of the simulated
solutions are given in Table B.1. All three mixtures were simulated in a cubic box of length 5.05691 nm with
periodic boundary conditions, at 300 K temperature maintained using the Nose´-Hoover thermostat [108].
Systems were equilibrated for 5 ns each, followed by production runs of 20 ns. Reference radial distributions
have been computed using snapshots at every 1 ps and a bin size of 0.01 nm.
Table B.1: Simulated water-methanol mixtures.
I II III
number of H2O 3752 2000 248
number of MeOH 248 2000 3752
Xm 0.062 0.5 0.938
ρ g/cm3 0.97 0.885 0.80
In the CG model for the water-methanol mixtures, water and methanol molecules are represented by CG
beads positioned at their COM and the interactions between CG beads are modeled via isotropic two-body
potentials. The number of water and methanol molecules in the CG simulations are the same as in the
reference AA simulations (see Table B.1).
For the relative entropy-based coarse-graining, we have used the CBSPL form, Eq. B.8, to model all
three CG interactions, i.e., water-water, water-methanol, and methanol-methanol interactions. For the
water-water CG potential, a cut-off distance of 1.0 nm was used with the grid spacing of 0.01 nm and
rmin = 0.24 nm. For the water-methanol and methanol-methanol CG potentials, a cut-off distance of 1.32
nm was used with the grid spacing of 0.02 nm. rmin for the water-methanol and methanol-methanol CG
potentials was set to 0.27 and 0.3 nm, respectively. Therefore, there are total of 241 (103 for water-water,
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69 for water-methanol and methanol-methanol) CG parameters to be optimized. At each iteration, a CG
simulation of 500 ps is performed with the GROMACS and the CG configurations corresponding to the first
100 ps are discarded as equilibration stage and the configurations of the last 400 ps stored at 1 ps intervals
are used to compute the update for the CG potential parameters.
The CG potentials obtained from the relative entropy minimization for the three different water-methanol
mixtures are shown in Fig. B.2 along with the corresponding RDFs obtained from the CG simulations.
Observations about the accuracy of the CG potentials from the relative entropy method is similar to that of
the bulk water case. As expected, due to the finely tabulated nature of the CBSPL functional form, the CG
potentials from the relative entropy optimization are able to predict the water-water, water-methanol, and
methanol-methanol RDFs as accurately as the reference AA simulations. We note that the CG potentials for
the water-methanol mixture system are different for different mole-fractions. This is not surprising, because
it is well-known that the CG potentials depend on the thermodynamic state of the reference system [69, 151].
However, it is possible to optimize CG potentials for multiple state-points simultaneously [104], but it is
beyond the scope of this work.
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Figure B.1: CG potential (a) and RDFs (b) for bulk water. CG potential from the relative entropy mini-
mization accurately predicts the water-water COM RDF.
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Figure B.2: CG potentials and RDFs of methanol-water: mixture at different methanol mole fractions,
X = 0.062, 0.5, 0.938 are shown. Arrow indicates the direction of increasing X. CG potentials from the
relative entropy minimization predict water-water, methanol-water, and methanol-methanol COM RDFs
accurately for all mole fractions.
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