I',= G(u,-,, x,, M',). f = 1, 2, . . . . y,, = G,(x,, M+,), where x,, u,, and y, are, respectively, the state, control, and observation at time I, and the state and observation disturbance processes {v,} and {w,} are sequences of i.i.d. random elements with distributions Y and p, respectively. We study the nonparametric adaptive control problem of maximizing the intinite-horizon discounted reward criterion when v and p are unknown and determine conditions for several adaptive policies to be asymptotically optimal and for almost-surely uniform approximations of the optimal reward function. Our approach combines convergence results for empirical processes and recent results on parameter-adaptive stochastic control problems.
INTRODUCTION
Stochastic control systems with partial state information appear in many important problems in engineering, economics, population processes, learning theory, and many other areas; extensive lists of references can be found, for instance, in the recent survey papers by Kumar [ 191 and Monahan [21] . A key feature of these systems is that, although the state of the system is not directly observable, the disturbance or driving process of the system, as well as the noise in the observations or measurement process, both have known distributions. For example, a typical model in the stochastic control theory literature is the case of additive noise, where x,, u,, and y, are the state, control, and observation at time t, respectively, and the state disturbance process {v,} and the observation noise process {w,} are sequences of independent and identically distributed (i.i.d.) random variables with given (e.g., Gaussian) distributions v and p, respectively; this information allows us to compute, at each time t, the a posteriori distribution of the state x, given the past controls uO, . . . . u,~ , , and the past and present observations y,, . . . . y,.
The Problem.
We consider in this paper a general partially observable (abbreviated: PO) system with unknown distributions v and p. That is to say, we consider PO stochastic control systems of the general form x,, 1 = F(xr, UI, o,), t = 0, 1, . . . .
Y, = G(u,--1, x,, w,), t = 1, 2, . ..) (1.2) YO = Gob,, wo), where F, G, and Go are known and { ~4,) and {w,} are sequences of i.i.d. random elements whose respective distributions v and p are unknown. Our main objective is to determine adaptioe policies-i.e., policies not depending on the forms of v and p-for the problem of maximizing the discounted reward criterion J( .) = J",fl( .) defined as (cf. Section 2) 46 P) := E;', f B'r(x,, uI), 1=0 (1.3) where Ei = E:'.p denotes the expectation with respect to the probability measure induced by the policy 6, given that p is the a priori distribution of the initial state x0, and that the respective distributions of u, and w, are v and p-which are assumed to be fixed (but unknown) throughout the following. In (1.3), /3 is a discount factor, 0 d B-C 1, and r(x, u) is the onestep expected reward when control u is used in state x. (Additional explanations on terminology and notation, as well as the assumptions on HERN (1.4) where the "disturbance" or "driving" process is now the observation process { y,} in (1.2), and the new state z, is the conditional distribution of x, given the observable history h, up to time t, i.e., h,:=(~,~orUor...,~,~,,u,~,,y,).
(1.5)
The reward function J in (1.3) is transformed accordingly, and it turns out that the new problem is equivalent to the original one (1.2)-( 1.3); see Section 3 below. So far, so good, except that the function H in (1.4), and of course the transition law of the process {z~}, depends on the distributions v and p. Thus if we are to follow the approach just described for the case when v and p are unknown, we need, among other things, a procedure to get good-"consistent"estimates of v and p. The obvious way to do this, since both disturbance processes {v,} and { wI} are i.i.d., is to use their empirical processes [6] -or the empirical process of the joint variables (II,, w,). And this is essentially what we do here: we estimate v and p via the empirical process and then we give conditions under which the estimates are "consistent" in an appropriate sense for the control problem. This obvious approach, however, imposes an "observability" constraint on our model (1.2), because for our adaptive policies to make sense we need not only the observable histories h, in (1.5), but also, at each time t, to construct the empirical process (see Eq. (5.1)), we need to have the realization uo, . . . . u,_ r, and wo, . . . . w,-I of the disturbances; these would be "additional observations," in the terminology of Schal [24] or van Hee [26] .
The latter requirement is perfectly reasonable in many control problems. Take, for instance, the problem of control of a water reservoir with finite capacity C [S] . The state equation is ax,+ 1 = min(x, -U, + Us, C), (1.6) where x, is the volume (or stock) of water at time t; the control U, is the volume of water released during the tth period (for irrigation or for the generation of hydroelectric power, say), and the "disturbance" v, is the water inflow during the tth period, which can be safely assumed to be measurable. If, in addition, we assume that the topography of the terrain where the reservoir is located is sufficiently well known so that the water level can be determined as a non-random function of the volume, we would have the case of noiseless observations Y, = G(u, -1, xr)r (1.7) where y, is the water level at time t. Another example of this type would be an inventory/production system [6, 161 which has state equation X ,+ I = (x, + u, -0,) +, (1.8) where x, is the stock level at time t, U, is the quantity ordered or produced during the tth period, and u, is the demand. In most cases we could also assume noiseless observations as in ( . This is the case in queueing systems (see, e.g., Hernandez-Lerma and Marcus [ 13] ), in which x, is the number of jobs in the system at time t, U, is, say, the service rate, and the "disturbance" u, is the number of jobs arriving to the system during the tth period. An example of an observation process could be the indicator-like function
where 6, is the Kronecker symbol, which again is of the form (1.7).
Related Literature. This paper is a sequel to [ 161, where we considered completely observable (CO) systems x ,+ I = 4x1, u,, ur), (1.9) where the v, are i.i.d. disturbances with unknown distribution v. This system is of the same form as the CO model in (1.4), except that in the latter, the disturbances JJ, are not i.i.d. and this makes quite a difference for our present purposes. It turns out that the conclusions here, with respect to the asymptotic optimality of the policies introduced, are very similar to those in [16] , and the "general approach" briefly described above is also similar; however, many modifications are required because we cannot use with unknown parameters. This would be the case in which, in the present context, the "forms" of v and p are known, but they are allowed to depend on unknown parameters, so we would have, say, v0 and plo, with I3 taking values in a certain parameter space. Of course, the present problem can be formally reduced to the parametric case if we interpret v and ~1 as "parameters" with values in appropriate sets of probability distributions. But again, since the parameter-adaptive control policies require "consistent" parameter estimation schemes, the difficulty would be to get estimates of v and p "consistent" for the PO control problem; thus we are led again to the approach in Section 5 below. A discussion of non-parametric adaptive policies when the unknown distributions are viewed as "parameters" is given by Hernandez-Lerma and Cavazos-Cadena [ 121. In addition to the references cited above on parameter-adaptive POMDPs or the CO system (1.9), we know of no other works treating PO systems with state and observation disturbances having unknown distributions. We should mention, though, the interesting work of Gordienko [9] , who, to the best of our knowledge, was the first author who investigated (completely observable, average reward) stochastic control problems with unknown disturbance distribution, and whose work provided the initial motivation for our interes in these problems.
Organization of the Paper. In Section 2, we introduce the basic assumptions on the control system (1.2)-( 1.3) and state the PO control problem in precise terms. Additional assumptions are introduced in later sections, as needed. In Sections 3 and 4 we assume that the disturbance distributions are known; in Section 3 we follow the usual approach to transform the PO control problem into a completely observable (CO) control system in terms of the so-called "filtering equation" (3.1), which is the same as (1.4) above, and in Section 4 we find conditions under which the optimal value function of the CO system satisfies the dynamic programming equation (Theorem 4.1)-an important result in itself. In Sections 5 and 6 we consider the case of unknown disturbance distributions v and ~1. In the first part of Section 5 we introduce the empirical process of the joint disturbance sequence (ur, w,) and then this is used to determine an "empirical version" H, of the filtering distribution H in (1.4) (or (3.1)); in the second part, we present several sets of conditions under which the empirical processes introduced are "uniformly consistent" for the CO control problem. Finally, in Section 6, having already the appropriate setting of Sections 4 and 5, we introduce three adaptive policies, which are asymptotically optimal and provide almost-surely uniform approximations of the optimal reward function. We conclude with some remarks in Section 7.
A general reference for the present work is the monograph by Bertsekas and Shreve [ 11.
ASSUMPTIONS AND PRELIMINARIES
In this section we define the partially observable (PO) control problem (1.2))( 1.3) in precise terms; here and in Sections 3 and 4 we assume that the state and observation disturbances u, and w, in (1.2) have known distributions v and ,LL, respectively. First we introduce some terminology and notation, and then we state the basic assumptions on (1.2))(1.3).
Terminology
and Notation.
A topological (resp. product) space X will always be endowed with the Bore1 (product) sigma-algebra g(X). As in [ 11, we use X to denote a typical Bore1 subset of X. The Cartesian product of sets X and Y is denoted by XY. B(X) and C(X) denote, respectively, the space of real-valued bounded measurable functions on X, and the space of bounded continuous functions. Throughout the following, let X and Y be separable metric spaces. p(X) denotes the space of probability measures on X; p(X) is separable in the metric corresponding to the topology of weak convergence [ 1, 2, 51 . p( Yj X) denotes the set of all conditional probabilities-or Borel-measurable stochastic kernels [ 1 ] -on Y given X, that is, P(dy 1 x) is in a( Yj X) if, for each x E X, I'(. lx) is a probability measure on Y, and for each Y E 98( Y), P( Y 1. ) is a (Borel-) measurable function on X. P(dylx) is said to be continuous if it is continuous in the sense of weak convergence, i.e., for any function g E C( Y), j g( y)P(dy 1 x) is continuous in x E X. Finally, for a real-valued function g, 11 gll denotes the supremum norm. I, denotes the indicator function of the set X. Assumption 2.1 below is supposed to hold throughout the following; additional assumptions will be required in later sections. To describe the evolution of the PO system (1.2) let us first introduce the state transition law: for X E B(X), x E X, z4 E U, W 1x2 u) = j,, z,C&, u, 011 v(dv) (2.1) which represents the probability that x, + , E X, given that x, = x and U, = u. Similarly, for Y E B( Y), u E U, x E X, the observation kernel and the initial observation kernel are given, respectively, by Let us suppose now that the initial state has a given distribution p; the initial observation y, in (1.2) is then generated according to the observation kernel Q, in (2.3) if x0=x. If at time t the state of the system is -Y, = x and the control U, = u E U is applied, then a reward r(x, U) is received and the system moves to state x,+ , according to the transition law (2.1). The state at time t + 1, say x,, I = x', cannot be observed directly; instead, an observation, or measurement, y, + I is generated via the transition kernel Q(dy 1 u, x') in (2.2). An action is again chosen and the process is repeated.
The PO Control Problem.
Let Z := p(X) be the space of all probability measures on the state space X, and for each t = 0, 1, . . . . let H, := Z( YU)' Y be the set of all observable histories h, in (1.5); H, := ZY. A policy for the PO controlled system (1.2) is a sequence 6 = { 6,) of measurable functions 6,: H, + U (possibly randomized [ 1, 6, 17 , . ..I) such that under this policy the action chosen at time t is U, = o,(h,) if the observed history is h,. The set of all policies is denoted by D.
Each policy 6 and each initial distribution FEZ-together with the conditional probabilities P, Q, and Q0 in (2.1)-(2.3)-determine a probability measure Pi on the space of all possible realizations (x,9 Yet uo> XI, Yl> UI , . ..) of the PO system (1.2). The expectation with respect to that probability measure is denoted by Ei (it has appeared already in the definition (1.3) of the discounted reward function J(6, p)). Let K(P) :=supJ(k P), p E -5 &ELI be the optimal reward function. The PO control problem is then that of finding a policy 6* such that K(p) = J(6*, p), p E Z, in which case it is said that 6* is an optimal policy.
In the adaptive control problem of this paper, when the distributions v and p-and therefore, the stochastic kernels P, Q, and Q, in (2.1)-(2.3)-are unknown, there can be no optimal adaptive policies. We thus restrict ourselves to look for policies which are asymptotically optimal in the following sense [ll, 14, 16, 18, 193 is the expected total reward from stage n onwards discounted at stage n.
Following the program described in Section 1 we shall now transform the PO control problem into a completely observable (CO) problem. Since this transformation is quite standard, we will be brief and review only those concepts to be used here directly.
TRANSFORMATION INTO A CO CONTROL PROBLEM
The idea is that of introducing a new discrete-time stochastic control system with state equation which, for each (z, U) E ZU, is defined on a measurable rectangle XY of XY by 4 (XY I z, u) := jx jx Q(Y 1% x')P(dx'I x, u)z(dx), (3.2) where P and Q are the stochastic kernels in (2.1) and (2.2), respectively. It then follows from the decomposition (or "factorization") theorem (see any of the references in the previous paragraph) that there exists a conditional probability H(dx 1 z, U, y) on X given ZUY such that 4w I z, u) = Jy f-w I z, 4 .Y)Nh I z, u), (3.3) where R(Y I z, U) := q(XY I z, U) is the marginal of q(dx dy 1 z, u) on Y, i.e.,
Y E L%( Y). (3.4) x x
A similar argument shows that there exists a conditional probability H,,(dxIz, y) on X given ZY such that Jx QdY I x1 P(~x) = i, jy HOW I P, Y) Qo(4 I x) P(~x) (3.5) for all XE&?(X), YEB(Y),~EZ, and UEU. The measurable functions H(z, U, y) and H,(z, y) in (3.1) are the conditional probabilities in (3.3) and (3.5), and the process {z,} defined by (3.1) is such that, at each time t, z, can be interpreted as the conditional-or a posteriori-distribution of the state x, given the observed history h, up to time t.
Special Cases. For some PO systems, the "filtering distribution"
H can be computed explicitly (see, for instance, Di Masi and Runggaldier [4] If R( y I z, U) = 0, we define H(X 1 z, U, y) as an arbitrary probability measure on X.
Remark 3.1. Note that from (2.1) and (2.2) the stochastic kernels q(dx, dy I z, U) and R(dy ( z, U) in (3.2) and (3.4) can be written in terms of v and p. For example, instead of (3.4), we can write
We will use this type of expression in terms of p and v in Section 5 to obtain the "empirical versions" of the stochastic kernels q, R, and H.
The CO Control Problem.
Once we have the state equation (3.1), to complete the description of the new CO control model we must specify the control set 0, the reward function ?, and the set of policies D. We set U := U, and define r on ZU by Y(z, u) := jx r(x, u)z(dx).
(3.7)
To define d we first note that, using the so-called "filtering equation" (3.1), corresponding to any observable history h, E H, we can determine an D has important properties. First of all, it can be regarded as a subset of D, since for any Z-policy SE 6, we can define a policy 6 = { 6, > ED by 6 ,(h,) := S,(h,), where for each h, E z, h,E 3 is determined as in (3.8).
Moreover, B is complete, which means that for any policy 6 E D there exists an I-policy S such that 44 P) = 44 P), p E z.
Let P(dz' I z, U) be the transition law of the process {z,} in (3.1); that is, for any ZE&?(Z), (z, u)EZU, P(Zlz, u)=i* zz,Cm 4 Y)lN&lZ, u),
where Z E B(Z) and (z, U) E ZU. This transition law P, together with an Z-policy S and a a priori distribution p E Z for the initial state x,,, determines a probability measure on the space of all possible information sequences zO, uO, z1 , ui, . . If we denote by Ep the expectation with respect to such a probability, then the expected discounted reward for the CO system (3. Finally, the CO control problem (3.1), (3.10) is equivalent to the original PO control problem (1.2) (1.3) in the sense that for any Z-policy 6, Thus, from the completeness of D, we can conclude in particular that an Z-policy is optimal (or s-optimal, or asymptotically optimal) for the CO system if and only if it is optimal (or s-optimal, or asymptotically optimal, respectively) for the original PO system (1.2), (1.3). In other words, results for the CO control problem can be translated into results for the PO problem by replacing "Z-policies" by "policies." Examples of this for various PO stochastic control problems can be seen in any of the references cited above in this section. What we do next is consider the PO problem (1.2), (1.3) and determine optimality conditions for it; we give, in particular, conditions on the PO system under which the optimal reward function of the CO system (3.1), (3.10); that is, R*(p) := sup J(is, p), P E z (3.11) satisfies the dynamic programming equation (DPE) in Theorem 4.1 below, which in turn will be used in Section 6 to define adaptive Z-policies.
OPTIMALITY CONDITIONS FOR THE CO PROBLEM
For the remainder of the paper we suppose the following: We shall now turn to the case in which the distribution v and p are unknown.
EMPIRICAL PROCESSES AND ADAPTIVE FILTERING
In order to obtain adaptive policies when the disturbance distributions v and ~1 are unknown, we need, first of all, "consistent" estimates of v and p. Moreover, for these policies to be asymptotically optimal, we require the estimates to be "uniformly consistent" for the control problem, by which we mean Conditions 5.1 and 5.2 below. The reason for introducing these conditions will be clear in the next section. property that it converges weakly to p almost surely (a.s.). We shall now use pr to define "empirical versions" qr, R,, and H, of the stochastic kernels q, R, and H in (3.2)-(3.4). where X and Y are Bore1 subsets of X and Y, respectively, and (z, U) E ZU. Then, as in the step from (3.2) to (3.3), the factorization theorem implies the existence of a stochastic kernel H,(XI z, U, y) on X given ZUY such that q,(XYlz, u)= J H,UIz, u, y)R-,(dyIz, u), Note that this can also be obtained directly from Remark 3.1, if we replace
by p, in (5.1). We call the kernel H, in (5.3) the empirical filtering distribution. Now, let R be the optimal reward function in (3.11 t(4.1), and let us define (5.5) t = 1, 2, . . . . As already noted, for the adaptive policies in Section 6 to be asymptotically optimal, we need the empirical processes introduced above to be "uniformly consistent" in an appropriate sense, by which we mean that, as t -+ co, We shall come back to hypothesis (b) below (Remark 5.2); now, when does hypothesis (a) hold? An important case is when both v and p are discrete distributions. In such a case, p is also discrete and, moreover, [8] Ibr -PII 1 + 0 a.s., uniformly in (z, u), where we have used the fact that if P, and P, are probability measures on a measurable space X, then IIP, -P,II = 2 SUP IPI -p,u-)I, and also, for any g E B(X) and any finite signed measure y on X, IJ I gdy G Ilgll IIYIII~ (5.6) Finally, from these remarks, expression (3.6) for H (when Y is denumerable) and its empirical counterpart H,, which can be obtained from (5.3), we conclude that hypothesis (a) in Proposition 5.1 holds (e.g.) if:
(i) v and p are discrete, and (ii) Y is denumerable and R( y I z, u) > E for all z, U, y, and some E > 0.
Other possible approaches for obtaining Condition 5.1 are briefly discussed in Section 7.
Before turning our attention to Condition 5.2, let us recall some concepts.
Remark 5.1. Let p be a probability measure on a measurable space, say VW, and let 99 be a family of real-valued measurable functions on VW. It is said that 9 is a p-uniformity class if for any sequence {p,} in P( VW) which converges weakly to p, it follows that Moreover, from Theorem 1 of [3] (or [2] ), 9 is a p-uniformity class if it is uniformly bounded and equicontinuous at each point (u, W) E VW. Similarly, the second integral in the right side of (5.5) can be written in terms of p to obtain ss K,,.,.x(u, w)p(du, dw)z(dx). (5.8) Note also that K,,, E C( VW) for every (z, u,x), by Assumption 4.1 and Theorem 4.1. We will use these remarks and Remark 5. 
ADAPTIVE POLICIES
Once we have the appropriate setting-namely, Theorem 4.1 and the empirical process, or "estimators," of Section 5-we can define adaptive policies for the CO control problem exactly as in [ 16, Section 33; we summarize these results below.
As already noted, the idea is to introduce "estimates" of the dynamic programming operator T in (4.1)-(4.2), using the empirical processes R, and H, in then use the triangle inequality, the inequality (5.6), and finally take the supremum over all z E Z, to obtain that 114: -EII G P(IId: -RII + ?r + 5th
which is equivalent to (a). Part (b) is obvious, while (c) and (d) are obtained as in the cited reference, or as in [7, 11, 14, 151. In summary, the overall conclusion is that, once we have the CO control problem of Section 3, the optimality theorem 4.1 and the "consistent estimation" conditions 5.1 and 5.2, we can obtain asymptotically optimal adaptive Z-policies by the usual approach in parameter-adaptive stochastic control problems.
CONCLUDING REMARKS
We have shown in this paper how the usual procedure of transforming a PO control system into a CO system can be combined with recent approaches to the adaptive control of systems with unknown disturbance distribution to obtain a.s. uniform approximations of the optimal reward function and asymptotically optimal adaptive policies. To do this, of course, there are conditions to be satisfied; however, the point we have tried to make with the systems (1.6) and (1.8) briefly discussed in the Introduction, as well as with the special cases and remarks in Sections 3-5, is that there are important control problems in which the conditions required here are bound to be met.
As usual in adaptive control, the hardest part is to determine an estimation scheme "consistent" for the control problem in some appropriate sense, as Conditions 5.1 and 5.2 above. Here, we choose the "estimates" using the empirical processes of Section 5, but there are other possibilities that might be worth investigating. Finally, we should mention that the procedure of transforming the PO control problem to a CO one can also be used to obtain results on the continuity of the optimal reward function with respect to the disturbance distributions v and p (Hernandez-Lerma and Cavazos-Cadena [12] and Kolonko
[ 18]), which might be useful, e.g., for approximation and/or simulation purposes.
