Abstract. Spline wavelets on a hybrid of uniform and geometric meshes that admits a natural dyadic multiresolution structure are constructed. The construction is extended to other scaling functions and wavelets. The wavelets provide good approximation of functions near singularities and efficient representation of images with high resolution around regions of interest.
Introduction
A foveated image is a nonuniform resolution image in which the resolution is highest at a point, called a fovea, or a region (foveation region), but falls off away from the fovea or the foveation region. Foveation is an imaging concept inspired by the human visual process that, when focussed on a region of interest, the perception declines away from the direction of gaze. A foveated image can have more than one fovea or foveation region. Although the initial motivation of foveated imaging is in image compression, which enables only high resolution information of the region of interest to be transmitted ( [1, 5, 9] ), the concept of foveation has wider applications, for instance in vision research,
3-D visualization and virtual reality ([4, 2, 14]).
A foveated image can be obtained from an image of uniform resolution through an adaptive scale-space smoothing process, where the width of the smoothing kernel is small near the fovea and gradually expanding as the distance from the fovea increases ( [6, 5, 15] ), which accounts for a better approximation and hence higher resolution in a neighbourhood of the fovea. Our object is to take a multiresolution approach to fovea imaging. The basic idea is to construct low-pass filters that can preserve the quality of an image at any points or regions of interest and at the same time control the quality and achieve a desired level of compression outside the regions. The underlying theory developed in this approach has applications that go beyond image foveation. In particular, it provides good representation of functions near singularities and is also useful in image compression that preserves edges.
In this paper we start with multiresolution subspaces comprising polynomial spline spaces on a nested family of knot sequences in (0, ∞). Each knot sequence comprises a geometric mesh near the origin that integrates with a uniform mesh away from the origin, and the * multiresolution subspace is spanned by the corresponding B-splines. Polynomial splines on the geometric mesh (q i ) i∈Z or geometric splines were first studied by Micchelli [16] .
They were independently rediscovered by Mallat [15] in the study of image foveation. The foveated splines that we introduce here are a hybrid of geometric and uniform splines. The filter sequences are the corresponding discrete B-splines. Away from the fovea the filter sequence is the uniform B-spline filter, which changes smoothly towards a fovea to achieve a better approximation. The corresponding wavelets can be viewed as a "foveated version" of the compactly supported uniform spline wavelets of Chui and Wang ( [7] ). However, unlike the uniform case there is no Riesz basis of compactly supported semiorthogonal foveated spline wavelets.
More precisely, for an integer ∈ Z the knot sequence, x := (x j ) j∈Z , is defined by For an integer n ≥ 1 the sequence of subspaces V ≡ V n, , ∈ Z, of piecewise polynomial functions of order n (degree n − 1) in L 2 ((0, ∞)) with knots in x , form a nested sequence with cl(
It is known ( [3] , [17] ) that the B-splines N n,j , j ∈ Z, with knot sequence x 0 and supported on [x 0 j , x 0,j+n ] form a Riesz basis for V 0 . Therefore we have a multiresolution approximation of L 2 ((0, ∞)). Unlike the uniform case the orthogonal complement of V 0 in V 1 does not have a Riesz basis of compactly supported functions for n ≥ 2. In Section 3 we construct a direct sum decomposition V 1 = V 0 ⊕ W 0 and a Riesz basis of compactly supported functions for W 0 . We also construct a Riesz basis for the orthogonal complement of V 0 in V 1 comprising functions with bounded support, in which all but n − 1 of them are compactly supported.
The multiresolution approximation by the hybrid splines is nonstationary. The Bsplines N n,j , j ∈ Z, with knot sequence x 0 form a scaling sequence that satisfies the matrix two-scale relation 4) where the transition matrix (a ij ) i,j∈Z is of the form
, j = 0, 1, . . . , n, is the low-pass filter sequence for the uniform B-spline of order n and for −n ≤ i ≤ 0, a ij are discrete B-splines on the hybrid of uniform and geometric knots with a ij = 0 for j / ∈ {i + 1, ..., 2i + n + 1}. In Section 4 we extend this concept to the construction of hybrid scaling sequences from any given scaling function φ with finite low-pass filter (a j ). In the construction, the hybrid scaling functions inherit the smoothness of φ, and the entries a ij , −n ≤ i ≤ 0, j = i + 1, ..., 2i + n + 1, of the transition matrix provide parameters that allow their construction with the desired properties, such as Riesz basis, orthonormality and polynomial reproduction. A necessary and sufficient condition for local linear independence of hybrid scaling functions is given in Section 4, from which a necessary condition for the stability of the hybrid scaling function basis is
derived. An analysis of their polynomial reproduction properties and the construction of hybrid scaling functions that reproduce polynomials up to certain degree are given in Section 5.
We remark that the analysis and construction of normalized tight frames of hybrid splines is much simpler and neater than that of the Riesz bases of wavelets and is treated separately in [10] .
Cardinal Splines on the Half Line
Take an integer n ≥ 1. Let S n denote the space of all spline functions of order n,
piecewise polynomials of degree n − 1, with knots in Z. Let V 0 := {f ∈ S n : 
Lemma 2.1.
So the linear transformation (λ j )
, where
is of rank 2n − 2.
Proof. Let W denote the closed linear span of Φ and
Note that Φ and
But it is known (see [11] ) that ψ( · − j), j ∈ Z, are locally linearly independent on [2n−2, N ], and hence Proof. Let V be the closed linear span of
It is known ( [7] , [11] ) that Φ ∩ V = {0}, and {ψ( · − j) : j ∈ Z} forms a Riesz basis for V. The result then follows from Lemma 2.3. ♠ 
Hybrid Uniform-Geometric Splines
Take an integer n ≥ 1. Let V 0 ≡ V n,0 denote the space of all spline functions of order
Note that here and elsewhere we identify a function on R with support in (0, ∞) with its restriction to (0, ∞). Also writing N n := N n,−n we see that
It is known that {N n,j : j ∈ Z} forms a Riesz basis for V 0 . 
Then X = span{N n,−n+2 (2 ·), . . . , N n,n−1 (2 ·)} and so is of dimension 2n − 2. Further,
lie in X and, since the left-hand ends of their supports are strictly increasing, are linearly independent, and so they span
where f 4 lies in the span of N n,−n+1 , ..., N n,−1 , and supp(f 5 ) ⊂ [1, ∞).
where
The final part of the result follows from Lemma 2.3 ♠ Note that W 0 is not orthogonal to V 0 . Indeed we now show that if W denotes the orthogonal complement of V 0 in V 1 , then for n ≥ 2 it is not possible to construct a Riesz basis for W comprising compactly supported functions.
between the "normalized" divided difference on the left and the corresponding B-spline on the right, we know that f ∈ X if and only if f = g
, where g is a spline function of order 2n with knots at 
be the closed linear span of compactly supported functions.
Our next result gives a Riesz basis for W of functions with bounded support.
Proof. By Theorem 3.1, any function f in V 1 can be written as 
. . , λ 2n−3 are linearly independent when restricted to the larger space T, and hence
Finally, let ψ 1 , . . . , ψ n−1 denote a basis for U. Then applying Lemma 2.3, as in the proof of Theorem 2.4, a Riesz basis for W is given by
As an example, take n = 2. Then dim(U ) = 1 and we may write
Thus we may choose c j = α 
The Riesz bases in Theorem 3.1 for V 0 and W 0 are 'almost orthogonal' in the following sense. We have
So the only functions which are not orthogonal are φ 1 ( ·−1), ..., φ n−1 ( ·−1) and N n,−n+1 , . . . ,
By choosing a suitable basis φ 1 , ..., φ n−1 for Φ, we can gain further orthogonalities among these functions, as we shall see later. 
From Theorem 3.1 we see that for any k ∈ Z, k ≥ 1,
and a Riesz basis for
We conjecture that
and a Riesz basis for L
We now return to the choice of basis
, and so
To show that dim(Φ j ) = 1 we shall use the following lemma.
Proof. Define g so that g
(n)
= f and g has support in (−∞, n + j − 1 2 ]. Then ]. We note that for = 0, ..., n + j − 2, 
Proof. For ∈ Z, define λ : 
As an application, we consider the problem of smoothing by hybrid splines that preserves features. The mask (a ij ) ≡ (a n ij ) in the two-scale relation (1.4) and (1.5) provides the low-pass filters for the smoothing process. They are discrete B-splines (see [8] ) on the hybrid geometric-uniform mesh (1.1) and are generated by the recursive relation,
with
Given a one-dimensional signal, (s 0 i ), we assume that a point of interest, s 0 −n , has been detected by some feature detector. The point is identified as a fovea and the low-pass filtering, 
Hybrid Refinable Functions
Let φ be a refinable function with support on [0, n] satisfying the equation
for numbers a 0 , ..., a n with a 0 a n = 0, and j∈Z a 2j = j∈Z a 2j+1 = 1, where a j = 0 for j < 0 or j > n. Now take numbers a ij , i, j ∈ Z, where
and for −n ≤ i ≤ 0, a ij = 0 for j / ∈ {i + 1, ..., 2i + n + 1}. We shall consider the hybrid refinement equation
We first note that (4.3) is satisfied for i ≥ 0 by 4) since in this case, for x > 0,
Next we note that for −n ≤ i ≤ −1,
Thus φ i is defined in terms of φ i+1 (2 ·), ..., φ 2i+n+1 (2 ·) and so recursively φ i is defined uniquely in terms of φ(2
In particular we see that for all i ∈ Z, φ i has the same regularity as φ. We shall say that the refinable functions (φ i ) i∈Z with mask (a ij ) i,j∈Z extend the refinable function φ with mask
as before, we see that
and for i ≤ −1, a ij = 0 for j ≥ n, we have for j ≥ n,
We shall assume
It is known that we may choose a solution φ of (4.1) to satisfy
(4.6)
Now from (4.3), for x > 0,
by (4.5). For x ≥ n,
by (4.6). Then for any x > 0, we may choose k ∈ Z with 2 −k n ≤ x, and apply (4.7)
iteratively to give
We also note that by (4.3)
Recall that if {φ( · − i) : i ∈ Z} are linearly independent, then they are locally linearly independent. We shall always assume that {φ( · − i) : i ∈ Z} are linearly independent.
Conditions on the mask for linear independence are given in [13] .
Similarly, let V 0 denote the closed linear span in L 2 ((0, ∞)) of {φ i : i ∈ Z} and
Proof. Since {φ( · − i) : i ∈ Z} are locally linearly independent, there are constants ∞) ) and > 0. Choose m ∈ Z so that
) and the result follows. Proof. For j ∈ Z, the functions whose supports overlap (x j , x j+1 ) are φ j−n+1 , ..., φ j .
We shall show that if φ 2k−n+2 , ..., φ 2k+2 are locally linearly independent over (x 2k+1 , x 2k+3 ) = (2x k , 2x k+1 ), then (φ j ) are locally linearly independent over (x k , x k+1 ) if and only if A k has full rank. In particular we see from the above argument that if (φ j ) are locally linearly independent over (x k , x k+1 ), k ∈ Z, then A k has full rank for k = 1, ..., n − 3 and a ii+1 = 0, for −n + 2 ≤ i ≤ −1. Conversely, we assume that these conditions hold and show that (φ j ) are locally linearly independent over (x k , x k+1 ), k ∈ Z. Note that since a ii+1 = 0, for i = −n + 1, ..., −1, and a 01 = a 0 = 0, A 0 has full rank. For i ≥ 0, φ i = φ( · − i − 1) and so for any k ≥ n − 1, (φ i ) are locally linearly independent over (x k , x k+1 ). Thus A k has full rank for k ≥ n − 1. It follows that A n−2 also has full rank. Now suppose inductively that (φ j ) are locally linearly independent over (x , x +1 ) for some , 1 ≤ ≤ n − 1. Then since A −1 has full rank, our above argument shows that (φ j ) are locally linearly independent over (x −1 , x ). Thus (φ j ) are locally linearly independent over (x k , x k+1 ) for all k ≥ 0. Now recall that a ii+1 = 1, i ≤ −n+1. Thus A k is non-singular for all k ≤ −1. Repeating the above inductive argument then shows that (φ j ) are locally linearly independent over (x k , x k+1 ) for all integers k. ♠ For n = 3, the conditions of Theorem 4.2 are simply a −10 = 0. For n = 4 we can write
and the conditions become λ = 1, µ = 1 and the matrix
has full rank. Now renormalize the functions φ i , i ∈ Z, by defining For refinable functions (φ i ) with mask (a ij ), we shall write
Proof. By Theorem 4.2 there are constants
A j , B j > 0, j ∈ Z, so that for f ∈ V 0 , f = ∞ j=−∞ c j φ j , A j j i=j−n+1 c 2 i ≤ x j+1 x j f 2 ≤ B j j i=j−n+1 c 2 i , j ∈ Z. Since φ i = φ( · − i − 1), i ≥ 0, we may choose A j = A n−1 , B j = B n−1 for j ≥ n − 1. Since φ i = 2 1 2 φ i+1 (2 ·), i ≤ −n, we may choose A j = A −n+1 , B j = B −n+1 , j ≤ −n + 1. So taking A = min{A j : −n + 1 ≤ j ≤ n − 1}, B = max{B j : −n + 1 ≤ j ≤ n − 1}, we have A j i=j−n+1 c 2 i ≤ x j+1 x j f 2 ≤ B j i=j−n+1 c 2 i , j ∈ Z.
Adding over j ∈ Z then gives
For i ≥ 0,
For i ∈ Z, 
For −n ≤ i ≤ −1, (5.2) and (5.4) give a n ij = 0 for j < i + 1 and j > 2i + n + 1 respectively. Thus (a n ij ) extends (a
= 0, and so
and hence
So, as before, we may choose corresponding refinable functions (φ n i ) with
we have
, and so both sides of (5. 
and so (5.7) holds for i ≥ 0. Hence (5.7) holds for all i ∈ Z. Now take p, 1 ≤ p ≤ m + 1, and write
Let c 0 = 0 and define
Then by (5.7), for x > 0,
Thus f (x) = x p + k, x > 0, for some constant k, and so 
and so Similarly, we can extend the Daubechies 8-tap mask with three degrees of freedom.
Now suppose that φ with mask (a i ) n 0 extends to (φ i ) with mask (a ij ). It is known (see for instance [12] ) that φ reproduces polynomials of degree m if and only if 
