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This work investigates the adaptive Q–S synchronization of coupled chaotic (or hyper-
chaotic) systems with stochastic perturbation, delay and unknown parameters. The sufﬁ-
cient conditions for achieving Q–S synchronization of two stochastic chaotic systems are
derived based on the invariance principle of stochastic differential equation. By the adap-
tive control technique, the control laws and the corresponding parameter update laws are
proposed such that the stochastic Q–S synchronization of non-identical chaotic (or hyper-
chaotic) systems is to be obtained. Finally, two illustrative numerical simulations are also
given to demonstrate the effectiveness of the proposed scheme.
 2011 Elsevier Inc. All rights reserved.1. Introduction
Synchronization of chaotic dynamical systems has attracted a growing interest with applications in various ﬁelds [1,2]. In
the context of coupled chaotic elements, many different types of synchronization have been studied in the past two decades.
The most important ones are complete or identical synchronization (CS) [3–5], phase synchronization (PS) [6,7], lag synchro-
nization (LS) [8] and generalized synchronization (GS) [9,10]. In recent years, chaotic synchronization has been investigated
extensively by many researchers, and various modern control methods have been proposed to synchronize chaotic systems,
such as backstepping design [11], linear feedback control [12], nonlinear control [13], adaptive control [14], active control
[15], or adaptive-active control [16]. However, most of above schemes are just presented for un-bi-directionally coupled
systems, and do not consider the effect of noise in the synchronized process. Since many systems should be described by
bi-directionally coupled systems and noise is ubiquitous in both nature and man-made systems, chaos synchronization is
unavoidably subject to bi-directionally coupled systems and internal and external stochastic perturbations. Therefore,
research of noise’s role in synchronization has become a hot ﬁeld [17–20].
It is also important to note that systems should hold time delay in noise and unknown parameter mismatch. The chaotic
systems are inevitably exposed to an environment which may cause their parameters a little different, and it is also difﬁcult
to estimate this mismatch of parameters exactly. In [21], an adaptive controller has been designed to synchronize the noise-
perturbed two bi-directionally coupled chaotic systems with time delay and unknown parametric mismatch. But to our
knowledge, effects of noise in generalized synchronization have not considered adequately. For instance, Q–S synchroniza-
tion is more general one ﬁrstly introduced by Yan [22]. Then, inspired by the works [21,22], we use adaptive control to
implement a particular kind of synchronization with noise perturbation where the driving system and the response are. All rights reserved.
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stochastic differential equation proposed by Mao [23], we describe this kind of synchronization as stochastic Q–S synchro-
nization with unknown parameters, which is less restrictive but more extensive.
The rest of this paper is organized as follows. The problem formulation for the adaptive stochastic Q–S synchronization is
given in Section 2. Numerical examples are provided to illustrate the effectiveness of the obtained scheme in Section 3. Con-
clusions and further works are ﬁnally drawn in Section 4.
2. Preliminaries and problem formulation
To make this paper self-contained and since the theory of stochastic differential equation is not well-known to the sci-
entiﬁc community, we address some basic results in this section which is useful in the following. These results can be found
in [23].
Consider the general n-dimensional stochastic differential equation with time delay_x ¼ f ðx; xs; tÞ þ rðx; xs; tÞ _W; ð2:1Þ
where xs = x(t  s). Then, for each V 2 C2,1(Rn  R+,R+), deﬁne the diffusion operator L along with (2.1) could be express byLVðx; y; tÞ ¼ Vtðx; tÞ þ Vxðx; tÞf ðx; y; tÞ þ 12 traceðr
Tðx; y; tÞVxxrðx; y; tÞÞ; ð2:2ÞwhereVtðx; tÞ ¼ @Vðx; tÞ
@t
; Vxðx; tÞ ¼ @Vðx; tÞ
@x1
; . . . ;
@Vðx; tÞ
@xn
 
and Vxxðx; tÞ ¼ @
2Vðx; tÞ
@xixj
 !
nn
:So the LaSalle-type invariance principle for stochastic differential equation with time delay can be expressed as follows
(called Invariance principle):
(1) Assume that system (2.1) has a unique solution x(t,/) on tP 0 for any initial point / 2 CaF ð½s;0;RnÞ. Moreover, both
f(x,y, t) and r(x,y, t) are local bounded in (x,y) while uniformly bounded in t.
(2) Assume also that there are functions V 2 C2,1(Rn  R+,R+), c 2 L1(R+,R+), and x1, x2 2 C(Rn,R+) such thatLVðx; y; tÞ 6 cðtÞ x1ðxÞ þx2ðyÞ; ðx; y; tÞ 2 Rn  Rn  t; ð2:3Þ
x1ðxÞP x2ðxÞ; x – 0; ð2:4Þ
lim
jxj!þ1
inf
06t61
Vðx; tÞ ¼ 1: ð2:5ÞThenlim
t!þ1
xðt;/Þ ¼ 0 a:s: ð2:6Þfor every / 2 CaF ð½s;0;RnÞ.
Consider an m-dimensional chaotic (hyper-chaotic) system described by_x ¼ f ðxÞ þ FðxÞPþ r1ðxs; ysÞ _W1; ð2:7Þ
where x = (x1,x2 . . .xm)T 2 Rm is the state vector of the system, f 2 C(Rm,Rm) including nonlinear terms, F 2 C(Rm,Rmk), P 2 Rk is
the vector of system parameters and r1ðx; yÞ 2 CðRm  Rn;Rmm1 Þ is continuous nonlinear matrix-valued functions.
_WT1; _W
T
2
 
¼ ðg1;g2 . . .gm1 ;gm1þ1 . . .gm1þn1 Þ is an (m1 + n1)-dimensional white noise in which every two elements is statisti-
cally independent, i.e., E[g1] = 0, E[gi(t)gj(t0)] = dijd(t  t0) (i, j = 1,2 . . .m1 + n1). We take Eq. (2.7) as the drive system. The con-
trolled response system is given by_y ¼ gðyÞ þ GðyÞHþ r2ðys; xsÞ _W2 þ u; ð2:8Þ
where y = (y1,y2 . . .yn)T 2 Rn is the state vector, g 2 C(Rn,Rn) including nonlinear terms, G 2 C(Rn,Rnl),H 2 Rl is the parameter
vector and r2ðy; xÞ 2 CðRn  Rm;Rnn1 Þ is continuous nonlinear matrix-valued functions. The purpose of stochastic synchroni-
zation is to design a controller u(u 2 Rn), which is able to Q–S synchronize the two identical or different chaotic (hyper-cha-
otic) systems with delay. Let Q(x) = (Q1(x),Q2(x) . . .Qh(x))T and S(y) = (S1(y),S2(y) . . .Sh(y))T be observable variable of the
system (2.7) and the system (2.8), respectively. Let the stochastic synchronization error of the two chaotic (hyper-chaotic)
systems beeðtÞ ¼ Qx Sy; ð2:9Þ
where Q 2 Rhm, S 2 Rhnare two matrixes, h 6min{m,n}. Then the dynamical system between the drive system (2.7) and the
response system (2.8) can be written as
3314 J. Zhao / Applied Mathematical Modelling 36 (2012) 3312–3319_eðtÞ ¼ Qðf ðxÞ þ FðxÞP þ r1 _W1Þ  S  ðgðyÞ þ GðyÞHþ r2 _W2 þ uÞ: ð2:10Þ
Therefore, by using the adaptive control and the parameters identiﬁcation technique, the controller can be decided asu ¼ gðyÞ  GðyÞH^þ S1ðQðf ðxÞ þ FðxÞP^Þ þ reÞ; ð2:11Þ
where r > 0; P^ and H^ are the estimated vectors of unknown parameters, and the updating laws of the estimated parameters
are given by_~P ¼ ðQFðxÞÞT  e;
_~H ¼ ðSGðyÞÞT  e;
8<
: ð2:12Þwhere ~P ¼ P^ P and ~H ¼ H^H.
Deﬁnition 1. For the above systems (2.7) and (2.8), it is said that they are stochastic Q–S synchronization with delay. If there
exists the updating laws of the estimated parameters (2.12) such that the error vector (2.9) will approach to zero for large
enough t, i.e.lim
t!þ1
keðtÞk ¼ lim
t!þ1
kQx Syk ¼ 0; a:s: ð2:13Þthen the states of the response system and the drive system are synchronized asymptotically.Hypothesis 1. Real matrix S is row full-rank, which means that the inverse matrix S1 exists when the matrix is a square
matrix. When the matrix is not a square matrix, we further assume the number of rows less than the one of columns, then
according to the generalized inverse matrix theory [24,25], the right inverse matrix S1R exists and S
1
R ¼ STðSSTÞ1. For sim-
plicity, we use S1 to denote the inverse or right inverse matrix of S throughout this paper.Hypothesis 2. $r1 > 0, r2 > 0 and q > 0 for any x 2 Rm, y 2 Rn, it holdskQr1ðx; yÞk 6 ﬃﬃﬃﬃr1p kQx Syk
kSr2ðy; xÞk 6 ﬃﬃﬃﬃr2p kQx Syk ð2:14Þand q = 2 max{r1,r2} < r. IfAis a vector, then kAk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
ATA
p
. If A is a matrix, then kAk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
traceðATAÞ
q
.Theorem 1. Let e(t) be Eq. (2.9) for the drive system (2.7) and the response system (2.8). If the active control u(x,y, t) under the
Hypothesis 1 is given by Eq. (2.11), the Hypothesis 2 satisﬁes and the updating laws of the estimated parameters are given by Eq.
(2.12), then the error system (2.11) is asymptotically stable at origin with probability one for any initial data on / 2 CaF ð½s;0;RhÞ.Proof. From the Eqs. (2.10) and (2.11), it obtains_eðtÞ ¼ FðxÞ~P þ SGðyÞ ~H reþ Qr1 _W1  Sr2 _W2: ð2:15Þ
Construct the diffusion operatorVðe; tÞ ¼ 1
2
ðeTeþ ~PT~Pþ ~HT ~HÞ: ð2:16ÞThen, according to Invariance principle, we can obtain that the operator L along with augement system satisﬁes following
inequality:LVðe; tÞ ¼ Vt þ VeðFðxÞ~P þ SGðyÞ ~H reÞ þ trððQr1ðxs; ysÞ;Sr2ðys; xsÞÞTVeeððQr1ðxs; ysÞ;Sr2ðys; xsÞÞÞ
¼ _~PT~Pþ _~HT ~Hþ eTðFðxÞ~P þ SGðyÞ ~H reÞ þ trððQr1ðxs; ysÞ  Sr2ðys; xsÞÞTððQr1ðxs; ysÞ  Sr2ðys; xsÞÞÞ
¼ reTeþ trððQr1ðxs; ysÞ  Sr2ðys; xsÞÞTððQr1ðxs; ysÞ  Sr2ðys; xsÞÞÞ
¼ reTeþ trððQr1ðxs; ysÞÞTðQr1ðxs; ysÞÞ þ ðSr2ðys; xsÞÞTðSr2ðys; xsÞÞÞ
¼ reTeþ trðQr1ðxs; ysÞÞTðQr1ðxs; ysÞÞ þ trðSr2ðys; xsÞÞTðSr2ðys; xsÞÞÞ
¼ reTeþ trðQr1ðxs; ysÞÞTðQr1ðxs; ysÞÞ þ trðSr2ðys; xsÞÞTðSr2ðys; xsÞÞ
¼ reTeþ kQr1ðxs; ysÞk2 þ kQr1ðxs; ysÞk2 6 reTeþ r1kQxs  Sysk2 þ r2kQxs  Sysk2
6 reTeþ 2qkQxs  Sysk2 6 reTeþ 2qeTses , x1ðeÞ þx2ðesÞ
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equation as above, the error system (2.10) is asymptotically stable at origin with probability one for any initial data
/ 2 CaF ð½s; 0;RhÞ. This completes the proof. hRemark 1. The converge is with probability not the ordinary one.3. Illustrative example
The following numerical simulation will demonstrate the effectiveness of the proposed control scheme.
Case 1 (Synchronization between Chen hyper-chaotic systems). We consider the Chen hyper-chaotic system [26] with
different stochastic perturbations as the drive system and the response system. The dynamic equations are given
respectively by_x1 ¼ aðx2  x1Þ þ x4 þ 0:1 sinðx1s  y1sÞg1ðtÞ;
_x2 ¼ dx1  x1x3 þ cx2 þ 0:2 sinðx2s  y2sÞg2ðtÞ;
_x3 ¼ x1x2  bx3 þ 0:3 sinðx3s  y3sÞg3ðtÞ;
_x4 ¼ x2x3 þ rx4 þ 0:4 sinðx4s  y4sÞg4ðtÞ;
8>><
>>:
ð3:1Þ
_y1 ¼ a1ðy2  y1Þ þ y4 þ 0:4 sinðx1s  y1sÞg5ðtÞ þ u1;
_y2 ¼ d1y1  y1y3 þ c1y2 þ 0:3 sinðx2s  y2sÞg6ðtÞ;
_y3 ¼ y1y2  b1y3 þ 0:2 sinðx3s  y3sÞg7ðtÞ;
_y4 ¼ y2y3 þ r1y4 þ 0:1 sinðx4s  y4sÞg8ðtÞ:
8>><
>>:
ð3:2ÞThe error system iseðtÞ ¼ xðtÞ  yðtÞ: ð3:3Þ
ThenQ ¼ S ¼ S1 ¼
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0
BBB@
1
CCCA and r ¼ 1:From the Eq. (2.11), we haveu ¼
y4  ðy2  y1Þa^1 þ x4 þ ðx2  x1Þa^þ e1
y1y3  y2c^1  y1d^1  x1x3 þ x2c^ þ x1d^þ e2
y1y2 þ y3b^1 þ x1x2  x3b^þ e3
y2y3  y4r^1 þ x2x3 þ x4r^ þ e4
0
BBBB@
1
CCCCA: ð3:4ÞThe updating laws are_^a
_^
d
_^c
_^
b
_^r
0
BBBBBBB@
1
CCCCCCCA
¼
e1ðx2  x1Þ
e2x1
e2x2
e3x3
e4x4
0
BBBBBB@
1
CCCCCCA
ð3:5Þand_^a1
_^
d1
_^c1
_^
b1
_^r1
0
BBBBBBB@
1
CCCCCCCA
¼
e1ðy2  y1Þ
e2y1
e2y2
e3y3
e4y4
0
BBBBBB@
1
CCCCCCA
: ð3:6ÞIt is obvious that system (3.1) and the system (3.2) satisfy the hypothesis in Section 2. From Theorem 1, we can conclude that
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d = 7.0, r = 0.5 to ensure the hyper-chaotic behavior. In the numerical simulations, we use the Euler–Maruyama [27] scheme
to solve the equation with step 0.005. The time delay, initial conditions of two systems and initial values of the estimated
parameters are taken as s ¼ 0:1; /xðtÞ ¼ ðt; t; t; tÞT ; /yðtÞ ¼ ðt; t; t; tÞT ; t 2 ½0:1;0Þ; a^ð0Þ ¼ b^ð0Þ ¼ c^ð0Þ ¼ d^ð0Þ ¼ r^ð0Þ ¼ 0:1;
a^1ð0Þ ¼ b^1ð0Þ ¼ c^1ð0Þ ¼ d^1ð0Þ ¼ r^1ð0Þ ¼ 0:2, respectively. The corresponding numerical results are shown in Figs. 1 and 2.
Fig. 1 shows the synchronized errors between the two coupled system converge to zero with time passing. Fig. 2 shows each
of the estimated parameters converge to some constant as time increase.
Case 2 (Synchronization between Lorenz system and L€u hyper-chaotic system). We consider Lorenz system [28] as the
drive system and L€u hyper-chaotic system [29] as the response system. The drive system with stochastic pertur-
bation is_x1 ¼ aðx2  x1Þ þ 0:1 sinðx1s  y1sÞg1ðtÞ;
_x2 ¼ x2  x1x3 þ bx1 þ 0:1 sinðx2s  0:5ðy2s þ y3sÞÞg2ðtÞ;
_x3 ¼ x1x2  cx3 þ 0:1 sinðx3s  y4sÞg3ðtÞ;
8><
>: ð3:7ÞFig. 2. Estimate values of parameters with the update rule of these parameters. (a) a, b, c, d and r, (b) a1, b1, c1 and r1.
Fig. 1. Dynamics of synchronization errors states for systems (3.1) and (3.2) with time t.
J. Zhao / Applied Mathematical Modelling 36 (2012) 3312–3319 3317and the response system is_y1 ¼ a1ðy2  y1Þ þ y4 þ 0:1 sinðx1s  y1sÞg4ðtÞ þ u1;
_y2 ¼ y1y3 þ c1y2 þ 0:2 sinðx2s  0:5ðy2s þ y3sÞÞg2ðtÞ þ u2;
_y3 ¼ y1y2  b1y3 þ u3;
_y4 ¼ y1y3 þ r1y4 þ 0:1 sinðx3s  y4sÞg6ðtÞ þ u4:
8>><
>>:
ð3:8ÞAssume the observable variables of system (3.4) and (3.5) areQx ¼
x1
x2
x3
0
B@
1
CA and Sy ¼
y1
0:5ðy2 þ y3Þ
y4
0
B@
1
CA;respectively. We haveQ ¼
1 0 0
0 1 0
0 0 1
0
B@
1
CA; S ¼
1 0 0 0
2 1 0 0
2 1 1 0
0 0 0 1
0
BBB@
1
CCCA and S1 ¼
1 0 0 0
0 0:5 0:5 0
0 0 0 1
0
B@
1
CA:We can obtain the controller U = (u1,u2,u3,u4)T, i.e.u ¼
y4  ðy2  y1Þa^1 þ a^ðx2  x1Þ þ 2e1
y1y3  y2c^1  x2  x1x3 þ b^x1 þ 2e2
y1y2 þ y3b^1  x2  x1x3 þ b^x1 þ 2e2
y1y3  y4r^1 þ x1x2  c^x3 þ 2e3
0
BBBB@
1
CCCCA; ð3:9ÞThe updating laws area^
b^
c^
0
B@
1
CA ¼
e1ðx2  x1Þ
e2x1
e3x3
0
B@
1
CA ð3:10Þanda^1
c^1
b^1
r^1
0
BBB@
1
CCCA ¼ 
ðy2  y1Þe1
0:5y2e2
0:5y3e2
y4e3
0
BBB@
1
CCCA: ð3:11ÞFrom Theorem 1, we can obtain the stochastic Q–S synchronization between the system (3.7) and the system (3.8). We
select the parameters of the drive system (3.7) as a a = 10.0, b = 28.0, c = 8/3 to ensure the chaotic behavior and the param-
eters of the response system (3.8) as a1 = 36.0, b1 = 3.0, c1 = 20.0, r1 = 1.0. The time delay, initial conditions of two systemsFig. 3. Dynamics of synchronization errors states for systems (3.7) and (3.8) with time t.
Fig. 4. Estimate values of parameters with the update rule of these parameters. (a) a,b,c, . . . (b) a1, b1, c1 and r1
3318 J. Zhao / Applied Mathematical Modelling 36 (2012) 3312–3319and initial values of the estimated parameters are taken as s ¼ 0:1; /xðtÞ ¼ ðt; t; tÞT ; /yðtÞ ¼ ðt; t; t; tÞT ; t 2 ½0:1;0Þ;
a^ð0Þ ¼ b^ð0Þ ¼ c^ð0Þ ¼ 0:1; a^1ð0Þ ¼ b^1ð0Þ ¼ c^1ð0Þ ¼ r^1ð0Þ ¼ 0:2, respectively. The corresponding numerical results are shown
in Figs. 3 and 4. Fig. 3 shows the synchronized errors between the two coupled system converge to zero with time passing.
Fig. 4 shows each of the estimated parameters converge to some constant as time increase.4. Conclusion and discussion
In this paper, we design an adaptive-feedback controller to two bi-directionally coupled chaotic (or hyper-chaotic) sys-
tems with time-delay and unknown parameters. Based on the so-called LaSalle-type invariance principle of stochastic dif-
ferential equations, we give the sufﬁcient conditions of the stochastic Q–S synchronization. In order to validate the
proposed synchronization scheme, several Q–S synchronization examples between the famous chaotic (or hyper-chaotic)
are considered here. The numerical simulations show that the proposed control scheme is very effective. Comparing with
the other papers, we consider the more general Q–S synchronization with effect of noise, time-delay and parametric mis-
match in the synchronized process. However, we still need to settle several issues in future, for instance, if the Q–S synchro-
nization holds the scaling function, what the scheme should be improved? Furthermore, we should seek the suitable Q and S
as nonlinear functions to construct this synchronization.
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