The primary studies in a meta-analysis of standardized mean differences generally include a mixture of single-factor t tests and multifactor analysis of variance designs. Accordingly, there is a need for effect-size measures in multifactor designs that are metrically comparable with measures in single-factor t tests. Two models, the variance-preservation model and the variance-reduction model, provide a formal description of the 2 principal routes by which a single-factor design may evolve into a higher order factorial design. New metrically comparable effect-size measures and estimators are developed for designs that contain variance-preservation factors, variance-reduction factors, or a mixture of both types of factors. A statistical test for checking the validity of model assumptions is presented.
A problem encountered by every meta-analyst is how to obtain estimates of the size of a psychological effect that are comparable with each other, from studies in the literature that have used different statistical designs (Cooper & Hedges, 1994; Glass, McGaw, & Smith, 1981; Hedges & Olkin, 1985; Holmes, 1984; Hunter & Schmidt, 1990; Rosenthal, 1991 Rosenthal, , 1994 Shadish & Ragsdale, 1996; Wolf, 1986) .
Let factor A, with a ‫ס‬ 2 levels, represent the phenomenon of interest in a meta-analysis. Some of the primary studies may consist of single-factor designs in which a t test is used to compare the levels of factor A. Other studies may contain additional factors that are crossed with factor A in a multifactor design. If effect-size estimates from these quite different designs are to be combined in a meta-analysis, it is clearly important that they are all in the same metric. This article aims to provide effect-size measures for multifactor designs that are metrically comparable with that for a single-factor t test.
Effect-size comparability is a major concern among meta-analysts, many of whom have recognized that there is a need for effect-size measures that are more closely tailored to the design of primary studies (e.g., Eagly, Karau, & Makhijani, 1995, p. 131; Jaffee & Hyde, 2000, p. 711 ; B. T. Johnson & Eagly, 1989, p. 296; McClure, 2000, p. 435) . Methodologists have responded to this concern by proposing new estimators and by endeavoring to describe the circumstances under which estimators from different designs are compatible with one another (e.g., Glass et al., 1981; Morris & DeShon, 1997 , 2002 Olejnik & Algina, 2000) .
Effect-size measures from primary studies are comparable if they estimate the same population parameter. One of the decisions a meta-analyst must make is whether to estimate a raw population effect size or a standardized population effect size. A raw effect size equals the difference between population means (e.g., experimental and control). A standardized-meandifference effect size is equal to the difference between population means divided by the common population standard deviation.
A major strength of the standardized effect size is that it facilitates aggregation of otherwise noncomparable results from primary studies that have used different operational implementations of independent and dependent variables. Moreover, to the extent that it represents the joint assessment of several different measuring instruments, the mean standardized effectsize estimate yielded by meta-analysis may be expected to have higher construct validity and greater external validity than an estimate from any individual component study (Cook & Campbell, 1979; Hall, Rosenthal, Tickle-Degnen, & Mosteller, 1994) .
However, the benefits of standardization are not cost-free. Standardization introduces an extra source of variation, namely, sampling variation in the standard deviation itself. Random variation of the standard deviation across primary studies can serve to obscure the magnitude of the effect under investigation. In certain circumstances, this problem can be circumvented by the use of a raw effect-size metric. Meta-analysis based on raw effect sizes may be performed on any subgroup of studies that has used the same scale to measure a dependent variable (Bond, Wiitala, & Richard, 2003) .
The problem addressed by the present article also arises from standardization. It occurs whenever the primary studies in a meta-analysis use different statistical designs. To achieve comparability, effect-size measures based on a given instrument must estimate the same population parameter. That is, their numerators should measure the same difference among population means, and their denominators should measure the same population standard deviation. Numerator comparability of means is reasonably straightforward to accomplish. However, denominator comparability of standard deviations is more difficult to ensure. The appropriate standard deviation for an effect-size estimator depends on the nature of the statistical design in ways that are not obvious at first glance.
Metric comparability is an alternative expression for denominator comparability that is used to highlight the issue in meta-analysis (Glass et al., 1981; Morris & DeShon, 1997 , 2002 . It should be recognized, however, that the problem of effect-size comparability is a general one that extends beyond the boundaries of meta-analysis. Thus, effect-size measures based on the proportion of variance explained, like partial eta squared and omega squared, can yield misleading values in some common research designs. This topic has been addressed by Olejnik and Algina (2003) , who have developed generalized eta squared and omega squared statistics that supply effect-size estimates that are comparable across a wide range of designs.
In a valuable pioneering contribution to metaanalytic methodology, Glass et al. (1981) proposed effect-size estimators for a variety of statistical designs that are able to provide metric comparability in certain circumstances. In the field of factorial designs on which the present article is focused, many authors (e.g., Hedges & Becker, 1986; Morris & DeShon, 1997; Ray & Shadish, 1996; Seifert, 1991) have adopted the Glass et al. approach for effect-size estimation. In the interests of consistency with this earlier work, a balanced randomized analysis of variance model is assumed, in which factors may be either fixed effects or random effects.
In the present article it is argued that to develop factorial effect-size measures that are able to supply metric comparability across a broad range of commonly occurring situations, it is necessary to analyze the possible routes by which a single-factor design may be transformed into a higher order design. To this end, we present two models, the variance-preservation model and the variance-reduction model, that provide a formal description of two principal ways of adding a new factor to a design. Although they may not provide an exhaustive account of the different paths from single-factor to two-factor designs that can occur in everyday research, the variance-preservation and variance-reduction models encapsulate formally the two most important ways of adding a new factor to a randomized design.
New metrically comparable effect-size measures and estimators are developed for single-factor and multifactor designs that contain variance-preservation factors, variance-reduction factors, or a mixture of both types of factors. A statistical test of the validity of model assumptions is presented. The proposed new estimators extend the range of designs for which metrically comparable effect-size measures are now available and provide the research synthesist with the opportunity to choose the effect-size measure that is most appropriate for each primary study in a metaanalysis.
The Meta-Analytic Hypothesis Determines the Effect-Size Metric
It is not always fully appreciated by the literature on meta-analysis that experiments with identical factorial analysis of variance designs can legitimately yield different measures and estimators based on the same dependent variable. That is, it can be quite acceptable for several effect-size measures with different metrics all to be appropriate in the same design. How can this be?
The reason is that they are investigating different hypotheses. The research hypothesis determines the particular population parameter that is to be estimated. It is the hypothesis under scrutiny in a metaanalysis, therefore, that ultimately guides our choice of effect-size measures and estimators. Because a meta-analysis is able to address more than one hypothesis about a collection of studies, it is quite possible for different effect-size measures to be appropriate for estimating the different parameters associated with these hypotheses.
Consider a meta-analysis in which all of the primary studies used a simple 2 × 2 factorial design with factors A and B. Factor A compared performance on two spatial tasks and was the main focus of the investigation. Factor B was a blocking factor with two levels controlling for gender, male and female.
How are the findings about factor A from these studies to be combined? It depends on the hypothesis under investigation. If the hypothesis were concerned with a mixed-gender population, then the numerator and the denominator of the effect-size measure would be based on the overall population. On the other hand, if the hypothesis dealt with a single-gender population, then the numerator and the denominator of the effect-size measure would be based on the singlegender population.
Thus, two effect-size estimators with different metrics can be appropriate in the same factorial design, if we wish to estimate two distinct population parameters. In our meta-analysis, we could legitimately use different estimators of the effect-size of factor A, depending on whether we wished to generalize our findings across a mixed-gender or a single-gender population.
Manipulated and Stratified Factors
The distinction between manipulated and stratified factors is important because it highlights key features of the relationship between single-factor and multifactor designs that enable us to determine which effect-size measure is appropriate in a given set of circumstances.
A manipulated factor is an experimenter-devised treatment variable, each level of which is presented to a separate group of randomly assigned participants. For example, noise amplitude might be manipulated to yield two levels: no noise and strong noise.
A stratified factor is a partitioning, or blocking, of the participant population into homogeneous subpopulations (e.g., male and female). The subpopulations themselves constitute the levels of the stratified factor.
In describing a factor as stratified, we follow the usage of Glass et al. (1981, p. 119) . Other terms have been used. Cohen and Cohen (1983, p. 383) designated a factor of this kind an "organismic factor," Olejnik and Algina (2000, p. 247 ) used the expression "individual difference factor," and Winer, Brown, and Michels (1991, p. 285) called it a "classification factor." Olejnik and Algina (2000) proposed brief rules of thumb for constructing effect-size estimators that are sensitive to the distinction between stratified and manipulated factors. The status of the rules is currently uncertain, as the authors did not provide a full account of the assumptions and reasoning that led to their development.
Three Prototypical Meta-Analytic Scenarios
Three prototypical meta-analyses, depicting the scenarios most commonly encountered in practice, are presented. Each consists of just two studies: a singlefactor study and a two-factor study. The distinguishing features of the scenarios are highlighted.
It is important that meta-analysts are able to correctly identify the scenarios. Each scenario conforms to either the variance-preservation or the variancereduction model of the relationship between a singlefactor and a two-factor study. In the variancepreservation model, the single-factor and two-factor designs have the same within-cell variance. In contrast, in the variance-reduction model, within-cell variance is lower in the two-factor design than in the single-factor design. Accurate identification of a scenario is necessary to locate the correct model from which metrically comparable effect-size estimators may be obtained.
In all three scenarios, it is assumed that factor A (the factor of interest) is an experimenter-manipulated variable. The case in which factor A is a stratified variable is considered in Effect-Size Estimators for a Stratified Factor A. Factors may be either fixed effects or random effects.
Scenario 1: Factor B Is Experimenter-Manipulated
Participants in the two-factor study are sampled from the same population as in the single-factor study. Both factors A and B are experimenter-manipulated. Participants are randomly assigned to cells of the twofactor design, as they are to cells of the single-factor design. Because the single-factor and two-factor studies have the same within-cell variance, this scenario is congruent with the variance-preservation model.
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Scenario 2: Factor B Is Stratified by Addition
In the single-factor study, participants are recruited from a single stratum (subpopulation) of the population (e.g., females). In the two-factor study, factor B is a stratified factor created by the addition of a new stratum (e.g., males). That is, the first level of factor B represents the same subpopulation (females) used in the single-factor study, and the second level of factor B denotes a new subpopulation (males). Under the assumptions of analysis of variance, the two subpopulations should have the same variance. This scenario conforms to the variance-preservation model.
Scenario 3: Factor B Is Stratified by Division
Participants in the two-factor study are sampled from the same population as in the single-factor study. In the two-factor study, factor B is a stratified factor created by the division of the population into strata (subpopulations; e.g., males and females). The subpopulations constitute the levels of factor B. As shown in this article, if the subpopulation means differ, then within-cell variance is necessarily lower in the two-factor study than in the single-factor study. (The ability of participant stratification to reduce within-cell variance has made it a useful strategy for enhancing power to detect the factor A main effect.) Hence, this scenario is consonant with the variancereduction model.
Effect Size of Factor A in a
Single-Factor Design
To establish comparability between effect-size measures, we must be clear about the precise nature and assumptions of the statistical models underlying the experimental designs on which they are based. We examine the model for the single-factor design in this section and that for the two-factor design in the next.
Consider a design with an experimentermanipulated single factor A and dependent variable Y, in which each participant has been randomly assigned to one of two levels: an experimental condition A 1 and a control condition A 2 . Suppose that both levels of the single factor contain n participants, making the total number of participants equal to 2n.
Let Y hi represent the score of participant h in level A i . Let i denote the population mean score in level A i , and let denote the overall population mean. The model for a single-factor design is 
That is, the variance of the dependent variable Y is equal to the sum of between-level (factor A) and within-level (error) variances. The population effect size for the single factor is represented by
and an unbiased estimator of ␦ is
where s is the square root of the pooled sample variance, and m ‫ס‬ 2(n − 1) denotes the degrees of freedom for the standard independent t test commonly used to determine whether the population means differ (Hedges, 1981; Hedges & Olkin, 1985) . The asymptotic variance of d is shown in the Appendix to be equal to
Two Ways to Expand a Single-Factor Design Into a Two-Factor Design
To determine when effect-size measures from single-factor and two-factor designs are metrically comparable, it is necessary to model the possible routes by which a single-factor design may evolve into a two-factor design. The metamorphosis of a single-factor design may be accomplished in two principal ways, giving rise to two models: the variancepreservation model and the variance-reduction model. Although they may not provide an exhaustive description of the many paths between single-factor and twofactor designs that can occur in everyday research, the variance-preservation model and the variancereduction model capture formally the two most important ways of adding a new factor to a design.
Consider a two-factor randomized design in which independent factors A and B have a and b levels, respectively. It is assumed that factor A is an experimenter-manipulated treatment. Factor B may be either experimenter-manipulated or stratified. Each participant is randomly assigned to one of ab cells representing the possible combinations of levels of the two factors. The number of participants per cell is denoted by n cell .
Let Y hij represent the score of participant h in cell A i B j . Let ij denote the population mean score in cell A i B j , let i• denote the population mean score in level A i , let •j denote the population mean score in level B j , and let •• denote the overall population mean. The model for an a × b design is
where The standard F statistic used to test whether there is a difference between the means of the a ‫ס‬ 2 levels of factor A may be written as
where MSE is the mean squared error term in analysis of variance. Note that the pooled within-cell sample variance, s 2 cell ‫ס‬ MSE, is an unbiased estimate of the population within-cell variance 2 cell . We now consider two models, the variancepreservation model and the variance-reduction model, that encapsulate different possible relationships between the model for the single-factor design given in Equation 1 and the model for the two-factor design given in Equation 6. The standard assumptions of analysis of variance apply in both cases. However, the variance-preservation model and the variancereduction model yield different effect-size measures. To ensure that factorial effect-size measures are metrically comparable with single-factor measures, a research synthesist must examine each of the primary studies in a meta-analysis to determine whether the variance-preservation model, the variance-reduction model, or neither, is appropriate.
Variance-Preservation Model
In the variance-preservation model, participants in the two-factor study are sampled from the same population, or same subpopulation, as in the single-factor study. Participants are randomly assigned to cells of the two-factor design, as they are to cells of the single-factor design. It can reasonably be assumed, therefore, that interparticipant variability within a cell of the two-factor design is the same as that within a cell of the single-factor design. That is, within-cell variance is preserved, giving 
There are two common ways in which a singlefactor design may be expanded into a two-factor design by the variance-preservation route. In Scenario 1, it is sufficient that factor B is experimentermanipulated. In Scenario 2, it is sufficient that factor B is stratified by addition.
In Scenario 1, in which factor B is experimentermanipulated, the two-factor experiment is effectively a single-factor experiment performed on two occasions with different participants. For example, factor B might represent noise amplitude and consist of two levels: no noise and strong noise. On the first occasion, the levels of factor A are compared under the same conditions (no noise) as in the single-factor experiment, and on the second occasion, a treatment (strong noise) is introduced and the levels of A are compared again. Provided that the new treatment does not affect within-cell variance, the assumption in Equation 9 is satisfied by design.
Although it is possible that an experimentermanipulated factor B could produce an increase, or decrease, in within-cell variance under the new treatment (strong noise) compared with the default treatment (no noise), such an eventuality would entail a violation of the assumption of homogeneity of variance, rendering the variance-preservation model inapplicable.
In Scenario 2, in which factor B is stratified by addition, participants in the single-factor study come from a single stratum (subpopulation), and factor B is created by adding a new stratum, so that the levels of B represent separately the old and the new subpopulations. For example, the single-factor study might compare aesthetic ratings from two groups of male participants given a different poem to assess, and the two-factor study might compare the same poems using not only male participants but also female participants, in separate levels of a stratified factor B. Provided that the subpopulations making up the levels of factor B all share the same variance as required by the analysis-of-variance model, the assumption in Equation 9 is once again satisfied by design.
In practice, model identification is not always straightforward. Primary studies frequently differ from each other in more than one respect, making it harder to assess the suitability of a model. For example, an experimenter-manipulated factor B might not include the original baseline condition (e.g., no noise), but might instead compare two new levels (e.g., moderate noise and strong noise).
For the variance-preservation model to be appropriate, a research synthesist must be satisfied that within-cell variance does not differ materially between the single-factor and two-factor designs. If a visual inspection does not provide sufficient reassurance, the validity of this assumption may be checked using the F test provided in Checking the Validity of a Model.
Were there to be a failure of the homogeneity of variance assumption, it would not be possible to obtain an effect-size estimate of factor A from the two-factor design that was metrically comparable with that from the single-factor design. In this event, a researcher might wish to prune the two-factor design down to a single-factor design by excluding data under the new treatment, so that a standard effect-size estimator for a single-factor design could be used in place of a factorial estimator.
Variance-Reduction Model
In the variance-reduction model, the participant population that was used in the single-factor design is stratified into two homogeneous subpopulations (e.g., extravert and introvert). Thus, each level of factor B is composed of a separate stratum of the population.
There is one principal way, exemplified by Scenario 3, in which a single-factor design may be expanded into a two-factor design by the variancereduction path. In Scenario 3, factor B is stratified by division.
It is important to note that stratification of factor B is not by itself a sufficient condition for the applicability of the variance-reduction model in a given setting. As we have seen, stratification of factor B also occurs in Scenario 2 of the variance-preservation model, in which a stratified factor is created by the addition of a new stratum that was not present in the single-factor study. Crucially, for the variancereduction model to apply, stratification must involve division of the population used in the single-factor study.
Because subpopulation variance is always less than or equal to population variance, we have 2 cell Յ 2 in the variance-reduction model. That is, intersubject variability within a cell of the two-factor design is usually lower than that in the single-factor design, leading to a reduction in within-cell variance. The greater the difference in means between the subpopulations, the smaller 2 cell becomes. Thus, a large factor B main effect implies that 2 cell is much smaller than 2 . Let 2 level denote within-level variance in factor A of the two-factor design. Within-level variance is the variance within a level of factor A that is obtained when the subpopulations that make up the levels of factor B are combined, or collapsed together, to reconstitute the population and return the two-factor design to a single-factor one. It is assumed that within-level variance in the two-factor design is the same as that in the single-factor design. That is, 
In other words, within-level variance is equal to the sum of the B and AB effect variances plus the withincell variance. For cases in which there is uncertainty about the appropriateness of the model, a statistical test of the validity of the assumption in Equation 10 is presented in Checking the Validity of a Model.
Examples of Variance-Preservation and Variance-Reduction Designs
To highlight the differences between variancepreservation and variance-reduction designs, let us suppose that three primary studies have been collected for a meta-analysis to investigate recall memory for concrete and abstract words. The focal factor was factor A, word type, with two levels, concrete and abstract, under which participants were invited to memorize a list of words of that type.
The first study was a single-factor design comprising only factor A. The second and third studies evolved out of the single-factor study by the variancepreservation and variance-reduction routes, respectively. Figure 1 illustrates how the variance-preservation and variance-reduction studies are related to the single-factor study. The variance-preservation study was constructed to explore the moderating effect of noise amplitude. To this end, factor B contained two levels: no noise (equivalent to the background noise Figure 1 . Examples of two ways to expand a single-factor design into a two-factor design.
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level in the single-factor design) and strong noise (75 dB white noise). The variance-reduction study was created to investigate the moderating effect of gender. Participants were stratified into two groups, male and female, that constituted the levels of factor B.
Because variance-preservation and variancereduction designs capture different types of relationships between the models for single-factor and twofactor designs, they give rise to different effect-size measures. In the next section, we examine three factorial effect-size measures for factor A, and we investigate the circumstances under which they yield estimators that are metrically comparable with those from single-factor studies in a meta-analysis.
In a Two-Factor Design There Are Three Effect-Size Measures for Factor A Whereas in a single-factor design there is only one standardized-mean-difference population effect-size measure for factor A, in a two-factor design there are three different population effect-size measures for factor A that an experimenter might wish to estimate. The three measures are (a) the effect size ␦ A based on within-cell variance, used when factor B is created under the variance-preservation model; (b) the effect size ␥ A based on within-level variance, used when factor B is formed by the variance-reduction model; and (c) conditional effect sizes ␦ A|j , which have a range of applications. It is assumed that factor A is an experimenter-manipulated variable and that there is no interaction between factors A and B.
␦ A Is Based on Within-Cell Variance and Applies in Variance-Preservation Scenarios
When factor B is created under the variancepreservation model, the population effect size for factor A is based on within-cell variance and is denoted by
Because 2 cell ‫ס‬ 2 in a variance-preservation design, the factorial effect-size measure ␦ A is metrically compatible with the single-factor effect-size measure ␦ given in Equation 3.
Because factor A has a ‫ס‬ 2 levels, an unbiased estimator of ␦ A is 
To perform a meta-analysis using standard procedures (e.g., Hedges & Olkin, 1985; Shadish & Haddock, 1994) , it is necessary to provide not only an effect-size estimate but also an estimate of the sampling variance of the effect-size estimate. As outlined in the Appendix, the asymptotic variance of the estimator d A in Equations 13 and 14 is given by
␥ A Is Based on Within-Level Variance and Applies in Variance-Reduction Settings
Within-level variance 2 level represents the variance within a level of factor A in the two-factor design that is obtained when the levels of factor B are collapsed together. When factor B is a stratified factor whose levels represent a partitioning of the original population into subpopulations, such as male and female, then within-level variance is the variance within a level of factor A that is obtained when the subpopulations are recombined.
The population effect size for factor A is based on within-level variance under the variance-reduction model and is denoted by
Because 2 level ‫ס‬ 2 in a variance-reduction design, the factorial effect-size measure ␥ A is metrically compatible with the single-factor effect-size measure ␦ given in Equation 3.
In case a ‫ס‬ 2, an unbiased estimator of ␥ A is
where s level is the square root of the pooled withinlevel variance, and m ‫ס‬ 2(bn cell − 1) denotes the degrees of freedom of the associated t statistic, t ‫ס‬ (
2 level /bn cell . In their seminal work on meta-analysis, Glass et al. (1981, p. 119) provided the following expression for s level ,
where SS represents the sum of squares of a source of variation, and df denotes its degrees of freedom. 
The variance of g A may be obtained by the procedure described in the Appendix. First, however, we note that the t statistic associated with Equation 17 is not equal to √F A from the full two-way design but is that obtained by collapsing over factor B to reduce the design to a single factor A. Second, the number of observations making up a mean in Equation 17 is bn cell , and the number of degrees of freedom of the associated t statistic is m ‫ס‬ 2(bn cell − 1). It follows that the variance of g A may be written as
␦ A|j Is a Conditional Effect-Size Measure and Has a Range of Applications
In meta-analysis, one application of the conditional effect size is to provide a close match to the circumstances of a single-factor study by measuring the effect-size of factor A at a particular level of factor B that most closely resembles the setting in the singlefactor study.
The conditional effect-size measure ␦ A|j is appropriate in variance-preservation scenarios. The need for a conditional effect-size measure does not arise in variance-reduction settings, because ␥ A already supplies full comparability with ␦ in both the numerator and the denominator. Frequently, however, a metaanalyst will need a conditional effect-size measure for purposes other than to estimate the single-factor effect-size ␦. For example, a meta-analyst might wish to test the hypothesis that the effect of factor A in a particular level (subpopulation) of a stratified factor B is greater than zero. Because comparability with the population effect size ␦ is not required when testing the size of an effect in a subpopulation, the measure ␦ A|j and its estimator d A|j would be appropriate for this purpose.
The population conditional effect size of factor A is the difference between the means of the two levels of factor A conditional on the jth level of factor B. That is,
An unbiased estimator of the conditional effect size of factor A at the jth level of factor B is supplied by
where m ‫ס‬ 2b(n cell − 1) denotes the degrees of freedom of MSE. Note that we obtain a more accurate measure of within-cell variance by using MSE, which pools the variances of all cells rather than just the two cells whose means we are comparing. Hence, although the number of observations making up a mean equals n cell , the number of degrees of freedom of the associated t statistic, t ‫ס‬ (Y 1j − Y 2j )/√2MSE/n cell , is m ‫ס‬ 2b(n cell − 1). Following the method given in the Appendix, the variance of the estimator d A|j is An important consequence is that ␦ A is metrically compatible with ␦ in variance-preservation scenarios but not in variance-reduction settings, whereas ␥ A is metrically compatible with ␦ in variance-reduction settings but not in variance-preservation scenarios. In variance-preservation scenarios, ␦ and the conditional effect sizes ␦ A|j , where j ‫ס‬ 1, . . ., b, share the same denominator and hence are metrically compatible with one another. In variance-reduction settings, the need for a conditional effect-size measure does not arise, because ␥ A already supplies full comparability with ␦ in both the numerator and the denominator.
Worked Examples
Consider the examples of variance-preservation and variance-reduction designs presented in Figure 1 . In both designs, factor A had two levels, concrete and abstract. In the variance-preservation example, the levels of factor B were no noise and strong noise. In the variance-reduction example, the levels of factor B were male and female. Figure 2 presents hypothetical data that could have been generated by either the variance-preservation example or the variance-reduction example. A total of 28 participants were assigned to the four cells of the design, giving n cell ‫ס‬ 7 participants per cell. The measure of performance was number of words recalled.
If the data set had been generated by the variancepreservation model, the appropriate effect-size measure for factor A would be ␦ A , and its estimator d A in Equation 14 would give
On the other hand, if the data set had been generated by the variance-reduction model, the relevant effect-size measure for factor A would be ␥ A , and its estimator g A in Equation 19 would yield
The difference between d A and g A is substantial, namely, 0.52. Clearly, the variance-preservation model and the variance-reduction model can yield radically different effect-size estimates when applied to the same data set. It is important, therefore, that research synthesists take care to establish which model is appropriate in each of the primary studies in a meta-analysis.
Suppose that a meta-analyst wished to estimate the conditional effect size of factor A at level B 2 of factor B. This could be a sensible strategy if the single-factor studies all used this level (e.g., if they used singlegender rather than mixed-gender groups). In this event, the appropriate effect-size measure would be 
Higher Order Factorial Designs
When a randomized factorial design uses more than one stratified or blocked factor, the assumption of independence of factors may be jeopardized. This has two important consequences. First, our ability to draw causal inferences may be compromised if factors are correlated (Cook & Campbell, 1979) . Second, effectsize estimates may contain artifacts if factors are correlated.
We consider a three-factor design in which factors A, B, and C have 2, b, and c levels, respectively. As before, it is assumed that factor A is an experimentermanipulated variable and that there is no interaction between factor A and the other factors. Factors B and C may each follow either the variance-preservation or the variance-reduction model. There are therefore three cases to be examined: (a) Both factors yield variance preservation; (b) one factor yields variance preservation, and the other produces variance reduction; and (c) both factors produce variance reduction. Effect-size estimators for factor A are provided for each of these cases. A conditional effect-size estimator is also supplied.
Both Factors B and C Yield Variance Preservation
where m ‫ס‬ 2bc(n cell − 1) denotes the denominator degrees of freedom for F A . The variance of the estimator d A in Equation 24 is given by
Factor B Yields Variance Preservation, and Factor C Produces Variance Reduction
where m ‫ס‬ 2b(cn cell − 1) denotes the denominator degrees of freedom of the associated t statistic. Note that the associated t statistic is not equal to √F A from the full three-way design but is instead equal to √F A from the two-way design, comprising just factors A and B, created by collapsing over factor C. That is, this particular g A is structurally equivalent to the estimator d A in Equation 14, with the difference that the number of observations per cell is cn cell instead of n cell . Because the number of observations making up a mean in factor A is bcn cell and the number of degrees of freedom of the associated t statistic is m ‫ס‬ 2b(cn cell − 1), the variance of g A may be written as
Both Factors B and C Produce Variance Reduction
where m ‫ס‬ 2(bcn cell − 1) denotes the denominator degrees of freedom of the associated t statistic. The associated t statistic is not equal to √F A from the full three-way design but is instead equal to the t statistic from the single-factor design, comprising just factor A, created by collapsing over factors B and C. Because the number of observations making up a mean in factor A is bcn cell and the number of degrees of freedom of the associated t statistic is m ‫ס‬ 2(bcn cell − 1), the variance of g A may be written as
Conditional Effect Size
An unbiased estimator of the effect size of factor A at levels j and k of factors B and C, respectively, is given by the standardized difference between the means of the two levels of factor A conditional on levels j and k of factors B and C. That is, 
Effect-Size Estimators for a Stratified Factor A Hitherto, we have assumed that factor A is an experimenter-manipulated treatment factor. If factor A were stratified, then many of the effect-size estimators for factor A would remain metrically comparable. However, a few might become confounded. Those that would continue to be metrically compatible are estimators and conditional estimators for factor A in designs in which the other factors, B, C, and so on, are all experimenter-manipulated variables. More specifically, estimators in Equations 13, 14, 22, 24, and 30 would remain metrically comparable.
Effect-size estimators that might become confounded are those in designs in which one or more of the other factors, B, C, and so on, are stratified variables. The presence of two or more stratified factors in a design throws into question the independence of the factors. Effect-size estimates may contain confounding artifacts if factors are correlated.
Checking the Validity of a Model
Primary studies can differ on many dimensions. It is expected, therefore, that research synthesists will sometimes have difficulty in deciding whether the variance-preservation model, the variance-reduction model, or neither model, is able to provide a metrically comparable estimator in a two-factor study. In this event, a useful strategy is to check the validity of a model by means of an F test.
A new F test is presented that may be used to compare the expected single-factor error variance, generated from a two-factor study by one of the models, with the actual error variance of a single-factor study. If the F test reaches significance then it may be concluded that the error variance of the model in question differs from the error variance of the singlefactor study, indicating that a key assumption of the model has been violated.
The validity of the F test depends on the assumption that both studies have used the same instrument to measure the dependent variable. If the studies have used different operationalizations of the dependent variable, then the test is not applicable. Let s 2 be the error variance of the single-factor t test given in Equation 4 with 2(n − 1) degrees of freedom, and let u 2 be the variance expected under either the variance-preservation model or the variance-reduction model with m degrees of freedom. Under the null hypothesis, s 2 and u 2 are distributed as independent chi-square variables with 2(n − 1) and m degrees of freedom, and the ratio of the variances has an F distribution (Lindgren, 1976, pp. 348-349) .
Therefore, an F test comparing the actual and expected error variances is given by 
Example
Suppose that the single-factor study in Figure 1 had compared two groups of n ‫ס‬ 20 participants each and yielded an effect-size estimate of d ‫ס‬ 1.20 based on an error variance of s 2 ‫ס‬ 4.25. Suppose also that we wished to combine together, in the same metaanalysis, the effect-size estimate d ‫ס‬ 1.20 from the single-factor study along with the variance-preservation effect-size estimate d A ‫ס‬ 1.36 from the twofactor study in Figure 2 . Before doing so, we would like to check the validity of the assumption underlying our choice of a variance-preservation effect-size estimator in the two-factor study.
From Figure 2 , we note that MSE ‫ס‬ 3.17 and m ‫ס‬ 24. Applying Equation 32 yields F = 4.25 3.17 = 1.34, df = 38, 24.
The tabled ␣ ‫ס‬ .05 critical value of F with df ‫ס‬ 38, 24 is equal to 1.90 (Winer, Brown, & Michels, 1991) . Hence, we may conclude that the validity of the vari-ance-preservation effect-size estimate has not been called into question.
Combining Effect-Size Estimates in a Meta-Analysis
We can use the methods of either the fixed-effects model (Hedges & Olkin, 1985; Shadish & Haddock, 1994) or the random-effects model (Hedges & Vevea, 1998) to combine, and test hypotheses about, the effect-size estimates from primary studies. Let d i denote the estimator used in the ith study, and let k represent the number of studies. A hypothetical meta-analysis, based on k ‫ס‬ 5 studies, is presented to illustrate how the appropriate estimator for each study may be identified by key features of its experimental design.
Suppose that we are conducting a meta-analysis of the difference in recall memory for concrete and abstract words. Let factor A with two levels, concrete and abstract, represent this effect. We have tracked down in the literature k ‫ס‬ 5 primary studies that have used a variety of experimental designs to investigate the effect. In all studies, participants were randomly sampled from the population of university students. Also, all studies used a standard filler task in the interval between word-list presentation and recall. We must now examine the design of each study to determine the appropriate effect-size estimators d 1 , d 2 , . . . , d 5 for studies 1, 2, . . . , 5 that should be used in the standard meta-analytic formulas provided by, for example, Cooper and Hedges (1994) .
Study 1 contained factor A alone. Participants were randomly allocated to the concrete and abstract conditions. Hence, d 1 ‫ס‬ d, the single-factor estimator in Equation 4.
Study 2 used a 2 × 3 factorial design. Factor B was an experimenter-manipulated treatment with b ‫ס‬ 3 levels: drug 1, drug 2, and no drug. Participants were randomly allocated to the six cells of the design. This setting corresponds to Scenario 1. Therefore, d 2 ‫ס‬ d A , the estimator in Equation 14 for variance-preservation designs.
Study 3 consisted of a 2 × 2 factorial design. Factor B constituted a stratification of participants into two equal-sized groups according to whether their parental socioeconomic status was high or low. This situation belongs to the category of Scenario 3. It follows that d 3 ‫ס‬ g A , the estimator in Equation 19 for variancereduction designs.
Study 4 also consisted of a 2 × 2 factorial design. Factor B represented the activity performed in the interval between word-list presentation and recall, its two levels being filler task and no filler task. Participants were randomly allocated to the four cells of the design. Because all the other primary studies included the standard filler task, we estimate factor A conditional on the filler task being present (i.e., conditional on level 1 of factor B). Accordingly, d 4 ‫ס‬ d A|1 , the conditional effect-size estimator in Equation 22.
Study 5 used a 2 × 3 × 2 factorial design. Factor B was an experimenter-manipulated treatment with three levels, morning, afternoon, and evening, representing the time of day at which the experiment was conducted. Factor C involved stratification of participants into two personality types: extravert and introvert. The setting is a mixture of Scenario 1 and Scenario 3. Therefore, d 5 ‫ס‬ g A , the estimator in Equation 26 for a combination of variance-preservation and variance-reduction factors.
Before leaving this example, it is worth highlighting that effect-size measures provided in this article permit aggregation of studies that have implemented different operationalizations of the dependent variable. Thus, if the primary studies in this example had all used different time intervals between word-list presentation and recall, thereby yielding differently calibrated measures of recall memory, the meta-analytic estimate of population effect-size would still be meaningful and informative, and the meta-analytic tests of the hypotheses that the population effect size is greater than zero and that study effect sizes are homogeneous would remain valid.
Conclusion
It is important that effect-size measures obtained from factorial designs are metrically comparable with measures derived from single-factor t tests. Because a meta-analysis is able to address more than one hypothesis about a collection of studies, it is possible for several effect-size measures with different metrics all to be appropriate in the same design.
The variance-preservation model and the variancereduction model were presented to clarify the circumstances under which metric comparability between factorial and single-factor designs is possible and to generate appropriate effect-size measures for these situations.
The variance-preservation model applies in Scenario 1, in which factor B is experimenter-manipu-lated, and in Scenario 2, in which a stratified factor is created by the addition of a new stratum (subpopulation). The variance-reduction model applies in Scenario 3, in which factor B is stratified by division of the population used in the single-factor study.
Whereas experimenter manipulation is sufficient for the variance-preservation model, stratification by itself is not sufficient for the variance-reduction model. For the variance reduction model to apply, stratification must involve division of the population of the single-factor experiment.
A number of new effect-size measures and estimators were developed for two-factor and three-factor designs that contain variance-preservation factors, variance-reduction factors, or a mixture of both types. A statistical test of the validity of model assumptions was provided.
It was shown that ␦ A is metrically compatible with ␦ in variance-preservation settings but not in variancereduction settings, whereas ␥ A is metrically compatible with ␦ in variance-reduction scenarios but not in variance-preservation scenarios. Furthermore, in worked examples it was also demonstrated that the variance-preservation and variance-reduction estimators d A and g A can yield markedly different effect-size estimates when applied to the same data set.
Therefore, in meta-analyses in which primary studies consist of a mixture of single-factor and multifactor designs, it is important that research synthesists take care to establish for each of the multi-factor studies whether the variance-preservation model, the variance-reduction model, or neither of these, provides estimates that are metrically comparable with those from single-factor studies.
By extending the range of designs for which metrically comparable effect-size measures are now available, the proposed estimators provide the research synthesist with the means to enhance the precision of the findings of a meta-analysis.
