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Quantum algorithms for shortest paths problems in structured
instances
Aran Nayebi and Virginia Vassilevska Williams∗
Abstract
We consider the quantum time complexity of the all pairs shortest paths (APSP) problem
and some of its variants. The trivial classical algorithm for APSP and most all pairs path
problems runs in O(n3) time, while the trivial algorithm in the quantum setting runs in O˜(n2.5)
time, using Grover search. A major open problem in classical algorithms is to obtain a truly
subcubic time algorithm for APSP, i.e. an algorithm running in O(n3−ε) time for constant ε > 0.
To approach this problem, many truly subcubic time classical algorithms have been devised for
APSP and its variants for structured inputs. Some examples of such problems are APSP in
geometrically weighted graphs, graphs with small integer edge weights or a small number of
weights incident to each vertex, and the all pairs earliest arrivals problem. In this paper we
revisit these problems in the quantum setting and obtain the first nontrivial (i.e. O(n2.5−ε)
time) quantum algorithms for the problems.
1 Introduction
The all pairs shortest paths problem (APSP) is one of the most fundamental problems in theoretical
computer science. Classical algorithms such as Floyd-Warshall’s [10, 26] and Dijkstra’s [6] give rise
to O(n3) running times for the problem in n node graphs. Slight improvements to this cubic running
time followed (e.g. [12, 3]) culminating in the current best n3/2Ω(
√
logn) algorithm by Williams [27].
A big open problem is whether one can obtain a truly subcubic time algorithm, running in time
O(n3−ε) for ε > 0.
In some models of computation, truly subcubic bounds exist for APSP. For instance, Fred-
man [11] showed that the decision tree complexity of the problem is O(n2.5). Another natural
model of computation are quantum algorithms. There, Grover’s search [14] gives a simple O˜(n2.5)
bound for APSP: it is sufficient to compute the so-called distance product C of two n×n matrices
A and B, C[i, j] = mink A[i, k] + B[k, j], by applying Grover search over the n choices for k for
each i, j. Nevertheless, there are no known solutions achieving an O(n2.5−ε) time bound for ε > 0.
A natural analogue to the truly-subcubic question in classical algorithms is
Does APSP have a nontrivial (i.e. an O(n2.5−ε) time for ε > 0) quantum algorithm?
In the classical setting, for special classes of instances there do exist truly subcubic time algo-
rithms for APSP. These include the case when the edge weights are integers upper bounded by nδ
for small enough δ [21, 30], when each vertex has a small number of distinct weights incident to
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it [29], when the weights are on the nodes rather than the edges [4], or when the weights are chosen
at random [20].
Perhaps the most general case in which truly subcubic time algorithms are known for APSP
is when the input is a so called geometrically weighted graph. Roughly speaking, a geometrically
weighted graph is a directed or undirected graph G = (V,E), together with a weight function
w : E → R so that w(u, v) depends on the names of u and v in some way. More formally, let d, c be
constants. Let the vertices V be points in Rd, and let W be a set of c piecewise-algebraic functions
on Rd×Rd with a constant number of pieces and constant degree. Then G is geometrically weighted
if each w(u, v) is chosen from {w¯(u, v) | w¯ ∈W} ∪ {∞}.
Geometrically weighted graphs encompass many special cases. For instance, they include graphs
whose vertices are points in the plane and the edge weights are the Euclidean distances between
the end points. Other special cases include the case of vertex-weighted graphs and graphs with
small integer weights.
Chan [5] obtained a classical O˜(n3−(3−ω)/(2κ+2)) time algorithm for APSP in geometrically
weighted graphs, where ω < 2.373 [24, 13] is the exponent of square matrix multiplication and κ is
a constant that depends on the weight function family W; for node-weighted graphs κ = 1, and for
Euclidean graphs κ = 3. Note that for all constants κ ≥ 1, Chan’s running time is truly subcubic
and as κ grows it gets closer to cubic time.
In this paper we first consider the quantum time complexity of APSP in geometric graphs.
We adapt Chan’s technique, combining it with quantum ingredients such as quantum minima
finding1 [9] (which is a variant of Grover search [14]) and quantum Dijkstra’s [8, Theorem 7.1] to
obtain an O(n2.5−ε) time algorithm for ε > 0 for all geometric graphs with constant value κ. In
particular we prove the following theorem.
Theorem 1. There exists a quantum algorithm that solves the APSP problem for a geometrically
weighted graph G with n vertices in time O˜
(
n2.5−(2.5−ω)/(4κ+2)
)
with high probability.
Notice that the exponent in Theorem 1 is always less than 2.5 and as κ grows, it approaches
2.5. As a consequence of Theorem 1 APSP has a nontrivial quantum algorithm for node-weighted
graphs, graphs with small integer weights, graphs embedded in Rd for constant d with Euclidean
weights for each edge, etc.
The approach of our paper can be applied to practically all versions of APSP for which truly
subcubic algorithms are known. For instance, we outline how to obtain an O˜(
√
Ln2.5−(2.5−ω)/6) time
quantum algorithm for APSP when the input graph has at most L distinct edge weights emanating
from each vertex (but these weights can be arbitrary reals). The best classical algorithm for the
problem runs in O˜(
√
Ln(9+ω)/4) time [29]2.
The approach also works for variants of the shortest paths problem. We also show, for instance,
that the all pairs nondecreasing path problem (APNP) (also called earliest arrivals) has an O˜(n2.487)
time quantum algorithm. In APNP, the length of a path is defined as the weight of the last edge,
if the consecutive edge weights form a nondecreasing sequence, and ∞ otherwise. The problem has
applications to train/flight scheduling [19, 22]. The fastest classical algorithm for the problem runs
in O˜(n(9+ω)/4) ≤ O˜(n2.843) time [22, 7].
1For simplicity we will refer to the quantum minima finding algorithm as Grover’s algorithm.
2Yuster actually obtains a slightly better bound using fast rectangular matrix multiplication. In this paper we
phrase everything in terms of ω, but we note that most of our bounds can be improved using rectangular matrix
multiplication.
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Overview of our techniques. The main idea behind our techniques is to examine the clas-
sical algorithms for the problems and replace key parts of the algorithms with a faster quantum
counterpart.
All algorithms for APSP use the following two ingredients in one way or another:
1. Define a matrix product over some algebraic structure and iterate this matrix product ℓ times
to compute the distances between pairs of vertices that have shortest paths on few (≤ ℓ for
parameter ℓ) nodes.
2. Pick a random sample S of O˜(n/ℓ) nodes that with high probability hits some shortest path
for each pair of nodes with a shortest path on many (≥ ℓ) nodes. Compute the distances
d(s, v) and d(s, v) for all s ∈ S and v ∈ V using a variant of Dijkstra’s algorithm particular
to the shortest paths problem at hand.
The final answer is computed by taking the minimum out of all of the above answers.
Ingredient (1) above requires a fast algorithm to compute the special matrix product. Typically,
one computes these matrix products by some sort of partitioning of the input, then using fast integer
matrix multiplication to compute some of the answers, typically between different partitions, and
then using brute force search within each partition.
To obtain efficient quantum algorithms we first obtain a fast matrix product algorithm for the
problem at hand by replacing the brute force portion of the classical matrix product algorithms
with Grover search. This results in an O(n2.5−ε) time quantum algorithm for ε > 0 whenever there
was an O(n3−ε) time classical algorithm.
Then, in ingredient 2, we replace the classical Dijkstra’s algorithm with a quantum version [8]
that runs in O˜(n1.5) time. For some of the variants of the all pairs path problems we consider a
modification is necessary, but the runtime is the same. In particular, since in a variant of shortest
paths, the weight of a path is not necessarily the sum of its edges but it could be some other
function of its edge weights, Dijkstra’s algorithm may not work as is. For nondecreasing paths,
however, it turns out that the quantum Dijkstra algorithm can be properly modified, as we do in
Section 5.
These changes already result in a nontrivial quantum runtime. The distances from ingredient
(1) are computed in O˜(ℓn2.5−ε) time. The distances d(s, v) from ingredient (2) are computed in
O˜(n2.5/ℓ) time, and for each u, v one can obtain mins∈S d(u, s) + d(s, v) in O˜(n2
√
n/ℓ) time using
Grover search. To obtain the best running time, one can set ℓ so that n2.5/
√
ℓ = ℓn2.5−ε, and the
exponent of the runtime is always < 2.5.
We go one step further to improve the obtained runtimes by noticing that one does not need
to do an extra Grover search to compute mins∈S d(u, s) + d(s, v). One can instead modify the way
ingredient (1) is implemented and reduce the final runtime to roughly n2.5/ℓ+ ℓn2.5−ε.
In the body of the paper we will carry through the above overview in several contexts.
Related work. The closest related work is by Le Gall and Nishimura [18] who considered the
complexity of some matrix products over semirings. They showed that using Grover search and
fast rectangular matrix multiplication [16, 15] one can multiply two matrices over the subtropical
(max,min) semiring in quantum O(n2.48) time. Their result also implies that the all pairs bottleneck
paths problem can also be solved in quantum O(n2.48) time. Unlike the results of [18], our results
apply to all pairs path problems whose matrix products are not over semirings.
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Another related line of work is that on quantum output sensitive matrix multiplication: given
two n×n matrices whose product has at most L nonzeroes, compute their product. Le Gall [17] ob-
tained the current best bound of O˜(n
√
L+L
√
n). Although the author never mentions this, this re-
sult also implies that the transitive closure of any given graph can be computed in O˜(min{nω, L√n})
quantum time, where L ≥ n is the number of edges in the transitive closure.
Apart from the above mentioned consequences of prior work, our work presents the first study of
all pairs path problems in the quantum setting and we are first to exhibit nontrivial, i.e. O(n2.5−ε)
time quantum algorithms for all pairs path problems.
2 Quantum preliminaries
For notational convenience, let [n] = {1, . . . , n}. We assume that a quantum algorithm can access
the entry of any input matrix in a random access manner, which is standard (cf. [18, §2]). More
precisely, given an n×n matrix A (this can easily be generalized to deal with rectangular matrices),
we have an oracle OA such that for any i, j ∈ [n], and z ∈ {0, 1}∗, maps the state |i〉|j〉|0〉|z〉 to
|i〉|j〉|A[i, j]〉|z〉. As we are interested in time complexity (and not simply query complexity), we
count all the computational steps of the quantum algorithms we give and assign unit cost for each
call to the oracle OA. Moreover, when we say “high probability” with regard to an algorithm
outputting a desired result, we take this to mean with probability at least 2/3. This probability
can be boosted in a standard way to 1− 1/poly(n).
3 Motivation: Node-weighted APSP
Our graph G = (V,E), where |V | = n is given as an n× n adjacency matrix (where ∞ is assigned
to the entry (i, j) if and only if (i, j) 6∈ E), and any query to this matrix is assigned unit cost.
Using our quantum tools and techniques due to Chan [4], we can already produce an algorithm
for node-weighted APSP (where the weights are integers) that runs in time O˜
(
n
20+ω
9
)
≤ O˜(n2.486)
(and of course succeeds with high probability). This leads us to consider the more general case of
geometrically weighted graphs, which we discuss in the next section (and which will allow us to
even improve the run-time of the algorithm given in this section for the node-weighted case).
Our quantum algorithm for node-weighted APSP proceeds as follows. As done previously in
APSP algorithms for integer-weighted graphs, we divide the shortest paths into two categories:
those having lengths larger than s nodes, for some parameter s, and those having lengths less than
s nodes. Recall the standard hitting set argument: Suppose we want to compute the distances
d(u, v) for all vertices u, v that have a shortest path Puv on at least s nodes. Then if we sample
O(ns log n) nodes S independently at random we have that with high probability for all such pairs
u, v there is a node of Puv in S, and hence for all such u, v,
(1) d(u, v) = min
s∈S
(d(u, s) + d(s, v)).
Given S, we first use quantum Dijkstra’s to find d(s, v) and d(v, s) for all v ∈ V and all
s ∈ S in time O˜ (ns · n1.5) = O˜ (n2.5/s). Next, for each u, v as above, we run Grover’s algorithm
over S to find d(u, v) (using the relation in (1)). For all couples (u, v) this takes a total time of
O˜((
√
n/s) · n2) = O˜(n2.5/√s). We improve this step in the next section.
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Now, we also compute d(u, v) for all pairs u, v that have shortest paths on < s nodes. This
step reduces to repeating the matrix product of a Boolean matrix A with an integer matrix B, s
times, where A and B are the unweighted adjacency matrix and the matrix recording the shortest
distances so far, respectively. Let C be the product of A and B, defined as follows:
C[i, j] = min{B[k, j] | A[i, k] = 1}.
In order to compute C, we sort each row of B in increasing order, and let d be a parameter. For
each sorted row k of B we partition it into n/d buckets. Next, for all r ≤ n/d, we create
Br[i, j] :=
{
1 if B[i, j] is in bucket r of the i-th row of B
0 otherwise.
For all r, we compute the standard matrix product A ·Br, which takes time O˜((n/d)nω). Note that
(A · Br)[i, j] = 1⇔ ∃k A[i, k] = 1 and B[k, j] is in the r-th bucket of row k of B.
For all i, j let rij be the minimum r such that
(A ·Br)[i, j] = 1.
If C[i, j] = B[k, j] then B[k, j] is in bucket rij of B. Thus, to find C[i, j], we just search bucket rij
using Grover’s algorithm. Hence, it takes additional time O˜(n2
√
d) to compute C. Therefore, the
total time to compute C is
O˜
((n
d
)
nω + n2
√
d
)
.
Taking d = n
2ω−2
3 , we get a run-time of O˜
(
n
5+ω
3
)
for computing C.
Thus, the total run-time for node-weighted APSP becomes
O˜(s · n 5+ω3 + n2.5/√s).
We set s3/2 = n2.5−(
5+ω
3 ), the runtime is O˜
(
n
20+ω
9
)
.
4 Geometrically weighted graphs
Geometrically weighted graphs are discussed by Chan [3, §3]. It is easy to see that our consideration
of node-weighted graphs in the previous section is a special case of a geometrically weighted graph.
Here, each vertex is a point in R1 and w(p, q) = p.
Let A ⋆ B be the matrix C = {cij}(i,j)∈[n]×[n] with cij = mink(aik + bkj). A ⋆ B is the distance
product of A and B.
Let A∧B be the matrix C = {cij}(i,j)∈[n]×[n] with cij = min{aij , bij}. Let δG(pi, pj) denote the
shortest path distance from i to j. Note that in the sections that follow we will just describe how
to compute distances (one can easily modify this to generate the shortest paths). As Chan does,
we will ignore issues about sums of square roots in the case of Euclidean distances.
Note that while we still use the same strategy of dividing shortest paths into two categories,
we cannot handle shortest paths of lengths smaller than s by repeated squaring (as many other
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algorithms do), since the square of a geometrically weighted matrix is no longer geometrically
weighted. As a result, we rely on Chan’s strategy to compute the distance product of a geometrically
weighted matrix with an arbitrary matrix, and find paths of small lengths by computing this product
s times.
The key to the truly subcubic classical algorithm for APSP in geometrically weighted graphs is
exactly the truly subcubic algorithm for multiplying a geometrically weighted matrix with an arbi-
trary matrix. Similarly, the key to a nontrivial quantum algorithm for the problem is a nontrivial
quantum algorithm for the corresponding matrix product. For general distance product there are
only two quantum algorithms known. The first is the trivial O˜(n2.5) algorithm based on Grover
search, and the second is an O
(
20.640ℓn
5+ω
3
)
≤ O (20.640ℓn2.458) time algorithm for computing the
ℓ most significant bits of the distance product of two matrices with entries in Z ∪ {∞} by Le Gall
and Nishimura [18, Theorem 4.2], based on the classical algorithm of Vassilevska and Williams [23].
4.1 Preliminaries
For ease of reading, we retain much of the same notation as Chan [4] uses. We rely on the partition
theorem mentioned by Chan [3, Lemma 3.1] (due to Agarwal and Matousˇek [1]):
Lemma 1 (Partition theorem). Let P be a set of n points in Rd+1, and let 1 ≤ r ≤ n be a
parameter. Then there is a constant κ, such that the following is true: We can partition P into r
subsets P1, . . . , Pr, each of size O(n/r), and find r cells ∆1 ⊃ P1, . . . ,∆r ⊃ Pr, each of complexity
O(1), such that any surface of the form
{(x, z) ∈ Rd+1 | w(p, x) + z = c0} (w ∈W, p ∈ Rd, c0 ∈ R)
intersects at most O˜(r1−1/κ) cells. The subsets and cells can be constructed in O˜(n) time.
κ depends on the particular family W of weight functions, and the best possible value of κ is an
open problem for dimensions greater than 4. However, for the case of node-weighted graphs (where
w(p, q) = p), we can take κ = 1, and for Euclidean graphs (where w is the Euclidean distance), we
can take κ = 3.
Theorem 2. There exists a quantum algorithm such that given a geometrically weighted n × n
matrix A and an arbitrary n × n matrix B, outputs C = A ⋆ B in O˜
(
n
5κ+ω
2κ+1
)
time, with high
probability.
Proof. Our algorithm follows similar lines as the one given by Theorem 3.2 of Chan [4]. For
simplicity, we assume W consists of a single function w (if W contains c functions, we can just run
the algorithm we provide below c times and return the element-wise minimum). Let p1, . . . , pn ∈
R
d denote the points that define A. For each j ∈ [n], we apply Lemma 1 to the set of points
{(pk, bkj)}k∈[n] to obtain r subsets {Pℓj}rℓ=1, each of size O(n/r) and r cells {∆ℓj}rℓ=1. This step
takes total time O˜(n2).
Let Fi be the set of indices of finite entries in A, namely, Fi = {k | aik = w(pi, pk)}. Note
that, by definition, cij = mink∈Fi(w(pi, pk) + bkj), for each i and j. Now, to compute cij , for every
i, j ∈ [n], ℓ ∈ [r], we first determine whether Fi intersects Pℓj. Here, we abuse notation and let
Pℓj contain indices k instead of the points (pk, bkj). Let D be an n × n Boolean matrix whose
rows correspond to bit vectors of the Fi’s, and let E be an n× nr Boolean matrix whose columns
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correspond to bit vectors of the Pℓj ’s. Then this preprocessing step reduces to multiplying D by
E, which takes O(nωr) time.
Now, let cˆij = min
ℓ:Pℓj∩Si 6=∅
sup(x,z)∈∆ℓj(w(pi, x)+z). Note that cˆij is an upper bound on the actual
value of cij and can be computed in O˜(
√
r) time by Grover’s algorithm (O(1) time per ℓ). Let γij
be the region {(x, z) ∈ Rd+1 | w(pi, x) + z ≤ cˆij}. Set cij to be the minimum of w(pi, pk) + bkj over
all k ∈ Pℓj ∩ Si and over all ℓ with ∆ℓj intersecting the boundary of γij. By Lemma 1, the number
of such ℓ’s is O˜(r1−1/κ) and each Pℓj has O(n/r) size, so using Grover’s algorithm to compute cij
this step takes time O˜(
√
r1−1/κ · n/r) = O˜(√n/r1/2κ).
Therefore, the total running time is
O˜
(
nωr + n2.5/r1/2κ
)
.
Taking r = n(2.5−ω)
2κ
2κ+1 , we get the desired run-time.
We omit the proof of correctness as it can be found in the proof of Theorem 3.2 of Chan [4]. 
Observe that as κ increases, the run-time of the algorithm given in Theorem 2 approaches
O˜(n2.5). In particular, for the cases κ = 1 and κ = 3, the run-times are O˜
(
n
5+ω
3
)
≤ O˜(n2.458) and
O˜
(
n
15+ω
7
)
≤ O˜(n2.482), respectively.
Also, note that for the case κ = 1, Theorem 2 gives us a O˜
(
n
5+ω
3
)
time quantum algorithm for
computing the matrix product C of a Boolean matrix A with a real valued matrix B, defined as
C[i, j] = min{B[k, j] | A[i, k] = 1}.
We will use this matrix product in Theorem 5.
The best classical runtime for the above matrix product is the same as that for max-min
product [7]. However, in the quantum setting we obtain a better algorithm for the above product
than the best known quantum algorithm for max-min product by Le Gall and Nishimura [18] that
runs in O(n2.473) time.
4.2 APSP algorithm
Reminder of Theorem 1 There exists a quantum algorithm that solves the APSP problem for
a geometrically weighted graph G with n vertices in time O˜
(
n
10κ+ω+2.5
2(2κ+1)
)
with high probability.
Proof. Our algorithm follows similar lines as the one given by Theorem 3.4 of Chan [4]. Let A be
the corresponding weight matrix of G. By iterating the distance product of A with itself 2 ≤ s ≤ ℓ
times, we can compute for each i and j the weight of the shortest length-s path from i to j. In
other words, taking A = A(1), for each s = 2, . . . , ℓ, we compute A(s) = A ⋆ A(s−1). The entry a(s)ij
is the weight of the shortest length s path from i to j. This step requires ℓ − 1 applications of
Theorem 2, and hence takes time O˜
(
ℓn
5κ+ω
2κ+1
)
. Let A¯ = A(1) ∧ . . . ∧ A(ℓ). A¯ contains all distances
between pairs of nodes with shortest paths on ≤ s nodes.
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By a hitting set argument, we can find a subset S of size O˜(n/ℓ) that hits all O(n2) shortest
length-ℓ paths found in O(n2ℓ) time. Let B(0) = B = {bij}(i,j)∈[n]×[n], such that
bij :=
{
δG(pi, pj) if pi ∈ S,
∞ if otherwise.
We can construct B(0) by O˜(n/ℓ) applications of quantum Dijkstra’s, giving us a total time of
O˜(n2.5/ℓ) for this step.
For each s = 1, . . . , ℓ, compute B(s) = A ⋆ B(s−1). This requires ℓ applications of Theorem 2,
and therefore this step also takes time O˜
(
ℓn
5κ+ω
2κ+1
)
.
Let B¯ = B(0) ∧ . . . ∧ B(ℓ). Notice that for every u, v with some shortest path on ≥ s nodes,
δG(u, v) = minx∈S δG(u, x) + δG(x, v) since after iterating the geometric weight distance product s
times, some node of S that intersects the shortest u, v path is hit and hence with the next geometric
product, the correct distance is computed. This is exactly where we have avoided doing a Grover
search over S to find minx∈S δG(u, x)+δG(x, v), replacing it with another series of matrix products.
Hence the runtime is improved over the runtime obtained in the Motivation section for APSP in
node weighted graphs.
Finally, we return A¯ ∧ B¯. This will give us the shortest path from pi to pj (correctness follows
from the proof of Theorem 3.4 of Chan [4]).
The total running time is
O˜
(
ℓn
5κ+ω
2κ+1 + n2.5/ℓ
)
.
Taking ℓ = n
2.5−ω
4κ+2 , gives us our desired run-time. 
Note that as κ increases, the run-time of the algorithm given in Theorem 1 approaches O˜(n2.5).
In particular, for the cases κ = 1 and κ = 3, the run-times are O˜
(
n
12.5+ω
6
)
≤ O(n2.479) and
O˜
(
n
32.5+ω
14
)
≤ O(n2.491), respectively.
5 Extensions
Here we apply our framework to more contexts. The proofs of some our results in this section will
be restricted to sketches, and full proofs of Theorems 3 and 4 can be found in the appendix.
More on geometrically weighted graphs. First, we consider geometrically weighted graphs.
We can improve our result in Theorem 1 for the related problems of APSP where the weights are
between 1 and c. As Chan [4] does, we first consider a variant of Theorem 2, which considers the
sparseness of the input matrices:
Theorem 3. There exists a quantum algorithm such that given a geometrically weighted n × n
matrix A and an arbitrary n × n matrix B, where B has O(m) finite entries, outputs any O(m)
specified entries of C = A ⋆ B in O˜
(
nω +mn
κ+ω−2
2κ+1
)
time with high probability.
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Proof. This is a simple modification of the proof of Theorem 2. Our algorithm follows similar lines
as the one given by Theorem 3.5 of Chan [4]. The preprocessing step takes time O
(
nω + rmnω−2
)
,
as we are multiplying an n×n Boolean matrix with an n× rm/n matrix. As before in Theorem 2,
each cij can be computed in time O˜(
√
r +
√
n/r1/2κ).
Therefore, the total running time is
O˜
(
nω + rmnω−2 +m
√
n/r1/2κ
)
.
Taking r = n(2.5−ω)
2κ
2κ+1 , gives us the desired run-time. 
We now apply Theorem 3 as follows:
Theorem 4. There exists a quantum algorithm such that given a geometrically weighted graph G
with n vertices, can solve the APSP problem in time O˜
(
n
5κ+ω
2κ+1
)
with high probability, assuming
that the weights are between 1 and c.
Proof. Our algorithm follows similar lines as the one given by Theorem 3.6 of Chan [4]. For each
s = 1, . . . , cℓ, we will first compute the matrix A(s) = {a(s)ij }(i,j)∈[n]×[n], as Chan [4] does in his
proof of Theorem 3.6. However, we use Theorem 3 instead of his Theorem 3.2 and get a run-time
of O˜
(
ℓnω + n
5κ+ω
2κ+1
)
in order to construct A(s) for all s = 1, . . . , cℓ.
Next, by a hitting set argument, we find a subset S of size O˜(n/ℓ) that hits all shortest paths
of length exactly ℓ, which takes O(n2ℓ) time. We can compute the matrices B and B′ by O˜(n/ℓ)
applications of quantum Dijkstra’s. Therefore, the total time for this step is O˜(n2.5/ℓ).
Finally, we computeB′⋆B in O˜(n2
√|S|) = O˜(n2.5/√ℓ) time using the trivial quantum algorithm
for computing distance product. Then we return A(1) ∧ · · · ∧ A(cℓ) ∧ (B′ ⋆ B). We omit the proof
of correctness as it can be found in Theorem 3.6 of Chan [4].
Thus, the total run-time is
O˜
(
ℓnω + n
5κ+ω
2κ+1 + n2.5/
√
ℓ
)
.
Taking ℓ = n
5−2ω
3 gives us our desired run-time. 
APSP in graphs with a small number of weights incident to each vertex.
Theorem 5. There exists a quantum algorithm such that given a directed graph G with n vertices
with at most L distinct edge weights emanating from each vertex, can solve the APSP problem in
time O˜(
√
Ln2.5−(2.5−ω)/6) with high probability.
Proof. We divide the task into computing short paths (over ≤ s nodes) with successive matrix
multiplications and computing long paths with quantum Dijkstra’s from O˜(n/s) nodes via a hitting
set argument. For long paths, this takes total time O˜(n2.5/s).
For short paths, we let Bz[i, j] denote the distance from i to j over paths of length z. Let Aℓ
be the Boolean matrix where Aℓ[u, v] = 1 if and only if (u, v) is an edge in G of the ℓ-th largest
weight from u, where ℓ ∈ [L]. Let ℓ[u] be the value of the ℓ-th largest weight from u. Thus,
Bz+1[i, j] = min
ℓ∈[L]
{ℓ[i] + min
k
{B[k, j] | Aℓ[i, k] = 1}}
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With B1 = A and using our algorithm from Theorem 2, we compute this product s times, giving
us a total time of O˜
(
Lsn
5+ω
3
)
for this step.
Thus, the total running time is
O˜
(
n2.5/s+ Lsn
5+ω
3
)
.
Setting s =
(
L−1n2.5−
5+ω
3
)1/2
, we get our desired run-time. 
APNP: an example of a variant of APSP. Here we consider the problem of all pairs non-
decreasing paths (APNP), also known as earliest arrivals. Here, we want to find, for every pair of
vertices i and j, a path with edge weights of nondecreasing length such that the last edge weight
on the path is minimized [22, 7]. We have the following result:
Theorem 6. There exists a quantum algorithm such that given a directed graph G with n vertices,
we can solve the APNP problem in time O˜(n2.487) with high probability.
Proof. We divide the task into computing short paths (of length ≤ s) with successive matrix mul-
tiplications and computing long paths with a variant of quantum Dijkstra’s from O˜(n/s) nodes via
a hitting set argument.
For short paths, we let A be the matrix such that A[i, i] = −∞, and if i 6= j, A[i, j] = w(i, j) if
there is a directed edge from i to j, where w is the weight of this edge, and A[i, j] =∞, if otherwise.
First set B = A and then repeat B = B <A, s− 1 times, where < is the (min,≤) product. Using
the O(n2.473) time quantum algorithm of Le Gall and Nishimura [18, Theorem 4.1] to compute the
(min,≤) product, the running time of this step is O(sn2.473). This gives for each i, j the minimum
weight of a last edge on a nondecreasing path from i to j of length at most s.
When running the above, for each pair of vertices i, j, keep an actual minimum nondecreasing
path from i to j of length at most s. A subset K of these paths are of length exactly s. Let S be
our hitting set of size O˜(n/s), which hits each of the paths in K.
For each v ∈ S, we run a modified version of quantum Dijkstra’s [8, Theorem 7.1], to compute
for every u ∈ V the minimum last edge weight on a nondecreasing path from u to v. Let this value
beW (u, v) if a nondecreasing path exists and∞ otherwise. In the classical setting [25], one iterates
through all the neighbors z of v in nondecreasing order of their weight. For each such neighbor
z, one performs a Dijkstra search from z in the graph with edge directions reversed, relaxing an
edge (x, y) iff the weight of the original edge (y, x) is at most the current computed distance at x,
setting the distance of y to w(y, x), setting the key of y to −w(y, x), and labeling y with w(v, z).
Every time a node’s distance is computed, it is removed from the entire graph and never accessed
again. If a node is touched by a relaxed edge in a call for some z then its distance is eventually
computed in that call and it is removed.
To obtain a quantum version of the above algorithm, we replace each call to Dijkstra’s above
with a quantum Dijkstra’s algorithm. The quantum version of Dijkstra’s algorithm in [8] does not
use the fact that the weight of a path is the sum of the edge weights, so that this classical variant
of Dijkstra’s can be implemented.
Within polylog factors, the cost is
∑
z∈N(v) n
1.5
z , where nz is the number of nodes touched in
the call to node z. Thus within polylog factors, the time complexity of the variant of quantum
Dijkstra’s we need is
∑
z∈N(v) n
1.5
z ≤
√
n
∑
z∈N(v) nz = n
1.5.
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Therefore, the total running time of the APNP algorithm is
O˜(sn2.473 + n2.5/s),
and taking s = n0.0135 gives us the desired run-time. 
Minimum triangle and APSP. The minimum weight triangle problem is, given an edge
weighted graph G, find a triangle of minimum weight sum. An important result is that classi-
cally the minimum weight triangle and APSP are subcubically equivalent [28]. There is a trivial
O˜(n1.5) time quantum algorithm to compute the minimum weight triangle in a graph. Here we
show as a simple corollary an analogue of the equivalence theorem of [28] in the quantum setting.
Corollary 1. If for some constant ε > 0 there exists an O(n1.5−ε) time quantum algorithm for
minimum triangle, then there is an O(n2.5−δ) time algorithm for distance product and hence APSP
for some constant δ > 0.
Proof. The proof in [28] reduces APSP to O˜(n2) instances of the minimum weight triangle problem
on n1/3 node graphs. Thus, if minimum weight triangle can be solved in O(n1.5−ε) quantum
time, then applying the above classical reduction we obtain that APSP is in quantum O˜(n2.5−ε/3)
time. 
Thus, to improve on the quantum runtime for APSP, one should concentrate on finding a
nontrivial quantum algorithm for minimum weight triangle. There are no known lower bounds for
the problem. The only related result is an Ω˜(n9/7) lower bound on the query complexity of the
harder problem of finding a triangle of weight sum exactly 0 [2].
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A Appendix
A.1 Proof of Theorem 3
This is a simple modification of the proof of Theorem 2. Our algorithm follows similar lines as
the one given by Theorem 3.5 of Chan [4]. For each j, we let Gj be the set of indices of finite
entries in the j-th column of B, namely, Gj = {k | bkj 6= ∞}. We now apply Lemma 1 to the
set of points {(pk, bkj)}k∈Tj . Now, we still maintain that each subset Pℓj has size O(n/r), but
the number of subsets is instead rj := O(r|Tj|/n). Since the total number of subsets is now∑
j rj = O(rm/n), then the preprocessing step takes time O
(
nω + rmnω−2
)
, as we are multiplying
an n × n Boolean matrix with an n× rm/n matrix. As before, each cij can be computed in time
O˜
(√
rj +
√
rj1−1/κ · n/r
)
≤ O˜(√r +√n/r1/2κ).
Therefore, the total running time is
O˜
(
nω + rmnω−2 +m
√
n/r1/2κ
)
.
Taking r = n(2.5−ω)
2κ
2κ+1 , gives us the desired run-time.
A.2 Proof of Theorem 4
Our algorithm follows similar lines as the one given by Theorem 3.6 of Chan [4]. Let A =
{aij}(i,j)∈[n]×[n] be the corresponding weight matrix of G. For each s = 1, . . . , cℓ, we will first
compute the matrix A(s) = {a(s)ij }(i,j)∈[n]×[n], where
a
(s)
ij :=
{
δG(i, j) if δG(i, j) ∈ [s, s+ 1),
∞ if otherwise.
We compute A(s) as Chan [4] does in his proof of Theorem 3.6, however, we use Theorem 3
instead of his Theorem 3.2 and get a run-time of O˜
(
ℓnω + n
5κ+ω
2κ+1
)
in order to construct A(s) for
all s = 1, . . . , cℓ.
Next, by a hitting set argument, we find a subset S of size O˜(n/ℓ) that hits all shortest paths
of length exactly ℓ, which takes O(n2ℓ) time. Let B = {bij}(i,j)∈[n]×[n] be such that
bij :=
{
δG(pi, pj) if pi ∈ S,
∞ if otherwise.
Next, let B′ = {b′ij}(i,j)∈[n]×[n] be such that
b′ij :=
{
δG(pi, pj) if pj ∈ S,
∞ if otherwise.
B and B′ can be computed by O˜(n/ℓ) applications of quantum Dijkstra’s. Therefore, the total
time for this step is O˜(n2.5/ℓ).
Finally, we computeB′⋆B in O˜(n2
√
|S|) = O˜(n2.5/√ℓ) time using the trivial quantum algorithm
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for computing distance product. Then we return A(1) ∧ · · · ∧ A(cℓ) ∧ (B′ ⋆ B). We omit the proof
of correctness as it can be found in Theorem 3.6 of Chan [4].
Thus, the total run-time is
O˜
(
ℓnω + n
5κ+ω
2κ+1 + n2.5/
√
ℓ
)
.
Taking ℓ = n
5−2ω
3 gives us our desired run-time.
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