Abstract. We consider the ow of a viscous incompressible uid through a rigid homogeneous porous medium. The permeability of the medium depends on the pressure, so that the model is nonlinear. We propose a nite element discretization of this problem and, in the case where the dependence on the pressure is bounded from above and below, we prove its convergence to the solution and propose an algorithm to solve the discrete system. We also pay attention to the case where the dependence on the pressure is exponential. In this case we propose a splitting scheme which involves solving two linear systems, the analysis of this method is rather heuristic. Numerical tests are presented, which illustrate the introduced methods.
1. Introduction 1.1. Position of the Paper. The system of equations commonly referred to as Darcy's law were obtained by H. Darcy ([9] ) more than 150 years ago. They are used to model the ow of a viscous incompressible uid through a porous medium. However, these equations were obtained on an experimental basis and hence, a theoretical justication for them has been the matter of much debate. Recently, in [17] , these equations have been systematically obtained in the context of Mixture Theory. This reference also develops a new model, which takes into account the dependence of the porosity of the solid medium on the pressure. This new model, as stated there, is of great importance in the problem of enhanced oil recovery; and it is the subject of our study in the present paper.
Let Ω be a bounded domain in R d , with d = 2, 3. The boundary, ∂Ω, of this domain is divided in two parts Γ w and Γ. We are interested in the following model, which as we have stated above was suggested by K.R. Rajagopal [17] , 1) where the unknowns are the velocity u and the pressure p of the uid. This system is an extension of the classical Darcy's equations, which model the ow of an incompressible viscous uid through a porous medium, to the case where pressure with high variations is enforced on a well. Thus, the permeability of the medium, for simplicity assumed homogeneous, depends on p. Of particular importance is the case when the dependence is exponential, that is α(ξ) = α 0 e γξ , (1.2) for positive parameters α 0 and γ, since it has been shown experimentally that, indeed, high variations on the pressure induce an exponential variation on the porosity of the medium. For the sake of brevity, in what follows we shall refer to equations (1.1) simply as the nonlinear Darcy equations. In this paper we are interested in the nite element discretization of this problem.
The rest of this paper is organized as follows. In Paragraph 1.2 we set up the notation and conventions that will be used in the sequel. Then we study two approaches. The following three sections are devoted to the case where the function α is bounded above and below and it is uniformly Lipschitz-continuous. This situation applies in particular to a truncated exponential function. In Section 2 we present some known results on the existence of the solution to the nonlinear Darcy equation, as well as some sucient conditions for uniqueness and regularity. In the case of non-uniqueness, we shall concentrate on nonsingular solutions, as dened in [7] . Paragraph 2.2 gives sucient conditions for the existence of a nonsingular solution. Section 3 is devoted to the analysis of the discrete problem. In the case where the solution is unique, we prove in Paragraph 3.1 optimal error estimates and propose an algorithm to compute the approximate solution, which converges independently of the discretization parameter. We prove in Paragraph 3.2 that in a suitably small neighborhood of the nonsingular solution, there exists a nonsingular solution to the approximate problem; and this solution has optimal error estimates, provided the exact solution is smooth enough. We also analyze some properties of the application of Newton's method to this problem, when used to nd the discrete nonsingular solution. The second approach is developed in Section 4: it consists of a splitting algorithm for the case of exponential porosity, which is based on taking the divergence of the rst equation of (1.1) and a change of variables, following an idea introduced and developed by F. Murat [16] . This algorithm involves solving only two linear problems. One is a second order elliptic equation and the other is a linear Darcy problem. We prove that the continuous problems, under certain assumptions, have a solution, which also solves problem (1.1). Also, under certain assumptions, we prove that the discrete version of this splitting algorithm converges. Finally, Section 5 gives some numerical experiments which illustrate the theory and methods developed in the previous sections. We consider the method developed in Paragraph 3.1 and show its performance on a series of model problems for dierent types of nite element spaces. We test also the algorithm of Section 4 for various types of nite element spaces on each of the sub-problems involved. (Ω), for any s. We shall also make use of the space H 1/2 00 (Γ), where Γ is a part of the boundary of Ω, of functions in H 1/2 (∂Ω) that are zero outside Γ. For a discussion on this space see [19] for instance. Whenever E is a normed space, · E denotes its norm and E its dual. We use the convention that when taking the supremum of any quantity A over the elements of a space E, sup x∈E A actually means the supremum over the elements of E which are nonzero.
By C we denote a constant, the value of which might change at each occurrence. This constant may depend on the problem data. When discussing discretization, this constant can also depend on the exact solution of the problem, but it does not depend on the discretization parameter h. All these constants are in principle computable, but we shall make no attempt at doing so.
The constant in the Sobolev embedding
(Ω) (see [1, 19] ) shall appear repeatedly and, therefore, we assign it the symbol C(Ω). More precisely, C(Ω) is the smallest constant such that
where, as usual,
Finally, we must say that all the reasoning carried on in the following sections assume that the space dimension d, equals three. This is done only for the sake of deniteness. The reader might easily verify that similar arguments and less restrictive assumptions can be used to obtain the same results in the case when d = 2.
Analysis of the Problem
Before considering the discretization of problem (1.1) we will discuss some properties of its exact solution. Namely, its existence and sucient conditions for this solution to be globally unique and possess certain smoothness properties. When the nonlinear Darcy equations have more than one solution we shall discuss so-called nonsingular solutions, in the sense of [7] . This shall prove useful for the development and analysis of the discretization.
2.1. Variational Formulation. We intend to study problem (1.1) under the following assumptions:
• The domain Ω has a Lipschitz-continuous boundary ∂Ω divided in two parts Γ w and Γ.
• The part of the boundary Γ w has positive surface measure.
• The function α is continuous from R to R and there are two positive constants α min and α max such that
(2.1)
• The function α is uniformly Lipschitz-continuous on R. That is, there is a constant
Remark 2.1. Assumptions (2.1) and (2.2) are not true when the function α is unbounded, as it is the case when it is exponential. However, these assumptions can be easily recovered by truncating the original function α. Obviously, the solution of the truncated problem will not in general solve the original one. The analysis of how these two problems are related is beyond the scope of this paper.
It is well known that Darcy's equations admit several variational formulations. We have chosen here the formulation that treats the boundary condition on p as an essential one, as it seems that this is best adapted for handling the nonlinear term α(p)u. Let us dene the space
and assume, for the sake of simplicity, that p w = 0. Then the variational formulation is the following Given f ∈ L 2 (Ω)
3)
The bilinear forms a ξ (·, ·) for any measurable function ξ on Ω and b(·, ·) are dened by 5) and ·, · Γ denotes the duality pairing between H 1/2 00 (Γ) and its dual space H 1/2 00 (Γ) . It is readily checked that under assumption (2.1) the forms a ξ (·, ·) and
respectively. Thus, standard arguments yields the equivalence of problem (2.3) with the system (1.1) in the distribution sense. Remark 2.2. Notice that we have dened the variational formulation only for the case where p w = 0. Standard techniques (i.e. lifting arguments) allow us to reduce the case of nonhomogeneous Dirichlet boundary conditions on the pressure p to the present one. For this, it is sucient to assume that p w ∈ H 1/2 (Γ w ) and notice that the function ξ → α(ξ −p w ), wherep w is a proper lifting of p w , has the same properties as ξ → α(ξ). Hence, to simplify the discussion, in the sequel we shall only consider the case of homogeneous Dirichlet boundary conditions.
The existence of a solution to problem (2.3) was studied in [2] . For the sake of completeness we list here the results that later prove useful for our purposes. Regarding existence we have the following. Theorem 2.3. Assume that the function α satises assumption (2.1). Then, for any data 
Then, there is no other solution of problem (2.3) .
Finally, concerning the regularity of the solution the following result holds.
Proposition 2.5. There exists a real number ρ 0 > 2 only depending on the geometry of Ω such that, for all ρ, 2 < ρ ≤ ρ 0, and for all data 
, and the solution space
. We also dene T as the solution operator to the linear Darcy problem, i.e. T : Y → X is such that, for every
in Ω,
It is classical that problem (2.8) is well-posed. This implies that T ∈ L(Y, X). In other words, there is a constant C > 0 such that for every
(2.9)
Finally, let us dene F : X → X as F (x) := x + T G(x). With this notation, problem (2.3) can be equivalently restated as:
We are now in a position to dene the notion of nonsingular solutions Denition 2.6. ( [7] ) Let x ∈ X solve problem (2.10). This solution is called nonsingular if the linear operator
where F (x) and G (x) denote the Fréchet derivative of the maps F and G at point x, respectively, is an isomorphism of X.
Our main interest in this paragraph is to provide sucient conditions for a solution to be nonsingular in this sense. First of all, by assumption (2.2) we know that the derivative of α exists a.e. on R ( [11] ). Denoting this derivative byα we can, formally, obtain the derivative of the map G. Let x = (u, p), y = (v, q) ∈ X, then
>From this we can conclude that if
w (Ω) ⊂ X, the Fréchet derivative of the map G is well-dened, given by equation (2.11), and G (x) ∈ L(X, Y).
Remark 2.7. We need u ∈ L 3 (Ω) 3 because of the termα(p)qu. Indeed, by assumption (2.2), Hölder's inequality and the Sobolev embedding
where all the inequalities are sharp. Clearly, if d = 2 we should require u ∈ L 2+ (Ω) 2 for some > 0. In both cases, we must assume that the velocity u lies in a smaller space than L 2 (Ω) d for the derivative to make sense. This is in contrast to the common feature of many nonlinear operators arising in mathematical physics. For such an operator, its derivative is everywhere dened and the range of the derivative is a smaller space (i.e. more smooth or regular) than the data space. For this reason, we say that the operator G does not have regularizing properties. The fact that for problem (1.1) the nonlinearity G does not have regularizing properties lies at the heart of all the diculties that its theoretical and numerical analysis present.
We now give sucient conditions for a solution of problem (2.10) to be nonsingular in the sense of Denition 2.6. Proposition 2.8. Assume that for problem (2.10) the function α is such that conditions (2.1) and (2.2) hold. Let x = (u, p) ∈ X be a solution to problem (2.10) . If u ∈ L 3 (Ω) 3 and 12) then this solution is nonsingular.
Proof. We need to show that the map I + T G (x) is an isomorphism of X. Since the operator is continuous, by the Open Mapping Theorem ( [13] ) it is sucient to show that the operator is bijective. That is, given any z = (w, r) ∈ X there exist a unique y = (v, q) ∈ X such that
In other words, the problem:
has always a unique solution. Doing the elementary change of variables (V, Q) = (v −w, q −r) ∈ X this problem can be equivalently restated as:
This problem can be written in variational form as:
If we dene the bilinear form A :
then, problem (2.13) has a unique solution if and only if:
(1) There exists a constant β A > 0 such that
(2) The form A has the following property:
These two properties are equivalent to the fact that the linear Darcy problem dened by the form A is well-posed, which is a classical result. This also implies the a priori estimate
for some C > 0 that does not depend on V or Q. However, the right hand side does depend on Q. Hence, we need to obtain ner estimates. In particular, we need to compute the value of this constant.
To do this, take W = V in the rst equation of problem (2.13). The second equation, together with condition (2.1) imply
By taking W = ∇Q we obtain
Let us denote F := −α(p)w −α(p)ru, then we obtain
, we can obtain bounds on V and Q that depend only on x and z if
which is condition (2.12).
Remark 2.9. Conditions (2.14) and (2.15) are nothing but a restatement of the fact that the operator I +T G (x) is injective and surjective respectively, see [10, 13] .
Remark 2.10. We see that (2.12) is the same condition for global uniqueness (2.7). This reects that the nonlinearity G does not have regularizing properties. Nevertheless, these are only sucient conditions, and it is plausible that problem (1.1) admits more than one solution, and it has a nonsingular solution that does not satisfy condition (2.12).
The Discrete Problem
Having analyzed the mathematical properties of problem (1.1) we now proceed to propose several methods for its approximate solution. With this purpose, let h be a discretization parameter (that will tend to zero). For every h > 0 we introduce two nite dimensional spaces
The pair of spaces (X h , M h ) is stable, in the sense that they satisfy a uniform infsup condition ( [6, 14, 10, 4] ). That is, there exists a constant β > 0 independent of h such that
where the form b is dened in (2.5).
and
Remark 3.1. A simple example of a class of pairs of spaces that satisfy these conditions is the following. Let T h be a quasiuniform triangulation of Ω (assumed polyhedral for simplicity). Then for k ≥ 1 an integer, the spaces
satisfy all the assumptions mentioned above. For a proof the reader can consult standard references, for instance [6, 14, 10] .
Finally, we dene the discrete solution space
For each such pair of discrete spaces we dene the Galerkin solution to problem (2.3) as the pair
Under assumption (2.1), the existence of a solution for this problem can be established by the same techniques used in Theorem 2.3 (c.f. [2] ).
In the remainder of this Section we analyze this discrete problem. For the case when the solution is unique we prove optimal error estimates and propose an algorithm to nd such an approximate solution. The algorithm is proved to converge independently of the discretization parameter. For the nonuniqueness case, in the spirit of [7, 14] , we show that for h small enough there exists a nonsingular solution to (3.8) in a neighborhood of the nonsingular solution to the exact problem. We analyze some properties of the application of Newton's method to this problem, and we obtain estimates on its speed of convergence and conditions on the initial approximation. The main diculty in this analysis is that the operator T G (x) is not compact. This again is related to the fact that the nonlinearity G does not have regularizing properties.
3.1. The Uniqueness Case. Recall that condition (2.7) is sucient for the solution to problem (2.3) to be unique. In the setting that we have described, and under a similar assumption, we have the following a priori estimate.
Theorem 3.2. Let the pair of nite dimensional spaces X h satisfy condition (3.1) . Assume that the solution
and it is small enough, in the sense that
Then there exists a constant C > 0 independent of h such that the solution
Proof. Dene the operator B h :
implies that this operator is surjective. Hence, for any v h ∈ X h there exists a r h ∈ X h such that
For an arbitrary v h ∈ X h , dene w h := r h + v h , where r h is as above. We obtain that
and u h − w h ∈ ker B h . This implies
Subtract the rst equation of (2.3) from the rst equation in (3.8) with test function
This yields
where the last equality holds since y h ∈ ker B h . Finally, by the triangle inequality and (3.11)
Let q h ∈ M h be arbitrary. By the infsup condition (3.1),
Subtracting the rst equation of (2.3) from the rst equation of (3.
which implies
By the triangle inequality
Assumption (3.9) implies
Combining this last inequality, assumption (3.9) and (3.12) we obtain
and the pair (v h , q h ) ∈ X h is arbitrary we obtain the desired result.
Remark 3.3. For the pair of nite element spaces (3.6), (3.7) condition (3.1) holds with β = 1. Hence, in this case, assumption (3.9) is basically the same as (2.7).
>From this Theorem readily follows.
Corollary 3.4. Under the setting of Theorem 3.2, if the spaces X h and M h satisfy assumptions (3.2) and (3.3) ,
Proof. The conclusion of Theorem 3.2, an elementary density argument and assumptions (3.2) and (3.3) give that the Galerkin solution converges to the exact solution as h → 0. If the exact solution is more regular, assumptions (3.2) and (3.3) give the claimed error estimates.
We now propose an iterative scheme to solve the discrete nonlinear system (3.8). Although the scheme requires assembling a new matrix at each iterative step, we show that, under an assumption similar to (2.7), the speed of convergence to the Galerkin solution is independent of the discretization parameter h.
The proposed scheme is the following: Given an arbitrary initial approximation (u
Now we prove that this scheme converges independently of the discretization parameter.
Proposition 3.5. Let the solution to (3.8) be small enough, in the sense that there is a constant θ < 1 such
Assume, also, that the pair of spaces (X h , M h ) satises condition (3.1) . Then for the iterative scheme (3.13) the following error estimates hold
, and
Proof. Take the dierence of equations (3.8) and (3.13), we obtain
, which by (3.14) implies
By the infsup condition (3.1),
.
By condition (3.14) and inequality (3.15)
From this inequality and (3.15) the claimed error bounds follow.
Remark 3.6. One might argue that the previous error bounds do not guarantee convergence of the algorithm, since the value of β is not known and, hence, the ratio θ/β could be greater than one. Using a similar assumption as (3.9), namely 1 β
we can bypass this constraint. Moreover, as we have mentioned before, for the concrete examples of spaces (3.6)(3.7) we have β = 1.
Remark 3.7. If the exact solution is smooth enough and the pair of spaces (X h , M h ) satisfy (3.1)(3.5), then the uniqueness condition (2.7) implies (3.14). Indeed, under these assumptions there is a s > 0 such that
If h is small enough, we obtain condition (3.14).
3.2. The Nonuniqueness Case. Approximation of Nonsingular Solutions. First, we introduce a nal assumption on the function α, namely α ∈ W 2 ∞ (R). (3.16) As we have mentioned before, in the truncated case this is not restrictive for the problem we are treating.
We are now concerned with the approximation of nonsingular solutions to (2.10) under the hypotheses (3.1) (3.5). In order to do that, let us dene the discrete solution operator to the linear Darcy equations
where the bilinear form a :
It is a classical matter ( [6, 10] ) to show that this operator is well-dened, injective and T h ∈ L(Y, X h ). Moreover, there is a constant C independent of h such that
We can also dene the discrete nonlinearity. This is an operator
Finally, dene the operator
With this notation, problem (3.8) can be equivalently rewritten as:
Find
18) The approximation properties of the operator T h are the following.
Proof 3] ).
Corollary 3.9. The operator T h satises
Proof. Standard regularity results for the linear Darcy problem (2.8) imply that, for suciently small s > 0,
, which is a dense subset of Y. The boundedness of operator T (see (2.9)), together with inequality (3.19) imply
from which (3.20) clearly follows.
We are interested in approximating a nonsingular solution x = (u, p) ∈ X to (2.10). For this, we must assume that there is a s > 1/2 such that
Remark 3.10. Assumption (3.21) is mainly an assumption on the smoothness of the data. Moreover, since s > 1/2 it follows, see [1] ,
To alleviate the notation, dene Lemma 3.11. Let the function α satisfy conditions (2.1), (2.2) and (3.16) . Let the solution (u, p) ∈ X to problem (2.10) be nonsingular and satisfy the smoothness condition (3.21) . If the pair of spaces (X h , M h ) satises assumptions (3. 2)(3.3), then there exists a constant C > 0 independent of h, such that
Moreover, if the pair (X h , M h ) also satises conditions (3.4)(3.5), then there exists a h 0 > 0 such that for every h ≤ h 0 the operator
) is an isomorphism of X h and the norm of its inverse is bounded independently of h.
Proof. Inequalities (3.22) and (3.23) are a simple consequence of (3.2)(3.3) and assumption (3.21) via interpolation ( [3] ).
To show that
Let us consider each term separately.
(
Since x is a nonsingular solution, F (x) is an isomorphism of X. Corollary 3.9 and an application of the Theorem about the Perturbation of an Invertible Operator (see [15, Theorem 4, p.207 ] for instance) imply that there is h
0 > 0 such that for all h ≤ h
0 the operator I + T h G (x) is an isomorphism of X. Hence it is an isomorphism of X h . Thus, the result of the Lemma will be proved if we show that the remaining two terms tend to zero (in the
. Using the denition of the derivatives, for any w ∈ L 2 (Ω)
Consider each term separately. By (2.2) and the inverse inequality (3.4)
By (3.16) and the inverse inequality (3.5)
Finally, by (2.2) and the inverse inequality (3.5)
Thus, by the stability property (3.17) of T h , 3 , which by the approximation properties (3.22) and (3.23) of x 0 h and the fact that s > 1/2 implies that this last quantity tends to zero as h → 0.
Once we know the main properties of the operator F h (x 0 h ), it is possible to study F h (y h ) for y h close to x 0 h . Lemma 3.12. Under the assumptions of Lemma 3.11, there is a constant C 0 > 0 independent of h such that 3 . This estimate and the inverse inequalities (3.4), (3.5) imply (3.24). Remark 3.13. One more time, the absence of regularizing properties for the nonlinearity G does not allow us to obtain uniform in h bounds.
It is important to know whether the consistency error F h (x 0 h ) tends to zero as h → 0, and if this is the case at which rate. The following Lemma shows that the convergence is optimal given the regularity of the exact nonsingular solution x. Lemma 3.14. There is a constant C > 0, independent of h such that (3.22 ) and (3.23),
Estimate (3.19) implies
belongs to X h , by the stability property (3.17) of T h we see that it is sucient to control the dierence of the rst coordinate of G(x) − G h (x 0 h ) when tested against an element of X h . Let v h ∈ X h , then using (3.22) and (3.23)
All these allow us to prove our main result. Namely, the existence of a nonsingular solution for the discrete problem and optimal error estimates for it. Theorem 3.15. Let α satisfy (2.1), (2.2) and (3.16) . Assume that problem (2.10) admits a nonsingular solution
If the pair of spaces (X h , M h ) satises (3.1)(3.5), then there is a h 0 > 0 such that for all h ≤ h 0 the discrete problem (3.18) has a unique nonsingular solution
) of the exact nonsingular solution. Moreover, this solution satises the following error estimate
where the constant C > 0 does not depend on h.
Proof. Let us dene
h := F h (x 0 h ) X , and M h (δ) := sup y h ∈X h , y h −x 0 h X <δ F h (y h ) − F h (x 0 h ) X .
Lemma 3.11 implies that there is a h
(1)
) is an isomorphism of X h with inverse bounded independently of h. Denote this bound by ∆. Inequalities (3.24) and (3.25) imply that
hence there is a h
0 } and consider h ≤ h 0 . Since the operator F h (x 0 h ) is an isomorphism, solving problem (3.18) is equivalent to nding a xed point of the map Φ h : X h → X h dened by
We shall show that Φ h is a contraction from S to S.
If y h ∈ S,
By the Mean Value Theorem
from which follows
And, by the choice of h
Let y h , z h ∈ S, then a similar computation shows that
Which shows that Φ h is a contraction and we can conclude that there is a unique x h ∈ S such that x h = Φ h (x h ).
To realize that this solution is nonsingular, notice that 
This concludes the proof.
Remark 3.16 . >From the proof of this Theorem we see that the discrete nonsingular solution x h is unique in a ball larger than S. Namely, it is unique in the ball
whereδ is such that ∆M h (δ) < 1. Both radii tend to zero as h → 0. But, according to (3.25) , the radius of S is
We have obtained that the discrete problem (3.18) has a unique nonsingular solution in a neighborhood of the exact nonsingular solution. We now analyze the application of Newton's method to the solution of this discrete problem. The algorithm is the following:
Given
For this method to make sense F h x (n) h must be an isomorphism of X h for all n. Let us introduce the following notation S(x h , δ) := {y h ∈ X h : y h − x h X < δ} , and,
where the constant C 0 is the constant in inequality (3.24), and ∆ is such that for h small enough
Lemma 3.17. There is h 0 > 0 such that for all h ≤ h 0 , if δ = O(h 1/2 ) and y h ∈ S(x h , δ), then the linear operator F h (y h ) is an isomorphism of X h . Moreover, the norm of the inverse of this operator is bounded independently of h.
Proof. Since
, and, by Theorem 3.15, there is h 0 > 0 such that for all h ≤ h 0 , F h (x h ) is an isomorphism of X h the result is obtained if we show that F h (y h ) − F h (x h ) is small enough. We know that,
A similar argument as in the proof of Lemma 3.12 gives us that
by, again, the Theorem about the Perturbation of an Invertible Operator we conclude that F (y h ) is an isomorphism of X h . Moreover, from this inequality we see that it is sucient to set
Theorem 3.18. There exists a h 0 > 0 such that for all h ≤ h 0 , if
where 0 < < 1, and the initial approximation of Newton's method x (0) h belongs to S(x h , δ), then Newton's method converges to the discrete nonsingular solution x h and the following error estimate holds
Proof. Assume h is small enough. Let us show, inductively, that if
h is in S(x h , δ) and δ is chosen as indicated, then by the previous Lemma
Furthermore with a similar argument as the proof of Theorem 3.15 we obtain
This, by the inductive hypothesis, a similar argument as in Lemma 3.12 and the choice of δ imply
Which shows not only that x (n+1) h ∈ S(x h , δ) and hence, by Lemma 3.17 , that
) is an isomorphism of X h for all n ≥ 1, but also shows the claimed error estimate. Remark 3.19. As we can see, the initial guess in Newton's method must be very close to the exact solution. Moreover, the convergence of the method deteriorates as the discretization parameter h tends to zero. This is again related with the lack of regularizing properties for the nonlinearity G. This is namely reected by Lemma 3.12.
A Splitting Algorithm for Exponential Porosity
Here we present an algorithm that was proposed by F. Murat [16] . It is based on the divergence of the rst equation of (1.1) and a change of variable. Using the exponential character of the porosity (1.2), we are able to decompose the nonlinear Darcy equation into a linear elliptic equation and a linear Darcy equation. The motivation behind the algorithm is presented and we study some of the properties of the solution to the auxiliary problem, i.e. the linear elliptic equation. Finally, we provide a convergence analysis for the developed algorithm.
We must remark that the theory developed in the previous sections does not apply to the case of an exponential function α, since assumptions (2.1) and (2.2) are not satised. Hence, we develop this method without even knowing whether problem (1.1), with the porosity dened as (1.2), does have a solution. The analysis of this problem is, so far, beyond our reach. 4.1. Motivation. Consider problem (1.1) with the porosity given by (1.2) . Since α > 0 we can divide by it the rst equation in (1.1) and take the divergence of the result. Using the second equation of (1.1), we obtain
and the obtained equation can be rewritten as
Let us introduce the change of variables
From (4.1), this new variable satises −∆q − γ∇ · (qf ) = γ∇ · f . Assume that the right hand side f is smooth enough so that it has a normal trace on Γ. Then it is legitimate to multiply the rst equation of (1.1) by n on Γ and obtain
∂ n q + γF q = α 0 γg − γF . Thus, for the variable q, we have obtained the following boundary value problem
This motivates the following algorithm for the solution of (1.1):
Deneα 
(4.7) Here we present some sucient conditions for problem (4.3) to be well posed. Condition (4.7) can be regarded as a restriction on the smoothness of the data and the domain. However, sucient conditions for assumption (4.6) to hold elude us at the moment. Under these restrictions, we show that the solution (U, P ) to (4.5) solves (1.1).
To show that the boundary value problem (4.3) is well-posed we write a weak formulation of it. Multiply the equation by a suciently smooth function r that vanishes on Γ w . After integration by parts, the boundary conditions yield
We obtain
Therefore, the minimal smoothness requirements, in the case d = 3, for these integrals to be meaningful are q, r ∈ H 1 (Ω), f ∈ L 3 (Ω) 3 and g ∈ H 1/2 00 (Γ) . The weak formulation of problem (4.3) that we will consider is the following:
A sucient condition for this problem to be well posed is the following.
Proposition 4.2. Assume there exists a constant χ < 1 such that
Then, problem (4.8) has a unique solution q ∈ H 1 w (Ω). Proof. Let q = r in (4.8). by Hölder's inequality
By the LaxMilgram Lemma we get that the problem is well-posed. Remark 4.3. Condition (4.9) is only sucient for problem (4.3) to be well-posed. We do not want to provide a thorough analysis of this problem, but only to show that there are cases when the algorithm that we are developing is meaningful.
Finally, we show that (U, P ) solves (1.1). Proposition 4.4. Assume that the solution q to problem (4.3) is in L ∞ (Ω) and satises (4.6) . Then the solution (U, P ) to problem (4.5) solves (1.1).
Proof. By (4.6) there is a uniqueP such that
which implies α(P )Ũ + ∇P = f . The boundary condition onŨ can be obtained in a similar way. This implies that the pair (Ũ,P ) solves (1.1). But, also that
Since the solution to (4.5) is unique (Ũ,P ) = (U, P ).
4.3. Discretization. Having shown the continuous version of our splitting method, we propose a discretization of it. To approximate the linear Darcy problem (4.5) we use the spaces X h and M h introduced in Section 3 and assume that they satisfy (3.1). We also introduce another nite dimensional space W h ⊂ H 1 w (Ω). Then, the discrete algorithm is the following:
(2) Dene the functionα
Remark 4.5. Note that nding this approximate solution involves solving only two linear problems.
Remark 4.6. For the discrete version of the splitting method to make sense we need assumptions analogous to (4.6) and (4.7). The numerical experiments of 5.2 show that, the discrete solution satises q h + 1 > 0.
Heuristic Error Analysis.
We present an error analysis of the developed algorithm. In order to do so, we must assume that the function q h satises assumptions similar to (4.6) and (4.7). Namely, there are constants q min , q max > 0 such that for every h > 0,
We do not know whether the nonlinear Darcy problem with exponential porosity has a solution or not; and if so, which are its properties. For this reason, we shall carry our error analysis under the assumption that problem (1.1) with the function α dened by (1.2) does have a solution. Moreover, we shall assume that the discrete problem dened by (3.8), with α as in (1.2) is well-posed for all h > 0.
Proposition 4.7. Assume that the solution q h to problem (4.10) satises (4.12) . If (ũ h ,p h ) ∈ X h × M h solve (4.11) , then there exists a constant C > 0 independent of h such that 13) where (u h , p h ) ∈ X h × M h solves (3.8) .
Proof. Let us take the dierence of equations (3.8) and (4.11) . We obtain
Let v h = u h −ũ h . Assumption (4.12) and the second equation imply
from where we obtain that
By the infsup condition (3.1)
This estimate should be regarded as the basic one. If the exact solution is smooth enough, it can easily be reduced, for instance, to maxnorm error estimates for the pressure p and the auxiliary variable q.
Corollary 4.8. Assume that the solution q to (4.8) belongs to L ∞ (Ω) and satises (4.6) . Assume, also, that the pair (u, p) that solves (1.1) is such that p ∈ L ∞ (Ω). If q h satises (4.12) then there is a constant C > 0 independent of h such that
(4.14)
Proof. Using (4.13) it is sucient to bound the L ∞ norm of the dierence α(p h ) −α h . Then
Where the constant D is
but nevertheless nite. By the denition (4.2) of the function q,
which, with obvious change of notation, is how we denedα h , then for
Assumptions (4.6) and (4.12) imply that there is a constant C > 0 independent of h such that
From which we can obtain (4.14).
Finally, to be able to provide an order of convergence, we must assume one additional approximability property of the space M h ; and we must state the properties that the space W h must posses. These are the following,
(1) There is a constant C > 0, independent of h, such that for every r ∈ W k+1 ∞ (Ω) the interpolation operator
(2) There exists an interpolation operator ρ h : 16) where the constant C > 0 does not depend on s or h. (3) There is a constant C > 0 independent of h, such that for every s h ∈ W h the following inverse inequality holds
Remark 4.9. The space M h dened in (3.7) has properties (4.15) and (4.16). Hence, the triple (X h , M h , M h ) with X h dened in (3.6) and M h dened in (3.7) has all the desired properties for all k ≥ 1.
Under these assumptions we are able to prove a convergence result.
Corollary 4.10. Assume that the solution q to problem (4.3) belongs to W k+1 ∞ (Ω) and satises (4.6) . Moreover, assume that the solution (u, p) to (1.1) is such that p ∈ W k+1 ∞ (Ω). Then, if the space M h satises (3.3) , (3.5) and (4.15) ; and the space W h satises (4.16) and (4.17) there exists a constant C > 0 that does not depend on h, such that
Proof. By property (4.15),
. By the inverse inequality (3.5) and (3.3) Table 2 . Iterative Algorithm. Small Porosity. P 1 dcvelocity, P 2 pressure. Remark 4.11. The above obtained estimates are suboptimal. The only purpose of them is to show that the splitting algorithm does indeed converge. Using a more rened analysis, for instance the method of weighted norms of Nitsche (see [8] or [5, Chapter 8] for more details) we may obtain optimal error estimates. The results of 5.2 show that the errors have optimal order.
Numerical Experiments
To illustrate the theory of the previous Sections, we present a series of numerical experiments that show the developed methods. All the numerical experiments were conducted using the package FreeFem++ (see [12] ). The domain is always Ω = (0, 1) 2 , where the top and right sides are Γ w and the other two sides are Γ. 
< 10 −10 .
5.1.1. Small Data. To test the algorithm in the case when the porosity does not have high variations, we dene the porosity as
Notice that 1 ≤ α(ξ) ≤ 2. We dene the exact solution as u(x, y) = (−y, x) , p(x, y) = sin(2πx) sin(2πy).
These functions determine the right hand side and boundary data. The results of the algorithm obtained using a P 0 approximation of the velocity and a P 1 approximation of the pressure are reported in Table 1 . We see that the number of iterations does not depend on the discretization parameter, and the errors on the velocity and pressure have optimal order. With a discontinuousP 1 approximation of the velocity and a P 2 approximation of the pressure we obtained the results reported in Table 2 . We see that the number of iterations does not depend on the discretization parameter, and the errors on the velocity and pressure have optimal order. 5.1.2. Big Data. To illustrate the case when the porosity has high variations, but it is still bounded we consider α(ξ) = 1 + 10 1 + ξ 2 . Notice that 1 ≤ α(ξ) ≤ 11. We dene the exact solution to be u(x, y) = (−y 2 , x 2 ) , p(x, y) = 10 sin(2πx) sin(2πy).
These functions determine the right hand side and boundary data. The results of the algorithm obtained using a P 0 approximation of the velocity and a P 1 approximation of the pressure are reported in Table 3 . We see that the number of iterations does not depend on the discretization parameter, and the errors on the velocity and pressure have optimal order.
With a discontinuousP 1 approximation of the velocity and a P 2 approximation of the pressure we obtained the results reported in Table 4 . We see that the number of iterations does not depend on the discretization parameter, and the errors on the velocity and pressure have optimal order. 5.1.3. Exponential Porosity. Finally, although the theory developed for algorithm (3.13) does not cover the case of an unbounded (i.e. exponential) porosity, we nevertheless test this case. We set the porosity to be dened as in (1.2) with α 0 = 1, γ = 1/2, and the exact solution u(x, y) = (−y 3 , x 3 ) , p(x, y) = 2 + sin(2πx) sin(2πy).
These functions determine the right hand side and boundary data. The results of the algorithm obtained using a P 0 approximation of the velocity and a P 1 approximation of the pressure are reported in Table 5 . We see that the number of iterations does not depend on the discretization parameter, and the errors on the velocity and pressure have optimal order. Table 7 . Splitting Algorithm. P 0 velocity space, P 1 pressure space, P 1 auxiliary variable. With a discontinuousP 1 approximation of the velocity and a P 2 approximation of the pressure we obtained the results reported in Table 6 . We see that the number of iterations does not depend on the discretization parameter, and the errors on the velocity and pressure have optimal order. We dene the exact solution to be u(x, y) = (−y 3 , x 3 ) , p(x, y) = 2 + sin(2πx) sin(2πy).
Notice that this is the same problem we solved in 5.1.3 using the iterative algorithm.We used various dierent triples of nite element spaces (X h , M h , W h ).
5.2.1. The triple (P 0 , P 1 , P 1 ). The results obtained using a P 0 approximation of the velocity, a P 1 of the pressure and a P 1 of the auxiliary variable can be seen in Table 7 . The errors u − u h L 2 (Ω) 3 and |p − p h | H 1 (Ω) asymptotically have optimal order. We get to see superconvergence in the L ∞ -norms of the pressure and the auxiliary variable. But, this is due to the fact that we are comparing only the nodal values. 5.2.2. The triple (P 0 , P 1 , P 2 ). The results obtained with a (P 0 , P 1 , P 2 ) of the velocity, pressure and auxiliary variable respectively are shown in Table 8 . The order of convergence for the velocity and pressure is asymptotically optimal.
Remark 5.1. Notice that there is no signicant dierence on the results obtained using P 1 and P 2 elements for the auxiliary variable q. Iterative Splitting h (P 0 , P 1 ) (P 1 dc, P 2 ) (P 0 , P 1 , P 1 ) (P 0 , P 1 , P 2 ) (P 1 dc, P 2 , P 1 ) (P 1 dc, The triple P 1 dc × P 2 × P 2 . Finally, the results obtained with a discontinuousP 1 approximation of the velocity, P 2 of the pressure and P 2 of the auxiliary variable are shown in Table 10 . The order of convergence of the velocity and pressure is asymptotically optimal, and we see again superconvergence on the pressure. Notice that there is no signicant dierence in using a P 1 or P 2 approximation of the auxiliary variable q. Table 11 . >From the results shown in this Table we can clearly see that the splitting algorithm of Section 4 outperforms the iterative algorithm of 3.1. This is expected to be the case, since the splitting algorithm requires solving only two linear problems as opposed to the iterative algorithm; which although converges independently of the discretization parameter, requires the assembly and solution of a linear problem at each iterative step.
Finally, when comparing the computational times for the splitting algorithm using a xed velocity-pressure pair but dierent approximation spaces for the auxiliary problem, we see that the computational times dier very little, their relative dierence is never greater than 20%. This suggests that the most time consuming procedure is solving the linear Darcy problem (4.11). This is in agreement with the theory, as this problem has more unknowns and its matrix is an undenite one. A better approach for the solution of this problem may reduce the time involved in solving this problem (see [18, 20] for instance).
