We explore the efficacy of machine learning (ML) in characterizing exoplanets into different classes. The source of the data used in this work is University of Puerto Rico's Planetary Habitability Laboratory's Exoplanets Catalog (PHL-EC). We perform a detailed analysis of the structure of the data and propose methods that can be used to effectively categorize new exoplanet samples. Our contributions are two fold. We elaborate on the results obtained by using ML algorithms by stating the accuracy of each method used and propose the best paradigm to automate the task of exoplanet classification. The exploration led to the development of new methods fundamental and relevant to the context of the problem and beyond. Data exploration and experimentation methods also result in the development of a general data methodology and a set of best practices which can be used for exploratory data analysis experiments.
Introduction
For hundreds of years, astronomers and philosophers have considered the possibility that the Earth is a very rare case of a planet as it harbors life. This is partly because so far, missions exploring specific planets like Mars and Venus have found no traces of life. However, over the past two decades, discoveries of exoplanets have poured in by the hundreds and the rate at which exoplanets are being discovered is increasing. The inference from this is that planets around stars are a rule rather than an exception with the actual number of planets exceeding the number of stars in our galaxy by orders of magnitude (Strigari et al., 2012) . Scientists are now discussing the conditions, circumstances, and various possibilities that can lead to the emergence of life (Bains and Schulze-Makuch, 2016) order to find interesting samples from the massive ongoing growth in the data, a sophisticated computational pipeline should be developed which can quickly and efficiently classify exoplanets based on habitability classes.
The process of discovery of exoplanets is rather complex as the size of exoplanets is small compared to other types of stellar objects such as stars, galaxies, quasars, etc. which can be discovered with greater ease. Given the rapid technological improvements and the accumulation of a large amount of data, it is pertinent to explore advanced methods of data analysis to rapidly classify planets into appropriate categories based on the physical characteristics. Existing work on characterizing exoplanets are based on assigning habitability scores to each planet which allows for a quantitative comparison with Earth. The Biological Complexity Index (BCI) (Irwin et al., 2014) , the Earth Similarity Index (ESI) and the Planetary Habitability Index (PHI) (Schulze-Makuch et al., 2011) are distance-based metrics which gauge the similarity of a planet to that of Earth; the Cobb-Douglas Habitability Score (CDHS) (Bora et al., 2016 ) makes use of econometric modeling to quantify the potential of habitability of an exoplanet. Recently, NASA announced the confirmation of two exoplanets using artificial intelligence (Shallue and Vanderburg, 2018) . Saha et al. (2017) used an advanced tree-based classifier, Gradient Boosted Decision Trees (GBDT) (Friedman, 2000; Chen and Guestrin, 2016) to classify Proxima b and planets in the TRAPPIST-1 system.
The accuracies were nearly perfect, giving us the basis of exploring other machine classifiers and approaches for the task.
In this paper, we explore the efficacy of different ML approaches to classify exoplanets into thermal habitability classes (Méndez, 2011b) and characterize them based on potential habitability. We try different families of classifiers:
probabilistic, instance-based, hard-boundary and tree-based. We emphasize on the challenges with the dataset which include the dominance in the dataset of non-habitable planetary samples and we address these challenges using methods of under sampling (of samples from the dominant class) and oversampling (of samples from the underrepresented class). Relating to the structure of the data and the greater variance in the attributes of the non-habitable samples, we have developed a new splitting criteria (Quinlan, 1986) which can be used in tree-based classifiers to preferentially classify samples of classes of our choice. The criteria that we have developed is called the elastic Gini criteria which can be used to determine the best split at a node in a decision tree for classification. To characterize exoplanets, we have developed a novel Thermal Suitability Score (TSS) which provides a number that does the job of discrimination of potentially habitable planets from non-habitable planets. The basis of this metric is the surface temperature; an appropriate feature extraction is done prior to the computation of the score. Overall, the goal is to develop a pipeline based on various approaches which can quickly detect interesting exoplanetary samples in large databases, thus accelerating the process of discovery of exoplanets.
Our intention of comparing the results of various methods and providing explanations for the same is to demonstrate that the method of classification which works the best is very closely related to what we can understand from the data: how the samples of various classes are distributed and how various features are related. To the best of our knowledge, such an exploration has not been done prior to the current work.
The remainder of the paper is organized as follows. In Section 2, we briefly present the structure of the PHL-EC data and the complexities associated with a machine learning exploration of this dataset. We build up on the novelty of the presented work in Section 3, where we summarize the contributions of the current work. In Section 4, we elaborate on the generic or existing methods in ML that we have used in the current work along with their results. In Section 5, we elaborate on the methods we developed while specifically exploring challenges and nuances in the PHL-EC dataset, along with their results. In Section 6, we justify the outcome of the current work and we conclude with some final remarks in Section 7. Further explanations and elaboration of some of the methods in the current work (and their continuation in the future) can be found in Appendix A, Appendix B and Appendix C. 
Data
Combined with stellar data from the Hipparcos catalog (Méndez, 2011a) , the PHL-EC dataset (Méndez, 2018; Schulze-Makuch et al., 2011) consists of a total of 68 features (of which 13 are categorical and 55 are continuous valued) and more than 3800 confirmed exoplanets (at the time of writing of this paper). The PHL-EC consists of observed as well as derived attributes. Hence, it presents interesting challenges from the analysis point of view.
There are six classes in the dataset, of which we can use three in our analysis as they are sufficiently large in size.
These are namely non-habitable, mesoplanet, and psychroplanet classes. These three classes or types of planets can be described on the basis of their thermal properties as follows:
1. Mesoplanets: The planetary bodies whose sizes lie between Mercury and Ceres falls under this category (smaller than Mercury and larger than Ceres). These are also referred to as M-planets. These planets have mean global surface temperature between 0
• C to 50
• C, a necessary condition for complex terrestrial life.
These are generally referred as Earth-like planets.
2. Psychroplanets: These planets have mean global surface temperature between -50 • C to 0 • C. Hence, the temperature is colder than optimal for sustenance of terrestrial life.
3. Non-Habitable: Planets other than mesoplanets and psychroplanets do not have thermal properties required to sustain life.
The remaining three classes in the data are those of thermoplanet, hypopsychroplanet and hyperthermoplanet.
However, at the time of writing this paper, the number of samples in each of these classes is too small (each class has less than 3 samples) to reliably take them into consideration for an ML-based exploration.
The catalog includes important features like atmospheric type, mass, radius, surface temperature, escape velocity, earth's similarity index, flux, orbital velocity etc. As a first step, data from PHL-EC is pre-processed. An important challenge in the dataset is that a total of about 1% of the data is missing (with a majority being of the feature P. Max Mass) and in order to overcome this, we used a simple method of substituting the missing data using the class-wise mean of the respective feature, (except for P. Max Mass, which we dropped as a field). Many columns in the data (we shall hereon address these appropriately as features) are naturally inter-correlated. Certain attributes from the database namely P.NameKepler (planet's name), Sname HD and Sname Hid (name of parent star), S.constellation (name of constellation), Stype (type of parent star), P.SPH (planet standard primary habitability), P.interior ESI (interior earth similarity index), P.surface ESI (surface earth similarity index), P.disc method (method of discovery of planet), P.disc year (year of discovery of planet), P. Max Mass, P. Min Mass, P.inclination and P.Hab Moon (flag indicating planet's potential as a habitable exomoons) were removed as these attributes do not contribute to the nature of classification of habitability of a planet. Interior ESI and surface ESI, however, together contribute to habitability, but since the dataset directly provides P.ESI, these two features were neglected.
Following this, the ML approaches were used on the processed dataset. In all, 45 features were used. The data flow diagram of the entire system is depicted in Figure 1 . The online data source for the current work is available at http://phl.upr.edu/projects/habitable-exoplanets-catalog/data/database.
Contributions
Our contribution are largely of two kinds:
1. Application of Existing Methods in Machine Learning: We use existing families of classifiers and data processing methods which are popular in literature. The purpose of this is twofold: first, to explore how the well known and well tested methods can be used to automate the classification of exoplanets and second, to set a performance baseline for new methods that will be subsequently developed for the same tasks.
2. Novel Methods of Characterization and Classification: Based on the nuances in the dataset and the problem statement, and the results of existing methods, we have developed new methods to classify and characterize samples of exoplanets. These are the SVM-KNN based oversampling method, the elastic Gini splitting criteria, and the Thermal Suitability Score. To establish efficacy and relevance of the proposed methods, results are compared with, where ever appropriate, the existing methods in literature.
The transition from one item to the other is effortless as demonstrated later in the manuscript. The effort was initially meant at exploring different classification algorithms in the study of automated discrimination of habitability.
The exercise evolved into writing novel methods as the authors felt strong reasons to improve upon the existing ones, in the context of the problem. In all the results that we have reported, we have related the performance of the different classifiers to the nature and structure of the data. The algorithms are not treated as 'black-boxes' and are thoroughly examined for the purpose of determining the appropriateness of application to the PHL-EC dataset.
The working principles of each classifier we have tried are not the same and we have provided justification for the results obtained.
Application of Existing Methods in Machine Learning
We briefly describe methods popular in literature that we have used.
Existing Methods Used

Machine Learning Algorithms
The following are the ML classification algorithms were used in the current work.
a. Probabilistic Classifiers: Gaussian Naïve Bayes evaluates the classification labels based on class-conditional probabilities with class apriori probabilities (Rish, 2001) . GNB works on the assumptions that the features are independent of each other and that they all come from a Gaussian distribution.
b. Instance-Based Classifiers: The k-nearest neighbor classifier is an instance-based classifier where the distance between the neighbors in the input space is used as a measure for categorization (Mohanchandra et al., 2015) .
Here, k is the number of nearest neighbors which are considered for automated classification: the class with the largest number of instances within the nearest k neighbors is predicted as the class of a test sample. We considered k to be 3 while the weights are assigned uniform values.
c. Hard-Boundary Classifiers: The working principle of support vector machines is to construct hard-boundaries which are n-dimensional hyperplanes, between the samples of different classes (Vapnik and Chervonenkis, 1964; Cortes and Vapnik, 1995) . Here, n is the dimensionality of the feature space of the data as fed to the machine.
We tried SVM without a kernel, and with a radial basis kernel (Boser et al., 1992) .
d. The parameters setup for linear discriminant analysis classifier was implemented by the decomposition strategy similar to SVM (Duda et al., 2001) . No shrinkage metric was specified and no class prior probabilities were assigned.
e. Tree-Based Classifiers: Decision trees build tree based data structures by using a criterion, namely information gain (or simply, gain) (Quinlan, 1986) . The discrimination which leads to the best value of gain is used to develop a rule; should the rule not result in a perfect discrimination of the data (which is often a consequence of accepting the best rule), then the criterion is recursively applied to the partitions in the data created by the previous rule.
A random forest is an ensemble of many decision trees (Breiman, 2001 ) and gradient boosted decision trees are further sophisticated as they do not consider the data in their raw form but use a functional approximation prior to discrimination (Friedman, 2000) . The splitting criteria that we used were Gini and elastic Gini (discussed in Section 5.2)
We address the complexity and attribute correlations in the dataset in a two-fold manner: by considering all the features in the dataset in one set of automated classification experiments, and by considering only the basic observables of mass and radius in another set of experiments. The accuracies of either set of experiments are presented and discussed.
The existing methods were implemented using the scikit-learn module in python (Pedregosa et al., 2011) , except GBDTs, which was implemented using XGBoost (Chen and Guestrin, 2016) .
Artificial Balancing by Undersampling
In order to mitigate the effects of bias introduced in the data which permeates to the results, we randomly down-sampled the non-habitable class for each test run as it has a dominating number of samples over the other two classes in the data. We call this process undersampling as the fundamental idea is to experiment with datasets which do not suffer from biases.
Since the number of psychroplanets and mesoplanets are smaller and comparable in magnitude, we consider all these samples for each run of the experiment, and we randomly sample 5%-10% of the non-habitable samples. The classification methods are then applied to a balanced dataset so constructed. The balancing and classification is repeated many times so that the results finally obtained are representative of the average-case classification. Thus, the results we report in Sections 4.2 and 5.4 is the average of many classification and testing runs, and each run was done on a dataset with a smaller, random sample of non-habitable planets.
Synthetic Oversampling Using Parzen Window Estimation
Another approach to handle the effects of bias due to the non-habitable class is an artificial data augmentation or oversampling. Here, we try to artificially add samples to the classes with lesser number of samples. Essentially, the paradigm of choice is to analyze the class-wise distribution of the data and to generate reasonable samples which reflect the general properties of their respective classes.
As a part of this approach, we estimate the density of the data by approximating a distribution function empirically -we do not assume that the numeric values in the data samples are drawn from a standard probability distribution. The method we use for this is known as window estimation. This approach was developed by Rosenblatt and Parzen (Rosenblatt, 1956; Parzen, 1962) . In a broader sense, window estimation is a method of kernel density estimation (KDE).
Here we augment variables from the top 85% of the features based on their importance as determined by random forest classifiers (Table 5 ). The experiments using KDE is done in the same manner as the experiments using undersampling.
Results
The classification algorithms are tested after a method of handling class-imbalance has been used on the data.
In order to evaluate the classifiers, we present the confusion matrices for each classifier after preprocessing. The confusion matrices can quantitatively indicate the proportion of instances of each class that are classified correctly or incorrectly. The (i, j) th entry in a confusion matrix indicates the percentage of the times a sample belonging to the i th is classified by an algorithm into the j th class. For a comparison baseline, we also present the results with no undersampling or data augmentation (Appendix A).
1. Artificial Balancing by Undersampling: After artificially balancing the dataset, the experiments were performed with different feature sets. In the first set of experiments, all the features after the removal of the unimportant features were used. This feature set is expansive and the classification algorithms are expected to find the best patterns from this data. In the second set of experiments, we use only mass and radius as features and this is more reflective of the classification being done without surface temperature.
2. Synthetic Oversampling Using Kernel Density Estimation: KDE was used to generate 1000 psychroplanet and mesoplanet samples. After the data was generated, the classifiers were trained and tested. Here too, the experiments were done separately using the entire feature set, and only mass and radius.
The results are presented in Table 1 : Confusion matrices of the results of classification using the entire set of features as well as only mass and radius, both for undersampling and oversampling using Parzen window estimation (as described in Sections 4.1.1, 4.1.2 and 4.1.3). The larger the values of the diagonal elements in the confusion matrix of a classifier, the better is the performance of the respective classifier.
The results are promising and indicate that ML can be used to effectively categorize new discoveries of planets.
However, as these are general methods which can be applied to various datasets, there are no aspects to the above methods that are cut out specifically for datasets which broadly have the same nuances as the PHL-EC dataset.
Hence, in the next section, we elaborate on methods that we developed with the PHL-EC dataset in mind.
Novel Methods of Characterization and Classification
Synthetic Oversampling by Assuming a Distribution in the Data and SVM-KNN
Assuming a distribution in data is a common approach in different simulations in physics. For our experiments, we assume that the Surface Temperature follows a Poisson distribution (Sale, 2015) . We randomly sample the remaining features as entire feature vectors from the original dataset; having estimated the value of surface temperature based on the distribution, we concatenate it with random feature vectors of the remaining parameters of samples from the same class. We use SVM-KNN (Peng et al., 2013) to ensure the purity in the class-belongingness of the synthetic samples generated by altering or rectifying the class of the synthetic samples which represent a different class. The steps in the algorithm are as follows:
Step 1: The best boundary between the psychroplanets and mesoplanets are found using SVM with a linear kernel.
Step 2: The distribution of either class is estimated as a Poisson distribution:
Step 3: Using the boundary determined in
Step 1, an artificial data point is analyzed to determine if it satisfies the boundary conditions: if a data point generated for one class falls within the boundary of the respective class, the data point is kept in it's labeled class in the artificial dataset.
Step 4: If a data point crosses the boundary of its respective class, then a K-NN based verification is applied. If 3 out of the nearest 5 neighbors belongs to the class to which the data point is supposed to belong, then the data point is kept in the artificially augmented dataset.
Step 5: If the conditions in Steps 3 and 4 both fail, then the respective data point's class label is changed so that it belongs to the class whose properties it corresponds to better.
Step 6: Steps 3, 4 and 5 are repeated for all the artificial data points generated, in sequence.
It is important to note that SVM and KNN are used here, along with density estimation, to rectify the classbelongingness (class labels) of artificially generated random samples and not as classifiers. If an artificially generated random sample is generated such that it does not conform to the general properties of the respective class (which can be either mesoplanets or psychroplanets), the class label of the respective sample is simply changed such that it may belong to the class of habitability whose properties it exhibits better. The strength of using this as a rectification mechanism lies in the fact that artificially generated points which are near the boundary of the classes stand a chance to be rectified so that they might belong to the class they better represent. Moreover, due to the density estimation, points can be generated over an entire region of the feature space, rather than augmenting based on individual samples. This aspect of the simulation is the cornerstone of the novelty of this approach: in comparison to existing approaches as SMOTE (Synthetic Minority Oversampling Technique) (Chawla et al., 2002) , the oversampling does not depend on individual samples in the data.
Elastic Splitting Criteria for Decision Trees
An interesting observation that can be made from the data is that the non-habitable class of exoplanets has a more expansive distribution in the feature space while the classes of mesoplanets and psychroplanets occupy a small range. This bias is more difficult to handle than a class-proportion bias as a small variance in some classes could easily be confused with the more distributed class, or be less representative to a classifier. Traditionally, splitting criteria for decision trees do not account for this and provide an equitable representation to all classes. However, taking into consideration structure and spread of the data, we try to assign elastic exponential parameters to all the probabilities in the Gini impurity index to develop an asymmetric representation for a split (Zighed et al., 2010) . Our intention is to adjust the bias towards the mesoplanet and psychroplanet classes so that the final results obtained are more efficacious.
The elastic splitting criteria is given by:
where I is the impurity of a node (Quinlan, 1986) , n is the number of classes in the dataset, p i is the probability of finding an instance of the i th class in a node, α i is the elasticity associated with the i t h class in the data. In order to ascertain the best split in a node in a decision tree, the gain G is used and I N , I L and I R represent the impurity of the parent node and potential left and right child nodes after a split, respectively. In our implementation, we have taken k = 5 so that this criteria is backward compatible with other existing libraries. The new addition to this splitting criteria are the elasticities α i which are constants that skew the response of the splitting criteria based on our preference and are supplied to the algorithm as parameters. The skewed response is visualized in Figure 2 .
What is clear is that for any α i > 1, the functional form of I is concave, which is a condition for a function to be used as a splitting criteria (Breiman, 1996) . The first and second partial derivatives of I(p 1 , p 2 , ..., p n ) are:
The Hessian matrix of I(p 1 , p 2 , ..., p n ) consequently is:
We briefly justify the concavity from the Hessian matrix by dealing with a 3-class scenario as this is relevant to our work. For a function to be concave, its Hessian matrix must be symmetric and negative definite. This implies (a) This is a visualization of the standard Gini impurity criteria. It is a perfectly symmetric function on two probability variables: there is no preference or asymmetry of having better classifications towards any class in the dataset. The highest impurity encountered here is when both classes have an equal number of samples in the same node, i.e., the proportion of each class is 50%.
(b) Here we see that the function has been skewed. The implication of this is that impurity due to the class c1 with probability p is less for a large range of p as compared to the standard Gini impurity. As a consequence of the peak being shifted towards the right, the maximum impurity of c1 comes from a greater number of samples than what results in a 50% proportion.
(c) This is similar to the case in Figure 2 (b), except that the impurity that results from the class with probability p − 1 is lesser.
(d) This is another variant that can arise due to the exponents (αs) when both classes contribute proportionately, and neither gets a clear preference: confusion may arise and such cases should be avoided with appropriate parameter tuning.
Figure 2: All the graphs plotted here are for a 2-class classification problem. If the probability of occurrence of a sample of one class in a node is p, then consequently, the probability of occurrence of a sample of the other class in the same node is 1 − p.
that the odd numbered primary minors must be negative and the even numbered primary minors must be positive . Let D i represent the i th primary minor. In the Hessian matrix of the elastic Gini, we have:
D 1 and D 3 can be negative and D 2 can be positive iff α i > 1∀i. Thus, following this condition, the function is concave, and we ensure in our computer program that we supply elasticities that are strictly greater than 1.
We implemented this method using the anytree module in the Python programming language running on a Linux-based OS on a computer with a 2.2GHz, dual-core, Core-i3 processor.
Understanding Surface Temperature Based Discrimination of Exoplanets Based on Machine Learning
After ascertaining the effectiveness of ML algorithms for the automatic classification of exoplanets, we developed a method to quantify the potential of a planet to be habitable, based on surface temperature alone, by developing a metric which is entirely data-driven. We call this the Thermal Suitability Score (TSS) because we develop it by using the mean surface temperature of a planet (and features extracted from the surface temperature)
Thermal Suitability Score
The Thermal Suitability Score (TSS) is a score which, in addition to providing a notion of similarity to Earth in terms of surface temperature, provides a habitability classification of an exoplanet. The formulation of this method is based on SVMs. As a part of this method, two classes are used based on the optimistic sample of potentially habitable exoplanets by PHL (Méndez, 2018) . The two classes are those of potentially habitable and non-habitable exoplanets. The TSS is determined by first finding the maximum separating hyperplane between the classes in the data, which acts as a discriminator, and using the distance from the hyperplane as the key characteristic. The metric is then developed by normalizing this distance by dividing by the distance of the Earth's feature vector from the hyperplane.
The goal of this model is a to find score that can instantly help us discriminate between potentially habitable and non-habitable planets by finding one boundary between two classes in the data. This is a hybrid approach where a model outputs a number and a sign, the number indicating similarity to earth and the sign indicating the class. In this light, Surface Temperature is one of the only features which can be used to develop the metric because S. Temp (and the related features of flux and distance from parent star) are the only features based on which the habitable and non-habitable samples are reasonably linearly separable.
Formulation of the Optimization Problem
The SVM quadratic optimization problem (Vapnik and Chervonenkis, 1964) , which is the basis of the TSS, is given as:
where y is the list of class labels corresponding to samples in the data, λ is the set of Lagrange multipliers, and K is the Gram matrix, which is given as:
where x i represents the i th sample in the data.
After the optimization problem has been solved and the support vectors have been found, the weight and bias:
the variables w and b are determined by:
where m is the number of samples in the dataset.
The features used in this method are of the following form:
where |·| represents the absolute value function and T is the surface temperature in Earth units. Together, these two features give us a data representation of the surface temperature and the similarity of the surface temperature of the planet to that of the Earth's. This implies that the Earth's feature vector is (1, 0) and the consequence of this is that in the feature space, the distance of Earth from the maximum separating hyperplane is the maximum. In addition to this, as a consequence of the discrimination done by the hyperplane, the output of the method is positive for potentially habitable samples (and non-habitable samples whose surface temperatures are near the hyperplane) and it is negative for non-habitable samples. Let the distance of the Earth from the maximum separating hyperplane be represented as d. The final expression for the score is thus given as: We use a parameter in addition to the value of the surface temperature of the exoplanets: the absolute value of the difference between the surface temperature of the exoplanet and the surface temperature of the Earth, whose value in EU is 1. Thus, the model inputs become ordered pairs of the type (T, abs(T − 1)). A data implication of extracting a feature this way is that the value of abs(T − 1) is 0 for Earth, an aspect central to the scoring mechanism of the model. From a physical viewpoint, we now have a representation of a planet's surface temperature in comparison to
Earth. From a computational viewpoint, we have an added dimension in the dataset which will help us effectively separate and score the potentially habitable planets from the non-habitable planets using a single hyperplane in a 2D space.
Overlap Between Classes
In the SVM formulation for a linearly inseparable dataset (Vapnik and Chervonenkis, 1964) , there is a minimization of a classification error which provides the best boundary between the classes in the data. However, in this method, we do not want to find a best-case boundary of separation, but would like to be inclusive of the habitable samples which are manually labeled by the PHL-EC as we consider them to be reliable points of judgment of habitability. Hence, we find the convex hull of the habitable samples and exclude the non-habitable samples within this convex hull prior to finding a separating hyperplane. By doing this, we get a perfect separation between the two classes, and we proceed to find the optimal separating hyperplane. 
A Geometric Interpretation of the Method and Proof of Maximum Value
Let the feature vectors be denoted as (T, g(T )), where
g(T) is nothing but an expansion of the absolute value function. L 1 and L 2 may be considered as two lines which intersect at (0, 1). Let the separating hyperplane be denoted by H. As we know that a separating hyperplane in a 2D space is a line, L 1 , L 2 and H may be considered to form a triangular region if the angle made b H with respect to L 1 and with respect to L 2 is zero. This is proven below.
Let the angle between H and L 1 and L 2 be θ 1 and θ 2 respectively. If sinθ 1 > 0 and sinθ 2 > 0, then we can say that H is not parallel or collinear with respect to L 1 and L 2 respectively. If sinθ 1 and sinθ 2 are both greater than 0 then H intersects with both L 1 and L 2 .
The slope of L 1 is −1 and the slope of L 2 is 1. Let the angle between L 1 and L 2 be given by θ 3 . Then,
Thus, considering the points of intersection of H with L 1 and L 2 being A = (x 1 , y 1 ) and B = (x 2 , y 2 ), and considering O = (1, 0), we can assert that a triangular region is formed by OAB. Also, from Equation 12, we know that OAB is a right angled triangle. Let us consider the side OA. Here, O and A are the end points. On this line segment, we know that point O is the greatest distance away from point A. This is proved by contradiction.
Let us assume that on this line segment, O is not at the greatest distance away from A. Let there be a point O on OA such that it lies between O and A and is at a greater distance away from A than O. We know that for any point K between O and A,
Hence, for the point O ,
However, this contradicts the premise that there can be a point O on the line segment OA for which |O A| > |OA|. This implies that on line segment OA the greatest distance between any two points on the line is the distance between the endpoints O and A and this is the length of the line. This further implies that there can be no point on OA apart from O for which |A O|sinθ 1 > |AO|sinθ 1 .
Keeping in mind the geometric representation as shown in Figure 5 , we see that the distance between O and AB, which actually represents the segment of the hyperplane included in the triangular region OAB, is given by |AO|sinθ 1 . The same can be proven by taking into consideration side OB instead of OA.
Thus, in the context of the problem, in the feature space, Earth is the furthest away from the maximum separating hyperplane and the distance of any planet with feature vector not equal to (0, 1) from H will be less than that of Earth.
Thus, finally, the conditions that arise which allow this model to be used as a metric is that the separating hyperplane should not be collinear or parallel to any of the sides of the triangular region formed by OAB. While solving the problem, we find that this condition is satisfied by the data. We find w = [−392.011, −2487.989], b = 923.011 and d = 531.0002. The solution of the problem was programmed in Python3.6 with the library CVXOPT, which is a library for convex optimization.
Results of New Methods of Classification
These results are presented in the same way as in Table 1 , with confusion matrices for classification methods.
Additionally, we present the results of TSS by presenting a representative sample of the scores.
1. Synthetic Oversampling Using Distribution Assumption and SVM-KNN: Similar to the method of oversampling using KDE, 1000 samples each for the classes of mesoplanets and psychroplanets were artificially generated. The classifiers described in Section 4.1 are used after the data generation.
2. Decision Trees and Random Forests with the Elastic Gini Splitting Criteria: We incorporate the elastic Gini criteria into decision trees and random forests and present the results in the Table 3. 3. Values of Thermal Suitability Scores: We present the TSS of a sample of potentially habitable and nonhabitable exoplanets in order to compare how the metric behaves for different exoplanets, and to understand the relevance of the scores. The samples of TSS is presented in Table 4 .
Results of Thermal Suitability Score Function
For the sake of clarity, we have included two sets of TSS values (shown in Table 4 ), one for potentially habitable exoplanets, and the other for non-habitable exoplanets as we have proven that the values of the scores can be positive and negative facilitating perfect discrimination between classes.
Discussion
The need for Training Classifiers on Balanced Datasets
Predominantly in the case of metric classifiers, an imbalanced training set can lead to misclassification. The classes which are underrepresented in the training set might not be classified as well as the dominating class. In the PHL-EC dataset, the non-habitable category is over 1000 times as large in terms of the number of samples compared to the mesoplanet and psychroplanet classes. Upon inspection of the confusion matrices of the classification done using all the features and the datasets without balancing, we can see that the results are biased and almost every sample will be classified as a non-habitable sample.
Order of Importance of Features
In any large dataset, it is natural for certain features to contribute more towards defining the characteristics of the entities in that set. In other words, certain features contribute more towards class belongingness than certain others. As a part of the experiments, the we wanted to observe which features are more important. The ranks of features and the percentage importance for random forests and for GBDTs (using XGBoost) are presented in Table 5 . Every classifier uses the features in a dataset in different ways. That is why the ranks and percentage importances observed using random forests and GBDTs are different. The feature importances were determined using artificially balanced datasets. (Barr et al., 2017; de Wit et al., 2018) . 
Results Using Different Feature Sets
In Tables 1, 2 and 3 where we have presented the results of all the classification runs, we see that the accuracies of classifiers on the restricted feature set of mass and radius only are generally lower compared to when the entire feature set is used. As the different classes of habitability are based on thermal properties, naturally, surface temperature emerges as the most important feature. Thus, most of the classifiers work well when all the features are used. However, when only the fundamental features of mass and radius are used to train the classifiers, the accuracies fall. Considerably robust are the tree-based classifiers of decision trees, random forests and gradient boosted decision trees, whose performance is good even when the restricted feature set is used.
Another interesting observation is that the classifiers are better at classifying the non-habitable samples. This is more pronounced when only mass and radius are used as features. Geometrically, mesoplanets and psychroplanets occupy a narrow band of values along every feature, especially surface temperature. The features of non-habitable samples comprise of a larger range of values. This is why a probabilistic classifier such as Gaussian Naïve Bayes', or hard-boundary classifiers SVM and LDA, and instance-based classifier KNN make a lot of wrong predictions when the restricted feature set is used. The non-habitable class is more distributed in the feature space, and an appropriate proportion of samples is required to ascertain correct classifications.
Results After Artificially Augmenting Data Samples
The artificial data samples provide a more representative distribution of samples of each class. Naturally, the performance of all the classifiers are better.
In particular, the greatest increase in the accuracies is that of the KNN classifier. As KNN entirely depends on the geometric closeness of the test samples to training samples, with larger and less sparse training sets, the performance is improved. The performance of the tree-based classifiers is also improved and brought close to perfect.
Using a combination of undersampling of the non-habitable class and oversampling of the mesoplanet and psychroplanet classes, and the restrictive feature set of only mass and radius, we see that random forests provide the best results.
Reason for Impressive Performance of Tree-Based Classifiers and Varying Performance of SVM
In the dataset, the classes are defined based on surface temperature. Upon training an SVM with all the features, the best boundaries between classes based on surface temperature are discovered. Upon inspection of the results, we see that SVM performs well when surface temperature is also included as a feature in the dataset. However, when SVM with a linear kernel is trained using only mass and radius, the accuracy suffers, whereas SVM with a radial basis kernel performs very poorly when the entire feature set is used, and fairly well when it is trained using mass and radius along an artificially augmented data samples. When only mass and radius are used as features, the different classes are not separated by strong boundaries and are cluttered as shown in 6. For such type of data, an SVM may not be an ideal classifier. The plot of mass vs radius shows that finding discernible trends or ranges only based on mass and radius is difficult to find.
The data is cluttered and is bound to create problems for any classifier. Clearly, no simple set of hyperplanes can separate the classes and hence, SVM fails when only these two features are used. However, the tree-based classifiers perform substantially better because they partition the feature space multiple times to find different ranges where the samples geometrically fall into.
However, the classification of samples in the overlapping regions of the different classes can be addressed using tree-based classifiers as they employ recursive space partitioning (Quinlan, 1986 ). This paradigm finds subspaces which correspond to different classes in the data; based on the class of the subspace a test sample geometrically falls into, the class is appropriately assigned to it. Decision trees work entirely based on this principle and random forests are an improvement over decision trees (Khaidem et al., 2016) wherein subsets of all the data points and features are sampled to build multiple tree classifiers whose predictions are aggregated (this principle is known as bootstrap aggregation or bagging). Gradient boosted decision trees (GBDT) employ further improvements over random forests where the data is modeled using a regressor function in every node of a tree learner.
It is observed that in general, under every type of experiment, the tree-based classifiers perform considerably better than the other classifiers.
Performance Improvement Using Elastic Gini Splitting Criteria in Decision Trees
Naturally, the inquisition arises to further build up on decision trees to bolster the performance. Asymmetricity in ML approaches treats different classes with different priorities. This is often a useful thing as various critical systems may be able to afford a false positive, but not a false negative. For a scientist, stumbling upon a planet which is predicted as habitable but turns out to be non-habitable might be something that can be easily looked over, but if a planet is found to be non-habitable by a machine but in reality it is habitable, it could cost science a lot of time until the right kind of discovery is finally made.
The right paradigm of informatics sciences is to introduce to standard methods as much domain-knowledge as possible. The splitting criteria in a decision tree is at the heart of its functioning. Hence, if the criteria could address the bias directly, it would be beneficial to finding the appropriate results. By developing the eleastic Gini criteria, we could introduce to the system a mechanism to counter the sample bias in the data. The elasticities are effectively priorities which are assigned to the system on a class-wise basis -the lower an elasicity for a class (while keeping to the permissible range), the higher the classification priority assigned to it.
Often, accuracies are not enough to ascertain the performance of classifiers -the numerical values of the overall accuracy using any of the methods on this dataset turned out to be extremely high. The high accuracies were a result of the sample bias -upon an examination of the confusion matrices, it became evident that the spatial distribution and geometry played an important role in determining the right method for the task.
Inference from the Thermal Suitability Score (TSS)
This is a metric which is developed using ML and appropriate feature extraction. The method takes our current knowledge and uses it to discriminate and gauge the potential of incoming samples. Although optimization-based approaches have been proposed by (Bora et al., 2016) and (Saha et al., 2017) , an optimization of an error function in a habitability metric has not been explored before. As it is inherently based on ML, we can increase the number of parameters as long as the notion of linear separability is maintained.
The value of this metric can only be less than 1 for all planets whose surface temperature are not equal to 1 (in EU). The consequence of this is that the value of TSS for only the Earth is equal to 1, and at this point in time, every other planet (which is a part of the PHL-EC) has a TSS of less than one. In addition to that, the hard-boundary aspect of SVMs is used to provide results which are negative for non-habitable planets. Conclusively, the negative sign is an out-of-the-box indicator that a planet may not be thermally suitable for habitability. Samples close to the hyperplane may be ambiguous or erroneous; in this model, the hyperplane itself does not perfectly divide the dataset into perfect class-wise partitions, but provides a best-case discriminator. Some of the salient features of Table 4 , in most places, the sign of the TSS has matched the CDHS class of the corresponding planet (except for one case) (Saha et al., 2017) , where class 5 of the CDHS () has a negative score and class 6 has a positive score. Negative represents non-habitable, and from what we know of the planets in the TRAPPIST-1 system with negative values of TSS, they're not potentially habitable.
3. Learning from Example: This is a metric which is developed using ML and appropriate feature extraction.
The method takes our current knowledge and uses it to discriminate and gauge the potential of incoming samples.
4. Tackling Skewness: From Figures 3 and 4 , we see that the distribution of the habitable samples in the feature space is not symmetric, but there exists a skewness. As a consequence of this, the separating hyperplane is not parallel to the x-axis. However, by thus using the separating hyperplane as a reference boundary, we can equitably judge the samples notwithstanding their respective surface temperatures being lesser than or greater than that of Earth.
Scalable:
As it is inherently based on ML, we can increase the number of parameters as long as the notion of linear separability is maintained.
6. No Planet can have an Ambiguous Score: Technically, points on the hyperplane will have a TSS value of zero. As there are no planets which themselves lie on the maximum margin hyperplane, no planet may have a zero value.
Conclusion and Future Work
This paper presents the effectiveness of using machine learning to explore the problem of habitability classification of exoplanets. The novelty of the work lies in the appropriate exploration of the PHL-EC dataset and usage of automated classification methods that was hitherto not investigated in the existing literature. The work is a detailed investigation on exploratory data analysis involving algorithmic improvisations and machine learning methods applied to the PHL-EC dataset, bolstered by a comprehensive understanding of these methods (as documented in the appendices). The inferences drawn fortify the usage of these methods.
The dataset is unique and is a combination of both derived and fundamental planetary parameters. The derived features provide a rich representation of the exoplanets' characteristics. The accuracy of various machine learning algorithms used on the PHL-EC dataset has been computed and tabulated. Random forest, decision trees, and
XGBoost perform the best with the highest class-wise accuracies closely followed by SVM; the new elastic Gini splitting criteria allows us to introduce nuances in the dataset for analysis and helps us to further improve decision trees for the task. Despite the sample bias due to the non-habitable class, we were able to achieve remarkable accuracies with classification algorithms by performing undersampling and synthetic data augmentation on the data. This goes to show that a careful study of the nature and trends of the data is a must, and simple solutions may often suffice. In addition to the implementation of classification, we have incorporated the default ideas of separability of classes in the dataset to develop the TSS which can indicate the potential habitability of an exoplanet based on the similarity of the of the exoplanet's surface temperature to the surface temperature of Earth.
The outcomes of the best classifiers coupled with the feature ranking and habitability metrics (TSS as well as other metrics like CDHS) allows us to take a data-centric view of the characterization of exoplanets which can match the inferences built based on the physical study. The methods all have proofs of convergence and scalability and hence, in the future, they may be extended to incorporate newer and more relevant discoveries. As the data acquisition technology goes on improving, we will be able to incorporate new and more reliable parameters into our models and this will facilitate the efficacy of our approaches.
Exoplanets are frequently discovered and categorizing them manually is an arduous task. As data are collected, gradually adding to the volume of existing data, automatic annotation methods, along with viable strategies for discovery (Schulze-Makuch and Bains, 2018), would eventually provide an advantage in terms of the required processing time and effort. Thus, in the future, a continuation of the present work would be directed towards achieving a sustainable and automated discrimination system for efficient and accurate analysis of different exoplanet databases. From a methodological point of view, the elastic Gini criteria can be used in decision trees, the TSS can be expanded by incorporating other features, and neural networks with activation functions inspired by the functional forms of the current methods and current data challenges can be developed for extensive analysis. We have described a novel neural network activation function in Appendix C inspired by our understanding of TSS. The current work, in addition to the methodological exposition, also builds on a "best-practices pipeline" for data-driven tasks.
We end this section with a note on the correct usage of ML and artificial intelligence in habitability classification of exoplanets. We do not intend to inspire any notions of automata taking over subtle and sensitive tasks such as discovering habitable worlds in the universe. Rather, we emphasize that the current work should be used to facilitate and reinforce the process of discovery and the inferences drawn be used to bolster our knowledge in the areas of exoplanet discovery.
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Appendix A. Effects of Imbalance in the Dataset
In Table A .6, we have presented the results of classification done without undersampling of the non-habitable class or synthetic augmentation of the mesoplanet and psychroplanet classes. In most of the results, there's a preference towards classification of a larger number of samples as non-habitable (after the classifier has been trained).
Thus, the methods of balancing that can be effectively used for ensuring an equitable representation of all the classes in the dataset, consequently resulting in better classification accuracies. In order to generate 1000 samples for the classes with less number of samples (mesoplanets and psychroplanets), the hybrid SVM-KNN algorithm as described in Section 5.1 is used to rectify the class-belongingness of any nonconforming random samples. For this, the temperature-related features of P. Ts Mean, P. Ts Min, P. Teq Min, and P. Teq Max are considered in this rectification mechanism. The artificially generated dataset is iteratively split into training and testing sets (in a ratio of 70:30). If any artificially generated sample in any iteration fails to be accepted (or be correctly classified) by the SVM-KNN algorithm, its class-belongingness in the dataset is changed.
As this simulation is done only on two classes in the data, non-conformance to one class could only indicate the belongingness to the other class.
The process of artificially generating and labeling data is illustrated in Figure B .7. A new set of data points generated randomly from the estimated Poisson distributions of both classes are plotted. The points in red depict artificial points belonging to the class of psychroplanets and the points in blue depict artificial points belonging to the class of mesoplanets. In general, the number of non-conforming points are less in number as the estimated distributions of the features of either class are different. Figure B .7(b) depicts three points (encircled) that should belong to the psychroplanet class but belongs to the mesoplanet class: note that these three points cross the boundary between the two classes as set by an SVM. The blue portion may contain points which belong to only the mesoplanet class and the yellow portion may contain points which belong only to the psychroplanet class, but these three points are non-conforming according to the boundary imposed. Hence, in order to ascertain the correct labels, these three points are subjected to a K-NN based rectification. In Figure B .7(c), the points in the dataset are plotted after being subjected to K-NN with k = 5 and class labels are rectified as is necessary to uphold the purity of either class. The three previously non-conforming points are determined to actually belong to the class of psychroplanets, and hence their class-belongingness is changed. Figure B . 7(d) shows that the boundary between the two classes is altered by incorporating the rectified class-belongingness of the previously non-conforming points.
In this figure, it is to be noted that all the points are conforming, and there are no points which belong to the region of the wrong class.
This procedure was run many times on the artificially generated data to estimate the number of iterations and the time required for each iteration until the resulting dataset was devoid of any non-conforming data points. As the process is inherently stochastic, each new run of the SVM-KNN algorithm might result in a different number of iterations (and different amounts of execution time for each iteration) required until zero non-conforming samples are achieved. However, a general trend may be analyzed for the purpose of ascertaining that the algorithm will complete in a finite amount of time. Figure B .8 is a plot of the i th iteration against the time required for the algorithm to execute the respective iteration (to rectify the points in the synthesized dataset). From this figure, it should be noted that each successive iteration requires a smaller amount of time to complete: the red curve (a quadratic fit of the points) represents a decline in the time required for the SVM-KNN method to complete execution in successive iterations of a run. The number of iterations required for the complete execution of the SVM-KNN method ranges from one to six, with a generally declining execution time of successive iterations, proving the stability of the hybrid algorithm. Any algorithm is required to converge: a point beyond which the execution of the algorithm ceases. In this case, convergence must ensure that every artificially generated data point conforms to the general properties of the class to which it is labeled to belong.
Appendix B.2. Generating Data Empirically
In Section ??, a technique to estimate the probability density function of a sequence of random variables, called KDE (using Parzen-window estimation), was briefly described. We elaborate on the method and validate the method by performing a density estimation on random numbers generated from several known analytic continuous (c) The three non-conforming data points' class belongingness rectified using K-NN. Now they belong to the class of psychroplanets, as their properties better reflect those of psychroplanets.
(d) In the successive iteration, the boundary between the two classes has been adjusted to accommodate the three rectified points better. Now it is evident that the regions of the two classes (blue for mesoplanets and yellow for psychroplanets) comprise wholly of points that reflect the properties of the classes they truly belong to. and discrete distributions. As a part of this exercise, we have presented goodness-of-fit scores for the estimated distributions. In addition to that, we have also plotted the graphs of the data points for a visualization of the density (generated using the standard analytic distributions as well as a Parzen-window estimate of those distributions).
We provide evidence of the working of Parzen-window estimation for different standard continuous and discrete probability distributions.
Appendix B.2.1. An Analytical Exposition of Density Exploration
Let X = x 1 , x 2 , . . . , x n be a sequence of independent and identically distributed multivariate random variables having d dimensions. The window function used is a variation of the uniform kernel defined on the set R d as follows:
Additionally, another parameter, the edge length vector h = {h 1 , h 2 , . . . h d }, is defined, where each component of h is set on a heuristic that considers the values of the corresponding feature in the original data. If f j is the column vector representing some feature j ∈ X and
the edge length h j is given by,
where c is a scale factor.
Let x ∈ R d be a random variable at which the density needs to be estimated. For the estimate, another vector u is generated whose elements are given by:
The density estimate is then given by the following relationship:
.2. Generating Synthetic Samples From the Estimated Empirical Distribution
Traditionally, random numbers are generated from an analytic density function by inversion sampling. However, this would not work on a numeric density function unless the quantile function is numerically approximated by the density function. In order to avoid this, a form of rejection sampling has been used.
Let r be a d-dimensional random vector with each component drawn from a uniform distribution between the minimum and maximum value of that component in the original data. Once the density, p(r) is estimated by Equation (B.5), the probability is approximated to:
To either accept or reject the sample r, another random number is generated from a uniform distribution within the range [0, 1). If this number is greater than the probability estimated by Equation (B.6), then the sample is accepted. Otherwise, it is rejected.
For the PHL-EC dataset, synthetic data was generated for the mesoplanet and psychroplanet classes using this method by taking c = 4 for mesoplanets and c = 3 for psychroplanets (in Equation (B.5)). 1000 samples were then generated for each class using rejection sampling on the density estimate. In this method, the bounding mechanism was not used and the samples were drawn out of the estimated density. Here, the top 85% of the features by importance were considered to estimate the probability density, and hence the boundary between the two classes using SVM was not constructed. The values of the remaining features were copied from the naturally occurring data points and shuffled between the artificially augmented data points in the same way as in the method described in Section 5.1). The advantage of using this method is that it may be used to estimate a distribution which resembles more closely the actual distribution of the data. However, this process is a little more complex than assuming a standard probability distribution in the data. Nonetheless, this is an inherently unassuming method and can accommodate distributions in data which are otherwise difficult to describe using the commonly used methods for describing the density of data.
Appendix B.2.3. Parzen-Window Estimation of Continuous Random Variables
For the tests involving univariate continuous random variables, standard distributions were used with the location parameter set to 0 and the scale set to 1. The distributions used in their univariate forms were: For each distribution, 10000 samples were generated and then used to estimate the original analytic distribution function. For the univariate case, the actual and estimated probability density were calculated over the range -5 to 5 by stepping at 0.1 and for multivariate, the same was done over the range (-1, -1) to (1, 1) by stepping at 0.1.
The mean squared error was calculated and has been presented in Table B .7. The graphs of these calculated values are presented in Figure B .9 for univariate data and Figure B .10 for multivariate data.
Appendix B.2.4. Parzen-Window Estimation of Discrete Random Variables
The discrete probability distributions used for testing KDE and their parameters were:
1. Binomial (n=30, p=0.5)
Poisson (µ=5)
These distributions were tested by generating 10000 samples each, which were then used to estimate the mass function of the original distribution. Once the mass function was estimated, 10000 random samples were drawn from the estimated distribution using rejection sampling. Further, for the binomial distribution, the probabilities were estimated for integers from 5 to 25, both inclusive, while for the Poisson distribution, the probabilities were estimated for integers in the range 0 to 16, both inclusive. Once these expected and observed values were generated, a chi-squared test was performed and the results have been laid out in Table B .8. The frequency graphs for both observed and expected values are presented in Figure B .11.
In the cases of both discrete and continuous distributions, it is evident that KDE's performance is reasonable for generating data points. A small MSE or Chi-squared score is desirable as this represents a small deviation of artificially generated points from the actual distribution of the data. Thus, in experiments which require the estimation of the distribution of data, KDE is a candidate whose efficacy may be compared with the common methods of assuming a probability density using well established probability densities.
Appendix C. Future Work: Activation Function (SBAF) for a Neural Network
The investigation into finding an optimal set of features for surface temperature based discrimination of habitability (Section 5.3) led us to modeling an activation function which may be used in back propagation in Neural
Networks. The activation function may be used to reduce the error in back propagation while using Artificial Neural Networks to classify exoplanets based on habitability features. The structure of the activation is inspired by the outcome of TSS (Table 4 ) and previous work on habitability modeling and classification (Bora et al., 2016; Saha et al., 2017) based on econometric production function Ginde et al., 2016 Ginde et al., , 2015 Sarkar et al., 2016) . The visualization of the activation function shows that it doesn't suffer from the local oscillation problem and may not experience premature convergence witnessed in gradient descent/ascent based methods. We present a nice analytical property of the function below. Clearly, the first derivative vanishes when α = x, the derivative is positive when α > x and is negative when α < x (implying range of values for α so that the function becomes increasing or decreasing). We need to determine the sign of the second derivative when α = x to ascertain the condition of maxima (corresponding to maximum width of the separating hyperplane ensuring optimal discrimination between habitability classes). Assuming 0 < x < 1, the condition of optimality, 0 ≤ α ≤ 1, y by construction lies between (0, 1). Hence, d 2 y dx 2 < 0 ensuring maxima of y.
• x is surface temperature (normalized between 0 and 1) and 1−x is the complement of that, together explaining the perfect discrimination between habitability classes as explained in our TSS above. The motivation of SBAF is derived from this fact of TSS. Using kx α (1 − x) 1−α shall maximize the width of the two separating hyperplanes in the SVM used in TSS (See the proof below) as the kernel has a global maxima when 0 ≤ α ≤ 1. This is equivalent to the CDHS formulation when CD-HPF is written as y = kx α (1 − x) β where ensures global maxima (maximum width of the separating hyperplanes) under such constraints (Bora et al., 2016; Saha et al., 2017) .
• The new activation function to be used for training a neural network for habitability classification boasts of an optima. Evidently, from the graphical simulations below, we observe less flattening of the function and therefore the formulation should be able to tackle local oscillations more easily as compared to the more generally used sigmoid function. Moreover, since 0 ≤ α ≤ 1, 0 ≤ x ≤ 1, 0 ≤ 1 − x ≤ 1, the variable term in the denominator of SBAF, kx α (1 − x) 1−α may be approximated to a first order polynomial. This may help us in circumventing expensive floating point operations without compromising the precision.
• Need to show that the maxima is unique in the defined interval. This will circumvent the local maxima problem. 
