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THE CONE OF QUASI-SEMIMETRICS AND
EXPONENT MATRICES OF TILED ORDERS
MIKHAILO DOKUCHAEV, ARNALDO MANDEL, AND MAKAR PLAKHOTNYK
Abstract. We determine the combinatorial automorphism group of the cone of quasi semi-
metrics. Integral quasi semimetrics, also known as exponent matrices of tiled orders, can be
viewed as monoids under componentwise maximum and we provide a novel derivation of the
automorphism group of that monoid. Some of these results follow from more general considera-
tion of polyhedral cones that are closed under componentwise maximum, considered as monoids
under addition, under max, and are semirings combining both operations.
1. Introduction
The polyhedral cone of the quasi-semimetrics on {1, 2, . . . , n} can be seen as a meeting point
of distance geometry, discrete geometry, tropical algebra and tiled orders.
Metric spaces are a well known concept. Quasi-semimetrics (see Deza, Dutour, and Pan-
teleeva [6], Deza, Deza, and Sikiric´ [7], Deza and Panteleeva [8] and Deza, Deza, and Du-
tour Sikiric´ [5] — the term is not totally standard) are a weakened form of metrics: for
a given space X , d(x, y) is required to be a nonnegative real, and the triangle inequality
d(x, y) 6 d(x, z) + d(z, y) has to be satisfied. It relaxes two requirements on the definition
of a metric, namely, it is not required to be symmetric, and distinct elements are allowed to be
at “distance” zero. Quasi-semimetrics form a convex cone of real functions on X×X ; for finite
X , that is a rational polyhedral cone, which we denote EˆX (also Eˆn if X = [n] = {1, 2, . . . , n})
(denoted QMETn in [7]) and it has been the object of some study, in the preceding references
and elsewhere. It is convenient, for the discussion below, to have the explicit description of
Eˆn as the subset of Mn(R) consisting of matrices X = (xij) such that for all pairwise distinct
i, j, k,
(1)
Tijk : xij + xjk > xik ,
Nij : xij > 0 ,
xii = 0 .
Following [7], the Tijk are called triangle inequalities, while Nij are nonnegativity inequalities.
Also, to avoid special cases requiring definition acrobatics, we stipulate that n > 3, whenever
Eˆn is considered.
These cones are quite thoroughly discussed in [7], and one aspect will be relevant here: the
determination of their (orthogonal) symmetry group and combinatorial symmetry group (those
are defined in Section 2). There is a group of “obvious” symmetries that we describe later
and denote by Sn. The authors of [7] verified computationally that Sn is the whole symmetry
and combinatorial symmetry group of Eˆn for small n and conjectured that this was the case in
general. Here, these conjectures are proved.
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As every cone, EˆX is a semigroup under addition; it is, moreover, closed on an additional
operation, which also turns it into a commutative semigroup: componentwise maximum (simply
referred to as max, with infix notation ⊕).
We will be interested mainly in integer valued quasi-semimetrics, and denote En = Eˆn ∩ N
n.
Those have arisen in a context far removed from the usual study of polyhedra, the theory of
tiled orders in algebras. These play the role of non-commutative arithmetics, being also of
great importance to integral representations [15]. Order of “tiled form” appeared as essential
ingredients in the study of large classes of orders in algebras, gaining special significance in
the theory of orders of finite representation type and in the investigation of global dimension.
Since then tiled orders (also called Schurian orders and monomial orders) were studied from
various points of view, and, apart from their structural, representation theoretic and homolog-
ical applications, they turned out to be useful to additive categories [1] and, more recently, to
the connection between Cohen-Macaulay representation theory and cluster categories [4] (see
also the bibliography in [11]).
Given a discrete valuation ring O, with maximal ideal piO, a tiled order over O is a ring of
the form
Λ = (piαijO) ⊆Mn(O),
where piO is the maximal ideal of O and (αij) ∈Mn(Z)
1. Actually, for Λ to be multiplicatively
closed it is necessary and sufficient that the triangle inequalities
(2) αij + αjk > αik,
hold for any i, j and k, whereas for it to be unital, it is necessary that αii 6 0 for all i. So, Λ
is completely characterized by O and the exponent matrix (αij).
By [13, Lemma 1.1] each n× n tiled order over O is isomorphic to a tiled order specified by
a nonnegative exponent matrix. Such a matrix is simply an integer valued quasi-semimetric.
If we fix the ring O and n, we can consider Λ as a map from En to the set of tiled orders
contained in Mn(O). The operations on the integer cone En can be nicely interpreted through
this map. If, A,B ∈ Eˆn, then
Λ(A⊕B) = Λ(A) ∩ Λ(B),
and
Λ(A+B) = Λ(A) ◦ Λ(B),
where the last operation is a kind of “Hadamard product” of tiled orders, formed by taking
componentwise products, in the usual sense of products of ideals.
Automorphisms of each monoid, (En,+) and (En,⊕), tell us about symmetries of the family
of tiled algebras over a fixed ring. Given the description of Eˆn, there is a natural class of
maps that preserve the cone: permutations of coordinates that leave the system describing Eˆn
invariant. Those are of two types:
(a) Any permutation pi on the indices induces the permutation Ppi : xij 7→ xpi(i)pi(j).
(b) The transpose map (called reversal in [5]) τ : xij 7→ xji.
We call those system automorphisms, and denote the group they form by Sn. Since τ commutes
with all permutations of the first type, it follows that Sn ∼= Sn × Z2.
Clearly Sn respects integrality and the operations of addition and max. A natural question
is whether new automorphisms can crop up if we consider each of those monoids. That is not
the case: it was proved in [11] that the automorphism group of each is exactly Sn.
Those proofs were considerably ad-hoc and elaborate, and here we will present new ones.
Additive automorphisms of the monoid of integer points in a rational cone naturally extend to
a linear automorphisms of the cone, thus respecting its face-lattice. The automorphism group
of (En,+) is clinched by showing that the automorphism group of the face-lattice is induced by
1Actually, one could have started with any ring O and a non-Archimedean valuation ν, and let Λ = {A ∈
Mn(O) | ν(aij) > αij}.
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Sn, a fact that, as already mentioned, had been conjectured in [5]. For some perspective on this
result, we refer the reader to [2]; there, some elegant algorithms for computing the symmetry
group of a given polyhedral cone are shown, whereas for the combinatorial symmetry group,
only some heuristics are provided. The simplest technique for that is to determine the bipartite
incidence graph of extreme rays and facets, and then computing the automorphism group of
the graph, a nontrivial task. Doing that for Eˆn would be daunting even for moderate values of
n, but we are able to finesse the problem by showing that just a small part of the graph suffices.
The automorphism group of (En,⊕) are derived from a more general view of cones closed
under max, and their integer point submonoids. In this case, in general, a ⊕-automorphism
does not need to respect the face-lattice (Example 5.1), and may even not be extendable to the
whole cone. We present some conditions which imply that the automorphisms of the integer
submonoid of a max-closed cone are induced by permutations of the coordinates. This is enough
to show that Aut(En,⊕) = Aut(En,+)
We start by recalling some basics on rational polyhedral cones and proving some initial facts
in Section 2.
Section 3 main result is that the group of automorphisms of the face lattice of Eˆn is induced
by Sn. That suffices to show that Aut(En,+) = Sn.
Section 4 presents some basic facts about max-closed cones. This is followed by Section 5
where we prove the aforementioned result on ⊕-automorphism of the integer submonoid of a
max-closed cone, entailing, in particular, that Aut(En,⊕) = Sn.
The final Section 6 is more general. We view max-closed cones contained in Qn+ as semirings
and study its endomorphisms and automorphisms as such. Semiring automorphisms are shown
to have a very strict structure. For a rational max-closed cone, they are restriction of linear
maps described by monomial nonnegative matrices; for the corresponding integer cone, those are
restricted to permutation matrices. Then we provide some information about endomorphisms,
by showing that an integer max-closed cone has only finitely many indecomposable semiring
endomorphisms.
2. Preliminaries on polyhedral cones
We present here a summary of facts and terminology about polyhedral cones; some of these
have been appropriately streamlined for our needs. For more detailed information and proofs
the reader is referred to [3, 5, 16]. Besides the definitions, we make several barefaced assertions;
they are well-known facts and can be found in the references, but, except for a single theorem
we quote, they are easy exercises.
In what follows, I, J,N will denote finite sets; R, Z, R+, N will stand for the sets of real
numbers, integers, non-negative reals and non-negative integers, respectively. In the vector
space RN we single out the canonical basis vectors ei and the one vector 1 =
∑
i ei; on R
N ,
x 6 y means xi 6 yi for all i ∈ N , and x > y means y 6 x. The support of v ∈ R
N
is supp(v) = {i ∈ N | vi 6= 0} and its cardinality will be denoted s(v). A subset of R
N is
full-dimensional if it linearly spans the whole space. We will consider subsets S, S ′ of RN to
be equivalent if there is a bijection between S and S ′ such that the image of each vector is
a positive scalar multiple of it. A ray is an equivalence class of a singleton, and we will say
that S is clean if its elements belong to different rays. A point (or ray) x that satisfies a linear
inequality ax > 0, does it exactly if ax = 0 and strictly if ax > 0. A ray is rational if it contains
a vector with rational coordinates.
A finite set of non-zero vectors S is said to be a V-description of the set {
∑
v∈S λvv | λv ∈
R+ for all v ∈ S}, and S is also called an H-description of {x ∈ R
N | vtx > 0 for all v ∈ S}. We
may think of S as the set of rows of a matrix A; then S is an H-description of {x ∈ RN | Ax > 0}.
The Weyl-Minkowski Theorem (see [16] and [3]) states that a set has a V-description if and only
if it has an H-description; further, it has a V-description with rational rays if and only if it has
an H-description in which the matrix has only rational entries. A set with either description
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is called a polyhedral cone, and it is a rational polyhedral cone if it has either description using
only rational data. Clearly, equivalent sets describe the same cones; either way, just clean
descriptions suffice.
A cone C is pointed if the only linear subspace it contains is (0). A cone C is full-dimensional
if there is a point that satisfies all inequalities of an H-description strictly.
A linear inequality ax > 0, with a 6= 0 that holds for every x ∈ C is a valid inequality for C; the
face of C it induces is the set {x ∈ C | ax = 0}. We also consider C a (improper) face. The faces
of a cone, ordered by inclusion, comprise a lattice, the face-lattice of the cone, with intersection
as the meet operation. The face lattice is finite and graded. A facet is a maximal proper face.
If C is full-dimensional, every facet is induced by a unique (up to equivalence) inequality, and
the collection of such facet-inequalities comprises the unique minimal H-description of C. The
face-lattice is coatomistic: every proper face is an intersection of facets; equivalently, in any
H-description, a face is a subset of C that satisfies some fixed subset of the inequalities exactly.
A point in a face interior to it if the valid inequalities it satisfies exactly are precisely those
that induce the face; every face has an interior point. Equivalently, a point p is interior to a
face F if and only if the facets containing p are those that contain F ; in particular, in a clean
H-description, a facet-inequality is one such that there is a point satisfying that one exactly,
and all other inequalities strictly. Also it follows that C is full-dimensional if and only if it has
an interior point. If the cone is pointed, the minimal non-zero faces are rays, so called extreme
rays, and these comprise the unique minimal V-description of the cone. The face-lattice is also
atomistic: every face is a join of extreme rays.
An integer cone is the intersection CZ of a rational cone C with Z
N . Such a cone is an additive
submonoid of ZN , and it is finitely generated. If C is pointed, there exists a unique minimal
set of generators, called a Hilbert basis, and it is finite (see [16, Theorem 16.4], [3, Chapter 2]);
it contains one point in each extreme ray, and usually some more points.
All that was presented above is hinged on a fixed system of coordinates, given by the basis of
elementary vectors. A more elegant, coordinate free approach is used in [3]; however, we really
need the coordinates here: the reason is that we are interested in the max operation, and that
is defined only for a fixed basis.
Example 2.1:Let us look at Eˆn from the perspective above. For a fixed n, let Nn = {(i, j) | 1 6
i, j 6 n, i 6= j}. Then, (1) (with the equations for xii removed) is an H-description of Eˆn ⊆ R
Nn . This
cone is full dimensional, as the quasi-semimetric of all ones satisfies all nonnegativity and triangular
inequalities strictly (hence it is an interior point). There is a natural linear isomorphism of RNn to
{A ∈ Mn(R) | aii = 0 for all i}, so we refer to members of Eˆn as matrices (and depict them as such),
always keeping in mind the null diagonal. The integer cone of Eˆn is, of course, the set of exponent
matrices En. We later show (Corollary 3.3) that every inequality of the H-description is facet defining.
A linear automorphism of a cone C ⊆ RN is a linear automorphism ϕ of RN such that
ϕ(C) = C. If ϕ is an isometry preserving Euclidean distance, it is said to be a symmetry of
C. It is clear from the definition that any linear automorphism of C maps faces to faces, and
induces an automorphism of the face lattice of C; in particular, the families of extreme rays and
of facets are invariant. Moreover, if C is full-dimensional, its extreme rays linearly generate the
whole space, so a linear automorphism is fully determined by its action on the extreme rays.
We single out four symmetry groups associated with a given cone C (we combine the notation
of [2] and [5], with occasional slight change of meaning):
• Comb(C) - the combinatorial symmetry group, consisting of all automorphisms of the
face-lattice of C.
• Lin(C) - the linear symmetry group, consisting of all linear automorphisms of C.
• Symm(C) - the symmetry group, consisting of all symmetries of C.
• ModSymm(C) - the modular symmetry group, consisting of all linear automorphisms
leaving C ∩ NN invariant.
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So, any linear automorphism of C induces an automorphism of the face lattice of C, and this
induction is indeed a group homomorphism ind : Lin(C) → Comb(C). As the face-lattice is
both atomistic and coatomistic, both the set of facets and the set of extreme rays are bases for
the permutation group Comb(C); that is, any element of this group is fully determined by its
action on either set. The approach favored in [2] is to represent automorphisms by their action
on extreme rays, while in Section 3 we find it convenient to represent them by their action on
the facets. After all, convenience depends on the available description of the cone.
Proposition 2.1. If C is a full dimensional pointed rational cone, the restrictions of ind to
Symm(C) and ModSymm(C) are injective.
Proof. Consider first the restriction to ModSymm(C). If ϕ is in the kernel of this map, it leaves
each ray invariant. But the set of integral vectors in the ray is also invariant, and that implies
that ϕ is the identity on that ray. So it is the identity automorphism. As for Symm(C), we
apply the same argument to the unit vector in each ray. 
Example 2.2:Notice that, in spite of the similarity exposed in the proof of Proposition 2.1, Symm(C)
and ModSymm(C) can be quite different. Consider the cone C1 = {x ∈ R
2 | x2 > 0, x1 − x2 > 0};
the map given by
(
1 0
1 −1
)
is in ModSymm(C1) but not in Symm(C1). On the other hand, for
C2 = {x ∈ R
2 | x2 > 0, 3x1 − 4x2 > 0}, the map given by 15
(
4 3
3 −4
)
is in Symm(C2) but not in
ModSymm(C2).
Notice also that the restrictions of ind above (actually, ind itself) can be far from surjective.
To see this, take your favorite highly symmetric cone and apply to it a linear transformation that
is neither orthogonal nor modular. The poor image’s symmetry and modular symmetry groups
becomes severely handicapped, while the combinatorial symmetry group gets away scot-free.
Going back to the cone Eˆn, we notice that Sn consists of maps that are both isometries and
modular, that is, we have the following diagram of monomorphisms:
Symm(Eˆn)
ind
((P
PP
PP
PP
PP
PP
P
Sn
⊆
// Symm(Eˆn) ∩ModSymm(Eˆn)
⊆
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
⊆
++❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
Comb(Eˆn)
ModSymm(Eˆn)
ind
66♥♥♥♥♥♥♥♥♥♥♥♥
Figure 1.
As it turns out in Theorem 3.8, the composition Sn → Comb(Eˆn) is surjective, hence all
inclusions are equalities.
3. Additive and combinatorial automorphisms of En
The main result in this section is Theorem 3.7, which describes the combinatorial automor-
phism group of Eˆn. For n 6 5 this has been determined by [6], computationally. As noted
before, while some shortcuts exist, the general method for computing the combinatorial auto-
morphism group of a cone is to determine the bipartite incidence graph of extreme rays and
facets, and then computing the automorphism group of the graph. Although no polynomial
algorithm is yet known for such computation, there are very good programs [14] that can handle
graphs of fairly large size.
As per Corollary 3.3, Eˆn has n(n−1)
2 facets. However, [6] tells us that for n > 6, the number
of extreme rays is already too big for polite computational society.
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As it turns out, there is an orbit of Sn, denoted L Cn, consisting of 2n extreme rays, such
that it is enough to consider the incidence graph of facets and L Cn to clinch Comb(Eˆn); the
following nice properties hold:
(a) L Cn is an orbit of Comb(Eˆn) (Lemma 3.10).
(b) The action of Comb(Eˆn) is the same as the action of Sn (Lemma 3.12).
(c) The action above is faithful.
The last item is what will finally establish the main theorem.
We will need a description of En which was developed by Dokuchaev et al. [11]. For each
proper subset I of {1, . . . , n}, the associated oriented cut quasi-semimetrics ([6, 8, 9]) is the
binary exponent matrix δ(I) such that δ(I)ij = 1 if and only if i ∈ I, j /∈ I. It is shown in
[6, Theorem 5] that all oriented cut quasi-semimetrics are extreme rays of Eˆn. They are also
fundamental with respect to the max operation:
Theorem 3.1. [11, Theorem 1.1] Every exponent matrix is the max of a collection of at most
n nonnegative integer linear combinations of oriented cut quasi-semimetrics.
In what follows, Tijk and Nij will also denote the faces of Eˆn defined by the inequalities with
the same label.
Lemma 3.2. For all three distinct indices i, j, k the the only defining inequalities of Eˆn satisfied
by Nij ∩Njk are Nij , Njk, Nik and Tijk.
Proof. If x ∈ Nij ∩Njk, then xij = xjk = 0, and Tijk implies that xjk 6 0. This implies that x
satisfies both Nik and Tijk exactly.
In order to show that no other inequality is satisfied exactly, we construct an exponent matrix
H = H(i, j, k) as follows. For distinct r, s,
Hrs =


0 if rs = ij, jk, ik,
3 if rs = ji, kj or r = i, s 6= j, k or s = k, r 6= i, j,
4 if rs = ki or r = j, s 6= i, k or s = j, r 6= i, k,
5 otherwise.
See Fig. 2 for an illustration.


0 0 0 3 3 3 →
3 0 0 4 4 4 →
4 3 0 5 5 5 →
5 4 3 0 5 5 →
5 4 3 5 0 5 →
5 4 3 5 0 5 →
5 4 3 5 5 0
↓ ↓ ↓ ↓ ↓


Figure 2. H(1, 2, 3). Arrows mean repeat the term in that direction.
It is quite clear that the only nonnegativity inequalities satisfied by H are Nij, Njk, Nik,
and it also satisfies Tijk exactly. To see that H ∈ Eˆn, as well as that it does not satisfy any
other triangle inequality exactly can be done by case analysis. Separating the remaining Trst
according with r = i, r = j, r = k, s = i, s = j, s = k (some of these cases are not mutually
exclusive), and all remaining cases leads to an easy verification that H satisfies all these Trst,
no one exactly. 
The fact below is proved in [5] as a consequence of a method of lifting facets from Eˆn to Eˆn+1;
that kind of obscures its simplicity.
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Corollary 3.3. All nonnegativity and triangle inequalities are facet defining for Eˆn.
Proof. Lemma 3.2 implies that no face induced by each nonnegativity inequality is contained in
any other face, so they all induce facets. But clearly Eˆn 6= Q
n, so, at least one triangle inequality
is facet-inducing. As the group Sn acts transitively on the set of triangular inequalities, they
all induce facets as well. 
If the proof above seems a bit too tricky, here is a more direct one:
The matrix whose ij-entry is 0 if ij = rs, 2 if i = s or j = r and 1 otherwise
is an interior point of Nrs. The matrix whose ij-entry is 1 if ij = rs or st and
is 2 otherwise is an interior point of Trst. Each of these facts can be verified by
inspection.
The oriented cut quasi-semimetrics associated to sets of size 1 and n− 1 play a very special
role, already detected in [11]. Denote L(r) = δ({r}), (C(s) = δ({1, . . . , n}\{s}); more explicitly:
L
(r)
ij = 1 if i = r, 0 otherwise , whereas C
(s)
ij = 1 if j = s, 0 otherwise , and in both cases the
diagonal elements are 0. We denote L Cn = {L
(r), C(r) | 1 6 r 6 n}; it will be needed here
and later. As noted before, all rays in L Cn are extreme in Eˆn; an alternative proof is in [11,
Lemma 3.2].
Recall that s(A) is the size of the support of A, that is the number of nonzero entries in the
exponent matrix A.
Proposition 3.4. If 0 6= A ∈ Eˆn, then s(A) > n−1. If s(A) = n−1, then there exists a single
R ∈ L Cn with the same support.
Proof. This can be read directly from Theorem 3.1, as s(δ(I)) = |I|(n− |I|). 
It will be useful to record:
Proposition 3.5. Recall that when mentioning Tijk and Nij all indices are distinct.
(a) L(r) satisfies exactly only {Tijk | j 6= r} and {Nij | i 6= r}.
(b) C(s) satisfies exactly only {Tijk | j 6= s} and {Nij | j 6= s}.
(c) Nij is satisfied exactly on L Cn only by those L
(r) such that r 6= i and those C(s) such
that s 6= j.
(d) Tijk is satisfied exactly on L Cn only by those L
(r) such that r 6= j and those C(s) such
that s 6= j.
For each facet F , let e(F ) = {R ∈ L Cn | R satisfies the F inequality exactly}. If we think
of the members of L Cn as rays, e(F ) = {R ∈ L Cn | R ⊆ F}.
Proposition 3.6. If for some Nij, e(F ) = e(Nij), then F = Nij.
Proof. From Proposition 3.5, e(Nij) = L Cn\{L
(i), C(j)}, while e(Tijk) = L Cn\{L
(j), C(j)},
and the result follows. 
We now state the main result in this section.
Theorem 3.7. The combinatorial automorphism group of Eˆn consists precisely of those permu-
tations of the face-lattice induced by Sn, that is, the restriction of ind to Sn is an isomorphism.
In view of Proposition 2.1, we have
Theorem 3.8. Symm(Eˆn) = ModSymm(Eˆn) = Sn.
Some of these results are proved in [5] for small values of n and conjectured to hold in general.
Proof of Theorem 3.7. By (Fig. 1) and Proposition 2.1, it is enough to show that ind(Sn) =
Comb(Eˆn). The set F of facets is invariant under Comb(Eˆn); since every face of Eˆn is a meet
of facets, it is enough to show that for every ϕ ∈ Comb(Eˆn) there exists a ψ ∈ Sn whose action
on F coincides with that of ϕ.
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Some Lemmas below pave the way to Lemma 3.12, which shows L Cn is invariant under
Comb(Eˆn), and each combinatorial automorphism acts on L Cn in the same way as some
automorphism induced from Sn.
To finish the proof, let ϕ ∈ Comb(Eˆn), and ψ be given by Lemma 3.12; then γ = (indψ)
−1ϕ ∈
Comb(Eˆn) is the identity on L Cn.
As γ is a combinatorial automorphism, it commutes with e. Hence, given a nonnegativity
facet Nij , e(γ(Nij)) = {γ(R) | R ∈ e(Nij)} = e(Nij), and it follows from Proposition 3.6 that
γ(Nij) = Nij . There is no equivalent to Proposition 3.6 for triangular facets, but Lemma 3.2
implies that γ fixes the triangular facets as well. Hence γ is the identity, and ϕ = indψ. 
Following [5], given a collection F1, . . . , Fk of faces of a cone, its index (denoted I(F1, . . . , Fk))
is the number of facets containing all these. This is clearly invariant under combinatorial
automorphisms.
Lemma 3.9. Any A ∈ Eˆn strictly satisfies at least (n − 2)p(A) + s(A) defining inequalities,
where p(A) is the number of pairs {i, j} such that at least one of aij , aji is positive.
Proof. If A satisfies both Tijk and Tjik exactly, then aij + aji = 0, hence these entries are 0.
So, if at least one of aij , aji is positive, at least one of Tijk and Tjik is strict for A, for each k.
That gives (n − 2)p(A) strict inequalities. The number of strict nonnegativity inequalities is
s(A). 
Lemma 3.10. The set L Cn is invariant under any combinatorial automorphism of Eˆn.
Proof. Proposition 3.5 implies that the ray spanned by each L(r) and C(s) is contained in
(n− 1)2(n− 2) triangular facets and (n− 1)2 nonnegativity ones, so its index is (n− 1)3. We
will show that any other nonzero face is contained in fewer facets. This immediately implies
the result.
Let F be a nonzero face of Eˆn and let A be an interior point of F . As there exist n(n−1)(n−2)
triangular facets and n(n − 1) nonnegativity facets, for a total of n(n − 1)2, we want to show
that if F /∈ L Cn then A strictly satisfies more than (n−1)
2 = n(n−1)2− (n−1)3 inequalities.
By Theorem 3.1, we need to consider only two cases
(a) There exists a subset I of NN such that 2 6 |I| 6 n − 2 and for every i ∈ I, j /∈ I,
aij > 0. Referring to Lemma 3.9, both p(A) and s(A) are at least |I|(n−|I|); so A strictly
satisfies at least (n− 1)|I|(n− |I|) inequalities. As 2 6 |I| 6 n− 2, |I|(n− |I|) > n− 1,
and the result follows.
(b) There exist two members of L Cn such that the support of A contains the union of their
supports, hence s(A) > 2n − 3. Trivially, p(A) > n − 1, so A strictly satisfies at least
(n− 2)(n− 1) + 2n− 3 > (n− 1)2 inequalities.

Lemma 3.11. The partitions (L ,C ) and
({
L(i), C(i)
}
i=1,...,n
)
of L Cn are preserved by any
combinatorial automorphism of Eˆn.
Proof. We compute I(A,B) for A,B ∈ L Cn, using Proposition 3.5 (a) and (b). There are
three cases to consider:
(a) A = L(r), B = L(s) or A = C(r), B = C(s), r 6= s. We count the Tijk with j 6= r, s and
Nij with i 6= r, s (case L) or j 6= r, s. Hence I(A,B) = (n−1)(n−2)
2+(n−1)(n−2) =
(n− 1)2(n− 2).
(b) A = L(r), B = C(s), r 6= s. We count the Tijk with j 6= r, s and Nij with i 6= r and j 6= s.
Hence I(A,B) = (n− 1)(n− 2)2 + (n− 1)(n− 2) + 1 = (n− 1)2(n− 2) + 1.
(c) A = L(r), B = C(r). We count the Tijk with j 6= r and Nij with i 6= r and j 6= r. Hence
I(A,B) = (n− 1)2(n− 2) + (n− 1)(n− 2) = n(n− 1)(n− 2).
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Consider now the complete graph with vertices L Cn and edges colored by the values of I just
computed. By Lemma 3.10, any combinatorial automorphism of Eˆn permutes the vertices of
the graph, and, since the values I(A,B) computed above are combinatorial invariants, such
permutation is an automorphism of the colored graph. 
Lemma 3.12. If ϕ is a combinatorial automorphism of Eˆn, then there exists ψ ∈ Sn such that
for every R ∈ L Cn, ϕ(R) = (indψ)(R).
Proof. Since L Cn is invariant, ϕ
(
L(1)
)
= L(j) or C(j), for some j. Consider first the case
ϕ
(
L(1)
)
= L(j). It follows from Lemma 3.11, ϕ(L ) = L , hence there exists pi ∈ Sn such that
for every i, ϕ
(
L(i)
)
= L(pi(i)). Also, for every i, ϕ
({
L(i), C(i)
})
=
{
L(pi(i)), ϕ
(
C(i)
)}
, and again
by Lemma 3.11, we have that ϕ
(
C(i)
)
= C(pi(i)), and the result follow, with ψ = Ppi. In the case
ϕ
(
L(1)
)
= C(j), we argue as above for (ind τ) ◦ ϕ, and conclude the result with ψ = τPpi. 
4. Max closed cones
Here we have a glimpse on cones that are also ⊕-monoids, i.e. max-closed cones, restricted
to cones contained in QN+ .
Proposition 4.1. A rational cone C is a ⊕-submonoid of QN+ if and only if its integer cone
CZ = C ∩ N
N is a ⊕-submonoid of NN .
Proof. Only the ‘if’ part requires a proof. Let u, v ∈ C. Choose a positive integer r such that
ru, rv ∈ NN . Clearly those vectors are in C, hence so is ru ⊕ rv = r(u⊕ v). The last equality
shows that u⊕ v ∈ C, as required. 
Proposition 4.2. Let H be a half-space given by a linear inequality ax > 0. Then,
(a) If a has at most one negative component, H is max-closed.
(b) If a has at least two negative components, then any small neighborhood in the bounding
hyperplane of H contains points whose tropical sum is outside H.
Proof. If a is nonnegative, it is clear that H is max-closed. Suppose it has a single negative
component; we can rewrite the inequality as cx − bxi > 0, where c > 0, ci = 0, b > 0. Let
u, v ∈ H ; Without loss of generality, max(ui, vi) = vi. Then, c(u ⊕ v) > cv > bvi = b(u ⊕ v)i,
showing that u⊕ v ∈ H . This shows part (a).
Suppose that there are distinct r, s ∈ N such that ar, as < 0. Let u be a point on the
hyperplane ax = 0 and choose any ε > 0. Let z ∈ NN have components zr = −as, zs = ar,
all other components being 0; then, az = 0, and both u+ εz and u− εz lie in the hyperplane.
Let v = (u + εz) ⊕ (u − εz); then, vs = us − εar, vr = ur − εas, and vi = ui otherwise. But
av = au− 2εaras < 0, so v 6∈ H . 
Theorem 4.3. A full dimensional cone is max-closed if only if every facet inequality has the
form ax > 0, where a has at most one negative component.
Proof. One one hand, if the inequalities are of the form given, the cone is an intersection of
max-closed half-spaces, hence max-closed.
If a facet inequality of a cone is not of the specified form, then, applying Prop. 4.2 to a
neighborhood of an interior point of that facet, we see that the cone is not max-closed. 
Corollary 4.4. A full dimensional nonnegative cone is max-closed if only if every facet in-
equality is either of form xj > 0 or ax > 0, where a has exactly one negative component and at
least one positive component.
Proof. Since each xj > 0 is a valid inequality for C, all facet inequalities ax > 0 not of this
type must have at least one negative coefficient, say, ai < 0. By Theorem 4.3, it is exactly one
and there must be a j such that aj > 0, otherwise, any x ∈ C would satisfy xi 6 0 and be
nonnegative, whence, xi = 0, contradicting full dimension. 
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5. ⊕-automorphisms
Some facts that help tame additive automorphisms of integer max-closed cones do not hold
for ⊕-automorphisms, and we will need a few additional hypotheses on the cone.
Example 5.1:Here we show a family ofmax-closed cones, and a ⊕-automorphism of the corresponding
integer cones which cannot be extended to an additive automorphism — in particular, it is not
permutational. For any positive integer k, let Ck be the 2-dimensional cone given by:{
−k x + (k + 1)y > 0
(k + 1)x − k y > 0.
One readily verifies that Ck is symmetric about the line x− y = 0.
The points p = (k + 1, k) and q = (k, k + 1) are special here: in the lattice Ck ∩ Z
2 each of them
covers only (k, k) and is covered only by (k + 1, k + 1). To see this, suppose (x, y) ∈ Ck ∩ Z
2\{p, q}
satisfies (x, y) > p. We want to show that (x, y) > (k + 1, k + 1); if y > k, then y > k + 1 and we are
done, and the case y = k would require x > k + 1, which is ruled out by the first defining inequality.
All remaining verifications are similar.
It follows that the involution on Ck ∩Z
2 that interchanges p and q and fixes all other points is order
preserving - hence a ⊕-automorphism of the integer cone.
Since this map moves p and fixes 2p, it cannot be extended to an additive map.
We say that S ⊆ QN is very full if, for every i ∈ N , 1± ei ∈ S. Note that S does not have
to be a polyhedral cone.
Proposition 5.1. A rational (or integer) cone is very full if and only if for every facet inequality
ax > 0, one has that a1 > maxi∈N |ai|.
Proof. Consider a vector w = 1+ αei, where α = ±1. Then, aw > 0 if and only if a1 > −αai,
and that happens if and only if a1 > |ai|. The result follows. 
If C is a subset of QN , and ϕ is a bijective map from C to itself, we will say that ϕ is
permutational if there exists a permutation pi ofN such that for every a = (ai) ∈ C, ϕ(a)pi(i) = ai
for all i ∈ N . That means that ϕ is the restriction to C of the linear map whose action on the
canonical basis (ei)i∈N is given by ei 7→ epi(i).
Note that any permutational map is an additive homomorphism, a ⊕-homomorphism and
an isometry.
Theorem 5.2. Let C be a very full subset of NN closed under + and ⊕. Then, every ⊕-
automorphism fixing a non-zero multiple of 1 is permutational.
Proof. Notice that 1 = (1− e1)⊕ (1− e2) ∈ C, since 1± ei ∈ C. Furthermore, for every integer
k > 0, i ∈ N , k1 ± ei = (k − 1)1 + 1± ei ∈ C. It will be convenient to denote B
k
i = k1 − ei,
and Bk = {Bki | i ∈ N}.
Let ϕ be a ⊕-automorphism fixing r1.
We will proceed through a series of claims.
Claim 1 : For every integer k > 0, ϕ fixes k1.
It is enough to prove that, for k > 0, if ϕ fixes k1, then it fixes both (k + 1)1 and
(k − 1)1, and then proceed by induction up and down, starting from r1.
The set of vectors covering k1 is invariant under ϕ. Those are {k1 + ei}i∈N , and so
(k + 1)1 = ⊕i∈N(k1 + ei) is fixed by ϕ. Also, the set of vectors B
k covered by k1 is
invariant, so ⊕{x ∈ C | x 6 Bki , for all i ∈ N} = (k − 1)1 is also fixed, and the claim is
proved.
Notice that for every integer k > 1, the set Bk consists of the coatoms of the interval [0, k1]
in NN , and, a fortiori, in C, so, by Claim 1, Bk is invariant under ϕ. Let pi ∈ SN be the
permutation defined by ϕ(B1i ) = B
1
pi(i).
Claim 2 : For every k > 1, i ∈ N , ϕ(kB1i ) = kB
1
pi(i).
Fix a k > 1. We know already from the proof of Claim 1, that ϕ permutes the vectors
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from Bk. Let us show ϕ also permutes (kB1i )i∈N . This set is precisely
{w ∈ C | |[0, w] ∩B1| = 1 = |[w, k1] ∩ Bk|},
which shows our set is invariant under ϕ. Since one must have ϕ(B1i ) 6 ϕ(kB
1
i ), the
claim follows.
Claim 3 : For every k > 1,i ∈ N , the interval [kB1i , k1] in C is a chain of height k (i.e.
length k + 1).
Clearly this interval consists of the vectors kB1i ⊕ t1, 0 6 t 6 k, which gives the claim.
Now we finish the proof. Given any v ∈ C, we want to show that ϕ(v)pi(i) = vi, for each i.
Choose k bigger than any component of v, and of ϕ(v). The vector kB1i ⊕v has all components
k, except for the ith, which equals vi. So, the interval [kB
1
i , kB
1
i ⊕ v] is a chain of height vi.
It is mapped bijectively by ϕ to [kB1pi(i), kB
1
pi(i) ⊕ ϕ(v)], which is a chain of height ϕ(v)pi(i). It
follows that ϕ(v)pi(i) = vi, as claimed. 
The examples below illustrate the precision of Theorem 5.2.
Example 5.2:The set C needs not be an integer polyhedral cone: fix a real 0 < α < 1, and for n > 3,
let C = {x ∈ Nn |
∑
i 6=j xi > x
α
j , j = 1, . . . , n}. Since x
α + yα > (x + y)α for all x, y ∈ R+, this is an
additive submonoid of Nn, and it is clearly very full. Following the proof of Proposition 4.2, we see
that C is also closed under ⊕. The elements of C with minimal support are all vectors with exactly
two ones and zeros elsewhere; any ⊕-automorphism keeps this set invariant, hence it fixes 1, its max.
Theorem 5.2 implies that every ⊕-automorphism is permutational (by the description symmetry, any
permutation of coordinates yields a ⊕-automorphism). On the other hand, it is an exercise to show
that the smallest polyhedral cone containing C is the positive orthant, which is, of course, too large,
as e1 /∈ C.
Example 5.3:Here we show that the requirement of being an additive monoid cannot be simply
dismissed. For each k ∈ N, let Dk = {v ∈ N
N | k1 6 v 6 (k + 1)1}, and let D = ∪k∈NDk. Then D is
⊕-submonoid of NN , and very full, but it is not closed under +. Choose, for each k, a permutation
pik ∈ SN , and let T be the map that acts like pik on the layer Dk. This is a ⊕-automorphism, but,
unless all the pik are equal, it is not permutational.
Lemma 5.3. Let C be a ⊕-submonoid of NN . Assume also that C is fixed by a group of
permutational maps that is transitive on the canonical basis. Then every ⊕-automorphism of C
fixes a multiple of 1.
Proof. By Dickson’s Lemma [10], [12], C has a finite set of minimal non-zero vectors; this set is
invariant under any ⊕-automorphism of C, so its ⊕-sum is fixed by those automorphisms. But
that is a non-zero vector fixed by a transitive permutation group, so it is a multiple of 1. 
Combining Theorem 5.2 with Lemma 5.3, we obtain:
Corollary 5.4. Let C be a very full subset of NN closed under + and ⊕. Assume also that C
is fixed by a group of permutational maps that is transitive on the canonical basis. Then every
⊕-automorphism of C is permutational.
Let us apply this now to En. This is very full, closed under + and ⊕, and Sn ⊆ Aut(En,⊕)
is a group as required by Corollary 5.4, so every ⊕-automorphism of En is permutational. As
permutational maps are linear, we have that Aut(En,⊕) ⊆ ModSymm(En) = Sn, and we have
proved:
Theorem 5.5. [11, Theorem 4.3] Aut(En,⊕) = Sn.
Notice that Eˆn, as a rational polyhedral cone, satisfies the following properties: it is very
full, non-negative, pointed, max-closed and each non-negativity inequality determines a facet.
The next example shows that all of these properties of a polyhedral cone are not enough to
guarantee that each additive automorphism is also a ⊕-automorphism.
Example 5.4:Consider the cone C = {x ∈ Q3 | x1 + x2 > x3, x1, x2, x3 > 0}. The following hold:
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(a) C is very full, pointed, non-negative, max-closed.
(b) Each nonnegativity inequality of C determines a facet.
(c) There is an additive automorphism of CZ which does not preserve ⊕.
Clearly (a) is satisfied. Fact (b) is proved by the respective interior points (0, 2, 1), (2, 0, 1), (1, 1, 0).
The extreme rays of C are
v1 = (1, 0, 0), v2 = (0, 1, 0), v3 = (1, 0, 1), v4 = (0, 1, 1).
Let ψ ∈ GL(3,Z) be given by the matrix
 1 1 −10 0 1
0 1 0


Then ψ fixes v1 and v4 and interchanges v2 and v3. As it permutes extreme rays, it leaves C
invariant, and is an additive automorphism of CZ. On the other hand, ψ(v1 ⊕ v3) 6= ψ(v1) ⊕ ψ(v3),
showing (c).
6. Max-plus endomorphisms and max-plus automorphisms of cones
We have used so far “cone” as shorthand for polyhedral cone, but in this section we get to the
more general concept. A cone is a subset of RN that is closed under linear combinations with
nonnegative coefficients; ditto for a rational cone, contained in QN , and nonnegative rational
coefficients.
One can view Rn+ and Q
n
+ as idempotent semirings, with ⊕ as sum and addition as the
product. In this way, any nonnegative max-closed cone, and its integer cone are subsemirings.
We study semiring endomorphisms and automorphisms of these, that is, maps that are both
additive and ⊕ preserving; however we do not move to semiring notation, and denote addition
as usual. Actually, we will work with Qn+ only, although some results can be lifted to R
n
+ using
the following:
Proposition 6.1. A semiring endomorphism of Rn+ is completely determined by its restriction
to Qn+.
Proof. (sketch) Consider first the case n = 1. As the map Q → R is additive, it has the form
x 7→ ax for some a ∈ R, and, being order-preserving, a > 0. Given any r ∈ R, its image must
separate {aq ∈ Q | q < r} from {aq ∈ Q | q > r}, as the map is order-preserving; clearly the
only available value is ar. For higher dimensions, one can work separately on each component
and add up the results. 
Recall that we have shown integer max-closed cones that have additive automorphism that
are not ⊕-automorphisms and examples for the opposite situation as well. All those freaks are
not permutational. However, as we will show here, semiring automorphisms of integer max-
closed cones are permutational; for rational max-closed cones, the only difference is that there
is an additional action by diagonal matrices.
Recall the notation supp(v) for the support of v; notice that on Qn+, supp(u+ v) = supp(u⊕
v) = supp(u) ∪ supp(v). Let us say that u, v ∈ Qn+ are orthogonal, denoted u ⊥ v, if their
supports are disjoint (this is the same as ordinary orthogonality, but this is beside the point).
It is easy to see that this is equivalent to the identity u+v = u⊕v. In particular, 0 is orthogonal
to any element. It is worth also noting that if a, b ∈ Q+, x ∈ Q
n
+, then ax⊕ bx = max(a, b)x.
Lemma 6.2. Let ψ : Qn+ → Q
n
+ be an additive map. The following are equivalent:
(a) ψ is a semiring endomorphism.
(b) For every i 6= j, ψ(ei) + ψ(ej) = ψ(ei)⊕ ψ(ej).
(c) u ⊥ v implies ψ(u) ⊥ ψ(v).
Proof. It follows from the definitions that (a) implies (b), as the ei are pairwise orthogonal. To
prove that (b)implies (c), let I = supp(u), J = supp(v); by hypothesis, I ∩ J = ∅. But then
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supp(ψ(u)) =
⋃
i∈I supp(ψ(ei)), supp(ψ(v)) =
⋃
i∈J supp(ψ(ei)), and (b) implies that these sets
are disjoint.
It remains to show that (c) implies that ψ is a ⊕-homomorphism. Recall that additivity
implies linearity. Let u, v ∈ Qn+, write u =
∑
i uiei, v =
∑
i viei, so u⊕v =
∑
imax(ui, vi)ei, and
ψ being linear, ψ(u⊕v) =
∑
i ψ (max(ui, vi)ei) = ⊕iψ (max(ui, vi)ei), the last equality following
inductively. On the other hand, from additivity and (c), ψ(u) = ⊕iuiψ(ei), ψ(v) = ⊕iviψ(ei), so,
ψ(u)⊕ψ(v) = ⊕i(uiψ(ei)⊕viψ(ei)) = ⊕imax(ui, vi)ψ(ei) = ⊕iψ (max(ui, vi)ei) by linearity. 
We shall use the next fact in the proof our main result on max-plus endomorphisms.
Lemma 6.3. Let C ⊆ Qn+ be a full dimensional rational cone. Then there is an integral v ∈ C
such that v +
∑
r∈J er ∈ C for all J ⊆ {1, . . . , n}.
Proof. Being full dimensional, C has an interior point u (just take the sum of the elements of
a basis contained in C), which, upon scaling, we may assume to be integral. Being interior
implies that for some positive integer k, u+ 1
k
∑
r∈J er ∈ C for every J . Just take v = ku. 
Lemma 6.4. Let C be a full dimensional subsemiring of Qn+, and let ψ : C → Q
n
+ be a semiring
homomorphism. Then, the (unique) linear extension of ψ is a semiring endomorphism of Qn+.
Proof. Denote by ψ̂ the extension. Let Cˆ = {u ∈ Qn+ | ru ∈ C for some positive r ∈ N}; this
is a rational cone, as C is additively closed. We claim that ψ̂ is a ⊕-homomorphism on Cˆ.
Indeed, if u, v ∈ Cˆ, choose a positive integer r such that ru, rv ∈ C; then, rψ̂(u) = ψ(ru),
rψ̂(v) = ψ(rv), hence r
(
ψ̂ (u)⊕ ψ̂ (v)
)
= ψ(ru) ⊕ ψ(rv) = ψ(ru ⊕ rv) = ψ (r (u⊕ v)) =
rψ̂(u ⊕ v). So, substituting Cˆ for C, we may assume that C is also a rational cone, and take
v given by Lemma 6.3. Then, for every w that is a sum of distinct canonical basis vectors,
ψ̂(w) = ψ(v+w)−ψ(v). In the computation below, the second line follows from the hypothesis
on ψ. For every i, j:
ψ (v + (ei + ej)) = ψ (v + (ei ⊕ ej))
= ψ ((v + ei)⊕ (v + ej))
= ψ (v + ei)⊕ ψ (v + ej)
= ψ̂ (ei) + ψ (v)⊕ ψ̂ (ej) + ψ (v)
=
(
ψ̂ (ei)⊕ ψ̂ (ej)
)
+ ψ(v).
It follows that ψ̂(ei + ej) = ψ̂(ei)⊕ ψ̂(ej). By Lemma 6.2, ψ̂ is a ⊕-homomorphism. 
This implies a characterization of semiring automorphisms as a product of a diagonal map
and a permutational one:
Theorem 6.5. Let C be a full dimensional subsemiring of Qn+ and ψ be a semiring automor-
phism of C. Then there exists pi ∈ Sn and positive rationals m1, . . . , mn such that
ψ(v) =
n∑
i=1
miviepi(i)
for all v ∈ C.
Proof. Let ψ̂ be the linear extension of ψ; ψ̂ must be nonsingular since ψ̂(C) = C, which spans
Qn+. By Lemma 6.4 it is a semiring homomorphism, hence preserves orthogonality. The set
{e1, . . . , en} must then be mapped to a set of n nonzero pairwise orthogonal elements. The
only way those n supports can be disjoint is if they are singletons, so it follows that there exists
pi ∈ Sn and positive rationals m1, . . . , mn such that ψ̂(ei) = miepi(i). 
In the special case where the subsemiring is an integer cone, the strong hypothesis on ψ
removes the need of the additional hypotheses in Theorem 5.2.
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Corollary 6.6. If C ⊆ Qn+ is a max-closed full dimensional cone, then every semiring auto-
morphism of CZ is permutational.
Proof. Let ψ be one such automorphism, and let pi,m1, . . . , mn be given by Theorem 6.5, and
v given by Lemma 6.3. Then, for each i, miepi(i) = ψ̂(ei) = ψ(v+ ei)−ψ(v), so mi is an integer.
Applying the same reasoning to ψ−1 yields that m−1i is an integer. It follows that mi = 1. 
An additive map is said to be decomposable if it is the sum of two nonzero additive maps
with the same domain; similarly for semiring maps.
Theorem 6.7. Let C ⊆ Qn+ be a full dimensional rational polyhedral cone. Then, there are
only finitely many indecomposable additive endomorphisms of CZ.
Proof. An H-description of C can be conveniently organized by a matrix A so that C = {x ∈
Qn+ | Ax > 0}. Any additive map of CZ to Q
n
+ extends to a linear map, which can be represented
by a matrix T ∈Mn(Q). Let B be a Hilbert basis of CZ. Then, the image of CZ is contained in
C if and only if Tb ∈ C for every b ∈ B; equivalently, provided ATb > 0 for all b ∈ B. Further,
if T (CZ) ⊆ CZ, then, going back to the proof of Lemma 6.4, we see that all T (ei) are integer
vectors, hence T ∈ Mn(Z). It follows that the additive endomorphisms of CZ are precisely
the integer points in the (pointed) cone P = {X ∈ Mn(Q) | AXb > 0 for all b ∈ B}. The
indecomposable points are precisely the elements in the minimal Hilbert basis of this cone, and
this is a finite set. 
When it comes to semiring endomorphisms, the situation is slightly more complicated, even
though the statement looks the same.
Theorem 6.8. Let C ⊆ Qn+ be a full dimensional max-closed rational polyhedral cone. Then,
there are only finitely many indecomposable semiring endomorphisms of CZ.
Proof. We continue from the proof of Theorem 6.7. By Lemma 6.2, T ∈ P is a semiring
endomorphism if and only if the supports of the columns of T are pairwise disjoint; that
is, if for all i, j, k, with i 6= j, either Tki = 0 or Tkj = 0. This implies that if T, S are
additive endomorphisms such that S 6 T , then if T ⊕-endomorphism, so is S. Hence, if a
semiring endomorphism is a sum of additive maps, those are also semiring endomorphisms. It
follows that the indecomposable semiring endomorphisms of CZ are the indecomposable additive
endomorphisms which are also ⊕-endomorphisms. 
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