This article highlights a coherent series of algorithmic tools to compute and work with algebraic and differential invariants.
Introduction
Group actions are ubiquitous in mathematics and arise in diverse fields of science and engineering, including physics, mechanics, and computer vision. Invariants of these group actions typically arise to reduce a problem or to decide if two objects, geometric or abstract, are obtained from one another by the action of a group element. [8, 9, 10, 11, 13, 15, 17, 39, 40, 42, 43, 45, 46, 52, 59 ] are a few recent references of applications. Both algebraic and differential invariant theories have become in recent years the subject of computational mathematics [13, 14, 17, 40, 60] . Algebraic invariant theory studies polynomial or rational invariants of algebraic group actions [18, 22, 23, 54] . A typical example is the discriminant of a quadratic binary form as an invariant of an action of the special linear group. The differential invariants appearing in differential geometry are smooth functions on a jet bundle that are invariant under a prolonged action of a Lie group [4, 16, 34, 48, 53] . A typical example is the curvature of a plane curve, invariant under the action of the group of the isometries on the plane. Curvature is not a rational function, but an algebraic function. Concomitantly the classical Lie groups are linear algebraic groups.
This article reviews results of [14, 28, 29, 30, 31, 32] in order to show their coherence in addressing algorithmically an algebraic description of the differential invariants of a group action. In the first section we show how to compute the rational invariants of a group action and give concrete expressions to a set of algebraic invariants that are of fundamental importance in the differential context. The second section addresses the question of finite representation of differential invariants with invariant derivations, a set of generating differential invariants and the differential relationships among them. In the last section we describe the algebraic structure that better serves the representation of differential invariants.
Algebraic invariants
This section offers a geometric description and the algebraic computation of the invariants of a group action. In the first subsection we provide the geometric description of normalized invariants of a Lie group action. This description, based solely on the concept of cross-section, is directly drawn from [32] and is an alternative to the moving frame based description of [14, 40] . In the second subsection we provide an algorithm to compute a generating set of rational invariants for the rational action of an algebraic group. This is a quick presentation of the main results of [31] . In the last subsection we explain how the algorithm also delivers the normalized invariants as algebraic invariants. The details are to be found in [32] .
The algorithm to compute rational invariants relies on Gröbner bases. This is a founding stone in algebraic computing. Introduced inthe mid 60s they have been the subject of intensive research and now textbooks [1, 3, 12, 20, 37] . They are implemented in most computer algebra systems. Among their many applications, they algorithmically compute the elimination ideals that appear in the algorithmic construction of a generating set of rational invariants.
A geometric vision
We consider a Lie group G, with identity denoted by e and dimension r, and a smooth manifold Z of dimension n. An action of G on Z is given by a smooth map G × Z → Z. The image of a pair (λ, z) is denoted λ z. If λ · µ denotes the product of two elements λ, µ ∈ G the action satisfies µ (λ z) = (µ · λ) z and e z = z for all z ∈ Z . To be of practical interest, the notion of an action is often relaxed to being defined on an open subset of G × Z that contains {e} × Z. All the subsequent relationships are understood by restricting them to the locus where the quantities appearing are well defined.
The orbit O z of a point z ∈ Z is the set of points that are the image of z by some λ ∈ G: O z = {λ z | λ ∈ G}. A (global) cross-section is an embedded submanifold P of Z that intersects each orbit of Z at a unique point. The invariants of the action are the functions that are constant on orbits: They satisfy f (λ z) = f (z). If a cross-section P exists, one easily understands that functions on this cross-section are in one-to-one correspondence with invariants. An invariant defines a function on P by restriction. Conversely, each function f : P → R on the cross-section defines an invariant f : Z → R by spreading its values along the orbits: f (z) =f (z) wherez is the intersection of O z with P . Going further with this idea we are led to define the invariantizationῑf of a function f on Z:ῑf is the unique invariant that agrees with f on the crosssection:ῑf (z) = f (z) wherez is the intersection of O z with P . We thus retain the values of f on P and spread them along the orbits.
The global picture we just drew can not be put easily into practice as the existence of a global cross-section is not secured, not to mention the difficulty of identifying one, if it does exist. Yet if we accept the idea of restricting to the neighborhood of a point where the action is well-behaved, things unravel pretty nicely. Furthermore infinitesimal calculus comes into the picture to help. And indeed the faithful description of Lie group action by its infinitesimal generators has made it successful in applications [47] .
The tangent space T G| e can be identified with the Lie algebra g of G. To every vectorv in T G| e we can associate a smooth vector field v on Z. The integral curves of this vector field are the orbits of a one-dimensional subgroup of G. Such a vector field is called an infinitesimal generator and is often understood as a derivation: For a function f on Z, v(f ) measures the variation of f along the integral curve. If f is an invariant of the group action then v(f ) = 0.
Ifv 1 , . . . ,v r is a basis for the Lie algebra of G, then the associated infinitesimal generators v 1 , . . . , v r span the tangent space to the orbits at each point of Z. The dimension of the orbit of a point z is the rank of v 1 , . . . , v r at z. We shall place ourselves in a neighborhood U of a point z where this rank is constant and equal to d. Obviously d ≤ r, the dimension of the group. Local invariants are those functions f on Z for which v 1 (f ) = 0, . . . , v r (f ) = 0 in this neighborhood.
By possibly further restricting the neighborhood U , we can then prove the existence of a local cross-section P , that is an embedded submanifold of dimension n − d that intersects transversally the connected part of the orbits of U at a single point. This submanifold can be described as the zero set of d independent functions (p 1 , . . . , p d ) on U . The condition that those functions define a cross-section is that the rank of the r × d matrix
One thus sees that a lot of freedom comes into the choice of a local crosssection. In particular, if (z 1 , . . . , z n ) are coordinate functions on U one shows that we can choose a cross-section as the level set of d of these coordinate functions as a practical choice. The invariantization process we described earlier can be applied by restriction to U and the invariantization of the coordinate functions (ῑz 1 , . . . ,ῑz n ) are singled out as the normalized invariants. They functionally generate all local invariants and the equations of the cross-section describe completely their relationships. We formalize this here as a theorem, but we refer to [32] for a precise statement. Theorem 1.1. Let P be a local cross-section on U , given as the zero set of d independent functions p 1 , . . . , p d . The normalized invariants (ῑz 1 , . . . ,ῑz n ) of the coordinate functions (z 1 , . . . , z n ) satisfy:
• if a function p is such that p(ῑz 1 , . . . ,ῑz n ) = 0 then there exist, around each point of the cross-section, functions (a 1 , . . . , a r ) such that
• if f is a local invariant then f (z 1 , . . . , z n ) = f (ῑz 1 , . . . ,ῑz n ).
Example 1.2. We consider the linear action of SO(2), the group of 2 × 2 orthogonal matrices with determinant 1, on R 2 . The action of an element of the group is a rotation with the origin as center. The orbits are the circles centered at the origin, and the origin itself.
The positive z 1 -axis, P = {(z 1 , z 2 )|z 2 = 0, z 1 > 0}, is a local cross-section on Z. The invariantization of the coordinate functions are the functionsῑz 1 andῑz 2 that associate to a point (z 1 , z 2 ) the coordinates of the intersection of its orbit with the cross-section. Thus
By Theorem 1.1, all local invariants can be written in terms of z 2 1 + z 2 2 by carrying out the substitutions z 1 → z 2 1 + z 2 2 and z 2 → 0 The above example is specific in as much as the dimension of the orbits, outside of the origin, is equal to the dimension of the group. This case is of great importance in the differential context for which the presented geometric construction was first drawn in [14] . We can indeed then introduce the seminal notion of a moving frame. A moving frame ρ : Z → G is a smooth map to the group that is (right) equivariant, i.e. ρ(λ z) = ρ(z) · λ −1 . When the dimension of the orbits is equal to the dimension of the group, a local crosssection determines a moving frame. For any point z in the neighbourhood of the cross-section we can single out an element λ of the group, close enough to the identity, such that λ z belongs to the cross-section. The map that associates such a λ to a point z is a moving frame. If the cross-section is given as the zero set of the functions p 1 , . . . , p r then p 1 (λ z) = 0, . . . , p r (λ z) = 0 implicitly define this moving frame. Indeed, the transversality condition of the cross-section, det
..r = 0 ensure then that we can apply the implicit function theorem. This actually provides another way of characterizing invariantization as indeedῑf (z) = f (ρ(z) z) then.
Algorithms for rational invariants
In this section K is a field of characteristic zero, typically Q, R or even C, whileK is an algebraically closed field that contains it. We consider an rdimensional (affine) algebraic group given as the variety, in
The group operation and its inverse are defined by polynomial maps. A rational action of G on the affine space Z = K n can be given as an n-tuple of rational functions in K(λ 1 , . . . , λ l , z 1 , . . . , z n ) provided they are well defined on {e} × Z ⊂ G × Z.
There exists an invariant open subset Z 0 ⊂ Z such that the orbits of the induced action of G on Z 0 all have the same dimension, say d. This is the dimension of generic orbits. Rational invariants are the rational functions on Z that are constant on the orbits of the action. They form a subfield K(z) G of K(z), which is therefore finitely generated. The transcendance degree of K(z) G over K is then n−d. A generating set of rational invariants thus has at least n−d elements. If there are more than that, then some are algebraically dependent on the others. These statements, that can be found in [54] , can actually be recovered in a constructive way. Assume that λ z =
where
Let h be the least common multiple of the denominators h 1 , . . . , h n and introduce a second set of variables Z 1 , . . . , Z n . Consider the elimination ideal
, that we suggestively write as
is thus left unchanged when we substitute z by λ z. Any canonical rational representation of this ideal must thus have its coefficients in K(z)
G . The coefficients of the Chow form of O z were first shown to form a separating set of rational invariants, and hence a generating set [58] . In [31, 44, 35] a reduced Gröbner basis for O z is used. Its coefficients are shown to form a generating set of rational invariants by exhibiting an algorithm to rewrite any other rational invariants in terms of those.
The distinguishing feature of [31] is to additionaly incorporate the idea of the geometric construction reviewed in the previous section. In the present context, a cross-section of degree e is an irreducible subvariety P of Z that intersects the generic orbits in e distinct points. If P ⊂ K[Z] is a prime ideal of codimension d, its variety P is a cross-section iff the ideal
is radical and zero-dimensional. This is equivalent to saying that the quotient
Its dimension e is then the degree of the cross-section P and is easily read on a Gröbner basis of I z . As before I λ z = I z and we obtain the same results as for O z about the coefficients of a canonical representation. Let us give a precise statement [31, Theorem 2.16 and 3.7]. Theorem 1.3. Consider {r 1 , . . . , r κ } ∈ K(z) the coefficients of a reduced Gröbner basis Q of O z or I z . Then {r 1 , . . . , r κ } is a generating set of rational invariants:
. . , r κ ). Furthermore we can rewrite any rational invariant 
be the reductions of p(Z) and q(Z) with respect to Q y . There exists α ∈ N n such that b α (r) = 0 and for any such α we have
bα(r) . The first advantage of using I z instead of O z is that zero dimensional ideal are more amenable when it comes to computing Gröbner bases. The second advantage that cannot be underestimated, though it does not come forth in the too simple examples we examine below, is that the output is considerably smaller: There are many less non-trivial coefficients in the Grobner basis of I z than in that of O z . We thus have a smaller set of generators. Example 1.4. We consider the group of rotation of the plane. The group is defined as the circle and given by the ideal G = (λ
. Its linear action on K 2 is given by:
The reduced Gröbner basis of O z is {Z
The variety of P = (Z 2 ) is a cross-section of degree 2 since the reduced Gröbner basis of I z is {Z 2 , Z 2 1 − r}. Example 1.5. We consider the rational action of the additive group K on K 2 given by:
Observe that (λ + µ) z = λ (µ z) as prescribed by the group action axioms.
Any point on the z 2 -axis is a zero dimensional orbit whereas the generic orbits are one dimensional: They are the level sets of 
Replacement invariants
Cross-sections of degree 1 are of particular interest. The reduced Gröbner basis of the ideal I z is then {Z 1 − r 1 , . . . , Z n − r n }, for some r i ∈ K(z)
G . This was the case in Example 1.5. The rewriting of Theorem 1.3 is then a simple replacement of z i by r i : If R belongs to K(z)
G then R(z 1 , . . . , z n ) = R(r 1 (z), . . . , r n (z)). Furthermore we know all the relationships on those invariants: A polynomial p that satisfies p(r 1 , . . . , r n ) = 0 belongs to P , the ideal of the cross-section.
This idea of a n-tuple of replacement invariants can be generalized for a cross-section of any degree if we allow algebraic invariants, i.e. algebraic functions of rational invariants. The reduced Gröbner basis of the ideal
If we have a section of degree e, the ideal I z has e zeros in K(z)
This fact is of course reminiscent of the property of the normalized invariants that appeared in the geometric construction of Section 1.1. And indeed, normalized invariants, as defined in the neighborhood of a point on the crosssection where the action is well behaved, are zeros of I z . This is illustrated by the case of rotations in Example 1.2 and then 1.4. It explains why normalized invariants end up being algebraic functions. Proper mathematical statements and further developements are to be found in [32] .
The point we are making here is twofold. First, for rational actions of algebraic groups, which cover many a situation, we have an algorithm to represent normalized invariants as algebraic functions. Second, we can work formally with normalized invariants as variables, as long as we subject them to the relationships defining the cross-section.
Differential Invariants
The better known differential invariant is the curvature of a plane curve. It is an invariant for the Euclidean group, which consists of rotations and translations. If the curve is given as the graph (x, u(x)) of a smooth function u : R → R, the
It is an algebraic function of the derivatives of u. All other differential invariants can be obtained by differentiating the curvature with respect to arc length. This is an invariant derivation that can also be written explicitly in terms of the jet coordinates:
If we now look at surfaces in R 3 given as the graphs of a function (x, y, u(x, y)), two differential invariants come into play: Either the mean and Gauss curvatures or the principal curvatures. These pairs are not differentially independent of each other. Their derivatives, according to some invariant derivations, satisfy the Codazzi equation. Such a relationship is a syzygy.
In this section we describe algorithmic means to pinpoint invariant derivations, a generating set of differential invariants and their syzygies for a group action known solely by its infinitesimal generators. The content draws on [14, 29, 30 ].
Prolongations and invariant derivations
We consider a manifold X × U, where X and U are open subsets of R m and R n , with respective coordinates x = (x 1 , . . . , x m ) and u = (u 1 , . . . , u n ). We are intrinsically looking locally at submanifolds of dimension m in an m + n manifold: The submanifolds are given as the graphs of maps u :
We discuss briefly the prolongation of an action on X × U to its jet space, in a simple coordinatized way. The coordinates for the k-th order jet space,noted J k (X , U) or J k for short, consist of x, u and u α where |α| = α 1 + · · · + α m ≤ k. The functions on the infinite jet space J are subject to the total derivations D 1 , . . . , D m usually written
where i stands for the m-tuple with 1 at the i − th position and 0 otherwise. An action of a Lie group G on J 0 = X × U can be prolonged in a unique geometrically meaningful way to an action G × J k → J k . This prolongation can be made explicit as a change of variables in differential equations. Like many other operations in differential geometry and jet calculus, this can be performed with the Maple library DifferentialGeometry written by I. Anderson [2] . Similarly, the infinitesimal generators v 1 , . . . , v r of the action of G on X × U can be prolonged to vector fields v k 1 , . . . , v k r on J k such that they are the infinitesimal generators for the prolonged action. A differential invariant of order k is then a local invariant of the action prolonged to J k . We can use their infinitesimal characterisation as a formal definition.
For any k, a local cross-section to the orbits in J k defines an invariantization and a set of normalized invariants:
As discussed in Section 1.1, I k forms a functionally generating set of local invariants on J k and any differential invariant of order k and less can be written in terms of those by a simple rewriting.
As we prolong the action, the dimension of the orbits can only increase. It can not go beyond the dimension of the group. The stabilization orders is the order at which the maximal dimension of the orbits becomes stationary. With some mild asumptions on the group action on J 0 , we can see that, for all s ≥s, the orbits of the action on an open subset of J s have the same dimension r as the group.
If we consider a local cross-section P on J s , s ≥s, given as the zero set of a map p = (p 1 , . . . , p r ), the same equations define a local cross-section on J s+k , for any k > 0. Thus, this determines the normalized invariants at any order s + k. The equations of the cross-section form a maximal independent set of relationships among them. This leaves us, however, with a rather infinite description of differential invariants.
A finite description of differential invariants can be obtained by introducing the concept of invariant derivations. Formally, these are total derivations that commute with the prolonged infinitesimal generators. When applied to a differential invariant, they give a differential invariant of a higher order.
The key fact is: When the stabilisation order is reached, and the orbits have therefore the same dimension as the group, the local cross-section defines a moving frame. With such a map in hand Fels and Olver [14] 
Generators
As discussed above the orbits of the action of G on J s have the same dimension r as the group G, when s is greater than the stabilization order. To a local cross-section on J s we associated
• an invariantization process and thus normalized invariants of order s and greater
Any differential invariant can be written in terms of these by a simple substitution.
• a moving frame ρ : J s → G with which we can define invariant derivations
If applied to a differential invariant of order s + k, that can thus be written in terms of I s+k , the invariant derivations produce a differential invariant of order s + k + 1. The important fact for a computational approach is that the action of the invariant derivations on the normalized invariants can be made explicit [14, Section 13] (alternatively [29, Theorem 3.6 
]).
Let the function (p 1 , . . . , p r ) on J s define the cross-section. Denote by D(P ) the m × r matrix (D i (p j )) i,j . The entries of D(P ) are thus functions on J s+1 . Then V(P ) is the r × r matrix (v i (p j )) i,j . As P is transverse to the orbits of the action of G on J s , the matrix V(P ) has nonzero determinant along P and therefore in a neighborhood of each of its points. The above theorem implies in particular the so called recurrence formulae:
where K =ῑ(D(P )V(P ) −1 ) has entries that are functions of I s+1 . An inductive argument shows that anyῑu α can be written as a (rational) function of I A natural question is to determine a smaller set of differential invariants that is generating. A first result, initially stated in [49] in the case of coordinate cross-section and generalized in [29, Theorem 4.2] , provides a generating set of at most m(r + 1) + n differential invariants if we impose some condition on the cross-section. This condition is actually quite natural: It has to define a cross-section at all orders. Theorem 2.4. If P = (p 1 , . . . , p r ) defines a cross-section for the action on J such that P k = (p 1 , . . . , p r k ) defines a cross-section for the action on
The invariants in this generating set were named edge invariants in [49] . There is another set of invariants of the same size that was exhibited in [30] that does not require the cross-section to be of minimal order. 
, form a generating set of differential invariants.
The generating property of these is actually a rather simple observation on the recurrence formula. These invariants carry an important geometric interpretation. They are the coefficients of the pull-back by the moving frame of the Maurer-Cartan forms on the group and are accordingly named the MaurerCartan invariants. Rewriting any normalized invariant, and hence any differential invariant, in terms of the Maurer-Cartan invariants and their invariant derivatives can be done by a simple recursive procedure.
Syzygies
The rewriting of any invariant in terms of the normalized invariants of order s+1, or the edge invariants, or the Maurer-Cartan invariants and their invariant derivatives is not unique. At each step of rewriting aῑu α , with |α| > s + 1, there might be several choices of pairs (i, β) such that β + i = α leading to rewritinḡ ιu α into D i (ῑu β ) with additional terms.
The first source of non-uniqueness comes from the fact that the invariant derivations do not commute. Yet their commutation rules are known explicitly [14, Section 13] . Those commutation rules can always be applied to rewrite any invariant derivatives in terms of monotone derivations
A differential syzygy is a relationship among a (generating) set of differential invariants and their monotone derivatives. A set of differential syzygies is complete if any other syzygy is inferred by those and their invariant derivatives.
The main point of [29] was to prove the completeness of the following set of syzygies for the normalized invariants of order s + 1 in an appropriately formalized setting. The formalization also introduces some heavy notations that we skip to only render the essence. In the following theorem theῑu α now stand for formal variables. Theorem 2.7. Consider a local cross-section given as the zero set of the functions p 1 , . . . , p r on J s , where s is greater or equal to the stabilization order. A complete set of syzygies for I s+1 , the normalized invariants of order s + 1, is given by the union of the three following finite subsets:
and
The elements of the first set R are the relationships on the normalized invariants inherited from the equations of the cross-section. The second set S consists of the recurrence formulae between the derivatives of normalized invariants of order s and less and the normalized invariants of order s + 1. The syzygies T consist of a subset of cross-derivatives for the invariants of order s + 1. If
The difference thus forms a syzygy on I s+1 . The set of all cross-derivatives is redundant since we can obtain some by simple combinations of the others.
The syzygies for the Maurer-Cartan invariants can also be spelt out. Due to their geometric meaning, their syzygies arise as the pullback, by the moving frame, of the structure equation on the group. The structure equations depend on some constants C abc that describe the infinitesimal generators as a Lie algebra:
Theorem 2.8. Beside the relationships stemming from the equations of the cross-section, the Maurer-Cartan invariants, that are the entries of the matrix K =ῑ D(P )V(P ) −1 , are subject to the syzygies
for 1 ≤ i < j ≤ m and 1 ≤ c ≤ r, where C abc are the structure constants and Λ ijk are the coefficients of the commutation rules for the invariant derivations, written in terms of the Maurer-Cartan invariants.
When it comes to the syzygies of the edge invariants, they can be obtained computationally from the syzygies on the normalized invariants by a differential elimination that takes place in the generalized differential algebra setting described in the next section. Differential elimination algorithms can be applied to further reduce the number of generating differential invariants, as was done in [33, 29] . Indeed, if a differential invariant can be written in terms of the others (and their invariant derivatives) it means that there is such a relationship in the differential ideal generated by the complete set of syzygies. This relationship can be exhibited by computing a representation of this differential ideal with an appropriate elimination ranking.
Example
Many simple examples, as well as computationally challenging ones, are treated in the papers [14, 29, 30] from which the material of this section is drawn as well as in, for instance, [33, 49, 39, 42, 40] . Here we wish to illustrate how the presented material is put into action on a well known example.
We consider the action of SE(3) on surfaces in R 3 . We choose coordinate functions (x, y, u) for R 2 × R, i.e. we consider x, y as the independent variables and u as the dependent variable. The infinitesimal generators of the classical action of the Euclidean group SE(3) on R 3 are:
The nonzero structure constants are given by the following commutators of the infinitesimal generators:
Let us choose the classical cross-section defined by P = (x, y, u, u 10 , u 01 , u 11 ). The Maurer-Cartan matrix is then , and ψ =ῑ u 12 ιu 20 −ῑu 02 .
By Proposition 2.6 we have [D
The nonzero syzygies of Theorem 2.8 are:
The first two syzygies imply that
It follows that {κ, τ } forms a generating set. From their analytic expressions [21] we can write the Gauss and mean curvatures in terms of the normalized invariants and eventually in terms of the Maurer-Cartan invariants: Our generating invariants {κ, τ } are thus the principal curvatures. Substituting φ and ψ in the last syzygy we retrieve the Codazzi equation:
Generalized Differential Algebras
What we have so far is a characterization of a generating set for the differential invariants of the action of a Lie group, a way to rewrite any differential invariant in terms of their monotone derivatives and a complete set of the differential relationships they satisfy. In the case of the rational action of an algebraic group we also have an algorithm to compute explicitly those generating differential invariants. Importantly though, the complete set of syzygies and the rewriting can actually be obtained independently of the explicit expression of the generating set. We can thus work formally with those. The set of differential invariants is adequately represented by a differential algebra that is the quotient of a differential polynomial ring by a differential ideal. The differential polynomial ring has a differential indeterminate standing for each generating differential invariant. The syzygies live in this differential polynomial ring. They generate the differential ideal to quotient it with.
After the advent of Gröbner bases as a fundamental tool in computational algebra, efforts were made to provide practical algorithms for differential elimination and completion based on the concepts of differential algebra stemming out of work of J. Ritt and E. Kolchin [57, 36] . Complete lecture notes [25, 26] are available for a detailed understanding of the concepts involved and the algorithms underlying the diffalg library in Maple. A representative sample of the original articles is [6, 7, 24, 38, 41, 55, 56] All these address systems of classical differential equations, i.e. work with commuting derivations. Dealing with differential invariants and invariant derivations brought a new algorithmic challenge, first discussed in [39] .
In the algebra of differential invariants, the derivations do not commute. Furthermore, the commutation coefficients involve the differential indeterminates themselves, or even their derivatives. An adequate concept of differential polynomial ring was provided in [28] . The rather amazing part is that, in the end, it differs very little from the classical case. In particular, all the algorithms that perform differential elimination and completion can be extended to this new context by just changing the way derivations act on derivatives.
Let Y = {y 1 , . . . , y n } be a set of differential indeterminates. We define K Y = K y 1 , . . . , y n to be the polynomial ring in the infinitely many variables {y α | y ∈ Y, α ∈ N m }, called the derivatives. K is a field of characteristic zero to which the derivations can be restricted. In the classical case it is a field of functions in the independent variables. For the algebra of differential invariants, it is a field of constants. We endow K Y with a set of m derivations
where the family {Λ ijl } 1≤i,j,l≤n of elements of K Y is such that
This latter relationship stands for a Jacobi identity and is quite natural. It insures that the {y α } remain algebraically independent. It is certainly satisfied by the commutation coefficients that arise for the invariant derivations in Section 2.
Definition 3.
1. An admissible ranking on K Y is a total order ≺ on the set of derivatives {y α } such that
If K Y can be endowed with an admissible ranking then it is proved in [28] that
In this case we shall say that K Y is a differential polynomial ring with nontrivial commutation rules for the derivations {D 1 , . . . , D m }. Let us make a couple of remarks. If the Λ ijl are differential polynomials that involve derivatives of order one or less then any orderly ranking is admissible. This is automatically the case for the algebra of differential invariants when normalized or Maurer-Cartan invariants are selected as generators. Elimination rankings can also be admissible. If the coefficients Λ ijl involve only derivatives of a subset Z ⊂ Y of the differential indeterminates then we can consider a ranking that eliminates Y \ Z.
In classical differential algebra, i.e. when the derivations commute, rankings are only subject to the conditions
• y α ≺ y α+γ , ∀y ∈ Y, α, γ ∈ N m • y α ≺ z β ⇒ y α+γ ≺ z β+γ , ∀α, β, γ ∈ N m , ∀y, z ∈ Y.
There we can consider rankings that are not semi-orderly as the one given by:
y α ≺ y β ⇔ ∃i such that α 1 = β 1 , . . . α i−1 = β i−1 and α i > β i .
This type of ranking favors one of the derivations and cannot be handled in a context where derivations do not commute. As mentioned above, the concepts and main results of classical differential algebra go through with nearly identical proofs. In particular any radical differential ideal is finitely generated and has a unique minimal decomposition into prime differential ideals. The algorithms also work, with the restriction of ranking described above. The Maple library diffalg was extended to handle this new type of differential polynomial ring [5, 27] . The concepts and algorithms underlying it are described in great details in [25, 26] .
Prospects
In Section 1 we pointed out how obtaining a cross-section of degree 1 was interesting. Yet the question remains of when such a cross-section exists, and how to compute one. When no such cross-section can be found, one must still address the issue of determining the relationships on the generating rational invariants we obtained as the coefficients of the reduced Gröbner basis. We can always resort to another algebraic elimination to find them, but some geometric understanding should help the task.
In Section 2 we exhibited different sets of generating differential invariants. An open question is what is the minimal cardinality of such a set. For curves in affine n-space it is known that n differential invariants suffice as generators [19, 47] . One question I cannot answer though is how we can pinpoint n such generators from the Maurer-Cartan invariants. For surfaces in 3-space, under the Euclidean and affine group, two curvatures with a syzygy describe the algebra of differential invariants. Using the tools presented here and their implementation, it was shown that the same is true for the projective and conformal group acting on surfaces [33] . Some cases of 3-dimensional submanifolds in 4-space were also given a computational treatment in [29, Section 7] . For the general question of what is a minimal set of generating differential invariants, further theoretical development would be helpful.
The seminal article [14] offered methodological tools for deciding the equivalence of manifolds, the long standing problem attached to Cartan's moving frame method. My interest in the present subject stemmed out of the demonstration in [39] of how those tools could be used for solving a differential elimination problem through symmetry reduction. An example of how I think symmetry reduction, with a view towards differential elimination, should be tackled is presented as motivation in [28] . While some of the theoretical aspects have been worked out in the mean time, this particular problem has resisted my computational attempts at solving it. There is a need for more computational success on this idea so as to validate the approach.
A natural way to further advance the topic has been initiated in [52, 50, 51] . A methodological theory for pseudo-groups is introduced there in the same way as [14] started the topic for finite dimensional Lie groups.
