This paper proposes an adaptive extended object tracking algorithm with unknown timevarying sensor error covariance in linear state-space models. The proposed algorithm employs Inverse Wishart distribution to describe the full covariance. To produce an analytical solution, the measurement likelihood function introduces a latent variable to obtain an augmented form. Then, the latent variable is involved into the estimated list of quantities. To hold a recursive estimation framework, the proposed algorithm selects variational Bayesian (VB) inference to approximate the joint posterior distribution of estimated quantities. The VB inference minimizes Kullback-Leibler divergence between the true and approximate posterior density to obtain a convergent solution. Simulation experiments with unknown covariance demonstrate the effectiveness of the proposed algorithm.
I. INTRODUCTION
The classical target tracking theory assumes that a sensor can receive at most single measurement [1] , [2] . Due to the increased resolution capabilities of modern sensors (e.g., phased array radar), multiple measurements from different scattering centers of an object appear in a report [3] , [6] . Thus, in this situation, it is reasonable to treat an object as an extended object (EO). The object extension (e.g., size, shape, and orientation) as a part of the object states can be estimated together with the kinematic state (e.g., position, velocity, and acceleration). More importantly, obtaining the extension by fusing these measurements will contribute to detect, classify, and recognize different types of objects [3] .
A well-known approach, initialized by Koch in [6] , utilizes a symmetric and positive definite (SPD) random matrix to model single EO extension. Therein, the measurements are assumed distributing over extension with a Gaussian distribution whose covariance is corresponding extension (i.e., the SPD random matrix). The initial work [6] , to hold the conjugate prior structure, neglects possible sensor error, which may result in overestimating extension. To compensate for this effect, the follow-up study in [7] adjusted measurement The associate editor coordinating the review of this manuscript and approving it for publication was Nishant Unnikrishnan. likelihood function by accounting for possible sensor error. Whereas being for intuitive, this approach fails to exist an analytically tractable solution due to the existence of covariance addition term. Subsequently, within the random matrix framework, Lan et al. proposed two novel models to describe complicated dynamic variation and practical observation distortion of the extension in size, shape, and orientation, respectively [4] , [5] . Furthermore, the probability hypothesis density (PHD) filter [8] - [10] , multi-Bernoulli filter [11] - [13] and random finite sets [14] were proposed to address multiple EOs tracking problem.
A significant assumption in these two existing random matrix approaches (i.e., [5] , [7] ) is that they have obtained the prior knowledge of the measurement and dynamic model parameters, including the noise statistics. Nevertheless, in practice, the exact knowledge of the parameters, and especially, the noise statistics are uncertain. Insufficient statistics degrade related filter accuracy or even result in its divergence.
Adaptive filters are an appealing way to obtain the estimation of kinematic together with uncertain noise covariance, such as covariance matching [15] , [16] , maximum likelihood estimation [17] , and state augmentation [18] . Additionally, iterative algorithms have been commonly employed to address joint state and parameter estimation problems. An iterative technique for estimating these unknowns is the expectation-maximization (EM) algorithm [19] , [20] . The EM algorithm involves iterating an expectation step and a maximization step. Following this, [21] , [22] derived a minimum-variance smoother within EM algorithm to iteratively identify the uncertain noise variance and smoothed state. Smoother can yield unbiased estimation and improved approximate Cramér-Rao lower bounds at the expense of calculation complexity and delay. Unfortunately, the random matrix framework cannot easily incorporate these approaches mentioned above. As therein the measurements have two uncertain sources (i.e., the extension and sensor error), so no an explicit analytical solution exists.
Variational Bayesian (VB) inference is a closed-loop optimization method that has been developed to approximate posterior density at a low computational cost in comparison with the sampling methods (for a tutorial of VB inference, see, e.g., [23] , [24] ). In recent years, VB inference is employed to jointly estimate the kinematic and noise covariance. [25] proposed a VB adaptive Kalman filter (VB-AKF), which approximates the joint posterior density of kinematic and measurement noise variance in the form of factorization. The VB-AKF assumes that the noise covariance is a diagonal matrix whose diagonal entries possess Inverse Gamma distribution. Following this, VB inference is extended to model the full noise covariance via Inverse Wishart distribution [26] - [28] . Besides, [29] presented a noise adaptive Cubature information filter (CIF), which selects Wishart distribution to model inversion of the measurement noise covariance.
In this paper, we propose a VB adaptive extended object tracking approach with unknown time-varying sensor error covariance. This adaptive approach employs Inverse Wishart distribution to model the full covariance. Due to the existence of covariance addition term in the measurement likelihood function, no explicit analytical solution exists in the iterative optimization implementation. To get rid of the summation, the measurement likelihood function introduces a latent variable to obtain an augmented form. Then, we reformulate the joint posterior density by including the latent variable into the estimated list of quantities. The introduced latent variable enables VB inference to yield a convergent solution.
The remaining part of the paper is organized as follows. Section II gives a brief problem formulation. The main result of the work is presented in Section III. Section IV analyzes the performance of the proposed approach with unknown sensor error covariance by simulation experiments. Conclusions are presented in Section V.
II. PROBLEM FORMULATION
In extended object tracking (EOT) applications, the kinematic state x k ∈ R s×d and the SPD object extension matrix X k ∈ R d×d can be recursively estimated based on the online measurements, where s and d represent the dimensions of kinematic in one-dimensional space and physical space, respectively. Assume that there is a set of n k independent Cartesian position measurements at time k, denoted as Z k = {z r k } n k r=1 . The discrete-time linear state-space models considered here are
where w k is the Gaussian process noise with zero-mean and covariance Q k , Φ k = F k ⊗ I d with F k being the kinematic transition matrix in one-dimensional space, I d ∈ R d×d is identity matrix, and notation ⊗ denotes Kronecker product;
being the measurement matrix in one-dimensional space, and v r k is the Gaussian measurement noise with zero-mean.
As discussed in [7] , the sensor error cannot be neglected when it is large in comparison to the extension X k . Thus, [7] modeled v r k as follows:
where λ represents the different types of EOs (e.g., λ = 1/4 indicates that the scattering centers are uniformly distributed over an object), and R k is the sensor error covariance. Notice that Φ k ,H k , Q k , and R k are assumed to be known in [7] . Now, departing from the case of the original random matrix approach [7] , we assume that the covariance R k is stochastic with an independent dynamic model.
Suppose that the joint posterior density of x k−1 , X k−1 , and R k−1 conditioned on Z k−1 = {Z } k−1 =0 (i.e., the accumulated sensor data up to and including time k − 1) at time k − 1 is approximated by a product of three functions
where IW d (X; m, C) with the degrees of freedom m > 2d denotes Inverse Wishart distribution (see Appendix A), and superscript r means that the quantity is related to the distribution of R. Equation (3) follows the assumption that the dynamic models of states and covariance are independent. This work concerned with the measurement update is to obtain the joint posterior density p(x k , X k , R k |Z k ), which is given as follows:
where p(Z k |Z k−1 ) can be obtained by
and the measurement likelihood function can be written as
Since the dynamic models of states and covariance are assumed to be independent, the separable form will remain in the prediction stage. Suppose that we obtain the predicted posterior density with the following form at time k:
where the quantitiesx k|k−1 and P k|k−1 denote predicted kinematic and its covariance, respectively, the quantitiesv k|k−1 andX k|k−1 are predicted degrees of freedom and scale matrix with respect to X k , respectively, and the quantitiesv r k|k−1 and X r k|k−1 are predicted degrees of freedom and scale matrix with respect to R k , respectively.
A recursive estimation framework requires that the posterior has a same form as the prior. Hence, we aim at obtaining an approximate posterior density with the following form:
However, due to the covariance addition term in (7) , no explicit analytical solution exists for p(x k , X k , R k |Z k ). More precisely, (7) cannot be approximated by a product of Gaussian and Wishart distribution.
III. NOISE ADAPTIVE VARIATIONAL BAYESIAN ALGORITHM A. VARIATIONAL BAYESIAN APPROXIMATION
To get rid of the summation, we reformulate the Gaussian density N (z r k ;H k x k , λX k + R k ) as
where the latent variable y r k represents an underlying noisefree measurement [30] . Equation (10) indicates that each detection z r k is modeled as a noisy measurement of a noisefree point y r k located somewhere on the EO. The integral in (10) , in essence, is the marginalization of y r k out of the joint density of z r k and y r k , i.e.,
are not the interested quantity. However, (11) can be viewed as an instruction to get rid of the covariance summation, which allows for obtaining an approximate analytical solution (we will discuss later why the noise-free measurements Y k is required).
Involving Y k into the estimated list of quantities, the overall aim becomes estimating the posterior density p(x k , X k , R k , Y k |Z k ). To make the computations tractable, we introduce the well-known variational Bayesian inference and search for a free-form factored approximate density for p(x k , X k , R k , Y k |Z k ) as follows:
where the densities q x (·), q X (·), q R (·), and q Y (·) are the approximate posteriors for x k , X k , R k , and Y k , respectively. Notice that with this factorization, we can easily get the posterior p(
The estimationsq
can be obtained by minimizing the Kullback-Leibler (KL) divergence between the true posterior p(
To obtain the optimization solutions for (13), we optimize alternately the current multiplicative factor by computing expectation of the log-density conditioned on fixing the last estimated values of another factors in q(·). We use a constant c to symbolize all of the constant terms, and then the performing procedure with respect toq (14) has the following form:
where p(x k , X k , R k |Z k−1 ) is given by (8) and
In the following subsections, we utilize (14) to obtain the
of q x (·), q X (·), q R (·) and q Y (·), respectively. In the iterative optimization, the expected values of (14) are taken using the last estimations of q x (·), q X (·), q R (·) and q Y (·) to get their updated values, which guarantees the convergent solutions.
where the notation (·) denotes the term right before it,ȳ k = 1
. Taking the exponential of both sides of (17c), normalizing, and using the Gaussian product formula (see Appendix A), we obtain
with
. (22) Proof of (17c) is given in Appendix B. Now, suppose that we do not introduce the noise-free measurements (latent variables) Y k , the solution for q x (x k ) is given as follows:
we can determine the (i + 1)th iteration q i+1 x (·) of q x (·) via similar implementation as in (17) . That is,
In (24b), the intermediate result (λX k + R k ) −1 is intractable, as the joint density with respect to (λX k + R k ) −1 , in practice, is hard to obtain. Meanwhile, at each cycle step, VB inference needs to estimate the extension X k and covariance R k respectively rather than its summation term (λX k +R k ). The (i+1)th iteration q i+1 X (·) of q X (·) meets the same challenge. Discussion about q i+1 X (·) is omitted due to space limitation. Considering these difficulties, we introduce the noise-free measurements Y k to get rid of the summation. The variation can guarantee VB inference to obtain the analytical solutions.
2) Calculation of q
Proof of (25b) is given in Appendix C.
The right-hand side of (25b) possesses the form of the logarithm of an inverse Wishart distribution in X k . Taking the exponential of both sides of (25b) and normalizing, we obtain
wherê v (i+1)
3) Calculation of q
The right-hand side of (29b) possesses the form of the logarithm of an inverse Wishart distribution in R k . Taking the exponential of both sides of (29b) and normalizing, we obtain
wherev r,(i+1) k|k
Proof of (32) is given in Appendix D.
4) Calculation of q
Taking the exponential of both sides of (33c), normalizing, and using the Gaussian product formula (see Appendix A), we obtain
DYNAMIC MODEL OF SENSOR ERROR COVARIANCE
In an analogous manner to [25] , the dynamic model p(R k |R k−1 ) needs to be chosen such that when it is applied to the prediction stage, it yields an Inverse Wishart distribution. Generally, the explicit density is hard to construct, and hence we propose a heuristic dynamics for R k . Similar to the assumption with respect to the extension in [7] , the following prediction stage equations seem to be plausiblê v r
where T is scan time, and τ r is temporal decay constant.
C. ADAPTIVE EXTENDED OBJECT TRACKING ALGORITHM
One cycle of the proposed algorithm (VBAE-R), which implements joint estimation of the kinematic x k , extension X k , and covariance R k , is summarized in 
IV. SIMULATION RESULTS

A. EVALUATION FOR EOT
To evaluate tracking performance, we compared VBAE-R algorithm with the approach proposed in [5] by numerical experiment. In EOT scenario, the extended object was an ellipse with diameters of 340m and 80m (about the size of an aircraft carrier of the Nimitz-class [7] ). The object moved with constant speed v = 27 knots following the trajectory shown in Fig. 1 . The initial kinematicx 0|0 was chosen randomly from N (x 0 , P 0 ) in each run, where x 0 = [800, −200, 14/ √ 2, −14/ √ 2, 0, 0] T and P 0 = diag([70 2 , 70 2 , 10 2 , 10 2 , 5 2 , 5 2 ]). We utilized a dynamic model adopted in [6] to track the object, where the process noise term D k was chosen with = 10m/s 2 and θ = 40s. Assume that no further prior information about the initial extension, we usedX 0|0 = 100 2 I 2 andv 0|0 = 40 for initialization. The true measurements, based on (1), were generated by a sensor with the scan time T = 10s, where the measurement noiseṽ r k ∼ N (0, 0.25X k + R k ) with a timevarying R k that was unknown to VBAE-R. The true R k can be obtained by a staircase function [29] : where σ 2 k,x and σ 2 k,y (see Fig. 2 ) can be modeled by a tanh(·) function, i.e., The following parameters were adopted for the different examined trackers: 1) In Lan's approach, degrees of freedom δ k = 20 and process noise parameter = 0.008; 2) In VBAE-R algorithm, temporal decay constant τ = 2T, τ r = 6T, initial covarianceX r 0|0 = diag([500, 500]), initial degrees of freedomv r 0|0 = 20, and number of iterations N = 3 per time step; 3) Besides, VBAE-R with the true covariance (VBAE-T) is used as a benchmark. VBAE-T has the same parameters as that in VBAE-R except its covariance is true rather than estimated.
The comparison results are the root mean square error (RMSE) over M = 300 Monte Carlo runs. The RMSE of position and stochastic matrix (i.e., extension and covariance) is defined, respectively, as follows:
where superscript j denotes quantity on the jth simulation and x i,k denotes the ith component of x k . The definition of RMSE vel is similar to the RMSE in position. Figs. 3-5 show the RMSE of extension, position, and velocity, respectively. In comparison with Lan's approach, we notice an improvement using VBAE-R and VBAE-T, especially for extension and velocity estimation. Intuitively, Lan's approach selects predicted extensionX k|k−1 to make such an approximation B k ≈ λX k|k−1 + R k 1 2X − 1 2 k|k−1 , which loses some valuable knowledge. Additionally,X k|k−1 is a symmetric and positive-definite matrix in theory. However, in practice, due to errors introduced by operations performed on finite word-length digital computers, symmetry and positive-definiteness are often lost [2] . Specifically, loss of positive definiteness may probably stop related approach operating continuously in MATLAB. These two facts may cause degraded performance for Lan's approach. In contrast, VBAE-R and VBAE-T avoid the approximation and matrix decomposition operations by introducing a latent variable. Another possible reason is that the inherent property of VB inference ensures an optimistic solution.
The VBAE-T with known covariance gives a benchmark, and VBAE-R approaches to the estimation accuracy of VBAE-T (see Figs. 3-5 ). Apparently, VBAE-R can indeed overcome the effect of unknown covariance to obtain an optimistic estimation. During the turns, VBAE-T and VBAE-R have larger errors in RMSE velocity. When an extended object goes through a maneuver, such as a turn, its velocity is affected by its extension, body structure, mass, direction it is traveling in, etc. However, in VB theorem, crosscorrelations between the estimated quantities are not present in the approximation. The larger degree of partitioning is, the more correlation between estimated quantities will be lost in approximation. Hence, the achieved minimum of KL divergence will be greater, and the approximation will be poorer [23] . This is a possible reason causing VBAE-T and VBAE-R with larger errors during the turns.
The estimation of covariance is shown in Fig. 6 . Without sufficient prior information, VBAE-R can make full use of multiple measurements to obtain a convergent estimation. The outcome demonstrates the effectiveness that VBAE-R employs Inverse Wishart distribution to describe the covariance.
B. EVALUATION OF CREDIBILITY
An efficient method is also required to deliver a relative quality measure, typically in form of the credibility of estimation. The credibility is characterized via average normalized estimation error squared (ANEES). where subscript j denotes quantity on the jth simulation and
To transfer this credibility measure to the extension estimation, ANEES with respect to extension is defined as follows:
k |Z k ] is given by Theorem 1 (see [31] ).
For both types of ANEESs, the closer to 1 ANEES is, the more credible the estimator. If ANEES is much greater than 1, the actual estimation error is much larger than what the estimator believes (i.e., the estimator is too optimistic), vice versa. With respect to the self-assessment of VBAE-R, VBAE-T, and Lan's approach, ANEESs for kinematic and extension are shown in Figs. 7-8, respectively. From Fig. 7 , we can see that three approaches appear to be too pessimistic about their kinematic estimation during the non-maneuver phase and too optimistic in the maneuver phase. The two VB filters have an almost identical outcome and show this more than Lan's approach. In addition, as shown in Fig. 8 , three approaches appear to be too optimistic about their extension estimation in the maneuver phase. During the nonmaneuver phase, VBAE-T and Lan's approach are slightly credible than VBAE-R. A possible reason is that mismatch between the estimated and true covariance affects the credibility of VBAE-R. As pointed out in [7] , the ANEESs of kinematic and extension still need further investigation.
C. EVALUATION OF THE INITIAL PARAMETERS
The initial parameters temporal decay constant τ r , τ , and number of iterations N could affect the performance of VBAE-T and VBAE-R. Thus, we consider the experiment testified in Section IV-A in three cases with different initial parameters. The comparison results are corresponding average RMSE over 100 Monte Carlo runs. Case III : Set τ = 2T, τ r = 4T. The parameter N varies between [2, 4] .
The comparison results in three cases are shown in Figs. 9-11, respectively. From Figs. 9-11, we can conclude that : (1) temporal decay constant has a significant impact on the estimation of stochastic matrix. A larger temporal decay constant represents lower agility (e,g., τ = ∞ describes a static object), vice versa. Hence, one should reasonably choose the constant in the considered scenario. Obviously, a good performance can be achieved when τ = 2T for the extension estimation and τ r is between [5T, 6T] for the covariance estimation in this scenario; (2) number of iterations N can affect the final results. In Case III, for a timevarying R k with moderate agility, we set τ r = 4T. Hence, there is a mismatch between the true agility and τ r used in VBAE-R. In this situation, a lager N can ensure that VBAE-R has a convergent solution with respect to the covariance. Meanwhile, more iteration numbers can degrade the RMSE extension errors; (3) VBAE-R decouples the posterior densities of kinematic, extension, and covariance, so the estimation errors of extension and covariance will not affect that of the kinematic.
D. EVALUATION OF THE EFFICIENCY
Posterior Cramér-Rao Lower Bound (PCRLB) which gives a lower bound on the achievable mean-square-error (MSE) of an estimator is commonly used to evaluate the estimator efficiency [32] , [33] . To testify VBAE-R efficiency, we consider an example described in [33] to generate true kinematic and extension state. All of the parameters were same as those in [33] expect the parameters τ r = 35, N = 4, τ = 21, and m = 20. The measurements were generated randomly with a time-varying R k that was unknown to VBAE-R. The true R k can be obtained by a staircase function: Fig. 13 shows the RMSE extension errors along with the square roots of the corresponding PCRLBs. Intuitively, the RMSE extension errors do not follow the PCRLBs as tightly as in the kinematic. Nevertheless, undeniably, VBAE-R is an efficient estimator for the kinematic and extension. Fig. 14 illustrates the RMSE covariance errors on each component. Again, according to the outcomes of PCRLBs, we can declare that VBAE-R obtains a convergent result. The result, in turn, will help VBAE-R attain the theoretical lower bound (PCRLB).
V. CONCLUSION
In this paper, we propose a recursive noise adaptive extended object tracking algorithm with unknown time-varying sensor error covariance. The proposed algorithm, which utilizes Inverse Wishart distribution to model the covariance, iteratively obtains the approximate joint posterior density of the kinematic, extension, and covariance via variational Bayesian approximation. Simulation results verify the effectiveness of the algorithm. Meanwhile, the algorithm is an efficient filter for the kinematic and extension under model match conditions. APPENDIX A. SOME PROBABILITY DENSITIES 1) GAUSSIAN PRODUCT FORMULA For joint density given by p (x 2 , x 1 ) = N (x 2 ; Hx 1 , Y 2 ) N (x 1 ; y 1 , Y 1 ), a product formula exists as follows:
= N (x 2 ; Hy 1 , S) (40b)
2) INVERSE WISHART DENSITY
A d × d SPD random matrix X is inverted-Wishartdistributed, if its density is given by
with the degrees of freedom m > 2d. The proof is complete.
D. PROOF OF (32)
The intermediate result can be derived as follows: where (z r k − y r k )(·) T E q (i) y (z r k − y r k )(·) T . The proof is complete.
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