Energy flexible buildings in combination with demand response will play a key role in the future smart grid. To implement control strategies, which enable demand response, like model predictive control, thermal building models are necessary. Therefore, three lumped capacitance models, are compared with a k-Nearest Neighbor regression model. All models show accurate prediction results, if the operating condition of the building is similar during parameter identification or rather during training and the validation period. Parameter identification of lumped capacitance models is a time-consuming task. Especially for complex lumped capacitance models, the search space for certain parameters has to be reduced to avoid local minima. The investigated k-Nearest Neighbor algorithm has the advantage of easy implementation, very fast training and minimal effort for parameter identification in combination with accurate predictions. But its seasonal dependency is very strong, which can be easily overcome with periodically data update, as it is an instance-based learning algorithm.
INTRODUCTION
As a result of the increasing share of Renewable Energy Sources (RES), accompanied with a volatile production, today's energy system is facing serious challenges. To further increase the share of RES in the smart grid, flexible loads have to be utilized. Therefore, demand becomes an active player within the electrical energy system [1] , and Demand Response (DR) is considered as one of the main components in the smart grid [2] . DR can be described as a change of the normal consumption pattern by the end-use customer in reaction to some signal [3] .
As European households have a share of about 25% on the final energy consumption, and more than 65% of this energy is used for heating and cooling [4] , these applications seem to be first candidates for DR actions. They are suitable because of their thermal inertia, which allows buildings to shift heating and cooling demand to periods in time where energy production from RES is available. The objective of residential demand response programs is, therefore, the reduction of peak load or rather carbon dioxide (CO2) and cost reduction [5] .
The DR potential of buildings depends on various factors like the type of heating, cooling, or air ventilation systems, structure and layout of the building, and the user behavior. It is limited by thermal comfort criteria and air quality constraints which must not be violated. A number of case studies have been carried out to investigate potentials and building performance implications [6] .
Model Predictive Control (MPC) fits the requirements for implementing residential DR perfectly as it enables load curtailment strategies as well as balance conflicts between user comfort, energy consumption and costs [7] . The energy flexible building can actively support the electrical grid by reacting on DR signals. MPC is one of the most suitable control strategies to integrate such energy flexible buildings into the smart grid. Moreover, such control strategies become more important in perspective of the amendment to the European Directive on the Energy Performance of Buildings (EPBD) which was approved in May 2018 by the council of the European Parliament [8] .
The main objective of this proposal is to improve the energy efficiency of existing buildings. Therefore, strategies and methods are mentioned in the proposal, like using built-in intelligent devices and smart technologies which will guarantee an efficient building operation. Information and Communication Technologies (ICT) should be implemented to interact with the user behavior and provide DR management.
DR in combination with MPC could be used to satisfy such requirements [9] , but precise and robust thermal building models are crucial for MPCs to operate as expected [10] . In this context, MPC have been applied for price-based DR programs to optimize costs [11] , reacting to fast DR events [12] , as well as using other performance indices, like flexibility indicators, in their objective function [13] . The used building models can be divided into four categories: white-box, calibrated simulation models, gray-box and black-box models [14] .
White-box models need detail knowledge about the system and the underlying physical process. Thus, they are usually too complex to be used in an MPC.
Calibrated simulation models are basically white-box models, but they were calibrated with measured data. They are often used as a surrogate model during development of new control strategies.
Gray-box models are data-driven models, but they are based on physical principles. Their parameters have to be identified, based on historical data. A common way to create Linear, Time Invariant (LTI) gray-box models, is applying an RC-formalism, also known as lumped capacitance model (RC models). The lumped capacitance model is a common technique to model the thermal condition of a building in analogy to an electrical circuit [15] . RC models have also been extended to incorporate humidity into the model, to increase comfort inside the building [16] . Creating RC models is a time consuming and error prone task. To reduce development costs, information from the Building Information Model (BIM) has been utilized to setup a tool chain, which is able to automatically generate gray-box models [17] . BIM data is mostly only available for new construction, because creating a BIM is also very time-consuming process, which is usually done at the planning phase of the construction.
Black-box models are purely data-driven. Thus, knowledge about the system is not necessarily needed. The model is based on historical data of the behavior of the system. Various machine learning algorithms, like k-Nearest Neighbor (k-NN), can be applied to create such regression models. A comprehensive review of data-driven modeling techniques for building energy consumption is given in Bourdeau et al. [18] .
The objective of our work was to investigate the performance of three different RC models with different complexity in comparison with a k-NN model. The seasonal dependency of the identification or rather training periods is investigated, to examine the usability of the identified RC models as well as the k-NN at different operating conditions (heating and cooling). Therefore, the seasonal model performances were evaluated.
MATERIALS AND METHODS
Measurements were carried out at a detached house in Austria. This single-family house was built in 2015 and has a living area of about 296 m². The house has a basement with a heated floor area of about 63 m². The ground floor (112.3 m²) and the first floor (85.5 m²) are totally conditioned. The external walls are made of brick, insulation and plasterboard. Load-bearing walls in the first floor are capped through a pitched roof and in the ground floor through a flat roof. The room used for this simulation is located in the ground floor and has a total volume of 191.7 m³. This living room consists of a high window area of 28.9 m² and has ceilings connected to external and adjacent thermal zones. The heat demand is covered by a floor heating system with a geothermal heat pump, operating in a monovalent mode. The data acquisition of the individual room temperatures, the outdoor ambient temperature, the solar radiation as well as the mass flow, supply and return temperature of the floor heating system was performed with calibrated mobile measurement equipment. The accuracy of the temperature sensors was in a range of ±0.2 °C. A portable ultrasonic mass flow meter was installed to measure the supply flow of the heating system with an accuracy of ±0.01 m/s. The solar irradiation was measured by a pyranometer, classified as so called "First Class" after ISO-9060. The sensor data were collected by a central aggregator over wireless network. Two temporary measurements were carried for two months in summer (July and August 2017) and four months in winter and spring (January till May), respectively.
This data was used to calibrate a building simulation model in TRNSYS. The geothermal heat pump system is realized through the single-stage heat pump type 927 combined with manual equations and a two-point controller. The minimum air change rate for a living area is defined by the national standard with 0.5 h −1 [19] . As only temporary presence is considered, the ventilation and natural infiltration are taken with a constant air change rate of 0.33 h −1 in the TRNSYS model. Internal gains produced by artificial lighting, persons or electrical equipment are neglected. Also, automatic shading is turned off for the simulation. The simulation data surrogate the measured data to focus on the thermal behavior of the building itself. This was done to eliminate disturbances on the model identification through user behavior or unknown control actions. Data for one thermal zone of this TRNSYS simulation was used for further analysis. With the data, three different RC models were parameterized and the k-NN model was trained. The whole model development process is explained in the following subsection. Figure 1 shows the main steps in the data-driven model development process which is inspired by Ge [20] and was applied in this work. The first step was a process decomposition. In the case of a thermal building model, the heat transfer process was analyzed and influencing parameters, like adjacent zone conditions, heat distribution system, window areas, infiltration as well as orientation of the room, were identified based on domain knowledge and construction documents of the building. Afterwards, the available measurements were assigned to their thermal zones.
Data-driven model development process
Usually, the available raw data have to be pre-processed. This means, outliers have to be identified and removed, missing data have to be filled or estimated and the sampling rates have to be synchronized. This is usually a manual and time-consuming task. As a surrogated model was used for the investigation, this task could be skipped.
The next step is a sample and variable selection. The variable selection was performed based on domain knowledge and information from the construction documents of the building. With the help of statistical analysis, like scatter plots and cross-correlation coefficients, a better insight into the building dynamics could be achieved by determining the linear dependency of the ambient air temperature and solar irradiance on the operational zone temperature. To take the different seasonal operating conditions of the building into account, a training sample of 18 winter days was selected. To validated the performance of the trained models, seven days in every of the four seasons were used.
As already mentioned, three RC gray-box models as well as a k-NN model were selected and trained. Training means an optimization process, where the error between the model output and the training data is minimized. For the gray-box models this means a variation of the given model parameters. A detailed description of the models is given in the next subsection.
The trained models were deployed and forecasts for the validation period were produced. The errors of the forecasts were used for model evaluation. Usually, if a model does not perform well, a new model or additional samples are used to perform a new training step. This iterative cycle was not performed in this work, because the purpose is to compare different models under the same training conditions.
The described model development process requires a lot of domain knowledge which is often not explicitly stated or scattered over domain experts. To reduce the effort for data driven model development and facilitate the re-use of knowledge, a systematic data and information management would be beneficial. 
Investigated lumped capacitance models
Three different RC models with different complexity were investigated. For all models under investigation, the inputs of the model are the outside ambient temperature (TA), the solar irradiance (qSOL) as well as the heat flow into the thermal zone (ϕH), which is delivered by the heating system. The output of the model is the operative room temperature (TR). The amount and their physical meaning of the model parameters differ for each RC model, due to the lumped network-structure.
The simplest RC model would be one lumped thermal capacity (CR) for the whole room as well as one thermal resistance (RR,A) for the envelope of the building. As the house under investigation uses a floor heating system, this simple model was extended with an additional resistor (RH) and capacitor (CH), to consider the high thermal inertia of that heating system. This 2R2C-model is shown in Figure 2 . The state variable (TH) represents the temperature of the floor heating system. The parameter Aw represents an effective window area factor, which is a simplification of various factors, like orientation of the building, shading by surroundings, etc. The differential equations of the simple 2R2C-model are stated in eq. (1) and eq. (2): The second model is extended with an additional resistor (RR,E), representing the thermal resistance between the room temperature and the building envelope, and a capacitor (CE), representing the heat capacity of the building envelope. The thermal resistance between the envelope and the ambient air is represented by RE,A. This leads to an additional internal temperature of the envelope (TE). This 3R3C-model is presented in Figure 3 . The corresponding differential equations are given in eq. (3-5). 
The third and most complex RC model of this study is a 5R3C model, shown in Figure 4 . The temperature node (TR) has no thermal capacity contrary to the other models. Moreover, a temperature node (TIN), representing the interior, and a thermal resistance (RR, 
The identification of the RC model parameters was implemented as an optimization problem, where the minimum of the model output error has to be found. The Mean Squared Error (MSE) was used as output error function for that optimization. Eq. (10) shows the calculation of the MSE, where is the predicted load, is the observed load, and n is the number of samples forecasted. The parameters of the RC models have to be tuned to find the minimum of the MSE. The identification period was chosen for 18 days in winter (2016-01-18 till 2016-02-04). The time resolution of the training and validation data was one hour:
Because of the non-convex and multidimensional parameter search space, a Genetic Algorithm (GA) was used to identify the optimal parameter set. The advantage of GA's over gradient decent techniques is that they are not biased towards locally optimal solutions, but still have the ability to direct the search towards a prospective region in the search space [21] .
The GA was implemented by the use of the DEAP framework [22] , with a population size of 100, a one-point crossover, and tournament selection which uses a tournament size of three. The mutation was implemented by a normal distributed random variation which range depends on the type of parameter. The cross over and mutation probability have been chosen by a sensitivity analysis. The cross over probability is set to a value between 0.4 and 0.6, and the mutation probability is reduced from 0.3 to 0.1 during the search to reach better convergence. To evaluate the fitness of an individual, the MSE for the training data is calculated.
Investigated k-Nearest Neighbor model
In contrast to the RC-models, a black-box model was also investigated. Because of the short training period, an instance based shallow learning algorithm was chosen. As shown in previous work, a k-NN regression model is suitable for such kind of thermal modeling applications [23] .
As mentioned before, k-NN is an instanced-based learning algorithm. Predictions are made, based on a comparison of the input data with the k closest existing instances. The output is calculated as an interpolation of those k closest neighbors. The principles of k-NN for time series prediction is explained in more detail in Yakowitz [24] . For multivariate time series regression, more details can be found in Al-Qathani and Crone [25] . The implementation uses distance weighting which considers close instances more than other. The k-parameter was empirically chosen with a value of 5. Other values of k have been tested, but delivered worse results. An additional lagged input of the heating power (ϕH) was used, to consider the thermal inertia of the heating system. The training and test set for the k-NN is the same as for the RC model identification. A sample of 18 days in winter and a resolution of 1 hour is used as training data. To test the performance, 7 days in each seasonal period are chosen, which are not in the training set.
Model validation
The model validation was done for all models in different seasons. A period of 7 days was used as shown in Table 1 . To compare the performance of the models in different seasons, the Mean Absolute Error (MAE) was calculated, as shown in eq. (11), where represents the model output and y represents the observed value for a time step i, and n is the number of samples forecasted:
The MAE was calculated for every season to investigate the impact of the model identification period on the model performance.
RESULTS
The scatter plots in Figure 5 show the correlation between the operative room temperature (TR) and the outside ambient air temperature (TA) as well as the solar irradiance (qSOL). As the power of the heating system cannot be regulated, this input is not shown in the plots.
As the cross-correlation coefficients show, there is not a very high linear dependency between the inputs and the operative room temperature (TR). The low dependency of (TA) can be explained by the implemented two-point temperature control without shading. That control strategy holds TR between two boundaries but is not able to prevent overheating during warm days with high solar gains. This can be seen in the higher correlation of qSOL in Figure 5 . The solar gain is increasing the room temperature, but depends on the sun position, the room's window size and its orientation.
Usually, the solar irradiance causes very high and short fluctuations in the operative temperature profile. As the time resolution is reduced to one hour, mean values for the radiation are used. This can explain the relatively low cross-correlation between TR and qSOL.
To characterize the operating condition of the building for different validation periods, the input data distribution is analyzed and shown in Figure 6 . As the heat pump is only used for heating and not for cooling, the heat flow into the thermal zone (ϕH) is zero during the summer period. It can be visualized, that the operating conditions of the winter and the fall period are most similar with respect to mean ambient temperature, solar irradiance, and their variance. This is reflected in the model validation process, as described below. 
Parameter identification of the lumped capacitance models
The parameter identification was made with data from 18 days and a resolution of 1 h. As the search space increases with the complexity or rather the number of parameters of the model, the runtime of the GA took more than two hours on an Intel i5 dual-core with 4 GB RAM. Especially for the 5R3C model, the boundaries of the search space have to be well defined to avoid getting stuck in local minima. This needs some experience and knowledge about the building itself and the system dynamics. Thus, the whole parameter identification process was a quite complex and time-consuming task.
To reduce the parameter search space, parameters are often pre-defined based on physical information about the building structure (e.g. wall or window structure) [26] . This was not done in the present work, because this information is not always available (i.e., in particular, for existing buildings). The identified parameters are shown in Table 2 . 
Model validation
As a performance metric for the model validation, the MAE was chosen. For a seven days prediction, the obtained results are shown in Table 3 for all four seasons. As expected, the MAE is good for all types of models. Also, the simplest 2R2C model shows good results, if the operation condition of the building is quite similar during the identification and validation process. This is the case for the winter and fall period, as shown in Figure 6 . The simple 2R2C and 3R3C models show better performance for the other two periods (spring and summer), but the MAE of about 2 °C is still very high.
The k-NN performed best in winter and allowed fast training, as it is an instance-based learning algorithm. The MAE in spring and especially in summer is very high, because these conditions were not present in the training period. Figure 7 shows the residuals of the model validation for all four seasons. For the 2R2C and the 3R3C model, the error distribution looks very similar. These mismatches of the models can be explained by the non-linearity of the system, caused by seasonal changes in building dynamics [27] .
The 5R3C model seems to get stuck in a local minimum during the parameter identification. This could be the reason for the high deviations during the spring and summer period. Despite the empirically change of parameter boundaries to force the identification process into a certain direction, no better parameter set could be found, as it was not intended to predefine parameters to reduce the search space. This dispersion of parameter estimates is a common problem in RC gray-box model identification [28] .
The k-NN model is a data-driven model. Thus, it is only able to make accurate predictions under conditions where the input data is similar to the training data set. Therefore, the k-NN model produces a very high MAE in the summer period, but for the winter period the k-NN model outperforms the others. 
CONCLUSIONS
Even simple RC model structures are well suited for heat load prediction and intelligent model predictive control. As a drawback, the RC structure has to be adapted considering the property of the heating systems. As well as black-box models, these RC models have the downside of seasonal dependency. Also, the parameter identification is a quite challenging task, because of the non-convex search space. Thus, a heuristic search method, such as a genetic algorithm was necessary to identify the model parameters. For complex gray-box models, domain knowledge should be applied to reduce the search space and avoid local minima during parameter identification. Also, the model identification should be performed under the same operating conditions as the model will be used, because of the seasonal impact or rather the non-linearity caused by seasonal changes in building dynamics. This is reflected by the error investigation of the models. Inner gains were not considered as the identification data was produced by a TRNSYS simulation.
For intelligent building control, the used models should be accurate and easy to create. It has been shown that machine learning algorithms, like k-NN are as accurate as RC models, but have less effort to create. Also, shallow learning algorithms do not need more training data as necessary for parameter identification, as shown in this work. The seasonal dependency of the machine learning models can be avoided, if more data is collected and online learning or periodical updates are implemented. Further investigations have to be done, how various machine learning algorithms perform and how the seasonal and day time influences can be considered by using adaptive models. Also, user behavior should be investigated and considered for these models. Furthermore, the time resolution of the prediction has to be increased and checked if the same accuracy can be achieved.
During the application of the presented data-driven model development process, potential of optimization was discovered in the context of data and knowledge management. A systematic support would help to facilitate heterogeneous data integration and increase the quality, consistency and expressiveness of data. In addition, a model reuse could be achieved. This could help to partly automate the model-based development process. Further investigations in this area will be conducted. 
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