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Summary
Ediacaran macrofossils occupy a crucial position in the history of life on Earth, marking
the transition between themicrobially dominated Proterozoic and the Cambrian explosion
of modern animals. These Ediacaran organisms differ fundamentally from those found in
other time periods, making it difficult to resolve their phylogenetic relationships or even
their basic ecology. Bedding surfaces at Mistaken Point, SE Newfoundland preserve what
appear to be entire in-situ communities of Ediacaran (565 Ma) macrofossils under a series
of volcanic ash flows. In this dissertation I employ statistical and modelling techniques
to investigate the ecological interactions of these problematic organisms with each other
and with their environment, in order to test hypotheses about their ecology.
Robust statistical analysis requires precise data, which were collected from the two most
fossiliferous bedding planes at Mistaken Point, known as ‘D’ and ‘E’ surfaces. Differenti-
ated GPS was used to create three dimensional maps of over four thousand fossils to mil-
limetre precision. The fossils were categorised into nine taxonomic bins: 1) rangeomorph
Bradgatia; 2) rangeomorph group charniid; 3) frondose Charniodiscus; 4) rangeomorph
Fractofusus; 5) frondose Primocandelabrum; 6) ivesheadiamorph Ivesheadia; 7) ivesheadi-
amorph Lobate Discs; 8) putative sponge Thectardis; and 9) other species. To ensure the
accuracy of the data, tests for observer bias and preservation bias were performed, with
no significant problems found.
Several quantitative techniques were used to investigate the Mistaken Point palaeo-
ecosystems. Bayesian network inference is a way of finding only the direct correlations
between variables, and was used to reveal correlations between species. The ‘D’ surface
was found to have no correlations. In contrast, ‘E’ surface species were highly correlated,
apart from the putative sponge Thectardis, which was independent of all other species,
implying that it occupied a unique ecological niche. Spatial point process analysis is a
framework for describing and modelling relationships of spatial point data. The eco-
logical processes behind the Bayesian network correlations were found by determining
the best spatial point process model for each correlation. Ivesheadia was found to follow
spatial patterns consistent with being the decaying remains of Fractofusus and Charniodis-
cus. Bivariate Thomas cluster models and random labelling analysis showed that ‘D’
and ‘E’ surfaces were consistent with a tolerance model of ecological succession, but not
a facilitation model. Thomas cluster and heterogeneous Poisson process models were
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further used to explore species autecology. Evidence of spatial clustering was found in
four species (Fractofusus, Primocandelabrum, Charniodiscus and Thectardis), the structure of
which suggests a stolon-like reproductive strategy.
Food web models were used to link biological data with theoretical models to investigate
the feeding strategies of Ediacaran organisms. The strength of interactions between species
was calculated using Lotka-Volterra type equations, dependent on species biomasses and
life history traits. The stability of these food webs was used to assess the feasibility of
feeding strategies for these organisms, while the factors behind the stability were analysed
in terms of feedback loops. The food webs showed that it was not possible for Fractofusus
to have fed on planktonic microbes in the water column, and it was highly unlikely that
charniids fed this way.
A combination of different techniques is required to understand Ediacaran ecosystems:
statistical analysis ensures that all spatial information left by the fossils is recovered, while
theoretical models allow us to augment this information. My results show that Ediacaran
ecosystems were more complex than thought previously, and that the quantitative tech-
niques used in this dissertation are a crucial tool for understanding them.
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Chapter 1
Introduction
Complex macroscopic life first appeared in the fossil record during the Ediacaran Period
(635-541Ma), after the simple microbially dominated ecosystems of the Proterozoic (2500-
541 Ma), and before the metazoan dominated ecosystems of the Phanerozoic Cambrian
(541-485 Ma) (Narbonne and Gehling 2003). Ediacaran macrofossils are problematic be-
cause the vast majority exhibit unique morphology, and do not appear to have any close
living relatives, making the application of morphology-based palaeontology approaches
difficult (Seilacher 1992; Fedonkin 2003; Narbonne 2004). In this thesis I use quantitative
techniques to analyse the ecology of Ediacaran species, shedding new light on how the
species behaved.
During the Ediacaran, extensive development of microbial mats stabilised the underlying
sediment, allowing organisms to live either in, on, or attached to the mat, resulting in di-
verse mat-based ecosystems. These mats mean Ediacaran ecosystems differ significantly
from the ecosystems that followed, and by the Early Cambrian only a few species had
plausible survivors, and even they quickly disappeared from the fossil record (Hagadorn
et al. 2000; Jensen et al. 1998; ConwayMorris 1993). It is not known whether the Ediacaran
macrofauna underwent a mass extinction, whether they were gradually replaced by Cam-
brian organisms, or whether their disappearance from the fossil record reflects a loss of
preservation window rather than extinction (Laflamme et al. 2012).
Ediacaran ecosystems have been grouped into three “assemblages”, based broadly on
different temporal periods, species groupings and palaeo-environments: Avalon, White
Sea and Nama assemblages. The Avalon assemblage is the oldest Ediacaran assemblage
(575-560 Ma), though fossils of the Lantian Biota, North China, may be marginally older
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(Yuan et al. 2011). There are two principle Avalon assemblage locations, the Avalon
Peninsula, Newfoundland, Canada, and Charnwood Forest, Leicestershire, UK. Avalon
assemblage biotas have been interpreted as deep water (≈ 2 km), well below the photic
zone (Wood et al. 2003; Cocks and Fortey 2009). Twenty-three form species have so
far been described from the Avalon assemblage, of which 14 are endemic to Avalonia
(Erwin et al. 2011). The majority of the species are rangeomorphs, which are species that
exhibit up to four degrees of self-similar style branches described as fractal style branching
(Narbonne 2004). Most of these rangeomorphs are frondose organisms; i.e. they attach to
the substrate by a holdfast disc, with a stem and leaf-like structure (known as a frond)
allowing the organism to remain vertical and collect nutrients from thewater column. Non
rangeomorph/frondose species include the putative sponge Thectardis, and four species
of Charniodiscus, which has only one level of branching. Disc-like triradialmorphs are also
present in the late Avalon.
The Avalon assemblage was followed by the White Sea assemblage (560-550 Ma), which
was themost diverse containing over 70 species (Erwin et al. 2011), thought to bepreserved
in situ via the formation of Gehling’s “death masks” in shallower water (Grazhdankin
2004; Gehling 2000). Several key innovations appear to have emerged during this time
period, with evidence of herbivory from traces of possible “mat scratching” (Fedonkin
andWaggoner 1997) and grazing (Fedonkin 2003), motility (Chen et al. 2004) and the first
convincing evidence of bilaterians (Fedonkin and Waggoner 1997; Fedonkin et al. 2007).
The youngest assemblage, the Nama assemblage (550-541 Ma) was the least diverse of
the assemblages, with only 12 known species (Erwin et al. 2011), including the oldest
biomineralising organisms, Namacalathus and Cloudina (Hofmann and Mountjoy 2001;
Bengtson 2005). Nama fossils were preserved in storm and mass flow beds, and were
transported post-mortem, although there is some evidence of in situ growth (Grazhdankin
and Seilacher 2002).
In this thesis I focus on the Avalon assemblage, in particular on the Mistaken Point
locality, Newfoundland, Canada. Mistaken Point contains some of the oldest and most
extensive assemblages of in situ Ediacaran macrofossils identified to date. Mistaken
Point ecosystems were preserved under volcanic ash flows (Wood et al. 2003) and are
thought to be in situ censuses of the ecosystems at the time of burial (Clapham et al. 2003;
Narbonne 2005), which makes them ideal sites for detailed ecological analysis. I analyse
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the community ecology of Mistaken Point ecosystems, in order to investigate both the
species interactions and the individual species ecology.
1.1 Palaeoecology
In general community ecology is very difficult to reconstruct from the fossil record, due
to preservational biases such as selective preservation of organisms and the effects of
time averaging and post-mortem transportation (Kidwell and Bosence 1991; Kowalewski
and Bambach 2008). By contrast, reconstructing the ecological habits of individual fossils
(palaeoautecology) is a relatively straight-forward exercise, using functional morphology,
comparison with modern counterparts and gut contents, which results in a good sense of
the ecology of an individual species. Reconstructing the ecology of Ediacaranmacrofossils
presents fundamentally different issues, because of their unique morphology and absence
of obvious living counterparts. In this case, it is the community ecological (palaeosyne-
cological) data that offer the more useful insights because Ediacaran macrofauna were
soft-bodied, so can not get reworked; many bedding planes consist of in situ preservation
of communities and motility was uncommon, so that the preservation events most likely
captured all the macrofauna present.
1.1.1 Previous Ediacaran Community Ecology Analyses
Most of the existing quantitative work on Ediacaran ecosystems involves comparisons
of descriptive measures, such as species richness, with only two studies making signif-
icant use of statistical methods. Clapham et al. (2003) studied seven bedding planes
at Mistaken Point, analysing community ecological measures, investigating population
size distributions and performing cluster analysis and simple spatial analysis on the bed-
ding planes. Droser et al. (2006) analysed community ecology on eight South Australian
bedding planes, contrasting their results with Mistaken Point bedding planes. The sim-
ple tabulation of species richness and community composition allows the comparison of
different communities, both within and between assemblages.
The three Ediacaran assemblages were compared by Shen et al. (2008), who calculated
genera diversity and rarefaction analysis. They showed the White Sea to be the most
diverse assemblagedespite notbeing fully sampled, Nama tohave the lowestdiversity and
fully sampled, and the Avalon’s diversity to be in between andwell sampled. Assemblage
comparisons can also be done by categorising the different species in terms of the filling
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ecospace (as characterised by feeding, tiering and motility).
Bush et al. (2011) investigated how different ecological niches were filled using ecospace
categories, describing how they changed across the assemblages and relative to Cam-
brian ecosystems. Their analysis demonstrated that modes of life increased dramatically
between the Avalon and White Sea, with greater dissimilarity between these Ediacaran
assemblages than between the Ediacaran and Phanerozoic faunas.
Comparisons of species presence/absence data with sedimentary data can be used to
investigate factors in ecosystem composition. Grazhdankin (2004) analysed 17 White
Sea bedding planes, and showed that environmental conditions were key to community
composition, not time. Wilby et al. (2011) studied taxonomic richness across five bedding
planes from Charnwood Forest, and found different relative proportions of prostrate
versus erect taxa to vary across the bedding planes, probably in response to environmental
parameters. This study also found a large species overlap (60%) between Charnwood
Forest and Mistaken Point biotas, suggesting the deep water communities of Charnwood
Forest and Mistaken Point were widespread before the preservation events.
Further comparisons between Ediacaran ecosystems andmodern ecosystems can bemade
by considering species diversity and evenness. Clapham et al. (2003) and Droser et al.
(2006) showed that Mistaken Point and South Australia ecosystems were comparable to
each other in terms of species diversity and evenness, and towards the lower end of the
scale when compared to Phanerozoic fossil assemblages.
Rarefaction techniques can be used to determine the quality of sampling in a particular
study area (Sanders 1968). Using repeated subsampling, the number of species is plotted
as a function of the number of samples. For a well sampled bedding plane this rarefaction
curve should flatten out, indicating that the study area is well sampled. Clapham et al.
(2003) found five out of the seven bedding planes were sufficiently sampled to capture
species richness fully, while Droser et al. (2006) found two bedding planes were well
sampled, three were adequately sampled and three were badly sampled. The rarefaction
analysis suggests that the species richness for Mistaken Point ecosystems is known, but
the South Australian species richness may be underestimated. Any comparison between
these two assemblages clearly needs to take this sampling issue into account.
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1.1.1.1 Community Size-based Descriptions
Size-distributions of species within a community can be used to gauge how completely
the population structure has been preserved. Checking for census preservation using size-
distributions is necessary prior to any analysis which assumes a population census, such
as the spatial analysis performed in Chapters 3 and 4 of this thesis. Highly right-skewed
log-normal distributions indicate a fully preserved population, while other types of dis-
tributions can indicate the presence of several different cohorts, or survivors of previous
extinction events (Gaston 1996). Right-skewed distributions represent entire populations
because the highest proportion of a population is expected to be its juveniles, with the
rate of decrease of number of adults depending on mortality rates. Such distributions are
seen with Aspidella from South Australia (Droser et al. 2006), Ferryland, Newfoundland
(Gehling et al. 2000) and the White Sea (Peterson et al. 2003). All three of the distributions
are highly right-skewed, suggesting census populations (where census is defined as the
preservation of an entire population). When there are discontinuities in the size distri-
bution, it is likely that specimens from more than one population have been preserved.
When the distributions show a few large specimens present, coupled with distribution
gaps between them and the rest of the population, it is most likely that these large speci-
mens did not come from the same population as the majority of specimens, because the
size distribution for most living populations is approximately continuous. Instead, it is
likely that these large specimens are survivors from a previous population, such as seen
with the Aspidella size distributions from Gehling et al. (2000).
Size distributions can also shed light on the species’ reproductive strategies. When a
species reproduces continuously throughout the year, its size distribution will also be
continuous. Infrequent recruitment events, give rise to size distributions that contain sev-
eral overlapping sub-distributions. Darroch et al. (2013) considered the size distribution
of four Mistaken Point species (Beothukis, Pectinifrons, Thectardis and Fractofusus). They
found that the population structure for all four species was best modelled as single co-
horts, with wide variances. These cohorts were hypothesised to reflect continuous sexual
reproduction of the four species.
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1.1.1.2 Cluster Analyses
Cluster analyses are used to explain variations between different samples by attempting to
order them in terms of ecological or environmental gradients. Cluster analyses have been
used to show the differences and similarities between the three Ediacaran assemblages
(Waggoner 1999, 2003; Shen et al. 2008), and between different Mistaken Point bedding
planes (Clapham et al. 2003; Clapham 2011). Waggoner (1999, 2003) analysed the three
assemblages using parsimony analysis of endemism (PAE), phenetic dendrograms and
Mantel’s correlation test, finding three distinct clusters of species corresponding to the
three assemblages. These clusters were independent of biogeography.
Multidimensional scaling cluster analysis of morphospace was used by Shen et al. (2008),
who found that morphospace occupation, sharedmorphospace and shared genera remain
approximately constant across all three assemblages. In contrast, species diversity mea-
sures were highest for White Sea and lowest for Nama, showing realised morphospace
taxonomic richness is decoupled from morphospace occupation.
Q and R mode cluster analysis, Bray-Curtis similarity and MDS ordination plots per-
formed by Clapham et al. (2003) on Mistaken Point bedding planes show that the three
outcrops of ‘E’ surface had much smaller variations than the variations between bed-
ding plane communities. The between-community analysis revealed two fundamentally
different types of communities, one dominated by frondose (such as ‘E’ surface) and one
dominated by frond-poor communities (such as ‘D’ surface). An ecological successionwas
suggested, with a trend from rangeomorph domination to frondose domination, which is
consistent with suspension feeding in Phanerozoic communities. Clapham et al. (2003)
usedMDS ordination plots to investigate whether community composition was correlated
with taphonomic, evolutionary (age) or environmental controls. There was a moderate
correlation with stratigraphic position found using the MDS ordination plot, reflecting
evolutionary (temporal) and environmental correlations.
Clapham (2011) further investigated the ecological succession hypothesis at Mistaken
Point using Principle Components Analysis (PCA), Detrended Correspondence Analysis
(DCA) and Non-Metric Multidimensional Scaling (NMDS). He found a broad but weak
correspondence of community composition with the stratigraphic position, similar to the
results of theMDS plot in 2003. The strength of the ecological succession factor, as inferred
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by a taxonomic gradient, was also visible on the DCA and NMDS plots. The taxonomic
gradient was modified by the stratigraphic gradient, which was likely to be evolutionary.
1.1.1.3 Spatial Analyses
Ediacaran ecosystems tend to represent in situ census populations of sessile organisms,
therefore, spatial analysis can be used to investigate intraspecific and interspecific species
interactions. Spatial analysis considers the geometric position of a set of points within an
area, and by looking at how they relate to each other (whether the points are randomly
distributed or not), the relationship between species can be found.
Clapham et al. (2003) used nearest neighbour distances to investigate the single and
pairwise species spatial distributions at Mistaken Point. These authors found that most
species exhibited non-random spatial patterns, with some species exhibiting different
patterns on different surfaces. Most of the spatial patterns between species were found to
be random, using nearest neighbour analyses, with only two pairs of species exhibiting
non-random (segregated) behaviour.
Spatial statistical techniques, and their implementation, have greatly expanded and im-
proved since 2003, offering a potential for significantly greater understanding of the Mis-
taken Point ecosystems. This spatial analysis is the focus of Chapters 2, 3 and 4 in this
thesis.
1.1.1.4 Non-statistical Approaches to Ediacaran Ecology
Quantitative morphological approaches have also been used to try to resolve Mistaken
Point ecology, in particular the feeding strategies of various taxa. For example, a compar-
ison of species composition versus species length across seven Mistaken Point bedding
planes was used by Clapham and Narbonne (2002) to show that Mistaken Point com-
munities have a tiering structure consistent with Phanerozoic suspension feeding benthic
communities. This tiering structure provides strong evidence that Mistaken Point biota
fed from the water column, either via suspension feeding on plankton, or by absorbing
dissolved organic carbon (DOC) directly (osmotrophy).
Resolving whether Mistaken Point macrofauna were suspension feeders or osmotrophs
is a key question to Ediacaran ecology (Narbonne 2004; Laflamme et al. 2007; Sperling
et al. 2007, 2011). Suspension feeding suggests a metazoan-like affinity, while osmotrophy
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suggests a different phylogenetic origin for the Ediacaran fauna because there are no extant
macroscopic osmotrophs. In order to assess the possibility of rangeomorph osmotrophy,
Laflamme et al. (2009) considered the surface area to volume ratio of osmotrophic bacteria,
and compared this ratio to those of two rangeomorphs (Rangea and Fractofusus). They
found that the surface area to volume ratio was comparable in Fractofusus and Rangea
to those of living microscopic osmotrophs, suggesting osmotrophy as a viable feeding
mechanism, and the limitations, such as number of fractal branches, that rangeomorph
osmotrophy required.
One approach which has not been applied to Ediacaran ecosystems is themodelling of the
ecosystems as ecological networks. Ecological networks describe the interactions between
species within an ecosystems, and can be used to compare different ecosystems, inves-
tigate ecosystem structure and the mechanisms within them (Montoya et al. 2006; Ings
et al. 2009). Palaeoecological networks are difficult to construct because of the uncertainty
and incompleteness inherent to palaeoecosystems. Dunne et al. (2008) attempted to com-
pile food webs (the ecological networks of feeding relationships between species) for two
Cambrian fossil assemblages: the Burgess Shale and Chengjiang Lagerstatten. These two
assemblages contain extensive soft-bodied preservation, which minimises many preser-
vation biases, but it is important to appreciate that these communities are constituted of
effectively modern-style animals, allowing a range of assumptions that are not applicable
to the Ediacaran.
Since Mistaken Point ecosystems are thought to be in situ censuses of soft-bodied sessile
communities (Clapham and Narbonne 2002; Wood et al. 2003), food webs and ecological
networks can be accurately modelled, without many of the problems present for other
fossil assemblages. I find the ecological network of spatial interactions for two Mistaken
Point ecosystems in Chapter 4, and then model food webs for Mistaken Point bedding
planes in Chapter 6, using these food webs to investigate different Ediacaran feeding
strategies.
1.2 Thesis Overview
This thesis focuses on the palaeoecology of Ediacaran ecosystems preserved at Mistaken
Point, to attempt to resolve the nature of these enigmatic fossils. Mistaken Point bedding
planes have a exceptional level of preservation detail and provide good approximations
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of in situ censuses of the populations present, allowing the use of robust spatial statistics
and food web modelling.
Chapter 2 introduces the Ediacaran macrofossil data used for the remainder of this thesis.
Preservational bias due to mechanical weathering was investigated, along with observer
bias in the data collection. Chapter 3 models the spatial patterns of individual species
from Mistaken Point using spatial regressions to fit Thomas cluster models and heteroge-
neous Poisson models to single species aggregated patterns. Chapter 4 reconstructs the
ecological networks of two surfaces (D and E) using Bayesian network inference to find
the interactions between species, and using pair correlation functions to model the spatial
distributions between species. Chapter 5 investigates the importance of different types of
feedback loops for ecosystem stability. Chapter 6 investigates the different feeding strate-
gies of Ediacaran macrofossils by analysing the ecosystem stability for seven Mistaken
Point ecosystems. Chapter 7 is a summary of the results and conclusions.
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Chapter 2
Data Collection and Verification
This chapter presents the data I collected from Mistaken Point Ecological Reserve, and
tests the data for preservation and observer bias. Preservation bias measures the effect
that mechanical weatheringmay have had on the species’ locations on the bedding planes.
Fossils may have been worn away due to wave action, rain action or rock fall from nearby
cliffs. If a section of the fossils has been differentially eroded, then this signal could be
incorrectly interpreted as an ecological signal. However, once identified, it is possible
to incorporate any differential erosion of fossils into the spatial analysis performed in
subsequent chapters allowing subsequent patterns to be correctly interpreted.
Observer bias can also influence the data – if areas of the bedding plane or individual
species have been mapped incorrectly, these signals could be wrongly interpreted as
ecological signals, instead of bias in the data collection. Observer bias is usually hard
to test for; however, because Clapham et al. (2003) also mapped out the bedding planes
(albeit in two rather than three dimensions) comparisons between the two data sets can
be made. This chapter presents the stratigraphy of the Mistaken Point locality, and then
describes the taphonomy – the fossilisation processes – of the bedding surfaces. The taxa
present on the bedding surfaces are then presented, followed by the data itself before
finishing with the bias tests performed.
2.1 Mistaken Point
The Mistaken Point Ecological Reserve is situated within the Avalon Peninsula of south-
eastern Newfoundland, Canada (Figure 2.1). The peninsula formed from the western
part of Avalonia, a microcontinent off the coast of Amazonia during the late Proterozoic
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Figure 2.1: Map of the Mistaken Point locality taken from Liu et al. (2010). The stratigraphic column is given
on the right, with the star showing the most fossiliferous bedding plane E. A: Newfoundland, with a close
up of Mistaken Point ecological reserve given in B and shown in C.
situated between latitudes 40 and 65 South (Nance et al. 1991, 2002). Mistaken Point
species have also been found at Charnwood Forest, Leicestershire, UK, whose location
was reconstructed as being situated in eastern Avalonia (Carney 1999). This theoretical
reconstruction is supported by biogeographic analysis showing the similarities between
Charnwood and Mistaken Point biota (Waggoner 1999), which share at least 60% of their
taxa (Wilby et al. 2011).
Fossiliferous bedding surfaces containing Ediacaran macrofauna are found within the
Conception Group (≈ 4,000m thick) and St John’s Group (> 1600m thick) in the terminal
Proterozoic sedimentary succession (Figure 2.1). The oldest fossils are found in the Drook
Formation, dated to 575±1 Ma, then throughout the Briscal Formation, Mistaken Point
Formation, Trepassey Formation and the Fermeuse Formation (Narbonne et al. 2001; Nar-
bonne 2005). The most fossiliferous bedding planes lie in the Mistaken Point Formation,
which is the uppermost formation of the Conception Group (Landing et al. 1988). The
fossil horizons are contained within thin inter-turbidite siltstone beds (Narbonne et al.
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2001; Wood et al. 2003) which are interspersed with fine to medium grained turbidites.
The fossiliferous surfaces were preserved by a series of volcanic ash falls, which smoth-
ered the organisms and accelerated the lithification process, preserving what appears to
be entire ecosystems in situ (Conception-style preservation) (Seilacher 1992). The absence
of wave formed structures and the presence of deep water turbidities provide evidence
that the Mistaken Point assemblage was formed in deep water approximately 2km deep,
well below the wave base and the photic zone (Misra 1971; Wood et al. 2003; Ichaso et al.
2007). Therefore the macrofauna could not have been photoautotrophs.
Themost fossiliferousbeddingplanes atMistakenPoint are the famous ‘D’ and ‘E’ surfaces,
where ‘E’ surface is 74m above the base of Mistaken Point formation and ‘D’ surface 77m
above (Bamforth and Narbonne 2009). A volcanic ash bed directly overlaying the E-
surface was dated at 565± 3 Ma (by dating the zircons using U-Pb methods) (Benus 1988),
providing a precise date for this assemblage.
Bedding plane E has three outcrops, one on either side of a gully, and one at a distance
of one kilometre away at Watern Cove. The main outcrop (hereafter referred to as ‘E’
surface) covers an area of over 100m2, and is at a slope of 15 degrees to the horizontal, and
approximately perpendicular to the cliff face. ‘E’ surface is stained red-brown in places,
which is thought to be limonite (Gehling et al. 2005), the result of pyriteweathering. Pyrite,
along with “elephant skin” patterns, formed as a result of the reduction of iron with the
products of microbial mats beneath the ash cover (Gehling 1999; Narbonne 2005). The size
of the ash particles that covered ‘E’ surface was very small, resulting in sub millimetre
levels of preservation detail of fossils on ‘E’ surface.
Bedding plane D has two outcrops, lying three metres below bedding plane E, on either
side of the gully. The main outcrop of ‘D’ surface is also large, approximately 100m2 and
is at an angle of 10 degrees to the horizontal, and approximately perpendicular to the cliff
face. ‘D’ surface has a coarser level of preservation detail, approximately one millimetre,
and higher levels of weather-induced erosion which lead to an overall lower quality of
preservation than ‘E’ surface. The specimens recorded on ‘D’ surface tend to be less well
preserved, but the variation of preservation within the surface is small.
Both ‘D’ and ‘E’ surfaces were subject to penetrative deformation, which rotated any
vectors (like frondose stems) towards the strike of the cleavage and caused ripples to form
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on the bedding planes (Wood et al. 2003). This deformation means that retrodeformation
needs to be performed on any mapped data to reconstruct the organism in-life positions
before spatial analysis can be performed (see §2.1.1).
The preservation on ‘E’ surface is variable, with some specimens showing preservation
detail at the sub millimetre scale, while others have a much coarser preservation. The
variation of preservation detail has been observed to depend on the quality of the rock
surface the specimen was on. Specimens found on areas of high cleavage have low
preservation detail, while the best preserved specimens are generally found on areas with
no remaining ash and a low level of surface fracturing.
In this chapter I analyse the effect of mechanical erosion on the fossil densities. My data
were collected from ‘D’ and ‘E’ surfaces using differential GPS, which allows the collection
of three dimensional data to millimetre accuracy. This three dimensional data clearly
shows the large scale bedforms. Therefore, physical parameters of the bedding planes
(for example, height above the lows of the surface ripples) can be assessed quantitatively
to see whether these parameters have a significant effect on fossil densities, and therefore
assess the effect of mechanical weathering.
2.1.1 Taphonomy – The Fossilisation Process
UnderstandinghowMistaken Point organismswere preserved as fossils, their taphonomy,
is crucial to understanding their ecology. The preservation detail must be sufficient for
different organisms to be correctly assigned to different taxa. If the fossils have low
preservation detail and are indistinct, it is hard determine not only what organisms were
present at the species level, but to confirm that the fossils were in fact biogenic. The level
of preservation detail on ‘E’ surface is sub millimetre, and on ‘D’ surface is one millimetre,
which is sufficient to identify the different taxa.
Knowledge of how the specimens are preserved can shed light on their position relative to
the substrate when they were alive. On ‘E’ surface Fractofusus is preserved as amould into
the bedding planes (negative epirelief) with very high preservation detail, which suggests
that it was at least partially infaunal at the time of burial (Gehling 2000). In contrast, the
majority of the other species, such as fronds, are preserved protruding from the bedding
plane (positive epirelief), with preservation detail consistent with an attached epifaunal
lifestyle. The best preserved structures, such as the holdfast discs, are found closest to
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the substrate and preservation detail decreasing along the stem to the frond tip, which is
consistent with the presumption of elevation in the water column (Seilacher 1992). This
differentiation of preservation detail is thought to be due to the time difference between
the ash first settling on the organism and the felling of the organism to the substrate. Ash
that settled on the organism prior to the felling resulted in poor preservation of the frond
(Laflamme et al. 2004).
Mistaken Point bedding planes are considered to be in situ because there is only limited
evidence of motility in the Mistaken Point formation and no evidence of post mortem
transportationof theorganisms (Seilacher 1992; Petersonet al. 2003). ‘D’ and ‘E’ surfacesdo
not have any evidence of motility. The biota were preserved under only a few millimetres
of ash; however, there are no marks in either the ash or the substrate that suggest that
these organisms tried to escape or defoul themselves (Peterson et al. 2003). There are
some metazoan-grade trace fossils approximately 50m stratigraphically above ‘E’ surface
(Liu et al. 2010), suggesting that motile organisms were present at the same time as
Mistaken Point ecosystems. These traces have not been found on, or close to, any of
the surfaces that contain macro body fossils, and Liu et al. postulate that these traces
come from shallow water organisms, washed into deeper water. It is also unlikely that
post mortem transportation occurred: cross bedding in the bottom part of the volcanic
ash layers suggest that the ashfalls produced down slope currents which are in the same
direction as the felled fronds. Other species, such as Fractofusus, are randomly orientated,
which suggests that the currents only affected the species which were attached to the
substrate, and upright in the water column. Furthermore, there are no erosion marks or
current-swept accumulations of fossils, which strengthens the belief that the fossils were
not moved post mortem (Seilacher 1992).
In order for robust statistical analyses to be performed on Mistaken Point bedding planes,
the proportion of organisms in the ecosystem that were captured at the time of burial
needs to be known, and ideally the bedding planes would represent a census of these
organisms. In situ preservation does not necessarily mean that the bedding planes were
also censuses of the communities present at the time of burial. For the bedding planes to
represent a census of the macrofaunal life present at the time of burial, the following must
be true, and will be discussed in detail:
1. Time Averaging Each bedding plane must capture only one point in time, i.e. there
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cannot be time averaging.
2. AllOrganisms PreservedAll the (macroscopic) organismsmust have been captured
by the preservation event.
3. Deformation The preserved surfaces must not have been inconsistently deformed
between the preservation event and the data mapping event.
4. Mechanical Weathering The preserved surfaces must not have been significantly
eroded in the modern day.
2.1.1.1 Time Averaging
Bias could occur if the surfaces studied do not contain just one living population, but also
several dead populations (a time averaged set). A common example of time averaging is
a fossil bed containing shelly fauna – the shells remain long after the organisms have died,
so that the fossil bed contains many more shells than just the organisms living at the time
of burial.
Ediacaran macrofossils were soft-bodied organisms, which makes time averaging less
likely. However, time averaging can occur if some dead specimens are still decaying on
the substrate at the time of burial. This type of time averaging could be seen in two
different ways. First, if individual specimens of a species were identified as living, when
theywere in fact dead; and secondly, if one fossil form (for example Ivesheadia)was defined
as a species, when it was actually a taphomorph (a decayed specimen of another species)
of another species, or group of species.
The analysis presented in Chapters 3 and 4 considers the spatial patterns for each species.
If one species was actually a taphomorph, the spatial patterns would be no different
than if the species had been alive – the statistics do not discriminate between samples.
Therefore, any patterns found are still significant, regardless of whether the points they
refer to are taphomorphs or species. However, the understanding of what the patterns
signify does change depending on what the points represent. Therefore, if a species was a
taphomorph, then the interpretation of its spatial pattern should be different. Specifically,
instead of representing an ecological process, the correlation between two taphomorphs
would indicate a decay process or decay dynamic of one or more species. So while
my statistical analysis is not affected if the species were taphomorphs, the possibility of
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taphomorphic species does need to be considered during the interpretation of the spatial
patterns.
The interpretation of the statistical results is much harder if dead organisms contributed
to a large proportion of specimens, since the patterns would then represent a mixture of
ecological and taphonomic processes. Therefore, the proportion of taphomorphs needs to
be assessed. Oneapproach toworkingout theprevalenceof taphomorphs is touse the level
ofpreservationas an indicator ofdecay. Ahigh level ofpreservation corresponds to a living
organism, or a very recently dead organism, and a low level of preservation corresponds to
a very decayed specimen. If the majority of specimenswere taphomorphs, the expectation
would be that low quality preservation (corresponding to the dead organisms) are found
next to a small amount of high quality preservation (corresponding to the living). While
specimens onMistakenPoint surfaces often vary inpreservationdetail, this variation tends
to be large scale, within andbetweendifferent beddingplanes as a result of recent processes
like erosion, rock fracturing and/or ash coverage (Clapham et al. 2003). Differences in
preservation levels can be seen on ‘E’ surface within a few centimetres, but these differing
preservation levels were observed to correlate directly to features of the surface (amount
of ash coverage, rock fracturing or erosion). The level of preservation was not noted in
my data collection, so taphomorphs cannot be identified on that basis.
The orientation of specimens can also be used to assess the proportion of taphomorphic
specimens. Upright fossils like Charniodiscus are aligned with the turbidite flow (Seilacher
1999) for both well preserved and effaced specimens (Liu et al. 2011), something that
soft-bodied organisms (such as soft corals or sea pens) are highly unlikely to be able
to achieve in death. A relevant comparison is that of extant forests, where the number
of dead standing trees can vary, but has a mean of around 10% (Tritton and Siccama
1990). However, these percentages contain long dead trees (highly decayed) which are
easily distinguishable from the living. The length of time a dead organism can remain
standing, even if relatively solid (such aswood) depends on its size, which in turn depends
on its age (Morrison and Raphael 1993). While large extant trees can remain dead and
upright for several hundred years, this is a relatively small proportion of their life span.
Therefore, I conclude that species that were upright at the time of burial were alive or only
(relatively) recently dead, and their spatial position reflects the ecological processes that
they experienced during life.
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2.1.1.2 All Organisms Preserved
To represent a reliable in-life census at the time of burial, all organisms must be preserved
by the burial event. Planktonic/microscopic life at Mistaken Point will have not been
preserved, because the ash particle size is much greater than the microbe size. On the
macroscopic scale it is likely that the vastmajority of the organisms presentwere preserved
on the bedding planes. This preservation occurs because post-mortem transportation did
not occur (Seilacher 1999) and there is no evidence of motility on D or ‘E’ surfaces, and
only limited evidence for motility in the Avalon (Liu et al. 2010).
The size distributions of specimens on each surface help to show that the majority of the
macrofauna was preserved. Clapham andNarbonne (2002) plotted frequency-size graphs
for three bedding planes from Mistaken Point, including ‘D’ and ‘E’ surface (Figure 2.2).
The size distributions of ‘D’ and ‘E’ surface are highly right-skewed, which is the expected
distribution when a whole population has been sampled (Darroch et al. 2013). There is
a smaller than expected amount of the smallest size category on both surfaces, which
implies that there may be some small (< 5cm) specimens that are not preserved. Since
this dip is small for ‘E’ surface, on which most of the analysis presented in Chapters 3 and
4 is done, it is likely that these missing specimens represent a small proportion of these
fossils. The loss of some of these smallest specimens should not produce false results, but
may mean that some interactions are not seen.
Figure 2.2: Size Distribution of total populations of specimens on Mistaken Point ‘D’ and ‘E’ surface, from
Clapham and Narbonne (2002).
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2.1.1.3 Deformation
The tectonic deformation of ‘D’ and ‘E’ surfaces resulted in a skewing of the positions of
specimens on the beddingplanes towards the cleavage (Wood et al. 2003). Thedeformation
is approximately uniform across the two bedding planes (Wood et al. 2003), so the original
in-life position of organisms can be reconstructed using retrodeformation to reverse this
skew (Wood et al. 2003; Seilacher 1999). Retrodeformation affects both the orientation of
specimens, and the distance between them. The orientation of the specimens is crucial for
reconstructing the in-life position of species, with benthic organisms having random ori-
entations, unlike upright fronds. For example, Fractofusus is found on non-retrodeformed
‘E’ surface to have a unimodal orientation of 54.3o, where the cleavage is 50o, while the
retrodeformed orientations of Fractofusus do not show any preferential direction (Gehling
andNarbonne 2007). This lack of direction is in contrast to frond species like Beothukis and
Charniodiscus, which have a clear retrodeformed orientation of 158o, with a palaeo-current
reconstruction of 155o. Specimens on ‘E’ surface are often retrodeformed so that actual
morphological measurements can be made (Laflamme et al. 2004; Gehling and Narbonne
2007; Sperling et al. 2011), with an average of 40% shortening perpendicular to cleavage
(Seilacher 1999). I have followed the methods of Wood et al. (2003) to compensate for the
tectonic deformation, as described in §2.2.2.
2.1.1.4 Mechanical Weathering
The final factor that could prevent the bedding planes from being an in situ census would
be if modern weathering processes (mechanical weathering) eroded different regions of
the exposed surfaces at different rates. The fossils on ‘D’ and ‘E’ surfaces were originally
covered in a thin layer of ash, which needed to be eroded before the fossils could be seen.
Once the ash had been removed and the fossils revealed, further mechanical weathering
could result in the total erosion of specimens. The effect of weathering can be seen by
comparing the fossil densities found by Clapham et al. (2003) at three different outcrops
of ‘E’ surface (32 ind/m2, 40 ind/m2 and 57 ind/m2). It was observed in the field that the
lower density outcrops were those which were more eroded, and these surfaces had more
intensive wave action.
On ‘D’ surface, ash was uniformly eroded so that only a small amount of ash remained.
This uniformity was because ‘D’ surface was subject to a much higher intensity wave
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action which was also more uniform than ‘E’ surface because ‘D’ surface was closer to
sea level. The height of the foliations was also small, resulting in very little difference in
ash coverage between the peaks and troughs of the foliations. There was not an obvious
differential erosion pattern on ‘D’ surface near any of the mapped surface edges. The
mapped section of ‘D’ surface started from the cliff face on the northern edge, to a line
of heavy cleavage near the southern edge (closest to the sea). The western edge of the
mapped area was given by the western edge of the bedding plane, and the eastern edge
by another line of heavy cleavage. The sections to the south and east of the cleavage lines
were not mapped because they were more heavily eroded, and had a much higher level
of surface fracturing, with a corresponding lower preservation level.
On ‘E’ surface the ash coverage was more patchy than on ‘D’ surface. This patchiness was
the result of three different mechanisms that differentially eroded the ash, after which the
fossiliferous bedrockwas eroded. First, the northern edge of the bedding plane intersected
with a cliff face, so that both falling rubble from the cliff and water from a small stream
had eroded almost all of the ash, leaving this section as the best preserved. Secondly,
wave action often hit on the south western corner, differentially eroding this area. Thirdly,
water from rain, the cliff stream and waves preferentially ran down the troughs of the
foliated surface on E, so that the thickest ash was mostly found near the peaks of the
surface ripples.
Figure 2.3: Ash coverage on ‘E’ surface. Scale bar is 5cm. A) Frond visible under ash, B) Fractofusus.
Even though ‘E’ surface had some ash cover, fossils were often visible under ash layers
(Figure 2.3), if they were only partially covered or if they had a positive relief similar to
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the ash depth. This visibility meant that the bias due to ash coverage is hard to determine,
but it is reasonable to assume that only very small fossils were totally covered by the ash.
The mapped ‘E’ surface could be roughly divided into two sections. The best preserved
section was the semi-circular northern section, edged by the cliff to the north, and cleav-
age on the southern edge. The second mapped section, which also had a high level of
preservation, was the approximately rectangular area south of the cleavage that bordered
the semi-circular northern section. The mapped area was bordered by this cleavage to
the north, cleavage near the sea to the south, the bedding plane edge to the west and
more cleavage to the east. The area to the east of this high preservation area had much
lower quality preservation, with a high density of surface fracturing. This low quality
preservation area was not mapped.
In conclusion, of the fourpossible sources of bias: (1) it is assumed that allmacro organisms
have been preserved, (2) the inclusion of taphomorphs into my analysis is investigated
and discussed in Chapter 4, (3) tectonic deformation needs to be compensated for and (4)
mechanicalweatheringeffects are investigatedwithin this chapter, and canbe incorporated
into further analysis if necessary.
2.1.2 Taxa
Mistaken Point taxa are dominated by rangeomorphs, with two other clades present,
namely arboreomorpha and putative sponges (Porifera) which are each represented by
a single genus (Erwin et al. 2011; Brasier et al. 2012). Rangeomorphs are species which
exhibit “fractal branching”, i.e. there are several levels of increasingly smaller self-similar
branching. Different species exhibit different types of branches: displayed branches,
where sub branches can be clearly seen, or twisted (rotated) brancheswhere the sub branch
details cannot be seen. Branches can also be constrained (furled) where the branches have
curled edges, so the junction between two furled branches is smooth (Narbonne et al.
2009; Brasier and Antcliffe 2009).
Overall, 16 different species of macroscopic organisms have been recorded at Mistaken
Point, with 13 found frequently (Clapham 2011). There are several differentways to define
rangeomorph species: Brasier and Antcliffe (2004) suggested that different rangeomorph
“species” may be different ontogenetic stages of the same species; Liu et al. (2011) sug-
gested that some species, in particular Ivesheadia and Lobate Discs, were not living at the
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time of burial, and instead are taphomorphs of other dead and decaying species; Brasier
et al. (2012) used the branching morphology of fractal units to diagnose taxa. For the pur-
pose of my analyses I have defined species using readily identifiable form taxa occupying
distinct areas of morphospace (e.g. Shen et al. (2008); Erwin et al. (2011)).
I identified 10 different taxa to the genus level, and two bin groups when mapping ‘D’
and ‘E’ surface. Three groups (Bradgatia, Pectinifrons and Thectardis) only contained one
species each. In two groups (Fractofusus and Charniodiscus) it was possible to discern
more species, but on ‘D’ and ‘E’ surface only one species dominated. The charniid group
was used to allow easy comparisons to Clapham et al. (2003); it included two Charnia
species and one Beothukis species but was dominated by Beothukis. Two groups, “Feather
Dusters” and Hiemalora, occurred as separate specimens, but were likely to be two halves
of Primocandelabrum (see §2.1.2.7 for discussion). Two groups, Ivesheadia and Lobate Discs,
are possible taphomorphs, representing the preserved remains of decaying species at the
time of burial. The two bin groups were “Holdfast Discs”, where there was a holdfast disc
and stem, but not sufficient preservation detail to identify the genus of the frond. I have
also identified a separate category, which I have classed as Other Species for species that
did not fall into any other group (Table 2.1).
2.1.2.1 Bradgatia
Bradgatia is a rangeomorph species found only in Newfoundland (Avalon and Bonavista
peninsulas) andCharnwood forest localities (Boynton and Ford 1995; Flude andNarbonne
2008). Bradgatia has a loose foliate, lettuce-like appearance (Figure 2.4(g)) where several
discrete frond-like structures grow from a common base. Bradgatia specimens at Charn-
wood have been found with a disc at their base. Each structure has frondlets radiating
from a central line, with up to quaternary branching occurring (Flude andNarbonne 2008).
Bradgatia atMistaken Point can be found over 20cm across (Clapham andNarbonne 2002);
however, they are rarely found under 5cm (Clapham andNarbonne 2002), suggesting that
there may be ontogenetic changes, which confuse Bradgatia with other rangeomorphs at
these small sizes (Flude and Narbonne 2008).
The lifestyle of Bradgatia is not well understood: while Bradgatia is often found aligned
in the direction of the current (in the same direction as felled fronds), on ‘E’ surface the
relationship is only weak, and on ‘D’ surface Bradgatia are randomly aligned (Flude and
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Species Group IdentificationMarks Coordinate Point Notes
Bradgatia Lettuce-shaped species,
with primary branches
emanating from a point
Branch start point
Charniids Frond with at least sec-
ondary branching visible.
Primary branches alter-
nated along the central
stem (which was not vis-
ible) creating a zigzag
pattern. Second order
branches are furled
The starting point of the
primary branches
The vast majority of
specimens within this
group were Beothukis,
and, unlike elsewhere,
were present in positive
relief
Charniodiscus Frond with holdfast disc
with stem attached, with
only primary branching
Centre of holdfast disc Highly eroded specimens,
where the branching pat-
tern was not visible could
not be identified, so
that instead they were
grouped as Discs (simi-
larly to Feather Dusters).
Fractofusus Ovate shape, with one
central axis, off which
branching modules are
contained within ap-
proximately rectangular
shapes
Midpoint of central axis Negative relief and high
preservation details made
identification straightfor-
ward
Pectinifrons Trunk with branches to
one side only
Midpoint of trunk
Ivesheadia Irregular high relief nod-
ules that were not sym-
metrical
Centre point
Lobate Discs Approximate circular disc
containing approximately
five irregular high relief
nodules, roughly radially
symmetrical
Centre point These were distinguished
from Ivesheadia by their
relatively radial symme-
try
Feather Dusters Stem with branches that
all start at onepointwhere
the stem stopped (i.e. not
along the stem like other
frondose)
Bottom of stem Highly eroded specimens,
where the branching pat-
tern was not visible could
not be identified, so
that instead they were
grouped as Discs (simi-
larly to Charniodiscus).
Hiemalora Circular Disc with ra-
dial protrusions from disc
edge
Centre of disc
Discs Holdfast disc with stem
attached
Centre point of holdfast If a frondose organism
did not have sufficient
preservation detail to al-
low identification it was
grouped in here
Thectardis Triangular form, no
branches with high relief
Tip of triangle
Others Unidentifiable species,
and species that occur
rarely
As appropriate for their
morphology
Table 2.1: The species groups used in data collection. Species identification was conservative. The Charniid
group contained more than one genus, as did the Disc group and Others. Coordinate point refers to which
part of the organism was taken as the mapped point
22
(a) Thectardis (b) Charniodiscus (c) Beothukis (d) Primocande-
labrum
(e) Feather Duster
(f) Hiemalora (g) Bradgatia (h) Pectinifrons
(i) Fractofusus (j) Ivesheadia (k) Lobate Disc
Figure 2.4: Species of Ediacaran macro fossils commonly found at Mistaken Point. Photographs have not
been retrodeformed. Primocandelabrum from Hofmann et al. (2008). Scale bars are 1cm.
Narbonne 2008). Boynton and Ford (1995) suggested that Bradgatia were nektonic, living
suspended in thewater, buoyed by its discs; however, the presence of holdfast type discs in
some specimens and the current alignment on some bedding planes suggest that Bradgatia
were sessile epibenthos (Jenkins 1992).
2.1.2.2 Charniids
Charniids are a group of frondose rangeomorphs found throughout all three assemblages
(Avalon, White Sea and Nama) (Grazhdankin and Seilacher 2002; Xiao and Laflamme
2009). The Charniid group includes three different genera: Charnia, Beothukis (Figure
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2.4(c)) and Trepassia, but only Charnia and Beothukis are found on ‘D’ and ‘E’ surfaces.
Charnia have primary branches which alternate along the central axis. Secondary and
tertiary branches are single sided, and these branches are strongly constrained or furled
(Laflamme et al. 2012) to form compact elements. Beothukis and Trepassia species are
similar to Charnia with the primary branches of Charniids being displayed and furled.
However, with Beothukis and Trepassia the branches are arranged irregularly about their
axes, unlike Charnia branches, which are regularly spaced. Beothukis (but not Trepassia)
also have displayed second order branches, in contrast to Charnia, whose branches are all
rotated and furled. Charniid species at Mistaken Point range from a few centimetres in
length to over 75cm (Clapham and Narbonne 2002).
I use the grouping Charniids to refer to Charnia and Charnia-like species, to allow easy
comparison with Clapham et al., who included two “Charnia” species, Charnia “A” and
“B”, in their species grouping. Clapham et al.’s Charnia “A” consists of two species,
Beothukis (Brasier and Antcliffe 2009; Narbonne et al. 2009) (Figure 2.4(c)), and a few
Charnia masoni specimens. Clapham et al.’s Charnia “B” was first described as Charnia
wardi, found on Bristy Cove and Lower Mistaken Point by Clapham et al. Charnia wardi
has since been reassigned as Trepassia wardi (Laflamme and Narbonne 2007). On ‘E’
surface only five percent (four specimens) are actually Charnia species, and the rest are
Beothukis. The behaviour of the charniid group is thus actually the behaviour of Beothukis,
since Charnia do not contribute enough specimens to provide a statistically significant
influence.
Traditional interpretations of charniid species are as epifaunal species, feeding from nu-
trients in the water column. This interpretation is because of the presence of a stem and
holdfast disc, and the complex ornamentation of their frond, which is ideally suited to cap-
ture food and is not suited for an infaunal lifestyle (Laflamme and Narbonne 2007). There
are suggestions by Grazdankin (Grazhdankin and Seilacher 2002; Grazhdankin 2004) that
Charnia was infaunal, similar to other Ediacaran fronds such as Rangea and Pteridinium.
This lifestyle interpretation is unlikely for Mistaken Point charniid (mainly Beothukis) be-
cause, at Mistaken Point, they are aligned with the palaeo-current (Seilacher 1999; Wood
et al. 2003) and different parts of the frond show different preservation, consistent with
the preservation of a frond elevated at different levels above the substrate (Laflamme and
Narbonne 2007). The holdfast discs ofBeothukis andTrepassia and theirmorphological sim-
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ilarities to Charnia also imply an epifaunal lifestyle (Brasier and Antcliffe 2009; Narbonne
et al. 2009).
2.1.2.3 Charniodiscus
Charniodiscus are a genus of frondose organism (Figure 2.4(b)) attached to a holdfast
base via an external stem (Ford 1958). Charniodiscus species are found throughout the
Avalon and White Sea assemblages, from many different localities in both deep sea and
shallow waters (Xiao and Laflamme 2009). There are five different Charniodiscus species
in the Avalonian (Ford 1958; Glaessner 1985; Laflamme et al. 2004; Hofmann et al. 2008),
which are distinguishable by the number of primary branches, their relative position,
frond proportions and the presence of a spine at the frond tip (Laflamme et al. 2004).
At Mistaken Point, Charniodiscus procerus and Charniodiscus spinosus are both found in
significant quantities, with other species found in smaller quantities (Laflamme et al.
2004). The frond has between 8 and 60 primary branches which either alternate up the
central stem or are opposite each other (Laflamme et al. 2004). The Charniodiscus are found
atMistaken Point range a few centimetres in length to over 45cm (Clapham andNarbonne
2002).
Charniodiscus are epifaunal, feeding off nutrients in the water column (Laflamme et al.
2004). This epifaunal lifestyle has been inferred from their alignment with the palaeo-
current at Mistaken Point (Laflamme et al. 2004), and their morphology: the holdfast disc
with stem implies an attached, upright position in the water column.
2.1.2.4 Fractofusus
There are two known species of Fractofusus, which are rangeomorphs found only in
Newfoundland, Canada and are confined to theMistaken Point and Bonavista peninsulas
(Figure 2.4(i)) (Gehling and Narbonne 2007; Hofmann et al. 2008). Fractofusus species
consist of two (or possibly more) vanes of modules, which meet on a central axis to form
an ovate shape. Eachmodule consists of one or more fractally branching units, compacted
at the edges of the unit and edges of the organism to form approximate rectangle shapes.
Fractofusus species are distinguished by different length/width ratios and the number of
modules in each vane (greater than 15 for misrai, less than 13 for andersoni). Fractofusus
misrai is the dominant species on ‘D’ and ‘E’ surfaces with some occurrences of Fractofusus
andersoni. Fractofusus tend to range between 3cm and 22cm (retrodeformed) (Gehling and
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Narbonne 2007).
Fractofusus are thought to be benthic recliners, living at least partially infaunally, judging
from the high level of preservation and the fact that they are found in negative epirelief
(Gehling and Narbonne 2007). They are not thought to be attached to the substrate,
because of their randomorientations on bedding surfaces in contrast to the current-aligned
directions of species like Charniodiscus, and their lack of holdfast disc. Fractofusus were
unlikely to have been pelagic because there is high level of preservation found consistently
throughout specimens at Mistaken Point.
2.1.2.5 Ivesheadia and Lobate Discs
Ivesheadia are very different from the other taxa present (Figure 2.4(j)) because they lack
symmetry, internal detail and consistent morphological features – no two Ivesheadia are
the same (Boynton and Ford 1995). Ivesheadia are only found in Avalonian communities
(in Newfoundland and Charnwood); however, similar types of discs have been found in
the Khatyspyt Region of Russia (Grazhdankin et al. 2008). Ivesheadia represent some of the
oldest Ediacaranmacro fossils, dated to 578.8±0.5Ma from specimens found in the Upper
Drook formation of Newfoundland (Gehling 2000), which together with similar species
Blackbrookia (Boynton and Ford 1979) have been dated older than 600Ma (Carney 2000).
They consist of an approximately circular shape containing irregular lobate structures,
often in high positive relief, ranging from 0.3m to 0.8m in diameter (Hofmann et al. 2008).
The affinity of Ivesheadia has been much debated, with different possibilities including
a possible cnidarian (Ford and Costello 2000), “collapsed compartmentalised bodies”
(Hofmann et al. 2008) or a tethered floating organism (Narbonne 2005). There have
been two recent studies by Liu et al. (2011) and Laflamme et al. (2012) that suggest that
Ivesheadiamorphs are microbial colonies.
Liu et al. (2011) interpret Ivesheadia (along with other similar species like Blackbrookia and
Shepsheadia) as decaying remains of other Ediacaran fauna, accompanied by microbial
colonies growing up around the decay. The interpretation of Ivesheadia as taphomorphs
would explain the irregular shapes and lack of symmetry, and differences between speci-
mens. It would also explainwhy some specimens contain a small amount of rangeomorph
elements. Various species were grouped by Liu et al. (2011) into an Ivesheadiamorph
group, for which different morphologies were thought to represent taphomorphs of dif-
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ferent species.
Laflamme et al. (2012) partly agree with Liu et al. in that Ivesheadiamorphs are not
individual species, but they do not believe that they were the remains of previously alive
species. Instead they argue that they are microbial structures or colonies that either lay
on top of or were part of the microbial mats that covered the Ediacaran substrate. This
explanation fails to properly explainwhy fragments of other species are often foundwithin
Ivesheadiamorphs.
LobateDiscs are oftengroupedas Ivesheadiamorphs, buthavenotbeen formallydescribed
(MacGabhann 2007). Theyhave some features in commonwith Ivesheadia: they are circular
discs with irregular, high relief lobes. However, unlike Ivesheadia they are symmetrical:
with a small number of weakly radial lobes. They are not always perfectly symmetrical,
and the central point is not necessarily exactly central, but they are more consistent than
Ivesheadia. For this reason I have included Lobate Discs as a species, but they may still be
taphomorphs.
Whether or not Ivesheadiawere taphomorphsdoes not affect the spatial analysis inChapters
3 and 4, since the spatial analysis does not take into account what the points represent. In
this work the points are species locations, but the same spatial analysis techniques can be
applied to stars in galaxies ormoleculeswithin amaterial. The ecological interpretations of
any patterns found does depend onwhat the points were, so whether or not Ivesheadia and
Lobate Discs were taphomorphs is discussed further in §4.3.3. The affinities of Ivesheadia
and Lobate Discs do affect the analysis carried out in Chapter 6, and for this chapter
Ivesheadia is considered a taphomorph (inline with the results from §4.3).
2.1.2.6 Pectinifrons
Pectinifrons is a species of rangeomorph endemic to the Avalon peninsula (Bamforth et al.
2008). Pectinifrons is a comb-shaped species consisting of a curved rod, with branches
of rangeomorph frondlets branching inwards (Figure 2.4(h)). They are one of the longer
species at Mistaken Point, reaching up to 74cm in length, and are rarely found smaller
than 5cm (Clapham and Narbonne 2002).
The lifestyle of Pectinifrons is not clear; however, it does not have a preferred felling
direction suggesting that it does not extend very far up into the water column (Bamforth
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et al. 2008).
2.1.2.7 Primocandelabrum, Feather Dusters and Hiemalora
Primocandelabrum is a frondose organism (Figure 2.4(d)). On Mistaken Point it is found
either as its holdfast disc, Hiemalora (Fedonkin 1982) or as frond and stem known infor-
mally as “Feather Dusters”(Clapham and Narbonne 2002). Complete Primocandelabrum
are found in the Bonavista peninsula in Newfoundland (Hofmann et al. 2008) and at
Charnwood Forest, UK (Wilby et al. 2011). Hiemalora are also found in Russia, dated to
553Ma (Martin et al. 2000). Hiemalora refers to the holdfast disc which has ray-like pro-
trusions emanating from it. Feather Dusters have a tripartiate frond which is triangular
in shape. Feather Dusters at Mistaken Point range from 1cm to 17cm (Clapham and Nar-
bonne 2002), while the Primocandelabrum found on Bonavista peninsula grew up to 12.4cm
in length (Hofmann et al. 2008), measuring the distance from the centre of the disc to the
end of the frond.
Feather Dusters are found current-aligned on ‘E’ surface at Mistaken Point, suggesting an
attached epifaunal lifestyle, feeding from nutrients in the water column.
2.1.2.8 Thectardis
Thectardis are unusual forMistaken Point organisms, in that it does not exhibit any branch-
ing features (Figure 2.4(a)). Instead it consists of a trianglewith conspicuously pronounced
relief (Clapham et al. 2004). The long edges of the fossil are prominently raised above the
central area, with no obvious structure within. Thectardis are found onlywithin the Avalon
period, in both Newfoundland and Charnwood forest (Wilby et al. 2011). Thectardis range
in length from 2.6cm to 16.5cm (Clapham et al. 2004).
Thectardis are found aligned to the current like frondose species such as Charniodiscus,
suggesting they are upright conical epibenthic organisms (Clapham et al. 2004). Thectardis
have width to height ratios similar to modern sponges (Sperling et al. 2011) causing
Sperling et al. to postulate that Thectardis are actually sponges, making them the first
metazoan in the fossil record.
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2.2 Collection
In order to carry out spatial analyses on the Mistaken Point bedding planes, it is necessary
to produce highly accurate maps of fossil locations. Clapham et al. (2003) used quadrat
mapping, but the advent of high resolution GPS offers a way to obtain highly accurate
three-dimensional maps. The resolution of the GPS maps was fine enough to clearly see
original sedimentary structures, tectonic overprints and recent weathering of the surfaces.
Fossil positions onMistaken Point beddingplanes ‘D’ and ‘E’ surfaceswere recordedusing
differentiated GPS over a period of fifteen days. In order to ensure the high accuracy
required for spatial analysis (the error in measurement needs to be much smaller than
the scale of spatial patterns investigated), a GPS transmitter was set up on a headland
overlooking the beddingplanes. The transmitter was positioned at 46◦37′35.60563′′North,
53◦09′50.82886′′ West, 23.416m above sea level and 75.50m from the junction of ‘D’ and ‘E’
surfaces. A GPS receiver was used to map the position of 4496 individual fossils over a
total area of 123.7m2. All data points are given in Appendix F, with their positions listed
as longitude, latitude and height above sea level. The mean accuracy of the differentiated
GPS equipment was 0.4 ± 0.06cm horizontally and 0.82 ± 0.11cm vertically. The receiver
was held on a pole with a spirit level to ensure that it was kept vertical. The fossils present
on each bedding plane were identified and their positions were recorded, as described in
Table 2.1. Positions were recorded by the GPS receiver which logged five readings over
the course of five seconds and output the mean. For each sample the reading accuracy
(standard deviation of the five readings) was recorded and the weather noted (since light
levels may influence the likelihood of finding and correctly identifying specimens).
2.2.1 Data Summary
A total of 4496 specimens were mapped, 2977 from ‘E’ surface over a total area of 63.5 m2
with a mean density of 54.0 /m2 (retrodeformed) (Figure 2.6). On ‘D’ surface (Figure 2.5)
1402 specimens were recorded over an area of 60.2m2 with a much lower mean density of
29.4/m2.
The species proportions varied significantly between the two bedding planes, Table 2.2.
‘D’ surfacewas coveredmostly by three sessile species: Fractofususdominatedwith almost
three quarters of the specimens recorded (77%), with Bradgatia (10%) and Pectinifrons (8%)
found in significant numbers. On ‘E’ surface Fractofusus was also the dominant species,
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Figure 2.5: Reconstruction of Bedding Plane D from mapped fossil data. The fossils are labelled as Dark
Blue: Fractofusus, Pink: Bradgatia, Red: Charniodiscus, Orange: Discs, Yellow: Pectinifrons, Purple: Charniid,
Green: Ivesheadia, Grey: Others. Axis units are in metres.
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Figure 2.6: Reconstruction of Bedding Plane E from mapped fossil data. The fossils are labelled as Dark
Blue: Fractofusus, Pink: Bradgatia, Red: Charniodiscus, Orange: Discs, Yellow: Primocandelabrum, Purple:
Charniid, Black: Thectardis, Light Blue: Lobate Discs, Green: Ivesheadia, Grey: Others. Axis units are in
metres.
31
providing 38% of the total specimen number. Most of the other specimens (40%) found
were upright Frond organisms, including Charniodiscus (11%) and Feather Dusters (10%).
‘E’ surface had a greater species diversity, with a total of 12 species, while ‘D’ surface only
had a total of eight species.
Four species were found on both ‘D’ and ‘E’ surfaces. Fractofusus had a similar density
on both surfaces (20.7m/2 on E and 22.4m/2 on D). Bradgatia had a higher density on
D (2.940m/2 vs 0.620m/2 on E), whereas both charniid (0.525/m2 vs 1.390/m2 on E) and
Ivesheadia (0.588/m2 vs 4.23/m2 on E) had higher densities on E.
Frequency Percentage Density m−2
‘E’ surface 2961 NA 54.0
Bradgatia 34 0.0114 0.620
Charniodiscus 327 0.11 5.950
Charniid 76 0.0255 1.390
Disc 539 0.181 9.670
Feather Duster 272 0.0914 4.960
Fractofusus 1140 0.382 20.7
Hiemalora 39 0.0131 0.711
Ivesheadia 236 0.0793 4.23
Lobate Disc 160 0.0537 2.920
Other 118 0.0396 2.120
Thectardis 39 0.0131 0.711
Primocandelabrum 311 0.105 5.670
Frond 1158 0.402 20.600
D Surface 1402 NA 29.4
Bradgatia 140 0.0988 2.940
charniid 25 0.0171 0.525
Fractofusus 1070 0.764 22.4
Ivesheadia 28 0.0184 0.588
Other 31 0.0171 0.5040
Pectinifrons 108 0.0764 2.27
Table 2.2: Summary statistics of data collected, with densities calculated after retrodeformation. Primocande-
labrum is the grouping of Feather Dusters andHiemalora and Frond is the grouping of Charniodiscus, Feather
Dusters and Disc.
2.2.2 Retrodeformation
The bedding planes at Mistaken Point have undergone tectonic deformation (Wood et al.
2003), so before applying any spatial analysis, it is necessary to compensate for this
deformation by retrodeforming the data back to its original position, as discussed in
§2.2.2. I used the methods from Wood et al. (2003), retrodeforming elongated holdfast
discs into circles. Measurements of the long and short axis of the holdfasts were taken
from 12 discoidal specimens across the mapped region of ‘E’ surface, and six specimens
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(a) ‘D’ surface (b) ‘E’ surface
Figure 2.7: Histograms of fossil distributions for bedding planes D and E. Clapham’s proportions (adjusted
to account for the differences in area mapped) from Clapham et al. (2003) are given in dark grey. The
following species notation is used: Bra: Bradgatia, Cha: Charniodiscus, Char: Charniid, Disc: Disc group,
Fea: Feather Dusters, Fra: Fractofusus, Hiem: Hiemalora, Ive: Ivesheadia, Lob: Lobate Discs, Pec: Pectinifrons,
The: Thectardis.
(a) ‘D’ surface (b) ‘E’ surface
Figure 2.8: Plots showing the length versus width ratios for 12 discs which were used to calculate the
retrodeformation factor on ‘D’ and ‘E’ surfaces.
from ‘D’ surface (specimens are marked as such in the appendix containing the species
locations Appendix F). The deformation factor is defined as the mean ratio of these axes.
These axes were then plotted, and a linear regression performed to find the best fit line,
corresponding to the best fit deformation factor.
For ‘D’ surface, the deformation factor was 1.35±0.11 (R2 = 0.92), and for ‘E’ surface it was
1.71± 0.08 (R2 = 0.754), which are within the range given byWood et al. (2003), Figure 2.8.
There has been some debate as to whether a single retrodeformation is appropriate over
large bedding planes (Liu et al. 2011). A single deformation factor is appropriate for this
dataset because the holdfast discs I used to retrodeform the data were taken from areas
spread across the mapped sections, and had a relatively small standard deviation. Devia-
tions away from the mean deformation factor will be small, and randomly distributed, so
will not affect the analysis. In order to apply the deformation factor, the data were rotated
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to horizonal (‘D’ and ‘E’ surfaces are currently at angles of 10o and 15o to the horizontal).
The deformation factor was split into two perpendicular components, and then applied
to the x and y coordinates of the data.
2.3 Bias Analysis
There are twopotential sources of bias in the data, from the observer and from the erosional
effect of modern mechanical weathering. The effect of mechanical weathering on the data
needs to be calculated, and incorporated into any spatial analysis so that any non-random
behaviour found can be attributed to ecological effects only (§2.1.1). Another possible
source of bias could come from the collector – observer bias.
The effects of differential erosion can be accounted for in the analysis using spatial point
pattern analysis. There are several key concepts that I use in this chapter for the analysis of
preservational bias, and in Chapters 3 and 4 for pattern analysis. Mathematical definitions
are given in §3.1. These are defined as follows:
• Complete Spatial Randomness (CSR) is a point process where the points are distributed
randomly within the study area.
• Poisson processes are commonly used to model CSR, which depend only on one
parameter, namely the density of the study area.
• Aggregation/Clustering occurs when points appear within a sub area of the study area
more frequently than is expected by random chance.
• Segregation/Regularity occurs when points appear within a sub area of the study area
less frequently than is expected by random chance.
• Homogeneous Poisson models are the simplest model, which assume that points are
distributed evenly within the study area, so that each point has the same proba-
bility of occurring anywhere. This simple model assumes that the study area is
homogeneous – uniform with regard to the distribution of points within it.
• Inhomogeneous/heterogeneous Poisson models are used when the study area is not
homogeneous, i.e. it is inhomogeneous. In ecological analysis, inhomogeneous
models are very useful when looking at species distribution. For example, the study
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area may include areas of varying altitude, or differences in soil nutrients that are
not of key interest, but may affect the species distribution.
If environmental parameters are known throughout the study area then correlations be-
tween species distribution and these parameters can be analysed using inhomogeneous
Poisson models. If correlations are found between an environmental parameter and
species distribution, then an inhomogeneous Poisson model becomes the null hypothesis
when looking for non-random species distributions. Using an inhomogeneous Poisson
model allows the detection of non-random behaviour that is not influenced by the model
parameter. For example, if a species distribution over a hilly landscape is considered,
by using a homogeneous model it would be easy to see that the species was clustered.
However, it would not be clear whether the species was clustered around hill peaks due
to preferentially choosing higher altitudes, or whether the clusters were the result of intra-
species interactions. An inhomogeneous Poisson model, where the probability of species
occurrence was not uniform, but instead depended on the altitude, could be used to in-
vestigate this question. If the density of species was correlated to the altitude, then the
conclusion would be that the species preferentially choose to settle at higher (or lower) al-
titudes. This model could then be used for further investigation into whether intra-species
interactions occurred (at the same time as the correlation with altitude) by investigating
whether aggregation or segregation occurred for species, with the inhomogeneous model
as the null hypothesis. If the inhomogeneous model did not fully describe the species
distribution, then the conclusion would be that the species was randomly distributed,
with survival dependant on altitudes. If there was non-random behaviour, the conclusion
would be that further species interactions were occurring independently of the altitude.
Spatial distributions of fossils atMistaken Point have previously been studied byClapham
et al. (2003), who used nearest neighbour analysis to reveal the spatial behavior of single
and pairwise species (Andersen 1992; Coomes et al. 1999). Nearest neighbour spatial anal-
ysis performed byClapham et al. was applied tomy data to check for consistency between
observers. Nearest neighbours tabulates the distance from each specimen to the nearest
specimen of the same species, which is then compared to the expected two-dimensional
Poisson process (Coomes et al. 1999) over an area identical to the mapped bedding plane
(see §3.1 for full details). In order to get upper and lower limits on the expected distri-
bution Monte Carlo simulations were run, simulating 1000 random populations. If the
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observed distribution of nearest neighbours went below the lower bound of the random
distribution, the observed pattern was defined as regular, or segregated. If it passed above
the upper bound then aggregation was considered to have occurred. This process was
repeated for all possible pairs of species (Andersen 1992), using the distances from species
A to the nearest species B.
2.3.0.1 Mechanical Weathering Bias
At the time of burial, the distributions of the species on the bedding planes are assumed
to be independent of the modern processes that allowed them to be revealed. Therefore,
the density of a species that in-life was randomly distributed should not depend on
any parameters of the surface. For example, a randomly distributed species should not
systematically change density as distance from the northern edge of the study areas
increases (or decreases). In a similar way, non-randomly distributed species should not
be correlated with any surface parameters; if a species exhibits small scale clustering,
these clusters should not increase or decrease in frequency with any surface parameters,
nor should the number of species within a cluster change. If the density of a species is
correlated to surface parameters, then it is likely that mechanical weathering processes
have differentially changed the distribution of fossils on the surface, and the surface does
not represent a complete census of an ecosystem. In this situation spatial analysis can
still be performed, but instead of assuming species are randomly distributed the surface
parameter model needs to be used instead.
The first test on the data was to check whether the species distributions were randomly
distributed. This test was done using Chi-squared analysis on the quadrats. Randomly
distributed species are unlikely to have been subject to either types of bias, or ecological
interactions.
I investigated the impact ofmechanicalweatheringon ‘D’ and ‘E’ surfaces bymodelling the
fossil distributions as inhomogeneous Poisson processes, dependant on four parameters.
The parameters analysed were:
1. Across the bedding plane (south to north), hereafter denoted x. The northern edge
of the surface was in contact with a cliff face, so was differentially eroded by cliff fall
and water run off from a small stream
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2. Along the bedding plane (west to east), hereafter denoted y. The western edge
(greatest height above sea level) was subject to differential erosion fromwave action.
3. The south western corner of E, hereafter denoted xy. This south western corner was
the first point of contact for most waves, so subject to the greatest amount of wave
action.
4. The height of the fossils above the troughs of the foliations, hereafter denoted h.
Ash coverage was observed to occur rarely at the bottom of these troughs, while
the highest ridges of the foliations were often observed to have more ash coverage.
Therefore, h is therefore a proxy for ash coverage, and the height above the lowest
points of the bedding planes.
All sources of mechanical weathering observed in the field are accounted for by these four
parameters (covariants).
Another source of erosion could be from the footfall of visitors. It is not clear whether this
anthropogenic erosion would differentially erode the surfaces, and it was not possible to
find a quantitative measure to model it. Therefore, this source of erosion has been left out
of this analysis.
On each bedding plane, and for each parameter, how the density of fossils changed in
relation to the parameter was plotted, and the best fit quadratic line found. This best fit
line was then used to model the change of density compared to the covariant.
The inhomogeneous models were tested on the non-retrodeformed data, since retrode-
formation may mask any aggregation due to preservational bias. The models were also
tested on the retrodeformed data as a double check. Two different methods were used
to compare the different inhomogeneous models. First, Kolmogorov-Smirnov tests were
performed on quadrats of the data to see if any aggregations occurred relative to the four
covariants (Berman 1986). Then, in order to test whether the parameters (covariants) pro-
vided a good fit to the data, the model fit was assessed using the model residuals. Model
residuals (Baddeley et al. 2005, 2011) can be used to determine how well the model fits the
data by plotting Q-Q and smoothed residual plots. If the observed line in the Q-Q plot
falls outside two standard deviations of the model, the model does not fit well. Smoothed
residual plots can be similarly used to find evidence of excluded covariants or spatial
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trends. If several models fit the data, then the best model would be selected using AIC
values; however, this was unnecessary with my data.
2.3.0.2 Observer Bias
There are two ways that the data collector could bias the results. The first is from failure to
find all the specimens on the beddingplanes, perhapsmissing out the smaller specimens or
specimens with a low relief. The second is from incorrect identification of species. These
biases could each occur consistently; for example, the collector incorrectly identifying
small specimens, or the bias could be correlated to external conditions, such as theweather.
The easewith which specimens can be found greatly increases when the light is at an angle
to the bedding plane, so that the fossils cast distinct shadows as shown in Figure 2.9.
(a) Sub-optimal light conditions (b) Optimal light conditions
Figure 2.9: ‘E’ surface, in suboptimal and optimal light. Note that while the larger fossils are easily visible
in the sub-optimal light, the smaller fossils are much harder to identify. Scale bar is 5cm.
Testing for bias that occurs consistently, depending only on the collector, was done by
comparing my data with the data collected by Clapham et al. (2003).
If the densities are similar for both data sets, it is likely that all the specimens present
were found. Comparison of species proportions (the number of each species over total
number of identified specimens) could identify if there were collector differences between
identification. If both collectors correctly identified all the species, the proportions should
be similar, assuming the same areas were mapped. The area of E mapped by Clapham et
al. was approximately the same as in this thesis1; however, the area mapped by Clapham
et al. on ‘D’ surfacewas different2. The species proportions were compared usingKruskal-
Wallis tests. Further checks on identification were performed through nearest neighbour
1Matthew Clapham, personal communication, 2012
2Marc Laflamme, personal communication, 2012
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analysis. If there are no differences between the two data sets, then the results should be
similar.
Bias generated by differingweather conditions was tested by comparing densities of areas
either side of a grid line, where the right hand side wasmapped under optimal conditions,
and the left under sub-optimal conditions. The grid line was placed with similar levels of
ash erosion on either side, so similar densities should be found on both sides if theweather
did not affect data collection. The densities were then compared using a Mann-Whitney
test.
2.3.1 Results and Discussion
2.3.1.1 Mechanical Weathering Bias
Chi-squared analysis of quadrats from ‘D’ and ‘E’ surfaces revealed that the spatial dis-
tributions on both D and E were aggregated for both the raw mapped data (p < 0.0001
for D and E), and the retrodeformed data (p < 0.0001 for D and E) (Table A.1). If all the
species are randomly distributed, as is the case with species in Pigeon Cove (Clapham
et al. 2003), then the data would not be aggregated, mechanical weathering bias would be
unlikely, with little possibility of interactions between species, or with species and their
environment. A random distribution could occur if the species reproduce through plank-
tonic larvae, which settle but are not subject to any environmental limitations. The fact
that ‘D’ and ‘E’ surfaces show aggregation means that if the aggregations are not due to
preservational bias, then statistically significant ecological interactions are likely to have
occurred.
Not all the species were aggregated under the raw data. On ‘D’ surface, Fractofusus
(p < 0.0001) and Pectinifrons (p = 0.0563) showed a significantly non-random distribution
for the raw data. Using the raw data, the majority of fossils on E were aggregated; only
Lobate Discs (p = 0.2770) had a random distribution.
Goodness of fit of the inhomogeneous Poisson process models based on x, y, xy, h covari-
ants for both bedding planes were tested using Kolmogorov-Smirnov tests, on both the
retrodeformed data, and the non retrodeformed data (see Appendix A Table A.2). The
best covariant to model the distributions on ‘D’ surface was the distance from the western
edge of the bedding plane y: p = 0.0136 (where p = 1 corresponds to a perfect model
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fit). So while this covariant could not significantly explain the aggregation seen on ‘D’
surface, it is the strongest influence on fossil densities, implying that wave erosion was
the strongest mechanism for erosion on ‘D’ surface. On ‘E’ surface the south western
corner (corresponding to xy covariant) was the most significant covariant (p = 0.0085),
corresponding to wave based erosion. The fit of these twomodels was checked using Q-Q
and residual plots showing they both were very badly fitting covariants.
I found only non-significant model fits for the four covariants for both bedding planes –
the density of fossils across each of the bedding planes is not dependant on any of the
four covariants tested. I therefore conclude that it is unlikely that mechanical weathering
is the cause of the aggregation seen on either of the bedding planes.
2.3.1.2 Observer bias
Identification differences due to the weather were investigated, with no significant differ-
ence in fossil density between optimal dry weather with good sunlight and wet weather
with low light (p = 0.2426).
2.3.1.2.1 ‘D’ surface Comparisonsbetween thedatapresentedhere, and that ofClapham
et al. (2003), on ‘D’ surface were complicated by slightly different areas being mapped3.
The densities of ‘D’ surface for the two data sets were similar, (29.4/m2 vs 28.4/m2) sug-
gesting no observer bias in locating specimens.
The species proportions were not significantly different between the data sets, (p = 0.8728
where p=1 is identical, Figure 2.7). Therewere very similar absolute numbers ofFractofusus
(1070 vs 1169), but there were different numbers of Bradgatia (140 vs 76) and Pectinifrons
(108 vs 175). The nearest neighbour analysis was the same for Fractofusus (aggregated)
and Pectinifrons (random), but Clapham et al. found that Bradgatiawas segregated, while
I found them to be randomly distributed.
There are a couple of possible factors for the differences in numbers of both Bradgatia and
Pectinifrons. There could have been a systematic misidentification of some Pectinifrons
being assigned to Bradgatia. I found Pectinifrons to be weakly aggregated (p = 0.063), as
did Clapham et al. (p = 0.076) so inclusion of some Pectinifronswithin the Bradgatia group
would not cause the difference in spatial behaviour as seen between data sets (p = 0.695
3Marc Laflamme, personal communication, 2012
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for my data, and p = 0.016 for Clapham et al.). Instead the difference in Bradgatia numbers
and spatial behaviour is likely to be due to different areas mapped4.
2.3.1.2.2 ‘E’ surface There are some differences between the two data sets on ‘E’ surface.
These differences could be observer differences in data collection, or could be due to
changes to the bedding plane between data collections due to erosion from mechanical
weathering and/or foot fall. These differences are not significant because the spatial
patterns of the species were found to be similar, with only one exception, Bradgatia, as
discussed in §2.3.1.2.5.
I found slightly fewer specimens on ‘E’ surface than Clapham et al. (54.0/m2 vs 56.5/m2).
On ‘E’ surface, very similar numbers of Fractofusus were found (1140 vs 1123 adjusting
Clapham et al.’s data to account for different areas mapped). When Charniodiscus, Primo-
candelabrum and Discs were grouped together to make the Frond group, then the numbers
were similar (1158 vs 1307). However, the proportions within the groups were differ-
ent, with a much higher number of Discs in my data (539 vs 234) and lower numbers of
Charniodiscus (327 vs 1049) and Primocandelabrum (311 vs 459). Within my data set there
were many more Ivesheadia (236 vs 58) and Thectardis (39 vs 19) with slightly more Lobate
Discs (160 vs 107) and charniid (76 vs 63). Clapham et al. found more Bradgatia (34 vs
170).
Therewere three differenceswith the nearest neighbour analysis between the twodata sets.
Clapham et al. found Thectardis to be aggregated on E, whereas my nearest neighbour
analysis did not find this aggregation (although the pair correlation function analysis
in Chapter 3 did show spatial aggregation), but χ2 tests (p = 0.09) were non-random
(see Table A.1). The different numbers of Thectardis in the two data sets could explain this
difference, and because the large scale behaviour showed spatial aggregation, asmeasured
by the Chi-squared test and pair correlation function, this difference is unlikely to reflect a
large bias. Charniid also had slightly different spatial patterns between the two data sets:
Clapham et al only found a weak aggregation (p = 0.10) whereas my nearest neighbour
and Chi-squared analysis show strong aggregation (p < 0.01). Bradgatia was found to be
randomly distributed on ‘E’ surface, whereas it was highly aggregated in Clapham et al’s
data.
4Marc Laflamme, personal communication, 2012
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The three main differences in species proportions between my ‘E’ surface data and
Clapham et al.’s are with the Frond grouping and its constituent species, Ivesheadia and
Bradgatia. The relative importance of these can be seen by re-analysis of the species pro-
portions. My ‘E’ surface species proportions were significantly different to Clapham et
al.’s (p = 0.0057) (Figure 2.7). When the Frond category was used and Ivesheadia removed,
the two data sets were only weakly significantly different (p = 0.1023). If Bradgatia is
removed the data sets are not significantly different (p = 0.4117).
2.3.1.2.3 Frond Group Previous work by Clapham et al. (2003) included the group
Fronds which consisted of Discs, Charniodiscus and Feather Dusters. The Disc group
contained eroded specimens of either Feather Dusters or Charniodiscus. Grouping these
three species together in a Frond group increases the sample size, thus increasing the
likelihood of finding significant spatial patterns. While my total number of Frondose
was comparable to Clapham et al.’s (1158 vs 1309 – adjusted for difference in study area)
the proportions of the constituent groups were different – I found many more holdfast
discs and fewer Charniodiscus and Feather Dusters. While the difference could be due
to mechanical erosions by water and footfall between the two mappings of ‘E’ surface
(9 years) it could also be due to observer differences. When I mapped out the bedding
plane, I was very conservative about species identification: if there were not enough
frond branches to identify the species, then I denoted it as a Disc. In contrast Clapham
et al. diagnosed Charniodiscus and Feather Dusters based on the curvature of one set of
primary branches with the stem5, so that more specimens could be correctly identified.
Charniodiscus species had highly curved primary branches, whereas Feather Dusters had
relatively straight primary branches.
The nearest neighbour pairwise analysis found segregation between Fronds and Fracto-
fusus, similar to Clapham et al. Note that the constituents of the Frond group do not have
the same spatial patterns: Feather Dusters were segregated with Fractofusus as were Discs,
whereas Charniodiscus had a random distribution with regard to Fractofusus.
2.3.1.2.4 Ivesheadia Differences between the two data sets occurred with the identifi-
cation of Ivesheadia. In my data there were significantly more Ivesheadia than Clapham et
al. This increase in number could be due to the erosion of other species in such a way that
5Marc Laflamme, personal communication, 2012
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they end up looking like Ivesheadia. The nearest neighbour analysis of Ivesheadia showed
a random spatial pattern, which was observed by Clapham et al.’s analysis of Ivesheadia.
2.3.1.2.5 Bradgatia The final difference between my data and that of Clapham et al.
was the number of Bradgatia on ‘E’ surface. Bradgatia on ‘E’ surface tended to have a
relatively low relief, making them more susceptible to erosional processes than other
species. Therefore the reduced number inmy data set could be because it was not possible
to identify these specimens after a nine year gap between mappings. Alternatively, the
difference could be due to observer identification differences. Systematic misclassification
of Bradgatia as another species is unlikely to have occurred, because while fewer Bradgatia
were found on ‘E’ surface, more were found on ‘D’ surface, suggesting that locating
Bradgatia specimens was not a problem. The overall lower density of ‘E’ surface in my
data suggests that specimens were lost between data collections, either due to erosion, or
inability to be seen. It is likely, since Bradgatia are significantly rarer in my data set, that
they form a relatively large proportion of these lost specimens.
The reduction in Bradgatia numbers in my ‘E’ surface data set could explain why the
spatial pattern found is only weakly non-random (p = 0.11 compared to p < 0.0001 for
Clapham et al.), since there were not enough data points to detect a significant pattern.
While the different Bradgatia spatial pattern is significant, it is not problematic, because
the spatial pattern is random. This random spatial pattern means that while I may miss
out on ecological signals (such as the one leading to aggregation in Clapham et al.’s data)
I am unlikely to find false signals.
2.3.2 Limitations
While the analysis from this chapter found no statistically significant mechanical weath-
ering biases, these results do not imply they have no effect, merely that these effects were
small enough not to be the cause of the fossil aggregations found. Differential erosion
needs to be considered when comparing different bedding planes: the difference in fossil
densities may be an artefact of different erosion levels, not necessarily reflecting different
in-life densities. Furthermore, low densities, and thus low specimen numbers, mean there
may not be enough specimens for a complex spatial pattern to be apparent: bedding sur-
faces with low fossil densities are less likely to have statistically significant non-random
spatial patterns. As a result care should be taken when comparing results from ‘D’ surface
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with results from ‘E’ surface: the lower density on ‘D’ may be partly due to differing
erosion patterns and if identical processes occurred on both surfaces, they would be less
likely to be found on ‘D’ surface.
It is not known how representative the assemblages of Mistaken Point were of the Edi-
acaran period. Therefore, it is not possible to know whether the ecological patterns found
in this thesis reflect the normal behaviour of the species, or instead the patterns found
reflect how the species behave only under particular conditions. There is a large overlap
of species with other localities such as Charnwood Forest, UK (Wilby et al. 2011) and
Bonavista Peninsula (Hofmann et al. 2008) so Mistaken Point biota is not purely endemic,
but the processes that led to the preservation of these assemblages may also be linked to
an non-representative ecosystem. Care must therefore be taken when inferring general
species behaviour outside these bedding planes.
2.4 Conclusions
In this Chapter I have presented the data I collected from ‘D’ and ‘E’ surfaces, at Mistaken
Point, Newfoundland, Canada. Each bedding plane consists of a three dimensional map
of fossil locations withmillimetre accuracy. The factors affecting the interpretation of these
surfaces as in-situ ecosystem censuses were discussed.
I have shown that spatial distributions of fossils on Mistaken Point bedding planes D and
E are non-random, and that these patterns do not have a significant bias due tomechanical
weathering of either of the bedding planes. While the preservation quality varied over
the section of ‘E’ surface studied, the fossil densities were not significantly correlated to
any geometric feature of the surfaces. Parts of ‘E’ surface are still covered by ash, but
the coverage is not extensive enough or deep enough to significantly mask or bias the
spatial patterns. This hypothesis was confirmed bymy Kolmogorov–Smirnov tests which
showed that the patterns seen on ‘E’ surface are not due to patchy ash coverage.
There was no observed bias found due to mapping in different weather conditions. There
are some observer differences that occur with species identification of Bradgatia, Ivesheadia
and Clapham et al.’s Frond group. The Frond group and Ivesheadia have similar spatial
patterns for the two data sets, so while the numbers of specimens found are different the
overall species distributions are similar. The spatial behaviour of Bradgatia is different,
with Clapham et al. observing strong non-random behaviour on both ‘D’ and ‘E’ surfaces,
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in contrast to the nearest neighbour analysis of my data, which found random spatial
patterns. This Bradgatia difference could result in the loss of ecological information, but
would not lead to false spatial patterns being found.
In conclusion the non-random spatial patterns seen on both surfaces studied are not a
result of mechanical weathering, or of observer bias, but instead are likely to be due to
species interactions with themselves, each other and their environment. Chapters 3 and 4
investigate these ecological interactions further.
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Chapter 3
Single Species Behaviour
This chapter analyses the ecology of each species of the Mistaken Point biota separately,
by looking at their spatial positions on ‘D’ and ‘E’ surfaces. Mistaken Point macro fossils
were non-motile organisms, so the position of an organism is determined solely by where
it settled or grew and whether it survived until the preservation event (assuming no post
mortem transport §2.1.1). The germination position is determined by the mechanisms
of a species’ reproduction. Whether an organism survives depends on whether there
are sufficient nutrients and suitable conditions to enable growth, and how it interacts
with other species through effects such as predation and competition. Therefore, by
analysing species’ spatial position, aspects of the reproductive and ecological processes
that governed theMistakenPointmacrobiota canbe illuminated. The interactions between
species are analysed using the same methods in Chapter 4.
The non-motility of Mistaken Point fossils allows many techniques from plant ecology
to be used for their analysis. In particular, spatial point pattern analysis allows com-
plicated spatial patterns to be found, providing methods to develop hypotheses about
the underlying processes and to test them statistically. Previously Clapham et al. (2003)
used nearest neighbour analysis to detect non-random spatial patterns on Mistaken Point
bedding planes, but spatial statistical methods and their implementation have moved on
significantly in the past decade. In this chapter I used pair correlation functions to describe
the spatial distribution of single species from ‘D’ and ‘E’ surfaces. I then modelled these
spatial distributions using Thomas cluster and double cluster models and inhomogeneous
Poisson models to find which of these processes best fit each species’ distribution. I find
that the species of Mistaken Point exhibit four different types of spatial pattern: randomly
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distributed, randomly distributed on a heterogeneous background, clustering and double
clustering. Four species exhibit spatial patterns which are most likely to be caused by
asexual reproduction.
3.1 Spatial Point Pattern Analysis
Spatial Point Pattern Analysis (SPPA) is a group of techniques that enable statistical
investigation of how points are distributed within an area (e.g. Illian (2008)), for example
in situ fossils on a bedding plane. Point pattern statistics have been applied to a range of
different disciplines, for example in astrophysics to the placement of galaxies (Davis and
Peebles 1983), in epidemiology to disease mapping (Marshall 1991) and in plant ecology
to spatial population dynamics (Coomes et al. 1999).
Figure 3.1 shows a number of examples of different spatial distributions. The simplest
case is when points are randomly distributed within the study area (Figure 3.1(a)). The
simplest non-random patterns are aggregated, where the points are closer together than
randomly distributed points (Figure 3.1(b)); or segregated, where the points are further
apart than randomly distributed points (Figure 3.1(c)). Different patterns can also occur
at different spatial scales; for example, points can be aggregated at small scales, but
segregated over larger scales (Figure 3.1(d)). Some patterns, like those shown in Figure
(a) Random points (b) Aggregated points (c) Segregated points (d) Segregated clusters
Figure 3.1: Different types of spatial patterns. The null hypothesis is that the spatial pattern is random
(Figure 3.1(a)). Points can be either aggregated (Figure 3.1(b)) or segregated (Figure 3.1(c). These three
patterns can occur within one set of points over different spatial scales; for example, aggregation at small
scales and segregation at larger scales (Figure 3.1(d)).
3.1, can be identified simply by plotting the point locations, but more subtle patterns can
only be detected using SPPA (Illian 2008).
Once the spatial distributions have been calculated, the underlying ecological processes
can be found by finding the best fit model for the observed data. Different models
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describe different processes; for example, aggregation patterns can be formed by a species
reproducing, or a species clustering around a nutrient source. In order to work out which
cluster process (and therefore ecological process) formed the observed pattern, a set of all
plausible cluster models is created, and then tested to see which one is the closest fit to the
observed pattern.
Relevant to the study of Mistaken Point ecosystems is the application to plant ecology,
because like plants the non-motile macro fossils’ positions can be easily mapped. Plant
distribution is determined by genetically determined growth habit, physical environ-
ment and interactions with other organisms (including other plants, fungi, animals and
pathogens). Deducing the ecological processes behind spatial patterns is an ongoing area
of research (e.g. Brown et al. (2011); Martı´nez et al. (2010); Rodrı´guez-Pe´rez et al. (2012)).
The linking of spatial patterns to ecological processes is challenging: a map of the loca-
tions of all species within an ecosystem is a snapshot of a dynamic system, which makes
reconstructing species’ histories difficult. For example, from a snapshot it is not possible
to know whether a population is increasing or decreasing. Different processes can end up
producing similar spatial patterns. However, with care the processes can be found, for
example the reproductive strategies of lichens on barnacles (Lancaster and Downes 2004).
Observation of lichen (Pyrencollema halodytes) dispersal or colonisation is rare, but SPPA
can be used to deduce which occurs. If vegetative spread is the main form of propagation
then the lichen is likely to clump on the barnacles. If instead most lichen propagation oc-
curs through current dispersal of propagules, then the lichenwill be randomly distributed
over the barnacles. In this study the lichen was clumped, reflecting the barnacle’s spatial
aggregation; however, the lichen was randomly distributed once the barnacle locations
were taken into account, suggesting that dispersal via propagules was the dominant form
of lichen propagation.
SPPA is ideal for the type of data available from Mistaken Point because it is a census
map of the positions of every specimen on the two bedding planes. Reconstructing the
ecological processes at Mistaken Point is potentially more straightforward than working
onmodern ecosystems for three reasons. Firstly, the preservation events – the volcanic ash
flows – are understood to be extreme disturbance events, leaving no organisms alive post
burial. This extreme disturbance means that each ecosystem starts with a “clean slate”
because remnants from previous ecosystems are highly unlikely to survive and influence
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the new ecosystems. Starting from barren substrate each timemeans that species are more
likely to follow the models which make this assumption.
Secondly, species diversity at Mistaken Point is very low compared to modern terrestrial
ecosystems (but see §2.1.1), which canhavehundredsofdifferentplant species (e.g. Plotkin
et al. (2000)). The low species diversity means that there are fewer species to interact with
each other, thus reducing the number of overlapping patterns that need untangling.
Thirdly, there is no evidence for motility on ‘D’ and ‘E’ surfaces, so that all interspecific
interactions can be found by just considering the fauna on the bedding planes. For
example, because there is no evidence that the taxon were subject to macro-predation,
the only removal of organisms from the system is via their “natural” death; that is death
from density dependent factors such as lack of a resource, or death from pathogens. Taxon
natural death is a reflection on their ability to survive, and survival factors can be explored
using spatial point process analysis.
Assessing the nature of spatial distributions requires the mathematical description of
model processes (§3.1.1), whose distributions are then described in terms of distance
measures (§3.1.2). Themodels are then simulated (§3.1.3), and the observeddata compared
to the model data using distance measures (§3.1.4). This assessment is first done by
comparing the observed data to random processes, and then by fitting cluster models to
the data (§3.2.3) and double cluster models (§3.2.4). The best fit model is then said to
represent the underlying process (Diggle 2003; Wiegand et al. 2007b; Lin et al. 2011).
3.1.1 Poisson Point Process Models
Key to analysing spatial patterns is to determine whether the pattern is random. Non-
random patterns form because their constituent points have been affected by a process;
therefore, when a spatial pattern is non-random, this is evidence that there are other
processes present in the system. Determination of whether or not a spatial pattern is
random is done by comparing the observed pattern to a theoretical random model.
The simplest model of a random process is the Poisson point process model, which describes
complete spatial randomness (CSR). The density of points within the study area is known
as the intensity, and does not vary with any parameters of the study area – it is uniform.
This uniform intensity Poisson model is known as the homogeneous Poisson point process
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model, and the intensity is given by: λ =
Number o f points
Total area
.
For a homogeneous Poisson model N within a region A, the number of points follows a
Poisson distribution, with a mean intensity (or density) λυ(A) per uniform sub area:
P(N(A) = n) =
λn(υ(A))n
n!
e−λυ(A) (3.1)
Equation 3.1 describes the model N(A) having a Poisson distribution with intensity pa-
rameter λυ(A), which is constant for a homogeneous model. A species which has an
observed spatial pattern described by a homogeneous Poisson process is not affected by
other organisms or by environmental factors.
If a species is affected by factors which have spatial variables, for example tree density
may varywith altitude, the spatial variable (altitude) can be incorporated into the intensity
parameter υ(A) and the model becomes an inhomogeneous or heterogeneous Poisson model.
3.1.1.1 Heterogeneous Poisson Models
The variation in the substrate (the heterogeneity) atMistaken Point is unknown, but can be
approximated using density maps of different species to generate heterogeneous Poisson
processes. The density map for a species can be created using a circular moving window
estimator with radiusR. For each cell in the data grid, the density at that point is calculated
as the number of points in the area defined by the circle radius R. For moving window
estimators of small radius, the density map is approximately the same as the observed
pattern. For moving window estimators of large radius, the density map is approximately
homogeneous.
If a species depends on an unseen factor then the species density will be proportional
to that factor; thus the density map of the species is an approximation of the unseen
heterogeneous background. Therefore, if the best fit model for a species aggregation is a
heterogeneous Poisson process (with the background based on the density of the species),
then an environmental factor is likely to be the underlying cause of the aggregation.
Heterogeneous Poisson processes can be used to check whether an aggregation is only
due to interactions with another species. For example, one species (species A) affects its
local environment (e.g. by releasing a chemical) in such a way as to increase the survival
of another species (species B). If all of species B aggregations are due to the impact of
50
species A on its environment, then the spatial pattern of species B is best modelled by
a heterogeneous Poisson process, with the background created using a density map of
species A.
3.1.2 Distance Measures
In order for a random (or any) model to be compared to observed spatial data, distance
measures are used to quantify the distribution of points within a given area, in this case
fossils on the bedding planes. There are several different types of distance measures
which can be used to compare the observed data to theoretical models. Illian (2008) gives
a thorough derivation of the measures outlined in this section.
Previous spatial analysis of Mistaken Point species was performed by Clapham et al.
(2003) using nearest neighbour distances. Nearest neighbour distance (Clark and Evans
1954) measures the distance from each point to the closest point. It is defined as:
NN(r) = P(R ≤ r) = 1 − e−λpir
2
(3.2)
Where P(R ≤ r) is the probability that the distance from a point to its nearest neighbour
R is less than or equal to a specified distance r. NN(r) is a cumulative density function,
with NN(r = 0) = 0 and NN(r = ∞) = 1. Nearest neighbour analysis is especially good at
characterising small scale clusters (Wiegand et al. 2007b).
Nearest neighbour analysis (NN) has some disadvantages (see Perry et al. (2006) for a full
discussion). Because the analysis is bound by the maximum distance between two fossils
of the same species (or two different species, if doing a pairwise analysis), only small scale
spatial patterns can be captured. For example, if all Fractofusus occur within 0.2m of each
other, the nearest neighbour analysis will only consider patterns up to 0.2m; large scale
spatial patterns will not be recovered.
Aggregations due to spatial heterogeneity are also hard to find usingNN. If, for example, a
tree species requires high levels of nitrogen, and is randomly distributed across a nitrogen
gradient, after a period of time the only individuals that remain will be in the high
nitrogen levels (Beckage and Clark 2003). The resulting spatial pattern will be clusters
(corresponding to the heterogeneity) of random spaced individuals. NN analysis will
only pick up the small scale patterns – the random spacing – not the large scale pattern.
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The simplest distance measure is Ripley’s K function (Ripley 1981) which describes the
average number of points foundwithin a distance r from the typical point. The K function
measures different distances than the NN function. It is defined as:
K(r) = λ−1n−1
∑
i, j
(di j < r) (3.3)
where di j is the distance between points i and j out of the total data set of n points. For
a homogeneous Poisson model K(r) = pir2. If aggregation between points is found then
K(r) > pir2 and if segregation occurs then K(r) < pir2.
Besag’s L function (Besag 1974) contains the same information as the K function, but has
two substantial advantages.:
L(r) =
√
K(r)
pi
(3.4)
In contrast to the parabolic line found with the K function it plots as a straight line on a
graph L(r) = r for a homogeneous Poissonmodel, making the behaviour of a point process
easier to visualise and interpret. It also provides a better estimate of r at long distances,
whereas the fluctuations of the estimated K function increase as r increases. The square
root in the L function reduces the fluctuations of the mean and variances, and can make
them independent of r. For the present study I use the L function as one of two measures
when fitting spatial models to the fossil data.
The pair correlation function (Turkington and Harper 1979) is the clearest measure for
considering spatial distributions. It is defined as:
g(r) =
K′(r)
2pir
(3.5)
where K′(r) is the derivative of K(r). g(r) contains the same information as the K and L
function, but is much easier to interpret graphically: CSR is given by g(r) = 1, aggregation
g(r) > 1 and segregation g(r) < 1. If g(r) = 3 then the distance between specimens is
three times what you would expect of a random pattern. Unlike NN measures, the pair
correlation function is not limited by the maximum distance between two specimens, so a
greater spatial scale can be studied and underlying ecological processes are more clearly
described. The PCF is the preferred measure used in this thesis; but other measures, such
as the L and O-ring are used for model fitting.
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Wiegand’s O-ring statistic (Wiegand et al. 1999) is similar to the K function, except that
instead of recording the density of a circle around each point, the density of a ring at
distance r from each point is found.
O(r) = λ
K′(r)
2pir
(3.6)
where r denotes the ring of radius r. For a homogeneous Poisson model O(r) = λ. If
aggregation between points occurs then O(r) > λ and if segregation occurs then O(r) < λ.
This O-ring statistic has the advantage that it is more specific at identifying behaviours
at different distances because other measures, such as the K function, are cumulative
functions whereas the O-ring statistic is a probability density function. I use the O-ring
statistic to check the fit of models found using the L function and pair correlation function.
3.1.3 Simulating Point Process Models
In order to find the spatial patterns of species, the pair correlation function for each species
needs to be found, then compared to complete spatial randomness (CSR). This comparison
is done using the following steps:
1. The number of points within the study area are found using Equation 3.1.
2. The positions of points for the CSR model are determined by simulating a binomial
point process in the study area. The number of points in the model are equal to the
number of points in the observed data.
3. The pair correlation function is calculated for the observed data.
4. Monte Carlo simulations of the model data are used to find the simulation envelope
around the pair correlation function for the model data (PCF = 1 for CSR).
5. If the observed data falls outside the generated simulation envelope then the ob-
served data is found to be non-random.
This process can then be repeated for non-randommodels. Instead of simulating CSR (the
second step), a non-random model is used.
53
3.1.3.1 Edge Corrections
Edge corrections rectify any bias that may come into the analysis from analysing data
near the boundaries of the sample area. For example, the area of bedding plane that I
mapped out did not consist of the entire area that had Ediacaran macrofossils on; rather
it was only a sample. This sampling meant that around the edges of the mapped area
there may be specimens which are affected by non-mapped specimens. There are various
different ways of correcting for these edge effects (see Baddeley and Gill (1997) or Stoyan
and Stoyan (1994) for reviews).
The bedding planes mapped are irregularly shaped, which makes analytic correction of
edge effects difficult. I used the program Programita (Wiegand and Moloney 2004) to
analyse the data, which uses a grid based approach. This grid approach calculates the pair
correlation function in such a way that areas outside the sample area are not included, so
edge corrections are not required (Wiegand and Moloney 2004).
3.1.4 Detecting Non-Random Distributions
There are various approaches for checking whether an observed distribution is non-
random. The most widely used method is using Monte Carlo simulations to generate
simulation envelopes around the theoretical result. If the observed pattern is outside
the simulation envelopes of the theoretical result, then the observed pattern is said to be
non-random.
Care needs to be taken when interpreting the simulation envelopes. They cannot be
interpreted as confidence intervals (Stoyan and Stoyan 1994; Diggle 2003) because cu-
mulative distance measures, like the K and NN functions, are not strictly independent.
This non-independence means simulation envelopes underestimate type I errors (where
the null hypothesis is incorrectly rejected). The pair correlation function and the O-ring
statistic are less affected than nearest neighbour distances because they use a different set
of specimen-specimen distances for each r value.
The further test of whether a distribution is random uses the goodness-of-fit test proposed
by Diggle (2003), which quantitatively compares the observed data to the theoretical
model. By calculating the total squared deviation between the observed pattern and the
theoretical result, the resulting “p-value” describes the likelihood that the null model is
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correct. p = 1 corresponds to a perfect model fit, and p = 0 corresponds to a model that
does not fit. These p-values were also used to compare the fit of different models.
3.1.5 Cluster Models
Once the non-random species have been identified, aggregation or segregation models
can be fitted to the data in order to describe the process behind the non-random spatial
distribution. Aggregations of points are also known as clusters. One family of cluster
processes, which are useful in describing biological clustering, are Thomas processes
(Thomas 1949). The simplest of these is where the parent points follow a homogeneous
Poisson process (random), with intensity ρ. Around each parent a random number of
offspring are generated, with the number of offspring following a Poisson distribution
(with mean µ = λ
ρ
where λ is the mean density of the offspring). The offspring points
are distributed around the parent according to a Gaussian distribution f (0, σ) where σ is
the standard deviation of the offspring cluster (Stoyan and Stoyan 1994). This Gaussian
distribution means that there are more offspring points around the centre of the cluster
(where the parent was), which then decrease in density towards the edge of the cluster.
The pair correlation function g(r) of the Thomas process is different from the pair corre-
lation function of a homogeneous Poisson process (representing random patterns). For a
random distribution g(r) = 1, while for a Thomas cluster process g(r) follows the expo-
nential curve:
g(r, σ, ρ) = 1 +
e
−r2
4σ2
4piρσ2
(3.7)
The pair correlation function is dependent on two parameters: ρ which is the density of
the parent points and σ which is the standard deviation of the distance between parents
and offspring. The radius of the cluster, which contains 86% of the offspring, is 2σ.
If a species is affected by environmental factors, then instead of generating parents using
a homogeneous Poisson process, a heterogeneous Poisson process is used to generate the
parents (Baddeley and Turner 2000). The cluster process is generated as before (§3.1.3).
3.1.5.1 Double Cluster Models
Often, aggregation patterns can occur at two different spatial scales, leading to two scales
of clusters. For example, the tree species Saurauia congestiflora is found in clusters of 26m
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diameter, but also has smaller clusters within the larger ones, 8m in diameter which are
made up of younger individuals (Wiegand et al. 2007b). This type of pattern can often be
clearly seen on the pair correlation function plot, where the pair correlation function of
the data has two distinct gradients.
Double cluster processes can be either nested or superimposed. Nested double cluster
processes form when the offspring of a Thomas process become parents themselves and
form the basis for another Thomas process; for example, tree saplings would be clustered
around theirparents, which in turnwere likely tobe clusteredaround theirparents (Watson
et al. 2007). Superimposed double cluster processes occur when two cluster processes
occur independently, such as the effect of two different heterogeneous soil effects on tree
growth (Pe´lissier and Goreaud 2001). The pair correlation functions of superimposed
heterogeneous effects and nested double clusters are often similar, so nearest neighbour
analysis and comparison of the parent densities can be used to assess nestedness (Stoyan
and Stoyan 1994; Diggle 2003).
For a true nested double cluster process, the nearest neighbour of most points occurs
within the same cluster (the smaller scale one), so the nearest neighbour distances should
be less than 2σsmall. There should also be more offspring than parents, so that ρlarge < ρsmall.
The double cluster process is fitted by inputting the parameters of large scale clusters,
then finding the best model fit for the small scale clusters. The parameters for the large
scale cluster are fitted using a single Thomas process over the distances that the clustering
occurs, and then the parameters for the small scale cluster are similarly found. The fitted
double cluster process is then compared to other models using Monte Carlo simulations
and goodness-of-fit tests.
3.1.6 Parameter Fitting
Parameter fitting describes the process of finding a set of model parameter values for a
givenmodel that best describe an observed data set. Regression techniques are commonly
used to find the best possible model for an observed data set. Spatial regressions are more
complicated than commonly used linear regression techniques because the patterns are
not quantitatively seen by looking directly at the data points. For example, if the size of
trees was directly proportional to soil nitrogen levels, then by plotting tree size versus soil
nitrogen levels, the linear relationship would be apparent. In contrast, if the tree locations
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were mapped on a density map of soil nitrogen levels, this linear relationship may not be
visible.
For spatial data, distancemeasures (such as the K or pair correlation functions) are used to
fit cluster models. The best fit lines need to correspond to themodel of interest (in this case
cluster models such as Equation 3.7). The model is fitted by changing the parameters σ
and ρ to find the best fit model for the observed PCF. Note that the best fit model does not
necessarily correspond with the best fit line. A better fitting line that does not correspond
to a spatial model does not give information about the spatial process that formed the
observed data pattern. For example, knowing that the pair correlation of a tree species
increases linearly with r is not useful, because it does not help to understand what the
spatial process behind the relationship is. In contrast, knowing that the pair correlation
function of a tree species follows a Thomas cluster model, means that the size of the cluster
process (from σ) and the cluster density (from ρ) are known, so that the underlying spatial
process is described.
3.1.7 Model Checking
Once a cluster process has beenfitted to the observeddata, model fitwas checked, to ensure
that the model describes the spatial distribution well. The first step is to simulate the
process, as discussed previously for the random model (§3.1.3). The simulation envelope
for non-random models is centered around the cluster model pair correlation function,
(which is an exponential function for Thomas cluster processes (Equation 3.7)), instead of
the random pair correlation function. If the observed pattern falls outside the simulation
envelope, then themodel is not a good fit to the observed data. The secondmodel check is
to use Diggle’s goodness-of-fit test to find the p-value for the model on the observed data
Diggle (2003). The p-value represents the total squared deviation between the observed
pair correlation function and the model pair correlation function.
Randomly distributed species distributions were checked using residuals: the difference
between the observed data and the fitted line (Baddeley et al. 2005). Two different diag-
nostic plots can be used: a plot of smoothed residuals against spatial location was used to
diagnose possible spatial heterogeneity, and a Q-Q plot was used to check for interpoint
interaction (stochastic dependence between points). The first plot of smoothed residu-
als contains the residuals plotted against the spatial covariants. The expected value for a
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random (homogeneous Poisson) process is plottedwith limits given by two standard devi-
ations. If the residuals fall outside the limits then the data depends on spatial covariances
– there is spatial heterogeneity. A Q-Q plot compares two distributions, the residuals from
the fitted model to CSR (homogeneous Poisson model). If the model is perfect, then the
residuals will lie along x = y; if not, then the residuals will fall outside the percentile lines
corresponding to 5% significance, and point interaction is present.
3.2 Methods
The single species spatial patterns from ‘D’ and ‘E’ surfaces were investigated to find
non-random behaviour, and to be able to model the nature of any aggregations. Initial
data exploration and residual analysis was performed in R (R Core Team 2013) using the
package spatstat (Baddeley and Turner 2005). Distance measures and modelling fitting
were performed using the software Programita (Wiegand and Moloney 2004). The model
fitting procedures are described in detail in Wiegand and Moloney (2004) and Wiegand
et al. (2006, 2007b).
I use the taxonomic groups described in Chapter 2, and refer to them as species, (even
though they are genus level groups) becausemost groups only have one dominant species.
On ‘D’ surface therewere five specieswhose spatial distributionswere analysed: Bradgatia,
Charniid, Fractofusus, Ivesheadia and Pectinifrons (noting that charniid and Ivesheadia num-
bers were small). On ‘E’ surface there were eight abundant species: Bradgatia, Charniid,
Charniodiscus, Fractofusus, Primocandelabrum, Ivesheadia, Lobate Discs and Thectardis. The
pair correlation function for each species from ‘D’ and ‘E’ surface was found to assess
which species had non-random distributions. For the non-random species, four types
of processes were then fitted to the data: heterogeneous Poisson process, Thomas single
cluster processes on both homogeneous and heterogeneous backgrounds and Thomas
double cluster process. These models were then compared to find the best model for each
species.
3.2.1 RandomModels
The species spatial distributions were compared to random distributions on a homoge-
neous background. While the actual substrate which Mistaken Point species lived upon
would not have been homogeneous, the heterogeneities may be small and/or their effect
may not be statistically significant. The analysis in Chapter 2 found that heterogeneities
58
of the bedding surface, such as ash coverage, were not significantly correlated with fossil
density. Therefore, if a random model on a homogeneous background does not describe
a species distribution, then there are biological or ecological processes occurring. In order
to determine whether individual species were randomly distributed on a homogeneous
background the following procedure was followed:
1. The distribution map for individual Mistaken Point species was plotted where the
surface was split into a grid of cells 10cm× 10cm. This gridding is necessary for
Programita, to allow simplification of the computation of the distance measures,
and to allow for irregular shaped areas to be analysed.
2. The pair correlation function was found at 10cm intervals.
3. 99 simulations of the species on a homogeneous background were run to generate
simulation envelopes around the random (PCF = 1). 99 simulations were run
(instead of 100, for example), so that the values of goodness of fit test were in
0.01 increments.
4. If there were excursions outside the simulation envelope, then the species was found
to be non-random, and further investigations were needed.
5. The p-value for the random model was found using Diggle’s goodness-of-fit test.
3.2.2 Heterogeneous Models
If a species was found not to be distributed randomly on a homogeneous background,
the random model on a heterogeneous background was tested. This procedure was the
same as the homogeneous one (given by the list in §3.2.1, except for point 3) apart from
the replacement of the homogeneous background onwhich the species were simulated by
a heterogeneous one.
Six different heterogeneous backgrounds were tested for non-random species. First, a het-
erogeneous background was created from the density map of the species being evaluated.
This background is a proxy for a variable affecting the species only. Secondly, a hetero-
geneous background was created from all the specimens on each surface. This second
background could represent either an environmental variable that affects all species or a
taphonomic bias affecting all specimens. The third to sixth heterogeneous backgrounds
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were created from density maps of Fractofusus, Ivesheadia, Charniodiscus and Primocande-
labrum to check whether any single species clustering was due purely to other species.
Density map estimators using 0.1m ≤ R ≤ 1m were tested, and the one corresponding to
the best fit model was used.
If there were still excursions outside the simulation envelopes for both homogeneous
and heterogeneous Poisson models, then cluster models were fitted to the data. While
segregation of a species within itself could occur, I did not find any statistically significant
evidence of this type of behaviour on either D or ‘E’ surface.
3.2.3 Univariate Cluster Models
For each non-random species univariate cluster models were fitted as follows:
1. The pair correlation function and L function of the observed data were found. Using
a variety of different distance measures ensures that the best fit model is not just
optimised towards one distance measure, ensuring that all the spatial characteristics
are encapsulated, not just the ones corresponding to one particular function.
2. The best fit Thomas cluster processes were fitted to the two functions while g(r) > 1.
The best fit lines were not fitted to fluctuations around the random line of g(r) = 1, to
aid good fit about the actual aggregations, and to limit model fitting about random
fluctuations. There are a variety of methods that can be used for finding the best fit
model. I used the minimal contrast method (Stoyan and Stoyan 1994; Diggle 2003);
see Wiegand et al. (2007b) for details.
3. If the model did not describe the observed data well, the lines were refitted, using
just the pair correlation function. If that fit was also bad then just the L-function was
used.
4. 99 simulations of this model were then generated to create simulation envelopes
around the cluster model, and the fit checked using the O-ring statistic.
5. The p-value was calculated.
6. If there were no excursions outside the simulation envelope and a low p-value, then
a univariate homogeneous cluster model was assumed to fit.
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For non-random species that did not fit the Thomas cluster models or the heterogeneous
Poisson model, two different scales of clustering were present for the Mistaken Point
species (if more than two clustering scales had been present, they would have been
detected). The processes behind these different scaled clusterings could be modelled
either as a Thomas double cluster process on a homogeneous background, or as a Thomas
cluster process on a heterogeneous background.
3.2.4 Univariate Double Cluster Models
Double Thomas cluster models were fit as follows:
1. The pair correlation functionwas plotted, and the r ranges for the two different scales
of clustering were found. For example, the small scale cluster may be 0 < r < 0.5m
and the large scale cluster 0.5m < r < 1.5m.
2. The large scale cluster model was fitted, using the list from §3.2.3.
3. The parameters of the large single cluster model were used as the parameters for the
large scale clusters of the double cluster model.
4. The small scale clusters were then fitted using the list from §3.2.3.
5. In order to check whether the double clusters were nested or superimposed, the
nearest neighbour functions were found, and the parameters of the different scaled
clusters were compared.
3.2.5 Species Comparison
For the species present on both ‘D’ and ‘E’ surfaces the spatial patterns were compared
to see if they were formed by the same processes. Comparisons were done by fitting the
best fit model from ‘D’ surface to the E data and vice a versa. Simulation envelopes and
p-values were used to evaluate fit (§3.1.3).
3.3 Results
This section describes the models which best fitted the spatial patterns for each species
on each bedding plane. On ‘D’ surface Bradgatia, Charniid, Fractofusus, Ivesheadia and Pec-
tinifronswere analysed, while on ‘E’ surface Bradgatia, Charniid, Charniodiscus, Fractofusus,
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Lobate Discs, Ivesheadia, Primocandelabrum and Thectardiswere analysed. The full analysis,
with model parameters, is given in Appendix B. When interpreting which processes give
rise to the spatial patterns seen, it is useful to know which species do not interact with
any others (Chapter 4): ‘D’ surface contained no interactions between species while on ‘E’
surface, only Thectardis did not interact with any other species.
3.3.1 Bradgatia
Bradgatia is present on both ‘D’ and ‘E’ surfaces, with a significantly higher density on
D than on E (2.94/m2 vs 0.62/m2). Bradgatia on both surfaces exhibited a random spatial
pattern, Figure 3.2. Residual analysis of a random model (homogeneous Poisson) on
(a) Bradgatia random (D) p =0.51 (b) Bradgatia random (E) p =0.44
Figure 3.2: Pair correlation functions across different radii for Bradgatia on D (Fig. 3.2(a)) and E (Fig. 3.2(b))
surfaces. The solid black line with red circles is the observed PCF. The grey lines are the upper and lower
bounds of 99 Monte Carlo simulations. PCF=1 corresponds to a perfectly random distribution, whereas
PCF<1 is a segregated distribution and PCF>1 is an aggregated distribution.
Bradgatia on ‘D’ surface revealed that Bradgatia could be modelled as completely spatially
random; however, this was not the case on ‘E’ surface, where the residuals exhibited ex-
cursions over both simulation envelopes, thus meaning Bradgatiawas subject to interpoint
interactions and spatial heterogeneity: Bradgatia on ‘E’ surface was not truly random, but
was affected by background heterogeneous effects and interactions between species.
3.3.2 Charniid
Charniid is present on both ‘D’ and ‘E’ surfaces, with a higher density on ‘E’ surface
(1.39/m2) vs 0.53/m2). Charniid is randomly distributed on ‘D’ surface (Figure 3.3(a))
and highly aggregated on ‘E’ surface (Figure 3.3(b)), with strong clustering occurring
under one metre in diameter. Although a univariate cluster model provides a good fit
to the data (p =0.60) (Figure 3.3(d)), the best fit model was a heterogeneous Poisson
process with estimator radius 0.5m (p =0.90) (Figure 3.3(c)). A univariate cluster can
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(a) charniid random (D) p =0.10 (b) charniid random (E) p =0.01
(c) charniid random on heterogeneous back-
ground (E) p =0.90
(d) charniid single cluster (E) p =0.60
Figure 3.3: Pair correlation functions across different radii for charniid on D (Fig. 3.3(a)) and E (Fig. 3.3(b))
surfaces. The solid black line with red circles is the observed PCF. The grey lines are the upper and lower
bounds of 99Monte Carlo simulations. PCF=1 corresponds to a perfectly randomdistribution, while PCF<1
is a segregated distribution and PCF>1 is an aggregated distribution.
be visually seen as worse fit than the heterogeneous Poisson process since the observed
pair correlation function has three distinct bumps on it, uncharacteristic of a Thomas
cluster process (which is an exponential function (§3.1.5)). When the best fit model is a
heterogeneousPoissonprocess, themost likely cause is that a randomlydistributed species
is affected by a heterogeneous environmental variable. The environmental heterogeneity
may be caused by another species; however, the best fit heterogeneous Poisson process is
formed from a charniid density, so the heterogeneity is unlikely to be formed by another
single species. The heterogeneity could be formed from a combination of species, so
this interaction will be investigated further by considering inter-species interactions in
Chapter 4. Residual analysis confirms the results of the pair correlation analysis: charniid
is completely randomly distributed on ‘D’ surface, while on ‘E’ surface charniid is best
modelled as a randomly distributed species on a heterogeneous background.
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(a) Charniodiscus random (E) p =0.01 (b) Charniodiscus double cluster (E) p =0.86
Figure 3.4: Pair correlation functions across different radii for Charniodiscus on ‘E’ surface. Figure 3.4(a)
shows the PCF with random model simulation envelopes, and Figure 3.4(b) shows the same data but with
the best fit double cluster model. The solid black line with red circles is the observed PCF. The grey lines
are the upper and lower bounds of 99 Monte Carlo simulations. PCF=1 corresponds to a perfectly random
distribution, while PCF<1 is a segregated distribution and PCF>1 is an aggregated distribution.
3.3.3 Charniodiscus
Charniodiscus is common on ‘E’ surface, but represented by only two specimens on ‘D’
surface. On ‘E’ surface it is aggregated up to a radius of 1.2m, with a peak from 0 to 0.25m
(Figure 3.4). The data is best described by a double cluster model (p =0.86) (Figure 3.4(b))
with the best fit describing 22 large scale clusters of 2.2m radius, each containing 6 small
clusters of 0.37m radius with 4 individuals (Appendix B).
Single cluster models on heterogeneous backgrounds were also compared to the observed
data (see Appendix B.4). These models would indicate a single cluster process on a
heterogeneous background caused by another species; however, they were a significantly
worse fit than the double cluster model. Nearest neighbour analysis shows a small scale
clustering from 0 to 0.23m, which is of similar size to the first order clusters and the
density of the small scale clusters is greater than that of the large scale clusters, suggesting
that Charniodiscus follows a nested double cluster process. Nested double cluster models
could represent either two generations of growth clustering, or one generation of growth
clustering in a heterogeneous environment.
3.3.4 Fractofusus
Fractofusus is the dominant species on both bedding planes, with similar densities: 22.4/m2
on D and 20.7/m2 on E. Both distributions are aggregated (Figure 3.5). On ‘D’ surface,
the best fit model is a single cluster process (p =0.85) (Figure 3.5(b)) with a mean of
22 specimens per cluster and cluster diameter 2.2m. On ‘E’ surface, the best fit model
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(a) Fractofusus random (D) p =0.01 (b) Fractofusus single cluster (D) p =0.85
(c) Fractofusus random (E) p =0.01 (d) Fractofusus double cluster (E) p =0.91
Figure 3.5: Pair correlation functions across different radii for Fractofusus on D (Figs. 3.5(a) and 3.5(b)) and E
(Figs 3.5(c) and 3.5(d)) surfaces. Figure 3.5(a) shows the PCF with random model simulation envelopes on
‘D’ surface, and Figure 3.5(b) shows the same data but with the best fit cluster model. Figure 3.5(c) shows
the PCF with random model simulation envelopes for ‘E’ surface, and Figure 3.5(d) shows the same data
but with the best fit double cluster model. The solid black line with red circles is the observed PCF. The
grey lines are the upper and lower bounds of 99Monte Carlo simulations. PCF=1 corresponds to a perfectly
random distribution, while PCF<1 is a segregated distribution and PCF>1 is an aggregated distribution.
is a double cluster process (p =0.91), of 23 large scale clusters, inside of which were
approximately 24 small scale clusters each containing three individuals (p = 0.91) (Figure
3.5(d)).
Fractofusus was found to exhibit a nested double cluster process. Nearest neighbour
analysis showed a small scale aggregated pattern from 0 to 0.17m, which is the same
scale as the first order cluster process, thus pointing to a nested double cluster process.
Moreover, the density of the large scale clusters is smaller than that of the small scale
clusters, showing that there are more daughter points than parent points, consistent with
nested double cluster processes.
The double cluster process on ‘E’ surface was also a good fit to the observed data on ‘D’
surface (p =0.98); however, the reversewasnot true (p =0.01), due to the added aggregation
seen on ‘E’ surface below 0.15m (Appendix B.5).
The aggregation on ‘D’ surface is most likely to be caused by a growth factor for three
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reasons: there is structure within the aggregations (as shown by the best fit Thomas
cluster model); the heterogeneous Poisson process was a worse fit so environmental
factors were an unlikely cause; and on ‘D’ surface Fractofusus did not have any statistically
significant interactions with other species. The Thomas cluster model that fits the large
scale aggregations on ‘E’ surface also fits the clusters found on ‘D’ surface, suggesting that
this clustering has the same cause, namely a growth factor of Fractofusus. The small scale
clustering on ‘E’ surface also has structure within it, making environmental heterogeneity
an unlikely source. This structure suggests that there are two generations of growth
clustering of Fractofusus on ‘E’ surface.
3.3.5 Ivesheadia
(a) Ivesheadia (D) p =0.13 (b) Ivesheadia (E) p =0.21
Figure 3.6: Pair correlation functions across different radii for Ivesheadia on D (Figure 3.6(a)) and E (Figure
3.6(a)) surfaces. The solid black line with red circles is the observed PCF. The grey lines are the upper and
lower bounds of 99 Monte Carlo simulations. PCF=1 corresponds to a perfectly random distribution, while
PCF<1 is a segregated distribution and PCF>1 is an aggregated distribution.
Ivesheadia is present on both ‘D’ and ‘E’ surfaces, with amuch higher density on ‘E’ surface
(4.23/m2 vs 0.59/m2). On both surfaces Ivesheadiawas randomly distributed (Figure 3.6).
The residual analysis of Ivesheadia on ‘D’ and ‘E’ surfaces shows that Ivesheadia cannot be
modelled solely as a homogeneous Poisson process. There are excursions over the two
standard deviation boundaries for both surfaces on both the Q-Q and the spatial covariate
plot, showing that spatial heterogeneity and interpoint interactions are present, but in
small quantities.
3.3.6 Lobate Discs
Lobate Discs were only present on ‘E’ surface, where theywere randomly distributed (Fig-
ure 3.7). Residual analysis revealed both interpoint interactions and spatial heterogeneity.
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Figure 3.7: Pair correlation functions across different radii for Lobate Discs on and ‘E’ surface. The solid
black line with red circles is the observed PCF. The grey lines are the upper and lower bounds of 99 Monte
Carlo simulations. PCF=1 corresponds to a perfectly random distribution, while PCF<1 is a segregated
distribution and PCF>1 is an aggregated distribution.
3.3.7 Pectinifrons
(a) Pectinifrons random (D) p =0.28
Figure 3.8: Pair correlation functions across different radii for Pectinifrons on ‘D’ surface. The solid black
line with red circles is the observed PCF. The grey lines are the upper and lower bounds of 99 Monte
Carlo simulations. PCF=1 corresponds to a perfectly random distribution, while PCF<1 is a segregated
distribution and PCF>1 is an aggregated distribution.
Pectinifrons is only found on ‘D’ surface, where it is randomly distributed (Figures 3.8(a)).
Residual analysis showedno interpoint interactions or spatial heterogeneity, soPectinifrons
is a completely randomly distributed species.
3.3.8 Primocandelabrum
Primocandelabrum has only two specimens on ‘D’ surface, but is the third most common
species on ‘E’ surface (311 specimens). On ‘E’ surface, Primocandelabrum exhibits the high-
est amount of aggregation seen on either surface (Figure 3.9) with a peak pair correlation
function four times the density of that expected by a random process. A double cluster
process is the best fit model (p = 0.72) with 16 large scale clusters of 1.4m radius, each
containing 3 smaller clusters of radius 0.23m each containing 4 individuals.
Nearest neighbour analysis shows clustering from 0 to 0.27m, which is the same scale as
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(a) Primocandelabrum random (E) p =0.01 (b) Primocandelabrum double cluster (E) p =0.72
Figure 3.9: Pair correlation functions across different radii for Primocandelabrum on ‘E’ surface. Figure 3.9(a)
shows the PCF with random model simulation envelopes for ‘E’ surface, and Figure 3.9(b) shows the same
data but with the best fit double cluster model. The solid black line with red circles is the observed PCF. The
grey lines are the upper and lower bounds of 99Monte Carlo simulations. PCF=1 corresponds to a perfectly
random distribution, while PCF<1 is a segregated distribution and PCF>1 is an aggregated distribution.
the first order clustering. The density of the small scale clusters is greater than the large
scale clusters, indicating that a nested double cluster process is the best fit model. Nested
double cluster models could represent either two generations of growth clustering, or one
generation of growth clustering on an heterogeneous environment. Single cluster models
on heterogeneous backgrounds were also compared to the observed data (see Table B.4).
These would indicate a single cluster process on a heterogeneous background caused by
another species, but present a significantly worse fit that the double cluster model.
3.3.9 Thectardis
(a) Thectardis random (E) p =0.05 (b) Thectardis single cluster (E) p =0.92
Figure 3.10: Pair correlation functions across different radii for Thectardis on ‘E’ surfaces. Figure 3.10(a)
shows the PCF with randommodel simulation envelopes for ‘E’ surface, and Figure 3.10(b) shows the same
data but with the best fit single cluster model. The solid black line with red circles is the observed PCF. The
grey lines are the upper and lower bounds of 99Monte Carlo simulations. PCF=1 corresponds to a perfectly
random distribution, while PCF<1 is a segregated distribution and PCF>1 is an aggregated distribution.
Thectardis is present only on ‘E’ surface, where it was weakly aggregated (the p-value for
the random process was 0.05: borderline significant), with only small incursions over the
confidence envelope around 0.4m (Fig. 3.10). A single cluster process was a good fit to
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the observed data (p =0.92), Figure 3.10(b).
A single cluster Thomas process provided the best fit model, so aggregation due to back-
ground heterogeneity is unlikely. Thectardis aggregation was not due to interactions with
other species (see Chapter 4), so the aggregation is most likely to be due to growth factors.
3.4 Discussion
This chapter’s analysis of single species spatial distributions reveals that the species of
Mistaken Point exhibit a wide range of spatial distributions, ranging from completely ran-
domlydistributed (Pectinifronson ‘D’ surface) to nesteddouble cluster patterns (Fractofusus
on ‘E’ surface). These different spatial distributions are caused by different biological and
ecological processes. Aggregations were found that were most likely due to an environ-
mental heterogeneity, possibly caused by other species, while other aggregations were
most likely caused by species growth factors.
The single species distributions provide further evidence of the lack of significant bias
from modern erosional effects, such as ash coverage. If the fossils (or a species group)
were randomly distributed, but masked out by ash, resulting in aggregations, similar
aggregation patterns across all species should be seen. Of the four species on ‘E’ surface
which are aggregated, they all have different types of aggregation patterns, and different
scales of clustering, so any ash pattern is either not significant or is masked. Ideally a
heterogeneous background of ash density would be used in this analysis, since it is likely
that it is the ash which prevents species like Lobate Discs and Ivesheadia being modeled as
a homogeneous Poisson process on ‘E’ surface. ‘D’ surface, which has very similar levels
of ash erosion, does have perfectly random distributed species.
Previous analysis of single species distributions by Clapham et al. (2003) used nearest
neighbour analysis to assess whether species exhibited non-random spatial patterns. My
analysis is an improvement over thatwork for several reasons: nearest neighbourmeasure
only assesses whether the species is randomly distributed or not. The non-randomness
is not quantified, whereas my analysis found that Primocandelabrum exhibited the high-
est amount of aggregation of the species, four times more aggregated than the random
distribution.
Different spatial scales are not detected using nearest neighbour analysis. Figure 3.11
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shows the nearest neighbour distribution of Fractofusus on ‘E’ surface (Fig. 3.11(a)) and
the pair correlation function (Fig. 3.11(b)). The nearest neighbour distribution shows a
clear aggregation under 0.2m, but only by looking at the pair correlation function is the
second scale of clustering seen (over 0.25m). The amount that Fractofusus aggregates can
be seen on the PCF plot to be twice the expected random amount. It is possible for nearest
(a) Fractofusus NN random (E) p =0.01 (b) Fractofusus PCF random (E) p =0.01
Figure 3.11: Pair correlation functions and Nearest neighbour distances across different radii for Fractofusus
on ‘E’ surface. Figure 3.11(a) shows the nearest neighbour distances with random model simulation en-
velopes for ‘E’ surface, and Figure 3.11(b) shows the pair correlation function. The solid black line with red
circles is the observed PCF. The grey lines are the upper and lower bounds of 99 Monte Carlo simulations.
PCF=1 corresponds to a perfectly random distribution, while PCF<1 is a segregated distribution and PCF>1
is an aggregated distribution.
neighbour analysis to miss aggregations due to heterogeneous backgrounds because the
nearest neighbour pattern may appear random, for example the charniid aggregation
pattern. Detecting different types of aggregation process is not possible using NN, while
my analysis found three different types of aggregation patterns. Charniid aggregations
were different to Thectardis aggregations, and both species’ aggregations were different to
Primocandelabrum, Fractofusus and Charniodiscus.
Finally, by finding the best fit model for each non-random distribution, comparisons can
be made between the different species and different bedding planes. For example, my
analysis confirms that the large scale aggregations seen on ‘D’ surface can be modelled by
the same process as the large scale clusters on ‘E’ surface.
My single species analyses have shown that different types of aggregation occur at Mis-
taken Point. These aggregations have been quantitatively described by finding the best fit
model for the data, allowing comparisons between the different distributions to be made.
The different models correspond to different underlying processes, providing evidence of
different biological and ecological processes at Mistaken Point.
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3.4.1 Assigning Processes to Spatial Distributions
All four of the spatial models employed here (heterogeneous Poisson process, Thomas
cluster on both homogeneous and heterogeneous backgrounds and Thomas double clus-
ter) describe patterns that could have been formed by growth factors (morphological
clustering), environmental factors and/or direct interactions.
Morphological clustering describes the process where parent points produce daughters
which settle around the parent. These clusters can be modelled by Thomas cluster pro-
cesses. The clusters have structure within them, points are denser towards the centre of
the cluster, where the parent point would have been, and then decrease in density towards
the edge of the cluster. I interpreted species aggregations as a growth factor if a Thomas
cluster processwas a better fit to the observed spatial pattern than any heterogeneous Pois-
son process. The processes behind growth clustering are related to reproductive strategies
(e.g. Barot et al. (1999); Illian et al. (2009)) and are discussed in §3.4.2.
Randomly distributed species that depend on environmental factors (such as soil pH or
altitude) can be modelled by a heterogeneous Poisson process (Pe´lissier and Goreaud
2001). The spatial distribution looks random in the areas that have the same density and
so these clusters will have no structure within them. Over the study area the density
of specimens will vary in proportion to the background environmental factor. The pair
correlation function of Thomas cluster processes is high at small scales, and exponentially
decreases as r increases. In contrast, the pair correlation function for a species dependent
only on an environmental factor is much more likely to aggregate over a range of spatial
scales, and this aggregation is relatively less at smaller scales (Pe´lissier andGoreaud 2001).
By comparing the fit of heterogeneous Poisson models with Thomas cluster models, the
likely cause of the aggregation can be suggested. When a species aggregation is best
described by a heterogeneous Poisson process, an environmental heterogeneity is the
most likely underlying process, while if the aggregation is best described by a Thomas
cluster process, a growth factor is more likely (Lin et al. 2011).
Although a full analysis of the interactions between species is performed in Chapter 4,
interactions still need to be consideredwhen analysing single species distributions, in case
they are strong enough to affect single species patterns significantly1. Positive interactions
1Note that the lack of any statistically significant interactions on single species spatial patterns does not
rule out statistically significant pairwise interactions, because the influence of one species on another may
71
between species, either facilitation or mutualism, are always indirect in plant species, and
work by impacting environmental factors rather than on the species directly (Van Andel
and van der Maarel 2006). Therefore, single species distributions can be tested for these
types of interactions by using heterogeneous Poisson processes created using the densities
of other species.
Combinations of factors can be tested using combinations of models. Where there are
two scales of clustering, it is likely that there are two processes occurring. These spatial
distributions with two scales of clustering have three possible types:
1. Two superimposed heterogeneous processes. Each of these processes is formed by a
heterogeneous environmental factor, which may or may not be mediated by another
species.
2. Single cluster process onheterogeneous background. This patterndescribes a species
with growth clustering in a heterogeneous environment. If the double cluster pattern
is nested, then the small scale clustering is likely to be due to growth factors, while
the large scale clustering is environmental.
3. Double cluster process. This process will be nested, and describes two generations
of growth clustering, where clusters of daughters grow around parents which then
themselves produce clustered daughters around themselves.
3.4.2 Reproduction
Previous evidence of Ediacaran species reproduction strategies is limited and mostly
speculative because there is no evidence for preserved reproductive structures. Amixture
of sexual and asexual reproduction is thought to occur, similarly to some species of plants,
sponges, corals and fungi. Sexual reproduction is thought to occur for several reasons:
the worldwide range of some species is most easily obtained by the spawning of gametes
into the ocean (Narbonne et al. 2009). The similarities between population structure of
Mistaken Point communities and modern-day assemblages suggests similar reproductive
strategies (Clapham et al. 2003). Four Mistaken Point species (Fractofusus, Pectinifrons,
Beothukis (a charniid species) and Thectardis) were found by Darroch et al. (2013) to have
not be strong enough to produce a non-random effect on the single species distribution, but could be strong
enough to produce a statistically significant result for the pairwise distribution.
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size-distributions that were best described by a continuous reproduction model, which
Darroch et al. suggested was from reproducing sexually throughout the year. Asexual
reproduction of rangeomorphs has also been suggested, due self-similar nature of some
species, whereby fragments or buds of rangeomorphs break away from the parent plant
and then establish themselves elsewhere (Narbonne and Gehling 2003).
The spatial distributions seen in four species (Thectardis, Primocandelabrum, Charniodiscus
and Fractofusus) are likely to be due to reproductive factors of each species. Mistaken
Point species show no signs of motility (§2.1.1), so these aggregations are unlikely to
be due to a motility related factor, such as social reasons, defence from predation or
refuge from environmental factors. There are three remaining possible factors: effects
of environmental heterogeneities, interactions with other species or growth factors, such
as reproduction. Environmental factors are less likely because these species were best
modelled by Thomas cluster processes, not heterogeneous Poisson processes. Interactions
were also ruled out for Thectardis because it did not interact with any other species (§4.1.2),
and for the other three species because they did not directly aggregate around any other
species (§4.2.3).
The cluster patterns form when a generation of parents reproduce to leave a generation of
daughters in their immediate vicinity for single clusters, which is consistentwith the spatial
distribution of Thectardis. Nested double cluster patterns such as exhibited by Fractofusus,
Primocandelabrum and Charniodiscus are consistent with the spatial patterns produce when
the daughter generation themselves reproduce to form a second generation of daughters.
The daughter’s daughters correspond to the second scale of clustering.
There are three different types of reproduction which can lead to clusters:
1. Seed dispersal. Cluster patterns due to seed dispersal are most commonly seen in
tree species (Barot et al. 1999; Wiegand et al. 2007a), where the seeds fall under the
tree canopy, germinate and then reproduce.
2. Fragmentation/Budding. Coral and sponge species (along with some plant species)
can reproduce asexually by budding, or fragmentation. These asexual propagules
are distributed around the parent organism, settling and growing to form colonies
in the immediate vicinity of their parents (Highsmith 1982; Wulff 1991).
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3. Stolons. Stolons or rhizomes (which also store nutrients) are horizontal root type
structures. Clones, or ramets, branch off along the stolon of the parent plant. Stolons
are commonly seen in plants such as strawberry plants, or lily of the valley (Araki
et al. 2009).
Propagule dispersal is unlikely to produce clusters of the type seen at Mistaken Point
because in marine environments currents will quickly move the gametes away from their
parents, so the gametes do not end up settling in the direct vicinity of parent organisms
(Babcock 1984). The distances that propagules can disperse in marine environments
ranges from the metre scale to several kilometres. The distances they travel depend on
several factors: the type of propagule, whether they are designed to travel long distances,
whether can feed and/or swim, or are designed to sink fast and the height above the
substrate they are released and how fast the current they are released into is. While it is
likely that most, if not all Mistaken Point species reproduce using propagules that travel
long distances, propagules are unlikely to be the cause of the aggregations of Thectardis,
Primocandelabrum, Charniodiscus and Fractofusus for two reasons. The pair correlation
function for Thomas cluster processes follows an exponential distribution, whereas the
distribution of propagules from their parent plant are approximately normal, sometimes
with a right skew, and most propagules land around, or just under one metre (in very
low current, quick sinking propagule case, higher currents with propagules designed to
travel further, have much larger distances) whereas the highest aggregations for Mistaken
Point species are at much smaller distances (Gaylord et al. 2002). The current flow (2cm/s)
needed to get the lowest density maxima for seaweed propagules is the minimum found
in modern oceans, so it is likely that Mistaken Point currents were stronger than this,
resulting in potentially greater propagule dispersal distances (Wood et al. 2003). The
spatial distributions seen of Mistaken Point species are not similar in distribution shape,
or maxima to seaweed propagules, so the strong cluster patterns of Mistaken Point are
unlikely to have been formed by sexual reproduction.
Rangeomorphs such as Charnia, Bradgatia and Fractofusus consist of many self-similar
units, which in theory, could break away, then form new individuals (Narbonne et al.
2009). There is no evidence of this type of fragmentation/budding process at Mistaken
Point: Fragmentation occurs throughout the year for corals and sponges (unlike the release
of gametes) (Wallace 1985; Lirman 2000; Wulff 1991). Therefore if fragmentation/budding
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was employed by Mistaken Point species, there should be some examples of the buds or
fragments in the thousands of specimens present on the surfaces, yet there are no definitive
examples of fragments or buds forming. There should also be evidence of the fragments
or buds on the preserved surfaces. While these fragments/buds are likely to be small,
and so more susceptible to erosion than larger specimens, there are still many very small
(centimetre scale) specimens found on Mistaken Point surfaces (Clapham and Narbonne
2002; Darroch et al. 2013). These small specimens are morphologically identical to adult
forms, and do not resemble independent fractal units that have broken away, making
fragmentation/budding an unlikely cause of the cluster patterns seen.
Reproduction via stolon remains the most likely cause of the clusters seen at Mistaken
Point. The spatial distribution of ramets from their parent plant are similar to the spatial
distributions of Thectardis, Primocandelabrum, Charniodiscus and Fractofusus, with the ma-
jority falling around 20cm from the parent plant (Figueira and Del Sarto 2007). Evidence
for plant-like stolons at Mistaken Point is limited since there are no obvious stolon-like
structures. However, unattached filaments are found on 35 Mistaken Point surfaces,
varying in width from 0.2mm to 1mm, reaching up to 40cm in length (Liu 2013). While
these filaments are found on the same bedding planes as body fossils, they have not
been definitively associated with any macrofossil. These filaments may be the remains
of thicker stolon or mycelia. As well as these unattached filaments, Primocandelabrum
(which exhibit double cluster patterns) have ray-like protrusions from its holdfast discs
which could serve as the initial points for stolon-type growth (Hofmann et al. 2008). The
lack of preserved stolon structures in other species does not mean necessarily that stolons
were not present in life: Thectardis has no preserved support mechanism for anchoring
it to the substrate; but, because it stood upright in the current (Clapham et al. 2004) it
clearly had some sort of holdfast structure. Thectardis could have either lived with its
base inserted into the mat-bound sediment, similar to other Ediacaran macro organisms
(Seilacher 1999) and early Cambrian epibenthic organisms (Dornbos and Bottjer 2000),
or it may have had a thin filament tethering itself to the substrate (Clapham et al. 2004).
Stolons, as seen in plants, are unlikely to have been present, due to their high preservation
potential: stolon diameters are much greater than the smallest preservation detail (a few
millimetres), and stolons contain cellulose, which is relatively hard and so likely to get
preserved. However, the lack of bioturbation and predation in the Avalon meant that
the Ediacaran “proto-stolon” would not have needed to be thick or strong especially if
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the proto-stolon formed under or within the microbial mat, which then would have fur-
ther protected them, resulting in a low preservation potential. Asexual reproduction of
Mistaken Point biota using proto-stolon could have caused the clusters found.
An alternative to the proto-stolon hypothesis is the idea that Ediacaran macrofossils re-
produced via fungal-like hyphae. Fungi have stolon-like filaments, or hyphae, which
form a network known as mycelium, but the mechanisms behind mycelia are different
to stolons. While fungi can reproduce asexually through fragmentation of their mycelia
(Carlile et al. 2001), their main reproductive mode is by sexual reproduction, occurring
when two compatible mycelium fuse via anastomosis and produce fruiting bodies (sporo-
carps), for example mushrooms, which then release spores. The fruiting bodies often
exhibit cluster patterns (Ford et al. 1980; Last et al. 1984; Miyamoto and Igarashi 2004).
Peterson et al. (2008) suggested possible fungal affinities for various Ediacaran forms, in
particular formembers ofAvalonia biota atMistakenPointwhich appear to have colonised
below the photic zone. Peterson et al. hypothesised that the macrobiota were anchored
to the substrate with hypha-like filaments, and that these hypha-like filaments extended
throughout themat-covered sediments, giving themicrobial mats their structure. Hyphae
preservation potential is low, because fungi hyphae are sufficiently small (3 − 10µ m in
diameter (Carlile et al. 2001)) so most are unlikely to be preserved – the smallest preser-
vation detail on ‘E’ surface is 500µm (Clapham et al. 2003). Larger hyphae may have been
be preserved as Liu’s filaments, (Liu 2013).
If the proto-stolon hypothesis was confirmed by further analysis of the spatial patterns,
then ecological information could be gained from the stolon-producing species. The
number of stolons, stolon length and distance between ramets along the stolon varies in
plant species, and can also vary within a species depending on environmental conditions
such as the availability of nutrients or the competition for substrate space into either
phalanx (dense short ranging) or guerrilla (low density, large ranging) growth forms
(Doust 1981). When stolons exhibit phalanx growth forms, the ramets are close to the
parent plant, with short stolons and short inter-rametdistances so that good environmental
conditions are maximised (Birch and Hutchings 1994). In contrast, guerrilla-like stolon
growth forms have long stolons, with larger inter-ramet distances, allowing the plant to
spread over a larger area and spread between other plants. Comparing these types of
behaviours in Mistaken Point biota could help explain differences in species richness seen
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between the bedding planes.
3.4.3 Charniid
Charniid is the only species for which the best fit model is a heterogeneous Poisson
process. The difference is unlikely to be an artefact of low species numbers – Thectardis
has fewer specimens on ‘E’ surface (39 vs 76) than Charniid, but a Thomas cluster process
is the best fit model for Thectardis. It is unlikely that other species are also subject to
spatial heterogeneities, but their effect is masked by the pattern of asexual reproduction,
because inhomogeneous Thomas cluster models are a worse model fit to the Thomas
clustered species than homogeneous Thomas clusters for these species. Furthermore,
three species exhibit nested double clustered patterns, which suggest that there are no
spatial heterogeneities involved, instead just reproduction.
In order for a Thomas cluster process to be detected enough time must have passed for a
new generation to form, and the daughter organisms cannot be significantly affected by
either heterogeneous environmental processes or other species. Charniid was likely to
have been present on the substrate for a relatively long time period because enough time
has passed for the underlying heterogeneity to impact charniid survival. Furthermore, if
‘D’ and ‘E’ surfaces are interpreted as representing two subsequent stages in an ecological
succession (Claphamet al. 2003), then charniidwaspresent on ‘E’ surface for sufficient time
for new generations to form, assuming that re-generation times were similar for charniid
as other ‘E’ surface species. Charniid species do not have any obvious morphological
differences to other species; they are a frondose organism, similar to Charniodiscus with
rangeomorph fractal branching units, similar to Fractofusus and Bradgatia, which suggests
that they should not have very different life history traits, such as re-generation time.
If charniid was different in the way it reproduced, then the propagules may be more sen-
sitive to different environmental conditions, because conditions of settlement matter more
to charniid, hence the aggregation seen. The proportion of sexual to asexual reproduction
is known to vary between different sponge and coral species (Ayling 1980; Wallace 1985).
The wide range of geographical locations of many Mistaken Point species suggests that
they reproduced sexually, dispersing gametes into the water column (Narbonne 2004).
If charniid did not reproduce in a vegetative way, the alternative would be for them to
only (or majority) reproduce via propagules that were released into the water. If water
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dispersal was the dominant form of charniid reproduction, then there is likely to be a
greater number of charniid propagules in the water, than species that also reproduced
asexually.
The focus of charniid on waterborne reproduction could result in a greater distribution of
charniid species, thus explaining why charniid are found in all Ediacaran environments,
in all three assemblages (Xiao and Laflamme 2009; Erwin et al. 2011), across all Mistaken
Point bedding planes, and are aggregated where there are sufficient numbers to find
statistically significant results (Clapham et al. 2003). Furthermore, Pigeon Cove has over
100 juvenile fronds, mainly Charnia and Trepassia (charniid species), with three possible
Charniodiscus specimens, suggesting one settlement event (Liu et al. 2013). In contrast,
specimens of other juvenile Ediacaran macrofauna are rare: a few rangeomorphs from
Charnwood Forest (Boynton and Ford 1995), several Charniodiscus in the Mistaken Point
formation of the Avalon Peninsula (Laflamme et al. 2004; Laflamme and Narbonne 2008),
and some Fractofusus from Bonavista Peninsula (Hofmann et al. 2008). The preservation
of this “nursery bed” suggests that at time of preservation charniid species were the
dominant propagules in the water column.
3.4.4 Spatial Processes
This chapter has focussed on the spatial distributions of individual species, in order to
help resolve their palaeoautecology. Furthermore, when the models of these different
spatial distributions are considered together, they can inform on how the ecosystem is
structured, their community ecology. There are two main theories which describe how
ecosystems are structured: niche theories, where species occupy distinct positions within
the ecosystem, consuming different resources and/or living in a different space, thus al-
lowing many species to coexist without driving each other extinct. In contrast, the neutral
theory of biodiversity suggests that competition within a niche doesn’t significantly struc-
ture ecosystems, instead that ecosystems are structured based on stochastic fluctuations
(Hubbell 2001). Teasing apart which of these mechanisms is the driving structuring mech-
anism in modern ecosystems is an active area of research (Leibold and McPeek 2006;
Kembel 2009). One approach to understand forest ecosystem structure, and in particu-
lar the aggregations seen within a forest, is by using spatial point process models (Lin
et al. 2011; Wiegand et al. 2007a). Aggregations due to environmental heterogeneities is a
niche-based process (Gunatilleke et al. 2006; Comita et al. 2007; Wiegand et al. 2007a), and
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so best modelled by inhomogeneous Poisson processes. Aggregations due to dispersal
limitation of propagules is arguably a neutral process (Harms et al. 2001; Dalling et al.
2002; Plotkin et al. 2002), best modelled by Thomas cluster processes.
There were six non-random spatial patterns on ‘D’ and ‘E’ surfaces. Of these, five were
best modelled by Thomas cluster processes. Only charniid was best modelled by an inho-
mogeneous Poisson process and inclusion of inhomogeneous backgrounds to these cluster
models reduced the model fit, suggesting that the effect of environmental heterogeneities
was limited to only one species: Charniid. This result suggests that neutral processes
are more important to ecosystem structure here, despite evidence of niche differentiation,
perhaps in the form of vertical tiering among frondose species (Clapham and Narbonne
2002).
A similar study comparing the best fit models for single tree species has been done by
Lin et al. (2011) who applied spatial point process analysis to 150 tree species. The
majority of the best fitting models (54%) were inhomogeneous Thomas cluster processes,
so included both dispersal mechanisms and environmental heterogeneous effects. This
result is in contrast to ‘E’ surface species, where no species were best modelled in this
way, instead the fit models for four out of the eight species were nested Thomas cluster
processes which reflected the asexual, stolon-like reproduction of the species. Just one
species (Charniid) was best modelled using by a heterogeneous Poisson process, so by
an environmental heterogeneity. Both this study, and that of Lin et al. (2011) had similar
proportions of species that were randomly distributed species. The contrast between
Lin et al.’s forest species, and Mistaken Point species, highlights the homogeneity of the
Mistaken Point environment. Comparisons between modern deep sea benthic systems
and other Ediacaran ones, could be made, to see if this property is due to the deep sea
environment, or a property of Ediacaran communities.
3.4.5 Limitations
Interpreting the inferred ecological processes from spatial point patterns needs to be done
with caution for several reasons: there are many different processes that could produce
similar spatial patterns (Levin 1992; Barot et al. 1999; Mcintire and Fajardo 2009), the
web of intra and inter specific interactions can be very complex (Fragoso et al. 2003) and
different processes can affect species at different life stages (Russo and Augspurger 2004).
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In modern terrestrial plant ecosystems, spatial patterns can be verified by comparisons
with known species attributes and influences such as herbivory, known dispersal mecha-
nisms or knowledge about the local environment (Mcintire and Fajardo 2009). The spatial
scales that these patterns occur at can also be used to identify which type of factors are the
most likely cause, since environmental factors tend to be seen over larger spatial scales
than growth factors (Hubbell 2001; Uriarte et al. 2004). For Ediacaran ecosystems, species
attributes are much less well known than those of modern plants, making confirmation
of patterns harder. Similarly, knowledge of the fine scale environmental conditions is not
well established, but it is still likely that any environmental effects will affect larger spatial
scales. While knowledge of spatial processes is limited, there are many fewer processes
that could cause these spatial patterns, simplifying the search for the process behind the
pattern. For example, there is no evidence of herbivory at Mistaken Point, and no (macro)
mobility, so host driven dispersal can be ruled out.
The lack of extant comparisons for the Ediacaran macro species meant that verification
of the best fit models was done mathematically using further analysis of the nearest
neighbour function, distribution shape, parameter comparisons and goodness of fit tests
(§3.1.4). For example with the charniid group, there is evidence that the process behind
the spatial aggregation is caused by an environmental factor because best fit model was a
heterogeneous Poisson process (as found by the goodness-of-fit test) and the distribution
shape of the charniid pair correlation function had three distinct peaks, in contrast to
Thomas cluster processes which decrease exponentially. This result does not rule any
growth based charniid aggregation, it just states that the majority of the aggregation seen
is most likely to be caused by a heterogeneous environmental variable.
Fractofusus, Primocandelabrum and Charniodiscus all exhibited double cluster patterns,
which may have been the result of superimposed heterogeneous Poisson processes, single
cluster process superimposedwith a heterogeneous Poisson process or nested double clus-
ter processes. Goodness-of-fit tests, parameter comparison andnearest neighbour analysis
showed that a nested double cluster pattern was the best fit for all three species, under
all three tests, making nested double cluster processes the most likely processes. These
results do not preclude that one or more heterogeneous environmental factors caused the
patterns seen, they just make it less likely. Furthermore, these three species may still have
been effected by environmental factors, however, if they were, the scale of the environ-
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mental effects were much less than the growth factors described by the nested double
cluster processes.
The finding of statistically significant spatial patterns for different species is dependent on
the number of specimens in the sample. While it is possible to find significant clustering in
low abundance species, such as Thectardis, it is less likely that more complicated patterns,
such as double clustering, form statistically significant patterns. This problem limits the
comparative power of these techniques: absence of a pattern does not necessarily mean
that the processes do not occur.
This analysis could be improved by attention to the way in which different models are
compared. Finding the best fit model was based on the “p-value” (Diggle 2003): but a
more rigorous comparison betweenmodels would be preferable. I used residual and Q-Q
plots to test the fit of homogeneous and inhomogeneous Poisson models of the randomly
distributed species. Ideally these techniques would be extended so that they could also
be used to test different Thomas cluster models. This extension would allow flaws in the
model such as background inhomogeneities to be exposed.
3.4.6 Conclusions
Thectardis, Fractofusus, Charniodiscus and Primocandelabrum all exhibit a spatial distribution
consistent with either a proto-stolon or hyphae-like reproduction strategy. Comparison of
spatial distributions of stolon and hyphae producers could help to narrow down which
strategy is employed. Once the reproductive process is resolved, further comparisons
and analysis of the Ediacaran cluster structures could shed light on species adaptability
and environmental conditions of the biota. Charniid is striking it that it is only notably
affected by a heterogeneous environmental factor, which suggests that its dominant form
of reproduction is not vegetative, but instead via water dispersal.
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Chapter 4
Species Interactions
This chapter considers the spatial interactions between species of Mistaken Point. I first
find which species interact with each other using Bayesian network inference. How the
species interact with each other is described using spatial point process analysis, and why
the species interact is investigated using spatial regression techniques.
Ecological networks of ecosystems are usually built using observed interactions between
pairs of species (pairwise interactions) (Proulx et al. 2005). For fossil ecosystems, trophic
interactions can occasionally be observed in gut or coprolite contents (Butterfield 2001), or
inferred by looking at habits of extant species that are similar to the extinct ones, producing
the pairwise interactions (Dunne et al. 2008). Where direct observations between species
are not available, correlations between species can be used to indicate interactions, e.g.
coral–bryozoan mutualisms (McKinney et al. 1990).
Only considering pairwise interactions can be problematic because correlations can be
found between species that do not necessarily correspond to a causation. For example,
if three species (C, H, G) all correlate (C-G, G-H, H-C), it is not clear whether this set
of correlations represents three ecological processes, or whether one species is correlated
with another, which is correlated with a different one (C-H andH-G or C-G and G-H). For
example, cheetahs are correlated with grassland, not because they eat grass, but because
they eat the herbivores which eat the grass (i.e. C-H and H-G not C-G, G-H and H-C).
Alternatively cheetahs, herbivores and grassland all correlate independently with water
supplies (C-WandH-WandG-W). Inmodern ecosystems, determiningwhich correlations
correspond towhich causes is comparatively easy – a cheetah’s behaviour can be observed,
from which the dominant relationships can be identified. For fossil ecosystems, where
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direct observation of species behaviour is impossible, it is more important to consider
statistical analysis of the ecosystem as a whole. If just the pairwise interactions were
considered, the resulting network would not necessarily be an accurate description of the
ecosystem since more ecological interactions would be assigned to the ecosystem than
were actually present.
I use Bayesian network inference to reconstruct the ecological network of spatial interac-
tions statistically (Heckerman et al. 1995). Bayesian network inference algorithms have
been used to reveal ecological networks using only species abundance (Milns et al. 2010;
Aderhold et al. 2012), and have been extensively used to look at neural information net-
works (Smith et al. 2006a), gene regulatory networks (Yu et al. 2004). Bayesian network
inference finds only direct correlations between species, so each inter-species correlation
corresponds to an ecological process. In order to investigate the type of ecological process
behind the relationships found by the Bayesian network inference, I use spatial point pro-
cess analysis, introduced in Chapter 3. It is crucial to use Bayesian network inference prior
to using spatial point process analysis to ensure that superfluous interspecies relationships
are not found. This combination of using Bayesian network inference to find correlations
between species, then using spatial point process analysis to describe them has not been
done before. Spatial point process analysis provides a framework for mathematically
describing the spatial distributions between species, and for testing hypotheses about the
underlying ecological processes.
The combinationofBayesiannetwork inference and spatial pointprocess analysis results in
a set of powerful techniques that allow the differentiation of direct and indirect interactions
and the testing of hypotheses of spatial distributions over a fundamentally greater range
of scales than was previously possible. In this chapter, I apply these techniques to the
fossiliferous ‘D’ and ‘E’ surfaces at Mistaken Point, to reconstruct the ecological networks
and identify ecological interactions.
4.1 Bayesian Network Analysis
Bayesian statistics takes a different approach to data analysis compared to classical (or
frequentist) statistics. Instead of having a model with fixed parameters then generating
lots of different data sets to compare to the observed data (as is done in classical statistics),
the observed data is taken as fixed, and all possible model parameters which fit the data
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are generated. The parameters have probability distributions (known as priors) instead
of being fixed, as in classical statistics. Bayesian statistics has several advantages over
classical statistics.
Bayesian networks are graphical representations of joint probability distributions over a
set of variables (in this case species) which represent conditional independence relationships
(Heckerman et al. 1995). A joint probability distribution is not the collection of indepen-
dent probability distributions, but instead allows one variable to effect the outcome of
another. For example, if the chance of sunshine on any given day and the chance of rain is
considered, in classical statistics independent probabilities would be assigned to each of
these. However, since it is likely that the chance of rain effects the chance of sunshine, a
joint probability distribution would take that interaction into account. If a third variable
is then included: whether you have an umbrella with you or not, where an umbrella is
carried only if it is raining when you go outside, the umbrella variable is conditionally de-
pendent on the rain variable. Whether there is rain is conditionally dependent onwhether
there is sunshine, so the Bayesian network would look like Sun → Rain → Umbrella.
Whether or not you take an umbrella with you is correlated to the whether or not there is
sunshine, but the predictive value of the sunshine is mediated directly through the rain
variable. The umbrella and sun variables are conditionally independent given the knowl-
edge of rain. Using conditional independence means that Bayesian networks can state
how two variables are correlated but not directly dependent on each other, such as with
the Sun and Umbrella, so that the resulting networks consist of only direct dependencies
between variables. Bayesian networks have several other advantages over classical sta-
tistical methods: it is possible to work with data sets that contain missing or incomplete
variables; overfitting of data to statistical models is avoided; and Bayesian statistics has
much more predictive power, being able to make inferences outside the data set.
In an ecological network, species are represented by nodes, and any relationship between
them are edges. Edges can be either directional (one species affects the other, but not
the other way around) or bi-directional (both species affect each other). Edges can also
be assigned a weighting, in proportion to the strength of the correlation, known here
as the influence score. The influence score can be used to gauge the type and strength
of the interaction between two nodes (Yu et al. 2004). If the influence score is one, this
corresponds to a positive correlation. When node A has a high value, node B will also
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have a high value. An influence score of minus one corresponds to a negative correlation:
high node A corresponds to a low node B. An influence score of zero does not mean
there is no correlation between the two nodes, but rather corresponds to a non-monotonic
interaction. For example, high node A could be positively correlated with node B, while
a low node A is negatively correlated.
The edges in an ecological network commonly represent feeding relationships, and these
networks are known as food webs (Paine 1980). However, networks can also represent
other types of relationships, including mutualisms and other non-trophic interspecies
interactions (Olff et al. 2009). The ecological networks I find for the Ediacaran species will
not contain inter-species feeding relationships, since predation between macro species are
not found in the Avalonian (Bambach 2007; Laflamme and Narbonne 2008) (but see §2.1.1
for discussion). Instead correlations between species are likely to represent inter-species
interactions, such as competition, or effects from common environmental variables. For
example, if Species A competed with species B for a resource, the two species are likely
to be spatially segregated, so that if Species A has a high value, then Species B will have
a low value, and vice-a-versa. The Bayesian network would incode this relationship as B
→ A, with a negative influence score. See Appendix C for further mathematical details of
Bayesian network inference.
4.1.1 Methods
Bayesian network inferencewas used to find the ecological networks of ‘D’ and ‘E’ surface.
It is not possible to compare the fit of every possible network to the data (approximately
1026 combinations for ‘E’ surface), so the program Banjo was used to search for the most
probable ecological networks (Smith et al. 2006b). Banjo finds the edges between nodes,
the strength of the interaction and the influence score.
For ‘D’ and ‘E’ surfaces at Mistaken Point, several ecological networks were found, using
different species groupings, quadrats sizes and levels of bootstrapping. For each, the
most probable network was found using bootstrapping – repeated subsampling the data
and running Banjo. The most probable networks were then further investigated by
subsampling the data, finding the most probable network, and exploring the effect of
removal of each edge and node, and changing the edge direction.
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4.1.1.1 Preparing data for Banjo
In order to find a single network for a data set, these steps were taken:
1. Species grouping selection. The species groupings for the network were selected,
for example Feather Dusters andHiemalorawere first input as separate species, then
joined together as one species: Primocandelabrum.
2. Quadrat selection. Bayesian network inference requires abundance data generated
by calculating the density of specieswithin quadrats. The size of the quadrats varied
between 0.25m and 2.0m to capture different correlations at different spatial scales.
The size of the quadrat was selected.
3. Density Calculation The density of each species in each quadrat was found.
4. Discretisation. The Bayesian network inference algorithm in Banjo requires discrete
data, as opposed to continuous data. The input of discrete, not continuous data
helped to mask noise, andmeant that only the relative densities of each species were
important. For each species the data were split into three intervals: zero counts, low
counts and high counts of density. Zero was treated as a separate entity because
the presence of one individual is very different to a zero presence(unlike zero gene
expression (Yu 2005)). Low counts were defined as densities below the median for
the species group and high counts were densities over the median. Medians were
used in preference tomeans because for some groups the high countswere very high,
and would result in a very small number of samples grouped in the highest interval.
Three intervals were used because while a large number of intervals maintain the
amount of information present in the dataset, fewer bins mask noise better. Datasets
of the type analysed here are best dealt with using three intervals to balance the
amount of information present with masking of noise Yu (2005).
5. Contingency test filtering. A method of contingency test filtering was used to
identify false positive results. This filtering removed from consideration any edge
between two species whose joint distribution showed no evidence of deviation from
the distribution expected from their combined marginal distributions (chi-squared
tests, p > 0.25) (Milns et al. 2010). These links were excluded from consideration by
Banjo.
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4.1.1.2 Running Banjo
The discretised data and excluded links were input into Banjo. The best fit network is
found by Banjo as follows. Banjo starts with a random network, then randomly adds an
edge and calculates how well the new network fits the data. The network fit was assessed
using the network score. If the network with the new edge was a better fit to the data
than the previous network, the edge is kept and another one added, otherwise the edge
is removed, then a new edge added, and the process repeated. This edge addition and
removal continues until the best network for the data has been found. This best fit network
is then recorded, and a new random network generated, and the process repeated. 100
million of these best fit networks were found. 100 million networks were used, because
at this number no new networks were being found in contrast to 1 million networks, for
example. The network with the overall best fit to the data (highest network score) was
output as the best fit network. In order to help eliminate artifacts, the number of possible
parents for each node was limited to three (Yu 2005). Further details of settings for Banjo
are discussed in Appendix C.
4.1.1.3 Network Averaging
If a network represented the underlying ecological network, the same network would be
expected to occur if a few sample points were removed from the input data. In order
to make sure the network was robust, bootstrapping analysis was performed. In order
to bootstrap the data, subsamples were taken from the data, Banjo was run, then a new
subsample was taken and the Bayesian network found using Banjo. This boostrapping
ensured that any outlying data points did not bias the results.
For each ecological network, 100 random samples consisting of 95% of the discretised
data set were sampled, and Banjowas run to find 100 million different networks at a time,
according to §4.1.1.2. Themost probable network out of the 100million networks searched
was recorded. For each identical edge, the probability of occurrence over the 100 random
samples was calculated. This probability distribution was bimodal for each edge, which
suggests that there are two distributions of edges, the rare/low occurrence ones, and the
high occurrence edges. The high occurrence edges were taken to be the constituents of
the underlying network. The strength of each edge was calculated by finding the mean
influence score of that edge over the 100 sample networks.
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4.1.1.4 Repeats for Variants of the Network
To allow comparison with Clapham et al. (2003) the analysis was run using a Frondose
species group, which contained Discs, Feather Dusters and Charniodiscus. Separate anal-
yses with Primocandelabrum as a species was also run, which contained the grouping of
Feather Dusters andHiemalora. This Primocandelabrum grouping was chosen because they
have been found together as one species (Hofmann et al. 2008). For each of the two dif-
ferent groupings, step §4.1.1.1 was carried out and then the most probable network found
according to §4.1.1.3.
The other variation considered different quadrat sizes (differences to the second step of
§4.1.1.1). For quadrats sizes from 0.25m to 2m in 0.25m increments, step §4.1.1.1 was
carried out and then the most probable network found according to §4.1.1.3.
4.1.1.5 Further Analysis of Best Fit Network
In order to assess the importance of each node and edge to the network, network scores
were used to compare the effects of species removal, edge removal and changing edge
direction.
To gauge the importance of each species to the network, all edges going to or from that
species were blocked, adding to the excluded edge list of point five in §4.1.1.1. One
hundred networks (without that species) were then found according to §4.1.1.3. Mann-
Whitney tests were used to compare the network scores of themissing species networks to
the networks for all species. If the network scores were significantly different, the species
was said to be crucial for the network. This process was repeated for each species in turn.
The importance of each edge was assessed in a similar way: The edge was blocked from
analysis, by adding it to the excluded edge list of point five in §4.1.1.1. One hundred
networks (without that edge) were then found according to §4.1.1.3. Mann-Whitney tests
were used to compare the network scores of the missing edge networks to the networks
including all edges. If the network scores were significantly different, the edge was said
to be crucial for the network. This process was repeated for each edge.
Edge directions were compared by fixing the direction of an edge, finding the most
probable networks according to §4.1.1.3 and then comparing the network scores of these
networks to the network scores of that included the opposite edge direction. Network
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scores were compared using Mann-Whitney tests. If the network scores for each direction
of an edge were not significantly different, the edge was said to be mutual.
4.1.1.6 Further Bootstrapping
The bootstrapping performed at 95% levels was a good approximation of the data present;
however, by using bootstrap levels of lower percentages it was possible to compare the
effect of lower species densities on the network found.
The most probable networks were found using five different bootstrap levels (instead of
95% bootstrap levels): 10% intervals from 90% to 50%. For example, at the 50% level of
bootstrapping, only half of the datawere used to calculate densities (step three of §4.1.1.1),
then the network was found as before, using §4.1.1.3.
The average density of ‘D’ surface is approximately half the density of ‘E’ surface, which
is likely to be due in part to higher levels of erosion (Wood et al. 2003). This density
difference means that it is not clear whether any differences between the two surfaces
were due to differences in density, or fundamental differences of the ecosystems. The
network of ‘E’ surface sampling at the 50% level bootstrap uses data with similar species
densities to those found on ‘D’ surface, so a direct comparison can be made between the
two ecosystems, i.e. a correlation found on ‘E’ surface at the 50% level has the potential
to be found on ‘D’ surface, if it were present. Similarly, if a correlation on ‘E’ surface is
present at higher bootstrap levels, but not at the 50% level, the lack of that correlation on
‘D’ surface may be an artefact of the lower density, not of the lack of the correlation. In
this way the two surfaces can be compared, accounting for their density differences.
4.1.2 Results
The Bayesian inference network for ‘E’ surface for all 11 species and the two groupings of
Frondose and Primocandelabrum is given in Figure 4.1, with the results tabulated in Table
4.1. There are 20 spatial correlations, 5 to the Primocandelabrum and 2 to the Frondose
group. Thectardis has no correlations with any species group. There were no correlations
found on ‘D’ surface.
Fractofusus was the most connected species, with 6 correlations, 4 to different species and
1 each to Frondose and Primocandelabrum. Primocandelabrumwas the most well connected
species group with 5 correlations. Bradgatia was the least connected species within the
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Figure 4.1: Bayesian Network for Bedding Plane E. The two shaded ellipses are the two groupings. Cor-
relations are indicated by edges connecting the two species. The occurrence rate is indicated by the width
of the edge, the wider the line, the higher the occurrence rate. Arrows indicated non-mutual dependence
between two species. Numbers by the arrows are the mean interaction strengths of the edges, with positive
interaction strengths indicating aggregation, negative segregation and different aggregation and segregation
behaviours at different densities.
network, which only correlated with Charniid. The average number of edges per species
in the network was 2.4 (not including the Frondose or Primocandelabrum groupings).
Most of the correlations are positive (13/20), with a mean interaction strength of 0.3007.
There is one negative correlation, between Bradgatia and charniid and there are 6 non-
monotonic correlations (one with the Frondose group). Non-monotonic correlations are
ones in which the correlation is both negative and positive, depending on the species
densities. Most correlations are mutual (14/20), with one one-way correlation with the
Frond group, and none with Primocandelabrum. The occurrence rate is how often the edge
appears in the 95% bootstrap, and gives an indication of the variability between different
areas. The mean occurrence rate is 74, with the Ivesheadia – Charniodiscus correlation
occurring in all the bootstraps, and Primocandelabrum – Ivesheadia occurring in the least
number of bootstraps at 52. No correlations are found in quadrat sizes below 0.25m and
the number of new edges at each quadrat size increases towards the 2m size, although
1.75m quadrats capture all but two of the edges.
None of the edges could be removed from the network without significantly affecting the
fit of the network to the data, although the Charniid-Bradgatia edgewasweakly significant
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Interaction removal p value Occurrence Rate Direction Mean IS Size seen
Bra→ Char 0.0497 60 0.098 -0.2990 1.5
Lob→ Char 0.0002 57 0.05 0.2157 2
Fra↔ Lob 0.0006 68 no 0.1420 1
Fra↔ Ive 0.0046 83 no 0.1719 1.75
Fea↔ Fra 0.0008 66 no 0 1.75
Disc→ Fra 0.0000 96 0.06 0.1522 0.5
Disc↔ Fea 0.0171 68 no 0.1432 1.5
Cha↔ Fea 0.0000 63 no 0.3959 0.5
Cha→ Hiem 0.0011 75 0.01 0 1
Fea→ Other 0.0010 94 0.06 0 1.5
Hiem↔ Other 0.0063 99 no 0 1.5
Cha↔ Other 0.0016 59 no 0.4843 1.75
Ive↔ Cha 0.0001 100 no 0.5016 1.75
Frond→ Fra 0.0000 66 0.02 0.6867 0.5
Frond↔ Cha 0.0000 83 no 0.3590 0.5
Primo↔ Other 0.0011 98 no 0 1.5
Primo↔ Cha 0.0000 64 no 0.3765 0.5
Primo↔ Ive 0.0000 52 no 0.0021 1
Primo↔ Disc 0.0000 76 no 0.3801 1
Primo↔ Fra 0.0000 54 no 0.1991 2
Table 4.1: Edge properties for the Bayesian Network given in Figure 4.1. For each edge the p-value for the
difference to the network score (the fit of the network) for the edge removal is given, the occurrence rate
which indicates consistency of interaction over different subsets of the area of the bedding plane, the p-value
for whether the edge has a direction (if the interaction is mutual then there would not be a direction) and the
mean interaction strength of the edge, which indicates how strong the interaction is. Mutual correlations
between species is denoted↔, and A→ B to a directional correlation where B depends on A. The following
species notation is used: Bra: Bradgatia, Char: charniid Cha: Charniodiscus, Fea: Feather Dusters, Fra:
Fractofusus, Hiem: Hiemalora, Ive: Ivesheadia, Lob: Lobate Discs, Pec: Pectinifrons, The: Thectardis, Primo:
Primocandelabrum.
(p = 0.0497, where p = 1 corresponds to an edge with no effect on the network).
Two species could be removed from the network without significantly affecting the net-
work fit. Thectardis (p = 0.5428 where p = 1 corresponds to a species with no effect on the
network) did not significantly affect the overall fit, nor did Bradgatia (p = 0.1539). Because
Thectardis is not part of the network, its removal from the network should not have affected
the overall fit, so this result confirms its independence from the other species. Bradgatia
and charniid only have a weak connection, and this is the only connection Bradgatia has
within the network, so that by removing Bradgatia the impact on the network is limited.
Occurrence rate and interaction strength are not correlated because theymeasure different
correlation properties. Occurrence ratemeasures how consistently the interaction is found
across the surfaces, while interaction strength measures the level of the correlation. For
example,most of the samples find aDisc – Fractofusus interaction (as seen in the occurrence
rate = 96). However, this interaction is quite weak (mean IS = 0.1522); therefore, using
these two results, the conclusion is that there is consistent aggregation all over the bedding
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plane, but it is weak aggregation.
The network of the key species using the Primocandelabrum, but not the Frond group,
has 12 correlations, of which 10 are positive with a mean interaction strength of 0.2655.
Bradgatia and charniid are negatively correlated and Primocandelabrum and Other species
group have a non-monotonic interaction. The link density is slightly higher at 2.56 than for
all the species groups. There are three directional correlations which are between Bradgatia
and Charniid, charniid and Lobate Discs and Fractofusus with Holdfast discs. The mean
occurrence rate is 72.
There are differences between using the network which includes the Primocandelabrum
group and using the Disc and Hiemalora groups. Both Fractofusus and Discs aggregated
with both Feather Dusters and the group Primocandelabrum, but not with Hiemalora. This
result is likely to be an effect of small numbers of Hiemalora (density of 0.683/m2 vs
4.760/m2). TheBayesiannetwork inference analysis revealed furtherdifferences. Ivesheadia
did not correlate with either Feather Dusters or Hiemalora individually, but they did as a
group. This difference could be due to an effect only becoming visible once enough data
points were included in the sample.
Correlation 95% 90% 80% 70% 60% 50%
Bra – Char 60 54 56 48 28 29
Char– Lob 57 56 59 54 51 29
Fra – Lob 68 67 60 54 50 54
Fra – Ive 83 69 44 42 36 32
Fea – Fra 66 45 35 31 30 13
Disc – Fra 96 88 86 74 36 48
Disc – Fea 68 52 36 29 32 19
Fea – Other 94 77 69 48 42 42
Cha – Fea 63 68 71 62 61 69
Cha – Hiem 75 61 54 15 17 22
Hiem – Other 99 83 75 56 38 16
Cha – Other 59 51 53 47 37 32
Ive – Cha 100 71 70 50 60 67
Table 4.2: Bayesian Networks of fossils from Bedding Plane E at different levels of bootstrapping. The
following species notation is used: Bra: Bradgatia, Cha: Charniodiscus, Char: Charniid, Disc; Discs, Fea:
Feather Dusters, Fra: Fractofusus, Hiem: Hiemalora, Ive: Ivesheadia, Lob: Lobate Discs, Pec: Pectinifrons, The:
Thectardis, Primo: Primocandelabrum.
The occurrence rates for edges with different levels of bootstrapping are given in Table 4.2.
Generally the occurrence rate decreased between the 95% and the 50% bootstrap levels,
with a mean decrease of 40. Charniodiscus – Feather Dusters had approximately the same
occurrence rate across all the different bootstrap levels (66), and Fractofusus – Lobate Discs
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had a small decrease of 14. Hiemalora – Other had a dramatic decrease from 99 occurrence
rate at 95% to 16 at 50%.
The 90% bootstrap network was almost the same as the full network: only Fractofusus
– Feather Dusters were present in low numbers (45). There were 3 fewer correlations
found for the 80% network, another 4 fewer at 70%, another 2 fewer at 60% and another
1 fewer at 50%. Three correlations were still present at 50%: Fractofusus – Lobate Discs,
Charniodiscus – Ivesheadia and Feather Duster – Charniodiscus. The density of ‘E’ surface
at 50% is approximately the same as the ‘D’ surface density, on which no correlations
were found. The fact that three correlations were still present on ‘E’ surface at this lower
density shows that the lower density of ‘D’ surface does not preclude finding correlations,
suggesting that the lack of correlations found on ‘D’ surface is a real signal, not an artefact
of lower density.
4.1.2.1 Bradgatia and Charniid
The Bayesian network inference revealed a negative correlation between the occurrence
of Bradgatia and Charniid. This edge could not be removed from the network without
significantly changing it. This edge was the weakest edge of the network, with a low
removal significance (p =0.0497) suggesting that the correlation between charniid and
Bradgatia was the weakest within the network. This correlation was one-way (p =0.098):
charniid were positively correlated with Bradgatia, but not the other way around. The
correlation was first found at the 1.5m quadrat size, reflecting a large scale correlation
between the species, which occurred in the majority of the bootstrapped samples (above
the 80% occurrence rate).
WhileBradgatiaandcharniid are bothpresent on ‘D’ surface, there is no correlationbetween
them by any of the analyses. Bradgatia has a lower density on E than ‘D’ surface (79%),
while charniid had a higher density on ‘E’ surface by 267% of the density of D. When
‘E’ surface was bootstrapped at 50% (similar density to D) the edge was not found. This
result, coupled with the change in relative proportions between bedding planes, means
that it is hard to predict whether the interaction is present on ‘D’ surface but not detected.
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4.1.2.2 Charniid and Lobate Discs
Charniid and Lobate Discs have a positive correlation. The Bayesian network inference
analysis shows how this is a directional relationship (p=0.05) with charniid segregating
from Lobate Discs, though this edge is only found in the 2m quadrat size. This edge is
found in the network for > 50% bootstrap sample.
4.1.2.3 Fractofusus and Lobate Discs
TheBayesiannetwork inference revealed amutual positive correlation betweenFractofusus
and Lobate Discs. This positive correlation was sufficiently consistent to be present at the
50% bootstrap level, and from the 1m quadrat size, suggesting that it is a consistent and
strong correlation.
4.1.2.4 Fractofusus and Ivesheadia
TheBayesiannetwork inference revealed amutual positive correlation betweenFractofusus
and Ivesheadia. This correlation was not found below 90% bootstrap levels, and was only
found above 1.75m quadrat sizes, suggesting that the correlation was relatively weak.
4.1.2.5 Charniodiscus and Ivesheadia
TheBayesiannetwork inference revealed amutual positive correlation betweenCharniodis-
cus and Ivesheadia. This correlation was sufficiently strong to be found even at a 50%
bootstrap level, but was only found above the 1.75m quadrat size, suggesting that it is a
strong correlation, but present only at large spatial scales.
4.1.2.6 Primocandelabrum and Charniodiscus
Primocandelabrum and Charniodiscus were found to have a mutual positive correlation.
This correlation was found consistently across all bootstrap levels and from 0.5m quadrat
sizes, suggesting that the correlation is strong and occurs across most spatial scales.
4.1.2.7 Primocandelabrum and Fractofusus
Primocandelabrum and Fractofusus have a non-monotonic relationship, with a weakly sig-
nificant dependence of Primocandelabrum on Fractofusus (p =0.06). This correlation is
found only at the 95% bootstrap level and for quadrat size 2m, implying it is a relatively
weak correlation, although it cannot be removed from the network without significantly
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affecting it (p < 0.0001).
4.2 Spatial Point Pattern Analysis of the Interactions
The correlations found using Bayesian network inference need to be understood in terms
of the ecological processes that produced them. To find the underlying processes I used
spatial point process analysis applied to pairwise species distributions, using similar
methods for analysis as those described in Chapter 3. The methods from Chapter 3
are easily extended from single species to pairwise or bivariate analysis by calculating
densities between different species instead of densities between specimens of the same
species, as given in Appendix D.1. For example, for pair correlation functions, the single
species analysis finds how the species density changes as the distance from each point
increases, whereas for bivariate analysis the pair correlation finds how the density of
Species 1 changes from each point of Species 2.
4.2.1 Bivariate Cluster Models
Care needs to be taken when constructing the null model for bivariate analysis because
comparison of both species with complete spatial randomness (CSR) may not always be
appropriate. There are three different bivariate nullmodels: first, independence,where the
species patterns are given by two different processes, for example one process generated
tree position, and another process generated shrub position. Secondly, the antecedent
condition, where the species patterns are created one after the other, for example when
the recruits of a species depend on their parent’s location. Thirdly, random labelling,
where the same process created both species patterns, for example the distributions of
dead and live specimens from one species. The null model is chosen depending on what
hypothesis is being tested, therefore, depending on whether the processes that created the
species locations acted simultaneously, or in sequence. Once a suitable null model has
been found, a different bivariate cluster model can be used to pinpoint the spatial pattern.
Non-independence between species was identified using Bayesian network inference
(§4.1) and twodifferent types ofmodelwere fitted to the interactions found by thismethod,
namely shared parents clustermodels (SP) and linked single and double clustermodels (LCM
and LDCM). Shared parents cluster models are when two species both aggregate around
the same cluster, or parent points, at the same time. This model is most likely to represent
a shared heterogeneous environmental variable, which affected both species in a similar
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way. Linked cluster models model the aggregation of one species around another. They
represent a time sequence of events – first, one species establishes itself, then the second
species aggregates around the first, for example when a plant facilitates the settlement of
another plant. Random labelling analysis was also applied to each interaction to compare
the degree of aggregations between species. In random labelling analysis the location
of the species stays fixed, but the type of species at each location is changed. Random
labelling analysis assumes that the processes that govern each species are the same, so
the applicability of this assumption needs to be carefully considered when interpreting
random labelling results.
(a) Shared Parents Model (b) Linked Cluster Model (c) Linked Double Cluster
Model
Figure 4.2: Different bivariate models. The triangle and circle represent two different species. The cross in
Fig. 4.2(a) represent the (unseen) shared parents (SP) that both species cluster around. In Fig. 4.2(b) the
circle species clusters around the randomly distributed triangle species in a linked cluster model (LCM) ,
where both species are still present. In Fig. 4.2(c) the circle species clusters around the clustered triangle
species in a linked double cluster model (LDCM) , where both species are still present.
The following notations are used in this section: for the univariate pair correlation of
Species 1 the pair correlation function is denoted g11, similarly for Species 2 g22. The pair
correlation function between Species 1 and Species 2 is denoted g12 and between Species 2
and Species 1 g21. The joint pattern of Species 1 and 2 is denoted 1+2 so the pair correlation
function of Species 1 compared to the joint pattern is g1,1+2, and for Species 2 it is g2,1+2
4.2.1.1 Shared Parents Models
The shared parentsmodel describes the situation where both species cluster around shared
parents at the same time, so each parent point has a cluster of specimens around it. Shared
parents models can be used to describe environmental heterogeneity that affects both
species.
In a shared parents model, the parents are distributed randomly across the study area. The
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number of offspring for both species is random, following a Poisson distribution. Each
parent does not necessarily have clusters of both species around it. The locations of each
species follows a univariate Thomas cluster process and the bivariate pattern also follows
a Thomas cluster process.
The pair correlation function is given by (Diggle 2003):
g(r, σ12, ρ12) = 1 +
e
−r2
4σ2
12
4piσ2
12
ρ12
(4.1)
where σ2
12
=
σ2
1
+σ2
2
2
. ρ12 is the intensity of the parent process, and is unknown. σ12 is the
variance of the distance between Species 1 and Species 2. σ2
12
is the average of the two
single species variances σ1 and σ2 which describe where the Species 1 and 2 offspring are
relative to the parent.
Comparing σ2
12
and P12 (the shared number of parents) with the parameters of the two
single species processes tells us what proportion of the parents are shared parents, and
whether there are any inconsistencies which indicate a bad fit to the model. If all parents
are shared P12 = P1 = P2. If not all parents are shared, but instead some are only parents
for either Species 1 or Species 2, thenmin(P1,P2) < P12 < P1+P2. The proportion of shared
parents is P1+P2−P12
P12
.
If P12 >> P1 + P2 then the model is not a good fit, since there are more shared parents than
parents of both Species 1 and Species 2.
4.2.1.2 Linked Cluster Process Models
Linked cluster process models (LCM) are used to describe the clustering of one species
around another. These processes occur in sequence: first Species 1 settles, then Species 2
clusters around Species 1 such as the sequential arrival of plants (e.g. the settlement of
saplings around trees or the distribution of grass around shrubs (Wiegand et al. 2007a)).
These processes can be modelled by keeping the locations of one species (Species 1)
fixed, then simulating the other species (Species 2) using a variety of different Thomas
cluster models. If this type of model is not a good fit to the data, then there is no
sequential clustering of one species around the other, so other models, such as shared
parents models, should be tested. This type of linked clustering is seen where one species
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facilitates the survival of the other species, and can be one-way, or mutual. To check
whether Species 2 facilitates Species 1, Species 2 is fixed, then Species 1 is generated
as a Thomas cluster process around Species 2. The generated species can be modelled
using a variety of different processes, similar to the single species models, for example
heterogeneous Poisson process, Thomas cluster and double cluster processes (§3.1.1).
Linked cluster models describe the process where the points of Species 1 are the parents
of Species 2, and Species 1 are a random pattern (under antecedent conditions). In this
model, Species 1 locations are fixed, and then Species 2 is modelled by a Thomas cluster
model. The parents of Species 2 are a random selection of Species 1 locations.
g(r, σ12, ρ12) = 1 +
1
ρ12
e
−r2
2σ2
12
2piσ2
12
(4.2)
ρ2 is the density of parents of Species 2 points that are Species 1 locations, ρ12 is Species 1
intensity. σ2
12
is the variance of the Gaussian distribution of Species 2 around their Species 1
parents. ρ2 must be determined previously by the single species analysis of Species 2. If
the cluster size is large then the offspring are approximately independent of their parents.
The pair correlation function for Species 2 (the clustered species) is given by:
g22(r, σ2, ρ2) = 1 +
e
−r2
4σ2
2
4piσ2
2
ρ2
(4.3)
Model checking can be done by considering the parameters of the model: σ2 defines the
location of Species 2 relative to their Species 1 parents, and should equal σ12. ρ2 ≤ λ1
where λ1 is the density of Species 1 points.
The proportion of Species 1 that are parents of Species 2 can be found by looking at
ρ2/λ1. This linked cluster model assumes that Species 1 is randomly distributed, so this
assumption needs to be checked prior to implementation.
4.2.1.3 Linked Double Cluster Process Models
Correlations between two non-random species can be modelled using a linked double
cluster model (LDCM). Instead of Species 1 having a random distribution, it is clustered,
and forms the parents of Species 2, which then are clustered around Species 1 as before
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(Wiegand et al. 2007b).
g12(r, σ1, ρ1, σ2, ρ2) = 1 +
1
ρ12
e
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where σ2sum = 2σ
2
1
+ σ2
12
. σ1 is calculated through single species analysis, and describes the
size of the Species 1 clusters relative to their parents. ρ1 is the density of Species 1 parents,
which is also determined through single species analysis. The density of the fitted parents,
ρ12 is fitted during the modelling process, and should approximately equal the density of
Species 1 because they form the parents of Species 2. σ12 is also fitted during themodelling
procedure, and describes the locations of Species 2 relative to their Species 1 parents. The
two scales of clustering are described by σ12 and σ1.
The model can be checked by comparing parameters: ρ12 = λ1 and σ12 = σ2.
The first term in Equation 4.4 describes the pattern for two independent cluster processes.
The second term describes the clustering of Species 2 around Species 1 parents. The third
term describes the joint effect of clustering of the parents and offspring. If Species 1 is
random (as in Equ. 4.2) then the third term disappears.
The pair correlation function for Species 2, in LDCM is given by (Wiegand et al. 2007b):
g22(r, σ2, ρ2) = 1 +
e
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where σ2sum = 2σ
2
1
+σ22, σ
2
2 is the variance of the distribution of Species 2 points around their
Species 1 parents, ρ2 is the density of the parents of Species 2, σ
2
1
is the variance of the
distribution of Species 1 points around their parents and ρ1 is the density of the parents
of Species 1.
If all Species 1 points are parents ρ12 = λ1 = ρ1 and ρ1 < ρ2. If only a proportion of
Species 1 points are parents then ρ12 = λ1 and ρ1 < λ1 and ρ2 < λ1.
4.2.1.4 Random Labelling
Random labelling analysis (RL) does not consider the relative locations between two
points, instead the species assignment to a position is changed, Figure 4.3. By changing
the species assignment, not the position, the structure of the species labels for each set of
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(a) Generating two homogeneous Poisson processes
(b) Random labelling
Figure 4.3: The difference between generating different processes and random labelling. The triangle and
circle represent twodifferent species. When testing for randomdistributions, a homogeneous Poissonmodel
generates a sequence of locations within the study area for each species, such as in Figure 4.3(a). The pair
correlation functions of these generated sequences are then compared to the observed data to assess the
model fit. In contrast, in random labelling analysis, the locations of the species stay fixed, but the species
present at each point changes (Figure 4.3(b)). The pair correlations functions of the generated data are
compared to the observed data by looking at the differences between them.
points is investigated, within the structure of the joint pattern. Both species patterns are
assumed tobe created by the sameprocess, so an absence of spatial correlation is an absence
of correlation of the species label. Random labelling becomes equivalent to independence
if both processes are homogeneous Poisson processes. Random labelling can be used to
investigate the patterns of different age cohorts within a tree species (Ravento´s et al. 2010),
situations of disease or fire spread within tree stands (Yu et al. 2009), or between two
species that are similarly affected by the same environmental process (Getzin et al. 2006).
Departure from independence for random labellingdepends on the single species patterns,
so the expected values of the pair correlation function change. If labels are randomly
assigned, then both patterns are random thinning of the joint pattern g1+2 (Wiegand et al.
2007b). Therefore, the pair correlations for the individual species should be equal to the
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pairwise correlation function, i.e.
g12(r) = g21(r) = g11(r) = g22(r) (4.6)
g12(r) = g1+2,1+2(r)
so
g12(r) = g1,1+2(r) (4.7)
g21(r) = g2,1+2(r)
Departures from random labelling are investigated by looking at differences between
the expected and observed values of the different pair correlation functions (Equation
4.6). This approach is in contrast to the single species analysis, which compares the pair
correlation functions to set values of g(r), for example the random g(r) = 1 or the Thomas
cluster process g(r, σ, ρ) = 1 + e
−r2
4σ2
4piρσ2
. By comparing differences of different pair correlation
functions, deviations away from zero are found, so that the underlying distributions of
each species do not need to be known. For example, by considering whether g11 − g12 < 0
the amount of clustering of Species 1 around Species 2 can be assessed.
Besides considering differences between different pair correlation functions, the relative
proportion of pair correlation functions, quotients, can also be used to assess departures
from random labelling, given by Equation 4.7. Quotients are straightforward to interpret,
since Equation 4.7 can be rearranged as g12(r)/g1,1+2(r) = 1. Therefore, if this quotient is
less than one, then Species 2 is less clustered around Species 1 than both species around
Species 1 (Bailey and Gatrell 1995).
Four different calculations were made from the RL:
1. g12 − g11 and g21 − g22 checks to see whether Species 1 (or 2) tends to be surrounded
by other Species 1 (or 2). If g12− g11 < 0 then Species 1 clusters around Species 1more
than Species 1 clusters around Species 2. Similarly, if g21 − g22 < 0 then Species 2
clusters more around other Species 2 than Species 1.
2. g12− g21 is used to test for equilibrated edge correction. If g12− g21 > 0 then the mean
number of cells at distance r from Species 2 points is larger than that of Species 1, so
one species is closer to the edge of the study area than the other. This result would
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indicate that there was some bias in data collection, because the edge of the study
area should be independent of species patterns.
3. If g12/g1,1+2 − g21/g2,1+2 > 0 then Species 2 are mainly located in areas with high
intensity of the joint pattern and Species 1 are in low density areas: Species 2 have
more neighbours than Species 1. Departure means that the process that assigns the
labels is density dependent; for example, disease or fire spreading more easily in
high density areas.
4.2.2 Methods
All possible pair correlation functions were found and plotted in R (R Core Team 2013)
for every combination of species, though only aggregated correlations also found by the
Bayesiannetwork inferencewere analysed further. Differentwaysofmodelling segregated
correlations do not correspond to different processes, so different ecological hypotheses
could not be tested. Therefore, I did not model the segregated correlations.
The models were fit using Programita (Wiegand et al. 1999), with cell size = 0.1m and ring
width = 3 cells. I found a cell width of 3 cells to be a good balance between too small
a window, which could result in a very jagged distribution with potentially meaningless
spikes, and a larger window from which important details of the distribution could be
lost.
The pair correlation function between the two interacting species was found, and then SP,
LCM and LDCM models were fitted, and the fit of each model to the data were assessed.
The procedure behind model fitting was similar to the single species (univariate) case
(Chapter 3):
1. The best fit Thomas cluster processes were found for each of the single species (SP
and LCDM) or just Species 2 (LCM).
2. The single species parameters for both species (SP and LCDM) or just Species 2
(LCM) were input to the model.
3. The best fit shared parents cluster model were fitted to the g and L functions.
4. If the model fit was poor (errors > 0.025) then the model was fitted using the g
function, and then the L function. If neither were a good fit, then the spatial scale
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that the model was fitted to was reduced, so that a good model could be found for
at least part of the spatial scale.
5. The model was checked using 99 Monte Carlo simulations and p-values and by
comparing the univariate parameters to the bivariate model parameters.
Further to this model fitting, random labelling analysis was also performed. The imple-
mentation of RL is different to that of SP, LCM and LDCMmodels:
1. 99 simulations were run where the location of both species remained constant, but
the species at the locations were assigned randomly.
2. The pair correlations for each species g11 g22, between both species g12 g12 and over
the joint pattern were found.
3. The following differences were found:
(a) g12 − g11
(b) g21 − g22
(c) g12 − g21
(d) g12/g1,1+2 − g21/g2,1+2
4. The differences were each assessed by considering the simulation envelopes and
p-values.
For the analysis, the correlations were grouped into two types: those between a randomly
distributed species, such as Ivesheadia or Lobate Discs, and double cluster species such as
Fractofusus, Charniodiscus or Primocandelabrum. There were also correlations between two
double cluster species, Fractofusus, Charniodiscus or Primocandelabrum.
4.2.2.1 Random Species – Double Cluster Species Interactions
For the correlations between a random species and a double clustered species, shared
parents models and linked cluster models were fitted, and random labelling analysis was
performed.
Shared parents models required the input of the univariate cluster parameters for both
species. If a species was randomly distributed then high σ and ρ values were used to
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approximate randomness. If the species was only approximately randomly distributed,
then a univariate cluster process was fitted to the species data, and then input into the
shared parents model. The analysis from Chapter 3 showed that single cluster models
were not a good fit for the double cluster species; however, itwas not possible to fit a shared
parents model using double cluster process, so three different single cluster models were
used.
1. The best fit univariate cluster model over all spatial scales, denoted U.
2. The best fit univariate cluster model for small scales, denoted S.
3. The best fit univariate cluster model for large scales, denoted L.
Once the univariate parameters had been input, the shared parents model was fitted using
both the g and L function. For the correlations that were only aggregated at small scales,
and not at large scales, the model was only fitted to the aggregations.
The same three different univariate cluster models as used in SP were input into the LCM:
univariate cluster fit across all spatial scales, small spatial scales and large spatial scales. If
a linked cluster model could not be found with number of parents less than Species 1 (the
parent points), then the linked cluster model parameters were set to be that of Species 1.
When a good model was found for all but the very small scale of a correlation (< 0.5m),
further model fittings were performed just on this small scale. The cell size was reduced
to 0.02m to describe fully the small scale patterning. 0.02m was used since the accuracy
of the data collection was of this order, so smaller cell sizes would not accurately reflect
the data.
Random labelling analysis was applied to the random – double cluster correlations, and
the four pair correlation function differences (§4.2.1.4) calculated.
4.2.2.2 Double Cluster Species – Double Cluster Species Interactions
For the correlations between two double clustered species (Fractofusus – Primocandelabrum
and Primocandelabrum – Charniodiscus), shared parents models, linked cluster models and
linked double cluster models were fitted, and random labelling analysis was performed.
Five different shared parents models (SP) were fitted to each correlation, using different
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combinations of univariate cluster models: Species 1U with Species 2U; Species 1S with
Species 2S; Species 1S with Species 2L; Species 1L with Species 2S and Species 1L with
Species 2L.
Six different linked cluster models (LCM) were fitted to each correlation as follows:
Species 1 was fixed, and Species 2 was modelled as a cluster process around Species 1
using the three different scales of univariate cluster model (U,S and L). Species 2 was
then fixed, and Species 1 modelled as a cluster process around Species 2 using the three
different scales of univariate cluster model (U,S and L). If the number of fitted clusters was
greater than the number of specimens of the fixed species, then the model was excluded.
Tendifferent linkeddouble clustermodels (LDCM)werefitted to each correlation: Species 1
was modelled as the parents points, then Species 2 was modelled as a cluster process
around Species 1 with both species’ univariate clusters input over all spatial scales (U).
Species 1 was then modelled as the parents points using small, and then large scale uni-
variate clusters while Species 2was alsomodelled using its small and large scale univariate
clusters, resulting in four more models: SS, SL, LS and LL. Species 2 was then modelled
as the parents points, with the previous combination of different univariate clusters input
into the model: UU, SS, SL, LS and LL. If the number of fitted clusters was greater than
the number of specimens of the fixed species, then the model was excluded.
When a good model (SP, LCM or LDCM) was found for all but the very small scale
(< 0.5m), further model fittings were performed just on this small scale, using a cell size
of 0.02m.
Random labelling (RL) was also applied to the correlations between double clustered
species.
4.2.3 Results
This sectiongives anoverviewof the analysis, thendiscusses the results for each correlation
in turn. Interpretationand significanceof the results is left to thediscussion (§4.3). Pairwise
analysis of ‘E’ surface revealed 30 non-random pair correlations between species (Figure
4.4). Of these 6 were segregated, 5 were both segregated and aggregated and 19 were
aggregated. Only the Fractofusus – Frondose interaction had been previously found by
nearest neighbour analysis. This network includes duplication of specimens, for example
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Figure 4.4: Diagram to show all the pair correlation functions found between species on ‘E’ surface. Solid
lines depict aggregations, dotted lines segregation and dotted and dashed lines indicate both segregation
and aggregation patterns.
when they are included as both the Frondose group and as Charniodiscus. The network of
key species is between eight species groups: Bradgatia, Charniid,Charniodiscus, Fractofusus,
Ivesheadia, Lobate Discs, Primocandelabrum and Thectardis.
Using just the key species, there were 13 non-random correlations: six aggregations,
four segregations and three segregated clusters. There were eight correlations found
between these key species by Bayesian network inference. Therefore, of the 13 non-
random correlations found by pair correlation function analysis, five are indirect, being
the result of two separate correlations between species, not one direct correlation. For
example, there is a non-random correlation between charniid and Fractofusus found by
pair correlation function analysis, but not by Bayseian network inference. This difference
implies that there is not a direct interaction between charniid and Fractofusus, but instead
there are twodirect interactions – between charniid andLobateDiscs, andLobateDiscs and
Fractofusus – which lead to the non-random correlation between charniid and Fractofusus.
The aggregated direct correlations (the correlations found by the Bayesian network infer-
ence) were then modelled to understand the processes behind the correlations.
Shared parents models provided a better fit to all the aggregations than either the single or
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double linked clustermodels, with the exception of the very small scale clustering between
Fractofusus and Ivesheadia (Table 4.3). The shared parentsmodels that did not provide good
fits to the data are given in Appendix D, along with the linked cluster models.
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Ive FraU 12.079 0.245 9.095 0.5886 10.69 12.125 0.405 24 11 0.1 4.5 0.65
Ive PrimoU 12.079 0.245 5.616 0.329 9.42 4.571 2.364 9 19 0.1 2.0 0.69
Ive ChaL 12.079 0.245 11.56 0.395 11.56 10.606 0.326 22 14 0.1 3.0 0.22
Lob FraU 14.102 0.249 9.095 0.5886 11.87 12.856 0.386 26 14 0.1 4.5 0.42
FraU PrimoU 9.095 0.5886 5.616 0.329 4.27 4.571 5.53 9 28 0.1 2.0 0.79
PrimoU ChaU 5.616 0.329 1.666 2.133 4.25 4.50 1.879 9 18 0.1 4.5 0.97
FraL f ChaL f 12.191 0.392 7.123 0.282 9.98 7.714 0.383 15 399 0.04 1.2 0.24
FraL f ChaL f 12.191 0.392 7.123 0.282 9.98 3.428 1.114 7 140 0.02 1.0 0.32
Table 4.3: Shared parent cluster models. p = 1 corresponds to a perfect fit of the model on the data, while
p = 0 corresponds to no fit at all. The following species notation is used: Cha: Charniodiscus, Fra: Fractofusus,
Ive: Ivesheadia, Lob: Lobate Discs, Primo: Primocandelabrum. Where the univariate cluster had been fit over
all spatial scales, the subscript U was used, for small spatial scales S, for large spatial scales L, and f when
the fine spatial scale is used.
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Table 4.4: Linked double cluster models, where Species 2 clusters around Species 1. S denotes small scale,
and f denotes the fine scale used for the analysis. Ive: Ivesheadia and Primo: Fractofusus
The model fits were very good (p > 0.65) for four interactions (Primocandelabrum –
Charniodiscus (p = 0.97), Ivesheadia – Fractofusus (p =0.65), Ivesheadia – Primocandelabrum
(p =0.69) and Fractofusus – Primocandelabrum (p =0.79)) but poor for two interactions
(p > 0.20) (Lobate Discs – Fractofusus (p =0.42) and Charniodiscus – Ivesheadia (p =0.22)).
For the poor - fit correlations, better models could not be found, indicating that their
underlying processes are not well modelled, and therefore not well understood.
The diameter of the clusters (as given by twice σbest), was very similar for the Fractofusus –
Primocandelabrum and Primocandelabrum – Charniodiscus interactions (0.850m and 0.852m
respectively) suggesting that one variable may be responsible for both correlations. The
scale of the clusters for Ivesheadia – Fractofusus, Ivesheadia – Charniodiscus and Lobate Discs
– Fractofususwas approximately 2.2m (2.138m, 2.312m and 2.374m), suggesting that there
may be one underlying variable affecting these correlations. The scale of the Ivesheadia
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– Primocandelabrum clusters (1.884m) was closer to the other Ivesheadia interactions than
the interactions between other species, yet still not very close, so likely to be caused by a
different variable.
Therewere also three interactions forwhich the sharedparentsmodelswere the best fit, but
this model was not generally a very close fit to the data: Ivesheadia – Fractofusus, Ivesheadia
– Charniodiscus and Lobate Discs – Fractofusus. These three interactions were also the three
interactions for which there were no departures from random labelling analysis (Table
4.5), while the other three interactions had departures from random labelling, showing a
split between the two different types of interactions.
The random labelling difference that checked for effects around the edge of the sample
area (g12 − g21) found that none of the interactions had departures. This result is expected
since the area measured is a subsample of the total ecosystem area (Table 4.5).
Primocandelabrumwere found in the areas of high joint density for two correlations (Fracto-
fusus – Primocandelabrum and Primocandelabrum – Ivesheadia) while Fractofusus and Iveshea-
diawere found in the lower joint density areas (p = 0.01 for both). This result is in contrast
to the Primocandelabrum – Charniodiscus interaction for which both species were found
equally across the differing densities (p =0.29) (Table 4.5).
Primocandelabrum aggregated more to themselves than the other species for Fractofusus
– Primocandelabrum, Primocandelabrum – Ivesheadia and Primocandelabrum – Charniodis-
cus (p =0.01 for all three). The first two aggregations were symmetric; both Fractofusus
(p =0.01) and Ivesheadia (p =0.03) were also aggregated more to themselves than to Primo-
candelabrum. In contrast Charniodiscus aggregated equally among itself and Primocande-
labrum (p =0.05). The Fractofusus – Primocandelabrum correlation was aggregated at small
scales, but segregated at large scales (Table 4.5).
4.2.3.1 Bradgatia and Charniid
Bradgatia and charniid are segregated from each other (random model fit p = 0.03); how-
ever, at small scales there is a random spatial distribution (p =0.96 for 0.1m < r < 2.0)
(Figure 4.5). This segregation pattern is indicative of a background heterogeneous envi-
ronmental variable that affects the two species in opposite ways.
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Species 1 Species 2 g
12
−
g 1
1
g 2
1
−
g 2
2
g 1
2
−
g 2
1
g 1
2
/g
1,
1+
2
−
g 2
1
/g
2,
1+
2
Fra Lob E (0.24) E (0.80) E (0.31) E (0.21)
Fra Primo LG (0.01) LG (0.01) E (0.13) L (0.01)
Fra f Primo f L (0.01) L (0.02) E (0.45) E (0.16)
Primo Cha L (0.01) E (0.05) E (0.22) E (0.29)
Fra Ive E (0.49) E (0.15) E (0.23) E (0.85)
Fra f Ive f E (0.84) E (0.39) E (0.40) E (0.92)
Primo Ive L (0.01) L (0.03) E (0.43) G (0.01)
Cha Ive E (0.43) E (0.87) E (0.44) E (0.37)
Table 4.5: Random labelling results, which assume that both species are generated by the same process. E is
equal to expected pattern, L is less than expected pattern and G is greater than expected pattern. LG is less
than expected pattern at small scales, and greater than expected pattern at large scales. p = 1 corresponds
to a perfect fit of the model on the data, while p = 0 corresponds to no fit at all. Cha: Charniodiscus, Fra:
Fractofusus, Ive: Ivesheadia, Lob: Lobate Discs, Primo: Primocandelabrum. The f denotes the analysis done at
the fine scale.
Figure 4.5: Bradgatia and Charnia pair correlation function, showing the random model. The red dot line
is the observed data, the solid blue line the random model and the grey lines are the simulation envelope.
When the observed line (red dotted line) falls outside the simulated lines (grey lines) there is a significantly
non-random spatial distribution. This random model is not a good fit to the data, p =0.03.
4.2.3.2 Fractofusus and Lobate Discs
(a) Random model PCF, p =0.01 (b) Shared parent model PCF, p =0.42
Figure 4.6: Pair correlation function for Fractofusus and LobateDiscs. Figure 4.6(a) shows the pair correlation
function of the observed data (red dotted line), with simulation envelopes given by the two grey lines. The
theoretical model given by a homogeneous Poisson process is given in blue. Figure 4.6(b) shows the same
observed data, with new simulation envelope but the theoretical model is the shared parents model, where
Fractofusus clusters were fitted across all spatial scales.
Lobate Discs and Fractofusus are aggregated under 2m, as shown in Figure 4.6(a) where
the observed data (red dotted line) is greater than the simulation envelope for the random
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model (grey line). There is a borderline significant aggregation under 4m; the observed
line follows the simulation envelope. There is a higher aggregation between 0.5m and
1.2m (Figure 4.6(a)). The best fit model to the data is a shared parents model containing
14 clusters, using the Fractofusus univariate cluster model fit (34 clusters of 18 individuals)
over all spatial scales (p =0.42) (Figure 4.6(b)). Themodel follows the trend of the observed
data, but does not fit well under 1.2m. The model was a better fit than the linked cluster
model (p =0.34), which had a lower p-value, excursions outside the simulation envelopes
and did not follow the trend of the observed data either.
The parameters of themodel show that themodel does not fit the data closely, as evidenced
by thedifference under 1.2mof the observeddata to the theoreticalmodel. While the size of
the clusters is approximately as expected (σt = 11.87 and σbest = 12.856), 58% of Fractofusus
clusters are not described by the model. Note that Lobate Discs are randomly distributed
but had to be modelled as a cluster process for the purpose of this analysis, which could
explain the non-ideal model fit. The shared parents model was a better fit to the observed
data than a linked cluster model (p=0.34 for LCM).
The random labelling analysis shows no differences between Fractofusus and Lobate Discs:
the correlation between Fractofusus and the correlation between LobateDiscs is symmetric.
4.2.3.3 Lobate Discs and Charniid
Figure 4.7: Pair correlation function for Lobate Discs and Charniid. The figure shows the pair correlation
function of the observed data (red dotted line), with simulation envelopes given as grey lines. The random
model is given by a homogeneous Poisson process, shown by the solid blue line.
Lobate Discs and charniid were found to be to segregated between 0.3m and 2.4m, with
an aggregation between 3.7m and 4.0m (Figure 4.7). The segregation pattern below 2.5m
was consistent with segregation due to a heterogeneous environmental variable, as was
the aggregation.
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(a) Random model, p =0.01 (b) Shared parent model, p =0.79
(c) Random model for small scale, p =0.01 (d) Shared parent model, p =0.24
Figure 4.8: Pair correlation function for Fractofusus and Primocandelabrum. Figure 4.8(a) shows the pair
correlation function of the observed data (red dotted line), with simulation envelopes given by the two grey
lines. The theoretical model given by a homogeneous Poisson process is given in blue. Figure 4.8(b) shows
the same observed data, with new simulation envelope but the theoretical model is the shared parents
model, where Fractofusus clusters were fitted across all spatial scales. The model fit in Figure 4.8(b) did not
describe the small scale clusters well, so another model was fitted for this small scale. Figure 4.8(c) shows
the comparison of the small scale of correlation with a randommodel, while Figure 4.8(d) shows the best fit
SP model for this small scale.
4.2.3.4 Fractofusus and Primocandelabrum
Fractofusus and Primocandelabrum have a complicated spatial pattern, with aggregation
under 1m and segregation between 2.4m and 3.2m. There is a very high aggregation
under 0.4m (Figure 4.8(a)). The aggregation (under 2.0m) was best modelled by shared
parentsmodel of 28 clusters (p =0.79), using univariate clustermodels fitted over all spatial
scales. The model fits the observed data well over 0.4m, but not at small scales (r < 0.4m).
This model was significantly better than linked double cluster models, using both single
(p =0.01) and double clusters (p =0.01).
The parameter fit of the SP model was good for Fractofusus – Primocandelabrum, with
σ ≈ σbest (4.27 ≈ 4.571). Most of the parents in the model are shared parents (89%), 11%
of model parents are Fractofusus only and there are no model parents of just Primocande-
labrum. However, 21% of Fractofusus clusters are not described by the model in contrast to
Primocandelabrum where 100% of the clusters are described. This model provides a good
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description of large scale heterogeneity, but does not cover small scale behaviour well.
A furtherdetailed analysis of the small scalewasdoneusing 0.02mcells (Figure 4.8(c)). The
best fit model was a shared parents model (Figure 4.8(d)) which fit the data better than the
larger scalemodel, but still did not capture the peak of aggregation at 0.04m (p =0.24). This
small scale shared parents model was not a good fit to the data, in terms of the parameters
σ , σbest (9.98 , 7.714), and with more parent points (399) than Primocandelabrum (272) in
the model.
Random labelling analysis can be used for Fractofusus – Primocandelabrum since both
species appear to be affected by the same large scale heterogeneity. Fractofusus shows
large positive correlations with itself under 2.0m, and negative correlation above (p=0.01).
Primocandelabrum has small but significant positive correlation with itself across most of
the spatial scale (up to 3.6m) (p =0.01), then a weak non-significant segregation. Between
0.8m and 3.6m Fractofusus is found in higher density patches, while Primocandelabrum is
found in the lower density patches.
The random labelling analysis applied just to the small scale showed that Fractofusus
clusters more to itself than Primocandelabrum at small scales (p =0.01), as does Primocande-
labrum (p =0.02), although the positive correlation for Primocandelabrum is only just over
the simulation envelopes. The correlations of Fractofusus and Primocandelabrum are equal
across the joint densities (p =0.16)
4.2.3.5 Primocandelabrum and Charniodiscus
(a) Nearest Neighbour random
model, p =0.01
(b) Random model PCF, p =0.01 (c) Shared parents model PCF,
p =0.97
Figure 4.9: Pair correlation function for Primocandelabrum and Charniodiscus. Figure 4.9(b) shows the pair
correlation function of the observed data (red dotted line), with simulation envelopes given by the two grey
lines. The theoretical model given by a homogeneous Poisson process is given in blue. Figure 4.9(c) shows
the same observed data, with new simulation envelope but the theoretical model is the shared parents
model, where both clusters were fitted across all spatial scales.
Primocandelabrum and Charniodiscus have a complicated spatial pattern, with strong ag-
gregation occurring under 1m and weak segregation occurring between 2.5m and 2.9m
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(Figure 4.9(b)). The best fit model for the aggregation (under 2m) is shared parents with 18
clusters (p =0.97), using univariate clusters across all spatial scales for both species (Figure
4.9(c)). The model fits the data very well, except at scales less than 0.3m. Linked double
cluster models were a poor fit model, using both single (p =0.01) and double clusters
(p =0.01).
The good SP model fit for Primocandelabrum – Charniodiscus is reflected in the parameters,
where the cluster sizes are approximately equal 4.25 ≈ 4.50. 94% of model parents are
shared parents and 9% of model parents are just Primocandelabrum. Charniodiscus does not
have any non-shared parents in this model.
The good fit of the shared parents model suggests a heterogeneous environmental variable
which affect the species in similar ways, allowing random labelling analysis. Primocande-
labrum is strongly positively correlated with itself below 2.0m (p =0.01), and has a non-
significant segregationwith itself afterwards. Charniodiscushas aweakpositive correlation
with itself between 1.0m and 2.4m (p =0.05). Between 0.6m and 1.2m Primocandelabrum is
found in the high joint density areas, while above 2.0m there is a non-significant negative
correlation.
The nearest neighbour analysis (Figure 4.9(a)) does not deviate significantly from random;
however, aggregation is clearly present (Figure 4.9(b)) suggesting that the aggregation
between the species is caused by an underlying heterogeneous environmental variable
that affects both species. This hypothesis is confirmed by the shared parents model. The
best fit linked clusters model was a worse fit (p =0.18).
4.2.3.6 Ivesheadia and Charniodiscus
Ivesheadia and Charniodiscus are aggregated under 3m, and highly aggregated under 0.5m
(Figure 4.10(a)). Thebestfitmodelwasa sharedparentsmodel of 14 clusters (p =0.22)using
large scale Charniodiscus clusters to fit the model (Figure 4.10(b)). The model followed the
trend of the data well, but was not a good fit under 0.5m. Linked cluster models provided
a worse fit (p =0.18)
The model was confirmed a good fit to the data by looking at the model parameters: the
cluster sizes were as expected as 11.56 ≈ 10.606. 14% of Charniodiscus parents were not
described by the model. All the Ivesheadia parents were shared parents with Charniodiscus.
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(a) Random model, p =0.01 (b) Shared parents model PCF, p =0.22
Figure 4.10: Pair correlation function for Ivesheadia and Charniodiscus. Figure 4.10(a) shows the pair correla-
tion function of the observed data (red dotted line), with simulation envelopes given by the two grey lines.
The theoretical model given by a homogeneous Poisson process is given in blue. Figure 4.10(b) shows the
same observed data, with new simulation envelope but the theoretical model is the shared parents model,
where Charniodiscus clusters were fitted across all spatial scales.
The random labelling analysis found no significant deviations: the correlation between
Ivesheadia and the correlation between Charniodiscus is symmetric.
4.2.3.7 Ivesheadia and Fractofusus
(a) Random model PCF, p =0.01 (b) Shared parents model PCF, p =0.65
(c) Randommodel PCF for small scale, p =0.01 (d) Linked double cluster model, p =0.32 for
0.04 < r < 0.25
Figure 4.11: Pair correlation function for Ivesheadia and Fractofusus. Figure 4.11(a) shows the pair correlation
function of the observed data (red dotted line), with simulation envelopes given by the two grey lines. The
theoretical model given by a homogeneous Poisson process is given in blue. Figure 4.11(b) shows the same
observed data, with new simulation envelope but the theoretical model is the shared parents model, where
Fractofusus clusters were fitted across all spatial scales. The pair correlation for the fine scale is given by
Figure 4.11(c) for the random model, and for the linked double cluster model Figure 4.11(d).
Ivesheadia and Fractofusus are strongly aggregated below 2m, and weakly aggregated
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between 2.0m and 3.0m (Figure 4.11(a)). The best fit model was a shared parents model of
11 clusters (p =0.65) using Fractofusus single clusters fitted over all spatial scales (Figure
4.11(b)). This shared parents model fitted well over 0.8m, but not well for small spatial
scales. The linked cluster model was a significantly worse fit (p =0.18), with excursions
outside the simulation envelope.
Using parameters to check themodel, the cluster sizeswere an adequate fit, 10.69 ≈ 12.125.
However, the number of shared parents (11) was fewer than both the number of Ivesheadia
parents and Fractofusus parents, so only 22.9% of clusters are described by the model.
A model was fitted for under 1m scales (Figure 4.11(c)). Note that there is some non-
significant segregation visible for very small scales (r < 0.04m). The best fit model was
a linked double cluster model of Fractofusus clustering around Ivesheadia (Figure 4.11(d)).
The model fit the observed data for the scale of the higher aggregation 0.04 < r < 0.25
fairly well (p =0.24).
The random labelling analysis found no significant deviations: the correlation between
Ivesheadia and the correlation between Fractofusus is symmetric. The random labelling
analysis over 0.05m found no significant deviations; however, Fractofususwas significantly
more clustered to itself at very small scales than it was to Ivesheadia (p =0.01). Fractofusus
was also found in the areas of high joint density under 0.05m, but the correlations of the
species were symmetric above 0.05m.
4.2.3.8 Ivesheadia and Primocandelabrum
(a) Random model PCF, p =0.01 (b) Shared parent model PCF, p =0.69
Figure 4.12: Pair correlation function for Primocandelabrum and Fractofusus. Figure 4.12(a) shows the pair
correlation function of the observed data (red dotted line), with simulation envelopes given by the two grey
lines. The theoretical model given by a homogeneous Poisson process is given in blue. Figure 4.12(b) shows
the same observed data, with new simulation envelope but the theoretical model is the shared parents
model, where Primocandelabrum clusters were fitted across all spatial scales.
Ivesheadia and Primocandelabrum are strongly aggregated below 0.5m, weakly aggregated
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between 0.5m and 1.2m and segregated from 2.0m to 4.0m (Figure 4.12(a)). The best
fit model for the aggregation was a shared parents model of 19 clusters (p =0.69) using
Primocandelabrum single clusters fitted over all spatial scales (Figure 4.12(a)). This shared
parents model fit very well over 0.5m, but not well for small spatial scales. The linked
cluster model was a worse fit (p =0.38), with excursions outside the simulation envelopes.
Using the model parameters to check the model fit, the cluster sizes are not as expected
being 9.42 , 4.571, but there is a good parent fit. In the model, 74% of parents are shared
between both species, 100% Ivesheadia are described, and 26% of model parents are for
Primocandelabrum only.
Random labelling analysis showed that there were positive correlations between Primo-
candelabrum (p =0.01), reflecting that Primocandelabrum is more likely to be found next
to itself than Ivesheadia. This positive correlation was strong below two metres and was
borderline significant from 2.0m to 4.0m. Ivesheadia only has a weakly significantly cor-
relation to itself (p =0.03). Ivesheadia positive correlation is found throughout all scales,
with a much stronger correlation between 1.4m to 3.0m. Under 0.5m Primocandelabrum
was more likely to be found in high joint density areas, and Ivesheadia in low joint density
areas. Under 0.5m Primocandelabrumwas more likely to be found in higher density areas,
but not at larger spatial scales.
4.3 Discussion
In this chapter I have found a complicated set of correlations between species on ‘E’ surface
of Mistaken Point. These correlations were found using Bayesian network inference,
which ensures that each correlation corresponds to an underlying ecological process. ‘D’
surface did not show any interactions between species. In contrast, for the eight species
found on ‘E’ surface in abundance, only Thectardiswas not correlated to any other species.
The Bayesian network analysis allowed the comparison of the relative importance of each
correlation, aswell as each specieswithin the network and each direction of the correlation
between species. Bootstrapping allowed the comparison of the correlations from different
density samples. Spatial point process analysis allowed me to describe the processes
that caused the correlations between species. There were 13 non-random pair correlation
functions between key species, in contrast to the eight found with Bayesian network
inference, thus five are intermediated by another species, so are indirect. Without the
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Bayesian network inference it would not be possible to tell which non-random pairwise
species distributions are direct, and which are intermediated by other species. The use of
Bayesian network inference to find direct correlations between species prior to the use of
spatial point process analysis has not been done before.
This type of whole of ecosystem analysis has not been done previously, so direct compar-
isons with modern ecosystems are not possible. Bayesian network inference on ecological
data has been carried out on avian communities and habitat in the Peak District National
Park, United Kingdom (Milns et al. 2010). While this terrestrial ecosystem is very different
to Mistaken Point ‘E’ surface, there were similarities: the strength of the interactions (as
depicted by influence score) were strongly skewed towards low values, and the majority
of the found relationships were positive. There were differences between the number of
relationships found with different spatial scales. The study by Milns et al. considered a
much larger spatial scale (0.5km to 5.0km) in order to encapsule their motile species. The
most connected network was at 1km, with the 5km network the least connected. In con-
trast, the inferred Bayesian network for ‘E’ surface had themost inter-species relationships
at the largest spatial scale studied (2m). Larger spatial scales were not analysed because
the resulting number of quadrats would be insufficient to perform the Bayesian network
inference. It is likely, that if there was sufficient bedding plane for larger quadrats to be
mapped, a similar pattern of decreasing connectivity with increasing quadrat size would
occur for ‘E’ surface after a critical point.
4.3.1 Thectardis
My analysis was based on the point positions of species on the bedding planes, so mor-
phology was not incorporated into the analysis. Even so the ecological network of ‘E’ sur-
face has a clear morphological signal: Thectardis, the most morphologically non-descript
species, does not interact with other species either in the Bayesian analysis, or the SPPA.
One possibility is that there are simply not enough specimens for a signal to be found.
There are only 39 specimens of Thectardis included in this study. The Bayesian analysis,
however, works with discreet high/low values, so the absolute abundance is not impor-
tant. Furthermore there are only 39Hiemalora and 34 Bradgatia, both of which were found
to interact with other species. The bootstrapped Bayesian network inference at 80% has
even lower values for these groups, and yet the correlations are still seen. Therefore this
lack of inclusion of Thectardis in the Bayesian network is a real ecological signal, not just
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an artefact of low abundance.
The independence of Thectardis from all other species shows that the ecological processes
that govern Thectardis are inherently different to all other species. This ecological isolation
is also independently reflected in its morphology. Unlike the other species, Thectardis
does not maximise its surface area, therefore passive feeding is unlikely. Sperling et al.
(2011) have suggested that Thectardis could be a sponge, and showed that its morphology
is in agreement with the structure of the water canal systems found in modern sponges.
Sponges actively pumpwater through their bodies and this active feeding strategy (which
could apply even if Thectardis was not a sponge) would mean that Thectardis occupies a
very different ecological niche from the other species. Further comparison of the spatial
distributions of Thectardis from the Pigeon Cove bedding plane, 8.7km to the west of
Mistaken Point (where the numbers run into the hundreds), would allow comparison
between modern sponge spatial distributions and Thectardis.
4.3.2 Ecological Processes
Pair correlation functions were used to view how the density between two correlated
species changes over distance, and then different models were fitted to the data to test
hypotheses about the underlying processes. Between the seven species that formed the
Bayesian network there were eight correlations. In two of the correlations the species were
segregated from each other, in three the species were aggregated together and in three
the species were aggregated at small spatial scales, and segregated at large spatial scales:
segregated clusters. The three aggregated correlations had similar spatial distributions
over 0.5m, with no departures from random labelling. The segregated cluster correlations
had similar species distributions over 1m and departures from random labelling. The
segregated correlations had different ranges of spatial scales.
4.3.2.1 Segregated Clusters
The segregated cluster correlations, Fractofusus – Primocandelabrum, Primocandelabrum –
Charniodiscus and Ivesheadia – Primocandelabrum, are accurately modelled by a shared par-
ents process and have departures from random labelling. These three correlations all have
small scale aggregations (under 0.3m, 1m and 0.6m respectively) and large scale segrega-
tions around 2.5m. The shared parents models are good fits for most of the aggregated
section of the correlation, although only the small scale aggregation of Fractofusus – Pri-
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mocandelabrum is significantly different from the large scale shared parents model, and is
best modelled using a different shared parents model.
The pattern of small scale aggregation with large scale segregation is common in forest
spatial dynamics (Getzin et al. 2006; Wiegand et al. 2007a; Ravento´s et al. 2010), where
the small scale aggregations are found with younger specimens which then compete for
resources as adults, forming the large scale segregation. The three correlations in my
study have the same spatial pattern over 1m, and the size of the shared parents clusters
for each of the three correlations is approximately equal (0.914m, 0.900m and 0.914m
respectively), thus reflecting a likely heterogeneous environmental variable which affects
the large scale distributions of Fractofusus, Charniodiscus, Primocandelabrum and Ivesheadia.
The small scale spatial distributions are different for each correlation.
The Charniodiscus – Primocandelabrum aggregation is very well described across all spatial
scales by the shared parents model, which affects the medium scale of the Fractofusus –
Primocandelabrum and Ivesheadia – Primocandelabrum interaction. The likely environmental
variable behind this model is hard to identify. Aggregations between species due to
underlying sedimentary conditions was previously ruled out by Clapham et al. (2003)
who thin sectioned the study areas and found no significant variation in grain size and
composition. Varying oxygen levels are large scale effects, so are unlikely to be seen at the
metre scale.
One possibility for a suitable heterogeneous environmental factor could be a property
of the microbial mat on which the species live, such as depth variation, which exhibited
heterogeneity at both the very small scale and the metre scale. Both Charniodiscus and
Primocandelabrum have holdfast stems which may require a certain level of mat depth
in order for them to be able to establish themselves successfully. Other species such as
Fractofusus which sit on top of the microbial mat, may only start to be affected by depth
variation when they are sufficiently large to put pressure on the microbial mat.
The high aggregation seen between Fractofusus and Primocandelabrum is not modelledwell
by the shared parents model that describes the medium scale patterns; instead it can be
modelled by a different shared parents model. There are several different processes which
could result in this type of aggregation (Martı´nez et al. 2010): two species could have
similar requirements for establishment, for example they may require a certain type or
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property of a substrate. There could be positive interspecific neighbourhood effects on
survival (facilitation), for example when a species provides a sheltered environment to
the recruits of another species. Species could be dispersed at the same microhabitats.
Microhabitat dispersal normally refers to the dispersal by a biotic agent such as birds
consuming tree seeds, which is unlikely have happened here because there is very little
(if any) evidence for motile organisms or macro-predation at Mistaken Point (Narbonne
1998).
Facilitation is best modelled by a linked cluster model, with the facilitated species cluster-
ing around the facilitator. Linked clustermodels donot provide a good fit to the small scale
aggregations of Fractofusus and Primocandelabrum; instead the best fit model is a shared
parents model which represents a different heterogeneous environmental variable to the
one that describes the medium scale aggregations of the three correlations. This shared
parents model could describe a environment heterogeneity that is a requirement for the
successful establishment of Fractofusus and Primocandelabrum. This factor does not affect
other species, as shown by the fact that they are not described by the same model and
could be either biotic or abiotic: coral larvae are affected by many other species (bacteria,
diatoms, algae worms) which facilitate the ease at which they settle (Nystro¨m and Folke
2001; Carlon and Olson 1993). For example, the establishment of A. agaricities larvae is
inhibited by filamentous algae; however, coralline algae (spongites spp. and paragoniolithon
typica) facilitate (in differing amounts) the settling of A. agaricities compared to a barren
substrate (Carlon and Olson 1993). The microbial community structure of Beggiatoamats
vary over the sub-meter scale (Lloyd et al. 2010), so one possibility could be the inhi-
bition/promotion of Fractofusus and Primocandelabrum settlement, by different microbial
species. Alternatively, the factor could be small scale chemical or physical variations of the
microbial mat. Heterogeneities in modern microbial mats are very sensitive to different
geochemical conditions, although these types of geochemical heterogeneities are not seen
in Ediacaranmicrobialmats, making geochemical differences an unlikely candidate. Other
sub-meter scale heterogeneities can be caused by decomposing material in the sediment,
or sediment transportation and erosion over the mats (Fenchel et al. 1995). Comparison
of the heterogeneity scales of microbial mats could help determine which scenario is more
likely.
The segregation seen in each of the three correlations occurs between 1.8m and 3.7m,
120
peaking at 2.5m, and is most likely to be a result of competition between species. Seg-
regation between species can be due to direct competition, such as competition for space
or territory, or indirect, such as competition for nutrients. Fractofusus and Charniodiscus
do not segregate from each other (there is no correlation between them), which would be
expected if the competition seen between Fractofusus and Primocandelabrum is for the same
resource as the competition between Primocandelabrum and Charniodiscus. The similar
spatial scales of the segregation suggest that the competition between these species is for
similar resources.
Another interpretation is that Primocandelabrum and Fractofusus compete for substrate
space, while Primocandelabrum and Charniodiscus compete for space in the water column.
The ray-likeprotrusionsof thePrimocandelabrumholdfastdisc takeupmuchmore substrate
space than Charniodiscus, resulting in Primocandelabrum requiring a greater surface area
in order to remain upright. Fractofusus takes up significantly more surface area of ‘E’
surface than the other species (excluding taphomorph Ivesheadia) (Clapham et al. 2003),
often reaching 22cm (retrodeformed) in length (Gehling andNarbonne 2007), so it is likely
to have competed with other species with high surface area requirements.
Fractofusus, lay directly on the substrate and so occupied a different niche in the water col-
umn than Charniodiscus. By contrast Primocandelabrumwas upright, and so may have had
to compete with Charniid, Bradgatia and Thectardis for vertical space; however, Thectardis
appears to have had a different feeding strategy to the other species, relying on active
rather than passive feeding. The densities of charniid (0.596/m2) and Bradgatia (1.33/m2)
are much less than that of either Charniodiscus (5.73/m2) or Primocandelabrum (5.45/m2), so
competition between the species is harder to detect.
4.3.2.2 Segregated Interactions
The Lobate Disc – charniid correlation is segregated below 2.5m and is one-way: charniid
is segregated fromLobateDiscs, but LobateDiscs are randomly distributedwith regards to
charniid. This segregation could be part of the cause of the heterogeneous background that
causes the aggregation seen in charniid. The segregation could be present because either
the Lobate Discs are competing with the charniid in some capacity, or the Lobate Discs
are altering the physical environment in some way that is detrimental to the charniid,
for example via allelopathic chemicals which inhibit charniid survival. Identifying the
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cause of spatial segregation with allelopathic sponges or corals is most commonly done
by testing the species in a controlled environment (in either the laboratory or field), to
determinewhich allelopathic chemicals are present, and their effect on other species (Engel
andPawlik 2000); it is not possible to testwhich process occurs using spatial patterns alone,
so it is not possible to determine which of these two processes occurs between charniid
and Lobate Discs.
The Bradgatia – charniid correlation is weak, with a relatively large removal p-value for
the Bayesian network (0.0497) and segregation just over the simulation envelopes on
the pair correlation function plot. The segregation occurs over 2m and is consistent,
which indicates a heterogeneous environmental variable that affects the two species in
different ways, i.e. a large positive effect on charniid and only a weak effect on Bradgatia
(Bradgatia is randomly distributed on ‘E’ surface, but is affected non-significantly by a
heterogeneous variable (§3.3)). One possible explanation could be a property of the
substrate such as microbial composition, where charniid requires a higher (or lower)
concentration of a microbial species than Bradgatia, in order to settle. Alternatively, the
segregation could reflect competition between the species, with charniid only colonising
areas where Bradgatia had not been established, but random labelling analysis of the
Bradgatia – charniid found no significant departures, suggesting this is unlikely.
4.3.3 Necromass
One difficulty when looking at specimens at Mistaken Point is knowing what proportion
were alive at the time of burial. Mortality processes that affect individuals (in contrast
to mass mortality events such as the volcanic ash flow that preserved the specimens
at Mistaken Point) can occur for random specimens; for example, the pattern of death
among old trees within a forest, or mortality, can be density dependent when due to
fires or pathogens (Yu et al. 2009). One approach to identifying which specimens were
alive at the time of burial is by considering fossil preservation detail, with high quality
preservation occurring for specimens that were alive at the time of burial, and low quality
detail for those which were dead (Liu et al. 2011). Density dependent mortality should
be visible on the surfaces because clusters of specimens would have a lower quality of
preservation that is not attributable to the bedding surface (see §2.1.1 for a more detailed
discussion). This type of clustered low quality preservation is not seen onD or ‘E’ surfaces,
so it is more likely that species atMistaken Point underwent non-density dependent death
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(prior to the mass mortality event).
If one (or more) species in this analysis were, in fact, the dead remains of another, and this
death was density independent, then the dead specimens should be randomly distributed
within the living specimens. This relationship can be tested using random labelling analy-
sis (§4.2.1.4). Three correlations showed no departures from random labelling: Fractofusus
– Lobate Disc, Fractofusus – Ivesheadia, Charniodiscus – Ivesheadia. These three correlations
had further similarities: the spatial patterns have similar aggregation patterns, with ag-
gregations at the small scale modelled adequately by shared parents cluster models and
cluster sizes in the range of 2.12m < r < 2.56m. No other correlations had these patterns
or non-departures from random labelling.
If Ivesheadia is the decaying remains of only one species then the spatial distributions
of a species with Ivesheadia should be similar to that of the adult living species that
Ivesheadia decayed from. The Bayesian network identifies three correlations of Ivesheadia
with Fractofusus, Primocandelabrum and Charniodiscus. Primocandelabrum also correlates
with Fractofusus and Charniodiscus, making it a prime candidate for the precursor to
Ivesheadia, but my analysis does not support this hypothesis. The interaction between
Ivesheadia and Primocandelabrum is the same type of interaction as between two living
species, such as Fractofusus – Primocandelabrum: it has departures from random labelling,
and it has a segregated cluster pattern well modelled by the shared parents model that
describes the other two segregated cluster interactions. Therefore, Primocandelabrum is
unlikely to be the living version of Ivesheadia, assuming density independent death. Since
there are no other species with similar interactions, it is more likely that Ivesheadia is
the name given to the decaying remains of several species, of which Fractofusus and
Charniodiscus form the greatest proportion.
Ivesheadia as necromass could further explain the small scale clustering seen in the Fracto-
fusus – Ivesheadia correlation. This correlation is best modelled by a shared parents model,
reflecting a heterogeneous environmental variable that affects both species similarly; how-
ever, the small scale of this pattern while inside the simulation envelope, does not follow
the model well. The best fit model for the small scale clustering is a linked cluster model
of Fractofusus around Ivesheadia. This linked cluster model suggests facilitation of Fracto-
fusus by Ivesheadia, but it is not clear why only Fractofusus would benefit in this way: the
samemodel does not fit the Charniodiscus or Primocandelabrum correlations with Ivesheadia.
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Instead the Ivesheadia could be interpreted as the original settlers of Fractofusus on the
bedding plane, which then reproduced, causing small scale clusters, while being affected
on the large scale by the heterogeneous variable. This linked cluster model is not seen
between Charniodiscus and Ivesheadia because Fractofusus forms a much larger proportion
of Ivesheadia; 76%, if the species proportions of the dead are similar to that of the living.
The analysis from this chapter does not support the hypothesis that Lobate Discs are
taphomorphs of Charniodiscus (as suggested by Liu et al. (2011)): there is no correlation
between the two species, despite Charniodiscus exhibiting two scales of clustering (§3.3).
While Lobate Discs correlate with charniid and Fractofusus, neither species correlate with
Charniodiscus.
Other frondose species are also unlikely candidate; Primocandelabrum does not correlate
with Lobate Discs, which would be expected if Lobate Discs were their taphomorphs
because Primocandelabrum is highly aggregated. Similarly charniid is an unlikely can-
didate, because while it is an aggregated species, the interaction with Lobate Discs is
segregated. Non-frondose species, such as Fractofusus, Bradgatia and Thectardis do not
have a clear taphonomic pathway in which they could decay into a radially symmetric
discoidal shape. Furthermore their ‘E’ surface interactions are not consistent with Lobate
Discs being a taphomorph of any of them. These results mean that either Lobate Discs
are the taphomorph of a species that is no longer living on ‘E’ surface, or are a still living
species.
4.3.4 Ecological succession
My analysis has shown that ‘E’ surface has a much more complex distribution of fos-
sils, for both the single species distributions (§3.3) and the inter-species interactions then
previously found. On ‘D’ surface there are relatively few species, with no inter-species
interactions, of which only Fractofusus exhibits non-random single species patterns (aggre-
gated). Ivesheadia is randomly distributed, with Pectinifrons and Bradgatia exhibiting near
random behaviour. In contrast, no species on ‘E’ surface is completely spatially random,
and there are eight statistically significant interactions between species. The bootstrap
analysis of ‘E’ surface at 50% (the density of D), still found three correlations, showing that
the difference in interactions between the two surfaces is a real signal, and not an artefact
of the lower density on ‘D’ surface.
124
In order to understand why ‘D’ and ‘E’ communities were so different to each other, it is
necessary to understand how they relate to each other. The differences between D and E
communities could reflect different environmental conditions, for example different nutri-
ent levels, or different biochemical conditions of the water. If the different bedding planes
represented ecosystems that formed indifferent environmental conditions, then they could
represent independent ecosystems, with limited links between them. Alternatively the
different bedding planes could represent different stages in an ecological succession, first
suggested by Clapham et al. (2003).
An ecological succession describes the development over time of an ecosystem after an
ecological disturbance, such as a volcanic ash flow. Successions can be autogenic succes-
sions, which are generated by the adaptation of living organisms to their environment or
allogenic successions which are due to a changing environment. Over the considerable
time scales involved at Mistaken Point (a possible 10Ma between them (Narbonne and
Gehling 2003)), allogenic causes (e.g. changing climate) are likely to have a much larger
role than autogenic causes, since fluctuations in chemical or nutrient levels could easily af-
fect which species successfully settle, and how they interact with each other. For example,
lower nutrient levels could increase competition for resources or result in species requiring
facilitation from others to survive (Callaway and Walker 1997; Choler et al. 2001).
Evolutionary changes are also likely to affect the ecosystems. Clapham (2011) compared
community composition of seven bedding planes at Mistaken Point using three different
ordination techniques. They found a weak trend of stratigraphic position with ordination
position, which was thought to be an evolutionary trend. My analysis was of species
distributions on two bedding planes, without external environmental data, so the focus
in this chapter has been on biotic interactions. These biotic interactions can be considered
in terms of an autogenic succession.
With an autogenic succession, the composition of the community changes from the first
species to arrive on the substrate after the ecological disturbance, the colonisers, to other
more successful species, the dominant species. The different mechanisms that underlie
the succession can be grouped into three different types (Connell and Slatyer 1977; Visser
1995): facilitation successions occur when the colonisers modify the habitat to become
more suitable for other species, thedominant species, to settle. Inhibition successionsoccur
when the colonisers modify the habitat, making it less suitable for other species to settle
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because new species would have to out compete already established species. Tolerance
successionsoccurwhen the colonisersneither facilitate nor competedirectlywith incoming
species; instead, the final community composition depends on the individual life history
traits of the different species, with fast-reproducing (r-selecting) colonising species being
gradually replaced by slower reproducing species (K-selecting species).
Figure 4.13: Clapham and Narbonne (2002) ecological succession model. There are four stages, < 8cm,
8 − 22cm, 22 − 35cm and > 90cm. A) Charnia A, B) Pectinifrons. C) Charnia B, D) Fractofusus, E) Bradgatia, F)
Primocandelabrum, G) CharniodiscusH) Thectardis I) Frondophyllas.
Clapham et al. (2003) proposed that the communities ofMistaken Point are consistent with
a tolerance model of ecological succession, whereby the community changes as founding
species are gradually replaced by species adapted to lower resource levels (Figure 4.13).
The evidence presentedbyClaphamet al. was that therewas clear groupingof the bedding
planes from cluster analysis. There were bedding planes, such as ‘D’ surface, with low
diversity and evennessmeasures, limited tiering and limited non-random spatial patterns,
that were consistent with the first stage of an ecological succession. Species in the first
stage were low-lying species, including Fractofusus, Bradgatia, Pectinifrons and Charniid.
Bedding planes such as ‘E’ surface were consistent as mid-level succession stages, with
high diversity and evenness, increased tiering and more non-random spatial patterns.
Mid-level species included species from the first stage, as well as frondose species such as
Primocandelabrum, Charniodiscus and Thectardis. The final stage of the succession included
bedding planes such as Lower Mistaken Point bedding plane (not included in this study
due to time restraints in the field), which has similar (or slightly lower) diversity levels,
and was dominated by frondose taxa such as Charniodiscus and Frondophyllas with no
low lying species. The final stage had high levels of spatial patterning. Clapham et al.
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suggested that the frondose species could increase in dominance on the bedding plane
because over time the microbial mat stabilised the sediment, allowing the taller frondose
to grow. The taller fronds then inhibit the growth of the benthic species, by inhibiting
their collection of nutrients from the water column.
The evidence presented by Clapham et al. (2003) was consistent with a tolerance model
of succession. However, the species diversity and evenness measures, and the amount
of tiering were also consistent with facilitation and inhibition models of succession. The
nearest neighbour analysis (NN) provided some limited evidence for the tolerance model.
However, NN could not differentiate between aggregations caused by facilitation between
species or environmental effects. Furthermore only two pairwise non-random interactions
were found byNN across the seven bedding planes, and just two interactions have limited
applicationwhen trying to understand all the processes that structured theMistaken Point
communities. In contrast, the techniques presented in this chapter not only allowed more
subtle interactions to be found (eight on ‘E’ surface), but by modelling facilitation and
competition, and comparing their fit to the data, the most likely underlying process for an
interaction could be found. By using these techniques, the different types of succession
can be tested for.
The different types of ecological succession describe the different processes that may
occur after colonisation, so that the first stage of an ecological succession does not vary
between different successional types: the species are mostly randomly distributed, with
no interactions between them. There are several possible tests to differentiate between the
successional types in the second stage (represented by ‘E’ surface) by looking at the eight
different interactions found by my analysis. In a facilitation model, new species cluster
around the colonising species (such as Fractofusus, Pectinifrons, Bradgatia and Charniid).
Therefore, if ‘E’ surface represented the second stage in such a model then the incoming
species (such as Charniodiscus and Primocandelabrum) would cluster around species such
as Fractofusus and Bradgatia, which would be best modelled by a linked cluster, or linked
double cluster model. The incoming species would also colonise the high density areas,
which could be detected by random labelling analysis. In a facilitationmodel, the Bayesian
network inference would also show causal relationships between the two species. For
an inhibition model, the processes would be the opposite of the facilitation model: the
incoming species would be segregated from the colonising species, detected using pair
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correlation functions, and they would colonise the low density areas, detected using
random labelling analysis. Aggregation between species would not be present. In a
tolerance model of succession, there may be some competition (as seen by segregation)
between the colonisers and the incoming species, but therewouldbemuch less segregation
than for the inhibition model. The incoming species would also colonise the low density
areas.
My analysis suggests that it is not facilitation model of succession: facilitation would have
been best modelled by linked cluster models and by one directional causal links in the
Bayesian analysis. However causal links did not occur between species, nor were linked
cluster models the best models. Instead I found that aggregations most likely due to
environmental heterogeneities affected pairs of species in similar ways (best modelled by
shared parents models). Furthermore, random analyses found that the incoming species
(Charniodiscus, Primocandelabrum) had spatial pattern that was consistent with occupation
of the low density areas of the colonisers (Fractofusus), rather than the high density areas.
Clapham et al. (2003) ruled out competition as an important ecological factor because they
found limited non-randompatterns, and segregationwas rare. The techniques I have used
allow me to find more subtle interactions, over a greater spatial range, which revealed
more interactions, of which most (5/8) involved segregation. The incoming species had
spatial patterns consistent with the colonisation of the low density areas, as found by
random labelling analysis, suggesting that competition was important to the ‘E’ surface
communities. Charniid was segregated from Lobate Discs, which is consistent with the
inhibition model. Despite these points, the evidence for an inhibition model is not good:
segregation occurred at large spatial scales between Fractofusus and Primocandelabrum,
but did not occur between any other incoming species, such as Charniodiscus or Other
Species. Neither were Bradgatia nor charniid segregated from any of the incoming species.
Aggregation was also present in six out of the eight interactions, which is contrary to the
inhibition model.
In the case of a tolerance model of succession, there would be departures from random
labellingwhen considering the joint density between a coloniser and a new species. When
two species are affected by an environmental variable in a similar way, as found on ‘E’
surface, random labelling analysis can be used to compare the relative densities between
species. The established species should preferentially inhabit the high density areas of the
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joined density, while the new species inhabits the lower density areas. There should be no
departures from random labellingwhen two species colonise an area at the same time. The
random labelling analysis of the Fractofusus –Primocandelabrum and thePrimocandelabrum –
Charniodiscus shows this type of distribution: Fractofusus, the putative coloniser, is found in
the high density areas of the joined pattern, while the incoming species, Primocandelabrum,
is found in the lowdensity areas. In contrastCharniodiscus andPrimocandelabrum are found
equally across joined density variations. The presence of competition between some, but
not all species, suggests that a tolerance, rather than an inhibition model is a better fit to
the data.
Interpreting ‘E’ surface as a representation of the second stage of a tolerance model of
ecological succession explains part, but not all, of the structure of ‘E’ surface community.
Six interactions show aggregation between species, which were found to be due to under-
lying environmental heterogeneities, and there is less segregation between the colonisers
(Bradgatia, Fractofusus) and the settlers (Primocandelabrum, Charniodiscus, Thectardis, Other
species) than would be expected in a tolerance model. These differences show that other
mechanisms, such as individual species traits, as with Thectardis, and competition be-
tween species (such as seen between Primocandelabrum and Fractofusus, Charniodiscus and
Ivesheadia) have a greater effect on species populations than the relative speeds of their
reproduction that dominate tolerance succession models.
4.3.5 Limitations
Using Banjo (Bayesian network inference) to find ecological networks has only be done
for two other ecological studies (Milns et al. 2010; Aderhold et al. 2012). Milns et al.
(2010) compared the ecological network of Scottish highland birds and their habitat as
found using Banjo, with the network found using a linear regression technique known
as LASSO. Banjo managed to encapsulate known relationships well, especially differen-
tiating between direct and indirect relationships, in contrast to LASSO where often direct
relationships were found, where only indirect ones actually exist. However, there were
a few incidences where Banjo found that bird species were stronger indicators of habitat
than the actual known habitat itself. This result could be due to errors in the habitat data or
because the habitat variables are not the only variables that influence upland bird distribu-
tion so that other birds are better proxies. The analysis done in this thesis did not include
environmental (or habitat) data, and so other species could (andwere) found as proxies for
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environmental variables. Aderhold et al. (2012) compared Banjowith Bayesian regression
technique known as BRAM (and other techniques), to stimulated and real data. Banjowas
found to find less relationships than the other methods possibly due to the discretisation
needed to use Banjo. Milns et al. (2010) found less relationships between discretised vari-
ables than when using continuous variables in their LASSO analysis, also suggesting that
discretisation reduces the number of relationships found. These two studies suggest that
Banjo finds a sparse network of direct relationships between ecological variables, leaving
out indirect relationships, but potentially also loosing some direct ones as well. In this
Chapter I used Banjo to detect which non-random pair correlation functions were direct,
and for this task Banjo performs well. However, there may be other relationships between
species not found and not discussed in this Chapter, either because they were not found
by Banjo or there were insufficient specimens to find a significant pattern in the bedding
planes studied (§2.3.2 and §3.4.5). Therefore, the species relationships described in this
chapter are not necessarily the complete set of interactions that were present at Mistaken
Point.
The processes behind each direct relationship found using Banjowere investigated using
SPPA, so are subject to the same limitations as Chapter 3 (§3.4.5). Namely, that while
goodness-of-fit tests, parameter and distribution comparisons find the most likely process
behind a relationship, the best fit process is not necessarily the one that formed the spatial
patterns, merely the most probable one. Using Bayesian network inference to find causal
relationships between species helps to confirm the SPPA results, because patterns such as
those due to facilitation have a temporal aspect, so should be found to be directed (i.e.
causal) in the Bayesian network. Where SPPA found better models than facilitation ones,
and the links were not causal in the Bayesian network, the Bayesian network does help to
confirm the process.
4.4 Conclusions
In this chapter I have shown that the assemblage of species found on Mistaken Point ‘E’
surface has a complicated ecosystem structure, whereas ‘D’ surface species do not interact
with each other. ‘E’ surface was shown to exhibit three different types of interactions
between species: segregated, aggregated and segregated clusters. These interactions re-
flect the different environmental variables that affect species populations and the direct
interactions with other species through possible alleopathy and competition. Ivesheadia
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has a spatial distribution consistent with the theory that they are the taphomorphs of other
species, most probably Charniodiscus and Fractofusus. I have shown that ‘E’ surface has
a structure that is consistent with being the middle stage in a tolerance ecological suc-
cession, facilitation between species is unlikely to have occurred, and that environmental
heterogeneities, most likely in the microbial mat, have a strong impact on the species
distributions. I have shown Thectardis to have distinctly different associations than other
species on ‘E’ surface, which implies a distinct ecology. A distinct ecology is consistent
with the hypothesis that it may have been an active suspension feeder.
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Chapter 5
Ecosystem Stability and Feedback Loops
The work in this chapter considers the relationships between feedback loops and ecosys-
tem stability in context of modern ecosystems, (Mitchell and Neutel 2012). Once the links
between feedbacks and stability have been established, the methodology can then be used
to assess the effect of species feeding strategies on ecosystem stability, which is done in
Chapter 6.
5.1 Food Web Stability
Ecological networks have different properties compared to non-ecological networks: for
a random network1 the distribution of species interactions are such that as complexity
increases, stability decreases (May 1973). However, an ecosystem with a large number
of species at each trophic level is more robust to perturbations than a network with few
species (Paine 1988). A common example is that a rainforest is more robust to freak
weather conditions or pest invasions than to agricultural monocultures. A field with just
a few species lacks the ability to return to equilibrium once perturbed.
In order to understand how increasing complexity contributes to increasing stability, how
the strength of the interactions within a food web either stabilises or destabilises the
system needs to be considered. McCann et al. (1998) showed that weak links within
model food webs decrease the likelihood that populations become extinct, thus stabilising
them. Wootton (1994) and Paine (1988) showed that a few strong edges in a network
1Often in the literature it is stated that, in a random network, as complexity increases stability decreases.
While this is true for themajority of random networks, because they are random, sometimes the distribution
of edges will be very similar to the distribution of edges in ecological networks. We therefore need to be
very careful about claiming properties for all random networks.
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of many weak edges has a greater stability than most random networks. Montoya and
Sole´ (2002) showed that this pattern of edges exist in ecological networks, explaining why
complex networks are more stable. Understandingwhich foodweb properties cause these
stabilising patterns of interaction strengths can be done in terms of feedback loops (Levins
1974, 1975).
A feedback loop is a closed chain of effects of species on each other. In a network, loops are
a closed sequence of nodes connected by edges, which start and finish at the same node.
The only node which occurs more than once within a loop is the starting and ending one,
e.g. a to b to c to a, Figure 5.1. The loop length is the number of edges within the loop, for
example for the loop in Figure 5.1 the loop length is three.
a
b
+
c
+
  -
Figure 5.1: A simple network with three nodes, containing one loop, a → b → c → a. The loop given has a
length of three, and is negative.
In Figure 5.1 the interaction strength of a on b is positive, therefore increasing the popu-
lation of a leads to an increase in the population of b. The interaction strength between
b and c is also positive, therefore an increase in b’s population causes c’s population to
increase. The interaction between c and a is negative so when c’s population increases,
the effect on a is negative, leading to a reduction in a’s population. The overall effect on a
of increasing its population is negative, and this overall effect is known as the sign of the
loop. The sign of a loop is the product of the signs of each interaction strength, so here
the sign is: 1 × 1 × −1 = −1. Positive feedbacks reinforce deviations from a steady state
and are usually destabilising, while negative feedbacks dampen deviations from steady
state and are usually stabilising. The balance of positive and negative feedbacks within
an ecosystem determines its stability.
Studies of hypothetical foodwebs have shown that omnivorous interactions affect stability,
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with a greater amount of omnivory corresponding to greater instability (PimmandLawton
1978). Observations on real food webs have revealed specific patterns in the strength of
species interactions (De Ruiter et al. 1995), resulting in feedbacks from longer omnivorous
chains of interactions being typically weaker (Neutel et al. 2002). This patterning has been
shown to be crucial for ecosystem stability (Neutel et al. 2007). The maximum weight
of omnivorous feedback loops decreases as the number of the species forming the loop
increases, so the heaviest omnivorous feedback of a food web always consists of exactly
three species (where weight refers to the geometric mean strength of interactions in a loop
and omnivorous refers to feeding on different trophic levels in a food chain – see §5.2).
Neutel et al. (2007) find that this heaviest omnivorous three-species feedback, which is
always positive, is a good indicator of food-web stability: the weaker this three-species
feedback, the less self-damping, negative feedback, is needed from competition within
the species to make the system stable. They suggest that the maximum positive feedback
in a predator-prey system is the “Achilles heel” of a food web.
Neutel et al. (2007) only analysed two-species and omnivorous loops, which form a small
subset of all the feedbacks in a food web. This analysis quantifies the complete feed-
back “spectra” of the same soil food webs studied by Neutel et al. (2007) in order to
explore feedback-stability relationships in more detail. The relationship between maxi-
mum weights of the feedback loops with their lengths is described for four categories of
feedback loops: all loops, omnivorous loops, trophic loops (which contain the omnivo-
rous loops), and detrital loops (which contain non predator-prey effects resulting from the
recycling of dead organic matter). The main questions that were answered were:
• What is the relation between maximum loop weight and loop length for these dif-
ferent categories of feedback?
• Is the three-species feedback always the heaviest positive feedback?
• Are there other feedbacks which are more important for stability than the three-
species omnivorous feedback?
5.2 Methods
The analysis was carried out on the 32 soil food webs from Neutel et al. (2007), which
represent two series of below-ground communities (Figure 5.2). Each series consists of four
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Figure 5.2: Representative food-web diagrams of the four stages, from the two chronosequences of primary
vegetation succession analysed by Neutel et al. (2007). Labels refer to the trophic groups: DETR detri-
tus; ROOT roots; BACT bacteria; FUNG fungi; BANE bacteriophagous nematodes; PHNE phytophagous
nematodes; FUNE fungivorous nematodes; FLAG flagellates; NCRY noncryptostigmatic mites; CRPY cryp-
tostigmatic mites; COLL collembola; AMOE amoebae; PRNMpredatory nemotodes; PRMI predatorymites;
PRCO predatory collembolans; NEMI nematophagous mites. Dotted lines in 5.2(a) indicate interactions
present in only one of the series. Functional groups are similar to previous studies (De Ruiter et al. 1995)
on soil systems. Earthworms and enchytraeidae were not measured by Neutel et al. (2007), in contrast to
earlier soil studies, and were therefore not included in the webs.
stages in chronosequencesofprimaryvegetation successionwith each stage representedby
four food-web replicates. The complexity of the foodwebs increases over this successional
gradient (Neutel et al. 2007). The number of species increases from 8-10 in the first stage
to 16-17 in the fourth (Figure 5.2). Detritus is included within the food webs as a trophic
group (De Ruiter et al. 1995; Neutel et al. 2007). The maximum food chain length of these
webs varied between 3 and 6, comparable to ranges found in both aquatic and terrestrial
webs (Schoener 1989).
In this analysis the two series were grouped together, so each successional stage contained
eight food webs. Following Neutel et al. (2007) the interaction strengths and loop weights
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were calculated from their observational data. The dynamics of the populations were
described by Lotka-Volterra-type equations:
dXi
dt
= Xi
bi +
n∑
j=1
ci jX j
 (5.1)
where Xi is the population density, bi is the specific rate of increase or decrease of group i
(for consumers it is the natural non-predatory, non-density dependent mortality), and ci j
is the interaction coefficient between species i and j. Interaction strengths αi j were defined
as the entries of the Jacobian community matrices (May 1972): the partial derivatives
αi j =
∂X˙i
∂X j
evaluated at equilibrium (denoted by ∗).
Values for the interaction strengths were derived from the energetics following themethod
of De Ruiter et al. (1995). In this procedure, equilibrium population sizes X∗
i
and X∗
j
were
assumed to be equal to the observed annual mean population sizes Bi and B j. The annual
feeding rate Fi for species i is given by:
Fi =
diBi +Mi
eass
i
e
prod
i
(5.2)
where eass
i
is the assimilation efficiency of the group i (0 < eass
j
< 1) and e
prod
i
is the production
efficiency of the group j (0 < e
prod
j
< 1). Mi is the death rate due to consumption, which is
given for a species i by summing the
∑i−1
j=1 Fi j. Fi j is the annual feeding rate of consumer i
on resource j given by:
Fi j =
wi jBi∑n
k=1 wkjBk
F j. (5.3)
With the species in the Jacobian ordered from the top predator on the first row and column,
to the most basal group on the last row and column, the effect of a consumer j on resource
i, is given by: αi j = ci jX∗i = −
Fi j
B j
with i > j. The effect of a resource i on its consumer j is
given by αi j = ci jX
∗
i
=
eiF ji
B j
with i < j, where ei = e
ass ∗ eprod is a biomass conversion efficiency
(0 < ei < 1) of consumer j.
The effect of a species population on itself (intra-specific competition) αi j where i = j is
expressed as a proportion s of total specific natural death d j implying that cii =
sidi
Bi
and
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bi = (1 − si)di and is given by:
αii = ciiX˙
∗
i = −sidi (5.4)
The Jacobian elements for the detritus group were calculated using a modified Lotka-
Volterra equation (following Moore et al. (1993)):
dXD
dt
= Rd +
n∑
i=1
diXi +
n∑
i=1
n∑
j=1
(1 − eassj )ci jXiX j −
n∑
j=1
cDjXDX j (5.5)
where Rd is the input of allochthonous material. The effect of a population j on detritus is:
αDj = d j −
FDj
B j
+
n∑
k=1
(
1 − eassj
) Fkj
B j
+
n∑
k=1
(
1 − eassk
) F jk
B j
(5.6)
The effect of detritus on itself (the diagonal element) is:
αDD = −
n∑
j=1
eassj
FDj
BD
(5.7)
Loop weights wk, containing k species, were calculated by taking the geometric mean of
the absolute values of the Jacobian elements αi j in a feedback loop, relative to the mass
specific non-predatory loss rates di of the functional groups in the loop (Neutel et al. 2007):
wk =
∣∣∣∣∣αi1i2αi2i3 . . . αiki1di1di2 . . . dik
∣∣∣∣∣
1
k
(5.8)
The geometric mean of the elements in a loop as a measure to weigh feedback was
introduced by Neutel et al. (2002), to relate feedback to the criterion of quasi diagonal
dominance of the community matrix (which is a sufficient condition for stability). This
definition enables a comparison of loops of different lengths in relation to the self-damping
(diagonal strength) of the matrix. In order to allow comparisons with the dimensionless
stability measure s, which indicates a proportion of total natural death di, Neutel et al.
(2007) scale the feedback weights to the natural death rate di making the loop weight also
dimensionless. In addition to the weight, the sign of the feedback was calculated, defined
as the sign of the product of the Jacobian elements which formed the loop (Levins 1974;
Hofbauer and Sigmund 1988). The loop length is defined as the number of species kwithin
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the loop. The maximum loop weight of loops of length k is denotedWk.
Stability (the ability to return to steady state post perturbation) was determined using the
diagonal values of the community matrix as a control parameter, following Neutel et al.
(2002, 2007). Specifically the stabilitymeasurewas themultiplier of the diagonal for which
all the real parts of the eigenvalues of the Jacobian were negative, so that αii = −sdi where
s is the stability measure, and di is the natural non-predatory mortality. This measure
represents the minimal amount of intra-specific (that is intra-group) loss as a proportion
of total non-predatory loss. Food webs that required less intraspecific competition (lower
values of the self-damping term s) were called “more stable”. The detritus diagonal
element was fully determined by the predator-prey feeding rates – Equation 5.7, and so
was not included in the diagonal control parameter which measures stability.
To obtain exact values, the stability analysis was based on the exact interaction strength
values, unlike Neutel et al. (2007) who averaged stability over a number of Jacobians ob-
tained from randomly sampling interaction strengths from intervals around the calculated
values.
Four different categories of loops were distinguished: all loops, omnivorous loops, trophic
loops, and detrital loops (Figure 5.3). The category “all loops” contained all the feedback
loops in the food web (excluding loops of length one, which represent self-damping due
to intra-specific competition). The trophic and detrital loop categories are themutually ex-
clusive sub-categories of this all-loop category. Trophic loops were defined as consisting of
combinations of species-on-resource and resource-on-species relationships. Omnivorous
loops, as defined by Neutel et al. (2002), refer to single-chain omnivory as shown in Figure
5.3 by the loop given by species 1 to species 3 extending up to species N. Three-species
trophic loops are by definition always omnivorous loops (Figure 5.3); however, trophic
loops of longer loop length may be either omnivorous or non-omnivorous loops. Detrital
loops were defined as containing one or more non-trophic effects – positive effects that
species have on the detritus pool through flow to detritus of dead organisms or unassimi-
lated feeding (see DeAngelis et al. (1989); De Ruiter et al. (1995)). The distribution of loop
weights along the axis of loop length is called the loop spectrum.
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1Detritus
3
2
N
N-1
Figure 5.3: An example foodweb, with trophic interactions shown by the black arrows. Detrital interactions
resulting from flow from species to the detrital pool are shown in grey. The dashed arrows represent a
possible predation chain containing any number of species. Omnivorous loops contain a chain, where
species 1 feeds on species 2, extending up to N species, where the Nth species is also eaten by species 1. Note
that in our definition of omnivory there must be feeding on different trophic levels within a single predation
chain, thus the loop from species 1→ 2→ N→ N-1→ 3→ 1 is not considered an omnivorous loop in our
analysis, because it consists of two joined predatory chains. However, this loop is a trophic loop. For each
omnivorous or trophic chain of length N (N > 2), there are two different feedback loops. For the omnivorous
loops there is one loop in the direction of the chain, which consists of N-1 predator-on-prey interactions with
one prey-on-predator interaction. The other corresponding omnivorous loop is in the opposite direction,
consisting of one predator-on-prey interaction, and N-1 prey-on-predator interactions. Detrital loops are
formed by at least one detrital interaction, shown by the grey arrow. Unlike omnivorous and trophic loops,
detrital loops do not have a loop in the opposite direction.
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Figure 5.4: Relation between length (k) and weight (wk) of positive (open circles) and negative (open
triangles) feedback loops, along a complexity gradient. The spectra shown are representative of each of the
successional stages.
5.3 Results
For all 32 food webs there was a general but non-monotonic decrease of maximum loop
weight with increasing loop length (Figure 5.4). Loops of length two always contained
the heaviest loop (Figure 5.4). The food webs showed an increase in the total numbers
of loops along the complexity gradients (Figure 5.4), with a mean number of 162 loops
in the first successional stage (8-10 species), 1,994 in the second (12-14 species), 6,090 in
the third (14 species), and 43,190 in the fourth (16-17 species). The omnivorous feedback
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Figure 5.5: Relation between length (k) and weight (wk) of positive (open circles) and negative (open
triangles) feedback loops, for the different loop categories representative of stage four (see overall spectrum
shown in Figure 5.4(d)). Shown are omnivorous loops 5.5(a), trophic loops 5.5(b) and detrital loops 5.5(c).
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Figure 5.6: Relationship between maximum loop weight and stability of the successional stage 1 (open
circles), 2 (open squares), 3 (closed triangles) and 4 (closed diamonds) which are all represented by four
replicates from two different sites. Stability was measured as the level of intra-specific competition needed
for stability; high intra-specific competition values correspond to less stable ecosystems. Values were based
on the exact community matrix elements. All quantities are dimensionless.
loops previously studied by Neutel et al. (2007) formed only 0.4% of the total number of
loops found in this analysis.
The number of trophic loops relative to detrital loops changed along the gradient. In the
low complexity webs of the first successional stage, 58.8% of all loops were detrital, while
in the second to fourth stages this percentage was 83.0%, 90.3% and 89.7% respectively,
showing a clear increase between the first and subsequent stages in the proportions of
detrital loops.
Trophic loops showed a general decrease of loop weight with increasing loop length,
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Figure 5.5(b). Loops of length two were always the heaviest (see Neutel et al. (2002)).
The maximum weight of trophic loops longer than length two occurred at a mean loop
length of 3.9, with the heaviest positive loop occurring at a shorter mean loop length of
3.6, compared to a mean of 4.5 for negative loops. Detrital maximum loop weights had a
spectrum closer to a normal-type functional form (Figure 5.5(c)). The detrital loopweights
were higher than the trophic loop weights, with a mean of 5.2, a positive loop mean of
3.9 and a negative loop mean of 5.6. Over all successional stages and loop categories, the
proportion of negative and positive loops was roughly equal. The distribution of loop
weights within each loop length for positive and negative loops varies, with no consistent
pattern. Omnivorous maximum loop weight decreased with loop length, the maximum
always being a positive loop of length three (Figure 5.5(a)), as was found previously by
Neutel et al. (2007). This maximum omnivorous feedback loop was never the heaviest
loop in the system, nor was it the heaviest positive loop (except for the simplest stage
webs).
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Table 5.1: Adjusted R2 values for linear regressions performed between stability s (where stability refers to the minimum level of intraspecific competition required
for food-web stability) and maximum loop weight (Wk) for loops of different length (k) and sign (W
+
k
is the maximum positive loop of length k, W−
k
negative). For
the total of 32 food webs the four categories are All Loops, Omnivorous Loops, Trophic Loops and Detrital Loops. The correlation with stability and maximum loop
weight for any loop length longer than two is given by the first row. All R2 correlations have a significance of over 95%, and at least three sample points for each entry.
The maximum omnivorous loop weights, omnivorous three-species loop weights and trophic three-species loop weights all refer to the same loops, so have the same
strong correlations. NA is used when loops did not occur at a given loop length, or when there were not enough points (< 3) to perform the analysis.
Loop All Loops Omnivorous Trophic Detritus
Length k Wk W
+
k
W−
k
Wk W
+
k
W−
k
Wk W
+
k
W−
k
Wk W
+
k
W−
k
Any>2 -0.017 0.395 -0.018 0.686 0.686 0.085 0.032 0.428 0.028 0.270 0.270 0.312
2 0.024 NA 0.024 0.024 NA 0.024 0.027 NA 0.027 NA NA NA
3 0.160 0.160 0.683 0.686 0.686 0.683 0.686 0.686 0.683 0.114 0.114 NA
4 0.249 0.248 0.227 0.202 NA 0.202 0.123 0.123 0.202 0.197 0.195 0.157
5 0.138 0.048 0.138 NA NA NA 0.090 0.097 0.090 0.116 0.042 0.116
6 0.277 0.432 0.278 NA NA NA 0.199 0.291 0.108 0.277 0.349 0.278
7 0.469 0.469 0.357 NA NA NA 0.507 0.507 0.478 0.469 0.469 0.357
8 0.341 0.269 0.485 NA NA NA 0.557 0.500 0.288 0.341 0.269 0.485
9 0.439 0.604 0.439 NA NA NA 0.429 0.466 0.429 0.439 0.604 0.439
10 0.449 0.449 0.376 NA NA NA 0.624 0.595 0.615 0.449 0.449 0.376
11 0.409 0.427 0.375 NA NA NA 0.564 0.611 0.487 0.409 0.427 0.375
12 0.713 0.673 0.634 NA NA NA -0.078 -0.020 -0.078 0.713 0.673 0.634
13 0.581 0.511 0.570 NA NA NA NA NA NA 0.581 0.511 0.570
14 -0.055 -0.146 -0.055 NA NA NA NA NA NA -0.055 -0.146 -0.055
15 NA NA NA NA NA NA NA NA NA NA NA NA
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Although the heaviest omnivorous three-species loops did not represent the heaviest
positive loop in the system, they did correlate strongly with stability (R2 = 0.686, Table
5.1), as was found by Neutel et al. (2007), Figure 5.6. Note that the term stability is used to
refer to theminimum level of intraspecific competition needed for food-web stability. This
definition means that a high value of our stability measure corresponds to food webs that
were regarded as less stable, since they need more competition within the species (more
‘self-damping’). There were other strong correlations at high loop lengths for both detrital
(R2 = 0.713) and trophic (R2 = 0.624) loops, however, in these cases the long loop length
that correlatedwell with stability depended purely on the (sub)set of foodwebs taken. For
example, for each of the four successional stages, the high correlations occurred at loop
lengths 6, 9, 10 and 11 respectively, and these loop lengths were not correlated with any
other food web property (e.g. maximum loop length). Conversely the strong correlation
between three-species omnivorous loop weight and stability was a general relation and
did not depend on the (sub) set taken.
The constituent species of the heaviest three-species omnivorous loopswere predatory ne-
matodes, bacteriophagous nematodes and bacteria for 21 of the 32 food webs, as found by
Neutel et al. (2007). When present, predatory nematodes were in the heaviest omnivorous
loop; the heaviest omnivorous loop for the simplest webs consisted of amoeba – flagellates
– bacteria. In themost complexwebs the heaviest loops consisted of predatory nematodes,
bacteriophagous nematodes and then either predatory collembolans or nematophagous
mites. There was more variety for the constituent species for the heaviest overall trophic
loop, although predatorymites and fungi were both contained in 19 of the 32 of foodwebs.
In terms of positioning in the web, the heaviest omnivorous loops were well connected
within the food webs, whereas the overall heaviest loops tended to be more peripheral.
The overall heaviest positive feedback did not correlate well with stability, nor did any
maximum weight of any other loop category or length. Interestingly, the omnivorous
three-species loopwas often not even the heaviest positive three-species feedback. In 27 of
the 32 foodwebs, the heaviest three species loops were detrital, consisting of three positive
interactions. However, these detrital loops did not correlate with stability (R2 = 0.114),
emphasising the importance of trophic interactions within food webs.
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5.3.1 Limitations
There are three limitations with the methods used in this chapter, namely using Lotka-
Volterra equations, assuming a steady state equilibrium of a closed system and using a
local stability measure.
First, Lotka-Volterra models of species dynamics are simple, neglecting many aspects of
interactions between species. Predators consume prey at a rate which depends only on
the size (biomass) of the prey population, neglecting any spatial heterogeneity, assuming
limitless predator consumption, and assuming negligible time for a predator to process
its prey. Including functional responses would permit a more complicated predator-prey
relationship. However, including such functional responses may still result in similar
patterns in the strengths of the feedback loops for the food webs found in this chapter.
The stabilising patterns of interaction strengths were found by de Ruiter et al. (1998) to
depend on the relative feeding rates of the predators, which if a functional response was
included, would still reflect the relative equilibrium of the two prey, thus may not affect
the patterns in feedback loop strength. However, generally different functional responses
generate different equilibrium densities, and therefore different Jacobian elements, so the
loop weights may still be sensitive to assumptions about functional responses.
Secondly, while the food webs were assumed to be in steady state equilibrium (with
average annual biomasses taken as equilibrium biomasses) the soil food webs were not
observed to be in equilibrium. Population sizes varied throughout the year, as did the
yearly averages. However, because the patterns in feedback loops do not depend directly
on population sizes, but on relative population sizes (Neutel et al. 2007) so it is the relative
order of magnitude that affects the patterns. The yearly averages did not change much in
terms of orders of magnitude, so the patterns found can be still used to link the various
differences in population levels between different trophic levels.
Thirdly, the stability of each food web was found in terms of local stability analysis
about the steady state equilibrium point. This approach, while commonly used, has
a number of drawbacks (Pimm 1984; Justus 2006). First, using local stability analysis
only describes what happens for a small region about the equilibrium point, so the local
stability results should not be extended to statements about global stability, or stability
outside this restricted domain. Secondly, local stability analysis of equilibrium points
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does not allow for other possible stable configurations such as limit cycles or chaotic
orbits. Thirdly, species can co-exist in configurations which are unstable. Local stability
analysis is appropriate to use here because the stability is used as a relative measure to
compare different food webs with the relative strength of feedback loops.
5.4 Conclusions
This chapter presented the first quantification of all feedbacks for a set of observed food
webs. While maximum loop weight did not decrease monotonically with loop length,
longer loops were still relatively weak, confirming the results of Neutel et al. (2002). There
wasa shift in theproportionofdetrital versus trophic loops, as complexity and successional
age of the food webs increased (Odum 1971). Within the multitude of positive and
negative feedback loops, three-species omnivorous loops stood out in their relationship
with stability, with stronger loops corresponding to lower food-web stability. These loops
were not the heaviest positive feedback loops, unlike the suggestion byNeutel et al. (2007),
nor were the heaviest (positive or negative) feedback loops correlated with stability.
This analysis further advances the understanding of the importance of small substructures
within complex networks, on which there has been much work, (Neutel et al. 2007;
Williams et al. 2002; Allesina and Pascual 2008; Holt and Polis 1979; Huxel et al. 2002).
Omnivory has long been thought to be destabilising (Pimm and Lawton 1978). Our results
emphasise the importance of omnivory, but also suggest that it is not so much the number
or length of omnivorous chains that contributes to instability, but rather it is the strength
of feedback in the smallest omnivorous feedback loop that is critical for stability. It is
intriguing that within the multitude of feedbacks this three species loop is so important.
Since it is not the dominant positive feedback, further work is required to investigate what
is it that makes it key to the dynamics of the whole network.
The trophic structure of the Ediacaran has not previously beendetermined, in part because
the feeding preferences for most Ediacaran biota are not known. The remainder of this
thesis investigates the trophic structure in the Ediacaran, using the techniques in this
chapter to understand food web dynamics.
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Chapter 6
Feedback Loops and Feeding Strategies
To understand the ecology of the Ediacaran it is important to understand how each species
obtained its energy. Since the unique fractal morphology of rangeomorphs is not seen after
the Ediacaran, traditional morphological approaches are of only limited help. Autotrophy
has been ruled out becauseMistaken Point is situated in deepwater where photosynthesis
is not possible. Chemoautotrophy is unlikely, since the levels of methane and hydrogen
sulphide are insufficient for chemosynthesis and the high levels of clustering seen around
vent communities is not seen (Canfield et al. 2007). Instead Ediacaran macro organisms
are thought to feed from the water column (Clapham and Narbonne 2002; Laflamme and
Narbonne 2008).
Ediacaran assemblages show distinct epifaunal tiering (Clapham and Narbonne 2002),
where different species occupy different vertical space within the water column within
a community. This tiering is seen when organisms compete for energy sources, such as
with plants for light or Phanerozoic suspension feeding communities for nutrients from
the water. There are two different feeding strategies feeding from nutrients from the water
column, either suspension feeding on planktonic microbes (Jenkins 1992; Clapham and
Narbonne 2002; Laflamme and Narbonne 2008) or osmotrophy – the direct absorption of
dissolved organic carbon (DOC) (Seilacher 1989; Sperling et al. 2007; Laflamme et al. 2009;
Sperling et al. 2011). Suspension feeding is most likely in some Ediacaran fronds, such as
Charniodiscus for which some specimens from south Australia have secondary branches
that are similar to cnidarian feeding-polps (Laflamme and Narbonne 2008). Furthermore,
the structure ofCharniodiscus is very similar toThaumaptilon from theBurgess Shale (middle
Cambrian 505Ma) which has zooid type structures along its branches. Suspension feeding
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is unlikely inmany rangeomorphs because suspension feeding requires feeding structures
(such as tentacles, zooids or oral openings), which are not found even on rangeomorphs
with sub-millimetre preservation detail (Sperling et al. 2007; Narbonne et al. 2009).
Pure osmotrophy is not seen in extant species, although some species do supplement their
diet using osmotrophy, (Roditi et al. 2000; Yahel et al. 2003; de Goeij and Van Duyl 2007),
so the feasibility of an osmotrophic strategy needs to be considered. Osmotrophy requires
a large the surface area to volume ratio (SA/V) so that nutrients can properly diffuse
throughout the organism (or cell) (Hurd 2000); but, as an organism size increases, their
SA/V decreases such that pure osmotrophy can no longer meet their energy requirements.
The large surface area of Ediacaran species such as rangeomorphs may alleviate this
problem. Laflamme et al. (2009) considered the feasibility of Ediacaran osmotrophy by
considering the SA/V of model rangeomorphs and erniettomorphs. The modules of
Pteridinium and Fractofusus were modelled. The hollowness of modules was varied for
Pteridinium and for Fractofusus the number of fractal subdivision was varied between zero
and four. The resulting SA/Vs were compared to feasible SA/Vs by considering extant
osmotrophs. The only extant pure osmotrophs are microscopic, with the largest species
such as Thiomargarita and Epulopiscium just under a millimetre in size (0.6mm and 0.75mm
respectively). Laflamme et al found that Pteridinium had similar SA/V when, instead of
modules full of metabolic active tissue, there was just an outside layer 0.1mm (or less)
thick around each module. Fractofusus also had similar SA/V to extant osmotrophs when
there were two or more levels of fractal subdivision.
Laflamme et al.’s approach, while useful, fails to assess the likelihood of osmotrophic
feeding. The study does not definitively say one way or the other whether a species
was osmotrophic. Just because a species could be osmotrophic, does not mean it was.
Furthermore Laflamme et al. only consider two Ediacaran species in their analysis, and
do not individually assess the likelihood of osmotrophy for each species; instead they
consider just two and then extrapolate to other species.
In this chapter I model the food web dynamics of Mistaken Point ecosystems to assess the
feasibility of suspension versus osmotrophic feeding for the eight most abundant species
using the methods from Chapter 5. The stabilities of different Ediacaran food webs are
used to assess which feeding strategies are plausible. Model parameters are drawn from
the literature and calculated from empirical observations from Mistaken Point. I present
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new evidence, using the energetics of the whole ecosystem, suggesting that suspension
feeding is infeasible for some species.
This chapter is split into three sections. First, I consider the non-preserved species, the
microbial ones, and build a microbial food web. This food web also represents pre-
Ediacaran macrofossils ecosystems. Secondly, I build a size-based model of Mistaken
Point ecosystems. The size-based model is used to investigate the different assumptions I
make when building Ediacaran food webs, and to consider the sensitivity of the model to
different parameters. The final section looks at the food webs for Mistaken Point bedding
planes, and considers the feeding strategies for individual species present.
6.1 Microbial Food Web
A plausible food web for Avalonian microbial life needs to be found before food webs for
the different Mistaken Point ecosystems can be built. A food web consists of the species
present in the ecosystem, the trophic relationships between the species (what ate what)
and the strength of these interactions. The trophic relationships of microbial species and
life history traits are known because these species are still alive today. Evidence of the
microbial life of Avalonian oceans has not been found at Mistaken Point, so the biggest
uncertainty for the microbial food web is knowing what the standing biomasses were in
the Ediacaran oceans. The microbial biomasses can be estimated by comparisons with
biomasses of different modern ecosystems, and then the possible biomass subjected to
sensitivity analyses. This section describes the microbial food web, microbial life history
traits, how microbial biomass estimates are done, and the sensitivity of the model to
different model parameterisations.
6.1.1 Model Food Web
In this chapter, Mistaken Point ecosystems were modelled as food webs, with the energy
flow between species calculated using the methods from Chapter 5. A classical theoretical
food web approach is used (Pimm and Lawton 1978; Yodzis 1981) to compare the stability
of different trophic structures of Avalonian ecosystems in order to assess the feasibility of
these structures. The interactionsbetween species are foundusing the Jacobian community
matrix (May 1973), which is calculated by assuming a steady state food web, whereby
feeding rates are equated to death rates (De Ruiter et al. 1995) (see Chapter 5 for details).
The dynamics of these food webs is then understood in terms of feedback loops within
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them (§5).
The food webs were calculated using two matrices, the “Information Matrix” and the
“Feeding Preference Matrix”. The Information Matrix contained the life history traits
(death rate, the assimilation efficiency and the production efficiency) and the biomasses of
the species. Species biomass was the mean annual biomass per square metre. The relative
biomasses of species have a large impact on food web stability, because the structure of
biomasswithin a foodweb is key to stability (Neutel et al. 2002, 2007). Low ratios of preda-
tor to prey biomass stabilising the food web, and high predator-prey ratios destabilising
the food web. “Species Death Rates” are the natural turnover rates without predation.
The efficiencies which convert biomass of prey to biomass of predator are split into As-
similation Efficiency and Production Efficiency. Assimilation Efficiency describes the
proportion of a prey’s energy that gets digested and absorbed by its predator. The Pro-
duction Efficiency describes the proportion of energy absorbed that gets converted into
newbiomass, through either growth or reproduction. Specieswith low efficiencies need to
consume more biomass to maintain their population, compared to species with high effi-
ciencies. The interaction strengths of these low efficiency species is usually high, resulting
in higher loop weights and lower food web stability.
The “Feeding Preference Matrix” describes the feeding relationships of these species and
the proportion of a resource in a consumer’s diet, relative to the resource biomass. These
two matrices are used to calculate the Jacobian matrix by assuming the ecosystem is in
a steady state of equilibrium, and then equating the feeding rates of species with the
species loss due to natural death and predation (see §5.2 for full details). This steady state
assumption holds true in the modern deep sea, where temperatures show no seasonal
variations and so species biomasses consequentially show little seasonal variation (Hansell
and Carlson 1998).
The Information Matrix and Feeding Preference Matrix for the microbial food web are
given in §6.1.2.2.3.
6.1.2 Stability
In this chapter, the word stability is a conceptual term, referring generally to how robust
the food web is to perturbations. A food web has high stability because it is very robust
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to perturbations. The stability measure is a precise term, referring to the calculated s value
defined as the proportion of species death due to intraspecific competition needed for
food web stability (§5.2). A food web is defined as stable when all the real parts of the
eigenvalues of the Jacobian community matrix are negative. The stability measure is
the proportion of natural (non-predatory) death due to intraspecific (density dependent)
competition necessary to obtain a stable matrix, so varies between zero and one. A food
web with stability measure of zero corresponds to a very stable food web (high food web
stability), while a stability measure of one corresponds to a very unstable food web (low
food web stability).
A food web with a stability measure greater than one has a feeding structure that cannot
replenish the biomass lost through natural and predation death, and so feeding must
occur from outside the food web for steady state equilibrium to be maintained. However,
the Jacobian is calculated assuming a closed system, so biomass cannot enter or leave the
system, with the result that the maximum amount of species biomass that can die is 100%
(s = 1). Therefore, stability measures greater than one correspond to food webs which are
infeasible – there is not enough energy within the food web to sustain the species within
it. This property can be used to find infeasible feeding strategies by changing trophic
structure (the feeding strategies of Ediacaran macro species), and checking that this limit
is not exceeded. This process uses the model from §6.2 applied to species in §6.3.
6.1.2.1 Microbial Species Present
The Mistaken Point ecosystems are in deep water, approximately 2km deep (Wood et al.
2003); therefore, phytoplankton would not have been present, since they are not found
below the photic zone (Pe´rez et al. 2006). Food webs are modelled in this chapter by con-
sidering energy flow around the food web in steady state equilibrium, so living organisms
and detritus contribute to the energy flow. For this reason phytoplankton are not directly
included in the microbial food web. Phytoplankton will indirectly contribute to the food
web by adding to the dissolved organic carbon (DOC) pool.
Microbial mats were present throughout the Ediacaran (Gehling 1999), preserved as wrin-
kled surfaces known as “elephant skin” structures (Gehling 1999; Gehling and Droser
2009). These elephant skin structures are found at Mistaken Point (Wood et al. 2003;
Laflamme et al. 2011). Due to the depth of Mistaken Point ecosystems they could not have
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been cyanobacterial mats. Sulphur reducing bacteria are thought to be present around
Ediacaran macro fossils (Gehling 1999; Callow and Brasier 2009; Laflamme et al. 2011), so
the microbial mat was likely to consist of sulphur bacteria such as Beggiatoa, which are
known to form thick mats in the deep sea (Jannasch et al. 1989).
There were three different types of pelagic microbial life thought to be present in the deep
Ediacaran oceans: Amoebae, eukaryotic unicellular organisms which engulf their prey
organisms (Phagocytosis), Heterotrophic Plankton and Autotrophic Plankton (Porter and
Knoll 2000; Butterfield and Rainbird 1998; Knoll et al. 2006). Autotrophic Plankton were
likely to be the free swimming sulphur bacteria Thiospira and Thiovulum, which are found
in the presence of Beggiatoamats and in the deep sea (Bernard and Fenchel 1995).
Trophic relationships are assumed to be the same as they are today. Amoebae are assumed
to consume Heterotrophic Plankton, Autotrophic Plankton and DOC in approximately
the same way as today; Heterotrophic Plankton are assumed to consume DOC and Au-
totrophic Plankton. Since the Autotrophic Plankton and microbial mats are autotrophic,
they did not consume any species; however, Autotrophic Plankton were fed upon. I as-
sume that microbial mats were not consumed by any pelagic species, because Beggiatoa
filaments are up to 122µm in diameter and over 1cm long, which makes feeding upon
the filaments via phagocytosis impossible, since Amoebae are rarely bigger than 740µm
in length at most (Leidy 1878).
6.1.2.2 Model Parameterisations
Key to building a model is getting plausible estimates for the model parameters. For the
life history traits, modern death rates and efficiencies can be used, using the assumption
that they have not changed significantly. Estimating the planktonic biomasses is harder,
but good estimates can be made by estimating the order of magnitude of the planktonic
biomass and then the biomass ratios between the different plankton species. These esti-
mates are made using literature on modern deep sea ecosystems.
Microbial biomass represents a major component of all marine ecosystems, and varies
depending on the primary productivity, which in turn depends on nutrient availability
(Hecky and Kilham 1988). Because primary productivity is correlated to the biomass of
higher trophic levels (Cyr and Face 1993) the planktonic biomass is estimated by finding
ecosystems with similar orders of magnitude of macrofaunal biomass as Mistaken Point
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ecosystems. There are three different ecosystems from the deep sea that could be used
as proxies for Mistaken Point ecosystems: deep sea trenches, the abyssal plane and sul-
phur based systems, such as cold seeps and hydrothermal vents. Of these three, deep
sea trenches seem the closest approximation, because the macrofaunal biomass is of the
same order of magnitude as the macrofaunal biomass of deep sea trenches (of the order
100g/m2 for the macrofauna and 10g/m2 for the microbes, see Boetius et al. (1996); Tanaka
and Rassoulzadegan (2002) for details). Modern abyssal plains are an order of magnitude
lower than the trenches, but also have correspondingly less macrofaunal biomass. Hy-
drothermal vents have much higher levels of primary productivity, along with a much
higher macrofaunal biomass, 1-1000 kg/m2 (Sarrazin and Juniper 1999; Gebruk et al. 2000)
similar to cold seeps (Sibuet and Olu 1998). The significantly higher levels of macrofauna
correspond to high levels of primary productivity, so are not appropriate for modelling
Avalon ecosystems. The biomass ratio of the non-Autotrophic Plankton to Autotrophic
Plankton also needs to be estimated, and is assumed to be similar to modern ratios.
6.1.2.2.1 Amoebae, Heterotrophic Plankton and Autotrophic Plankton The bacterial
biomasses are assumed to be similar to that of deep sea trenches, and so are of the order
10g/m2 (Boetius et al. 1996). The ratio of Heterotrophic Plankton to Autotrophic Plankton
(such as phytoplankton) was assumed to be 0.2, because this ratio has been found to be
the most consistent over a range of different marine systems (Ducklow 2000). The ratio of
Heterotrophic Plankton to Amoebae is approximately 1.5:11 in 2km deep water (Tanaka
and Rassoulzadegan 2002). Using the heterotroph biomass along with these ratios gives
biomasses of 1.5 g/m2 for Amoebae, 11 g/m2 for Heterotrophic Plankton and 22 g/m2 for
Autotrophic Plankton.
The life history traits of these three planktonic species were assumed to have the same
values as are found in their modern equivalents and are taken from Hunt et al. (1987).
The death rate and feeding efficiencies for Amoebae are taken as 0.95 for the assimilation
efficiency, 0.4 for their production efficiency and 6.0 for death rates per year. The feeding
efficiencies for the Autotrophic Plankton and microbial mat were also taken from Hunt
et al. (1987) as 1.00 for the assimilation efficiency and 0.3 for their production efficiency. The
Heterotrophic Plankton were given an assimilation efficiency of 1.00, while the production
efficiency greater at 0.4. The death rates for Heterotrophic Plankton and Autotrophic
Plankton were all taken to be the same, at 1.2 per year. Estimating bacterial death rates
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is non-trivial, because many species can assume a cryptobiotic state, thus allowing them
to live through adverse conditions. The death rates for the Heterotrophs, Autotrophs and
Amoebae are taken from Hunt et al. (1987) who estimated death rates based on estimates
of nitrogen cycling through the fauna.
6.1.2.2.2 Microbial Mat The life history traits of the microbial mat were assumed to
be the same as the pelagic Autotrophic Plankton. While there is preserved evidence of
microbial mats at Mistaken Point (Wood et al. 2003), the mat biomass cannot be calculated
as precisely as the preserved macrofauna, because the depth of the mat is not clear. How-
ever, while microbial mat depth can vary between a fewmicro metres to a few centimetres
(Jannasch et al. 1989), the order of magnitude of mat depth is possible to estimate be-
cause thick mats (few centimeter thickness) produce more textured surfaces compared to
very thin mats (a few millimetres), which produce a smooth and less prominent surfaces
(Gehling 1999). The microbial mats present at Mistaken Point are likely to be relatively
thin, because there are few of these marks preserved. Beggiatoamats are commonly found
to be approximate 1mm thick (Jannasch et al. 1989), and deep sea mats are found to be
approximately 600µm thick (Bernard and Fenchel 1995), producing a biomass of 600 g/m2.
6.1.2.2.3 Dissolved Organic Carbon Dissolved Organic Carbon (DOC) is included in
the model because it is a crucial part of the global carbon cycle. DOC is a major food
source for heterotrophic plankton, and as such plays an important role in cycling carbon
from the ocean up to higher trophic levels, in a trophic pathway known as the microbial
loop (Azam et al. 1983). There have been some suggestion that DOC levels in the Neo-
proterozoic could have been two to three orders of magnitude higher than the current
values (Rothman et al. 2003), but more recent models have found that they were likely to
have been similar to current levels (Bjerrum and Canfield 2011). Modern levels for deep
sea DOC were used in this study, namely 2.4g/m2, which have little variation (under an
order of magnitude) between different oceanic climates and deep sea depths (Martin and
Fitzwater 1992; Hansell et al. 2009).
6.1.3 Methods
The stability and loop weights were calculated for the default food web using the param-
eters given in Table 6.1. Sensitivity analysis of the biomass and death rates parameters
were investigated by increasing and then decreasing the biomasses (or death rates) by
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Species Death rate Assimilation Production Mean annual
i di (yr
−1) Efficiency ea
i
Efficiency e
p
i
Biomass Bi (g/m
2yr−1)
Amoebae 6 0.95 0.4 1.5
Heterotrophic Plankton 1.2 1 0.4 11
Autotrophic Plankton 1.2 1 1 21
Microbial Mat 1.2 1 1 600
DOC 0 1 1 2.4
Table 6.1: Physiological parameters and annual biomass for extantmicrobial species andDOC. Species death
rates and efficiencies taken fromHunt et al. (1987). DOCbiomass taken fromHansell et al. (2009),microfauna
biomasses calculated using Tanaka and Rassoulzadegan (2002), Boetius et al. (1996) and Ducklow (2000).
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Amoebae 0 0 0 0 0
Heterotrophic Plankton 33.3 0 0 0 0
Autotrophic Plankton 33.3 50 0 0 0
Microbial Mat 0 0 0 0 0
DOC 33.3 50 0 0 0
Table 6.2: Feeding Preference Matrix for microbial food web. The first row is the top predator, and the
bottom row the lowest primary producer. A non zero value within a column indicates that the species given
by the column is a predator of the row species.
Figure 6.1: Microbial food web. Consumer relationships are shown in black, detrital relationships shown in
grey. Note that there is also an effect of a resource on its consumer, but this has been left out of the network
for clarity.
two orders of magnitude. These two changes were repeated for each species group. The
sensitivity analysis considered changes of two orders of magnitude in each direction; this
order was used because while the mean ratios were used in this analysis, the biomass
ratio of Heterotrophic Plankton to Amoebae can vary by up to a factor of 100 (Tanaka and
Rassoulzadegan 2002). Therefore, by changing the biomass by two orders of magnitudes
in each direction this range is covered.
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6.1.4 Results
When the default values for the parameters were used, the stability of the microbial food
web was 0.1255. The sensitivity analysis for the microbial food web is given in Figure 6.2
and the sensitivity analysis for the death rates are given in Appendix E.
The stability measure increased (thus decreasing the food web stability) when Amoe-
bae or Heterotrophic Plankton decreased and when Autotrophic Plankton, Heterotrophic
Plankton or Amoebae increased. The largest change to stability was when the biomass of
Amoebae increased by two orders of magnitude (0.3931), while the largest decrease to the
stability measure occurred when the DOC biomass increased by two orders of magnitude
(0.0216). Biomass changes for the microbial mat did not affect the overall stability.
Figure 6.2: Biomass sensitivity analysis for microbial species. The default stability is marked in vertical
black lines. One order of magnitude decrease of biomass is on the left in blue, and one order of magnitude
increase of biomass is on the right in red. The species undergoing the biomass sensitivity analysis are given
on the left.
The heaviest feedback loop for this food web is DOC – Autotrophic Plankton – Het-
erotrophic Plankton. However, work in the previous Chapter showed that detrital loops
do not contribute significantly to stability. There is only one trophic loop (and its reverse),
Autotrophic Plankton –Heterotrophic Plankton –Amoebaewhich is unlikely to addmuch
destabilisation to the food web because it is negative, and food webs with only negative
feedback loops are qualitatively stable (Levins 1974).
6.2 Size-based Food Webs
The aim of this chapter is to deduce species feeding strategies by considering the effect on
food web stability of different feeding strategies. This section considers feeding strategies
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for a size-basedmodel, where different size classes of Ediacaranmacrofauna are used in the
food webs. This size based model allows model assumptions and parameter calculations
to be investigated without being constrained by a particular bedding plane/ecosystem.
The next section (§6.3) looks at the food webs from seven different bedding planes from
Mistaken Point.
The food web stability for two different types of feeding strategy is considered: First,
osmotrophy, where the species absorb DOC from the surrounding water, and secondly,
suspension feeding, where the species capture plankton from the water column. Com-
bination feeding was also considered, with the proportion of osmotrophy undertaken by
the Ediacaran size classes changed from zero to a hundred percent. Sensitivity analysis
was performed on these food webs, where the Ediacaran macrofauna biomass and death
rates were varied to investigate the uncertainty of the calculation of these parameters on
food web stability. The dynamics of these food webs was then understood in terms of
feedback loops.
6.2.1 Model Parametrisation
The first step in making a general model for these Ediacaran ecosystems was to work out
the optimal number of size classes. Clapham and Narbonne (2002) found that there were
four different levels of size class to describe the size distribution of species. Because the
fourth and largest size class consisted of less than 0.1% of the fossils present, I assimilated
it into the third largest size class, so that the three sizes classes were 0-8cm, 9-22cm and
>22cm. Species likeFractofusus rarely grewmuch larger than 8cm (ClaphamandNarbonne
2002), in contrast to charniid and Charniodiscus, which had specimens in all size classes,
or Primocandelabrum which occupied the first two size classes. While small Bradgatia are
present, most were in the second size class. This size-based grouping was not problematic
since the parameter differentiations were only dependent on either body mass or feeding
strategy, so that a suspension feeding charniid would have the same parameters as a
suspension feeding Fractofusus of the same mass.
6.2.1.1 Biomass Calculations
Biomass is a crucial input into the food webs (§6.1.1), so estimating the standing biomass
for Mistaken Point ecosystems is required.
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Mean annual macro faunal biomass was estimated from the areal coverage found by
Clapham et al. (2003), which is summarised in the first column of Table 6.8. To calculate
the amount of biomass Bs for each size class s, the following equation was used:
Bs = As ∗ T f ∗ Vs ∗ ρ (6.1)
Areal Coverage As was found by Clapham et al. (2003) to range between 1.23% to 10.7% at
Mistaken Point, with a mean of 6.18%. This mean value was used in the size model as the
default value. The proportion of total biomass that belongs to that size class, the tiering
factor T f , used values from Clapham and Narbonne (2002) with 90% in the smallest size
class, 9% in the middle size class and 1% in the largest size class. The area to volume
conversion factor Vs assumes the fossils are approximately ellipsoids, and was taken as
4r
3
where r is half the fossil width.
The species body density ρ is taken to be constant for all species at 1028 g/m3, which
is the density of sea water at 2km (Munk 2003), the estimated depth of Mistaken Point
(Wood et al. 2003). This density is below the ocean pycnocline, which is currently at
1000m, above which the density decreases to 1.025 kg/m2. I assumed that the density
of the Ediacaran species is approximately the same as the surrounding water for three
reasons. First, the mean density of aquatic animals is approximately equal to sea water
(including swim bladders or air in mammal lungs) (Davenport 1999). Secondly, if they
had been significantly heavier than water, the fronds would not have been vertical, but
lain directly on the sea floor, leaving traces. Thirdly, if they had been significantly lighter
than the water then the non-anchored species like Fractofusus would have been pelagic,
not benthic. Pelagic Fractofusus is unlikely, given the high levels of preservation compared
to the ends of fronds which were epifaunal, so attached and vertical in the water column
(Gehling and Narbonne 2007).
6.2.1.2 Death Rate Calculations
Death rates are key to energy flow within food webs, because the life span of a species
affects the amount of energy it needs to consume in order to maintain its population.
While it is impossible to knowwhat the Ediacaranmacro faunal death rates were actually,
it is possible to calculate viable mortality rates from metabolic rates (McCoy and Gillooly
2008).
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The metabolic rate can be approximated using only body size and surrounding tempera-
ture (Brown et al. 2004):
SMR = boM
− 14 e−
E
kt (6.2)
where SMR is the specific metabolic rate in Watts per kilogram, M is mass in kilograms,
and e−
E
kt is the Boltzmann factor where E is activation energy in electronvolts, t is abso-
lute temperature in Kelvin, and k is the Boltzmann constant in electronvolts per kelvin.
Mortality rates can be derived from this formula giving:
ln(y) = −
1
4
ln(x) + 1 (6.3)
where y is the temperature corrected mortality rate per year, and x is the body mass in
grams.
Equation 6.3 has been shown to give accurate results for invertebrates and fish, within
a 95% confidence interval (McCoy and Gillooly 2008). The kingdom that the Ediacaran
macrofauna belong to is a source of active debate (Xiao and Laflamme 2009), and the
rangeomorphs of Mistaken Point are likely to belong to their own, now extinct kingdom,
the Vendobiota (Erwin et al. 2011). Most possible phylogenetic trees put this kingdom
at or near the base of the tree of life, making the Avalonian macrofauna low down in
metazoan grade complexity. Assuming that the metabolic rates of Ediacaran macrofauna
were similar to low grade animals such as sponges and jellyfish, it is reasonable to use
the theoretical values given by Equation 6.3 because this equation has been found to be
followed by invertebrates.
For each of the three size classes, the mean body mass estimates (§6.2.1.1) are used to
calculate themortality rate, and are given as 0.379 deaths per year for the largest size class,
0.536 deaths per year for the middle size class and 1.026 deaths per year for the smallest
size class.
6.2.1.3 Feeding Efficiencies
Feeding efficiencies depend on the feeding strategy. Both assimilation ea and production
efficiencies ep were treated in a similar way in this model: values for modern osmotrophs
and suspension feeders were used. Osmotrophs were assumed to have the same effi-
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ciencies as fungi using values from Hunt et al. (1987) and suspension feeders the same
efficiency as sponges (Koopmans et al. 2010). For osmotrophs ea = 1 and ep = 0.3, and for
suspension feeders ea = 0.9 and ep = 0.1.
For the efficiencies of a combined feeding strategy theproportional averagewasused in the
Feeding Preference Matrix. For example, for a 20% osmotroph ea = 0.2 ∗ 1+ 0.8 ∗ 0.9 = 0.92
and ep = 0.2 ∗ 0.3+ 0.8 ∗ 0.11 = 0.148. Note that the final feeding rate is biomass dependent,
so the values of the Feeding Preference Matrix provide a weighting and not an absolute
proportion.
6.2.1.4 Feeding Preferences
The feeding preference matrix requires weighting to be given to each prey species to
account for the consumer’s preference of one prey source over another. This feeding
preference matrix is then used to calculate the feeding rate, which depends on species
biomass (as fullydescribed inChapter 5). Ediacaranosmotrophsonly consumedDOC, and
suspension feeders consumed the pelagicmicrobes - Autotrophic Plankton, Heterotrophic
Plankton and Amoebae, with each pelagic microbe given equal weighting within the
feeding preference matrix.
For combination feeding the values for the feeding preference matrix were split between
DOC and the pelagic microbes in proportion to the feeding strategy. For each species, the
total feedingpreferences summed to 100, so if the smallest size-classwas 20%osmotrophic,
DOC → Small Ediacaran = 20, with the other 80 feeding preferences split evenly among
the pelagic microbes: Autotrophic Plankton → Small Ediacaran = 26 2
3
, Heterotrophic
Plankton→ Small Ediacaran = 26 2
3
and Amoebae→ Small Ediacaran = 26 2
3
.
6.2.1.5 Default Parameter Matrices
The default trait matrix for this model is given in Table 6.3 (with 20% osmotrophy for each
Ediacaran species as the example), and the feeding preference matrix as in Table 6.4.
6.2.2 Methods
The stability for the food webs, where a) all the Ediacaran groups were osmotrophic, and
b) all the Ediacaran groups were suspension feeding was found. Sensitivity analysis on
these two food webs was then performed in order to investigate how the biomass (and
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Species Death rate Assimilation Production Mean annual
i di (yr
−1) Efficiency ea
i
Efficiency e
p
i
Biomass Bi (g/m
2yr−1)
Large Ediacaran 0.379 0.92 0.148 8.60
Medium Ediacaran 0.536 0.92 0.148 77.4
Small Ediacaran 1.026 0.92 0.148 774.05
Amoebae 6.00 0.95 0.400 1.5
Heterotrophic Plankton 1.20 1.00 0.40 11
Autotrophic Plankton 1.20 1.00 0.30 21
Microbial Mat 1.2 1.00 1.00 600
DOC 0.00 1.00 1.00 2.4
Table 6.3: Example trait matrix for 20% osmotrophy for the three Ediacaran size classes.
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Large Ediacaran 0 0 0 0 0 0 0 0
Medium Ediacaran 0 0 0 0 0 0 0 0
Small Ediacaran 0 0 0 0 0 0 0 0
Amoebae 26.67 26.67 26.67 0 0 0 0 0
Heterotrophic Plankton 26.67 26.67 26.67 33.3 0 0 0 0
Autotrophic Plankton 26.67 26.67 26.67 33.3 50 0 0 0
Microbial Mat 0 0 0 0 0 0 0 0
DOC 20 20 20 0 33.3 50 0 0
Table 6.4: Example feeding matrix for 20% osmotrophy. The predator species are given in the columns, and
the prey species on the rows, so that a non-zero entry in a row indicates that the column species eat that row
species.
death rates) of each species affect the food web stability. One order of magnitude was
used because the range of parameters used to calculate the biomass was of this order. This
sensitivity analysis was done by changing the biomass of each species by one order of
magnitude in each direction, and calculating the stability for each combination. The death
rate was then changed for each species by one order of magnitude in each direction, and
the stability calculated.
A feeding strategy involving a combination of osmotrophy and suspension feeding was
then investigated. The stability for food webs with between 0% and 100% osmotrophy
was found, with the percentage of osmotrophy varying from 0% to 100% in 1% increments.
This combination model was used to investigate further the parameters used to calculate
biomass and death rate.
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6.2.2.1 Loop Weights
Chapter 5 showed how feedback loops within ecological networks are key to network
stability. In order to investigate how the network structure contributed to the different
outcomes of different feeding combinations, the maximum three species feedback loops
(MLW3) were found for each feeding combination.
6.2.2.2 Biomass Sensitivity analysis
Stability analysis was performed to verify the Ediacaran parameters that were calculated:
the death rates and the biomass. Sensitivity analysis of the biomass considered plausible
ranges for each of the four parameters in Equation 6.1.
Areal coverage was further investigated by adding an extra 4% to each Ediacaran species
group in turn. This extra 4% was added because the areal coverage data from Clapham
et al. (2003) did not include species that constituted less than 1% of the species present.
The maximum volume:area ratio of any species was 4.19, so that the maximum possible
biomass missing was estimated as V ∗ 1% = 4.19%. The mean stability difference was
found for all suspension feeding and osmotrophy combinations.
The areal coverage parameter was investigated by varying As between 0% and 100% and
the critical percentage where all feeding scenarios were possible was found. The smallest
proportions (to the nearest half percent) were 0.5%, and the largest 100%. Note that strictly
speaking A could vary above 100% if all substrate was taken up by erect species, which
then significantly overlapped when felled. This scenario was not considered since no
bedding plane has been found with 100% fossil coverage, although disc horizons have
been found with thousands of discs per metre (Gehling et al. 2000).
I have assumed a fixed density for the biota, but this assumption does not hold true for
non-Avalonian species: species from the Nama assemblage were considered to be “bag
like”, consisting of a membrane filled with water or sand (Grazhdankin and Seilacher
2005). In order to investigate the possibility that biota were partially infilled, the biota
density ρ was varied between 1% and 100%, to represent the biota volume that is filled
with an inert material. The effect on biomass, and therefore stability, is identical to varying
As between 1% and 100% so the same analysis was used. The critical percentage where all
feeding scenarios were possible was found.
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The distribution of biomass among the three size classes was determined by the tiering
factor T f . In order to investigate the effect of different biomass structures on the food
webs, five different tiering scenarios were considered for three size classes: Strong top
heavy tiering T f = 0.95, 0.04, 0.01, top heavy tiering T f = 0.75, 0.20, 0.05, uniform tiering
T f = 0.33, 0.33, 0.33, bottom heavy tiering T f = 0.05, 0.20, 0.75, heavy bottom heavy tiering
T f = 0.01, 0.04, 0.95. The stabilities for all feeding combinations were found using each of
these tiering scenarios in turn. The different tiering scenarios may correspond to different
stages in an ecological succession, whereby the first stage is described by a strong bottom
heavy tiering, the middle successions are closer to equal tiering while the final stages are
best described by top heavy tiering.
The area to volume ratio was investigated by changing it by one order of magnitude in
each direction, and then calculating the stability for all feeding combinations. One order
of magnitude was used because it is unlikely that the area to volume ratio was greater (or
smaller) by more than this amount because such differences would mean that the relief of
fossils on the bedding planes varied significantly from the approximate 1cm seen.
In order to check the effect of plausible variations of the planktonic biomasses, all the
planktonic biomasseswere increasedbyoneorder ofmagnitude for the suspension feeding
web. Ediacaran DOC could have been two or three orders of magnitude higher than
currentvalues, so the suspension feeding foodweb stabilitywas foundusingDOCbiomass
at 240g/m2 and 2400 g/m2.
6.2.2.3 Death rate sensitivity analysis
I assumed that Ediacaran macrofauna had similar metabolic rates to those predicted by
the theoretical model. In order to investigate this assumption mortality rates using the
empirically derived equations for Birds, Fish, Mammals and Invertebrates were found (as
given in Table 6.5), and then used to calculate food web stability for the feeding strategy
range from osmotrophy to suspension feeding.
6.2.3 Results
When all the three Ediacaran size classes were osmotrophically feeding, the amount of
intraspecific competition required for the food web to be stable was relatively small,
(s = 0.1217). When the three size classes were suspension feeding the food web was
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Species Gradient m Intercept c
Theoretical -0.25 1
Birds -0.2 -2.37
Fish -0.27 1.17
Invertebrates -0.26 0.91
Mammals -0.24 -1.3
Table 6.5: Parameters changes for Equation 6.3 for different metazoan classes: ln(y) = −m ln(x)+ cwhere y is
the temperature corrected mortality rate per year, x is the body mass,m is the gradient and c is the intercept
(McCoy and Gillooly 2008).
highly unstable s = 1.6447, to the extent that for all size classes purely suspension feeding
is not feasible.
The biomass sensitivity analysis for the osmotrophic food web revealed that changes
in Amoebae biomass had the largest effect on ecosystem stability (Figure 6.3), with an
increase of Amoebae biomass increasing the stability measure to food web stability to
0.3129. The most stabilising change was when there was a decrease of Heterotrophic
Plankton biomass which decreased the stability measure to 0.0138, and thus increasing
food web stability.
Figure 6.3: Biomass sensitivity analysis for osmotrophic species. The default stability is marked in vertical
black lines. One order of magnitude decrease of biomass is on the left in blue, and one order of magnitude
increase of biomass is given on the right in red. The species undergoing the biomass sensitivity analysis are
given on the left.
Biomass sensitivity analysis of the suspension feeding food web (Figure 6.4) also showed
that Amoebae biomass changes had a strong effect on foodweb stability, with a decrease in
biomass corresponding to an increase in stability (decrease in the stability measure 0.9175)
and an increase in biomass decreasing stability (increasing the stability measure 2). A
decrease of both Amoebae and small Ediacaran biomass leads to suspension feeding as
a feasible feeding strategy. An increase in Heterotrophic Plankton biomass also leads to
feasible suspension feeding,while a decrease ofHeterotrophic Plankton biomass decreases
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food web stability. Increases in the biomass of DOC and Autotrophic Plankton also
increased food web stability, but not enough to make suspension feeding feasible. The
microbial mat biomass has the least effect on food web stability.
Figure 6.4: Biomass sensitivity analysis for suspension feeding species.The default stability is marked in
vertical black lines. One order of magnitude decrease of biomass is on the left in blue, and one order of
magnitude increase of biomass is on the right in red. The species undergoing the biomass sensitivity analysis
are given on the left.
The death rate sensitivity analysis is given in Appendix E.
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Figure 6.5: The food web stability measure for varying proportions of osmotrophy. A stability measure
greater than one corresponds to an infeasible food web.
When a combination of osmotrophic and suspension feeding strategies were employed
by the Ediacaran size classes, high levels of suspension feeding were not possible (s > 1
for > 70% suspension feeding), while high levels of osmotrophy were very stable (s < 0.15
for s > 94% osmotrophic) (Figure E.4). As osmotrophy increased the stability measure
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decreased (food web stability increased), to a minimum at 96%. Between 96% and 100%,
the stability measure is approximately constant at 0.12.
6.2.4 Feedback Loops
Feedback loops can be used to understand themain patterns of the death rate and biomass
effects on the suspension feeding foodwebs. The strongest three-species feedbackhas been
linked to stability (Chapter 5), which provides insight into how different species and their
interactions affect stability. When the Ediacaran size classes are feeding osmotrophically,
only two species loops are added into the trophic structure, over the microbial food web.
In contrast, suspension feeding adds three species loops to the trophic structure, and these
three species loop can indicate stability. The top-bottom ratio of the species in these three
species loop is crucial to determining the strength of the feedback loop, and therefore
stability (Neutel et al. 2007).
In the Ediacaran food webs, the species in the key loop depends on the amount of sus-
pension feeding in the system (Figure 6.6). At high levels of suspension feeding, the
strongest three species feedback is a macrofaunal one, consisting of Autotrophic Plankton
- Amoebae - Small Ediacaran. When osmotrophy dominates, the strongest feedback is a
microbial loop, (Autotrophic Plankton - Amoebae - Heterotrophic Plankton). These three
species feedback loops are positive, therefore when something changes one of the species
in the loop, the feedback reenforces the change, pushing the system further away from
equilibrium. The stronger the feedback, the more destabilising it is, thus the more limit-
ing it is to stability. As the amount of suspension feeding increases, the strength of the
Figure 6.6: Foodweb showing the strength of trophic interactions when all Ediacaran species are suspension
feeding. Detritus flows are given in grey. The width of the line indicates the strength of the interaction. The
macrofaunal feedback loops are shown in blue, the microbial loop in red.
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Species Parameter Direction Maximum s
All size classes Biomass Decrease 0.2220
All size classes Death Rate Decrease 0.2554
All size classes Biomass 42% N/A
Small Ediacaran Biomass Decrease 0.3166
Strong Top Tiering Factor NA 0.7632
Weak Top Tiering Factor NA 0.837
Small Ediacaran Death Rate Decrease 0.3273
Birds Metabolic Rate NA 0.1555
Mammals Metabolic Rate NA 0.2675
Amoebae Death Rate Decrease 0.7437
Amoebae Biomass Decrease 0.9175
Heterotrophic Plankton Biomass Increase 0.0482
All Plankton Biomass Increase 0.2657
All Plankton Death Rate Increase 0.2554
DOC Biomass Increase x100 0.3559
Table 6.6: Sensitivity analyses which resulted in all feeding strategies being stable. Direction indicates the
direction of the one order of magnitude change. Details of the maximum stability measure for less than
100% suspension feeding are given in Appendix E.2.
macrofaunal loops increase, to the point where the loops are so strong and destabilising
that the food web is infeasible. At high levels of osmotrophy the macrofaunal loops are
sufficiently weak so that the strongest loop is the microbial one. The maximum strength
of the microbial loop, at high levels of osmotrophy, is still much weaker than the maxi-
mum strength of the macrofaunal loops that occur at high suspension feeding levels. The
relative weakness of the microbial loop means that while it is still destabilising, unlike
the macrofaunal loops, it does not push the stability measure over the level of feasibility.
The cause of the low loop strength in the microbial loop is the low predator–prey biomass
ratio (Neutel et al. 2007). If the key feedback in a food web has a low predator–prey ratio
(where the predator biomass is much less than the prey biomass), then the food web is
more stable, which is the case if all species were osmotrophic. In contrast, the macrofaunal
loops have high predator – prey ratios, which correspond to less stable food webs.
6.2.5 Stability Analysis
The full details of the stability results are given in Appendix E.2. There were 14 different
parameter changes which resulted in food webs that were stable for all feeding strategies
(Table 6.6).
The critical variables for the model can be grouped into four different categories. First, if
the Ediacaran biomass decreased, then the amount of energy needed to sustain them also
decreased. This effect could be seen in four ways:
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1. If the biomass of all Ediacaran macro species was reduced by 42%, then suspension
feeding was always possible.
2. If the biomasses for all Ediacaran size classeswas reducedbyone order ofmagnitude.
3. If the biomass for the small Ediacaran size class was reduced by one order of mag-
nitude.
4. If the biomass proportions across the three size classes were changed so that the
smallest Ediacaran size class had the least biomass, and the largest size class had the
most biomass.
Biomass variations could correspond to variations in the areal coverage. If the areal
coverage of the fossils on the bedding planes were reduced by 41% from 8.2% to 4.8% then
suspension feeding was possible, while a reduction of 58% to 2.8% corresponds to likely
food web stability. Six out of the seven bedding planes had much higher areal coverage
than these (As > 6.3%).The other way the Ediacaran species biomass could be reduced by
42% was if their body density was reduced by this amount. If their body density was less
than 41% then suspension feeding is plausible. Their body density could be reduced if the
species contained a non-biological material such as sediment, or sea water. Incorporating
either of these into the internal structure of the branchingunitswoulddecrease the biomass
of the organism. The species density, whenmeasured by the volume tomass ratio, instead
of biomass, would be unchanged by the incorporation of seawater, while the incorporation
of sediment would increase this density. Erniettomorphs, from the Nama assemblage,
were preserved filled with sediment (Dzik 1999), but unlike Mistaken Point species they
were infaunal (Grazhdankin and Seilacher 2002). It is unlikely that erect species, such
as fronds, were mainly full of sediment (although it is plausible for the holdfast disc)
as it would make them too heavy to remain upright. Non-frondose rangeomorphs are
also unlikely to have incorporated sediment into their structure. Narbonne (2004) found
thin ridges emanating from the central stalk of small rangeomorph specimens, extending
along the tops of primary branches, and suggested (Narbonne et al. 2009) that these
were fluid filled tubes allowing the transfer of food around the organism. There is also
no evidence that rangeomorphs, unlike the Erniettomorphs, had distal openings which
could let in sea water (or sediment). Therefore, any volume that they took up would have
to be manufactured by them, thus contributing to their biomass and leaving their density
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unchanged. I conclude that the Ediacaran biomasses are unlikely to have been different
to my estimation by more than 42%.
Calculated Ediacaran species biomasses could decrease by an order of magnitude if the
area to volume ratio decreased. This level of decrease is unlikely, because the ratio used
was proportional to the thickness of specimens. The thickness of the specimens was taken
to be of the order of 1cm: the order of magnitude of the positive relief of the fossil. It is
unlikely that the width of the specimens would be an order of magnitude smaller (1mm)
when the depth of the relief of the fossils is of the order of 1cm. This size magnitude is
also consistent with three dimensional fronds found at Spaniards Bay (Narbonne et al.
2009) and previous width estimates (Narbonne 2004; Laflamme et al. 2009). This argument
holds true when just applied to the small Ediacaran size class, because the depth of the
relief for these fossils was of the order of 1cm.
The reduction in biomass of the small Ediacaran size class affects the ecosystem stability
because it constitutes the key feedback loop (Ediacaran-small – Amoebae – Heterotrophic
Plankton) at low osmotrophy levels. Therefore, a reduction of Ediacaran-small reduces
the weight of this key loop, stabilising the system. The other two size classes (medium and
large Ediacaran) do not form key feedback loops, so do not significantly affect stability.
If, however, the split of Ediacaran biomass among the three size classes changes so that
most biomass is in the largest Ediacaran size class, and the least biomass is in the smallest
Ediacaran size class, then suspension feeding is also plausible. If the death rates for all
three size classes were the same, then changing the tiering proportions would just change
the key loop, so that the largest size class, not the small size class, formed the key loop for
suspension feeding. The death rates differ because of the size, so the death rates for the
largest size class are much lower than the death rates for the smallest size class. This lower
death rate means that even when the biomass for the large Ediacaran size class is high,
the biomass turnover is still low (approximately a third of the smallest size class with the
same biomass) being small enough that there is sufficient plankton in the water column
to sustain all size classes’ suspension feeding.
Secondly, suspension feeding could be feasible if the energy requirements of the Ediacaran
species decrease through a decrease in death rates. This effect is reflected either if the
metabolic rates of birds and mammals were used instead of the theoretical one, if the
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death rates for the small Ediacaran size class were decreased by one order of magnitude
or if all the Ediacaran size class death rates decreased by one order of magnitude. One
reason birds and mammals have a high metabolism is because they are endothermic.
Endothermy is thought to have evolved at least 200 Ma after the Ediacaran macrofauna
had died out (Ko¨hler et al. 2012), so it is highly improbable that the oldest complex
macroscopic organisms evolved to this level of complexity, especially since there was little
advantage in doing so – they were deep sea dwellers, which meant that there was little
variation in the external water temperature.
Thirdly, if the planktonic biomass increases then there is enough energy in the system
to sustain the Ediacaran macro species. This biomass increase can be seen if the energy
requirements of Amoebae decrease, through either a decrease in biomass or death rates, or
if Heterotrophic Plankton increase in biomass. If the energy requirements of the Amoebae
decrease, then the species that they prey on (Heterotrophic Plankton and Autotrophic
Plankton) experience a relief from Amoebae predation, leaving more biomass available
for the Ediacaran macro fauna. The strength of the Amoebae – Heterotrophic Plankton
interaction decreases with a decrease in Amoebae biomass (or death rates) leading to a
weaker key feedback loop, thus stabilising the food web. Increasing the Heterotrophic
Plankton biomass increases food web stability in a similar fashion because there is a
greater biomass of plankton for the Ediacaran macro species to feed on. Increasing all the
planktonic biomass by one order of magnitude stabilised the suspension feeding web by
decreasing the predator–prey biomass ratio, thus decreasing the strength of the feedback
loop and increasing the food web stability.
Fourthly, changing the biomass proportions so that the largest Ediacaran size class had
the most biomass resulted in stable suspension feeding, because the larger size class had
a lower death rate. Thus the strength of the interaction between the large size class
and the Heterotrophic Plankton and Amoebae was reduced, reducing the strength of the
destabilising feedback loop, thus stabilising the food web.
6.3 Mistaken Point Food Webs
In the previous section, a size-based model was used to create food webs for ecosystems
like those seen at Mistaken Point (§6.2). In this section the methods used to calculate
Ediacaran macrofaunal death rates and biomasses for size-based food webs were used to
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build food webs for each of the seven most fossiliferous bedding planes from Mistaken
Point (Clapham et al. 2003), described in Chapter 2. By modelling the food webs of these
seven bedding planes, the feeding strategies for the individual species of Mistaken Point
were investigated. The first step was to calculate the life history traits for each species,
required as inputs to the model. The second step was to calculate food web stability for
every possible feeding strategy combination for each food web. Finally, the feasibility of
the different feeding strategies was then assessed by considering which species feeding
strategies only resulted in unstable food webs.
6.3.1 Species Present at Mistaken Point
For this work, I assumed that the seven bedding planes constitute an in-situ census of
the populations present (see Chapter 2 for a discussion of this assumption). Clapham
et al. (2003) found species richness to vary between 3 to 12 taxa for these bedding planes;
however, it was not appropriate to model every species from Clapham et al. because the
taxonomic affinities have been further resolved since then. The food webs modelled here
contained fewer species.
Species that constituted under 1% of bedding plane’s areal coverage were not included
because they would have a relatively small biomass in the ecosystem, so would not
contribute significantly to food web stability. Clapham et al. identified two different
charniid species, “Charnia A” and “Charnia B”, which are assimilated into one group here
– Charniid. Clapham et al. also identified “Ostrich Feathers” as a species, which have
since been identified as Charniodiscus procerus (Laflamme et al. 2004), so these two species
groups are also assimilated. Hiemalora and Feather Dusters were combined to form species
Primocandelabrum, in line with previous chapters (Hofmann et al. 2008). Finally, work in
previous chapters has supported Liu et al.’s (2011) hypothesis that Ivesheadiawere not the
preserved remains of species thatwere living at the time of burial, but instead the decaying
remains of other species (§4.3.3). Since the food webs modelled in this chapter consider
the energy flow of living species, Ivesheadia are not included in this model. Lobate Discs
were also excluded from the analysis because if they are not taphomorphs (as shown in
§4.3.2.2), they are likely to be microbial colonies, not Ediacaran macrofauna (Laflamme
et al. 2011).
Once this regrouping had been carried out, the number of species on these bedding planes
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Species
Pigeon Cove (PC) 2 charniid Thectardis
Bristy Cove (BC) 3 Bradgatia charniid Fractofusus
Lower Mistaken Point (LMP) 5 charniid Charniodiscus Frondophyllas Primocandelabrum Thectardis
DMistaken Point (D) 4 Bradgatia charniid Fractofusus Pectinifrons
E Mistaken Point (E) 6 Bradgatia charniid Charniodiscus Fractofusus Primocandelabrum Thectardis
GMistaken Point (G) 4 Bradgatia charniid Charniodiscus Primocandelabrum
Shingle Head (SH) 3 Bradgatia charniid Pectinifrons
Table 6.7: Species on each Mistaken Point bedding plane considered by this analysis. Abbreviations of the
different bedding planes are given in parenthesis.
ranged from two on Pigeon Cove to six onMistaken Point ‘E’ surface, with a total number
of eight species found across all seven bedding planes (Table 6.7).
6.3.2 Model Parameterisation
The principles behind the model parameterisation were the same as for the size based
model (§6.2). However, the parameters were different (except the species density ρ),
because they were adapted to each particular species. A summary of all parameters used
is given in the Appendix (Table E).
Death rates were calculated using Equation 6.3 in the same way as the size based model,
with the individual species’ maximum biomass used to calculate the death rates, instead
of the maximum size class biomass.
An adapted Equation 6.1 was used to calculate the biomass B
j
i
for each species i, on each
bedding plane j:
B
j
i
= A j ∗ Pi ∗ Vi ∗ ρ (6.4)
where A j is the areal coverage of the fossils on each bedding plane, Pi is the proportion of
species i on the bedding plane as found by Clapham et al. (2003), Vi is the area to volume
conversion rate, and ρ is the density of the species. The tiering factor of equation 6.1 was
replaced by the proportion of total areal coverage Pi that each species takes up on the
bedding plane. Instead of using the same areal coverage for all bedding planes, the areal
coverage for each bedding plane was used. Instead of a general area to volume ratio, a
species specific one was used. ρ remained unchanged at 1028 g/m3.
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Bedding Plane A (m2) Species i Species Proportion Area Proportion Vi Biomass Bi (g/year/m
2 )
Bristy Cove 0.0572 Bradgatia 0.0612 0.0035 4.19 15.82
Bristy Cove 0.0572 charniid 0.3364 0.0192 2.67 55.42
Bristy Cove 0.0572 Fractofusus 0.6208 0.0355 2.67 102.27
Lower Mistaken Point 0.0720 charniid 0.7528 0.0542 2.67 156.10
Lower Mistaken Point 0.0720 Charniodiscus 0.1056 0.0076 2.80 22.99
Lower Mistaken Point 0.0720 Primocandelabrum 0.0250 0.0018 1.57 3.05
Lower Mistaken Point 0.0720 Thectardis 0.0220 0.0016 1.24 2.12
Lower Mistaken Point 0.0720 Frondophyllas 0.1222 0.0088 1.57 14.92
Mistaken Point D 0.1070 Bradgatia 0.1470 0.0157 4.19 71.11
Mistaken Point D 0.1070 charniid 0.0086 0.0009 2.67 2.66
Mistaken Point D 0.1070 Fractofusus 0.6513 0.0697 2.67 200.70
Mistaken Point D 0.1070 Pectinifrons 0.2017 0.0216 1.00 23.31
Mistaken Point E 0.0854 Bradgatia 0.0806 0.0069 4.19 31.14
Mistaken Point E 0.0854 charniid 0.0323 0.0028 2.67 7.93
Mistaken Point E 0.0854 Charniodiscus 0.1056 0.0090 2.80 27.27
Mistaken Point E 0.0854 Primocandelabrum 0.0524 0.0045 1.57 7.59
Mistaken Point E 0.0854 Fractofusus 0.4597 0.0393 2.67 113.06
Mistaken Point E 0.0854 Lobate Disc 0.2258 0.0193 2.67 55.54
Mistaken Point E 0.0854 Thectardis 0.0436 0.0037 2.11 8.50
Mistaken Point G 0.0720 Bradgatia 0.5417 0.0390 4.19 176.34
Mistaken Point G 0.0720 charniid 0.1250 0.0090 2.67 25.92
Mistaken Point G 0.0720 Charniodiscus 0.3333 0.0240 2.80 72.57
Mistaken Point G 0.0420 Primocandelabrum 0.0417 0.0018 1.57 2.97
Pigeon Cove 0.0268 charniid 0.6667 0.0179 2.67 51.46
Pigeon Cove 0.0268 Thectardis 0.3333 0.0089 1.24 11.98
Shingle Head 0.0123 Bradgatia 0.0385 0.0005 4.19 2.14
Shingle Head 0.0123 charniid 0.0769 0.0009 2.67 2.72
Shingle Head 0.0123 Pectinifrons 0.8846 0.0106 1.00 11.46
Table 6.8: Biomass calculations for different species on the different beddingplanes. A is the total surface area
of the bedding plane taken up by specimens (Clapham et al. 2003). Species proportions are the proportion
of A that are taken up by the particular species. Area proportion is the proportion of the bedding plane
taken up by that species. V is the area to volume conversation ratio and Biomass is the mean biomass in
grams per square metre.
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Thectardis 0 0 0 0 0 0 0
charniid 0 0 0 0 0 0 0
Amoebae 33.33 0 0 0 0 0 0
Heterotrophic Plankton 33.33 0 33.33 0 0 0 0
Autotrophic Plankton 33.33 0 33.33 50 0 0 0
Microbial Mat 0 0 0 0 0 0 0
DOC 0 100 33.33 50 0 0 0
Table 6.10: Example feeding matrix for Pigeon Cove, with Thectardis suspension feeding, charniid os-
motrophic. The Ediacaranmacro species values are taken fromTable 6.8 and the planktonic values are taken
from §6.1
6.3.2.1 Example Bedding Plane
An example feeding matrix is given in Table 6.10 for Pigeon Cove, with Thectardis suspen-
sion feeding, and charniid osmotrophic.
Species Death rate Assimilation Production Mean annual
i di (yr
−1) Efficiency ea
i
Efficiency e
p
i
Biomass Bi (g/m
2yr−1)
Thectardis 0.8456 0.9 0.11 246
charniid 0.7847 1 0.3 119
Amoebae 6 0.95 0.4 1.5
Heterotrophic Plankton 1.2 1 0.4 11
Autotrophic Plankton 1.2 1 1 21
Microbial Mat 1.2 1 1 600
DOC 0 1 1 2.4
Table 6.9: Example Parameter Matrix for Pigeon Cove, with Thectardis suspension feeding, charniid os-
motrophic. ea
i
is assimilation efficiency, e
p
i
is production efficiency, Bi is biomass.
6.3.3 Methods
Once the species traits and biomass calculations for each bedding plane were made, the
food webs were then modelled with different feeding preferences for different species.
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The stability measure was used to quantify food web stability. In the size based model
there was only one question: what is the food web stability if all the Ediacaran species are
suspension feeders, or if they are all osmotrophs? In the size based model the only way
different size-classes would have different feeding strategies was if there were differences
in ontogeny. Ontogenetic differences were not considered, because there has not been
any evidence to suggest that a small rangeomorph would feed differently to a large
rangeomorph of the same species (although if the rangeomorphs reproduced sexually
using larvae, the larvae may have had different feeding strategy; however, that does not
affect the food webs modelled here). Because the feeding strategies for all size classes
were the same, there were only two food webs in question, which were then subject to
sensitivity analysis leading to the creation of many more.
For a species based model there are many more food webs than the size based model. For
each bedding plane every permutation of osmotroph and suspension feeder combination
was considered, so there were 2Number o f species food webs per bedding plane. For example,
for Pigeon Cove the two Ediacaran species are Thectardis and Charniid, so there are 22 = 4
networks that were considered and are given in Figure 6.7. Feeding strategies were ruled
(a) Thectardis and charniid Osmotrophs (b) charniid Osmotroph, Thectardis Suspension
Feeding
(c) Thectardis and charniid Suspension Feeding (d) Thectardis Osmotroph, charniid Suspension
Feeding
Figure 6.7: Four possible feeding combinations from Pigeon Cove. The black arrows represent effect of
source (prey) on consumer, and have an opposite effect (not shown) of consumer on source. The grey
arrows represent the contributions of each organism to the DOC pool.
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out as follows: First, all species were set to osmotrophs. Secondly, the feeding strategy
for each species in turn was changed to suspension feeding, and the stability recorded.
Finally, if for a given species feeding strategy there were no permutations of food webs
where s < 1, then that feeding strategy could be ruled out. A single food web with a
stability measure greater than one was not sufficient to rule out a feeding strategy. A
feeding strategy was only ruled out when there were no feasible food webs, given that
species feeding strategy. Note that the most stable configuration was not necessarily the
configuration that occurred during the Avalon period.
6.3.3.1 Sensitivity Analysis
The model parameterisations are fully explored by the sensitivity analysis done for the
size based model (§6.2.5). Instead of the model parameterisation, for each species that
only had infeasible (s > 1) food webs when suspension feeding on a given bedding plane,
a combination feeding model was found. The proportion of osmotrophy to suspension
feeding strategies was used to find the critical osmotrophy percentage for which all food
webs were feasible (s < 1).
6.3.4 Results
Therewere 132different foodwebs for the sevenbeddingplanes and feeding combinations.
Tables of stability results for each bedding plane are given in Appendix E. ‘E’ surface had
the most combinations of food webs at 64, and Pigeon Cove the least at 4. The feeding
strategy had a significant impact on food web stability, with a range from 0.1217 to 2
(the maximum possible stability measure). The stability of the food webs for the seven
Mistaken Point bedding planes, with all osmotrophy–suspension feeding permutations,
is given in Figure 6.8. Values over s = 1 correspond to infeasible ecosystems. For
each bedding plane there is a general trend of low osmotrophy levels corresponding
to higher stability measures than high osmotrophy levels. Pigeon Cove food webs (plus
sign) all have a similar, low stability. Bristy Cove food webs (open diamonds) have
stability measures that occur in approximate pairs of points, with Fractofusus and charniid
determining the position along the x-axis, and the pair corresponding to the change of
Bradgatia feedingpreferences. This patternmakes it clear thatBradgatia feedingpreferences
do not strongly influence food web stability in Bristy Cove. Shingle Head food webs
(closed squares) have two clusters of points, at low and high osmotrophy levels which
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Figure 6.8: Bedding planes at Mistaken Point for different species feeding permutations. Points that are
open square are from Mistaken Point D; closed square from Single Head; open diamond from Bristy Cove;
open triangle from Lower Mistaken Point; plus sign from Pigeon Cove; closed circle from Mistaken Point
E and dash points from Mistaken Point G. Each point represents a different food web that corresponds to
a different species feeding permutation. The stability measure is given on the y axis, with higher values
corresponding to lower stability. Food webs with a stability measure greater than one are not feasible.
correspond to the feeding preference of Pectinifrons.
The food webs resulting from feeding combinations on ‘E’ surface dominate the plot
(closed circles) because ‘E’ surface has the most species, and therefore the most food web
combinations. The stability measures of the ‘E’ surface food webs form four different
lines of points, all increasing in stability measure as osmotrophy decreases. There is a gap
between 41% and 63%with no data points. This gap divides the stability measure results,
with two lines of points at low osmotrophy levels and two lines of points at high osmotro-
phy levels. The points at low osmotrophy levels correspond to when Primocandelabrum is
suspension feeding, and high osmotrophic levels correspond to when Primocandelabrum
is osmotrophic. There are also two lines of points with stability measure greater than
one, and two lines of points with low stability measures. This alternation pattern occurs
when Fractofusus alternates feeding strategy, so that the two lines of points with stability
measure greater than one correspond to Fractofusus suspension feeding, and the two low
stability measure lines of points to Fractofusus osmotrophic.
‘D’ surface food webs (open squares) form a line of points decreasing from the maximum
stability (2) measure down to the lowest stability measure (0.1074) with increasing os-
motrophy. There is a split between high osmotrophy levels (over 64%) and low osmotro-
phy levels under (34%) which corresponds to the alternation of Fractofusus suspension
feeding versus osmotrophically feeding. Lower Mistaken Point food webs (open triangle)
have a similar pattern to ‘D’ surface food webs, with a decrease of stability measure from
low osmotrophy levels to high osmotrophy levels, and a split between the two feeding
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levels (under 29% and then over 71%) that corresponds to a change in charniid feeding
strategies. ‘G’ surface food webs (dash points) have two lines of points on the plot, each
line only decreasing a small amount across the different osmotrophy levels. The two lines
correspond to the alternation in feeding strategy of Primocandelabrum.
There were 59 food webs that were infeasible (s > 1), four on Bristy Cove, 15 on Lower
Mistaken Point, eight on Mistaken Point D and 32 on Mistaken Point E. All feeding
permutations were possible on Mistaken Point ‘G’ (smax = 0.9034), Pigeon Cove (smax =
0.6241) and Shingle Head (smax = 0.3795), so food webs from these bedding planes did not
contribute to eliminating species feeding strategies.
When Fractofusus was modelled as a suspension feeder, the resulting food webs were
always infeasible (s > 1) (on Bristy Cove, Mistaken Point D and E). Therefore, Fractofusus
could not have been a suspension feeder in these food webs. Fractofusus did have stable
combination feeding on both ‘D’ and ‘E’ surfaces. On ‘D’ surface, 63% osmotrophy
resulted in feasible food webs (s < 1), but required 81% osmotrophy to have a likely
stability measure (s < 0.8).
OnLowerMistakenPoint, charniid alsohadveryhigh stabilitymeasureswhen suspension
feeding (s > 0.98). While a stability measure of s = 0.98 is feasible, stability measures this
high are not seen in modern food webs, so this result suggests that charniid was not
suspension feeders. Food webs were likely (s < 0.80) when charniid was a 3% osmotroph.
On ‘D’ surface, suspension feeding Pectinifrons corresponded with relatively high stability
measures (0.76 > s > 0.50), but these stability measures were not high enough to definitely
rule out suspension feeding as a feeding strategy.
6.4 Discussion
The analysis carried out in §6.3 showed that, within the food webs modelled, suspension
feeding was destabilising for Ediacaran ecosystems, and infeasible for both Fractofusus
and Charniid. Mistaken Point communities were in deep water, well below the photic
zone, ruling out photosynthesis as a source of energy (Wood et al. 2003; Ichaso et al. 2007).
Chemotrophy has also been ruled out by sedimentological analysis which found that there
was insufficient sulphur present to sustain the macrofauna as chemotrophs (Canfield et al.
2007). The only remaining feeding strategies for Fractofusus and charniid are osmotrophy.
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The feeding strategies for each species included in my analyses is discussed below.
Foodwebs onboth ‘D’ and ‘E’ surface that includedFractofusus as a suspension feederwere
infeasible (s > 1). Furthermore, on ‘D’ surface only pure osmotrophy resulted in foodwebs
that were likely (s < 0.8) strongly suggesting that Fractofusus was purely osmotrophic.
Fractofusus was one of two species modelled by Laflamme et al. (2009) when considering
the feasibility of osmotrophy bymodelling surface area to volume ratios (SA/V). Laflamme
et al. compared Fractofusus SA/V with those of modern osmotrophic bacteria, such as
Thiomargarita. They found that twoorders of fractal branching inFractofususwere sufficient
to result in SA/V similar to Thiomargarita. While the analysis of Laflamme et al. was not
applied to other Mistaken Point species, other rangeomorphs that have similar fractal
branching frondlets, such as Bradgatia and Charniid, are likely to have a similar feeding
strategy. While Laflamme et al. showed the feasibility of osmotrophy, there was no
evidence against Fractofusus suspension feeding, while my work provides evidence that
for the food webs of Mistaken Point Fractofusus could not have been a suspension feeder.
Gehling and Narbonne (2007) found that Fractofusus did not have any evidence of body
openings that could be utilised in filter feeding, but stop short of suggesting osmotrophy
as the feeding mechanism.
On Lower Mistaken Point, charniid had very high stability measures when suspension
feeding (s > 0.98). While a stabilitymeasure of s = 0.98 is feasible, it is sufficiently high that
suspension feeding is practically infeasible, suggesting that charniid was not a suspension
feeder. Charniid has two orders of fractal branching units, similar to Fractofusus, so
the similar feeding strategy presented here is consistent with its morphology. Previous
work discussing Charnia feeding strategies suggested feeding from the water column,
either osmotrophically or suspension feeding, but did not distinguish between the two
(Laflamme et al. 2007).
Pectinifrons and Bradgatia have similar fractal branching frondlets to charniid and Fracto-
fusus (Flude and Narbonne 2008; Bamforth and Narbonne 2009) but, my analysis was
unable to determine a feeding strategy for either of them. Pectinifrons has a high range
of stability measure values on ‘D’ surface (0.51–0.77), as does Bradgatia on ‘E’ surface
(0.24–0.59), but this is not conclusive evidence, so other sources have to be considered.
Pectinifrons is randomly distributed on ‘D’ surface (§3.3) so it is not possible to deduce
anything further from my previous analysis. On the other hand, Bradgatia is segregated
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from charniid on ‘E’ surface (§4.2.3), suggesting that charniid competes with Bradgatia
over a resource, which could quite easily be their food source, suggesting Bradgatia is
an osmotroph. If Fractofusus, charniid and Bradgatia are all osmotrophic, it is reasonable
to infer that Pectinifrons, with the similar frondlets and high stability measures, is also
osmotrophic.
Frondophyllas is a rangeomorph with fractal branching frondlets, and has previously been
described as a higher tier suspension feeder or osmotroph (Bamforth andNarbonne 2009).
The stability measure ranges are much lower than the other rangeomorphs (0.17–0.38 on
Lower Mistaken Point), and Frondophyllas is not found in sufficient quantities on ‘D’
and ‘E’ surface in order to be analysed in Chapters 3 or 4. Food web stability analysis
on two of the five rangeomorphs (Fractofusus and Charniid), as presented here, found
them to be osmotrophic. Bradgatia and Pectinifrons are also likely to be osmotrophic: so
while suspension feeding is possible frommy analysis, it is unlikely that Frondophyllas fed
differently.
The feeding strategy for Charniodiscus could not be resolved by the analysis presented
here. All the food web stability measures were relatively low for suspension feeding.
The highest range of stability measures found was on Lower Mistaken Point, and these
measures were easily within modern ranges (0.27-0.36). Charniodiscus does not interact
directly with Fractofusus or charniid (§4.1.2), suggesting that it does not directly compete
for any resources with them. One possible resource is DOC, suggesting that Charniodis-
cus was a suspension feeder, not an osmotroph. Suspension feeding was thought to be
unlikely for rangeomorphs because no feeding apparatus has found on specimens where
the preservation details are submillimetre scale (Narbonne 2004). However, Charniodiscus
has not been found with this level of preservation. One Charniodiscus-like species from
the Burgess Shale (Thaumaptilon walcotti, 505 Ma) has been found with possible retracted
zooids (Conway Morris 1993), but there is no evidence of tentacles or other substruc-
tures. These points, combined with the model analysis from this chapter, suggest that
Charniodiscus was feasibly a suspension feeder.
The affinity of Primocandelabrum has not been established (Hofmann et al. 2008) because
preservation details of their branches are not sufficient to tell whether the branches are
Charniodiscus-like, Charniid-like or rangeomorph-like. The food web stability analysis
found that both osmotrophy and suspension feeding were possible strategies, with the
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highest stability measure range found on Lower Mistaken Point (0.20–0.30). The Bayesian
network on ‘E’ surface (§4.2.3), found that Primocandelabrum formed segregated clusters
from both Fractofusus and Charniodiscus, although they did not interact with each other.
This pattern of interactions suggests that there were two different resources that Primocan-
delabrum competed for. The very small scale aggregation seen between Primocandelabrum
and Fractofusus was difficult to model well, but was best modelled by a linked clus-
ter model, suggesting that Primocandelabrum preferentially clustered around Fractofusus,
while at large scales Primocandelabrumwas segregated from Fractofusus. This pattern sug-
gests that Fractofusus facilitated the survival of Primocandelabrum recruits, which would
be unlikely if both species had the same food source. The segregation at large spatial
scales could be for substrate space, with both species taking up large amounts of surface
area. The spatial distribution between Primocandelabrum and Charniodiscus shows them
both settling on similar areas (shared environmental heterogeneity), and then competing
with each other at larger spatial scales. This pattern implies that they have similar re-
source requirements, which when the organisms are young is not a problem; however, as
the organisms age they require more of this resource, and so compete. The two spatial
interactions of Primocandelabrumwith Fractofusus and Charniodiscus are consistent with the
hypothesis that Primocandelabrum was a suspension feeder, similar to Charniodiscus, and
was not osmotrophic.
The analysis of Thectardis spatial distributions on ‘E’ surface (§4.1.2) found that Thectardis
was independent of the other species on ‘E’ surface, and the only species not part of
the ecological network, implying a distinct ecology from the other species. One possible
explanation for this difference could be that Thectardis is an active suspension feeder.
Thectardis, unlike the other species at Mistaken Point, does not exhibit visible fractal
branching. The low surface area would have made passive feeding on either DOC or
plankton difficult, so it is likely that Thectardis had a different feeding mechanism to the
other species. Sperling et al. (2011) found that the length to width ratios of Thectardis
are similar to modern sponges, which actively pump water through their bodies to feed
on a mixture of DOC and plankton. The surface area of sponges is increased by small
openings, ostia, through which food particles are pumped, making feeding from the water
column possible. Sperling et al suggested that Thectardiswas a stem group sponge, which,
like the other species of Mistaken Point, fed on labile DOC. However, extant sponges feed
on a combination of DOC and plankton, which I have shown was possible for Thectardis;
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therefore, it is more likely that Thectardiswas a combination feeder, relying on both DOC
andplanktonic life. This combination style of feeding could explainwhy spongespersisted
into the Phanerozoic – as labile DOC decreased and planktonic life increased, Thectardis
could quickly adjust its food source.
6.4.1 Mistaken Point Food Webs
Food webs have not previously been constructed for Mistaken Point ecosystems, in part
because the feeding strategies of Mistaken Point macrofauna are not known. Using the
feeding strategies found and inferred from §6.3 food webs can be now constructed, and
the food web percentage osmotrophy, stability and strongest three species feedback loop
calculated for the seven bedding planes at Mistaken Point (Figure 6.9). There is no
stratigraphic trend of stability or percentage osmotrophy, therefore there is no trend with
palaeoenvironment or time (Wood et al. 2003).
Figure 6.9: The foodweb stabilities and percentage osmotrophy for themost likely species feeding strategies.
The bedding planes are given on the x-axis: SH: Shingle Head, G: Mistaken Point ‘G’ surface, D: Mistaken
Point ‘D’ surface, E: Mistaken Point ‘E’ surface, LMP: Lower Mistaken Point, BC: Bristy Cove, PC: Pigeon
Cove. Closed diamonds: Stability measure, Open squares: Percentage Osmotrophy.
Alternatively the bedding planes can be grouped into different successional stages. ‘SH’,
‘BC’ and ‘D’ surfaces representing the first stage in the ecological succession, ‘E’ and ‘G’
surfaces represented the middle stage of the succession, and ‘LMP’ representing the final
stage of the succession (Figure 6.10). The first successional stage (as represented by ‘BC’,
‘SH’ and ‘D’ surface) is the simplest food web, with low stability (0.12), 100% osmotrophy
for the macrofauna (Figure 6.10(a)). The second successional stage, represented by ‘E’ and
‘G’ surfaces has a higher stability (0.4875 mean) and lower osmotroph proportion (75%).
The final successional stage (represented by ‘LMP’) has a lower stability than the second
stage, but still higher than the first (0.3154).
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(a) ‘D’ surface food web. Stability measure s= 0.1214. 100% macrofaunal osmotrophy by biomass.
(b) ‘E’ surface food web. Stability measure s=0.4921. 86.77% macrofaunal osmotrophy by biomass.
(c) Lower Mistaken Point food web. Stability measures s = 0.3154. 84.0%macrofaunal osmotrophy by
biomass.
Figure 6.10: Food webs of the three successional stages showing the strength of trophic interactions for the
most likely species feeding strategies. Detritus flows are given in grey. The width of the line indicates the
strength of the interaction. ‘D’ surface is given in Figure 6.10(a), ‘E’ surface in Figure 6.10(b) and Lower
Mistaken Point in Figure 6.10(c).
‘PC’ is much older than the other bedding planes and is difficult to place within the
ecological succession because while it has low diversity which corresponds to the first
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stage, it also has a high evenness score, which corresponds to the middle stage (Clapham
et al. 2003). Subsequently, cluster analysis resulted in inconsistent results for PC (Clapham
2011). The food web stability for PC is 0.2578, which is between the stability for first stage
food webs (0.1217) and for middle stage food webs (0.4828 for ‘G’ surface and 0.4921 for
‘E’ surface).
The stabilities of the Mistaken Point food webs were correlated to the maximum three
species feedback loop (MLW3). For all seven bedding planes, the MLW3was Autotrophic
Plankton – Heterotrophic Plankton – Amoebae. This loop wasweakest, so least destabilis-
ing for the first stage food webs, then was very strong in the middle stage, so destabilising
and increased the stability measures, then decreased in strength for the final successional
stage, thus giving a more stable food web.
Mistaken Point food webs stabilities were a similar range to the soil succession webs (§5).
Lower Mistaken Point food web is very similar to those which represent the middle stage
(‘E’ and ‘G’ surfaces), as shown by similar number of trophic interactions and levels of
osmotrophy. One possible interpretation of these surfaces is that the differences between
Lower Mistaken Point and ‘E’ surface are not due to differences between successional
stages, but instead a differentmanifestation of the same successional stage, under different
environmental conditions. The main difference in species composition between ‘LMP’
with ‘G’ and ‘E’ surface is the presence of three large Frondophyllas, and a greater number
of charniid between 10cmand 20cm (ClaphamandNarbonne 2002). The two Frondophyllas
specimens are much larger than other fossils on ‘LMP’ (0.90m and 1.20m compared to a
mean of 0.10m), and there is a gap in the size distribution of ‘LMP’ fossils between them
and the other fossils. These results suggest that instead of settling at the same time
as the other ‘LMP’ organisms, instead they were survivors from a previous extinction
event. If Frondophyllas were survivors, they did not replace other species as part of
an ecological succession, suggesting that ‘LMP’ does not represent the final stage in an
ecological succession, but instead could be a different manifestation of the middle stage,
perhaps due to reduced resources, or different proportions of coloniser species.
6.4.2 Zooplankton
The stability of the Mistaken Point food webs depended on the key three species loop:
Autotrophic Plankton – Heterotrophic Plankton – Amoebae. When this key loop was
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stronger, it was more destabilising, and so the food web was less stable. The importance
of these three species loops persists for the food webs which result in stable suspension
feeding, for example when DOC or the planktonic biomasses are increased by one order
of magnitude. This patterningmeans that even if suspension feeding is feasible within the
model, suspension feeding is still very destabilising to the ecosystem. Suspension feeding
produces a more complicated food web, and creates more trophic levels within the food
web. In Phanerozoic food webs, an increased complexity is associated with increased
stability, not decreased stability. The increased stability that comes with complexity is
thought to be becauseweakly interacting species dampen strong, destabilising interactions
(as discussed in §5, see McCann (2000) for a review).
Both the pre-Ediacaran and Phanerozoic biospheres were stable, but for different reasons
(Butterfield 2007; Sperling et al. 2011). Pre-Ediacaran food webs were very simple, similar
to the food webs from §6.1 and consisted of (mainly) microscopic organisms, with little
diversity, few interactions and a relatively stable biosphere. The Phanerozoic also has a
stable biosphere, but the key difference is that the stability is much more dynamic than
the Pre-Ediacaran biosphere – the system can respond to perturbations. If a food web
can rapidly respond to changes, then any resulting instability is short lived, and unlikely
to crash the ecosystem. Neutel et al. (2007) showed that over a succession of soil food
webs (which increased in complexity) there was an alternating pattern of decreasing and
then increasing stability. Biomass built up at the top trophic level, increasing the strength
of the key loop, and decreasing stability. This biomass increase created a new resource
for predators to exploit, causing predation pressure on the loop species, decreasing the
strength of this key loop, thus stabilising the food web. If ‘D’, ‘E’ and ‘LMP’ surfaces are
interpreted as representations three stages in an ecological succession, then this pattern
also occurs: ‘D’ surface is most stable (s=0.1214), ‘E’ surface is then much less stable
(s=0.4921) while the final stage (‘LMP’) is more stable than ‘E’ surface (s=0.3154). In the
Phanerozoic high predator – prey biomass ratios are followed by the introduction of a
higher predator, which decreases the biomass ratio, stabilising the system, yet there is no
evidence of higher predators in Mistaken Point ecosystems. However, my analysis has
shown that suspension feeding within Mistaken Point food webs results in very strong,
destabilising feedback loops, so that the food webs do not have the capacity to allow
trophic structure to build up. Phanerozoic ecosystems are thought to be stabilised by
the presence of mesozooplankton (Butterfield 2007). The mesozooplankton mediate these
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strong destabilising feedbacks by creating new loops which counteract them. The zoo-
plankton loop could reduce the strength of the destabilising feedback loop (Autotrophic
Plankton –Amoebae – Small Ediacaran for suspension feeding foodwebs) by reducing the
biomass of the Amoebae, shifting the strongest three species loop to that of Zooplankton –
Amoebae – Small Ediacaran, with the Zooplankton forming an intermediate step between
the primary producers and the macroscopic suspension feeders. This intermediate step
meant the interaction of Small Ediacarans with the primary producers decreased, giving
them a respite from predation. Increasing primary producer biomass then increases the
stability of the system, by decreasing predator – prey ratios, returning the food web to the
previous stable state.
The importance of zooplankton to the Cambrian Explosion was first suggested by But-
terfield (1997). Zooplankton paved the way for larger metazoa by effectively packaging
phytoplankton into larger energy packets. This packaging made them a suitable food
source, allowing energy to be efficiently transferred up the food chain from the primary
producers, to a new trophic level of zooplankton predators and beyond. What is differ-
ent with the work done in this chapter is the understanding of why Ediacaran (Avalon)
ecosystems were not conducive to diversification, in spite of the large size and complexity
of the organisms present. Suspension feeder dominated ecosystems were highly unstable,
so any changes such as changes to biomass ratios resulted in collapse of the food web. Un-
like the Phanerozoic, the build up of biomass on higher trophic levels was not sustainable,
so higher predators could not be introduced into the ecosystems.
It is interesting to consider whether if zooplankton had been around in the Ediacaran the
Avalonian ecosystemswould have survived. The analysis in §6.3 shows that theAvalonian
ecosystems were dominated by osmotrophs. Zooplankton affect the cycling of DOC in
the ocean, decreasing the amount that filters through to the deep sea in two ways (Azam
et al. 1983; Pomeroy and Wiebe 1988): First, by the consumption of primary productivity
at the surface, which then remains there, via the microbial loop; secondly, by creating fecal
pellets, which sink fast to the sea floor, not giving the organic matter sufficient time to be
converted into a form suitable for osmotrophs (labile DOC). The result of these two effects
is that while the presence of zooplankton increases the feasibility of suspension feeding,
it also decreases the amount of labile DOC, thus decreasing the appeal of osmotrophy
as a feeding strategy. If these osmotrophs were also capable of suspension feeding, like
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Thectardis, they could have adjusted. However, if rangeomorphs were pure osmotrophs,
they would be unlikely to be capable of this change and so were destined for extinction.
6.4.3 Limitations
There are several limitations to modelling Mistaken Point communities from a method-
ological perspective (as discussed in §5.3.1) and from the assumptions made to calculate
species biomass and life history traits. Lotka-Volterra equations provide a straightfor-
ward, simple model of consumer-resource relationships, and as such many assumptions
are made which do not accurately reflect the organisms in question. First, the growth rate
of the resource in the absence of consumers, is density-independent exponential growth,
so it not limited in any way, for example by lack of food. Secondly, it is assumed that con-
sumers consume the resource constantly, so consummation does not slow in areas of high
resource abundance, and there is no interference among consumers; both resource and
consumers are assumed to have constant, homogeneous density (“mean-field”). Thirdly,
the conversion rate of resource to consumer is constant, the consumers do not get satiated.
Fourthly, the mortality rate of the consumers is assumed constant. Fifthly, the model
allows populations (of both the consumer and resource) to re-build from very low non-
discrete numbers (such as 0.01 for example). Sixthly, neither resource or consumer adapt
to utilise their environment better, nor evolve. Despite these limitations, Lotka-Volterra
type equations can still reliably model many modern predator-prey relationships well,
such as the lynx and snow hare (Lotka 1986) or wolf and moose populations (Jost et al.
2005).
Many of the criticisms of using Lotka-Volterra type equations to model the dynamics of
ecological communities are less applicable toMistaken Point assemblages than formodern
communities, because of the lack of motility and predation. Chapters 3 and 4 found that
Mistaken Point ecosystems were spatially structured, and as such, assuming that species
biomass is evenly distributed through out the study area (as done with Lotka-Volterra
equations) is incorrect. However, Mistaken Point macro fauna are sessile, and do not
consume each other, so their heterogeneous distribution is relatively unimportant when
considering how they obtained resources. Instead, whatmatters is the relative heterogene-
ity of their possible food sources, the plankton and DOC.Within the spatial scales studied
here (the order of a few meters), plankton are likely to be relatively evenly distributed.
The DOC potentially could have higher levels of heterogeneity since dead macro fauna
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would provide local sources, however, DOC should diffuse quickly throughout the water,
minimising this effect. Mistaken Point macro fauna are also likely to have a constant
intake rate of their food source (in contrast to mammalian predators for example), because
their energy comes from a relatively homogeneous water column and the way they pro-
cess food and rate of uptake will depend on water current more than their own feeding
ability (Vogel 1977). However, direct interference between species is likely; previous work
by Clapham and Narbonne (2002) has shown that Mistaken Point communities exhibit
tiering, whereby different species occupy different spaces within the vertical column, and
there are also several incidences of spatial segregation between species (Chapter 4). Direct
interference may affect the uptake of any food sources, potentially changing the relative
availability of food to different species. As such, using the “mean-field” Lotka-Volterra
model may not be accurate, and could be improved by including a functional response
(Type III) which takes into account different consumer behaviour at different resource
densities.
The interaction strengths were calculated assuming a stable (non-fluctuating) equilibrium
of a closed system. The bedding planes at Mistaken Point provide snapshots of the
communities that were present, and as such it is not possible to know for sure whether
the communities preserved were stable. The similar species composition of different
bedding planes, and large species overlap between the bedding planes imply that the
communities were present over extended time periods, and as such were likely to have
been stable. Furthermore, modern deep sea ecosystems are relatively homogeneous with
little seasonal change (Hansell and Carlson 1998) so it is reasonable to assume a relatively
high level of stability for those deep sea communities which are frequently preserved.
The assumption of a closed system is unlikely to be accurate: deep sea communities
are strongly affected by dynamics that occur above them in the photic zone. Plankton
migrate from the surface, to depths of a few kilometers (Lampert 1989), providing a flux
of potential food. This flux may not have occurred during the Ediacaran because larger
motile organisms were not present, so the predation pressure for this migration was likely
absent. If migrating plankton were autotrophic, then the mean annual biomass increase
due to these species would have to be greater than one order of magnitude to change
the results. However, if the migrating plankton were either Heterotrophic plankton or
Amoebae then the mean annual biomass would only have to increase by one order of
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magnitude to change the results so all suspension feeding was feasible (§6.2.3). Modern
daily plankton depth migrations are common with eukaryotic zooplankton, but not with
bacterioplankton, so it is unlikely that enough bacterioplankton migrated in this way to
change the results.
DOC could also be consumed from outside the immediate system by two possible sources.
First, marine snow is currently an important food source for deep sea organisms (Eppley
and Peterson 1979), consisting of the decaying remains of other organisms and fecal
matter. Zooplankton and larger organisms were not present during the Ediacaran (Rigby
and Milsom 2000), so Ediacaran marine snow would have consisted of the dead and
decaying remains of other organisms, noticeably algae. If Mistaken Point macro fauna
had the capacity to absorb carbon from the sediment (which was potentially present in
high quantities (Canfield et al. 2007)), then it too could have provided a good food source.
The results of §6.2.3 found that an increase of the background levels of DOC by two orders
of magnitude would provide enough DOC to support suspension, which plausibly could
have come from these two sources.
Care also needs to be taken when considering how the food web parameters were cal-
culated. First, while it is reasonable to assume that the metabolic rates of the Ediacaran
macro organisms follow similar patterns to invertebrate metazoans and fish, if Mistaken
Point organisms were part of an extinct kingdom, their metabolisms may have been
significantly different. Secondly, while the Ediacaran organism biomasses are relatively
well constrained, the planktonic and DOC biomasses are not. I assumed that planktonic
biomasses were at similar levels to modern deep ocean ecosystems, but it is not possible to
checkwhat the levels actuallywere. Estimates ofDOC levels can bemade, but they vary by
several orders of magnitude (Hansell et al. 2009; Rothman et al. 2003). Differing Ediacaran
metabolic rates, planktonic and DOC biomasses have the potential to change the foodweb
such that suspension feeding is always possible, but only if the values are very different
to the values seen today. The known differences in the Ediacaran biosphere make this
plausible, but not the most likely scenario. The great uncertainty in these key parameters
does limit the applicability of this type of modelling approach for the Ediacaran.
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6.5 Conclusions
In this chapter I have modelled Mistaken Point ecosystems as food webs, exploring the
effect of different trophic structures on food web stability. Suspension feeding Ediacaran
macrofauna was found to be highly destabilising, and even infeasible for Fractofusus and
Charniid given the parameters of the model food webs. The modelling of Mistaken Point
ecosystems as food webs allowed hypotheses about species feeding strategies to be tested,
giving definite answers given the model assumptions. The most likely Mistaken Point
food webs were trophically simpler than Phanerozoic food webs, and I hypothesised that
the lack of Ediacaran zooplankton meant that more complex ecosystems could not form.
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Chapter 7
Conclusions
In this thesis I used differentiated GPS to map the two principal fossiliferous bedding
planes at Mistaken Point. I used Bayesian network inference and spatial point process
analysis to describe and model species spatial patterns, and used food web models to
determine the feeding strategies of different species.
Myuse of both statistical and theoretical models is necessary to understandMistaken Point
species. TheBayesiannetwork inference produces a networkof spatial relationships, while
the food web is a network of feeding interactions, with both networks providing differ-
ent information. In modern ecosystems spatial collocation often coincides with feeding
relationships; however, such signals cannot be relied upon, especially when organism be-
haviour cannot be directly observed. As an example, Primocandelabrum and Charniodiscus
compete with each other (Chapter 4), suggesting they have the same feeding strategy, and
indeed they are both likely suspension feeders (Chapter 6). However, a similar competitive
relationship is found between Primocandelabrum and Fractofusus, despite Fractofusus being
a osmotroph (Chapter 6), while the two definitive osmotrophs (Fractofusus and Charniid)
do not directly compete.
This thesis has furthered our understanding of the feeding strategies, affinities and re-
productive strategies of several taxa. Fractofusus, Primocandelabrum, Charniodiscus and
Thectardis all have spatial distributions consistent with asexual stolon-like reproduction
(§3.4.2),while charniid species are likely tousewater-dispersal based reproduction (§3.4.3).
Ivesheadia has spatial patterns consistent with being the decaying remains of Fractofusus
and Charniodiscus (§4.3.3), while Lobate Discs are not taphomorphs (§4.3.2.2). Bayesian
network inference found that Thectardis occupies a distinct ecological niche, consistent
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with having an active feeding strategy, in contrast to the other species (§4.3.1). Stability
analysis of Mistaken Point food webs found that Fractofusus and charniid were unlikely
to have been suspension feeders, and were probably osmotrophs (§6.4).
Prior to this thesis, Mistaken Point ecosystems were considered to be relatively simple,
with only rare interactions between species (Claphamet al. 2003). Using Bayesian network
inference and spatial point process analysis I have shown that ‘E’ surface is complex,
with many different types of interaction between species (§4.3). Some species, such as
Primocandelabrum and Charniodiscus, aggregate where conditions are most suitable for
establishment, but then compete for substrate and water column space as they mature
(§4.3.2). Charniid has a different type of interspecies spatial distribution; it competes
with Lobate Discs for substrate space, and requires opposite conditions for establishment
to Bradgatia (§4.3.2.2). In contrast to the complexity of ‘E’ surface, ‘D’ surface has no
interspecies interactions. The differences between ‘D’ and ‘E’ surface were found to be
consistent with a tolerance model of ecological succession, and inconsistent with other
types of succession model (§4.3.4).
The trophic structure of the ‘D’ surface food web is simple, with all ‘D’ surface species
likely osmotrophs (§6.4.1). The trophic structure of the ‘E’ surface food web is more
complicated, but the majority of macrofaunal biomass was still osmotrophic. The effect
on stability of different species’ feeding strategies can be understood in terms of feedback
loops; analysis in Chapter 5 showed that the strongest three species trophic loop of a
food web is strongly correlated to its stability and that loops involving detritus or DOC
have no impact on food web stability (§5.3). Applying these results to the Mistaken Point
food webs shows that large scale suspension feeding is not feasible because destabilising
feedbacks are not mediated (§6.4.2).
7.1 Future work
7.1.1 Application of Methods to Different Bedding Planes
This thesis uses a number of novel techniques, many of which would be appropriate
for use on other bedding planes. This study was the first to use differentiated GPS for
palaeoecological analysis, which allowed the creation of a robust and accurate dataset
(Chapters 2, 3 and 4). The quantitative techniques in this thesis rely on in situ ecosystems,
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so would be well suited to both preserved plant and benthic communities, and equivalent
modern ecosystems, but not directly applicable to Phanerozoic ecosystems containing
motile or easily transported organisms.
The ecological and taphonomical circumstances associated with particular fossiliferous
bedding planes appear to be the driving factor for species spatial behaviour (Chapter 4),
highlighting the importanceof analysingother beddingplanes tounderstand theprocesses
that structure these communities. There are several other bedding planes from the Avalon
assemblage which could be mapped and studied, including other bedding planes at
Mistaken Point, on the Bonavista Peninsula, Newfoundland, Canada and Charnwood
Forest, Leicestershire, UK. Younger bedding planes from the White Sea assemblage could
also be studied, such as from the Flinders range in South Australia. Analysis of Flinders
Range bedding planes, which are situated in shallower water, could also provide insight
into any differences in spatial behaviour due to a different environment.
Clapham et al. (2003) suggested that Lower Mistaken Point was a representation of the
final stage in an ecological succession; however, the foodweb of LowerMistaken Pointwas
not significantly different to that of ‘E’ surface (Chapter 6), questioning this hypothesis.
Spatial analysis of Lower Mistaken Point could help to resolve the matter – if it is the
final successional stage there should be competition between the two charniid species and
Charniodiscus, while taller fronds should occupy the low density areas.
The affinities of discoidal Ediacaran fossils is an ongoing area of research (Gehling et al.
2000; MacGabhann 2007). Many discs are thought to be the holdfasts of frondose organ-
isms (Hofmann et al. 2008), while others (e.g. Aspidella) have recently been interpreted
as Cnidaria-like metazoans (Menon et al. 2013). Comparing spatial distributions of these
discs to other species distributions may help to resolve whether they form part of a fron-
dose species, and if so, which frondose species.
Previous studies of the three Ediacaran assemblages have shown that the dissimilarity (in
terms of species diversity and morphospace) between the Avalon and White Sea assem-
blages is greater than the difference between the White Sea assemblage and the Cambrian
(Shen et al. 2008). It would be interesting to see if the three Ediacaran assemblages are
similarly different in terms of species interactions and trophic structure. Food web anal-
ysis could resolve whether osmotrophy still dominated White Sea assemblage bedding
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planes, or whether new feeding strategies such as herbivory, reduced its dominance. Un-
derstanding the prevalence of osmotrophy could help to understand the transition from
the osmotrophic dominated Ediacaran ecosystems to the Phanerozoic (which lacksmacro-
scopic osmotrophs). Of particular interest is how the development of key feedback loops
change over the Ediacaran/Cambrian transition period, and how feedback loops adapted
to the addition of zooplankton, which are so crucial to modern ecosystem function.
7.1.2 Further Techniques to Analyse Mistaken Point Bedding Planes
This thesis has analysed the dataset collected fromMistaken Point bedding planes, finding
details of species reproductive strategies (Chapter 3), interactions between species and
the likely affinities of Ivesheadia and Lobate discs (Chapter 4). However, there is still
more information that can be extracted from the bedding planes, both by applying new
techniques to the existing dataset and collecting more data.
Themapsmade using differentiatedGPS are only as good as the data collector. Oneway to
eliminate observer bias would be to automate themapping process by systematically pho-
tographing each bedding plane, in optimal light conditions, and then digitally processing
the data to recover locations of specimens. Mistaken Point fossils are notoriously difficult
to photograph because of their low relief, meaning current digital techniques have limited
application. However, image processing is a fast developing area, so suitable techniques
may become available in the future. Such photographic mapping would need to take into
account bedding plane topology, correcting for features such as the ripples seen on ‘D’
and ‘E’ surfaces.
Clapham and Narbonne (2002) suggested that the apparent tiering seen across Mistaken
Point communities indicates that the species have taken respite from competition by
occupying different ecological niches, with some species feeding all along their body (e.g.
Fractofusus), while other species developed stems to feed from nutrient sources higher in
thewater column (e.g. Charniodiscus). If the tieringwas sufficiently strong that each species
occupied an unique niche, then the spatial patterns of species would be independent of
each other. ‘D’ surface species were indeed independent of each other (Chapter 4), and
also showed strong evidence of tiering, with little size overlap between the four most
dominant species (Clapham and Narbonne 2002). ‘E’ surface species had a much greater
overlap between size classes of different species (Clapham and Narbonne 2002), which
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could explain why competition was detected. Spatial analysis of specimen size could
confirm this hypothesis, and allow the testing of hypotheses relating to reproduction and
survival.
The statistical models used to describe species interactions (Chapter 4) and species be-
haviour (Chapter 3) could be used to model dynamic communities. Species proportions
vary significantly between bedding planes, and these dynamic models could be used to
explore how these different communities may have formed, and what factors might lead
to the different proportions seen, such as different environmental factors and different
species spawning times. These dynamic models could be used to explore possible ex-
tinction scenarios, such as the addition of predators, or the reduction of microbial mat
coverage due to changes in ocean chemistry or overgrazing.
7.2 Conclusions
This thesis has shown how quantitative techniques can be used to resolve various aspects
of Ediacaran ecology. By investigating the spatial distribution andmodelling possible food
web interactions, I have established thatMistaken Point species and their ecosystemswere
surprisingly complex. As such, it is likely that there are older and less complex ecosystems
that have yet to be found, or have not been preserved. This accords with recent molecular
clock studies (e.g. (Erwin et al. 2011)), which suggest that major animal clades diversified
tens of millions of years before their appearance in the fossil record. Application of the
methods from this thesis to additional Ediacaran bedding planes could help to shed light
on what evolutionary developments occurred during the Ediacaran.
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Appendix A
Data Verification Results
A.1 Mechanical Weathering Bias
‘D’ surface ‘E’ surface
Species Raw Retrodeformed Raw Retrodeformed
All 0.0000 0.0000 0.0000 0.0000
Bradgatia 0.5677 0.6960 0.0441 0.1091
Charniodiscus NA NA 0.0000 0.0003
Charnia 0.9404 0.9285 0.0000 0.0004
Disc NA NA 0.0000 0.0000
Feather dusters NA NA 0.0000 0.0000
Fractofusus 0.0000 0.0000 0.0000 0.0000
Hiemalora NA NA 0.0007 0.0000
Ivesheadia 0.08928 0.0734 0.00357 0.0116
Lobate Disc NA NA 0.2285 0.2770
Others 0.5917 0.9394 0.0060 0.0480
Pectinifrons 0.0563 0.0629 NA NA
Thectardis NA NA 0.0514 0.0968
Frond NA NA 0.0000 0.0000
Primocandelabrum NA NA 0.0000 0.0000
Table A.1: Table of p-values for χ2 tests of fossil densities for bedding planes ‘D’ and ‘E’ surfaces. Low
p-values correspond to non-random spatial distributions, while high p-values correspond to random spatial
distributions. NA is used if species are not present, or only present in low number.
Surface CSR y x xy h
D NA 0.0136 0.0103 0.0125 0.0000
E NA 0.0085 0.0080 0.0084 0.0000
D retro 0.0011 0.0059 0.0003 0.0000 NA
E retro 0.0166 0.0339 0.0132 0.0000 NA
Table A.2: Table of p-values for KolmogorovSmirnov tests. p = 1 corresponds to a perfect model fit – the
spatial distributions depend exactly on the covariant. Retro denotes retrodeformed data. x is the distance
across the bedding plane, y is the distance up the bedding plane, xy is the distance from the south-east
corner of the bedding plane and h is the height above the rows of the ripples on the bedding planes.
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Appendix B
Single Species Spatial Regressions
B.1 Univariate Cluster Models
Fractofusus was the only non-random species on ‘D’ surface, described well (p = 0.85) by
a Thomas cluster process of 22 individuals forming 35 clusters.
On ‘E’ surface only Thectardis has a very good fit of a Thomas cluster process of 4 indi-
viduals each in 20 clusters (p = 0.91). The fit for charniid was also good, (p = 0.60) for
7 clusters of 14 individuals, however, not as good as charniid randomly distributed on a
heterogeneous background.
The model fits are poor for the other species (p < 0.41). Although the observed line falls
mostly within 99% simulation envelopes (apart from very low radius) it is likely there are
better fit models.
B.2 Models of charniid on Different Heterogeneous Backgrounds
Charniid was the only species for which the best fit process was randomly distributed on
a heterogeneous background. Further analysis was needed to check if the heterogeneous
backgroundwas best described by another species. The best fit heterogeneous background
consisting of charniid density used amovingwindowof 0.5m, so the same radiuswas used
in this analysis. Charniid density provided the best heterogeneous background (p = 0.90),
although Bradgatia (p = 0.18) and Thectardis (p = 0.12) had a significant fit.
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Fra (D) 0.025 11.001 0.638 22 34.7 0.1 2.0 0.85 0.21 0.51 0.01
Cha 0.025 2.133 1.667 10 16 0.1 1.8 0.41 0.14 0.13 0.01
Char 0.025 6.841 0.110 14 7 0.1 1.5 0.60 0.11 0.90 0.01
Primo 0.025 5.616 0.329 11 19 0.1 2.0 0.28 0.18 0.09 0.01
Fra 0.3 11.842 0.390 24 23 0.1 2.0 0.32 0.35 0.03 0.01
The < 0.025 1.835 2.003 3.67 19.6 1.8 0 0.91 0.07 0.44 0.02
Table B.1: Table of univariate clusters fitted to species that exhibited non-random aggregation. All species
are on ‘E’ surface, apart from the first row, Fractofusus on ‘D’ surface. The following species notation is
used: Bra: Bradgatia, Cha: Charniodiscus, Char: Charniid, Fra: Fractofusus, Primo: Primocandelabrum The:
Thectardis. For the heterogeneous backgrounds the moving window radius is =0.5m using the same species
density as the one being modelled. p = 1 corresponds to a perfect fit of the model on the data, while p = 0
corresponds to no fit at all.
Species Radius (m) p-value
Random 0.5 0.01
charniid 0.5 0.90
all species 0.5 0.02
Bradgatia 0.5 0.18
Charniodiscus 0.5 0.03
Fractofusus 0.5 0.08
Lobate Discs 0.5 0.08
Ivesheadia 0.5 0.04
Thectardis 0.5 0.12
Bradgatia and Lobate Discs 0.5 0.01
Table B.2: Table of randomly distributed charniid on a variety of different heterogeneous backgrounds. All
species are on ‘E’ surface. For the heterogeneous backgrounds the moving window radius is =0.5m using
the same species density as the one being modelled. p = 1 corresponds to a perfect fit of the model on the
data, while p = 0 corresponds to no fit at all.
B.3 Double Thomas Cluster Models
Double cluster processes were fitted to the three species that showed two scales of clus-
tering: Charniodiscus, Fractofusus and Primocandelabrum. For each of these species the fit
was significantly better than the single cluster, on both heterogeneous and homogeneous
backgrounds. Charniodiscus double cluster pattern consisted on 23 large scale clusters,
inside which were approximately 4 small scale clusters each containing 6 individuals
(p = 0.86). Fractofusus double cluster pattern consisted of 23 large scale clusters, inside
which were approximately 24 small scale clusters each containing 3 individuals (p = 0.91).
Primocandelabrum double cluster pattern consisted on 16 large scale clusters, inside which
were approximately 3 small scale clusters each containing 4 individuals (p = 0.72).
In order to check whether the double clusters were nested, the densities of the large and
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(a) Charniodiscus (b) Fractofusus (E) (c) Primocandelabrum
Figure B.1: Nearest neighbour distances for the three double cluster species. The observed data line is given
by the black line marked with red circles, and the grey lines denote the simulation envelope given by 99
Monte Carlo simulations.
small clusters were compared (Table B.3), as were the nearest neighbour distances (Figure
B.1). All three species were found to fulfil the criteria for nested double clusters: the
density of the large scale clusters was less than the density of the small scale clusters and
the nearest neighbour distances were smaller than the small scale cluster radii.
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Cha 0.1 0.23 11.015 0.395 22 23 1.0 3.0 1.819 5.648 6 327 0.1 2.0 0.86
Fra 0.1 0.17 12.191 0.392 24 23 0.5 2.0 2.220 4.509 3 446 0.1 2.0 0.91
Primo 0.1 0.27 7.123 0.282 14 16 0.2 2.0 2.109 4.698 4 272 0.1 2.0 0.72
Table B.3: Table of univariate double clusters fitted to species that exhibited non-random aggregation. p = 1
corresponds to a perfect fit of the model on the data, while p = 0 corresponds to no fit at all. The following
species notation is used: Cha: Charniodiscus, Fra: Fractofusus, Primo: Primocandelabrum. Large scale clusters
are determined for the univariate cluster, while the small scale clusters are determined in the double cluster
analysis.
B.4 Single Cluster Models on Heterogeneous Backgrounds
An alternative cause of double cluster patterns is a single cluster process on a heteroge-
neous background. In order to check whether the double clusters were formed in this
way, single clusters for the large scale and small scale clusters were fitted on a variety of
different heterogeneous backgrounds. None of these cluster processes on heterogeneous
backgrounds fitted better than the double cluster process. Primocandelabrum had an ad-
equate fit for each of the two scales of clustering on a Primocandelabrum heterogeneous
background (p = 0.14 for large scale clusters and p = 0.16 on small scale clusters). Large
scale Primocandelabrum clusters on a Charniodiscus background were also an adequate fit
(p = 0.18), as were small scale Charniodiscus clusters on a Primocandelabrum background
197
(p = 0.14). These results point to some interactions between Charniodiscus and Primocan-
delabrum, but the interactions are not strong enough to explain fully the double clustering
seen here.
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Cha (large) 11.015 0.395 22 23 1.0 3.0 0.11 0.33 0.14 0.16 0.02 0.04 0.86
Cha (small) 2.856 2.880 6 167 0.1 1.0 0.09 0.22 0.03 0.05 0.04 0.14 0.86
Fra (large) 22.556 0.114 34 34 0.5 2.0 0.08 0.20 0.03 0.13 0.02 0.01 0.91
Fra (small) 3.662 2.169 5 726 0.1 0.5 0.01 0.01 0.01 0.01 0.01 0.01 0.91
Primo (large) 7.123 0.282 14 16 0.5 2.0 0.16 0.45 0.41 0.42 0.14 0.18 0.72
Primo (small) 2.090 1.057 4 242 0.1 0.5 0.05 0.20 0.18 0.17 0.16 0.07 0.72
Table B.4: A table of univariate clustering on heterogeneous backgrounds, for both small and large scale
clusters. The following species notation is used: Cha: Charniodiscus, Fra: Fractofusus, Primo: Primocande-
labrum. “Small” and “large”, after a species name refer to fitting just to small or to large scale clusters. p = 1
corresponds to a perfect fit of the model on the data, while p = 0 corresponds to no fit at all.
B.5 Cluster Comparison Between Bedding Planes
The Fractofusus cluster pattern for ‘E’ surface also fit over the observed distribution of
Fractofusus on ‘D’ surface (p = 0.86), but the opposite was not true (p = 0.01). The charniid
cluster pattern for ‘E’ surface had an adequate fit on to the charniid distribution on ‘D’
surface (p = 0.25).
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Appendix C
Introduction to Bayesian Network Inference
In a Bayesian network variables are represented as nodes in the network, and the condi-
tional dependencies between the nodes are known as edges (or links), so that a directed
link between two variables x and y indicates a statistical conditional dependence of y on x.
All links which lead from x are called its children, and all links leading to x are its parents.
A variable is conditionally independent of all its non-descendants in the network, given
the values of its parents. The probability of X taking on a value x1 given its parents Pa(X)
is denoted P(X = x1|Pa(X)). The Bayesian network is the joint probability distribution for
variables X1···n for values x1···n is the product value of X given its parents:
P(X1···n) =
n∏
i=1
P(xi|Pa(Xi)) (C.1)
There are two main problems with Bayesian networks. The first is that the graph must be
acyclic, because cycles cannot occur in joint probability distributions. However, reciprocal
interactions are common in biological systems. The second problem is that a group
of Bayesian networks could contain edges with the same probability but with different
directions. Including time in the network can overcome both these problems, but using
time is not appropriate here, so instead the networks for each edge direction are compared,
and if there is no difference, it is defined as a non-directed edge.
Ideally, the best possible graph for a given dataset would be calculated; however, this
calculation is rarely possible since finding all possible graphs is NP complete (Cooper
1990), so instead a heuristic search methods is used to find the most probable graph. In
order to compare the fit of each graph on the data set, a scoring metric is assigned to each
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graph which captures the likelihood of the graph describing the given data. Bayesian
scoring metrics have the form of log of the probability of the graph G given the data D.
The probability of the data given the graph P(G|D) is more easily calculated, so if P(G|D)
is decomposed using Bayes theorem to get P(G|D) = P(D|G)P(G)/P(D). When addressing
the scoring metrics, the probability of the data P(D) is the same for all G as is P(G), so for
scoring, only the P(D|G) for each set of parameters p needs to be calculated to quantify the
probability distribution for their given graph. The overall probability for the likelihood of
the data given a graph is given by:
P(D|G) =
∫
P(D|G, p)P(p|G)dp (C.2)
where P(D|G, p) is the probability of the data for a given graph and a given parameter set,
and P(p|G) is the probability of a parameter set given a graph. These are calculated using
a scoring metric.
There are many types of scoring metrics, many based on different assumptions. Banjo
uses the Bayesian Dirichlet equivalent (BDe) (Heckerman et al. 1995). This prior is used
since the conjugate prior permits analytical calculations and the Dirichlet prior is tied
to the likelihood-equivalence property of network structures (Heckerman et al. 1995). A
conditional probability table is generated for each variable which contains all the proba-
bilities from all combinations of parent-child values. The tables are then used to calculate
scores for each variable within the graph. For each graph combination the scores are then
summed to produce the score for the whole graph. This is the solution to the equation
C.2 which is a Dirichlet function. The score relates to the data in several ways. The score
is higher when a certain parent state corresponds more highly with a certain child state,
therefore providing more predictive power. It is also higher for fewer parents (which is
a penalty for overfitting) and when there are equal examples of each state (higher scores
occur when the data is evenly distributed across all its possible states). The score is in-
fluenced by two factors that can be changed, discretisation and the value of the Dirichlet
prior’s equivalent sample size (ess). The ess represents how many data points’ worth of
belief there is. High ess means that the score of any relationship is higher, so edges are
easier to find, whereas a low ess places the emphasis on the data to provide evidence for
the relationship. I use a low ess of 1. The discretisation of the data affects the score in two
ways. First, more states give a more detailed predictive power from a parent to a child;
200
however, less states leads to a greater power to find relationships, and also masks noise
better. Secondly, statistical power is also increasedwhen the number of data points in each
state is evenly distributed. I used a simulated annealing heuristic search method, which
works as follows: From the starting random network a change is attempted. If the change
increases the score, the change is made to the network. If it decreases the score it is only
made with a probability dependent on the inverse of a search parameter T. T starts very
high and decreases, so that towards the end of the search (low T) the only changes that
are likely to be made increase the score. Simulated annealing allows the climbing down
as well as up of maxima, so that many maxima are explored, not only one.
The influence score (IS) can be used to gauge the type and strength of the interaction
between two nodes (Yu et al. 2004). If the IS = 1, this corresponds to a positive correlation.
When node 1 is high, node 2 will be high. An IS of -1 corresponds to a negative correlation:
high node 1 corresponds to a low node 2. An IS = 0 does not mean there is no correlation
between the two nodes it means that the interaction is non-monotonic. Sometimes node 1
will be positively correlated with node 2, sometimes negatively.
Banjo was used to find the Bayesian networks and pre and post processing was done
using scripts written in Haskell (Peyton Jones 2003) and in R (R Core Team 2013).
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Appendix D
Pairwise Species Spatial Regressions
D.1 Bivariate Distance Measures
The bivariate K function describes the number of points of Species 2 within a radius r of a
randomly chosen Species 1 specimen (Lotwick and Silverman 1982):
K12(r) = λ
−1
2 N
−1
1 λ
−1n−1
N1∑
i=1
N2∑
j=1
ki jK21(r) = λ
−1
1 N
−1
2 λ
−1n−1
N2∑
i=1
N1∑
j=1
ki j (D.1)
where ki j = 1 if the distance between point i of Species 1 and point j of Species 2 is less
than r, and ki j = 0 if the distance is greater than r.
The L function modified (Besag 1977):
L12(r) =
√
K12(r)
pi
//L21(r) =
√
K21(r)
pi
(D.2)
The bivariate nearest neighbour distance measures the distance from Species 1 to the
nearest specimen of Species 2. It is defined as:
NN12(r) = P(R ≤ r) = 1 − e
−λpir2 (D.3)
where P(R ≤ r) is the probability that the distance R from a point of Species 1 to its nearest
neighbour of Species 2, is less than or equal to a specified distance r. The bivariate pair
correlation function becomes:
g12(r) =
K′
12
(r)
2pir
(D.4)
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where K′
12
(r) is the derivative of K12(r).
The bivariate O-ring statistic is similar to the univariate O-ring statistic, except that instead
of recording the density of a circle around each point, the density of Species 2 of a ring at
distance r from each point of Species 1 is found.
O12(r) = λ12
K′
12
(r)
2pir
(D.5)
where r denotes the ring of radius r.
D.2 Results of Pairwise Models
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Ive FraS 12.079 0.245 2.220 4.509 11.571 0.408 23 14 0.1 4.5 0.01
Ive FraL 12.079 0.245 12.191 0.392 11.571 0.408 23 14 0.1 4.5 0.22
Ive PrimoS 12.079 0.245 2.109 4.698 4.500 2.283 9 2 0.1 3.0 0.31
Ive PrimoL 12.079 0.245 7.123 0.282 4.500 2.283 9 2 0.1 3.0 0.64
Ive ChaU 12.079 0.245 1.667 2.133 8.67 10.606 22 14 0.1 3.0 0.01
Ive ChaL 12.079 0.245 11.56 0.395 11.56 10.606 22 14 0.1 3.0 0.22
Ive ChaS 12.079 0.245 1.819 5.648 8.67 10.606 22 14 0.1 3.0 0.01
Lob FraS 16.375 0.128 2.220 4.509 17.356 0.217 35 14 0.1 4.5 0.11
Lob FraL 16.375 0.128 12.191 0.392 17.356 0.217 35 8 0.1 4.5 0.26
FraS PrimoS 2.220 4.509 2.109 4.698 2.571 11.085 6 3 0.1 2.0 0.52
FraS PrimoL 2.220 4.509 7.123 0.282 2.857 10.157 6 3 0.1 2.0 0.34
FraL PrimoS 12.191 0.392 2.109 4.698 2.571 11.085 6 3 0.1 2.0 0.06
FraL PrimoL 12.191 0.392 7.123 0.282 2.571 11.085 3 6 0.1 2.0 0.48
ChaS PrimoS 1.819 5.648 2.109 4.698 3.214 3.2884 6 23 0.1 3.0 0.04
ChaS PrimoL 1.819 5.648 7.123 0.282 3.000 3.57029 6 16 0.1 3.0 0.24
ChaL PrimoS 11.015 0.395 2.109 4.698 3.000 3.57029 6 2 0.1 3.0 0.02
ChaL PrimoL 11.015 0.395 7.123 0.282 3.000 3.57029 6 16 0.1 3.0 0.30
Table D.1: Shared parent cluster models. p = 1 corresponds to a perfect fit of the model on the data, while
p = 0 corresponds to no fit at all. The following species notation is used: Cha: Charniodiscus, Fra: Fractofusus,
Ive: Ivesheadia, Lob: Lobate Discs, Primo: Primocandelabrum. The model is fit to both the small scale clusters
(S), large scale clusters (L) and the best cluster fit across all spatial scales (U).
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Ive ChaS 12.079 0.24456 2.133 1.666 14.577 0.33886 29 20 0.1 3.0 0.01
Ive ChaL 12.079 0.24456 13.372 0.3886 13.536 0.6772 27 39 0.1 3.0 0.03
Ive ChaU 12.079 0.24456 1.666 2.1333 6.768 2.133 14 126 0.1 3.0 0.06
Ive PrimoS 12.079 0.24456 2.109 4.698 27.177 4.698 54 272 0.1 2.0 0.01
Ive PrimoL 12.079 0.24456 7.123 0.282 21.455 0.282 43 19 0.1 2.0 0.32
Ive PrimoU 12.079 0.24456 5.616 0.329 14.303 0.329 29 19 0.1 2.0 0.02
Ive FraS 12.079 0.24456 1.770 3.913 18.016 0.40414 36 23 0.1 3.0 0.18
Ive FraL 12.079 0.24456 11.842 0.39 17.510 0.57064 34 23 0.1 3.0 0.25
Ive FraU 12.079 0.24456 9.095 0.5886 21.897 0.5886 44 34 0.1 3.0 0.03
Lob FraS 16.375 0.1278 1.770 3.913 25.643 0.2197 51 12 0.1 3.0 0.34
Lob FraL 16.375 0.1278 11.842 0.39 18.453 0.40405 36 23 0.1 3.0 0.21
Lob FraU 16.375 0.1278 9.095 0.5886 25.232 0.5886 50 34 0.1 3.0 0.04
TableD.2: Linked clustermodels. Species 2 clusters around Species 1. Species 2 have two scales of clustering.
p = 1 corresponds to a perfect fit of the model on the data, while p = 0 corresponds to no fit at all. The
following species notation is used: Cha: Charniodiscus, Fra: Fractofusus, Ive: Ivesheadia, Lob: Lobate Discs,
Primo: Primocandelabrum. The model is fit to both the small scale clusters (S), large scale clusters (L) and the
best cluster fit across all spatial scales (U).
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PrimoU FraU 5.616 0.329 9.095 0.5886 29.836 7.235 60 419 0.1 1.0 0.01
ChaU PrimoU 1.666 2.133 5.616 0.329 6.090 0.329 12 19 0.1 2.0 0.11
PrimoU ChaU 5.616 0.329 1.666 2.133 21.498 2.133 43 123 0.1 2.0 0.01
ChaS PrimoL 1.819 5.648 7.123 0.282 5.075 4.518 10 261 0.1 2.0 0.01
PrimoL ChaS 2.109 4.698 11.015 0.395 22.601 5.648 45 327 0.1 3.0 0.01
PrimoS ChaL 7.123 0.282 1.819 5.648 36.537 5.648 73 327 0.1 3.0 0.01
PrimoS ChaS 2.109 4.698 1.819 5.648 5.582 3.840 11 222 0.1 2.0 0.01
PrimoL ChaL 7.123 0.282 11.015 0.395 14.881 0.329 30 19 0.1 2.0 0.01
Table D.3: Linked double cluser models, Species 1 fixed, Species 2 clustering around Species 1. p = 1
corresponds to a perfect fit of the model on the data, while p = 0 corresponds to no fit at all. The following
species notation is used: Cha: Charniodiscus, Fra: Fractofusus, Primo: Primocandelabrum. The model is fitted
to both the small scale clusters (S), large scale clusters (L) and the best cluster fitted across all spatial scales
(U). Only species pairs are given when a model could be fit to the g and L functions.
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Appendix E
Feeding Strategy Stability Results
This appendix gives the detailed stability results obtained in Chapter 6. The analysis was
performed using both R (R Core Team 2013) andHaskell (Peyton Jones 2003), and the code
is given in Appendix F.
E.1 Microbial Food Web
E.1.1 Death Rate Sensitivity Analysis
Food web stability is most affected by changes to the Amoebae death rates, with increases
and decreases in one order of magnitude leading to an increase in the stability measure,
so a decrease in food web stability. Microbial mat death rate changes do not significantly
affect food web stability. A decrease in Heterotrophic Plankton death rates lead to a
decrease in food web stability (corresponding to an increase in the stability measure)
and an increase in Heterotrophic Plankton death rates lead to an increase in food web
stability (corresponding to a decrease in the stability measure). The opposite pattern is
true for Autotrophic bacteria: a decrease of their death rates stabilises the food web while
a increase of their death rate destabilises the food web. The effect of changing the death
rates of these five species has the same pattern as changing the biomasses.
E.2 Size-based Model
E.2.1 Death Rate Sensitivity Analysis
Changing the death rates in the osmotrophic food web changes the food web stability, but
there are no changes which make the food web unstable (Figure E.2). In the osmotrophic
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Figure E.1: Death rate sensitivity analysis for microbial species. The default stability is marked in vertical
black lines. One order of magnitude decrease of biomass is on the left in blue, and one order of magnitude
increase of biomass is on the right in red. The species undergoing the biomass sensitivity analysis are given
on the left.
food web, the largest effect on stability was when Amoebae death rates increased, which
was destabilising. The most stabilising effect on the food web was a decrease in Het-
erotrophic Plankton death rates. The three Ediacaran size classes and Microbial mat did
not significantly effect the food web stability. Amoebae, Heterotrophic Plankton and Au-
totrophic bacteria all decreased food web stability when their death rates were increased,
and increased food web stability when their death rates were decreased. The effect of
changing the death rates of these eight species has the same pattern as changing the
biomasses.
Figure E.2: Death rate sensitivity analysis for osmotrophic species. The default stability is marked in vertical
black lines. One order of magnitude decrease of biomass is on the left in blue, and one order of magnitude
increase of biomass is on the right in red. The species undergoing the biomass sensitivity analysis are given
on the left.
Changing the death rates in the suspension feeding food web had a significant effect on
the stability (Figure E.3). Decreasing the Amoebae or Small Ediacaran death rates by one
order ofmagnitude resulted in a stable foodweb. Decreasing theMediumEdiacaran death
rates also increased stability, as did a death rate increase for Heterotrophic Plankton. Sta-
bility decreased for decreases in death rates for Autotrophic plankton and Heterotrophic
Plankton, and stability decreased for increased death rates for Amoebae, Small Ediacaran
and Medium Ediacaran. The effect of changing the death rates of these eight species has
the same pattern as changing the biomasses.
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Figure E.3: Death rate sensitivity analysis for suspension feeding species. The default stability is marked
in vertical black lines. One order of magnitude decrease of biomass is on the left in blue, and one order
of magnitude increase of biomass is on the right in red. The species undergoing the biomass sensitivity
analysis are given on the left.
E.2.2 Biomass Sensitivity Analysis
E.2.2.1 Areal Coverage and Species Density
Changing the biomass between 0% and 100% did significantly affect the food web stability
(Figure E.4). This variation could correspond either to varying the areal coverage or to
varying the density of the species. A 41% decrease in biomass resulted in a feasible food
web (s > 1), while a 56% decrease in biomass corresponded to a likely food web (s < 0.8).
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Figure E.4: Percentage decrease in size class biomass. The stability measure is given on the y-axis, with
increasing stability measure corresponding to a decrease in food web stability. Stability measure of one are
marked by the solid red line. Food webs above this s = 1 line are not feasible. Stability measure of 0.80 is
marked by a dotted blue line. Between s = 0.8 and s = 1 food webs are feasible but unlikely.
E.2.2.2 Tiering Factor
The distribution of biomass over the three size classes significantly affects food web sta-
bility (Figure E.5). The overall pattern is the same for all tiering proportions: the highest
stability measure is given by zero osmotrophy and the lowest stability measure by 100%
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osmotrophy. Only strong top heavy tiering results in feasible suspension feeding food
webs; the other tiering factors all have a stability measure greater than one for pure sus-
pension feeding. Top heavy tiering is more stable than equal biomass tiering proportions,
while bottom heavy tiering is less stable than equal biomass tiering proportions. Between
95% and 100% osmotrophy all the tiering factors are very similar, with a low stability
measure at s ≈ 0.1.
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Figure E.5: Different types of biomass tiering for different osmotrophic levels. The default tiering is given
by the solid black line, strong bottom heavy tiering by the dark blue dot-dashed line, weak bottom heavy
tiering by the light blue long dashed line, equal tiering by the purple solid line, weak top heavy tiering by
the pink dotted line and strong top heavy tiering by the short dashed red line.
E.2.2.3 Volume to Area Conversion
Changing the volume to area conversion parameter in the biomass equation (Equation
4.7) affected the biomass in all the size classes by the same proportion. Changing the
volume to area conversion factor by one order of magnitude was identical to changing the
biomass of the three size classes by one order of magnitude. An increase in the biomass
of all three size classes produced very unstable food webs: food webs were stable only if
the osmotrophy percentage was greater than 95% (Figure E.6). In contrast a decrease of
biomass by one order of magnitude produced very stable food webs, even if all three size
classes were suspension feeders.
E.2.3 Death Rate Calculation Verification
If instead of changing the death rates themselves, the way they are calculated is changed,
the class of Metazoan is critical (Figure E.7). Birds and mammal type metabolisms create
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Figure E.6: Biomass changes for all size classes by one order of magnitude. The change of food web stability
with varying levels of osmotrophy is given by the solid black line. The dotted blue line is when the size
classes biomass are all increased by one order of magnitude, and the green dashed line when the size classes
biomass are all decreased by one order of magnitude.
more stable food webs, with a lower mean s value, and stable pure suspension feeding.
Invertebrates and fish have very similar stability levels, which are statistically the same as
each other and as the theoretical values.
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Figure E.7: Change in food web stability for different levels of osmotrophy for different metabolic rates. The
stability curve using theoretical metabolic rates is given by the solid black line, dark blue long dashed line
represents fish metabolic rates, pink dotted line represents mammalian metabolic rates, green short dashed
line represents bird metabolic rates and the light blue dashed dotted line represents invertebrate metabolic
rates.
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E.3 Mistaken Point Food Webs
E.3.1 Pigeon Cove
Thectardis charniid Stability Percentage Osmotrophy
0 0 0.1217 1.00
1 0 0.4952 0.55
0 1 0.2455 0.59
1 1 0.6241 0.00
Table E.1: Stability values for Pigeon Cove. 1 is suspension feeding and 0 is osmotrophy.
E.3.2 Bristy Cove
Bradgatia Charniid Fractofusus Stability Percentage Osmotrophy
0 0 0 0.1074202 1.00
0 0 1 0.3585931 0.66
0 1 0 0.1480643 0.94
0 1 1 0.4153711 0.60
1 0 0 0.9010019 0.40
1 0 1 1.1500162 0.06
1 1 0 0.9538808 0.34
1 1 1 1.2009733 0.00
Table E.2: Stability values for Bristy Cove. 1 is suspension feeding and 0 is osmotrophy.
E.3.3 Lower Mistaken Point
charniid Charniodiscus Primocandelabrum Frondophyllas Stability Percentage Osmotrophy
0 0 0 0 0.121661 1.00
0 0 0 1 0.1984959 0.86
0 0 1 0 0.1385971 0.96
0 0 1 1 0.2349814 0.84
0 1 0 0 0.2797858 0.85
0 1 0 1 0.3802688 0.73
0 1 1 0 0.3154758 0.82
0 1 1 1 0.4159495 0.71
1 0 0 0 0.9825306 0.27
1 0 0 1 1.0845085 0.16
1 0 1 0 1.017104 0.25
1 0 1 1 1.1187476 0.13
1 1 0 0 1.1566093 0.14
1 1 0 1 1.2563739 0.02
1 1 1 0 1.190294 0.11
1 1 1 1 1.2891144 0.00
Table E.3: Stability values for Lower Mistaken Point. 1 is suspension feeding and 0 is osmotrophy.
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E.3.4 DMistaken Point
Bradgatia charniid Fractofusus Pectinifrons Stability Percentage Osmotrophy
0 0 0 0 0.1074192 1.00
0 0 0 1 0.5094179 0.99
0 0 1 0 1.6898997 0.80
0 0 1 1 2 0.79
0 1 0 0 0.1015462 0.85
0 1 0 1 0.5215893 0.84
0 1 1 0 1.701933 0.65
0 1 1 1 2 0.64
1 0 0 0 0.3467474 0.36
1 0 0 1 0.7604557 0.35
1 0 1 0 1.9355905 0.16
1 0 1 1 2 0.15
1 1 0 0 0.3591565 0.21
1 1 0 1 0.7728253 0.20
1 1 1 0 1.9476621 0.01
1 1 1 1 2 0.00
Table E.4: Stability values for D Mistaken Point. 1 is suspension feeding and 0 is osmotrophy.
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E.3.5 E Mistaken Point
Bradgatia charniid Charniodiscus Fractofusus Primocandelabrum Thectardis Stability Percentage Osmotrophy
0 0 0 0 0 0 0.1216599 1.00
0 0 0 0 1 0 0.2192785 0.99
0 0 1 0 0 0 0.370824 0.97
0 0 1 0 1 0 0.4864947 0.96
0 0 0 1 0 0 1.4722963 0.94
0 0 0 1 1 0 1.5833655 0.93
0 1 0 0 0 0 0.158923 0.91
0 0 1 1 0 0 1.7307282 0.90
0 1 0 0 1 0 0.2765249 0.89
0 0 1 1 1 0 1.8415754 0.89
0 1 1 0 0 0 0.429434 0.86
0 1 1 0 1 0 0.5449999 0.85
0 1 0 1 0 0 1.5284223 0.84
0 0 0 0 0 1 0.1263403 0.83
0 1 0 1 1 0 1.6395716 0.83
0 0 0 0 1 1 0.2423257 0.82
0 1 1 1 0 0 1.7870318 0.79
0 0 1 0 0 1 0.3936666 0.79
0 1 1 1 1 0 1.8976729 0.78
0 0 1 0 1 1 0.5092018 0.78
0 0 0 1 0 1 1.4942285 0.76
0 0 0 1 1 1 1.6052813 0.75
0 1 0 0 0 1 0.1828616 0.73
0 0 1 1 0 1 1.7526079 0.72
0 1 0 0 1 1 0.2995235 0.71
0 0 1 1 1 1 1.8633275 0.71
0 1 1 0 0 1 0.4521987 0.68
0 1 1 0 1 1 0.567669 0.67
0 1 0 1 0 1 1.5503661 0.66
0 1 0 1 1 1 1.6614803 0.65
0 1 1 1 0 1 1.8088727 0.61
0 1 1 1 1 1 1.9193484 0.60
1 0 0 0 0 0 0.2727393 0.41
1 0 0 0 1 0 0.3882422 0.40
1 0 1 0 0 0 0.5410214 0.37
1 0 1 0 1 0 0.6562422 0.35
1 0 0 1 0 0 1.6356916 0.34
1 0 0 1 1 0 1.7466736 0.33
1 1 0 0 0 0 0.3307036 0.30
1 0 1 1 0 0 1.8937891 0.30
1 1 0 0 1 0 0.4463115 0.29
1 0 1 1 1 0 2 0.29
1 1 1 0 0 0 0.5996121 0.26
1 1 1 0 1 0 0.7147944 0.25
Table E.5: Stability values for E Mistaken Point. 1 is suspension feeding and 0 is osmotrophy.
212
Bradgatia charniid Charniodiscus Fractofusus Primocandelabrum Thectardis Stability Percentage Osmotrophy
1 1 0 1 0 0 1.6919443 0.23
1 0 0 0 0 1 0.2957206 0.23
1 1 0 1 1 0 1.8028452 0.22
1 0 0 0 1 1 0.410999 0.22
1 1 1 1 0 0 1.949768 0.19
1 0 1 0 0 1 0.563689 0.19
1 1 1 1 1 0 2 0.18
1 0 1 0 1 1 0.6788525 0.17
1 0 0 1 0 1 1.6576001 0.16
1 0 0 1 1 1 1.7685035 0.15
1 1 0 0 0 1 0.3536019 0.12
1 0 1 1 0 1 1.9154691 0.12
1 1 0 0 1 1 0.4690403 0.11
1 0 1 1 1 1 2 0.11
1 1 1 0 0 1 0.6222459 0.08
1 1 1 0 1 1 0.7373828 0.07
1 1 0 1 0 1 1.7138355 0.05
1 1 0 1 1 1 1.8246302 0.04
1 1 1 1 0 1 1.9713477 0.01
1 1 1 1 1 1 2 0.00
Table E.6: Stability values for E Mistaken Point. 1 is suspension feeding and 0 is osmotrophy.
E.3.6 GMistaken Point
Bradgatia Charniid Charniodiscus Primocandelabrum Stability Percentage Osmotrophy
0 0 0 0 0.6907898 1.00
0 0 0 1 0.1254891 0.96
0 1 0 0 0.7157568 0.88
0 1 0 1 0.1153348 0.84
0 0 1 0 0.8057543 0.68
0 0 1 1 0.1908231 0.64
0 1 1 0 0.8307349 0.56
0 1 1 1 0.2148157 0.52
1 0 0 0 0.7636996 0.48
1 0 0 1 0.1517629 0.44
1 1 0 0 0.7886759 0.36
1 1 0 1 0.1746831 0.32
1 0 1 0 0.8787234 0.16
1 0 1 1 0.2615897 0.12
1 1 1 0 0.9036864 0.04
1 1 1 1 0.2861632 0.00
Table E.7: Stability values for ‘G’ Mistaken Point. 1 is suspension feeding and 0 is osmotrophy.
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E.3.7 Shingle Head
Bradgatia Charniid Pectinifrons Stability Percentage Osmotrophy
0 0 0 0.1216684 1.00
0 0 1 0.3629686 0.12
0 1 0 0.1168807 0.92
0 1 1 0.3742145 0.04
1 0 0 0.1097107 0.96
1 0 1 0.3689633 0.08
1 1 0 0.1254469 0.88
1 1 1 0.3794833 0.00
Table E.8: Stability values for Shingle Head. 1 is suspension feeding and 0 is osmotrophy.
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Appendix F
Collected Data
The data used in Chapters 2, 3 and 4 is given in the following tables. The X and Y
co-ordinates are distances in metres from the GPS transmitter and H is distance above
sea level. The following species notation is used: ASP: Aspidella; BRA: Bradgatia; CHA:
Charniodiscus; CHAR: Charniid; FEA: Feather Duster, FRA: Fractofusus; HIEM: Hiemalora;
LOB: Lobate Discs; IVE: Ivesheadia; PEC:Pectinifrons; DISC:Holdfast discs with stem; THE:
Thectardis; OTHER: Any other fossil, or unidentifiable fossils.
X (m) Y (m) H (m) Species X (m) Y (m) H (m) Species X (m) Y (m) H (m) Species
21.846 9.040 2.103 FRA 24.077 9.340 1.551 DISC 24.738 8.242 1.177 CHA
21.877 8.938 2.105 THE 24.081 9.376 1.552 FRA 24.666 8.151 1.194 CHA
22.036 9.164 2.070 FRA 23.946 9.355 1.592 FRA 24.674 8.088 1.196 DISC
22.656 9.477 1.908 FRA 23.941 9.520 1.570 DISC 24.628 8.049 1.203 CHA
22.646 9.528 1.910 FRA 23.901 9.261 1.599 FRA 24.171 9.219 1.392 FRA
22.646 9.531 1.911 LOB 23.427 9.290 1.708 CHA 24.284 9.153 1.369 THE
22.494 9.598 1.945 FRA 23.395 9.317 1.715 LOB 24.356 9.206 1.348 FRA
22.506 9.729 1.935 CHA 23.361 9.288 1.729 CHAR 24.399 9.190 1.334 FRA
22.503 9.737 1.933 CHA 23.782 9.555 1.621 CHAR 24.319 9.103 1.355 FEA
22.373 8.912 1.977 FRA 23.655 9.494 1.648 FRA 24.407 9.042 1.328 IVE
23.086 9.176 1.775 IVE 23.542 9.437 1.678 OTHER 24.387 9.019 1.339 DISC
22.753 9.360 1.888 FRA 24.159 9.804 1.537 LOB 24.499 9.266 1.310 DISC
22.891 9.547 1.847 FRA 24.151 9.605 1.524 DISC 24.665 9.359 1.269 LOB
23.084 9.443 1.804 THE 24.095 9.651 1.536 DISC 24.641 9.240 1.268 THE
22.557 9.648 1.928 FRA 24.034 9.702 1.563 DISC 24.565 9.199 1.291 FRA
22.787 9.619 1.879 FRA 24.015 9.684 1.564 FRA 24.489 9.059 1.305 FRA
23.307 10.065 1.753 FRA 23.932 9.654 1.591 CHAR 24.527 8.992 1.287 FEA
23.268 9.860 1.736 FRA 23.908 9.694 1.592 BRA 24.556 8.945 1.290 DISC
22.726 9.310 1.896 FRA 23.996 9.728 1.575 FRA 24.750 9.161 1.232 CHAR
23.822 8.312 1.561 OTHER 23.815 9.599 1.617 THE 24.755 9.274 1.233 BRA
23.797 8.264 1.571 FRA 23.883 9.763 1.603 DISC 24.878 9.029 1.208 CHA
23.682 8.325 1.587 LOB 23.605 9.638 1.663 LOB 24.986 9.331 1.168 FRA
23.668 7.906 1.538 FRA 23.409 9.912 1.702 IVE 25.011 9.587 1.188 FRA
23.617 8.234 1.602 CHA 23.620 9.860 1.671 FEA 24.919 9.398 1.193 HIEM
23.166 9.132 1.770 FRA 23.648 9.870 1.667 CHAR 24.882 9.229 1.192 IVE
23.156 9.018 1.774 DISC 23.691 9.892 1.656 THE 24.155 9.315 1.418 FRA
23.258 8.879 1.759 FRA 23.722 10.006 1.634 DISC 24.265 9.311 1.374 FRA
23.421 8.767 1.678 FEA 23.560 10.040 1.665 FRA 24.515 9.479 1.309 FRA
23.495 8.782 1.655 FRA 23.578 10.106 1.661 DISC 24.329 9.708 1.389 CHA
23.498 8.721 1.643 FRA 23.797 9.979 1.636 FRA 24.471 9.802 1.344 CHAR
23.620 8.735 1.599 CHA 23.767 10.058 1.625 FRA 24.385 10.084 1.367 FEA
23.881 8.676 1.550 DISC 23.978 10.042 1.565 FRA 24.474 10.021 1.341 FEA
23.892 8.723 1.561 DISC 23.872 9.947 1.603 LOB 24.432 10.099 1.345 FRA
23.888 8.719 1.564 DISC 23.930 9.906 1.584 FRA 24.294 10.086 1.391 CHAR
24.070 8.829 1.524 FRA 23.787 10.152 1.623 OTHER 24.758 10.167 1.279 CHAR
24.018 8.989 1.527 THE 24.250 10.085 1.505 IVE 24.674 10.139 1.293 FRA
23.975 8.959 1.541 THE 24.257 9.760 1.499 OTHER 24.677 10.102 1.291 FEA
215
X (m) Y (m) H (m) Species X (m) Y (m) H (m) Species X (m) Y (m) H (m) Species
24.657 7.347 1.109 DISC 25.494 8.606 0.983 FEA 26.137 9.953 0.858 FEA
24.591 7.440 1.117 OTHER 25.371 8.691 1.019 FEA 26.210 9.984 0.846 FEA
24.948 7.099 0.988 CHA 25.337 8.553 1.032 FEA 26.239 9.995 0.827 FEA
24.897 6.941 0.993 FRA 25.456 8.671 1.001 OTHER 26.346 10.036 0.804 DISC
24.921 6.831 0.985 FRA 24.999 8.802 1.167 FRA 26.380 10.046 0.793 DISC
24.953 6.755 0.981 FEA 25.110 8.540 1.097 CHA 25.606 9.398 0.989 FRA
25.085 6.720 0.952 CHAR 25.569 8.414 0.947 FEA 25.506 9.334 1.016 FRA
25.077 6.823 0.957 FEA 25.716 8.581 0.914 IVE 25.491 9.277 1.019 FRA
25.015 6.887 0.959 IVE 25.528 8.662 0.966 DISC 25.460 9.256 1.022 DISC
25.051 6.957 0.946 DISC 25.396 8.767 1.005 THE 25.398 9.291 1.057 IVE
25.105 6.922 0.947 FEA 25.309 8.736 1.030 DISC 25.282 9.272 1.091 CHAR
25.176 6.936 0.932 FRA 25.338 8.891 1.034 FRA 25.263 9.257 1.100 FEA
25.171 7.017 0.921 FEA 24.998 8.989 1.155 FRA 25.226 9.312 1.125 FEA
25.096 7.072 0.936 FRA 25.007 8.981 1.145 FEA 25.210 9.403 1.120 IVE
25.081 7.091 0.952 DISC 25.147 9.005 1.111 CHA 25.375 9.462 1.098 FEA
25.424 7.777 0.933 FRA 25.107 9.043 1.124 DISC 25.251 9.436 1.112 FRA
25.352 7.541 0.948 FRA 25.307 9.119 1.052 FEA 25.255 9.546 1.117 CHA
25.335 7.666 0.966 IVE 25.236 9.217 1.095 CHA 25.347 9.617 1.098 FEA
25.107 7.683 1.016 FRA 25.147 9.259 1.138 FRA 25.298 9.664 1.122 FEA
25.294 7.973 0.971 CHA 25.375 9.196 1.043 IVE 25.408 9.741 1.091 DISC
25.152 8.012 1.029 IVE 25.441 9.062 1.019 FRA 25.470 9.794 1.066 DISC
25.081 7.879 1.052 IVE 25.360 8.921 1.036 FRA 25.499 9.888 1.053 FRA
25.003 7.912 1.082 FEA 25.494 9.076 1.010 FEA 25.570 9.833 1.035 FRA
24.956 7.862 1.102 FEA 25.563 9.036 0.978 CHA 25.658 9.965 1.006 FRA
24.904 7.813 1.119 FRA 25.669 9.049 0.954 FRA 25.594 10.011 1.026 CHA
24.917 7.894 1.112 FRA 25.750 9.065 0.935 HIEM 25.540 10.108 1.048 OTHER
24.753 7.889 1.159 FRA 25.541 8.949 0.986 HIEM 25.483 10.083 1.059 FRA
24.901 8.018 1.113 CHAR 25.529 8.898 0.983 FEA 25.531 9.997 1.045 FRA
24.799 7.908 1.151 CHA 25.526 8.836 0.986 FEA 25.404 10.068 1.085 BRA
24.853 7.943 1.132 FEA 25.440 8.736 0.997 CHAR 25.389 10.062 1.094 THE
24.769 8.004 1.162 CHA 25.432 8.612 1.000 FEA 25.447 10.146 1.072 FEA
24.717 7.968 1.174 DISC 25.498 8.614 0.966 FRA 25.631 10.126 1.019 DISC
24.764 8.016 1.162 FRA 25.739 8.668 0.888 CHAR 25.722 10.176 0.990 CHAR
24.775 8.076 1.164 DISC 25.735 8.555 0.904 CHA 25.830 10.199 0.957 FEA
24.847 8.094 1.139 FEA 25.805 8.621 0.880 CHA 25.796 10.176 0.972 FEA
24.827 8.138 1.157 CHAR 25.516 8.560 0.960 CHAR 25.807 10.205 0.967 DISC
24.875 8.081 1.126 FRA 25.498 8.647 0.966 FRA 25.848 10.136 0.954 FRA
24.890 8.009 1.116 FEA 25.492 8.781 0.979 FRA 25.933 10.237 0.927 DISC
24.976 8.084 1.082 FEA 25.588 8.762 0.954 FRA 25.981 10.285 0.914 DISC
25.016 8.111 1.068 FRA 25.595 8.859 0.964 CHAR 25.933 10.132 0.923 FRA
24.855 8.186 1.147 IVE 25.506 8.911 0.988 FEA 26.037 10.149 0.901 CHAR
25.006 8.363 1.110 IVE 25.650 8.861 0.953 LOB 26.071 10.121 0.893 IVE
24.878 8.474 1.149 FRA 25.662 8.817 0.941 CHA 26.091 10.194 0.887 CHAR
24.769 8.655 1.216 FRA 25.747 8.832 0.914 FEA 25.323 6.665 0.874 FRA
24.707 8.687 1.221 FRA 25.784 8.923 0.918 FRA 25.394 6.690 0.859 CHA
25.075 8.519 1.096 DISC 25.815 8.716 0.878 CHAR 25.299 6.829 0.874 CHAR
25.092 8.471 1.093 FRA 25.823 8.622 0.883 CHA 25.307 6.724 0.885 FEA
25.079 8.416 1.099 FRA 25.843 8.647 0.878 DISC 25.162 6.958 0.925 FRA
25.030 8.441 1.112 CHAR 25.820 8.842 0.889 HIEM 25.112 6.984 0.928 CHA
25.181 8.377 1.070 CHAR 26.048 9.180 0.861 FRA 25.092 6.966 0.936 CHA
25.273 8.356 1.027 CHAR 26.050 9.240 0.846 FRA 25.126 6.907 0.943 DISC
25.223 8.170 1.026 HIEM 26.037 9.226 0.856 FEA 25.386 7.143 0.887 FRA
25.303 8.143 0.994 CHA 25.992 9.333 0.879 FEA 25.545 7.250 0.842 OTHER
25.418 8.090 0.939 FRA 26.035 9.346 0.857 DISC 25.762 7.459 0.797 FRA
25.418 8.095 0.941 FRA 26.036 9.292 0.862 DISC 25.522 7.615 0.904 IVE
25.467 8.082 0.924 FRA 26.040 9.274 0.851 DISC 25.742 7.469 0.802 CHA
25.553 8.150 0.901 FEA 26.112 9.370 0.828 FEA 25.832 7.778 0.821 IVE
25.585 8.195 0.895 OTHER 26.136 9.461 0.840 FRA 25.901 8.037 0.790 FRA
25.435 8.272 0.953 FEA 26.130 9.549 0.849 CHAR 25.915 8.140 0.787 FRA
25.380 8.255 0.967 FEA 26.118 9.511 0.847 FEA 25.972 7.900 0.789 FRA
25.280 8.255 0.986 DISC 25.844 9.626 0.931 FRA 26.064 8.177 0.745 FRA
25.291 8.280 0.997 DISC 25.793 9.569 0.950 FEA 26.011 8.057 0.757 FEA
25.361 8.341 0.985 DISC 25.747 9.529 0.963 FEA 25.655 7.962 0.860 FEA
25.394 8.346 0.976 HIEM 26.044 9.683 0.875 FRA 25.534 7.904 0.894 FEA
25.502 8.356 0.951 CHAR 26.007 9.734 0.888 FEA 25.787 7.994 0.829 DISC
25.557 8.356 0.938 FRA 25.955 9.755 0.904 BRA 25.684 8.067 0.857 CHA
25.620 8.347 0.925 CHAR 25.935 9.798 0.921 CHA 25.578 8.143 0.889 IVE
25.584 8.423 0.939 CHA 25.980 9.850 0.899 DISC 25.884 8.163 0.800 FRA
25.567 8.459 0.952 FEA 26.034 9.754 0.880 FRA 25.862 8.289 0.807 FRA
25.627 8.461 0.930 FRA 26.095 9.727 0.861 DISC 25.649 8.392 0.914 FRA
25.614 8.540 0.937 CHAR 26.192 9.668 0.816 IVE 25.562 8.175 0.892 CHA
25.520 8.462 0.961 CHAR 26.234 9.700 0.799 DISC 25.727 8.347 0.874 CHA
25.573 8.516 0.955 FEA 26.272 9.729 0.795 DISC 25.770 8.325 0.846 FEA
25.618 8.533 0.943 FEA 26.296 9.813 0.793 FRA 25.761 8.293 0.843 DISC
25.542 8.583 0.959 FEA 26.204 9.864 0.830 FRA 25.736 8.425 0.885 FEA
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25.939 8.380 0.801 DISC 25.705 7.159 0.775 FEA 26.474 8.791 0.655 FRA
25.885 8.453 0.836 DISC 25.743 7.252 0.765 FEA 26.561 8.837 0.635 FEA
25.990 8.473 0.808 DISC 25.961 7.285 0.719 FRA 26.685 8.838 0.590 IVE
26.086 8.490 0.768 DISC 26.243 7.141 0.629 CHAR 26.719 8.982 0.591 IVE
26.095 8.618 0.796 FEA 26.016 7.854 0.773 CHA 26.421 8.898 0.703 FRA
26.161 8.658 0.779 FEA 26.052 7.832 0.759 HIEM 26.526 9.073 0.674 FRA
26.228 8.509 0.707 HIEM 26.200 7.605 0.686 FRA 26.526 8.962 0.667 FRA
26.159 8.530 0.732 FRA 26.309 7.630 0.649 NET 26.542 9.052 0.673 DISC
26.053 8.638 0.812 IVE 26.133 7.692 0.707 DISC 26.582 9.098 0.652 DISC
26.216 8.700 0.752 DISC 26.213 7.726 0.685 DISC 26.948 9.050 0.529 FRA
26.296 8.715 0.723 FRA 26.331 7.792 0.649 DISC 26.912 8.972 0.538 DISC
26.186 8.748 0.774 FRA 26.337 7.737 0.643 FEA 26.893 9.003 0.544 DISC
26.347 8.747 0.715 DISC 26.412 7.707 0.616 HIEM 27.020 9.097 0.521 CHAR
26.283 8.763 0.733 DISC 26.436 7.677 0.599 HIEM 26.988 9.195 0.523 OTHER
26.351 8.808 0.728 DISC 26.543 7.668 0.552 DISC 27.006 9.166 0.525 FRA
26.254 8.875 0.759 FRA 26.463 7.828 0.604 FEA 27.123 9.119 0.489 FEA
26.329 8.936 0.726 FRA 26.504 7.870 0.597 FEA 27.206 9.213 0.473 FRA
26.324 8.900 0.742 FRA 26.503 7.838 0.601 FRA 26.920 8.664 0.493 FRA
26.303 8.939 0.737 FEA 26.557 7.873 0.576 LOB 25.964 6.158 0.666 FRA
25.950 8.805 0.831 DISC 26.284 7.878 0.668 DISC 25.896 6.038 0.667 FRA
25.901 8.752 0.840 DISC 26.301 7.928 0.665 DISC 26.246 6.068 0.601 CHAR
25.913 8.791 0.838 CHA 26.398 7.927 0.632 FRA 26.281 6.124 0.590 FRA
25.852 8.739 0.854 CHA 26.507 7.949 0.596 DISC 26.350 6.243 0.566 FRA
25.809 8.725 0.867 CHA 26.500 8.095 0.613 DISC 26.295 6.218 0.585 FRA
26.140 8.792 0.791 DISC 26.198 8.071 0.713 LOB 25.939 6.395 0.688 FEA
26.087 8.966 0.799 DISC 26.250 8.110 0.703 LOB 26.165 6.454 0.618 FEA
26.302 8.937 0.742 FRA 26.388 8.155 0.662 HIEM 26.142 6.365 0.617 CHA
26.366 8.994 0.713 FEA 26.442 8.125 0.633 CHAR 26.294 6.550 0.595 FRA
26.161 8.913 0.775 DISC 26.284 7.958 0.677 FRA 26.341 6.610 0.585 FRA
26.381 8.978 0.709 FEA 26.214 7.969 0.696 FRA 26.360 6.589 0.573 DISC
26.438 9.015 0.686 FEA 26.197 7.991 0.706 FRA 26.327 6.540 0.586 FEA
26.413 9.120 0.706 FEA 26.449 8.120 0.628 HIEM 26.708 6.650 0.477 FRA
26.445 9.255 0.721 CHA 26.451 8.173 0.634 IVE 26.651 6.741 0.493 FRA
26.502 9.239 0.701 HIEM 26.433 8.240 0.643 FRA 26.413 6.613 0.554 CHA
26.429 9.334 0.730 CHAR 26.449 8.242 0.631 CHA 26.588 6.622 0.503 DISC
26.028 9.163 0.853 FRA 26.111 8.169 0.714 FRA 26.444 6.740 0.546 FRA
26.053 9.236 0.846 FRA 26.276 8.241 0.677 DISC 26.655 6.920 0.502 IVE
26.139 9.275 0.824 CHA 26.317 8.308 0.660 FRA 26.689 7.096 0.500 FRA
26.153 9.382 0.810 CHA 26.387 8.330 0.640 FRA 26.780 7.373 0.481 IVE
26.228 9.393 0.786 CHAR 26.408 8.379 0.633 IVE 26.552 7.321 0.553 FEA
26.223 9.335 0.797 FEA 26.443 8.360 0.626 DISC 26.690 7.626 0.513 DISC
26.298 9.420 0.769 IVE 26.516 8.391 0.603 DISC 26.836 7.733 0.476 CHA
26.213 9.352 0.796 FRA 26.521 8.366 0.599 DISC 26.746 7.478 0.500 THE
26.119 9.458 0.838 FRA 26.697 8.440 0.548 CHAR 26.986 7.236 0.400 FEA
26.170 9.521 0.832 FRA 26.668 8.371 0.562 HIEM 27.085 7.430 0.375 CHAR
26.181 9.578 0.830 DISC 26.618 8.388 0.576 IVE 27.017 7.516 0.416 FEA
26.273 9.582 0.803 DISC 26.920 8.644 0.511 CHAR 27.165 7.588 0.381 DISC
26.459 9.579 0.730 BRA 26.853 8.708 0.529 FEA 27.033 7.632 0.422 CHA
26.499 9.620 0.713 FRA 26.828 8.702 0.535 FEA 26.834 7.731 0.470 FRA
26.410 9.578 0.746 IVE 26.950 8.694 0.496 FEA 26.853 7.972 0.481 FEA
26.583 9.475 0.690 CHA 27.022 8.733 0.487 FEA 26.789 8.280 0.526 FEA
26.568 9.354 0.688 FRA 27.032 8.719 0.476 FEA 26.795 8.234 0.528 FEA
26.629 9.590 0.671 CHA 26.865 8.801 0.528 DISC 26.818 7.945 0.492 LOB
26.631 9.483 0.670 IVE 26.913 8.688 0.501 FRA 26.987 7.873 0.435 LOB
26.619 9.434 0.667 FRA 26.948 8.697 0.489 FEA 27.018 7.810 0.419 FEA
26.623 9.571 0.670 FEA 26.981 8.732 0.490 HIEM 27.006 7.614 0.427 FRA
26.292 9.763 0.776 DISC 27.012 8.728 0.467 HIEM 27.144 7.859 0.386 CHA
26.322 9.843 0.781 FRA 27.051 8.785 0.466 FRA 27.269 7.686 0.345 FRA
26.286 9.786 0.783 CHAR 27.022 8.767 0.466 FRA 27.235 7.563 0.350 FRA
26.186 9.751 0.819 FRA 27.080 8.889 0.465 FRA 27.274 7.603 0.344 CHAR
26.300 9.901 0.793 DISC 27.109 8.901 0.454 FRA 27.235 7.623 0.353 DISC
26.523 9.914 0.730 CHA 27.113 8.937 0.457 FRA 27.389 7.950 0.310 FEA
26.448 10.079 0.757 FRA 26.214 8.496 0.710 FEA 27.274 7.990 0.359 FEA
26.477 9.967 0.743 DISC 26.217 8.549 0.715 FEA 27.358 8.085 0.342 FEA
26.528 9.986 0.731 IVE 26.181 8.518 0.727 FRA 27.360 8.110 0.333 FRA
25.557 6.568 0.798 FRA 26.195 8.549 0.729 FRA 27.263 8.131 0.368 FRA
25.479 6.486 0.820 FEA 26.196 8.589 0.743 FRA 27.263 8.038 0.364 IVE
25.489 6.375 0.813 FRA 26.287 8.592 0.697 DISC 27.509 8.146 0.295 FEA
25.509 6.457 0.812 IVE 26.318 8.654 0.691 DISC 27.095 8.256 0.410 FRA
25.720 6.510 0.771 CHA 26.283 8.722 0.727 FRA 26.938 8.253 0.469 BRA
25.947 6.753 0.710 DISC 26.333 8.731 0.711 FEA 26.968 8.367 0.474 LOB
25.969 6.971 0.704 CHA 26.454 8.604 0.636 FEA 26.979 8.427 0.463 FRA
26.111 6.830 0.656 LOB 26.421 8.724 0.667 FRA 27.023 8.384 0.459 FRA
25.959 6.956 0.716 CHA 26.416 8.858 0.695 LOB 27.130 8.389 0.422 FRA
26.012 7.125 0.688 DISC 26.498 8.865 0.661 FEA 27.051 8.244 0.421 FRA
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26.981 8.428 0.474 FRA 27.124 5.524 0.316 FRA 21.310 7.645 2.057 LOB
27.065 8.276 0.430 DISC 27.125 5.451 0.327 FRA 21.089 7.295 2.079 DISC
27.035 8.179 0.430 IVE 27.186 5.403 0.314 DISC 21.026 7.312 2.097 FEA
26.845 8.082 0.488 IVE 20.461 9.386 2.282 IVE 21.671 6.899 1.918 FRA
27.086 7.962 0.411 FRA 20.683 9.143 2.216 DISC 21.712 6.945 1.914 FRA
27.264 8.156 0.361 CHAR 20.613 8.869 2.252 HIEM 21.415 7.055 1.971 FRA
27.342 8.150 0.341 FEA 20.595 8.818 2.254 FRA 21.463 7.231 1.979 FRA
27.088 8.199 0.412 FEA 20.526 8.932 2.264 LOB 21.421 7.191 1.994 CHA
27.238 8.432 0.395 DISC 20.720 8.660 2.218 FEA 21.457 7.120 1.972 FRA
27.251 8.507 0.391 DISC 20.552 8.600 2.248 IVE 21.498 7.503 1.976 FRA
27.357 8.501 0.359 DISC 20.467 8.478 2.273 OTHER 21.576 7.548 1.953 FRA
27.399 8.550 0.351 FRA 20.387 8.396 2.294 IVE 21.806 7.728 1.904 IVE
27.339 8.658 0.356 FRA 20.244 8.329 2.323 FRA 21.954 7.732 1.858 FEA
27.235 8.826 0.408 FRA 20.106 8.264 2.349 LOB 21.842 8.029 1.954 IVE
27.243 8.945 0.414 FRA 20.210 8.081 2.326 FRA 21.762 8.105 1.965 FRA
27.214 8.849 0.423 FRA 20.095 8.061 2.355 IVE 22.018 8.128 1.914 CHA
27.219 8.911 0.428 FRA 20.532 8.039 2.242 FRA 21.968 8.226 1.911 CHA
27.185 8.904 0.437 DISC 20.531 8.064 2.239 CHA 21.925 8.277 1.931 FRA
26.495 5.724 0.486 CHA 20.402 7.917 2.267 DISC 21.886 8.461 1.928 FRA
26.459 6.080 0.527 FEA 20.418 7.876 2.266 FEA 22.000 8.582 1.903 LOB
26.731 5.971 0.429 FRA 20.372 7.829 2.292 CHA 22.052 8.500 1.901 DISC
26.687 5.946 0.437 DISC 20.401 7.767 2.272 FRA 22.076 8.306 1.892 CHA
26.584 5.753 0.462 CHAR 20.172 7.746 2.333 FRA 22.087 6.760 1.772 FEA
26.624 5.822 0.452 FEA 20.195 7.655 2.328 HIEM 22.192 6.853 1.750 CHAR
26.712 5.865 0.423 FEA 20.448 7.463 2.257 FRA 22.091 6.969 1.804 FRA
26.766 5.911 0.405 FEA 20.423 7.533 2.269 FRA 21.945 6.821 1.822 FRA
26.883 5.965 0.370 LOB 20.344 7.551 2.279 FRA 21.873 6.799 1.833 THE
26.859 5.844 0.382 FEA 20.521 7.678 2.236 LOB 21.937 7.077 1.867 FRA
27.032 6.024 0.326 LOB 20.698 7.352 2.195 FRA 21.859 7.029 1.885 FEA
27.186 6.291 0.333 FEA 20.712 7.316 2.185 CHA 22.037 7.300 1.829 IVE
27.133 6.301 0.352 FRA 20.684 7.439 2.200 FEA 21.202 7.468 2.059 FRA
27.136 6.402 0.346 FRA 20.662 7.426 2.205 FEA 21.103 7.010 2.065 FEA
27.090 6.414 0.353 CHAR 20.682 7.491 2.194 FEA 21.140 7.031 2.053 CHA
26.999 6.407 0.383 FRA 20.911 7.672 2.142 FRA 21.083 6.970 2.064 FRA
26.911 6.420 0.398 FRA 20.702 7.776 2.203 HIEM 22.048 7.986 1.874 LOB
26.738 6.343 0.440 IVE 20.793 7.883 2.188 IVE 21.632 7.597 1.950 FRA
26.753 6.667 0.477 FRA 20.918 7.997 2.149 LOB 21.767 7.258 1.922 FEA
26.827 6.790 0.453 CHA 21.138 8.228 2.104 DISC 21.757 6.616 1.840 FRA
26.904 6.858 0.430 FRA 21.171 8.288 2.108 FRA 21.967 6.586 1.803 FRA
26.973 6.662 0.390 CHAR 20.846 8.596 2.199 CHA 21.914 6.691 1.807 FRA
26.966 6.653 0.389 CHA 20.763 8.579 2.213 CHA 22.000 6.655 1.794 CHA
27.163 6.766 0.330 LOB 20.995 8.550 2.165 FRA 21.979 6.745 1.789 DISC
27.279 6.728 0.293 LOB 20.774 8.655 2.201 FRA 22.102 6.603 1.785 FRA
27.256 6.541 0.315 CHA 20.871 8.735 2.179 FEA 22.100 6.653 1.774 FRA
27.163 6.813 0.349 CHA 20.842 8.693 2.192 FRA 22.112 6.691 1.770 FEA
27.343 6.811 0.284 OTHER 20.990 8.696 2.167 HIEM 22.148 6.715 1.762 DISC
27.402 6.751 0.270 FRA 21.191 8.899 2.108 FRA 22.147 6.726 1.760 DISC
27.473 6.875 0.253 FRA 21.197 8.980 2.106 FRA 22.103 6.788 1.760 DISC
27.371 6.963 0.285 FRA 21.071 8.767 2.148 FRA 22.143 6.815 1.753 LOB
27.479 7.052 0.277 CHAR 21.490 8.417 2.045 FEA 22.067 6.845 1.764 DISC
27.289 7.206 0.298 IVE 21.776 8.549 1.956 FRA 22.064 6.946 1.805 FRA
27.493 7.274 0.250 CHAR 21.730 8.579 1.973 DISC 22.168 6.893 1.751 FRA
27.337 7.492 0.313 FEA 21.780 8.553 1.958 FEA 22.233 6.799 1.735 DISC
27.437 7.802 0.306 FEA 21.767 8.420 1.956 FEA 22.243 6.761 1.740 FRA
27.509 7.890 0.287 HIEM 21.775 8.373 1.961 DISC 22.202 6.952 1.746 FRA
27.569 7.853 0.270 CHA 21.636 8.030 1.993 FRA 22.239 7.008 1.764 DISC
27.582 7.754 0.271 FRA 21.555 7.945 2.009 FRA 22.203 7.080 1.799 CHA
27.696 7.790 0.213 FRA 21.530 7.886 2.013 FEA 22.122 7.065 1.822 FRA
27.761 7.799 0.193 FRA 21.638 8.195 1.990 CHA 22.005 7.157 1.845 FRA
27.815 7.437 0.171 FRA 21.558 8.165 2.008 CHA 22.210 7.136 1.809 IVE
27.706 7.399 0.195 FRA 21.451 8.209 2.021 FRA 22.436 7.051 1.707 IVE
27.633 7.403 0.221 FRA 21.307 8.204 2.084 IVE 22.189 7.266 1.795 IVE
27.663 6.949 0.187 LOB 21.177 8.300 2.107 FRA 22.356 7.256 1.766 FEA
27.622 6.850 0.203 FRA 21.173 8.123 2.104 FRA 22.409 7.247 1.755 FRA
27.826 6.990 0.132 FRA 21.246 8.215 2.087 FEA 22.553 7.335 1.704 FEA
27.720 6.669 0.187 FRA 21.195 8.040 2.091 LOB 22.598 7.310 1.697 FRA
27.772 6.585 0.165 CHA 21.323 7.921 2.052 FRA 22.630 7.302 1.689 FRA
27.662 6.603 0.201 FEA 21.357 7.754 2.043 FRA 22.617 7.354 1.689 LOB
27.719 6.655 0.185 CHAR 21.328 7.776 2.054 CHA 22.690 7.351 1.669 LOB
27.761 6.342 0.133 FRA 21.060 7.772 2.107 CHAR 22.021 7.270 1.827 LOB
27.374 6.144 0.250 FRA 21.138 7.756 2.089 FRA 21.855 7.349 1.894 FEA
27.220 6.221 0.294 CHAR 21.129 7.606 2.098 FRA 21.961 7.401 1.869 IVE
27.202 6.217 0.301 FEA 20.887 7.410 2.155 FRA 21.598 7.410 1.955 FEA
27.318 5.974 0.241 CHA 20.924 7.423 2.147 FRA 21.584 7.514 1.956 FRA
27.000 5.875 0.341 IVE 21.321 7.782 2.060 CHA 21.590 7.570 1.948 FRA
218
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21.631 7.539 1.943 CHA 22.714 6.586 1.634 DISC 23.571 6.585 1.378 FRA
21.720 7.534 1.922 FRA 22.796 6.549 1.615 FRA 23.604 6.525 1.362 IVE
21.784 7.711 1.913 IVE 22.693 6.493 1.643 FRA 23.508 6.508 1.398 FRA
21.862 7.549 1.892 BRA 22.568 6.483 1.661 LOB 23.412 6.457 1.412 LOB
21.946 7.550 1.871 DISC 22.526 6.494 1.661 FRA 23.181 6.322 1.474 FRA
21.937 7.705 1.869 CHA 22.527 6.442 1.671 FRA 23.175 6.259 1.472 FRA
21.945 7.720 1.866 DISC 22.520 6.379 1.679 FEA 23.052 5.947 1.471 FRA
21.961 7.794 1.882 LOB 22.448 6.430 1.682 FRA 23.024 5.890 1.470 LOB
22.053 7.724 1.844 OTHER 22.394 6.413 1.689 FRA 23.078 5.902 1.453 OTHER
22.127 7.667 1.836 FRA 22.435 6.369 1.683 FRA 23.175 6.050 1.456 IVE
22.256 7.722 1.814 FRA 22.438 6.247 1.688 FRA 23.291 6.074 1.423 DISC
22.069 7.993 1.876 LOB 22.351 6.364 1.702 DISC 23.392 6.124 1.404 OTHER
22.301 7.905 1.795 FEA 22.313 6.318 1.716 DISC 23.371 6.219 1.418 FRA
22.122 8.088 1.881 DISC 22.749 6.120 1.568 FRA 23.562 6.289 1.381 FRA
22.353 7.919 1.788 CHA 22.897 6.012 1.524 FRA 23.541 6.372 1.382 DISC
22.395 7.914 1.784 CHA 22.896 5.964 1.526 IVE 23.570 6.409 1.384 DISC
22.496 7.816 1.754 FRA 22.909 6.153 1.527 LOB 23.670 6.485 1.358 FRA
22.598 7.902 1.738 LOB 22.908 6.112 1.514 LOB 23.822 6.554 1.324 CHA
22.477 7.982 1.770 FEA 22.953 6.053 1.508 FRA 23.803 6.406 1.322 CHA
22.155 8.288 1.878 FEA 23.017 6.109 1.495 FRA 23.818 6.212 1.266 DISC
22.270 8.231 1.843 THE 23.040 6.074 1.491 FRA 23.852 6.112 1.262 FRA
22.258 8.430 1.850 FRA 22.994 6.210 1.511 HIEM 23.873 6.089 1.254 FRA
22.215 8.499 1.860 CHA 22.966 6.289 1.518 DISC 23.822 6.065 1.264 FRA
22.301 8.479 1.836 CHA 22.896 6.342 1.540 FRA 23.759 6.035 1.284 DISC
22.629 8.281 1.735 DISC 22.899 6.403 1.543 FRA 23.616 5.966 1.313 FRA
22.578 8.085 1.754 FRA 22.919 6.451 1.542 DISC 23.400 5.887 1.363 FRA
23.068 7.784 1.600 THE 23.036 6.536 1.517 DISC 23.441 5.773 1.358 FRA
23.132 7.768 1.583 FRA 23.055 6.616 1.529 FRA 23.525 5.740 1.336 FRA
23.172 7.668 1.562 OTHER 23.107 6.551 1.504 DISC 23.753 5.904 1.281 IVE
22.984 7.595 1.611 DISC 23.108 6.600 1.516 DISC 23.900 5.994 1.239 FRA
22.925 7.588 1.633 FRA 23.139 6.641 1.515 FRA 23.913 5.949 1.243 FRA
22.890 7.536 1.638 FEA 23.169 6.625 1.503 THE 24.071 5.988 1.202 CHA
22.930 7.441 1.628 CHA 23.214 6.707 1.498 DISC 23.826 5.773 1.262 IVE
23.011 7.407 1.608 LOB 23.233 6.750 1.496 FRA 23.772 5.771 1.268 DISC
23.152 7.539 1.565 FRA 23.271 6.679 1.488 CHAR 23.776 5.704 1.262 DISC
23.367 7.726 1.516 FEA 23.276 6.482 1.459 FRA 23.749 5.636 1.270 DISC
23.335 7.627 1.519 FRA 23.642 6.988 1.386 FEA 23.854 5.648 1.237 FRA
23.501 7.557 1.457 IVE 23.737 7.021 1.360 LOB 23.923 5.449 1.216 LOB
23.253 7.545 1.546 IVE 23.662 6.907 1.371 DISC 24.031 5.544 1.189 DISC
23.253 7.537 1.542 LOB 23.677 6.800 1.359 FRA 24.089 5.541 1.177 FRA
23.243 7.455 1.539 CHA 23.763 6.799 1.336 LOB 24.153 5.471 1.158 IVE
23.237 7.383 1.527 CHA 23.919 7.200 1.334 FRA 24.088 5.386 1.175 LOB
23.139 7.353 1.556 FRA 24.012 7.234 1.305 FRA 24.092 5.321 1.171 FRA
23.079 7.322 1.564 FRA 24.085 7.225 1.285 FEA 24.159 5.364 1.155 DISC
22.981 7.408 1.614 IVE 24.113 7.179 1.269 FEA 24.204 5.364 1.141 FRA
22.972 7.275 1.600 FRA 24.055 7.126 1.278 FRA 24.251 5.335 1.122 FRA
22.888 7.247 1.621 FRA 24.094 7.101 1.265 FRA 24.258 5.258 1.121 IVE
22.861 7.339 1.650 FEA 24.356 7.038 1.169 DISC 24.331 5.243 1.095 FRA
22.809 7.238 1.647 FRA 24.118 6.849 1.252 CHAR 24.268 5.164 1.108 CHA
22.770 7.258 1.660 CHA 24.082 6.797 1.259 FRA 24.377 5.346 1.090 IVE
23.430 7.224 1.458 CHA 24.053 6.769 1.262 FRA 24.441 5.241 1.051 DISC
23.473 7.127 1.466 CHA 24.007 6.665 1.274 FRA 24.572 4.998 1.021 DISC
23.511 7.207 1.448 CHA 23.852 6.572 1.317 CHA 24.484 4.962 1.048 CHA
23.723 7.205 1.393 FRA 24.096 6.499 1.222 OTHER 24.455 5.042 1.043 DISC
23.763 7.289 1.383 FRA 24.162 6.374 1.196 LOB 24.421 4.992 1.057 DISC
23.753 7.220 1.391 CHA 24.274 6.581 1.184 DISC 24.684 5.114 0.992 FEA
23.720 7.443 1.385 OTHER 24.322 6.604 1.167 DISC 24.787 5.173 0.971 DISC
23.791 7.394 1.359 CHA 24.313 6.523 1.159 CHA 24.759 5.129 0.979 DISC
23.812 7.400 1.353 FRA 24.331 6.413 1.143 BRA 24.659 5.399 1.021 DISC
22.628 7.085 1.676 FRA 24.370 6.497 1.143 DISC 24.561 5.376 1.039 FRA
22.543 6.990 1.662 FRA 24.367 6.547 1.140 DISC 24.547 5.484 1.055 FRA
22.561 6.956 1.667 FRA 24.376 6.605 1.149 OTHER 24.447 5.533 1.076 FRA
22.575 6.922 1.660 FRA 24.360 6.662 1.164 DISC 24.376 5.428 1.091 FRA
22.542 6.919 1.667 FRA 24.385 6.739 1.157 CHA 24.338 5.510 1.098 CHA
22.586 6.972 1.656 CHA 24.408 6.769 1.151 FEA 24.274 5.555 1.113 FEA
22.521 6.859 1.687 IVE 24.479 6.720 1.110 THE 24.218 5.521 1.126 DISC
22.381 6.628 1.733 OTHER 24.544 6.721 1.090 DISC 24.246 5.479 1.119 DISC
22.417 6.590 1.707 FRA 24.491 6.627 1.109 DISC 24.179 5.567 1.141 FRA
22.345 6.574 1.730 OTHER 24.537 6.577 1.093 FRA 24.161 5.591 1.146 FRA
22.767 6.890 1.630 CHA 24.485 6.486 1.106 DISC 24.216 5.666 1.143 FRA
22.668 6.848 1.659 DISC 24.433 6.455 1.113 DISC 24.307 5.688 1.115 FRA
22.611 6.793 1.672 FRA 23.624 6.636 1.374 FEA 24.437 5.642 1.078 IVE
22.960 6.819 1.578 CHA 23.574 6.641 1.374 FEA 24.359 5.757 1.100 DISC
22.882 6.812 1.592 DISC 23.545 6.646 1.385 FEA 24.277 5.752 1.118 DISC
22.826 6.712 1.622 FEA 23.514 6.564 1.390 CHA 24.353 5.792 1.103 FRA
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24.228 5.934 1.148 OTHER 25.215 5.841 0.857 DISC 25.014 4.595 0.850 DISC
24.269 5.997 1.144 FRA 25.269 5.895 0.841 IVE 24.963 4.611 0.861 FRA
24.318 6.001 1.127 FEA 25.269 5.779 0.850 LOB 24.964 4.624 0.868 FRA
24.338 6.128 1.127 DISC 25.305 5.999 0.826 OTHER 25.017 4.784 0.861 DISC
24.401 5.963 1.096 DISC 25.334 6.032 0.819 FRA 24.993 4.769 0.865 DISC
24.421 5.903 1.092 FRA 25.410 6.087 0.804 DISC 24.934 4.823 0.878 LOB
24.364 5.878 1.107 DISC 25.547 5.910 0.788 THE 24.860 4.701 0.900 FRA
24.425 5.855 1.089 IVE 25.451 5.952 0.800 LOB 24.793 4.772 0.922 FRA
24.452 5.791 1.069 IVE 25.427 5.900 0.811 CHA 24.747 4.714 0.935 IVE
24.484 5.841 1.066 DISC 25.360 5.825 0.821 FRA 24.808 4.830 0.927 CHA
24.522 5.846 1.056 FRA 25.249 5.799 0.848 OTHER 24.708 4.781 0.951 FRA
24.561 5.859 1.047 FRA 25.416 5.615 0.781 FRA 24.681 4.861 0.979 FRA
24.604 5.902 1.037 FRA 25.670 5.705 0.706 CHA 24.677 4.878 0.980 DISC
24.565 6.079 1.042 DISC 25.703 5.652 0.695 FRA 24.795 4.918 0.946 FRA
24.721 5.926 1.014 FEA 25.576 5.459 0.748 OTHER 24.827 4.959 0.937 DISC
24.603 5.820 1.037 FRA 25.656 5.494 0.723 FRA 24.843 5.002 0.938 DISC
24.522 5.755 1.054 LOB 25.660 5.416 0.720 FRA 24.875 4.990 0.932 DISC
24.478 5.718 1.070 FRA 25.799 5.498 0.678 DISC 25.598 4.359 0.701 CHA
24.576 5.709 1.044 CHA 25.933 5.621 0.637 FRA 25.678 4.394 0.678 DISC
24.622 5.710 1.028 FEA 25.875 5.474 0.646 FRA 25.735 4.290 0.675 DISC
24.578 5.639 1.038 FRA 25.866 5.440 0.645 FRA 25.678 4.178 0.673 FRA
24.633 5.613 1.023 FRA 26.120 5.577 0.563 OTHER 25.843 4.368 0.647 DISC
24.549 5.600 1.051 DISC 26.168 5.604 0.550 IVE 25.785 4.492 0.653 DISC
24.620 5.777 1.025 FRA 26.184 5.422 0.563 FRA 25.728 4.569 0.657 FRA
24.640 5.559 1.020 IVE 26.088 5.437 0.576 FRA 25.847 4.554 0.634 DISC
24.616 5.530 1.029 DISC 26.045 5.375 0.584 OTHER 25.826 4.679 0.623 DISC
24.695 5.465 1.011 DISC 26.054 5.330 0.594 FRA 25.892 4.544 0.620 DISC
24.789 5.477 0.990 LOB 26.138 5.327 0.576 FRA 25.956 4.476 0.617 DISC
24.773 5.576 1.000 IVE 26.077 5.288 0.599 DISC 25.960 4.426 0.614 FRA
24.820 5.663 0.974 FRA 26.042 5.231 0.600 FRA 25.912 4.415 0.625 FRA
24.852 5.689 0.957 IVE 25.821 5.303 0.645 FRA 25.934 4.743 0.610 FRA
24.948 5.704 0.940 LOB 26.000 5.175 0.610 FRA 25.991 4.932 0.599 FRA
24.906 5.582 0.961 IVE 25.935 5.180 0.620 FRA 26.176 4.823 0.545 FRA
24.974 5.569 0.943 FEA 25.957 5.083 0.619 FRA 26.131 4.989 0.549 CHA
25.070 5.634 0.913 DISC 25.951 5.051 0.620 FRA 26.185 5.232 0.557 FRA
25.056 5.532 0.907 LOB 25.913 5.073 0.632 FRA 26.201 5.296 0.561 DISC
24.967 5.494 0.928 FEA 25.887 4.988 0.633 FRA 26.281 5.342 0.528 FRA
24.438 6.204 1.097 FRA 25.878 5.014 0.640 FRA 26.308 5.270 0.523 FRA
24.476 6.301 1.094 DISC 25.790 5.033 0.662 FRA 26.395 5.164 0.493 DISC
24.507 6.326 1.083 FEA 25.855 5.079 0.648 OTHER 26.448 5.058 0.458 FRA
24.513 6.391 1.085 FRA 25.681 5.296 0.712 CHA 26.449 4.994 0.452 FRA
24.575 6.371 1.071 FEA 25.537 5.180 0.746 IVE 26.449 4.945 0.464 LOB
24.538 6.567 1.088 FRA 25.379 5.203 0.799 FRA 26.459 4.886 0.466 FRA
24.609 6.629 1.066 FRA 25.389 5.267 0.794 FRA 26.511 4.994 0.438 DISC
24.640 6.586 1.047 FRA 25.293 5.263 0.823 OTHER 26.530 5.036 0.432 LOB
24.688 6.518 1.024 FRA 25.283 5.382 0.825 IVE 26.558 4.997 0.434 DISC
24.764 6.647 1.004 FEA 24.897 5.155 0.950 IVE 26.668 5.019 0.407 FRA
24.805 6.555 0.998 LOB 25.004 5.151 0.911 IVE 26.120 4.502 0.571 FRA
24.683 6.354 1.026 DISC 25.181 5.231 0.863 CHA 26.064 4.462 0.589 DISC
24.753 6.245 1.002 DISC 25.191 5.137 0.849 DISC 26.003 4.567 0.598 DISC
24.850 6.255 0.970 DISC 25.228 5.205 0.843 FRA 25.950 4.483 0.613 DISC
24.906 6.325 0.950 OTHER 24.962 5.014 0.901 FRA 25.958 4.447 0.611 FRA
24.951 6.388 0.947 FRA 25.129 4.833 0.835 FRA 25.883 4.428 0.623 FRA
25.041 6.394 0.921 CHA 25.187 4.903 0.827 LOB 25.980 4.194 0.559 CHA
24.997 6.273 0.949 DISC 25.225 4.956 0.819 OTHER 26.121 4.369 0.535 LOB
24.906 6.202 0.975 DISC 25.307 5.040 0.805 DISC 26.247 4.348 0.507 FRA
24.854 6.153 0.991 DISC 25.283 5.022 0.815 FRA 26.280 4.402 0.504 FRA
24.792 6.077 1.007 IVE 25.426 5.059 0.772 FRA 26.394 4.415 0.455 FRA
24.823 6.013 0.993 FEA 25.379 4.987 0.783 DISC 26.353 4.567 0.490 FRA
24.928 6.030 0.965 DISC 25.364 4.952 0.783 IVE 26.296 4.604 0.507 DISC
24.893 5.981 0.969 DISC 25.512 5.019 0.721 IVE 26.504 4.660 0.453 OTHER
24.930 5.973 0.946 FRA 25.560 4.979 0.702 IVE 26.556 4.730 0.442 DISC
25.000 6.182 0.948 FRA 25.503 4.877 0.726 CHA 26.580 4.776 0.431 DISC
25.067 6.252 0.933 OTHER 25.404 4.768 0.748 FRA 26.644 4.767 0.418 FRA
25.125 6.378 0.912 OTHER 25.249 4.751 0.802 FRA 26.670 4.842 0.410 BRA
25.201 6.309 0.892 FRA 25.332 4.656 0.771 FRA 26.712 4.888 0.403 DISC
25.116 6.196 0.923 FRA 25.315 4.693 0.778 LOB 26.749 4.927 0.389 CHA
25.084 6.125 0.931 DISC 25.546 4.775 0.710 FRA 26.132 4.075 0.510 FRA
25.061 6.049 0.933 DISC 25.663 4.821 0.680 IVE 26.169 4.136 0.496 FRA
25.268 6.200 0.870 DISC 25.648 4.918 0.688 FRA 26.216 4.153 0.484 FRA
25.218 6.220 0.888 DISC 25.699 4.952 0.684 FRA 26.210 4.044 0.492 FRA
25.026 5.982 0.924 DISC 25.672 4.962 0.685 DISC 26.277 3.985 0.479 FRA
25.076 5.836 0.890 DISC 25.090 4.475 0.840 FRA 26.161 4.019 0.510 LOB
25.145 5.825 0.870 FRA 25.162 4.593 0.825 DISC 26.440 4.184 0.451 IVE
25.201 5.901 0.851 FRA 25.100 4.681 0.832 IVE 26.403 4.256 0.458 OTHER
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26.423 4.396 0.459 FRA 20.248 7.071 2.287 CHA 21.555 6.818 1.924 FRA
26.480 4.304 0.445 FRA 20.198 6.961 2.295 FRA 21.665 6.638 1.852 IVE
26.472 4.263 0.447 FRA 20.161 6.987 2.304 FRA 21.527 6.668 1.916 FRA
26.490 4.168 0.425 FRA 20.111 6.903 2.304 DISC 21.438 6.848 1.970 IVE
26.564 4.130 0.418 FRA 20.080 6.890 2.315 OTHER 21.388 6.998 1.984 LOB
26.592 4.205 0.402 FRA 20.042 6.967 2.312 FEA 21.304 7.015 2.012 LOB
26.585 4.404 0.413 FRA 20.826 7.067 2.118 IVE 21.222 7.111 2.045 CHA
26.649 4.251 0.388 DISC 20.782 6.997 2.129 FRA 21.157 7.166 2.055 CHAR
26.616 4.475 0.405 CHA 20.848 6.970 2.114 THE 21.120 7.169 2.064 FRA
26.641 4.556 0.392 LOB 20.755 6.938 2.129 FEA 21.071 7.152 2.077 DISC
26.809 4.550 0.349 FRA 20.727 6.937 2.140 FRA 21.139 7.047 2.059 CHA
26.722 4.365 0.362 FRA 20.654 6.889 2.156 OTHER 21.114 6.933 2.050 OTHER
26.742 4.337 0.359 FRA 20.765 6.848 2.132 CHA 21.082 7.003 2.065 FRA
26.748 4.301 0.358 FRA 20.654 6.835 2.147 FRA 21.007 7.017 2.084 BRA
26.784 4.318 0.348 FRA 20.568 6.856 2.172 CHA 20.976 6.946 2.084 OTHER
26.988 4.516 0.302 DISC 20.479 6.863 2.206 THE 20.930 6.946 2.097 FRA
26.988 4.650 0.304 OTHER 20.412 6.830 2.213 BRA 20.889 6.876 2.093 OTHER
26.926 4.719 0.308 CHA 20.545 6.762 2.176 CHA 20.779 6.795 2.116 DISC
27.039 4.828 0.282 CHA 20.460 6.714 2.197 IVE 21.285 6.684 1.991 FEA
27.181 4.481 0.217 LOB 20.356 6.805 2.233 CHA 21.196 6.794 2.025 FRA
27.036 4.494 0.273 DISC 20.328 6.788 2.243 IVE 21.174 6.753 2.024 FRA
26.870 4.359 0.333 DISC 20.313 6.753 2.241 IVE 21.164 6.875 2.031 IVE
26.958 4.356 0.288 FRA 20.138 6.620 2.279 LOB 21.086 6.770 2.047 DISC
26.960 4.229 0.292 FRA 20.095 6.765 2.307 LOB 21.043 6.758 2.055 BRA
26.876 4.168 0.315 IVE 20.071 6.542 2.294 THE 21.008 6.685 2.059 FRA
26.936 4.129 0.292 FRA 19.913 6.635 2.329 CHA 21.183 6.617 2.000 FRA
26.977 4.069 0.261 CHA 19.808 6.554 2.345 OTHER 21.084 6.582 2.010 FRA
27.085 4.219 0.238 DISC 20.703 6.737 2.130 CHA 21.021 6.564 2.029 FRA
27.122 4.204 0.203 FRA 20.668 6.655 2.136 DISC 20.943 6.456 2.025 IVE
27.091 4.078 0.227 FRA 20.617 6.628 2.147 OTHER 20.850 6.593 2.088 FEA
26.985 3.984 0.254 FRA 20.652 6.525 2.130 LOB 20.817 6.599 2.095 FRA
27.105 3.997 0.223 FRA 20.580 6.524 2.159 DISC 20.717 6.625 2.122 CHAR
27.080 4.023 0.227 FRA 20.540 6.510 2.167 DISC 20.684 6.539 2.114 LOB
26.996 3.967 0.252 FRA 20.344 6.383 2.206 CHA 20.663 6.478 2.118 DISC
26.907 3.908 0.282 DISC 20.284 6.385 2.215 DISC 20.787 6.462 2.079 FRA
26.861 3.908 0.294 OTHER 20.318 6.332 2.197 CHAR 20.776 6.333 2.070 CHA
26.839 3.841 0.299 FRA 20.349 6.288 2.162 LOB 20.812 6.261 2.068 DISC
26.909 3.785 0.275 OTHER 20.461 6.364 2.148 FRA 20.698 6.156 2.084 IVE
27.014 3.648 0.242 FEA 20.513 6.360 2.136 FRA 20.479 5.961 2.132 IVE
26.900 3.635 0.267 DISC 20.562 6.331 2.132 CHA 20.389 5.792 2.147 LOB
26.780 3.943 0.338 DISC 20.558 6.249 2.128 DISC 20.688 6.028 2.067 IVE
26.747 3.901 0.340 DISC 20.444 6.233 2.154 FRA 20.885 6.178 2.034 CHAR
26.711 3.902 0.359 DISC 20.362 6.185 2.174 DISC 20.947 6.199 2.015 FRA
26.636 3.708 0.359 FRA 19.935 6.182 2.295 IVE 21.021 6.196 2.006 DISC
26.587 3.701 0.376 CHA 19.843 6.068 2.315 FRA 21.045 6.134 2.009 DISC
26.553 3.660 0.379 LOB 19.759 5.951 2.321 FRA 21.240 6.300 1.967 DISC
20.907 7.237 2.121 FRA 19.515 5.999 2.381 FRA 21.336 6.383 1.936 IVE
20.907 7.186 2.112 IVE 19.469 6.026 2.393 FRA 21.416 6.328 1.925 CHA
20.908 7.083 2.111 FRA 19.501 6.124 2.394 IVE 21.424 6.212 1.924 THE
20.675 7.327 2.203 FRA 19.611 5.900 2.360 FEA 21.532 6.237 1.899 IVE
20.638 7.420 2.214 CHAR 19.520 5.873 2.386 IVE 21.489 6.202 1.905 FRA
20.535 7.343 2.238 CHAR 19.669 5.664 2.314 CHA 21.194 6.039 1.968 CHA
20.458 7.481 2.260 IVE 19.736 5.664 2.303 FRA 21.083 6.076 2.003 FRA
20.460 7.529 2.253 FRA 19.748 5.629 2.292 FRA 21.132 6.101 1.990 FRA
20.409 7.567 2.264 FRA 19.734 5.630 2.295 CHA 20.861 5.986 2.053 FRA
20.332 7.574 2.273 FRA 19.769 5.575 2.286 DISC 20.880 5.847 2.046 NET
20.113 7.524 2.325 LOB 19.836 5.572 2.276 DISC 20.616 5.594 2.088 FRA
19.972 7.477 2.353 OTHER 19.892 5.623 2.272 DISC 20.599 5.566 2.095 FRA
20.005 7.285 2.353 LOB 19.900 5.703 2.266 IVE 20.531 5.603 2.118 FRA
20.170 7.429 2.316 FRA 19.966 5.759 2.252 FRA 20.438 5.601 2.136 DISC
20.200 7.423 2.308 FRA 20.017 5.888 2.241 FEA 20.452 5.548 2.134 CHA
20.245 7.433 2.298 FRA 20.114 5.871 2.227 FRA 20.458 5.423 2.108 CHA
20.387 7.363 2.274 FRA 20.137 5.811 2.213 FRA 20.412 5.377 2.122 CHA
20.592 7.172 2.198 FRA 20.043 5.770 2.233 FRA 20.670 5.385 2.048 IVE
20.477 7.225 2.240 FRA 20.235 5.821 2.186 DISC 20.750 5.253 2.018 LOB
20.359 7.187 2.265 FRA 20.224 5.845 2.190 DISC 20.702 5.152 2.019 FEA
20.322 7.305 2.288 FRA 20.232 5.958 2.180 DISC 20.832 5.155 1.976 CHA
20.235 7.340 2.307 CHA 20.245 5.783 2.178 DISC 20.839 5.050 1.979 FRA
20.162 7.263 2.311 FRA 20.352 5.923 2.155 IVE 20.908 5.061 1.972 OTHER
20.141 7.302 2.321 FRA 20.379 5.844 2.140 LOB 21.054 5.085 1.947 FEA
20.120 7.283 2.325 FRA 20.266 5.598 2.178 FRA 21.089 5.038 1.924 FEA
20.066 7.192 2.328 CHAR 20.144 5.487 2.205 FRA 21.075 4.988 1.934 DISC
20.061 7.154 2.339 FRA 20.071 5.516 2.228 FRA 20.731 5.479 2.036 CHA
20.255 7.141 2.300 FRA 21.658 6.899 1.918 FRA 20.850 5.513 2.011 FEA
20.272 7.135 2.286 CHA 21.543 6.977 1.958 FRA 20.859 5.369 1.998 CHA
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20.877 5.365 1.990 IVE 21.125 4.972 1.912 FRA 22.911 5.456 1.500 FRA
20.975 5.379 1.970 IVE 21.081 4.991 1.939 DISC 22.894 5.542 1.502 IVE
20.887 5.664 2.015 CHA 21.356 5.255 1.876 BRA 22.828 5.468 1.514 CHA
21.003 5.550 1.976 LOB 21.492 5.391 1.844 FEA 22.815 5.446 1.527 THE
21.100 5.544 1.961 FRA 21.528 5.354 1.837 FRA 22.818 5.402 1.510 THE
21.095 5.462 1.955 IVE 21.501 5.292 1.844 IVE 22.755 5.388 1.523 CHA
21.157 5.437 1.925 FRA 21.566 5.261 1.824 DISC 22.706 5.426 1.546 FRA
21.233 5.532 1.919 FRA 21.638 5.209 1.787 DISC 22.661 5.492 1.551 CHA
21.269 5.524 1.905 FRA 21.698 5.170 1.781 IVE 22.513 5.417 1.590 FRA
20.974 5.780 2.002 CHA 21.712 5.398 1.794 OTHER 22.550 5.407 1.580 OTHER
21.006 5.743 1.990 DISC 21.770 5.565 1.779 CHA 22.594 5.352 1.571 OTHER
21.020 5.756 1.978 FRA 21.867 5.248 1.752 FEA 22.627 5.347 1.568 DISC
21.067 5.744 1.964 DISC 22.032 5.224 1.690 LOB 22.647 5.347 1.563 DISC
21.096 5.750 1.963 DISC 22.106 5.432 1.697 FRA 22.716 5.221 1.517 OTHER
21.132 5.764 1.954 DISC 22.149 5.652 1.698 DISC 22.674 5.180 1.523 FRA
21.139 5.773 1.952 DISC 22.161 5.699 1.698 FRA 22.592 5.059 1.541 IVE
21.115 5.874 1.966 FRA 22.239 5.643 1.679 DISC 22.497 5.147 1.593 CHA
21.228 5.761 1.934 IVE 22.220 5.528 1.667 IVE 22.451 5.190 1.614 DISC
21.297 5.743 1.926 FRA 22.235 5.625 1.677 DISC 22.469 5.215 1.607 FRA
21.325 5.781 1.923 CHA 22.215 5.740 1.678 DISC 22.418 5.313 1.624 DISC
21.280 5.845 1.932 FRA 22.199 5.790 1.680 DISC 22.363 5.318 1.631 FRA
21.263 5.879 1.930 LOB 22.251 5.850 1.669 FEA 22.306 5.325 1.642 FRA
21.297 5.950 1.926 LOB 22.275 5.744 1.670 FRA 22.235 5.202 1.650 FRA
21.444 6.001 1.897 CHA 22.301 5.807 1.662 DISC 22.378 5.281 1.627 DISC
21.099 4.981 1.939 DISC 22.335 5.865 1.652 DISC 22.341 5.160 1.623 FRA
22.019 6.602 1.794 FRA 22.332 5.803 1.652 HIEM 22.259 5.222 1.642 FRA
21.925 6.669 1.812 CHA 22.055 5.244 1.690 LOB 22.294 5.167 1.634 DISC
21.992 6.667 1.796 FEA 21.867 5.258 1.754 FEA 22.397 5.038 1.588 FEA
21.933 6.707 1.810 FRA 21.669 5.059 1.795 CHA 22.424 5.025 1.573 FRA
21.817 6.637 1.829 IVE 21.677 5.020 1.786 FRA 22.382 5.003 1.590 FEA
21.750 6.634 1.842 FRA 21.630 4.975 1.799 FRA 22.030 5.045 1.675 FEA
21.822 6.523 1.825 LOB 21.607 5.062 1.804 FRA 22.174 4.883 1.642 DISC
21.758 6.498 1.835 FRA 21.468 4.875 1.832 FRA 22.116 4.867 1.659 FEA
21.742 6.416 1.847 FRA 21.452 4.913 1.839 FRA 22.114 4.839 1.666 FRA
21.655 6.336 1.866 FRA 21.333 4.731 1.865 CHA 22.120 4.781 1.660 OTHER
21.676 6.303 1.861 IVE 21.502 4.688 1.814 IVE 22.047 4.842 1.688 FRA
21.473 5.920 1.887 LOB 21.647 4.753 1.786 OTHER 22.072 4.722 1.676 FRA
21.475 6.015 1.892 CHA 21.814 4.830 1.741 LOB 21.973 4.727 1.693 OTHER
21.589 6.039 1.861 IVE 21.705 4.590 1.768 DISC 22.011 4.879 1.694 FEA
21.706 5.996 1.834 IVE 21.687 4.566 1.774 CHA 21.984 4.829 1.700 FEA
21.666 6.051 1.844 CHA 21.633 4.585 1.788 DISC 21.947 4.877 1.706 DISC
21.700 6.161 1.850 FRA 21.614 4.502 1.797 CHA 21.918 4.887 1.716 CHA
21.846 6.277 1.827 CHA 21.571 4.495 1.804 CHA 21.909 4.849 1.724 CHA
21.889 6.137 1.800 FRA 22.803 6.120 1.558 FRA 21.879 4.787 1.728 OTHER
21.905 6.298 1.819 FRA 22.811 6.079 1.555 LOB 21.921 4.670 1.721 BRA
21.854 5.988 1.805 CHA 22.710 6.099 1.572 IVE 21.825 4.589 1.747 DISC
22.167 6.387 1.747 FEA 22.577 6.016 1.601 IVE 21.806 4.575 1.752 DISC
22.372 6.397 1.684 FEA 23.041 5.924 1.467 FRA 23.434 5.522 1.321 FRA
22.310 6.204 1.715 LOB 23.054 5.895 1.458 LOB 23.392 5.477 1.330 FRA
22.461 6.296 1.685 FRA 22.755 5.901 1.556 IVE 23.375 5.465 1.333 FRA
22.466 6.183 1.662 OTHER 22.777 5.764 1.535 LOB 23.338 5.412 1.339 FRA
22.162 6.039 1.734 FEA 22.680 5.847 1.574 FRA 23.165 5.323 1.384 FRA
22.109 6.074 1.749 FRA 22.566 5.830 1.597 FRA 23.193 5.323 1.382 CHA
22.081 6.061 1.757 FRA 22.597 5.763 1.588 FRA 23.075 5.332 1.403 LOB
22.052 6.062 1.763 FRA 22.562 5.711 1.594 CHA 22.941 5.127 1.439 IVE
22.063 6.034 1.762 FRA 22.533 5.659 1.602 DISC 23.125 5.175 1.403 LOB
22.067 5.939 1.760 CHA 22.395 5.674 1.640 CHA 23.126 5.144 1.406 FRA
22.041 5.991 1.767 CHA 22.348 5.587 1.638 FRA 23.083 5.119 1.419 THE
22.017 5.939 1.771 FRA 22.245 5.520 1.662 FRA 23.156 5.108 1.401 CHA
21.961 5.923 1.778 OTHER 22.248 5.459 1.659 CHA 23.136 5.048 1.404 FRA
21.764 5.880 1.823 OTHER 22.052 5.213 1.690 LOB 23.116 5.027 1.406 FRA
21.589 5.872 1.861 FRA 22.756 5.612 1.520 CHA 23.065 4.966 1.408 FRA
21.557 5.836 1.866 FRA 22.819 5.582 1.507 DISC 22.986 5.040 1.438 IVE
21.535 5.796 1.869 FRA 23.018 5.813 1.470 LOB 22.970 4.932 1.437 CHA
21.442 5.752 1.887 FEA 23.282 5.736 1.398 IVE 22.815 4.865 1.478 THE
21.301 5.703 1.911 CHA 23.368 5.624 1.369 IVE 22.763 4.792 1.482 DISC
21.270 5.605 1.913 CHA 23.221 5.645 1.418 FRA 22.927 4.764 1.433 FRA
21.347 5.569 1.893 FRA 23.188 5.681 1.423 FRA 22.876 4.728 1.445 FRA
21.268 5.539 1.914 FRA 23.124 5.584 1.447 FRA 22.801 4.736 1.463 FRA
21.278 5.504 1.905 FRA 23.168 5.572 1.425 FRA 22.685 4.730 1.502 DISC
21.149 5.450 1.938 IVE 23.079 5.348 1.410 LOB 22.590 4.694 1.528 IVE
21.173 5.409 1.921 FRA 22.920 5.345 1.463 FRA 22.628 4.648 1.506 FRA
21.186 5.304 1.913 DISC 22.892 5.329 1.466 FRA 22.682 4.543 1.503 LOB
21.177 5.137 1.913 FRA 23.006 5.538 1.475 LOB 22.497 4.619 1.553 FRA
21.156 4.935 1.892 FRA 22.959 5.613 1.486 FRA 22.441 4.563 1.557 IVE
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22.387 4.564 1.575 FRA 23.439 4.794 1.344 CHA 23.347 3.706 1.306 FRA
22.356 4.670 1.601 FRA 23.318 4.775 1.372 CHA 23.381 3.660 1.300 FRA
22.324 4.676 1.611 FRA 23.272 4.776 1.381 DISC 23.283 4.324 1.367 IVE
22.226 4.554 1.632 FRA 23.239 4.749 1.388 DISC 23.112 4.267 1.412 BRA
22.165 4.478 1.643 DISC 23.212 4.734 1.391 DISC 23.227 4.271 1.369 DISC
22.152 4.449 1.641 DISC 23.192 4.716 1.404 CHA 23.401 4.214 1.317 LOB
22.094 4.452 1.660 DISC 23.228 4.538 1.383 THE 24.209 4.975 1.124 CHA
22.099 4.518 1.660 FRA 23.263 4.634 1.380 IVE 24.211 5.098 1.136 CHA
22.086 4.491 1.667 DISC 23.102 4.645 1.426 DISC 24.086 5.048 1.171 FEA
22.087 4.504 1.670 DISC 23.130 4.554 1.420 FRA 24.030 4.990 1.181 CHAR
22.060 4.403 1.666 DISC 23.052 4.702 1.430 FRA 24.025 4.961 1.178 HIEM
22.071 4.406 1.653 DISC 23.031 4.620 1.442 THE 24.016 4.866 1.150 FRA
22.013 4.479 1.677 FEA 23.047 4.571 1.436 FRA 24.069 4.737 1.142 FEA
21.985 4.466 1.686 FRA 22.859 4.604 1.461 LOB 23.964 4.594 1.165 THE
21.974 4.377 1.683 FRA 22.909 4.526 1.467 DISC 23.974 4.542 1.156 IVE
21.967 4.459 1.696 DISC 22.966 4.526 1.458 DISC 23.969 4.410 1.165 FRA
21.948 4.390 1.695 LOB 22.960 4.448 1.452 FRA 23.825 4.789 1.218 OTHER
21.868 4.368 1.717 DISC 22.793 4.447 1.490 FRA 23.711 4.681 1.255 DISC
21.896 4.264 1.709 DISC 22.776 4.421 1.494 CHA 23.731 4.608 1.237 CHA
21.750 4.292 1.745 FRA 22.799 4.320 1.482 DISC 23.618 4.685 1.282 FRA
22.029 4.202 1.654 CHA 22.750 4.178 1.485 DISC 23.608 4.744 1.290 FRA
22.070 4.118 1.654 CHA 22.704 4.196 1.497 DISC 23.457 4.482 1.332 LOB
22.197 4.082 1.621 LOB 22.891 4.301 1.462 FRA 23.499 4.464 1.317 FRA
22.173 4.167 1.632 FRA 22.724 4.261 1.492 FRA 23.516 4.432 1.297 FRA
22.210 4.209 1.630 CHA 22.759 4.224 1.486 FRA 23.415 4.521 1.343 FRA
22.254 4.305 1.610 CHA 22.827 4.195 1.474 IVE 23.352 4.549 1.366 THE
22.339 4.201 1.594 FEA 22.918 4.195 1.442 IVE 23.571 4.640 1.294 DISC
22.339 4.145 1.585 IVE 22.613 4.054 1.509 DISC 23.470 4.385 1.312 DISC
22.314 4.142 1.597 FRA 22.581 4.015 1.518 DISC 23.615 4.302 1.265 FRA
22.311 4.058 1.589 FRA 22.606 3.946 1.503 FRA 23.555 4.285 1.289 FRA
22.383 3.894 1.558 IVE 22.532 3.909 1.516 IVE 23.553 4.174 1.293 FRA
22.404 3.976 1.558 FRA 22.483 3.767 1.522 CHA 23.507 4.129 1.307 FRA
22.454 4.040 1.542 FEA 22.698 3.972 1.476 CHAR 23.596 4.181 1.286 FRA
22.410 4.157 1.555 CHA 22.638 3.896 1.489 DISC 23.841 4.130 1.199 FRA
22.507 4.184 1.535 BRA 22.594 3.837 1.493 DISC 23.774 4.166 1.225 FRA
22.559 4.103 1.529 OTHER 22.621 3.795 1.500 DISC 23.801 4.225 1.217 FRA
22.482 4.087 1.540 FRA 22.660 3.804 1.480 CHA 23.649 4.467 1.246 FRA
22.363 4.363 1.585 DISC 22.647 3.750 1.493 FEA 23.651 4.466 1.247 FRA
22.441 4.448 1.559 FEA 22.586 3.737 1.511 DISC 23.635 4.499 1.251 FRA
22.478 4.417 1.551 CHA 22.607 3.722 1.501 DISC 23.665 4.536 1.238 IVE
22.504 4.378 1.556 OTHER 22.684 3.624 1.467 FRA 23.706 4.551 1.223 FRA
22.439 4.374 1.570 DISC 22.809 3.928 1.452 FEA 23.732 4.514 1.220 FRA
22.489 4.287 1.555 FRA 22.868 3.850 1.435 FEA 23.712 4.508 1.228 FRA
22.578 4.407 1.528 DISC 22.899 3.940 1.428 CHA 23.736 4.459 1.219 DISC
22.654 4.342 1.506 LOB 23.006 4.005 1.393 FEA 23.687 4.443 1.242 DISC
23.580 5.481 1.285 LOB 23.085 4.027 1.371 DISC 23.774 4.296 1.230 DISC
23.505 5.378 1.302 FRA 22.963 3.849 1.402 DISC 23.770 4.098 1.200 DISC
23.582 5.323 1.291 FRA 23.008 3.828 1.395 CHA 24.655 4.667 0.960 FRA
23.629 5.317 1.273 DISC 22.962 3.774 1.402 CHA 24.594 4.708 0.980 FRA
23.638 5.343 1.273 CHA 22.827 3.721 1.425 FRA 24.538 4.799 1.014 FRA
23.709 5.112 1.273 IVE 22.878 3.631 1.407 FRA 24.487 4.639 1.009 FRA
23.547 5.150 1.294 FRA 22.791 3.601 1.428 FRA 24.433 4.631 1.023 FRA
23.450 5.320 1.329 DISC 22.783 3.567 1.427 FRA 24.439 4.693 1.033 FRA
23.459 5.003 1.340 FEA 22.828 3.566 1.415 FEA 24.415 4.737 1.058 FRA
23.377 4.982 1.356 DISC 22.849 3.588 1.411 DISC 24.338 4.621 1.061 FRA
23.283 4.918 1.372 IVE 22.981 3.578 1.385 FRA 24.255 4.478 1.080 FRA
23.280 4.997 1.370 LOB 22.928 3.469 1.396 FEA 24.178 4.646 1.109 CHA
23.268 5.065 1.383 FEA 23.015 3.499 1.380 FRA 24.320 4.644 1.076 DISC
23.211 5.072 1.402 IVE 23.093 3.624 1.349 FRA 24.364 4.786 1.080 DISC
23.209 5.024 1.393 FRA 23.049 3.621 1.362 FRA 24.340 4.826 1.087 FEA
23.195 4.989 1.393 FRA 23.108 3.481 1.361 IVE 24.430 4.838 1.068 IVE
23.173 4.981 1.408 CHA 23.088 3.386 1.367 FRA 24.408 4.879 1.073 FRA
23.096 4.835 1.410 CHA 23.161 3.394 1.343 OTHER 24.370 4.882 1.076 FRA
24.040 5.155 1.184 DISC 23.271 3.426 1.307 OTHER 24.322 4.883 1.094 FRA
23.969 5.124 1.204 CHA 23.206 3.296 1.301 FRA 24.884 4.511 0.886 IVE
23.982 5.156 1.201 FRA 23.260 3.334 1.276 FRA 24.802 4.433 0.907 IVE
23.883 5.060 1.231 FEA 23.249 3.182 1.276 FRA 24.747 4.484 0.916 FRA
23.697 4.966 1.285 FRA 23.348 3.354 1.262 IVE 24.799 4.509 0.913 FRA
23.632 4.920 1.302 FRA 23.370 3.528 1.292 CHA 24.821 4.359 0.911 FRA
23.573 4.768 1.308 FRA 23.468 3.883 1.278 CHA 24.894 4.400 0.897 FEA
23.475 4.709 1.324 FRA 23.498 3.860 1.259 DISC 24.809 4.323 0.920 OTHER
23.519 4.816 1.328 FRA 23.417 3.808 1.287 OTHER 24.798 4.290 0.920 FRA
23.471 4.870 1.336 FRA 23.235 3.716 1.322 FEA 24.612 4.351 0.966 FEA
23.434 4.892 1.352 IVE 23.325 3.795 1.313 IVE 24.479 4.362 1.012 FEA
23.469 4.749 1.325 FRA 23.292 3.661 1.314 IVE 24.310 4.350 1.069 CHA
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24.315 4.318 1.070 LOB 25.510 4.051 0.719 FRA 24.969 2.797 0.802 DISC
24.158 4.188 1.104 FRA 25.429 4.193 0.750 FRA 24.978 2.817 0.796 CHA
24.052 4.179 1.142 FRA 25.374 4.144 0.757 FRA 25.010 2.820 0.785 CHA
24.059 4.101 1.131 CHAR 25.293 4.084 0.775 FRA 25.018 2.857 0.783 FRA
24.054 4.045 1.134 BRA 25.255 4.006 0.781 LOB 25.066 2.849 0.773 OTHER
23.992 4.174 1.143 DISC 25.459 3.943 0.723 CHA 25.104 2.887 0.760 THE
23.946 4.130 1.155 DISC 25.412 3.948 0.732 CHA 25.148 2.912 0.753 CHA
23.936 4.117 1.167 FRA 25.308 3.972 0.762 IVE 25.026 2.716 0.780 FRA
23.772 3.857 1.198 CHA 25.119 4.218 0.830 CHA 25.105 2.660 0.759 FRA
23.621 3.671 1.239 FRA 24.988 4.184 0.853 FRA 25.090 2.621 0.756 FRA
23.890 3.857 1.174 FRA 24.938 4.177 0.873 CHA 25.177 2.726 0.731 BRA
23.939 3.821 1.161 FRA 24.926 4.095 0.878 LOB 25.222 2.767 0.719 CHA
23.905 3.790 1.174 CHA 25.005 4.072 0.867 FRA 25.241 2.794 0.710 FRA
24.040 3.876 1.135 FRA 24.951 3.990 0.878 IVE 25.261 2.818 0.708 CHA
24.225 3.969 1.065 FRA 24.850 3.930 0.895 DISC 25.325 2.900 0.700 FRA
24.395 4.068 1.021 IVE 25.137 4.052 0.833 DISC 25.415 3.105 0.692 FRA
24.613 4.094 0.927 FRA 25.151 4.017 0.810 FRA 25.381 3.081 0.697 FRA
24.477 4.018 0.967 FRA 25.083 3.961 0.821 DISC 25.422 3.015 0.672 LOB
24.711 3.841 0.931 BRA 25.264 3.767 0.785 FRA 25.052 3.024 0.796 CHA
24.696 3.914 0.925 IVE 25.123 3.717 0.816 FEA 25.049 3.008 0.791 DISC
24.409 3.845 1.003 CHA 24.987 3.774 0.839 CHA 25.077 3.100 0.791 DISC
24.331 3.895 1.011 IVE 24.864 3.676 0.878 LOB 25.127 3.102 0.776 DISC
24.314 3.848 1.029 FRA 24.913 3.763 0.854 FRA 25.119 3.134 0.779 FRA
24.375 3.811 1.013 DISC 24.892 3.780 0.863 IVE 25.113 3.257 0.785 LOB
24.362 3.789 1.020 FEA 24.864 3.781 0.874 FRA 25.246 3.106 0.747 FRA
24.304 3.778 1.034 FRA 24.857 3.837 0.895 FRA 25.408 3.181 0.696 DISC
24.232 3.653 1.057 DISC 24.810 3.803 0.909 FRA 25.417 3.256 0.698 DISC
24.070 3.830 1.115 FRA 24.693 3.636 0.914 FRA 25.383 3.250 0.713 DISC
24.037 3.774 1.111 IVE 24.866 3.573 0.879 FRA 25.275 3.395 0.729 DISC
24.544 3.566 0.971 FRA 24.801 3.525 0.899 CHA 25.349 3.445 0.704 FRA
24.321 3.442 1.021 FRA 24.765 3.401 0.912 FRA 25.407 3.316 0.708 FRA
24.347 3.351 1.003 IVE 24.685 3.538 0.923 FRA 25.483 3.198 0.679 FEA
23.998 3.385 1.113 DISC 24.612 3.484 0.939 CHA 25.513 3.225 0.658 CHA
23.929 3.397 1.133 FRA 24.554 3.421 0.946 FRA 25.490 3.282 0.687 CHA
23.921 3.480 1.133 DISC 24.540 3.422 0.958 LOB 25.460 3.343 0.688 DISC
23.869 3.338 1.140 DISC 24.547 3.286 0.948 IVE 25.348 3.448 0.704 FRA
23.800 3.578 1.150 FRA 24.529 3.229 0.960 FRA 25.447 3.406 0.701 FE
23.607 3.669 1.240 FRA 24.428 3.307 0.978 FRA 25.447 3.388 0.700 FEA
23.663 3.535 1.191 FRA 24.451 3.150 0.975 FRA 25.450 3.511 0.677 FRA
23.709 3.578 1.175 FEA 24.363 3.080 0.971 FRA 25.532 3.520 0.645 FRA
23.555 3.435 1.197 LOB 24.353 2.898 0.956 IVE 25.528 3.468 0.670 FEA
23.416 3.332 1.235 OTHER 24.414 2.785 0.952 IVE 25.516 3.344 0.686 DISC
23.386 3.258 1.238 FRA 24.420 2.797 0.945 FRA 25.517 3.270 0.682 CHA
23.421 3.227 1.232 FRA 24.478 2.911 0.932 FRA 25.704 3.386 0.632 FRA
23.387 3.108 1.251 FRA 24.451 2.770 0.946 DISC 25.762 3.451 0.614 FRA
23.462 3.188 1.230 FRA 24.300 2.693 0.988 DISC 25.765 3.608 0.610 FRA
23.513 3.221 1.219 IVE 24.536 2.743 0.918 DISC 25.755 3.742 0.603 FRA
23.546 3.208 1.203 FRA 24.517 2.743 0.924 FRA 25.632 3.769 0.670 FRA
23.628 3.206 1.187 FRA 24.481 2.663 0.931 FRA 25.844 3.702 0.587 LOB
23.585 3.183 1.194 FRA 24.477 2.601 0.914 FRA 25.827 3.624 0.601 DISC
23.479 3.173 1.232 FRA 24.527 2.588 0.892 LOB 26.309 3.561 0.462 LOB
23.497 3.142 1.225 FRA 24.675 2.806 0.878 FRA 26.242 3.619 0.479 LOB
23.562 3.148 1.201 IVE 24.738 2.721 0.848 IVE 26.232 3.696 0.478 FRA
23.603 3.151 1.196 CHA 24.842 2.695 0.800 FRA 26.137 3.756 0.511 FRA
23.515 3.056 1.217 DISC 24.610 2.530 0.858 FRA 26.098 3.576 0.527 LOB
23.581 3.027 1.208 FRA 24.728 2.517 0.835 FRA 26.182 3.482 0.491 DISC
23.620 3.020 1.197 FRA 24.896 2.581 0.794 FRA 26.124 3.447 0.508 CHAR
23.589 3.074 1.202 CHA 24.944 3.486 0.867 FRA 26.012 3.346 0.527 FRA
23.605 3.094 1.200 CHA 24.864 3.361 0.880 FRA 25.901 3.514 0.590 FRA
23.684 3.236 1.179 DISC 24.833 3.215 0.865 FRA 25.804 3.484 0.621 FRA
23.747 3.216 1.167 CHA 24.847 3.222 0.857 CHA 25.794 3.443 0.620 FRA
23.863 3.338 1.146 DISC 24.845 3.176 0.867 DISC 25.799 3.404 0.613 FRA
23.886 3.198 1.132 DISC 24.785 3.165 0.877 DISC 25.776 3.314 0.600 FRA
23.715 3.183 1.174 DISC 24.704 3.169 0.898 DISC 25.781 3.247 0.583 FRA
23.680 3.118 1.184 DISC 24.697 3.134 0.902 CHA 25.723 3.216 0.605 CHA
23.777 3.081 1.154 CHA 24.778 3.068 0.887 FRA 25.643 3.162 0.623 FRA
23.769 2.997 1.149 FEA 24.683 3.000 0.916 FRA 26.538 3.385 0.357 CHA
23.921 2.993 1.094 DISC 24.686 2.952 0.910 IVE 26.488 3.474 0.369 FRA
23.858 2.886 1.109 CHA 24.817 3.072 0.877 OTHER 26.460 3.411 0.382 FRA
24.121 3.132 1.032 LOB 24.914 3.105 0.854 CHA 26.407 3.343 0.394 FRA
24.035 2.960 1.057 LOB 24.796 3.052 0.882 OTHER 26.465 3.257 0.380 LOB
24.077 2.829 1.049 FEA 24.786 3.010 0.876 CHA 26.372 3.296 0.406 FRA
24.158 2.996 1.017 FRA 24.848 2.937 0.858 FRA 26.376 3.266 0.406 FRA
24.160 2.825 1.015 DISC 24.820 2.891 0.863 FRA 26.313 3.251 0.425 FRA
23.985 2.844 1.078 OTHER 24.890 2.859 0.840 DISC 26.183 3.251 0.475 DISC
224
X (m) Y (m) H (m) Species X (m) Y (m) H (m) Species X (m) Y (m) H (m) Species
26.154 3.153 0.466 FRA 26.163 2.720 0.427 DISC 19.866 5.074 2.249 FRA
26.116 3.164 0.489 DISC 26.131 2.593 0.433 OTHER 19.819 5.086 2.267 FRA
26.053 3.201 0.517 DISC 26.315 2.507 0.373 OTHER 19.693 5.182 2.312 FRA
26.027 3.155 0.528 DISC 26.303 2.559 0.386 FRA 19.649 5.192 2.320 FRA
26.044 3.074 0.498 DISC 26.192 2.457 0.417 FRA 19.654 5.285 2.324 FRA
25.964 3.076 0.541 FRA 26.435 2.352 0.338 DISC 20.682 3.649 1.996 IVE
25.849 3.062 0.567 IVE 25.996 2.413 0.463 DISC 20.633 3.665 2.002 FRA
25.797 2.931 0.570 FEA 25.994 2.501 0.469 DISC 20.461 3.710 2.047 CHA
25.730 2.989 0.587 DISC 25.812 2.567 0.535 DISC 20.677 3.791 1.990 DISC
25.714 3.053 0.604 FRA 25.882 2.542 0.511 DISC 20.689 3.803 1.989 DISC
25.666 2.908 0.610 FRA 25.883 2.488 0.516 DISC 20.696 3.864 1.995 CHA
25.688 2.828 0.594 OTHER 25.838 2.244 0.499 FRA 20.716 3.956 1.988 DISC
25.568 2.937 0.631 OTHER 26.254 2.159 0.377 FRA 20.786 4.123 1.977 CHA
25.494 2.926 0.652 CHA 26.013 1.897 0.425 FRA 20.792 4.145 1.976 CHA
25.454 2.950 0.667 FRA 26.035 1.969 0.413 FRA 20.652 4.002 2.005 CHA
25.383 2.770 0.684 OTHER 26.065 2.112 0.437 IVE 20.576 3.940 2.024 BRA
25.337 2.734 0.691 FRA 26.103 2.143 0.433 FRA 20.500 3.952 2.041 FEA
25.308 2.683 0.704 FRA 26.191 2.217 0.414 DISC 20.496 4.043 2.050 FEA
25.193 2.354 0.693 LOB 26.139 2.222 0.434 DISC 20.582 4.009 2.026 FRA
25.360 2.464 0.662 LOB 26.119 2.243 0.433 CHA 20.610 4.031 2.018 FRA
25.340 2.525 0.680 FRA 26.068 2.231 0.450 DISC 20.552 4.172 2.027 FRA
25.349 2.588 0.674 CHA 26.048 2.175 0.451 FEA 20.612 4.154 2.021 IVE
25.422 2.636 0.653 IVE 26.859 3.185 0.253 FEA 20.662 4.141 2.008 FRA
25.575 2.727 0.611 OTHER 26.872 3.170 0.248 IVE 20.671 4.224 2.007 FRA
25.592 2.621 0.609 DISC 19.579 3.906 2.245 OTHER 20.756 4.289 1.994 FRA
25.529 2.438 0.623 DISC 19.556 3.968 2.263 LOB 20.730 4.224 1.996 DISC
25.420 2.451 0.645 FRA 19.696 3.913 2.223 FRA 20.700 4.315 1.996 DISC
25.609 2.496 0.601 FRA 19.697 4.043 2.210 FRA 20.704 4.378 2.005 CHA
25.651 2.606 0.583 FRA 19.752 4.002 2.203 CHA 20.802 4.413 1.976 FRA
25.685 2.450 0.570 FRA 19.835 3.967 2.194 CHA 20.717 4.515 1.998 FRA
25.701 2.597 0.572 LOB 19.991 4.512 2.181 IVE 20.829 4.612 1.978 HIEM
25.762 2.747 0.569 FRA 19.871 4.455 2.212 FRA 20.873 4.650 1.967 FRA
25.783 2.801 0.550 FRA 19.800 4.520 2.233 LOB 20.870 4.707 1.972 FRA
25.802 2.842 0.554 CHA 19.683 4.288 2.262 CHA 20.888 4.696 1.966 FEA
25.885 2.765 0.527 OTHER 19.676 4.166 2.245 FRA 20.956 4.768 1.943 DISC
25.945 2.716 0.495 OTHER 19.603 4.101 2.256 FRA 21.015 4.855 1.935 LOB
26.022 2.748 0.462 FRA 19.764 4.144 2.206 IVE 20.985 4.929 1.952 FRA
26.002 2.705 0.463 FRA 19.461 4.129 2.298 FEA 20.919 4.924 1.974 IVE
25.977 2.856 0.490 FRA 19.536 4.204 2.289 DISC 20.882 4.975 1.987 FRA
26.013 2.905 0.478 FRA 19.438 4.313 2.297 IVE 20.865 5.048 1.990 FRA
26.085 2.845 0.465 FRA 19.436 4.258 2.305 FRA 20.806 5.001 2.003 LOB
26.134 2.905 0.446 FRA 19.416 4.248 2.309 FRA 20.778 4.847 2.008 CHA
26.152 2.849 0.442 CHA 19.386 4.284 2.317 FRA 20.813 4.840 1.996 FEA
26.189 2.854 0.413 FRA 20.075 4.714 2.170 IVE 20.782 4.745 1.999 BRA
26.197 2.927 0.424 FRA 20.020 4.734 2.192 FRA 20.762 4.705 2.007 FRA
26.248 3.001 0.414 DISC 20.076 4.804 2.178 DISC 20.664 4.765 2.023 FRA
26.235 2.940 0.416 DISC 20.132 4.969 2.158 FEA 20.708 4.739 2.018 CHA
26.253 2.898 0.404 DISC 20.093 5.057 2.176 LOB 20.684 4.776 2.021 CHA
26.304 2.927 0.390 OTHER 20.023 4.956 2.199 FRA 20.538 4.490 2.041 FRA
26.426 3.099 0.375 FRA 19.965 4.966 2.220 FRA 20.520 4.401 2.035 FRA
26.421 3.050 0.373 CHAR 19.934 5.021 2.226 FRA 20.579 4.379 2.026 IVE
26.600 3.106 0.313 BRA 20.008 4.802 2.198 DISC 20.464 4.351 2.054 FRA
26.554 3.120 0.347 FRA 19.948 4.799 2.211 DISC 20.400 4.229 2.074 FRA
26.596 3.173 0.335 FRA 19.880 4.722 2.232 LOB 20.284 4.042 2.095 IVE
26.667 3.117 0.301 FRA 19.883 4.707 2.222 FRA 20.236 4.150 2.115 CHA
26.700 3.217 0.305 FRA 19.875 4.789 2.227 DISC 20.302 4.307 2.094 FRA
26.782 3.071 0.254 THE 19.816 4.863 2.253 IVE 20.334 4.384 2.087 FRA
26.736 3.048 0.267 CHA 19.711 4.712 2.277 FRA 20.236 4.296 2.104 FRA
26.767 2.938 0.258 FRA 19.645 4.773 2.293 OTHER 20.221 4.384 2.113 FRA
27.006 2.806 0.187 FRA 19.586 4.671 2.297 IVE 20.378 4.570 2.098 DISC
26.933 2.749 0.204 FRA 19.588 4.542 2.284 FRA 20.419 4.533 2.086 CHA
26.958 2.801 0.202 DISC 19.409 4.507 2.324 OTHER 20.021 4.144 2.148 FRA
26.932 2.772 0.205 FEA 19.297 4.386 2.332 DISC 19.938 3.944 2.179 FRA
26.799 2.778 0.245 CHA 19.113 4.340 2.386 OTHER 19.921 3.973 2.172 LOB
26.814 2.682 0.235 DISC 19.084 4.280 2.388 CHA 20.038 3.940 2.161 DISC
26.728 2.760 0.275 DISC 19.202 4.454 2.371 DISC 20.013 4.078 2.150 OTHER
26.709 2.703 0.269 DISC 19.163 4.514 2.385 DISC 20.064 4.096 2.134 FEA
26.627 2.621 0.287 DISC 19.229 4.810 2.407 DISC 19.912 4.123 2.164 FRA
26.603 2.761 0.306 FRA 19.220 4.742 2.404 FRA 20.337 4.826 2.107 FRA
26.469 2.723 0.338 FRA 20.055 5.150 2.208 OTHER 20.351 4.877 2.105 OTHER
26.434 2.537 0.346 FRA 20.155 5.204 2.190 IVE 20.419 4.832 2.081 LOB
26.541 2.630 0.314 IVE 20.060 5.330 2.232 DISC 20.521 4.865 2.055 IVE
26.573 2.804 0.300 IVE 19.797 5.342 2.292 IVE 20.338 4.694 2.091 LOB
26.526 2.920 0.324 FRA 19.824 5.167 2.274 FRA 20.197 4.665 2.129 IVE
26.331 2.829 0.378 DISC 19.747 5.266 2.299 FRA 20.139 4.550 2.143 BRA
225
X (m) Y (m) H (m) Species X (m) Y (m) H (m) Species X (m) Y (m) H (m) Species
20.121 4.438 2.146 LOB 21.669 4.220 1.753 DISC 21.612 3.477 1.738 FRA
20.040 4.542 2.178 DISC 21.532 3.863 1.786 DISC 21.414 3.006 1.794 FRA
20.210 4.772 2.139 DISC 21.548 3.911 1.785 DISC 21.428 3.043 1.787 OTHER
20.168 4.900 2.169 DISC 21.592 3.930 1.771 DISC 21.616 3.226 1.738 FRA
20.226 5.003 2.145 CHA 21.637 3.959 1.758 DISC 21.532 3.228 1.762 FRA
20.335 4.999 2.128 CHA 21.562 4.010 1.774 CHA 21.558 3.298 1.755 FRA
20.287 4.990 2.135 DISC 21.555 4.121 1.777 FRA 21.783 3.309 1.696 FRA
20.244 5.172 2.148 CHA 21.444 3.900 1.816 FRA 22.254 2.933 1.547 LOB
20.371 5.091 2.116 OTHER 21.392 3.965 1.815 OTHER 22.003 3.081 1.629 LOB
20.431 5.225 2.100 CHA 21.337 4.025 1.835 DISC 22.183 3.156 1.593 OTHER
20.477 5.122 2.093 CHA 21.258 4.011 1.864 BRA 21.926 3.090 1.653 FRA
20.525 5.117 2.077 DISC 21.198 3.976 1.886 FRA 22.166 3.036 1.599 DISC
20.586 5.059 2.057 DISC 21.180 3.940 1.892 FRA 22.131 2.972 1.598 FRA
20.574 5.104 2.064 DISC 21.252 3.905 1.869 FRA 21.978 3.171 1.641 DISC
20.612 5.102 2.050 DISC 21.257 3.937 1.865 DISC 21.949 3.183 1.651 DISC
20.611 5.127 2.055 FEA 21.204 3.932 1.880 CHA 22.112 2.942 1.605 OTHER
20.658 5.155 2.046 FEA 21.234 3.965 1.873 FEA 22.012 2.903 1.627 FRA
20.698 5.154 2.032 FEA 21.105 3.921 1.910 FRA 21.971 2.950 1.643 DISC
21.122 2.820 1.854 IVE 21.096 3.945 1.908 IVE 21.890 3.002 1.666 DISC
21.098 2.774 1.849 FRA 21.485 4.141 1.797 IVE 21.619 3.023 1.732 IVE
21.048 3.043 1.888 FRA 21.456 4.154 1.811 OTHER 21.663 2.920 1.731 DISC
21.226 2.860 1.828 FRA 21.365 4.157 1.847 CHA 21.801 2.945 1.692 OTHER
21.261 2.996 1.834 FRA 21.319 4.122 1.858 FRA 21.707 2.888 1.705 FRA
21.209 2.958 1.850 OTHER 21.441 4.266 1.834 FRA 21.715 2.858 1.698 DISC
21.179 2.971 1.852 CHAR 20.837 3.839 1.962 FRA 21.640 2.822 1.713 CHA
21.161 3.031 1.851 IVE 20.814 3.964 1.970 HIEM 21.670 2.750 1.692 FRA
21.263 3.086 1.829 FEA 21.022 4.023 1.926 IVE 21.591 2.716 1.709 FRA
21.329 3.101 1.805 HIEM 21.075 4.110 1.925 FRA 21.527 2.838 1.752 FRA
21.302 3.119 1.813 FRA 21.055 4.215 1.927 FRA 21.473 2.677 1.743 IVE
21.381 3.189 1.800 IVE 20.985 4.158 1.942 CHA 21.403 2.748 1.777 FRA
21.151 3.109 1.859 FRA 21.153 4.133 1.908 CHA 21.339 2.788 1.790 DISC
21.190 3.196 1.850 FRA 21.167 4.076 1.894 CHA 22.039 2.852 1.598 OTHER
21.129 3.195 1.865 LOB 21.230 4.157 1.893 DISC 22.187 2.827 1.563 CHA
21.065 3.122 1.883 IVE 21.096 4.090 1.911 DISC 22.166 2.676 1.581 CHAR
20.974 3.197 1.910 FRA 21.078 4.148 1.925 DISC 22.111 2.704 1.594 FRA
20.829 3.218 1.948 BRA 21.065 4.248 1.924 DISC 22.231 2.817 1.558 CHA
20.728 3.254 1.972 BRA 21.300 4.463 1.866 OTHER 21.996 2.659 1.625 FEA
20.769 3.325 1.961 DISC 21.291 4.635 1.877 IVE 22.061 2.634 1.610 CHA
20.827 3.353 1.949 DISC 21.139 4.674 1.909 DISC 21.951 2.543 1.631 FRA
20.879 3.276 1.934 FEA 21.102 4.589 1.917 FRA 21.939 2.544 1.634 FEA
20.874 3.343 1.940 FRA 21.053 4.492 1.928 IVE 21.936 2.601 1.634 FRA
21.492 3.614 1.800 FEA 20.904 4.380 1.955 CHA 21.900 2.592 1.647 FRA
21.484 3.563 1.799 FEA 20.925 4.333 1.952 DISC 21.844 2.475 1.655 FRA
21.475 3.480 1.788 FRA 20.883 4.290 1.956 DISC 21.841 2.552 1.662 CHA
21.424 3.420 1.801 FEA 20.868 4.306 1.962 HIEM 22.059 2.533 1.605 LOB
21.392 3.317 1.800 FEA 21.747 4.100 1.728 DISC 21.977 2.048 1.615 FRA
21.330 3.321 1.818 DISC 21.778 3.980 1.719 FRA 22.087 2.271 1.593 FRA
21.364 3.452 1.817 LOB 21.922 4.023 1.687 DISC 22.105 2.288 1.587 FRA
21.409 3.600 1.804 IVE 21.680 3.805 1.752 IVE 21.941 2.203 1.618 FRA
21.536 3.769 1.786 IVE 21.984 4.056 1.676 DISC 22.009 2.210 1.612 DISC
21.316 3.527 1.837 CHA 21.863 4.042 1.694 DISC 21.883 2.182 1.625 FRA
21.257 3.520 1.845 OTHER 22.010 3.980 1.672 LOB 22.678 3.465 1.463 IVE
21.312 3.451 1.828 FRA 22.092 3.883 1.630 CHA 22.581 3.311 1.493 CHAR
21.266 3.398 1.837 FRA 22.156 3.786 1.615 DISC 22.525 3.168 1.505 OTHER
21.234 3.387 1.845 OTHER 22.222 3.780 1.606 FRA 22.397 3.012 1.525 FEA
21.221 3.337 1.845 IVE 22.366 3.777 1.558 CHA 22.507 3.099 1.504 OTHER
21.261 3.461 1.836 FEA 22.447 3.687 1.539 FRA 22.738 3.389 1.450 FRA
21.211 3.586 1.868 CHA 22.530 3.642 1.528 CHAR 22.786 3.430 1.438 CHA
21.179 3.481 1.863 FRA 22.440 3.598 1.553 DISC 22.790 3.311 1.446 BRA
21.151 3.411 1.865 FRA 22.594 3.596 1.495 IVE 22.693 3.302 1.471 FEA
21.146 3.493 1.877 FRA 22.506 3.395 1.507 OTHER 22.697 3.207 1.455 DISC
21.117 3.321 1.878 FEA 22.487 3.312 1.519 THE 22.671 3.233 1.467 DISC
21.065 3.324 1.888 DISC 22.318 3.414 1.574 IVE 22.954 3.346 1.400 FRA
21.039 3.361 1.900 FRA 22.251 3.487 1.589 FRA 23.180 3.227 1.306 CHA
21.102 3.556 1.896 OTHER 21.987 3.605 1.641 FRA 23.263 3.165 1.283 CHA
21.085 3.619 1.904 CHA 22.438 3.199 1.532 DISC 23.342 3.129 1.268 FEA
21.026 3.416 1.912 CHA 22.281 3.175 1.564 DISC 23.354 3.079 1.267 FRA
20.977 3.360 1.913 DISC 22.305 3.045 1.555 FRA 23.154 3.011 1.314 FRA
20.976 3.391 1.917 DISC 21.888 3.439 1.667 FRA 23.205 3.107 1.308 CHA
21.015 3.561 1.909 FEA 21.807 3.508 1.708 FRA 23.181 3.086 1.316 DISC
20.968 3.486 1.917 FRA 21.869 3.351 1.662 FRA 23.078 2.989 1.340 IVE
20.913 3.506 1.926 FRA 21.720 3.526 1.714 CHA 22.992 2.977 1.358 FRA
20.868 3.466 1.936 FRA 21.580 3.565 1.751 LOB 22.924 2.942 1.380 FRA
20.707 3.539 1.998 CHA 21.708 3.546 1.720 CHA 22.846 2.937 1.400 FRA
21.738 4.295 1.741 FRA 21.766 3.485 1.704 DISC 22.896 2.963 1.388 FEA
226
X (m) Y (m) H (m) Species X (m) Y (m) H (m) Species X (m) Y (m) H (m) Species
22.914 2.937 1.377 FRA 23.377 2.989 1.263 DISC 22.828 1.570 1.318 DISC
22.797 2.969 1.405 FEA 23.439 2.849 1.248 IVE 22.866 1.478 1.305 DISC
22.784 2.830 1.411 FEA 23.227 2.754 1.300 OTHER 22.920 1.570 1.296 FRA
22.569 2.739 1.456 FRA 23.252 2.691 1.285 FRA 23.110 1.604 1.258 FRA
22.574 3.027 1.467 FRA 23.215 2.604 1.288 FRA 23.093 1.633 1.258 CHA
22.696 3.106 1.445 DISC 23.241 2.624 1.284 DISC 23.042 1.779 1.270 LOB
22.479 3.047 1.500 FRA 23.333 2.684 1.262 DISC 23.175 1.777 1.230 FEA
22.541 3.028 1.474 FRA 23.399 2.670 1.235 FRA 23.321 1.743 1.202 FRA
22.487 2.973 1.491 IVE 23.404 2.713 1.252 FRA 23.292 1.944 1.210 IVE
22.476 2.893 1.491 DISC 23.420 2.690 1.229 FRA 23.439 1.888 1.162 FRA
22.467 2.805 1.487 DISC 23.494 2.767 1.231 FEA 23.509 1.811 1.152 LOB
22.345 2.829 1.528 FRA 23.478 2.785 1.241 DISC 23.541 1.942 1.146 FRA
22.419 2.833 1.511 OTHER 23.606 2.818 1.194 FRA 23.596 1.967 1.138 FRA
22.320 2.624 1.530 THE 23.518 2.766 1.224 DISC 23.513 1.976 1.151 OTHER
22.374 2.640 1.500 IVE 23.674 2.770 1.156 THE 23.615 2.089 1.123 FRA
22.296 2.486 1.530 CHAR 23.779 2.844 1.132 DISC 23.636 2.128 1.113 FRA
22.344 2.452 1.518 FRA 23.767 2.787 1.131 HIEM 23.750 2.187 1.092 FRA
22.359 2.355 1.509 FRA 23.892 2.832 1.103 OTHER 23.792 2.285 1.085 CHA
22.230 2.286 1.555 LOB 23.975 2.772 1.083 DISC 24.008 2.308 1.038 FRA
22.142 2.125 1.569 FRA 23.956 2.716 1.083 FRA 24.137 2.293 1.009 FRA
22.210 2.064 1.534 CHAR 23.909 2.744 1.095 FRA 24.118 2.498 1.022 FRA
22.431 2.480 1.497 FRA 23.942 2.742 1.091 FRA 24.112 2.409 1.022 IVE
22.476 2.493 1.477 CHAR 23.831 2.715 1.104 DISC 24.159 2.327 1.002 OTHER
22.498 2.561 1.481 FRA 23.779 2.673 1.120 FEA 24.231 2.395 0.986 DISC
22.551 2.544 1.454 DISC 23.748 2.603 1.127 HIEM 24.231 2.566 1.004 DISC
22.624 2.607 1.441 IVE 23.694 2.536 1.139 FRA 24.393 2.600 0.949 FEA
22.914 2.703 1.364 CHA 23.720 2.607 1.133 FRA 24.443 2.556 0.921 HIEM
22.952 2.783 1.359 IVE 23.518 2.514 1.180 CHA 23.992 2.026 1.024 FRA
23.071 2.720 1.336 DISC 23.560 2.509 1.171 CHA 23.923 1.930 1.043 THE
23.046 2.693 1.338 DISC 23.467 2.664 1.195 FRA 23.897 1.836 1.054 CHA
23.119 2.785 1.317 IVE 23.388 2.581 1.209 FRA 23.807 1.868 1.063 CHA
23.198 2.832 1.297 FRA 23.332 2.499 1.223 FRA 23.754 1.756 1.087 FRA
23.252 2.953 1.286 FRA 23.280 2.509 1.235 FRA 23.658 1.640 1.113 CHA
23.231 2.995 1.289 FRA 23.121 2.375 1.286 IVE 23.658 1.628 1.111 CHA
23.097 2.385 1.296 IVE 23.190 2.379 1.267 IVE 23.621 1.611 1.117 DISC
23.055 2.208 1.296 IVE 23.034 2.021 1.297 FRA 23.392 1.588 1.153 FRA
23.038 2.186 1.291 DISC 22.986 1.945 1.310 FRA 23.251 1.511 1.189 FRA
23.027 2.151 1.295 CHA 23.104 2.105 1.276 HIEM 23.249 1.434 1.190 FRA
22.965 2.218 1.327 FRA 23.164 2.261 1.274 FRA 23.296 1.442 1.184 DISC
22.996 2.228 1.314 DISC 23.176 2.228 1.264 FRA 23.257 1.495 1.192 DISC
22.846 2.198 1.361 LOB 23.189 2.245 1.261 LOB 23.237 1.484 1.198 DISC
22.806 2.132 1.370 FRA 23.233 2.222 1.240 CHA 23.959 1.772 1.030 FRA
22.782 2.078 1.375 FRA 23.297 2.337 1.239 FEA 23.906 1.685 1.044 FRA
22.996 2.028 1.301 FRA 23.213 2.135 1.244 CHA 23.866 1.578 1.038 FRA
22.950 2.034 1.317 DISC 23.232 2.074 1.232 IVE 23.889 1.558 1.032 FRA
22.951 1.987 1.324 FRA 23.353 2.385 1.226 DISC 23.861 1.538 1.041 HIEM
22.744 2.087 1.386 FRA 23.407 2.262 1.197 FRA 23.794 1.459 1.050 FEA
22.694 2.072 1.401 DISC 23.451 2.245 1.183 IVE 23.817 1.443 1.049 DISC
22.542 2.000 1.431 BRA 23.475 2.385 1.198 CHA 23.774 1.378 1.060 DISC
22.225 1.921 1.513 FRA 23.471 2.316 1.188 FRA 24.678 0.667 0.748 LOB
22.315 2.010 1.494 FRA 23.518 2.299 1.176 CHA 24.684 0.744 0.757 FRA
22.309 1.997 1.489 FRA 23.564 2.381 1.176 CHA 24.677 0.819 0.770 CHA
22.229 1.931 1.511 FRA 23.555 2.527 1.179 FRA 24.727 0.798 0.738 CHA
22.209 1.807 1.531 FRA 23.683 2.530 1.142 FRA 24.605 0.845 0.795 IVE
22.334 1.857 1.500 OTHER 23.711 2.602 1.135 FRA 24.584 0.917 0.807 FRA
22.458 1.721 1.442 DISC 23.762 2.675 1.129 FEA 24.666 1.007 0.786 FRA
22.581 1.731 1.407 BRA 24.067 2.528 1.042 CHA 24.823 0.963 0.743 HIEM
22.526 1.743 1.425 DISC 24.011 2.576 1.053 DISC 24.835 0.743 0.688 FRA
22.618 1.731 1.400 FRA 23.936 2.472 1.061 LOB 24.808 0.814 0.714 CHA
22.876 1.726 1.312 FEA 23.839 2.376 1.082 FRA 24.869 0.850 0.699 Id
22.859 1.626 1.311 FEA 23.777 2.455 1.099 FRA 24.858 0.915 0.713 DISC
22.814 1.605 1.321 OTHER 23.764 2.368 1.102 OTHER 24.676 0.975 0.773 DISC
22.706 1.677 1.350 FRA 23.698 2.265 1.118 CHA 25.020 0.871 0.644 CHA
22.818 1.965 1.350 IVE 23.587 2.286 1.152 BRA 25.009 1.037 0.683 CHA
22.798 1.975 1.355 CHA 23.672 2.387 1.145 DISC 24.927 1.036 0.708 FRA
22.840 1.928 1.344 CHA 23.629 2.146 1.128 FRA 24.835 1.081 0.729 IVE
22.961 1.983 1.318 FRA 23.428 2.175 1.178 FRA 25.008 1.152 0.681 DISC
22.798 2.323 1.378 FRA 23.476 2.131 1.173 IVE 25.115 1.269 0.645 FRA
22.885 2.465 1.373 CHAR 23.402 2.053 1.190 FEA 25.136 1.197 0.643 FRA
23.009 2.510 1.334 DISC 23.434 2.014 1.174 DISC 25.221 1.344 0.614 FRA
22.986 2.485 1.347 DISC 23.386 2.081 1.198 DISC 25.243 1.228 0.599 FRA
23.031 2.553 1.337 FRA 23.306 1.947 1.208 IVE 25.254 1.384 0.603 FRA
23.066 2.552 1.323 DISC 22.884 1.717 1.310 CHA 25.297 1.395 0.585 FRA
23.584 2.993 1.214 FRA 22.948 1.535 1.284 FEA 25.316 1.355 0.590 BRA
23.435 3.033 1.249 FRA 22.867 1.621 1.310 DISC 25.325 1.468 0.577 LOB
227
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25.416 1.514 0.555 FRA 24.523 2.246 0.903 FRA 9.264 11.281 1.350 OTHER
25.488 1.500 0.531 FRA 24.610 2.239 0.875 FRA 8.946 11.113 1.411 FRA
25.536 1.561 0.510 FRA 24.541 2.107 0.868 IVE 8.617 10.893 1.472 FRA
25.644 1.653 0.483 CHA 24.397 2.046 0.903 LOB 8.381 10.861 1.527 FRA
25.315 1.610 0.587 FRA 24.406 2.172 0.927 FRA 8.401 10.801 1.516 FRA
25.155 1.627 0.640 IVE 24.289 2.150 0.958 FRA 8.457 10.802 1.499 BRA
25.099 1.462 0.637 DISC 24.072 2.061 1.002 CHA 8.359 10.936 1.522 FRA
25.040 1.407 0.648 DISC 24.220 2.162 0.981 HIEM 8.323 10.631 1.505 FRA
24.937 1.505 0.692 FRA 24.202 2.138 0.980 HIEM 8.413 10.585 1.496 FRA
24.979 1.298 0.676 HIEM 24.240 2.105 0.966 DISC 8.519 10.644 1.472 FRA
24.880 1.274 0.693 LOB 24.160 2.033 0.979 FEA 8.888 10.815 1.411 FRA
24.761 1.408 0.748 FRA 24.129 2.072 0.990 HIEM 8.822 10.811 1.415 DISC
24.786 1.313 0.725 OTHER 24.231 1.985 0.936 FRA 9.072 10.960 1.370 FRA
24.577 1.101 0.784 LOB 24.145 1.870 0.966 LOB 9.387 11.144 1.323 FRA
24.494 1.166 0.822 FRA 24.267 1.902 0.930 BRA 9.455 11.195 1.305 PEC
24.455 1.320 0.844 LOB 24.008 1.653 1.006 DISC 9.739 11.251 1.259 FRA
24.445 1.250 0.844 DISC 23.995 1.605 1.010 DISC 9.829 11.360 1.250 PEC
24.284 1.180 0.891 FRA 23.985 1.531 1.012 DISC 9.853 11.501 1.249 FRA
24.370 0.972 0.847 LOB 24.096 1.615 0.977 FRA 9.890 11.561 1.235 BRA
24.278 1.076 0.880 DISC 24.224 1.706 0.945 FRA 9.978 11.504 1.212 FRA
24.207 0.948 0.894 DISC 24.304 1.796 0.923 DISC 10.603 11.737 1.094 FRA
24.193 1.108 0.915 FRA 24.279 1.625 0.923 FRA 10.514 11.671 1.112 FRA
23.840 1.137 1.019 HIEM 24.259 1.570 0.915 DISC 10.266 11.444 1.158 BRA
23.840 1.180 1.033 CHA 24.399 1.670 0.884 FRA 10.239 11.360 1.163 FRA
23.988 1.218 0.977 FRA 24.482 1.768 0.867 FRA 10.282 11.311 1.155 FRA
24.057 1.183 0.947 FRA 24.595 1.929 0.844 DISC 10.358 11.259 1.135 BRA
24.060 1.229 0.950 LOB 24.531 1.943 0.859 FRA 10.204 11.084 1.159 FRA
23.919 1.329 1.001 IVE 24.591 1.928 0.846 CHA 10.153 11.141 1.162 FRA
24.064 1.459 0.974 CHA 24.586 1.792 0.835 DISC 10.026 11.092 1.189 FRA
24.098 1.495 0.966 BRA 24.622 1.796 0.820 DISC 9.995 11.030 1.195 FRA
24.164 1.447 0.943 FRA 24.687 1.933 0.817 DISC 9.950 10.974 1.206 FRA
24.289 1.527 0.894 FRA 24.738 2.010 0.803 DISC 9.909 11.070 1.212 FRA
24.351 1.495 0.880 FRA 24.834 2.028 0.771 DISC 9.872 11.080 1.207 FRA
24.265 1.280 0.906 FRA 24.807 1.926 0.769 DISC 9.859 10.870 1.210 FRA
24.480 1.587 0.857 IVE 24.784 1.829 0.774 FRA 9.756 10.799 1.221 OTHER
24.507 1.515 0.857 DISC 24.664 1.964 0.822 FRA 9.759 10.729 1.230 FRA
24.620 1.615 0.817 FRA 24.651 2.007 0.825 FRA 9.574 10.641 1.251 FRA
24.651 1.637 0.813 FRA 24.589 2.062 0.851 FRA 9.520 10.675 1.278 FRA
24.731 1.629 0.799 FRA 24.624 2.040 0.839 FRA 9.579 10.908 1.270 FRA
24.672 1.640 0.803 DISC 24.781 1.834 0.783 FRA 9.538 10.962 1.300 FRA
24.677 1.507 0.810 FEA 21.149 9.407 2.161 FRA 9.432 10.551 1.289 PEC
24.831 1.707 0.760 DISC 8.732 12.239 1.514 FRA 9.323 10.724 1.317 FRA
24.901 1.673 0.744 FRA 8.811 12.128 1.498 FRA 9.116 10.748 1.369 BRA
24.923 1.718 0.734 FRA 8.955 12.192 1.476 FRA 9.220 10.544 1.343 FRA
24.942 1.751 0.733 FRA 9.084 12.214 1.451 FRA 9.184 10.416 1.327 FRA
24.964 1.805 0.729 FRA 9.204 12.159 1.424 CHAR 9.000 10.575 1.386 FRA
24.976 1.784 0.732 FEA 9.236 12.276 1.421 FRA 8.873 10.487 1.405 FRA
25.022 1.812 0.725 ASP 9.256 12.303 1.414 FRA 8.650 10.519 1.444 FRA
25.066 1.725 0.694 DISC 9.292 12.297 1.398 FRA 8.482 10.240 1.486 FRA
25.167 1.807 0.658 FRA 9.351 11.986 1.376 FRA 8.585 10.110 1.447 FRA
25.247 1.822 0.628 CHAR 9.283 11.989 1.392 FRA 8.465 9.970 1.475 BRA
25.284 1.830 0.616 FEA 9.347 12.026 1.376 FRA 8.375 9.979 1.493 FRA
25.376 1.799 0.593 FRA 9.301 11.872 1.378 FRA 8.361 10.005 1.496 FRA
25.493 1.899 0.558 FRA 9.143 11.959 1.430 FRA 8.391 10.107 1.500 IVE
25.582 1.908 0.538 LOB 9.065 11.825 1.424 FRA 8.500 10.258 1.490 FRA
25.559 2.023 0.546 LOB 8.782 11.893 1.492 FRA 8.402 10.210 1.515 FRA
25.424 1.922 0.582 CHA 8.729 11.885 1.497 FRA 8.276 10.236 1.512 FRA
25.325 1.758 0.600 FRA 8.659 11.838 1.516 FRA 8.224 10.192 1.524 FRA
25.347 1.729 0.591 THE 8.605 11.753 1.534 FRA 8.956 10.173 1.382 FRA
25.146 1.894 0.681 FRA 8.642 11.101 1.478 FRA 9.016 10.228 1.371 FRA
25.123 1.912 0.694 DISC 8.674 11.077 1.479 BRA 9.044 10.215 1.359 FRA
25.079 2.029 0.699 FRA 8.735 11.343 1.462 PEC 9.201 10.286 1.341 FRA
25.133 2.052 0.689 LOB 8.940 11.497 1.440 BRA 9.187 10.192 1.344 BRA
25.203 2.170 0.667 LOB 9.085 11.609 1.426 FRA 9.295 10.145 1.316 FRA
25.090 2.145 0.685 DISC 9.194 11.622 1.398 FRA 9.447 10.222 1.288 FRA
25.144 2.202 0.677 OTHER 9.821 11.886 1.268 FRA 9.507 10.178 1.271 FRA
24.988 1.954 0.726 OTHER 9.914 11.904 1.242 FRA 9.566 10.237 1.256 FRA
25.007 2.152 0.720 CHA 9.846 11.623 1.242 PEC 9.466 10.027 1.274 FRA
25.020 2.204 0.727 DISC 9.585 11.587 1.301 FRA 9.544 10.055 1.258 FRA
25.011 2.287 0.746 FRA 9.498 11.568 1.322 FRA 9.568 10.075 1.253 FRA
24.718 2.476 0.841 FRA 9.603 11.434 1.289 BRA 9.740 10.058 1.216 PEC
24.564 2.509 0.868 FRA 9.798 11.520 1.256 FRA 9.755 10.356 1.218 FRA
24.527 2.541 0.880 OTHER 9.597 11.432 1.284 PEC 9.716 10.397 1.226 FRA
24.579 2.359 0.889 DISC 9.275 11.471 1.354 FRA 9.686 10.509 1.226 FRA
24.569 2.313 0.893 FEA 9.232 11.439 1.360 FRA 9.920 10.594 1.192 OTHER
228
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9.877 10.527 1.202 FRA 3.229 7.801 2.563 FRA 4.099 6.551 2.320 FRA
9.866 10.274 1.203 FRA 3.148 7.736 2.569 FRA 4.544 6.765 2.236 FRA
9.944 10.329 1.184 FRA 2.775 7.524 2.645 FRA 4.544 6.716 2.240 FRA
10.041 10.361 1.160 FRA 2.726 7.287 2.658 FRA 4.732 6.803 2.202 FRA
10.019 10.675 1.172 FRA 2.873 7.402 2.622 FRA 5.561 7.175 2.022 FRA
10.191 10.690 1.137 PEC 3.018 7.487 2.594 BRA 5.696 7.287 1.992 FRA
10.400 10.816 1.103 FRA 2.881 7.260 2.615 FRA 5.748 7.174 1.975 BRA
10.511 10.695 1.075 FRA 2.951 7.274 2.594 FRA 5.643 7.158 1.998 FRA
1.048 9.231 3.082 FRA 3.056 7.295 2.570 FRA 5.400 6.971 2.049 FRA
1.158 9.133 3.044 FRA 3.125 7.333 2.560 OTHER 5.358 7.039 2.060 FRA
1.260 9.091 3.024 BRA 3.224 7.362 2.540 FRA 5.147 6.935 2.111 FRA
1.383 8.947 2.992 FRA 3.243 7.390 2.535 FRA 5.219 6.858 2.078 PEC
1.164 8.732 3.042 FRA 3.213 7.324 2.536 FRA 4.999 6.451 2.112 FRA
1.322 8.673 3.001 FRA 3.339 7.353 2.512 FRA 5.223 6.663 2.081 FRA
1.481 8.674 2.962 FRA 3.528 7.412 2.490 FRA 5.246 6.714 2.078 FRA
1.442 8.900 2.983 FRA 3.603 7.429 2.475 FRA 5.284 6.764 2.073 FRA
1.670 8.777 2.921 FRA 3.710 7.407 2.456 FRA 5.458 6.746 2.025 FRA
1.786 8.854 2.909 FRA 3.721 7.456 2.453 FRA 5.582 6.879 2.000 FRA
1.682 8.907 2.925 PEC 3.679 7.457 2.462 FRA 5.719 7.013 1.975 PEC
1.937 8.840 2.873 FRA 3.806 7.464 2.439 FRA 5.734 6.952 1.971 FRA
1.969 8.757 2.860 BRA 3.869 7.559 2.428 FRA 5.903 7.088 1.936 FRA
1.837 8.659 2.880 FRA 3.862 7.642 2.425 FRA 6.064 7.192 1.909 FRA
1.723 8.641 2.898 FRA 3.916 7.643 2.415 FRA 5.889 7.091 1.938 FRA
2.154 8.749 2.835 FRA 3.956 7.653 2.403 FRA 5.895 6.981 1.952 FRA
2.007 8.468 2.857 FRA 4.124 7.552 2.370 FRA 5.660 6.780 1.988 FRA
1.929 8.415 2.874 FRA 4.113 7.829 2.368 FRA 5.608 6.735 2.000 FRA
1.737 8.424 2.903 PEC 4.197 7.909 2.361 PEC 5.511 6.691 2.024 FRA
1.690 8.204 2.920 FRA 4.315 7.872 2.344 FRA 5.089 6.499 2.098 FRA
1.898 8.390 2.882 FRA 4.452 7.712 2.298 FRA 4.990 6.383 2.123 FRA
2.023 8.463 2.861 FRA 4.521 7.715 2.279 FRA 4.756 6.393 2.162 FRA
2.103 8.271 2.824 FRA 4.493 7.747 2.281 FRA 4.804 6.286 2.156 FRA
2.257 8.369 2.799 FRA 4.731 7.700 2.243 FRA 5.010 6.292 2.105 FRA
2.223 8.511 2.818 BRA 4.461 7.572 2.300 FRA 5.017 6.330 2.099 FRA
2.245 8.538 2.809 BRA 4.451 7.560 2.302 FRA 5.389 6.381 2.040 FRA
2.258 8.392 2.794 FRA 4.357 7.512 2.312 PEC 5.334 6.419 2.043 BRA
2.474 8.525 2.754 PEC 4.278 7.473 2.332 FRA 5.406 6.379 2.046 FRA
2.536 8.579 2.742 FRA 3.900 7.295 2.410 FRA 5.594 6.435 2.009 FRA
2.523 8.493 2.752 FRA 3.890 7.232 2.396 FRA 5.790 6.593 1.967 BRA
2.921 8.457 2.653 FRA 3.871 7.105 2.389 FRA 5.963 6.663 1.936 PEC
2.768 8.404 2.684 FRA 3.752 7.229 2.439 FRA 6.060 6.802 1.904 FRA
2.715 8.176 2.694 FRA 3.299 7.116 2.523 PEC 6.123 6.713 1.898 FRA
2.505 8.118 2.732 FRA 3.466 7.228 2.502 FRA 6.030 6.705 1.918 FRA
2.411 8.069 2.756 CHAR 3.716 7.292 2.451 PEC 6.126 6.882 1.893 CHAR
2.410 7.908 2.752 FRA 3.633 7.209 2.458 FRA 6.264 6.944 1.866 FRA
2.637 7.872 2.701 OTHER 3.433 7.175 2.505 FRA 6.488 7.036 1.810 FRA
2.713 7.986 2.688 FRA 3.251 6.987 2.525 FRA 6.462 6.914 1.831 FRA
2.772 7.998 2.686 FRA 3.885 7.092 2.389 FRA 6.311 6.560 1.853 FRA
3.062 8.232 2.628 FRA 3.906 7.258 2.410 FRA 6.069 6.508 1.910 FRA
3.159 8.098 2.605 FRA 3.886 7.215 2.404 FRA 5.936 6.459 1.931 FRA
3.182 8.173 2.600 PEC 3.880 7.121 2.394 FRA 5.778 6.406 1.964 OTHER
3.136 8.109 2.604 FRA 3.739 6.811 2.404 FRA 5.676 5.954 1.973 FRA
3.124 8.082 2.607 PEC 3.808 6.664 2.381 FRA 5.899 6.053 1.923 FRA
2.856 7.888 2.654 OTHER 3.997 6.773 2.347 FRA 6.023 6.152 1.902 BRA
2.699 7.691 2.683 IVE 4.127 7.011 2.325 FRA 6.085 6.240 1.892 FRA
2.638 7.572 2.689 FRA 4.091 6.950 2.330 FRA 6.152 6.074 1.882 FRA
2.816 7.801 2.651 FRA 4.202 6.982 2.305 BRA 6.258 6.350 1.862 FRA
2.900 7.773 2.642 FRA 4.343 7.100 2.279 FRA 6.420 6.459 1.831 FRA
3.066 7.912 2.609 PEC 4.307 7.158 2.300 FRA 6.694 6.317 1.773 FRA
3.138 7.874 2.594 FRA 4.435 7.266 2.278 FRA 6.565 6.563 1.797 CHAR
3.288 7.952 2.557 FRA 4.526 7.457 2.273 FRA 7.053 6.729 1.707 FRA
3.433 8.128 2.543 FRA 4.809 7.552 2.206 FRA 6.908 6.305 1.726 FRA
3.792 8.040 2.457 PEC 4.868 7.303 2.195 FRA 6.515 6.107 1.798 FRA
3.669 7.968 2.476 PEC 5.031 7.580 2.168 FRA 6.219 6.008 1.862 FRA
3.907 8.010 2.424 PEC 5.427 7.315 2.061 FRA 6.166 5.964 1.870 FRA
4.137 7.968 2.371 FRA 5.291 7.318 2.079 FRA 6.365 5.829 1.832 PEC
4.188 7.961 2.359 FRA 5.241 7.326 2.095 FRA 6.297 5.821 1.839 BRA
3.849 7.882 2.427 FRA 4.768 7.163 2.204 FRA 6.246 5.449 1.851 FRA
3.814 7.880 2.435 FRA 4.703 7.016 2.216 BRA 6.519 5.666 1.807 FRA
3.765 7.814 2.446 FRA 4.649 6.970 2.231 PEC 6.468 5.674 1.814 FRA
3.495 7.720 2.491 CHAR 4.529 7.003 2.238 FRA 6.512 5.708 1.802 FRA
3.577 7.690 2.468 BRA 4.334 6.928 2.288 FRA 6.698 5.771 1.762 FRA
3.403 7.594 2.507 FRA 4.329 6.925 2.281 FRA 6.619 5.905 1.779 FRA
3.355 7.577 2.518 FRA 4.291 6.848 2.293 FRA 6.720 5.916 1.759 FRA
3.100 7.527 2.571 FRA 4.078 6.768 2.337 PEC 6.696 5.855 1.768 FRA
3.052 7.448 2.582 BRA 4.114 6.591 2.326 FRA 6.771 5.856 1.745 FRA
229
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6.747 5.951 1.747 FRA 3.596 9.121 2.541 PEC 5.711 7.546 2.010 FRA
6.715 5.938 1.754 FRA 3.768 9.102 2.498 FRA 5.774 7.753 1.995 FRA
6.851 5.964 1.723 FRA 3.758 9.288 2.515 FRA 5.806 7.428 1.989 FRA
6.792 5.558 1.722 FRA 3.722 9.378 2.528 FRA 5.897 7.760 1.974 IVE
6.731 5.531 1.732 FRA 3.949 9.097 2.458 FRA 5.730 7.547 2.006 FRA
6.514 5.416 1.780 FRA 3.219 8.527 2.599 FRA 5.841 7.565 1.979 FRA
6.436 5.302 1.794 FRA 3.234 8.478 2.594 FRA 5.959 7.749 1.952 FRA
6.383 5.394 1.828 FRA 3.297 8.525 2.581 FRA 6.023 7.803 1.941 FRA
1.104 10.039 3.100 BRA 3.334 8.559 2.571 FRA 6.088 7.502 1.932 PEC
1.014 9.545 3.091 FRA 3.368 8.612 2.566 BRA 6.529 7.870 1.829 IVE
1.369 10.061 3.035 FRA 3.517 8.676 2.533 FRA 6.677 8.176 1.808 FRA
1.403 9.916 3.019 BRA 3.819 8.801 2.474 FRA 6.777 8.252 1.785 BRA
1.309 9.723 3.046 FRA 3.808 8.738 2.479 PEC 6.809 7.972 1.777 FRA
1.735 10.007 2.959 FRA 3.869 8.769 2.464 FRA 7.057 8.127 1.732 FRA
1.802 10.031 2.942 FRA 4.366 8.908 2.351 FRA 6.332 7.280 1.865 FRA
1.990 9.970 2.909 FRA 4.378 9.016 2.355 FRA 6.365 7.445 1.867 FRA
2.202 9.823 2.851 BRA 3.373 8.355 2.559 FRA 6.836 7.825 1.771 FRA
1.413 9.534 3.013 FRA 3.897 8.506 2.444 FRA 6.928 7.679 1.733 FRA
1.344 9.602 3.029 FRA 3.904 8.592 2.451 FRA 7.003 7.720 1.717 FRA
1.198 9.424 3.062 FRA 3.955 8.617 2.440 FRA 7.030 7.702 1.701 FRA
1.381 9.454 3.023 FRA 3.992 8.471 2.433 FRA 7.200 7.838 1.696 FRA
1.466 9.366 2.997 FRA 4.065 8.686 2.416 FRA 7.074 8.124 1.730 BRA
1.592 9.364 2.970 FRA 4.108 8.728 2.404 FRA 7.512 8.019 1.639 FRA
1.556 9.506 2.984 FRA 4.132 8.552 2.401 PEC 6.591 7.208 1.794 CHA
1.720 9.459 2.947 FRA 4.262 8.485 2.371 FRA 6.962 7.035 1.726 BRA
1.639 9.621 2.986 FRA 4.296 8.530 2.367 FRA 7.111 7.076 1.686 FRA
1.907 9.490 2.906 FRA 4.691 8.869 2.286 FRA 0.416 11.038 3.269 FRA
1.886 9.562 2.900 BRA 4.698 8.630 2.278 IVE 0.324 11.004 3.291 PEC
1.844 9.569 2.911 FRA 3.776 8.171 2.460 FRA 0.274 10.994 3.297 FRA
2.005 9.784 2.895 FRA 4.307 8.363 2.356 PEC 0.325 10.967 3.280 FRA
2.085 9.673 2.864 FRA 4.759 8.464 2.265 PEC 0.346 10.922 3.267 FRA
2.349 9.810 2.820 PEC 5.111 8.648 2.183 FRA 0.261 10.852 3.279 FRA
2.237 9.843 2.845 OTHER 5.288 8.743 2.148 BRA 0.515 10.998 3.242 FRA
2.258 9.593 2.836 FRA 5.267 8.788 2.153 FRA 0.648 11.063 3.222 FRA
2.355 9.669 2.810 FRA 5.121 8.635 2.183 FRA 0.730 11.183 3.202 FRA
1.863 9.238 2.889 IVE 4.327 8.065 2.333 FRA 0.724 10.937 3.201 CHAR
1.887 9.128 2.902 BRA 4.430 8.091 2.317 FRA 0.949 11.080 3.168 FRA
2.132 9.322 2.840 FRA 4.506 8.104 2.301 FRA 0.552 10.518 3.220 FRA
2.111 9.471 2.850 FRA 4.634 8.222 2.269 FRA 0.802 10.576 3.175 FRA
2.268 9.463 2.822 PEC 4.633 8.274 2.284 FRA 0.767 10.532 3.183 BRA
2.386 9.529 2.803 FRA 4.802 8.289 2.240 FRA 1.194 10.609 3.110 FRA
2.594 9.429 2.761 FRA 4.652 8.023 2.272 FRA 1.308 10.683 3.090 FRA
2.632 9.560 2.762 FRA 4.692 7.954 2.263 FRA 1.276 10.867 3.101 FRA
2.780 9.723 2.728 FRA 4.770 7.987 2.244 FRA 1.452 10.824 3.056 PEC
1.974 9.089 2.868 FRA 4.911 8.261 2.225 FRA 0.897 10.417 3.157 FRA
2.209 9.154 2.830 FRA 5.566 8.609 2.091 BRA 1.216 10.322 3.087 FRA
2.457 9.095 2.783 FRA 5.547 8.634 2.092 PEC 1.355 10.567 3.071 FRA
2.588 9.191 2.756 FRA 5.544 8.677 2.095 FRA 1.384 10.539 3.054 BRA
2.581 9.402 2.764 FRA 5.068 8.094 2.186 FRA 1.657 10.746 2.998 FRA
2.720 9.300 2.734 FRA 4.955 8.007 2.202 FRA 1.738 10.219 2.975 FRA
2.770 9.384 2.730 FRA 4.934 7.989 2.207 BRA 1.912 10.490 2.939 PEC
2.930 9.292 2.699 FRA 4.897 7.987 2.213 PEC 1.908 10.416 2.949 FRA
2.998 9.418 2.679 FRA 4.755 7.960 2.238 FRA 1.862 10.051 2.942 FRA
3.321 9.408 2.598 FRA 5.123 7.846 2.159 CHAR 2.225 10.675 2.870 BRA
2.093 8.951 2.852 FRA 5.225 7.906 2.140 CHAR 2.393 10.603 2.827 FRA
2.134 8.910 2.832 FRA 5.433 7.990 2.103 BRA 2.202 10.182 2.865 FRA
2.207 8.805 2.822 FRA 5.415 7.938 2.093 FRA 2.274 9.999 2.827 BRA
2.295 8.806 2.810 FRA 5.475 8.008 2.092 FRA 2.306 9.962 2.818 FRA
2.674 8.934 2.737 FRA 5.723 8.086 2.022 FRA 2.411 10.151 2.824 FRA
2.912 9.101 2.679 FRA 5.739 8.349 2.046 PEC 2.869 10.457 2.727 FRA
2.919 9.048 2.682 BRA 5.905 8.335 2.006 BRA 2.963 10.380 2.706 CHAR
3.044 9.144 2.657 FRA 5.945 8.373 1.993 FEA 2.701 10.126 2.754 FRA
3.074 9.185 2.652 BRA 5.956 8.552 2.001 FRA 2.674 10.156 2.757 FRA
3.253 9.194 2.606 FRA 6.156 8.450 1.935 FRA 2.572 9.839 2.767 FRA
3.351 9.332 2.599 FRA 5.398 7.784 2.077 FRA 2.762 9.866 2.734 PEC
2.732 8.563 2.709 FRA 5.436 7.624 2.062 CHAR 2.913 9.917 2.696 FRA
2.662 8.689 2.719 FRA 5.312 7.566 2.080 FRA 2.956 9.820 2.684 FRA
3.023 8.883 2.656 FRA 5.238 7.591 2.106 BRA 3.220 10.069 2.636 BRA
3.138 8.675 2.603 PEC 5.374 7.818 2.089 FRA 3.422 10.193 2.583 OTHER
3.174 8.646 2.598 FRA 5.461 7.834 2.066 FRA 3.415 9.995 2.598 FRA
3.366 8.926 2.569 BRA 5.601 7.983 2.043 FRA 3.493 9.952 2.581 FRA
3.433 8.802 2.546 FRA 5.991 7.951 1.939 FRA 3.740 10.094 2.535 FRA
3.610 9.022 2.518 BRA 6.001 8.156 1.954 PEC 3.743 10.159 2.534 FRA
3.559 8.844 2.533 FRA 6.200 8.163 1.915 FRA 3.861 10.098 2.509 FRA
3.428 8.812 2.552 FRA 5.389 7.607 2.066 FRA 3.559 9.787 2.565 BRA
230
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3.626 9.813 2.551 FRA 7.582 9.300 1.665 FRA 3.631 10.739 2.580 FRA
3.635 9.614 2.539 BRA 7.448 9.280 1.693 FRA 3.371 10.558 2.630 FRA
4.111 9.914 2.450 FRA 7.266 9.232 1.721 FRA 3.236 10.489 2.655 FRA
4.129 10.061 2.440 BRA 7.254 9.078 1.722 FRA 3.216 10.438 2.660 FRA
4.103 9.919 2.448 FRA 7.119 9.108 1.750 FRA 3.474 10.973 2.631 FRA
3.993 9.664 2.456 FRA 7.054 9.152 1.759 FRA 3.329 10.760 2.651 FRA
4.169 9.915 2.440 FRA 7.094 9.265 1.761 FRA 3.126 10.697 2.688 FRA
4.175 10.062 2.434 FRA 6.905 9.129 1.786 FRA 3.038 10.783 2.709 FRA
4.137 9.635 2.424 FRA 7.027 9.299 1.779 FRA 2.882 10.765 2.740 FRA
3.917 9.457 2.481 FRA 6.980 9.657 1.797 FRA 2.744 10.696 2.769 BRA
4.167 9.426 2.414 FRA 6.955 9.633 1.801 FRA 2.713 10.675 2.776 FRA
4.118 9.549 2.434 FRA 6.762 9.421 1.843 DISC 3.184 11.060 2.698 FRA
4.147 9.572 2.429 FRA 6.775 9.292 1.842 FRA 2.893 10.944 2.749 FRA
4.571 9.814 2.334 FRA 6.777 9.748 1.854 BRA 2.721 11.028 2.777 BRA
4.251 9.395 2.394 FRA 6.618 9.651 1.882 FRA 2.688 11.012 2.789 FRA
4.373 9.393 2.354 FRA 6.579 9.417 1.890 BRA 2.645 10.959 2.790 FRA
4.494 9.320 2.329 PEC 6.517 9.361 1.897 FRA 2.542 10.916 2.816 FRA
4.429 9.205 2.342 FRA 6.089 9.527 2.000 FRA 2.508 10.901 2.828 FRA
4.512 9.219 2.327 FRA 5.979 9.606 2.030 FRA 2.325 10.868 2.872 FRA
4.421 9.525 2.364 BRA 6.327 9.815 1.945 FRA 2.709 11.229 2.802 FRA
4.518 9.503 2.328 FRA 6.058 9.947 2.015 CHAR 2.603 11.174 2.822 FRA
4.679 9.529 2.289 FRA 5.979 9.800 2.024 FRA 2.359 11.121 2.862 FRA
4.854 9.563 2.271 BRA 5.932 9.784 2.032 BRA 2.319 10.863 2.867 FRA
4.830 9.639 2.269 FRA 5.883 9.699 2.043 FRA 2.371 11.370 2.885 FRA
4.937 9.622 2.250 FRA 5.859 9.670 2.048 FRA 2.463 11.434 2.858 FRA
4.995 9.464 2.224 FRA 5.753 9.646 2.063 BRA 2.161 11.377 2.922 FRA
4.923 9.371 2.241 BRA 5.375 9.745 2.159 PEC 2.189 11.336 2.909 FRA
5.044 9.665 2.216 FRA 5.448 9.691 2.146 FRA 2.119 11.021 2.907 FRA
4.954 9.753 2.247 BRA 5.477 9.785 2.133 FRA 1.861 11.197 2.976 FRA
5.107 9.526 2.201 OTHER 5.548 9.784 2.113 FRA 1.788 11.253 2.989 BRA
5.297 9.622 2.163 BRA 5.590 9.839 2.110 FRA 2.089 11.541 2.932 PEC
4.903 9.203 2.245 FRA 5.612 9.804 2.099 FRA 1.869 11.512 2.992 OTHER
4.932 9.157 2.241 FRA 5.573 9.970 2.130 CHAR 1.703 11.292 3.005 FRA
4.990 9.186 2.234 FRA 5.492 9.956 2.148 FRA 1.452 11.107 3.052 BRA
4.955 9.114 2.244 FRA 5.469 9.989 2.156 FRA 1.296 11.223 3.095 BRA
5.034 9.383 2.244 FRA 5.394 9.964 2.174 FRA 1.549 11.777 3.062 FRA
5.149 9.268 2.203 BRA 5.476 10.242 2.163 FRA 1.345 11.583 3.094 FRA
5.374 9.238 2.159 FRA 5.421 10.168 2.174 PEC 1.319 11.692 3.099 FRA
5.428 9.328 2.150 FRA 5.265 10.134 2.202 BRA 1.315 11.558 3.103 FRA
5.324 9.284 2.171 BRA 5.176 10.111 2.223 FRA 1.376 11.531 3.099 FRA
5.288 9.138 2.181 FRA 5.245 10.016 2.195 FRA 1.333 11.773 3.083 FRA
5.258 9.096 2.179 FRA 5.194 9.941 2.203 FRA 1.269 11.757 3.096 FRA
5.892 9.186 2.018 FRA 5.018 9.936 2.242 FRA 1.362 11.534 3.097 FRA
5.950 9.241 2.009 FRA 4.966 9.840 2.247 FRA 1.237 11.773 3.102 FRA
6.010 9.266 1.993 FRA 4.925 10.049 2.264 BRA 1.035 11.750 3.152 BRA
5.620 8.859 2.071 PEC 4.833 10.045 2.279 FRA 1.007 11.462 3.157 FRA
5.527 8.810 2.096 FRA 4.754 10.140 2.310 FRA 1.196 11.313 3.118 FRA
5.680 8.709 2.066 BRA 4.577 10.098 2.363 BRA 0.951 11.353 3.159 FRA
6.126 9.058 1.966 FRA 4.501 10.036 2.377 FRA 0.913 11.277 3.164 BRA
6.302 9.022 1.930 FRA 4.886 10.386 2.301 FRA 0.764 11.437 3.199 FRA
6.278 8.988 1.931 FRA 4.714 10.348 2.337 FRA 0.826 11.493 3.194 FRA
6.518 9.080 1.883 FRA 4.647 10.377 2.345 PEC 0.716 11.459 3.220 BRA
6.395 8.849 1.910 FRA 4.526 10.279 2.376 PEC 0.506 11.516 3.270 FRA
6.393 8.746 1.909 FRA 4.669 10.492 2.352 BRA 1.081 11.860 3.157 BRA
6.381 8.729 1.918 FRA 4.782 10.519 2.320 OTHER 0.000 12.729 3.391 FRA
6.199 8.449 1.917 CHA 4.711 10.388 2.343 FRA 0.198 12.765 3.349 FRA
6.554 8.941 1.874 FRA 4.464 10.290 2.387 FRA 0.526 12.632 3.279 FRA
6.681 9.053 1.843 BRA 4.385 10.209 2.410 FRA 0.266 12.228 3.312 PEC
6.713 8.955 1.842 FRA 4.548 10.511 2.370 FRA 0.805 12.735 3.210 FRA
6.731 8.924 1.825 FRA 4.353 10.371 2.406 BRA 0.748 12.692 3.216 FRA
6.828 8.879 1.807 BRA 4.221 10.394 2.432 FRA 0.918 12.824 3.189 BRA
7.014 8.979 1.768 BRA 4.202 10.440 2.444 FRA 0.798 12.586 3.212 FRA
6.869 9.083 1.798 FRA 4.274 10.619 2.428 FRA 0.853 12.620 3.199 BRA
7.040 8.920 1.766 PEC 3.967 10.276 2.479 PEC 1.145 12.809 3.142 FRA
6.724 8.701 1.821 FRA 4.046 10.280 2.463 FRA 1.111 12.689 3.148 FRA
6.756 8.654 1.813 FRA 4.195 10.676 2.463 FRA 0.712 12.414 3.217 FRA
6.876 8.722 1.783 PEC 4.173 10.727 2.466 FRA 0.792 12.450 3.200 FRA
6.932 8.658 1.770 FRA 4.039 10.702 2.483 OTHER 0.862 12.464 3.196 FRA
7.142 8.847 1.734 CHAR 3.960 10.705 2.502 FRA 0.800 12.285 3.220 CHAR
7.282 8.777 1.713 FRA 3.856 10.628 2.522 BRA 0.703 12.207 3.229 FRA
7.266 8.832 1.715 FRA 3.788 10.602 2.540 FRA 0.698 12.146 3.226 FRA
7.314 8.879 1.703 FRA 3.679 10.380 2.543 FRA 0.864 12.180 3.209 FRA
7.178 8.425 1.706 FRA 3.724 10.542 2.551 FRA 0.952 12.244 3.194 FRA
7.250 8.462 1.701 BRA 3.848 10.895 2.546 CHAR 1.168 12.422 3.151 FRA
7.289 8.318 1.689 FRA 3.646 10.857 2.592 BRA 1.157 12.551 3.152 FRA
231
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1.330 12.544 3.107 FRA 3.133 11.642 2.737 FRA 5.465 10.869 2.179 FRA
1.411 12.662 3.096 FRA 2.995 11.681 2.750 FRA 5.494 10.848 2.177 FRA
1.365 12.634 3.100 FRA 2.930 11.735 2.782 FRA 5.485 10.732 2.173 FRA
1.565 12.683 3.063 BRA 2.920 11.697 2.774 FRA 5.481 10.698 2.176 FRA
1.696 12.572 3.038 FRA 2.941 11.622 2.759 FRA 5.470 10.876 2.185 OTHER
1.729 12.520 3.038 CHAR 2.904 11.611 2.770 OTHER 5.392 10.471 2.178 FRA
1.589 12.474 3.055 FRA 2.831 11.460 2.786 FRA 5.688 10.766 2.145 FRA
1.490 12.365 3.078 FRA 2.656 11.486 2.817 FRA 5.805 10.658 2.113 FRA
1.409 12.340 3.091 FRA 2.676 11.430 2.812 BRA 5.847 10.752 2.105 PEC
1.281 12.297 3.115 FRA 2.727 11.435 2.810 FRA 5.865 10.800 2.102 FRA
1.239 12.379 3.132 FRA 3.079 11.344 2.720 FRA 5.937 10.899 2.094 FRA
1.226 12.301 3.125 FRA 3.094 11.230 2.714 FRA 6.032 10.837 2.069 FRA
1.230 12.236 3.121 IVE 3.380 11.512 2.674 FRA 6.226 10.718 2.019 FRA
1.305 12.171 3.107 FRA 3.449 11.588 2.663 FRA 6.432 10.685 1.964 CHAR
1.219 12.160 3.121 FRA 3.497 11.526 2.655 FRA 6.394 10.596 1.969 FRA
1.158 12.164 3.131 FRA 3.625 11.683 2.632 FRA 6.181 10.455 2.018 FRA
1.040 12.200 3.157 FRA 3.573 11.907 2.657 FRA 6.087 10.542 2.047 FRA
1.042 12.098 3.155 FRA 3.610 11.804 2.646 FRA 6.010 10.567 2.056 FRA
1.123 12.024 3.142 FRA 3.604 11.658 2.630 FRA 6.044 10.387 2.041 FRA
1.163 11.950 3.134 BRA 3.697 11.673 2.613 FRA 5.776 10.502 2.107 FRA
1.257 11.953 3.128 FRA 3.329 11.161 2.674 BRA 5.900 10.367 2.075 FRA
1.429 12.069 3.093 FRA 3.478 11.378 2.653 FRA 5.856 10.350 2.090 FRA
1.419 12.105 3.085 FRA 3.590 11.471 2.626 OTHER 5.525 10.421 2.161 FRA
1.408 12.188 3.094 FRA 3.661 11.385 2.607 FRA 5.554 10.365 2.159 FRA
1.569 12.210 3.058 FRA 3.767 11.483 2.590 FRA 5.503 10.323 2.163 FRA
1.611 12.246 3.049 FRA 3.819 11.457 2.579 FRA 5.369 10.348 2.192 FRA
1.866 12.396 3.011 FRA 4.014 11.683 2.534 FRA 5.666 10.245 2.115 FRA
1.927 12.479 2.982 PEC 4.179 11.597 2.503 FRA 5.673 10.202 2.121 FRA
2.011 12.482 2.972 FRA 4.223 11.536 2.505 FRA 5.993 10.088 2.038 FRA
2.211 12.368 2.939 FRA 4.297 11.464 2.473 FRA 6.096 10.228 2.011 FRA
1.980 12.330 2.972 FRA 4.093 11.347 2.516 FRA 6.198 10.318 2.003 FRA
2.371 12.360 2.910 BRA 4.232 11.259 2.494 FRA 6.212 10.209 1.999 PEC
2.406 12.239 2.901 FRA 4.022 11.448 2.539 BRA 6.351 10.181 1.979 FRA
2.059 12.217 2.965 FRA 3.936 11.344 2.556 FRA 6.198 10.316 2.001 FRA
1.977 12.062 2.973 FRA 3.847 11.323 2.565 FRA 6.403 10.334 1.959 FRA
1.974 12.027 2.967 FRA 3.859 11.092 2.554 FRA 6.505 10.216 1.939 BRA
1.908 11.939 2.981 FRA 3.753 11.044 2.569 FRA 6.487 10.435 1.935 FRA
1.653 11.941 3.036 FRA 3.502 11.059 2.633 FRA 6.556 10.543 1.934 FRA
1.476 11.952 3.053 FRA 3.695 11.030 2.579 CHAR 6.641 10.547 1.920 FRA
1.470 11.950 3.054 FRA 3.928 10.942 2.527 FRA 6.698 10.556 1.909 FRA
1.569 11.904 3.044 BRA 4.140 10.940 2.471 FRA 6.871 10.472 1.868 FRA
1.541 11.835 3.045 PEC 4.389 11.133 2.444 FRA 6.826 10.432 1.874 FRA
1.600 11.825 3.039 FRA 4.513 11.275 2.418 FRA 7.031 10.415 1.827 FRA
1.685 11.829 3.026 FRA 4.589 11.272 2.393 PEC 7.006 10.309 1.831 FRA
1.781 11.790 3.016 FRA 4.710 11.333 2.368 FRA 7.123 10.406 1.805 FRA
1.921 11.933 2.987 FRA 4.787 11.248 2.352 FRA 6.819 10.261 1.865 FRA
1.975 12.026 2.979 FRA 4.739 11.254 2.362 FRA 6.701 10.198 1.891 FRA
1.995 12.079 2.976 FRA 4.706 11.166 2.364 CHAR 6.434 9.951 1.945 FRA
2.598 12.236 2.851 FRA 4.560 11.039 2.394 FRA 6.822 10.036 1.849 BRA
2.437 12.293 2.893 OTHER 4.424 11.007 2.418 FRA 6.976 10.103 1.819 FRA
2.428 12.239 2.900 FRA 4.432 10.962 2.416 FRA 7.023 10.105 1.810 FRA
2.135 11.756 2.934 FRA 4.373 10.979 2.422 FRA 7.136 10.031 1.794 FRA
2.335 11.655 2.892 BRA 4.289 10.963 2.442 PEC 7.203 10.188 1.774 BRA
2.292 11.662 2.902 FRA 4.178 10.910 2.469 FRA 7.542 10.162 1.711 FRA
2.182 11.610 2.919 FRA 4.287 10.780 2.436 FRA 7.251 9.928 1.753 OTHER
2.255 11.560 2.906 CHAR 4.450 10.841 2.417 PEC 7.253 9.812 1.752 IVE
2.469 11.812 2.863 PEC 4.849 11.018 2.330 FRA 7.564 9.692 1.685 FRA
2.442 11.882 2.869 FRA 4.994 11.325 2.299 FRA 7.535 9.645 1.691 PEC
2.452 11.765 2.879 FRA 4.853 11.025 2.325 BRA 7.784 9.963 1.634 PEC
2.484 11.656 2.863 FRA 5.121 11.135 2.271 FRA 7.752 9.758 1.645 PEC
2.503 11.586 2.849 FRA 5.122 11.088 2.262 FRA 7.704 9.465 1.640 PEC
2.569 11.664 2.835 PEC 5.091 10.896 2.271 FRA 7.735 9.439 1.633 FRA
2.634 11.726 2.828 FRA 5.254 11.140 2.239 IVE 7.768 10.384 1.649 FRA
2.670 11.778 2.826 BRA 5.396 11.042 2.207 FRA 7.890 10.491 1.633 FRA
2.785 11.741 2.807 BRA 4.920 10.758 2.297 PEC 8.063 10.818 1.610 OTHER
2.803 11.676 2.807 FRA 4.854 10.738 2.304 FRA 7.862 10.698 1.656 FRA
2.912 11.849 2.788 FRA 4.836 10.672 2.308 BRA 7.751 10.702 1.676 BRA
2.845 11.956 2.804 FRA 4.764 10.680 2.319 FRA 7.781 10.589 1.671 FRA
2.874 11.898 2.794 BRA 4.736 10.692 2.327 FRA 7.647 10.653 1.691 FRA
2.940 12.115 2.769 FRA 4.832 10.567 2.318 FRA 7.381 10.519 1.742 FRA
3.012 12.121 2.762 FRA 4.892 10.560 2.299 FRA 7.322 10.458 1.753 FRA
3.281 11.963 2.722 FRA 4.976 10.633 2.294 FRA 6.899 10.680 1.855 FRA
3.271 11.909 2.720 FRA 5.228 10.606 2.230 FRA 6.960 10.686 1.840 FRA
3.193 11.899 2.737 BRA 5.370 10.791 2.202 FRA 7.074 10.716 1.825 FRA
3.183 11.764 2.720 FRA 5.411 10.864 2.191 FRA 7.196 10.796 1.795 PEC
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7.191 10.694 1.806 FRA 4.499 11.647 2.435 PEC 2.312 12.948 2.923 FRA
7.383 10.823 1.765 FRA 4.414 11.919 2.461 BRA 2.402 13.116 2.915 FRA
7.447 10.805 1.757 FRA 4.451 11.998 2.460 FRA 2.279 13.137 2.933 FRA
7.750 10.882 1.696 FRA 4.402 11.954 2.470 FRA 2.168 13.051 2.945 FRA
7.857 10.943 1.664 FRA 4.126 11.838 2.522 CHAR 2.102 12.974 2.971 FRA
7.875 11.003 1.660 FRA 4.200 11.833 2.498 FRA 2.030 13.045 2.976 FRA
6.772 10.727 1.889 FRA 4.159 11.712 2.517 FRA 1.958 13.069 2.991 FRA
6.718 10.835 1.899 FRA 4.011 11.801 2.548 FRA 1.959 13.034 2.993 DISC
7.224 11.226 1.800 FRA 3.660 11.889 2.641 OTHER 1.980 13.007 2.988 FRA
7.168 11.202 1.809 FRA 4.051 12.010 2.554 FRA 1.794 12.784 3.024 FRA
7.063 11.115 1.829 FRA 4.114 12.033 2.542 FRA 1.737 12.741 3.034 CHAR
6.909 11.111 1.882 CHAR 4.231 11.985 2.518 FRA 1.504 13.002 3.078 FRA
6.820 11.015 1.891 IVE 4.267 12.021 2.505 FRA 1.616 12.952 3.058 PEC
6.661 10.911 1.921 FRA 4.389 12.100 2.473 FRA 1.728 12.997 3.038 IVE
6.539 10.816 1.935 FRA 4.455 12.188 2.459 FRA 1.982 13.158 2.993 FRA
6.465 10.735 1.953 FRA 4.659 12.172 2.420 FRA 2.130 13.217 2.958 FRA
6.506 10.885 1.958 FRA 4.718 12.157 2.411 FRA 1.843 13.160 3.015 FRA
6.178 10.875 2.032 FRA 4.807 12.167 2.398 FRA 1.820 13.151 3.025 FRA
6.232 10.961 2.031 FRA 3.635 11.991 2.637 BRA 1.746 13.142 3.038 BRA
6.328 10.956 2.004 FRA 3.829 12.179 2.599 FRA 1.572 13.099 3.064 FRA
6.542 11.139 1.978 FRA 3.806 12.252 2.604 FRA 1.365 13.131 3.101 FEA
6.637 11.130 1.953 FRA 3.933 12.177 2.574 FRA 1.255 12.981 3.126 FRA
6.728 11.325 1.932 FRA 4.083 12.212 2.545 FRA 1.136 12.931 3.146 FRA
6.775 11.368 1.918 OTHER 4.108 12.290 2.537 FRA 1.038 12.919 3.179 FRA
6.330 11.188 2.015 FRA 4.070 12.318 2.553 FRA 1.046 13.000 3.177 FRA
6.104 11.217 2.064 PEC 4.211 12.286 2.521 BRA 1.073 13.071 3.168 FRA
5.966 11.108 2.090 FRA 4.363 12.322 2.492 FRA 1.115 13.208 3.161 FRA
5.896 11.279 2.121 FRA 4.201 12.400 2.527 FRA 1.353 13.289 3.113 FRA
6.239 11.413 2.057 FRA 4.108 12.404 2.556 FRA 1.479 13.290 3.077 FRA
6.100 11.473 2.081 FRA 3.578 12.233 2.656 BRA 1.618 13.379 3.052 FRA
6.225 11.527 2.051 FRA 3.512 12.245 2.670 PEC 1.477 13.354 3.084 PEC
5.994 11.674 2.103 IVE 3.509 12.191 2.683 FRA 1.488 13.493 3.098 FRA
5.948 11.462 2.109 FRA 3.435 12.278 2.696 FRA 1.254 13.381 3.141 IVE
5.781 11.604 2.153 FRA 3.309 12.130 2.715 BRA 1.103 13.426 3.182 FRA
5.756 11.388 2.147 FRA 3.378 12.128 2.705 FRA 1.032 13.520 3.191 FRA
5.727 11.338 2.143 FRA 3.409 12.219 2.691 FRA 0.975 13.482 3.207 FRA
5.662 11.262 2.154 FRA 3.122 12.117 2.740 FRA 0.997 13.314 3.198 FRA
5.527 11.168 2.177 FRA 3.035 12.136 2.759 FRA 0.855 13.152 3.220 BRA
5.327 11.231 2.222 FRA 3.370 12.395 2.697 FRA 0.774 13.274 3.248 FRA
5.456 11.346 2.200 BRA 3.625 12.467 2.646 BRA 0.870 13.641 3.234 IVE
5.778 11.637 2.167 FRA 3.668 12.593 2.643 FRA 0.842 13.540 3.240 FRA
5.784 11.729 2.165 IVE 3.795 12.529 2.609 FRA 0.689 13.342 3.264 FRA
5.708 11.758 2.183 FRA 3.838 12.505 2.601 FRA 0.562 13.333 3.295 FRA
5.668 11.659 2.193 FRA 3.565 12.635 2.668 FRA 0.518 13.444 3.312 FRA
5.422 11.644 2.225 PEC 3.551 12.680 2.668 FRA 0.960 13.921 3.215 FRA
5.367 11.598 2.230 FRA 3.423 12.684 2.705 FRA 1.209 14.170 3.169 FRA
5.389 11.564 2.225 FRA 3.402 12.739 2.711 FRA 1.771 14.119 3.058 PEC
5.362 11.412 2.232 FRA 3.384 12.763 2.714 FRA 1.617 13.813 3.068 FRA
5.302 11.414 2.241 FRA 3.399 12.687 2.705 FRA 1.113 13.701 3.175 FRA
5.276 11.393 2.249 FRA 3.345 12.651 2.714 FRA 1.641 13.688 3.069 FRA
5.228 11.458 2.266 FRA 3.175 12.502 2.748 FRA 1.682 13.589 3.050 FRA
5.225 11.543 2.270 FRA 3.264 12.489 2.731 FRA 1.837 13.709 3.030 FRA
5.084 11.282 2.283 FRA 3.032 12.405 2.766 FRA 1.903 13.807 3.001 FRA
4.973 11.462 2.318 CHAR 3.001 12.459 2.774 FRA 1.952 13.645 2.979 FRA
5.111 11.597 2.299 FRA 2.646 12.354 2.846 FRA 1.747 13.581 3.037 IVE
4.761 11.501 2.379 FRA 2.607 12.232 2.852 FRA 2.165 13.587 2.950 FRA
4.760 11.555 2.378 FRA 2.591 12.469 2.863 FRA 2.058 13.351 2.973 FRA
4.667 11.569 2.400 FRA 2.617 12.488 2.849 FRA 2.368 13.526 2.914 FRA
4.602 11.533 2.413 FRA 2.656 12.499 2.842 FRA 2.476 13.654 2.897 FRA
4.660 11.499 2.392 PEC 3.024 12.691 2.774 IVE 2.583 13.613 2.890 PEC
4.630 11.533 2.405 FRA 2.902 12.545 2.805 FRA 2.395 13.534 2.910 FRA
4.774 11.588 2.385 FRA 3.000 12.589 2.783 FRA 2.377 13.450 2.915 PEC
4.865 11.633 2.357 FRA 3.261 12.729 2.741 BRA 2.380 13.383 2.915 FRA
5.195 11.742 2.297 IVE 2.383 12.380 2.910 BRA 2.417 13.296 2.905 PEC
5.212 11.856 2.282 FRA 2.176 12.457 2.935 FRA 2.353 13.221 2.921 FRA
5.159 11.851 2.292 FRA 2.428 12.458 2.898 FRA 2.556 13.328 2.882 FRA
5.119 11.834 2.302 FRA 2.660 12.660 2.845 FRA 2.634 13.297 2.871 FRA
5.402 11.852 2.245 FRA 2.870 12.851 2.800 IVE 2.634 13.397 2.870 BRA
5.382 11.914 2.247 BRA 2.734 12.883 2.819 BRA 2.694 13.345 2.857 OTHER
4.976 11.970 2.352 FRA 2.466 12.692 2.888 IVE 2.729 13.385 2.845 FRA
4.999 12.093 2.358 PEC 2.046 12.539 2.968 FRA 2.760 13.479 2.837 FRA
4.925 12.027 2.363 FRA 1.980 12.847 2.992 FRA 2.824 13.549 2.824 PEC
4.559 11.874 2.436 FRA 2.167 12.789 2.957 FRA 2.810 13.316 2.832 BRA
4.596 11.648 2.425 FRA 2.287 12.849 2.933 FRA 2.817 13.275 2.830 FRA
4.526 11.633 2.439 FRA 2.244 12.939 2.944 FRA 2.637 13.171 2.865 FRA
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2.682 13.136 2.862 FRA 4.655 12.850 2.445 FRA 7.373 11.334 1.769 BRA
2.921 13.226 2.809 FRA 4.747 12.841 2.433 FRA 7.556 11.512 1.721 FRA
3.014 13.337 2.790 PEC 4.801 12.996 2.410 FRA 7.515 11.725 1.766 FRA
2.970 13.408 2.793 FRA 5.007 13.153 2.380 BRA 7.847 11.850 1.691 PEC
2.913 13.291 2.812 FRA 4.669 12.597 2.439 FRA 7.799 11.504 1.696 FRA
3.022 13.442 2.781 PEC 4.645 12.503 2.439 IVE 7.559 11.332 1.749 FRA
3.104 13.458 2.764 FRA 4.559 12.452 2.447 BRA 7.569 11.265 1.750 FRA
3.171 13.522 2.756 FRA 4.484 12.405 2.460 FRA 8.211 11.696 1.612 FRA
3.034 12.988 2.767 FRA 4.513 12.359 2.453 FRA 8.282 11.602 1.612 FRA
3.199 13.135 2.746 FRA 4.898 12.633 2.378 IVE 8.353 11.460 1.583 BRA
3.295 13.201 2.732 FRA 5.131 12.798 2.340 FRA 8.237 11.244 1.597 FRA
3.326 13.242 2.722 FRA 5.271 12.866 2.315 FRA 8.328 11.793 1.605 PEC
3.289 13.337 2.737 PEC 5.362 12.866 2.293 FRA 8.250 12.017 1.615 FRA
3.382 13.345 2.706 PEC 5.402 12.865 2.286 FRA 8.133 12.038 1.656 BRA
3.620 13.583 2.668 CHAR 5.301 12.765 2.312 FRA 8.361 12.082 1.599 FRA
3.695 13.508 2.655 FRA 4.987 12.448 2.363 FRA 8.046 12.081 1.666 FRA
3.704 13.461 2.651 FRA 4.813 12.301 2.388 FRA 7.962 12.032 1.676 BRA
3.748 13.557 2.639 PEC 4.955 12.235 2.356 FRA 7.878 12.001 1.699 FRA
3.810 13.549 2.634 BRA 5.248 12.458 2.310 IVE 8.049 12.117 1.667 FRA
3.911 13.456 2.621 BRA 5.394 12.494 2.274 FRA 8.210 12.167 1.640 FRA
4.007 13.390 2.603 FRA 5.434 12.626 2.277 FRA 8.327 12.437 1.626 FRA
3.864 13.306 2.621 FRA 5.465 12.693 2.270 FRA 8.080 12.573 1.712 FRA
3.866 13.309 2.626 FRA 5.566 12.734 2.257 ASP 7.941 12.319 1.718 FRA
3.734 13.201 2.657 FRA 5.542 12.603 2.261 PEC 7.841 12.214 1.737 PEC
3.713 13.161 2.659 PEC 5.468 12.536 2.263 PEC 7.768 12.298 1.750 BRA
3.411 13.107 2.718 FRA 5.218 12.092 2.293 FRA 7.564 12.137 1.796 FRA
3.357 13.027 2.735 FRA 5.459 12.260 2.250 FRA 7.473 12.115 1.825 FRA
3.267 13.059 2.743 IVE 5.643 12.409 2.220 FRA 7.373 12.234 1.847 BRA
3.174 12.947 2.756 FRA 5.746 12.527 2.200 FRA 7.342 12.337 1.853 FRA
3.300 12.835 2.734 BRA 5.828 12.658 2.186 IVE 7.472 12.409 1.829 BRA
3.427 12.924 2.715 PEC 5.947 12.607 2.160 PEC 7.544 12.323 1.815 FRA
3.398 12.973 2.730 FRA 5.887 12.447 2.175 FRA 8.076 12.581 1.710 FRA
3.447 12.989 2.720 BRA 5.853 12.374 2.183 FRA 7.976 12.759 1.734 FRA
3.532 12.943 2.684 BRA 5.676 12.397 2.216 PEC 7.963 12.860 1.744 PEC
3.655 13.068 2.664 PEC 5.218 12.100 2.299 FRA 7.505 12.699 1.815 BRA
3.695 13.085 2.660 FRA 5.734 12.163 2.198 FRA 7.400 12.530 1.833 FRA
3.768 13.133 2.653 IVE 5.845 12.278 2.179 FRA 7.354 12.557 1.840 FRA
3.877 13.200 2.629 BRA 5.838 12.405 2.181 DISC 7.330 12.516 1.847 FRA
3.897 13.162 2.626 FRA 5.797 12.391 2.182 FRA 7.287 12.471 1.863 FRA
3.908 13.143 2.623 FRA 5.993 12.342 2.150 FRA 7.184 12.316 1.887 FRA
3.984 13.296 2.613 FRA 6.141 12.385 2.119 FRA 6.920 12.313 1.937 FRA
4.068 13.330 2.592 PEC 6.224 12.425 2.097 FRA 7.050 12.693 1.939 BRA
4.103 13.243 2.575 FRA 5.894 12.089 2.153 FRA 7.152 12.783 1.917 FRA
4.247 13.379 2.538 FRA 6.312 12.242 2.064 FRA 7.577 12.918 1.823 FRA
4.330 13.266 2.534 BRA 6.407 12.100 2.044 FRA 7.757 13.038 1.782 FRA
4.092 13.112 2.580 OTHER 6.604 12.319 2.005 FRA 7.346 13.104 1.869 FRA
3.898 13.021 2.621 IVE 6.588 12.340 2.016 FRA 6.998 12.921 1.946 FRA
3.666 12.933 2.665 FRA 6.670 12.122 1.983 FRA 6.948 12.847 1.953 FRA
3.669 12.899 2.663 BRA 6.845 12.245 1.946 FRA 6.843 12.725 1.968 FRA
3.566 12.891 2.684 FRA 6.786 12.156 1.964 BRA 6.733 12.748 2.008 FRA
3.572 12.769 2.677 FRA 7.100 12.164 1.896 IVE 6.798 13.026 1.992 FRA
3.513 12.735 2.687 FRA 6.889 12.095 1.935 FRA 6.914 13.144 1.973 FRA
3.861 12.784 2.612 BRA 6.888 12.039 1.937 FRA 7.055 13.123 1.947 FRA
3.930 12.778 2.599 FRA 6.817 12.065 1.958 FRA 7.226 13.199 1.910 FRA
4.015 12.845 2.574 FRA 6.497 11.870 2.007 FRA 6.616 13.055 2.042 FRA
4.178 12.828 2.548 FRA 6.333 11.841 2.044 FRA 6.572 12.956 2.041 FRA
4.229 12.956 2.526 FRA 6.375 11.809 2.034 BRA 6.665 12.893 2.015 PEC
4.235 13.013 2.539 BRA 6.336 11.729 2.042 FRA 6.578 12.812 2.038 FRA
4.249 13.092 2.524 FRA 6.525 11.496 2.000 PEC 6.484 12.742 2.062 FRA
4.335 13.104 2.514 FRA 6.511 11.609 1.989 FRA 6.425 12.814 2.082 FRA
4.461 12.985 2.477 FRA 6.548 11.661 1.988 BRA 6.154 12.934 2.146 FRA
4.238 12.764 2.526 FRA 6.611 11.653 1.984 FRA 6.191 12.878 2.120 FRA
4.255 12.663 2.519 FRA 6.640 11.743 1.977 BRA 6.090 12.897 2.147 FRA
4.187 12.593 2.535 PEC 6.727 11.607 1.954 FRA 6.421 13.018 2.076 FRA
4.223 12.535 2.516 BRA 6.831 11.724 1.934 FRA 6.385 13.162 2.079 PEC
4.333 12.626 2.495 FRA 6.970 11.800 1.913 FRA 6.252 13.127 2.111 FRA
4.325 12.559 2.506 FRA 7.082 11.960 1.887 FRA 6.324 13.109 2.089 PEC
4.261 12.512 2.518 PEC 7.435 11.994 1.828 FRA 6.115 13.043 2.143 PEC
4.340 12.756 2.493 FRA 7.472 11.890 1.797 FRA 5.969 12.987 2.174 BRA
4.447 12.668 2.473 FRA 7.447 11.934 1.810 CHAR 5.857 12.908 2.207 FRA
4.464 12.709 2.470 FRA 7.299 11.779 1.837 FRA 5.748 12.903 2.233 FRA
4.576 12.753 2.455 BRA 6.946 11.553 1.897 FRA 5.974 13.085 2.194 OTHER
4.638 12.798 2.444 FRA 6.824 11.406 1.905 OTHER 6.100 13.254 2.173 PEC
4.688 12.716 2.455 FRA 7.093 11.414 1.836 FRA 5.920 13.350 2.203 PEC
4.666 12.785 2.454 FRA 7.240 11.311 1.805 FRA 6.051 13.373 2.174 BRA
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6.144 13.321 2.158 FRA 4.530 13.508 2.486 FRA 24.026 9.325 1.567 DISC
6.222 13.333 2.142 PEC 4.572 13.412 2.469 FRA 23.867 7.600 1.332 DISC
6.272 13.368 2.131 PEC 4.483 13.454 2.491 FRA 23.877 7.653 1.334 FEA
6.449 13.515 2.102 FRA 4.356 13.661 2.537 FRA 23.999 8.092 1.386 IVE
5.820 13.323 2.215 FRA 4.506 13.800 2.488 PEC 24.234 7.579 1.247 DISC
5.650 13.224 2.249 FRA 4.564 13.853 2.482 FRA 24.276 7.581 1.243 FRA
5.536 12.982 2.265 FRA 4.579 13.960 2.478 BRA 24.241 7.546 1.249 FEA
5.509 12.976 2.270 FRA 4.794 13.855 2.439 FRA 24.242 7.507 1.258 FEA
5.475 12.999 2.272 FRA 4.841 14.278 2.429 FRA 24.115 8.682 1.386 IVE
5.313 12.986 2.312 FRA 4.776 14.310 2.438 FRA 24.285 8.246 1.320 BRA
5.509 13.112 2.275 FRA 4.725 14.194 2.464 FRA 24.709 8.402 1.188 CHA
5.667 13.226 2.245 FRA 4.639 14.281 2.473 FRA 24.751 8.380 1.175 FRA
5.833 13.457 2.225 FRA 4.594 14.207 2.475 FRA 24.737 8.379 1.175 FEA
6.328 13.625 2.129 FRA 4.458 14.044 2.519 FRA 24.710 8.303 1.174 FRA
5.873 13.694 2.207 FRA 4.136 13.728 2.587 FRA 24.629 8.287 1.197 DISC
5.934 13.739 2.193 FRA 4.119 13.771 2.584 PEC 24.672 8.282 1.188 FRA
5.702 13.668 2.244 FRA 4.105 14.018 2.590 FRA 24.516 8.157 1.235 THE
5.719 13.600 2.239 FRA 3.910 13.728 2.622 BRA 24.573 8.038 1.216 FRA
5.617 13.509 2.269 FRA 3.971 13.595 2.610 FRA 24.661 10.057 1.297 CHA
5.553 13.596 2.268 FRA 3.631 13.757 2.673 FRA 24.732 10.090 1.277 IVE
5.433 13.592 2.297 FRA 4.676 13.936 2.472 OTHER 24.831 10.002 1.248 FRA
5.399 13.510 2.307 FRA 23.955 8.937 1.537 FRA 24.680 9.890 1.295 CHAR
5.440 13.452 2.297 FRA 24.042 9.014 1.517 FRA 24.958 10.007 1.214 FRA
5.352 13.336 2.313 FRA 24.055 9.016 1.520 IVE 24.904 9.768 1.214 FEA
5.305 13.336 2.318 FRA 23.779 8.774 1.577 LOB 25.034 9.594 1.186 FRA
5.267 13.443 2.322 PEC 23.759 9.018 1.596 DISC 25.134 9.724 1.153 IVE
5.072 13.392 2.355 FRA 23.646 8.858 1.622 FRA 24.938 9.802 1.211 FRA
4.705 13.225 2.436 FRA 23.617 8.737 1.612 CHA 25.135 10.074 1.153 CHA
4.694 13.307 2.441 FRA 23.552 8.706 1.632 FRA 25.210 10.250 1.142 FRA
4.759 13.425 2.439 PEC 23.495 8.827 1.646 THE 25.316 10.320 1.117 CHA
4.836 13.458 2.428 BRA 23.549 8.859 1.636 CHAR 25.310 10.352 1.122 CHA
5.341 14.120 2.328 IVE 23.508 8.975 1.675 CHA 24.624 7.209 1.109 DISC
5.405 14.081 2.317 FRA 23.529 8.892 1.650 FRA 24.654 7.149 1.090 FRA
4.944 13.549 2.405 PEC 23.567 8.903 1.648 OTHER 24.640 7.198 1.108 CHA
4.950 13.875 2.416 FRA 23.252 8.985 1.768 FEA 24.557 7.389 1.124 FEA
4.739 13.747 2.445 FRA 23.227 9.069 1.769 THE
4.687 13.641 2.453 FRA 24.054 9.188 1.527 CHA
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Appendix G
Code
The code used in Chapters 3 and 4 is given in section G.1, Chapters 5 and 6 in section
G.2 and Chapter 6 in section G.3. Where section headings have a .hs extension, they are
Haskell modules.
G.1 Spatial Analysis Code
G.1.1 BanjoEx.hs
module Main where
import DataFile
import Bootstrap
import System.FilePath
import Control.Monad
import Data.List
import Data.Char
import System.Environment
import System.Directory
import Data.Maybe
import System.Cmd
import System.Exit
data ISinfo = ISinfo
{edge :: (Int,Int)
,counts :: Int
,meanIS :: Double
}
deriving Show
main = do
args <- getArgs
when (length args < 2) $ do
error "Not enough arguments, do: banjoex <datafile> <maxruns>"
let datafile:maxruns:rest = args
src <- readDataFile datafile
let maxparents = maybe (calcParents src) read $ takeArg args "maxparents"
let rep = maybe 1 read $ takeArg args "repeat"
let nsrc = length src
let bootstrap = case takeArg args "bootstrap" of
Nothing -> nsrc
Just y | last y == ’%’ -> (nsrc * read (init y)) ‘div‘ 100
| otherwise -> read y
datafile <- canonicalizePath datafile
let dataname = takeBaseName datafile
let prefix = takeDirectory datafile </> "results" </> dataname ++ "_" ++ maxruns </> dataname ++ "_" ++ show bootstrap
createDirectoryIfMissing True $ prefix </> "samples"
dots <- forM [1..rep] $ runBanjo prefix datafile src (read maxruns) bootstrap maxparents
bootstrapFiles dots (prefix </> datafile ++ "_combine") --change so up one level
mainIS :: FilePath -> IO ([((Int,Int),Int,Double)]) --([[((Int, Int), Double)]])--
mainIS fp = do
allfiles <- getDirectoryContents fp
let ss = filter (\x -> takeExtension x == ".txt" ) allfiles
res<- sequence [readIS (fp </> s)| s <- ss] --fp <\> creates a dir
let resb = groupIS $ concat res
let res2 = summarizeIS resb
writeISsum (fp ++ "_sumIS.txt") res2
return(res2)
groupIS :: [((Int, Int), Double)] -> [[((Int,Int),Double)]]
groupIS input = groupBy ((==) ‘on‘ (fst)) $ map orderEdge $ sort $ input
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summarizeIS :: [[((Int, Int), Double)]] -> [((Int,Int),Int,Double)]
summarizeIS [] = []
summarizeIS l = [res] ++ summarizeIS (tail l)
where
h1 = head l
e = fst $ h1!!0
c =length h1
m =mean $ map snd h1
res =(e,c,m) --toISinfo n c m
writeISsum :: FilePath -> [((Int,Int),Int,Double)] -> IO ()
writeISsum fp x = writeFile fp ("digraph\n{"++concat (map showISsum x)++"}")--undefined --
showISsum :: ((Int,Int),Int,Double) -> String
showISsum x = concat $ intersperse "\t" $ [showEdge x] ++["#"] ++ [show (snd3 x)] ++[show (trd3 x)] ++ ["\n"]
showEdge :: ((Int,Int),Int,Double) -> String
showEdge x = concat $ [show (fst (fst3 x))] ++ ["->"] ++ [show (snd(fst3 x))] ++ [";"]
snd3 :: (a,b,c) -> b
snd3 (_,x,_) = x
trd3 :: (a,b,c) -> c
trd3 (_,_,x) = x
fst3 :: (a,b,c) -> a
fst3 (x,_,_) = x
toISinfo :: (Int,Int) -> Int -> Double -> ISinfo
toISinfo a b c = ISinfo a b c
orderEdge :: ((Int, Int), Double) -> ((Int, Int), Double)
orderEdge ((a,b),c) = if (a> b) then ((b,a),c) else ((a,b),c)
mean :: [Double] -> Double
mean x = (sum x)/(toEnum (length x))
readIS :: FilePath -> IO ([((Int,Int),Double)]) --this works
readIS fp = do
file <- readFile fp
let res =filter (/=[]) $ map getIS $ map words $ lines file
res2 = map isToTriple res
return (res2)
getIS :: [String] -> [String]
getIS [] = []
getIS x = if head x == ("Influence") then x else []
mainIC :: FilePath -> IO [Double]
mainIC fp = do
allfiles <- getDirectoryContents fp
let ss = filter (\x -> takeExtension x == ".txt" ) allfiles
res<- sequence [readIC (fp </> s)| s <- ss] --fp <\> creates a dir
let resb = concat $ intersperse "\n" (map show res)
writeFile (fp ++ "_allIC.txt") resb
return(res)
readIC :: FilePath -> IO Double --([((Int,Int),Double)])
readIC fp = do
file <- readFile fp
let res = concat $ filter (/=[]) $ map getIC $ map words $ lines file
res2 = fst $ splitAt 7 $ res!!8
res3 = read res2 :: Double
return (res3)
getIC :: [String] -> [String]
getIC [] = []
getIC x = if head x == ("label") then x else []
isToTriple :: [String] -> ((Int,Int),Double)
isToTriple r = ((fst n1,fst n2),is)
where
n1 = read (r!!3) :: (Int,Int)
n2 =read (r!!5) :: (Int,Int)
is = read(decTo0 (r!!6)) ::Double
decTo0 :: String -> String
decTo0 x = if (head x) == ’-’ then concat (["-0"] ++ [(tail x)]) else (concat $ ["0."]++[(tail x)])
takeArg :: [String] -> String -> Maybe String
takeArg args x = listToMaybe [drop (length x + 1) a | a <- args, (x ++ "=") ‘isPrefixOf‘ a]
runBanjo :: String -> String -> DataFile -> Int -> Int -> Int -> Int -> IO FilePath
runBanjo prefix datafile dat maxruns bootstrap maxparents m = do
putStrLn $ "banjo data=" ++ takeFileName datafile ++ " maxruns=" ++ show maxruns ++
" bootstrap=" ++ show bootstrap ++ " maxparents=" ++ show maxparents ++
" #" ++ show m
let infile = prefix </> "samples" </> takeBaseName datafile ++ "_" ++ show m <.> "txt"
outfile = prefix </> takeBaseName datafile ++ "_" ++ show m
dat <- select bootstrap dat
writeDataFile infile (discrete dat)
let avoid = dropExtension datafile ++ "avoid.str"
b <- doesFileExist avoid ---
when b $ copyFile avoid $ takeDirectory infile </> takeFileName avoid
let cmd = (++) "cd C:\\Emily\\banjo && java -Xmx200m -jar banjo.jar " $ unwords $
["settingsFile=" ++ takeDirectory datafile </> "settings.txt"
,"maxProposedNetworks=" ++ show maxruns ++ "000000"
,"inputDirectory=" ++ takeDirectory infile
,"observationsFile=" ++ takeFileName infile
,"outputDirectory=" ++ takeDirectory outfile
,"reportFile=report_" ++ takeFileName outfile <.> "txt"
,"fileNameForTopGraph=graph_" ++ takeFileName outfile
237
,"maxParentCount=" ++ show maxparents
,"maxParentCountForRestart=" ++ show maxparents] ++
["mustNotBePresentEdgesFile=" ++ takeFileName avoid | b]
putStrLn cmd
res <- system cmd
when (res /= ExitSuccess) $
error "Banjo execution failed"
return $ takeDirectory outfile </> "graph_" ++ takeFileName outfile <.> "dot"
G.1.2 DataFile.hs
module DataFile where
import Control.Monad
import Data.Char
import Data.List
import System.Random
import Control.Arrow
type DataFile = [[Double]]
readDataFile :: FilePath -> IO DataFile
readDataFile = liftM (map (map read . words) . filter isValid . lines) . readFile
where isValid x = not $ null x2 || "#" ‘isPrefixOf‘ x2
where x2 = dropWhile isSpace x
writeDataFile :: FilePath -> DataFile -> IO ()
writeDataFile x = writeFile x . unlines . map (concat . intersperse "\t" . map show)
select :: Int -> [a] -> IO [a]
select n xs = do
let tot = length xs
ys <- replicateM tot (randomIO :: IO Float)
let is = map snd $ take n $ sort $ zip ys [0..]
return [x | (i,x) <- zip [0..] xs, i ‘elem‘ is]
calcParents :: DataFile -> Int
calcParents _ = 3
discrete :: DataFile -> DataFile
discrete = transpose . map f . transpose
where
f xs = map (g $ median $ filter (/= 0) xs) xs
g med x | x == 0 = 0
| x <= med = 1
| otherwise = 2
median :: [Double] -> Double
median xs | odd n = ys !! (n ‘div‘ 2)
| otherwise = average $ take 2 $ drop ((n ‘div‘ 2) - 1) ys
where
ys = sort xs
n = length xs
average :: [Double] -> Double
average xs = sum xs / fromIntegral (length xs)
G.1.3 Bootstrap.hs
module Bootstrap where
import Data.Graph.Dot
import System.FilePath
import System.IO
import System.Directory
import Control.Monad
import Data.List
import Data.Char
import Control.Arrow
import System.Environment
dropColumns dir = mapM_ f =<< listFilesExt ".txt" dir
where
f file = do
src <- readFile’ file
writeFile file $ op src
op = unlines . map (untabs . take 19 . words) . lines
dynamicCombine dir = do
gs <- listGraphs dir
gs <- mapM (\x -> liftM ((,) $ num x) $ parseDotFile2 x) gs
let x = snd $ head gs
x <- return $ x
{graphAttribs = graphAttribs x -< ("label","Dynamic Combined " ++ dir)
,edges = concatMap g $ groupBy f $ sort
[DotEdge from to (as -< ("color", colors !! i))
|(i,d) <- gs, DotEdge from to as <- edges d]
}
writeFile (dir <.> "dot") (show x)
where
f (DotEdge a b _) (DotEdge c d _) = a == c && b == d
g xs | length xs >= fromInteger combineThreshold = [DotEdge from to (as -< ("color","black"))]
where DotEdge from to as = head xs
g xs = xs
combineThreshold = 6
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num :: FilePath -> Int
num = read . reverse . takeWhile (/= ’-’) . reverse . dropExtension
dynamic file = do
x <- parseDotFile2 file
x <- return $ x
{graphAttribs = graphAttribs x -< ("label",takeBaseName file)
,nodes = nub
[DotNode (snd $ lag ni) (as -< ("label",snd $ lag $ as >- "label"))
|DotNode ni as <- nodes x]
,edges=
[DotEdge fs ts (as -< ("color",colors !! abs (fl - tl)))
|DotEdge from to as <- edges x, let (fl,fs) = lag from, let (tl,ts) = lag to]
}
writeFile (replaceExtension file "colored.dot") (show x)
lag :: String -> (Int, String)
lag s = (read $ init $ ws !! 1, unwords $ drop 2 ws)
where ws = words s
bootstrapGroup dir = do
files <- listGraphs dir
filess <- return $ groupBy ((==) ‘on‘ f) $ sortBy (compare ‘on‘ f) files
mapM_ (\x -> bootstrapFiles x (show $ f $ head x)) filess
where
f = readInt . reverse . takeWhile isDigit . drop 1 . dropWhile (/= ’_’) . reverse . takeFileName
bootstrapDir dir = do
files <- listGraphs dir
bootstrapFiles files (dir <.> "dot")
bootstrapFiles files dest = do
gs <- mapM parseDotFile2 files
let es = sort $ linkCounts gs
tot = length gs
writeFile (dest <.> "txt") $ unlines [show e ++ "\t" ++ perc tot n | (n,e) <- es]
let ans = (head gs){edges = map (color tot) es}
writeFile (dest <.> "dot") $ show ans
perc :: Int -> Int -> String
perc tot n = show $ round $ (fromIntegral n * 100 / fromIntegral tot :: Double)
classify :: Int -> Int -> Int
classify tot n = if p < 0.99 then 0 else 1 {- | p < 0.99 = 0
| p < 0.99 = 1
| n /= tot = 2
| n == tot = 3 -}
where
p = fromIntegral n / fromIntegral tot
classifyColors = ["cyan","blue","indigo","black"]
color :: Int -> (Int,DotEdge) -> DotEdge
color tot (n,e) = e{edgeAttribs = ("color",v) : edgeAttribs e}
where v = classifyColors !! classify tot n
infoLinks :: Int -> [(Int,DotEdge)] -> [Int]
infoLinks tot = map (subtract 1 . length) . group . sort . (++) [0,1,2,3] . map (classify tot . fst)
linkCounts :: [DotGraph] -> [(Int,DotEdge)]
linkCounts = map (length &&& head) . group . sort . map normDotEdge . concatMap edges
normDotEdge e = e{nodeFrom = min a b, nodeTo = max a b}
where (a,b) = (nodeFrom e, nodeTo e)
parseDotFile2 file = do
p <- parseDotFile file
case p of
Left x -> error $ show x
Right x -> return x
(-<) :: DotAttribs -> (String,String) -> DotAttribs
xs -< (a,b) = (a,b) : filter (not . eqStr a . fst) xs
eqStr a b = map toLower a == map toLower b
(>-) :: DotAttribs -> String -> String
xs >- a = snd $ head $ filter (eqStr a . fst) xs ++ [("","")]
listGraphs :: FilePath -> IO [FilePath]
listGraphs = listFilesExt ".dot"
listFilesExt :: String -> FilePath -> IO [FilePath]
listFilesExt ext dir = do
files <- getDirectoryContents dir
return [dir </> x | x <- files, takeExtension x == ext]
readGraphs :: FilePath -> IO [DotGraph]
readGraphs dir = mapM parseDotFile2 =<< listGraphs dir
readFile’ file = do
h <- openFile file ReadMode
src <- hGetContents h
length src ‘seq‘ hClose h
return src
colors = ["black","red","orangered","orange","yellow","greenyellow","lawngreen","green","seagreen","royalblue3","blueviolet","indigo","midnightblue"]
on f g x y = f (g x) (g y)
readInt :: String -> Int
readInt = read
untabs = concat . intersperse "\t"
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G.1.4 Haskell Code
import Control.Monad
import Control.Arrow
import Data.Char
import System.Directory
import System.FilePath
import Data.List
import Data.Function
import Math.Statistics
import Numeric
linkprobs :: FilePath -> FilePath -> IO ()
linkprobs dir out = do
xs <- getDirectoryContents dir
xs <- return $ filter ((==) ".txt" . takeExtension) xs
xs <- liftM concat $ forM xs $ \x -> do
src <- readFile $ dir </> x
return $ parseFile src
xs <- return $ collect xs
writeFile out $ unlines $ map display xs
parseFile :: String -> [((Int,Int),Double)]
parseFile = concatMap (f . words) . lines
where
-- Influence score for (3,0) -> (2,0) .4101
f ["Influence","score","for",x,"->",y,val] = [(sortPair (g x) (g y),reader $ h val)]
f _ = []
g = reader . takeWhile isDigit . drop 1
h (’-’:’.’:xs) = ’-’:’0’:’.’:xs
h (’.’:xs) = ’0’:’.’:xs
h x = x
collect :: [((Int,Int),Double)] -> [((Int,Int),[Double])]
collect = map (fst . head &&& map snd) . groupBy ((==) ‘on‘ fst) . sort
display :: ((Int,Int),[Double]) -> String
display ((x,y),zs) = intercalate "\t"
[show (x,y)
,show $ length zs
,show4dp $ mean zs
,show4dp $ stddev zs
,show zs]
show4dp :: Double -> String
show4dp x = showFFloat (Just 3) x ""
reader x = case reads x of
[(x,"")] -> x
_ -> error $ "Can’t read: " ++ show x
sortPair x y | x < y = (x,y)
| otherwise = (y,x)
G.1.5 R Code
create.bn.data.set<-function(fp,ex="")
{
filename<-paste("c://emily/MistakenPoint/fielddata/",fp,".txt",sep="")
data1<-as.matrix(read.delim(paste(filename)))
data1[,1:3]<-retrodeform(data.to.numeric(data1[,1:3]))
cat("retrodeform complete\n")
for(i in seq(0.25,2,0.25))
{
create.hilo.data(data1,i,ex)
cat(i," data set written\n")
}
return("done")
}
get.sample<-function(m,per)
{
if(per<1)
per.rows<-round(nrow(m)*per)
if(per>1)
per.rows<-per
row.no<-(sample(1:nrow(m), size=per.rows, replace=FALSE))
res<-m[row.no,]
return(res)
}
write.bootstrap.set<-function(alldata,d,p,n)#e.g. per = 95 for 95% sampling
{
per<-p/100
for(i in 1:n)
{
data1<-get.sample(alldata,per)
data1[,1:3]<-retrodeform(data.to.numeric(data1[,1:3]))
gs<-grid.sample(data1,d)
grsp.hilo<-get.hilo((gs))
outfile1 <- paste("C:/emily/MistakenPoint/fielddata/routput/speciesbootstrap/mpE_",format(p),"/mpE_2_spbs_",format(p),"_",format(i),".txt",
sep="")
write.table(grsp.hilo,file=outfile1,sep="\t",row.names=FALSE,col.names=FALSE)
cat(i,"," )
}
cat("\n")
}
create.hilo.data<-function(data1,d,ex="")##data1 is a string matrix, retrodeformed
{
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gs<-grid.sample(data1,d)
grsp.hilo<-get.hilo((gs))
outfile1 <- "C:/emily/MistakenPoint/fielddata/routput/mpData/mpD_2.txt"
write.table(grsp.hilo,file=outfile1,sep="\t",row.names=FALSE,col.names=FALSE)
return(grsp.hilo)
}
data.to.numeric<-function(m)
{
n<-nrow(m)
coords<-matrix(NA,n,3)
for(i in 1:3)
{
coords[,i]<-as.matrix(as.numeric(m[,i]))
}
return(coords)
}
flatten<-function(m)
{
res<-m
ang<-tan(max(m[,3])/max(m[,1]))
for(i in 1:nrow(m))
{
#cat(i,"\n")
x<-res[i,1]
y<-res[i,2]
z<-res[i,3]
res[i,1]<-x*cos(ang)-z*sin(ang)
res[i,2]<-y
res[i,3]<-x*sin(ang)+z*cos(ang)
}
return(res)
}
reverseE<-function(m)
{
zm<-max(m[,3])
xm<-max(m[,1])
len<-sqrt(zmˆ2+xmˆ2)
res<-m
for(i in 1:nrow(m))
{
#cat(i,"\n")
x<-res[i,1]
y<-res[i,2]
z<-res[i,3]
res[i,1]<-xm-x
res[i,2]<-y
res[i,3]<-z
}
return(res)
}
clevage2<-function(m)
{
res<-m
ang<-5/18*pi
for(i in 1:nrow(m))
{
#cat(i,"\n")
x<-res[i,1]
y<-res[i,2]
z<-res[i,3]
res[i,1]<-x/(1.5*sin(ang))
res[i,2]<-y/(1.5*cos(ang))
#cat(res[i,1],res[i,2],"\n")
res[i,3]<-z
}
return(res)
}
clevage2<-function(m)
{
res<-m
ang<-5/18*pi
for(i in 1:nrow(m))
{
x<-res[i,1]
y<-res[i,2]
z<-res[i,3]
res[i,1]<-x/(1.7*sin(ang))
res[i,2]<-y/(1.7*cos(ang))
res[i,3]<-z
}
return(res)
}
retrodeform2<-function(m)
{
res<-clevage(flatten(m))
return(res)
}
retrodeform<-function(m)
{
res<-clevage(flatten(m))
return(res)
}
grid.sample<-function(d1,s)
{
d<-data.to.numeric(d1[,1:3])
res<-list()
count1<-1
xmin<-min(d[,1])
xmax<-max(d[,1])
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ymin<-min(d[,2])
ymax<-max(d[,2])
namelist<-d1[,4]#
speciesNames<-as.matrix(rownames(as.matrix(table(d1[,4]))))
for(j in seq(xmin,xmax,s))
{
for(k in seq(ymin,ymax,s))
{
res2<-list()
count2<-1
for(i in 1:nrow(d))
{
if(d[i,1] > j && d[i,1] < (j+s) )
{
if(d[i,2] > k && d[i,2] < (k+s) )
{
res2[[count2]]<-namelist[i]
count2<-count2+1
}
}
}
if(length(res2)>0)
{
res[[count1]]<-species.table((as.matrix(res2)),speciesNames)
count1<-count1+1
}
}
}
res.mat<-matrix(NA,length(res),length(speciesNames))
for(a in 1:length(res))
{
res.mat[a,]<-as.numeric(res[[a]])
}
return(res.mat)
}
count<-function(d, thing)
{
res<-0
for(i in 1:length(d))
{
if(d[i]==thing)
{
res<-res+1
}
}
return(res)
}
species.table<-function(s,n)
{
res<-matrix(NA,1,length(n))
for(i in 1:length(n))
{
res[,i]<-count(s,n[i])
}
colnames(res)<-n
return(res)
}
mean.mat<-function(m)
{
speciesNames<-c("ASP","BRA","CHA","CHAR","DISC","FE","FEA","FRA","HIEM","Id","IVE","LOB","NET","OST","OTHER","SPR","THE")
res<-matrix(NA,1,ncol(m))
colnames<-speciesNames
for(i in 1:ncol(m))
{
res[,i]<-mean(m[,i])
}
return(round(res,2))
}
group.species<-function(m)
{
groupedspecies<-c("BRA","CHA","CHAR","DISC","FEA","FRA","IVE","LOB","OTHER","THE")
res<-matrix(NA,nrow(m),10)
colnames(res)<-groupedspecies
res[,1]<-m[,2]
res[,2]<-m[,3]+m[,14]
res[,3]<-m[,4]
res[,4]<-m[,5]+m[,9]
res[,5]<-m[,6]+m[,7]
res[,6]<-m[,8]
res[,7]<-m[,10]+m[,11]
res[,8]<-m[,12]
res[,9]<-m[,1]+m[,13]+m[,15]+m[,16]
res[,10]<-m[,17]
return(res)
}
get.median<-function(m)
{
res<-matrix(NA,1,ncol(m))
for(i in 1:ncol(m))
{
test<-m[,i]
res[1,i]<-median(test[test!=0])
}
return(res)
}
get.hilo<-function(m)
{
meds<-get.median(m)
res<-matrix(NA,nrow(m),ncol(m))
for(i in 1:ncol(m))
{
for(j in 1:nrow(m))
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{res[j,i]<-ifelse(m[j,i]==0,0,ifelse(m[j,i]>meds[1,i],2,1))
}
}
return(res)
}
v3<-function(v,k)
{
temp<-list()
count<-1
for(i in 1:length(v))
{
if(v[i]==0)
{
temp[[count]]<-i-1
count<-count+1
}
}
res<-c(1:(1+length(temp)))
res[1]<-k
res[2]<-length(temp)
n<-length(temp)
for(j in 1:n)
{
if(n>0)
res[j+2]<-temp[[j]]
}
return(res)
}
dotify <- function(m)
{
res <- list()
for (i in 1:nrow(m))
{
res[[i]]<-v3(as.vector(m[i,]),i-1)
}
return((res))
}
testing.indep<-function(m)
{
n<-ncol(m)
m2<-matrix(0,n,n)
for(i in 1:n)
{
for(j in 1:n)
{
tbl <- table(m[,i],m[,j])
m2[i,j] <- ifelse(length(tbl) <= 1 || chisq.test(tbl)$p.value <= 0.25, 1, 0)
}
}
dotify(m2)
}
dotify.file2 <- function(m,n1="",ex="")
{
sink(paste("C:/emily/MistakenPoint/fielddata/routput/mpD",format(ex),"_",format(n1),"avoid.str"))
cat(length(m),"\n")
for (i in 1:length(m))
{
cat(m[[i]]);
cat("\n");
}
sink()
}
G.2 Feedback Loop Code
G.2.1 Main.hs
module Main(main) where
import System.Environment
import Graph
import LoopProp
import FeedingRates
import Types
import Stab
import DotFile
import Data.Char
import System.FilePath
import System.Directory
import Data.List
import Mlw
import Graphics.Plot
import Data.Maybe
import System.Console.CmdArgs
--import LinearRegression
--import Modern
--import Numeric.LinearAlgebra
data LoopyOpt = LoopyOpt
{filename :: String
,loopOutput :: Bool
,omni :: Bool
} deriving (Data,Typeable)
loopyOpt = cmdArgsMode $ LoopyOpt
{filename = "check.fw" &= args &= typ "FILE/DIR"
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,loopOutput = False &= help "Output All loops found. Slows program"
,omni = False &= help "Loops shown under MLW are Omnivorous Loops"}
&= summary "\nEmily’s Loop Finder"
--this is the command line directory
main:: IO ()
main = do
o@LoopyOpt{..} <-cmdArgsRun loopyOpt
--[fp] <- getArgs
--x<-return fp
if (length (takeExtension filename)) == 0 then mainPath o else mainFile o --
--mainPath fp#
-- if input alpha, don’t stability
--if fw then output alpha
mainPath :: LoopyOpt-> IO ()
mainPath o@LoopyOpt{filename=fp,..} = do
allfiles <- getDirectoryContents fp
let ss = filter (\x -> takeExtension x == ".fw" ) allfiles
tt1 = filter (\xx -> takeExtension xx == ".alpha" ) allfiles
tt = myMerge tt1 ss
res<- sequence [mainFile o{filename=(fp </> s)} | s <- tt] --fp <\> creates a dir
--writeBrs fp 3
--writeBiomassRatios fp
--putStr (show tt)
return()
mainFile :: LoopyOpt -> IO ()
mainFile LoopyOpt{filename=fp,..} = do
l<- returnComponents fp
if length l==1 then getLoopyInfoA loopOutput fp
else do
outputAlpha fp
if omni then do
getLoopyInfoOmni loopOutput fp
putStr "Only finding Omnivorous Loops\n"
else getLoopyInfo loopOutput fp
getStabInfo fp
--putStr ("stab and loopy done\n")
drawFoodweb fp
--putStr("next\n")
--fig2 fp
writeEV fp
writeEV0 fp
summarizeProps fp 3
return()
mainFileOmni :: LoopyOpt -> IO ()
mainFileOmni LoopyOpt{filename=fp,..} = do
l<- returnComponents fp
if length l==1 then getLoopyInfoA loopOutput fp
else do
outputAlpha fp
getLoopyInfoOmni loopOutput fp
getStabInfo fp
--putStr ("stab and loopy done")
drawFoodweb fp
fig2 fp
summarizeProps fp 3
return()
getLoopyInfo :: Bool ->FilePath -> IO ()
getLoopyInfo loopOutput x = do
putStr ("Loopy running on: " ++ x ++ "\n")
z <- fileToFoodweb x
let y = checkFoodweb z
let t = getCommat y
let n = length t
m = matrixFromList t
g = graphFromMatrix n m
ps = summarize $ map (classify m) (loops g) --[propSum]
let titles = ["LL", "Num", "MLW","MLW+","MLW-", "MLWe","MLWo","MLWnet","MLW Loop"] -- ,
tbl = titles : map propSumRow ps
res = outputMatrix tbl
ps2 = ("Loop\tLL\tLW\tSign\tCount\tNet\n") ++ (concat $ map propSumOutput $ [(classify m) ((loops g)!!i) | i <-[0..(length (loops g)-1)]])
if loopOutput then writeFile (dropExtension x ++ ".loops") ps2 else putStr "Loops not outputted\n"
writeFile (dropExtension x ++ ".log") res
putStr (res)--from res
getLoopyInfoOmni :: Bool -> FilePath -> IO ()
getLoopyInfoOmni loopOutput x = do
putStr ("Loopy running on: " ++ x ++ "\n")
z <- fileToFoodweb x
let y = checkFoodweb z
let t = getCommat y
let n = length t
m = matrixFromList t
g = graphFromMatrix n m
ps = summarize $ map (classify m) (loops g) --[propSum]
let titles = ["LL", "Num", "MLW","MLW+","MLW-", "MLWe","MLWo","MLWnet","MLWo Loop"] -- ,
tbl = titles : map propSumRowOmni ps
res = outputMatrix tbl
ps2 = ("Loop\tLL\tLW\tSign\tCount\tNet\n") ++ (concat $ map propSumOutput $ [(classify m) ((loops g)!!i) | i <-[0..(length (loops g)-1)]])
if loopOutput then writeFile (dropExtension x ++ ".loops") ps2 else putStr "Loops not outputted\n"
writeFile (dropExtension x ++ ".log") res
putStr (res)--from res
getLoopyInfoA :: Bool -> FilePath -> IO ()
getLoopyInfoA loopOutput y = do
putStr ("Loopy running on: " ++ y ++ "\n")
input <-readAlpha y
244
let t = input
n = length t
m = matrixFromList t
g = graphFromMatrix n m
ps = summarize $ map (classify m) (loops g) --[propSum]
titles = ["LL", "Num", "MLW","MLW+","MLW-", "MLWe","MLWo","MLWnet","MLW Loop"] -- ,
tbl = titles : map propSumRow ps
res = outputMatrix tbl
ps2 = ("Loop\tLL\tLW\tSign\tCount\tNet\n") ++ (concat $ map propSumOutput $ [(classify m) ((loops g)!!i) | i <-[0..(length (loops g)-1)]])
if loopOutput then writeFile (dropExtension y ++ ".loops") ps2 else putStr "Loops not outputted\n"
writeFile (dropExtension y ++ ".log") res
putStr (res)
writeEV :: FilePath -> IO [Double]
writeEV fp = do
fw<-fileToFoodweb fp
let cm = getCommat fw
res = getEVals cm
writeFile (dropExtension fp ++ ".evs") (unlines $ map show res)
return (res)
writeEV0 :: FilePath -> IO [Double]
writeEV0 fp = do
fw<-fileToFoodweb2 fp
let res = getEVals $ diagS 0 fw
writeFile (dropExtension fp ++ ".evs0") (unlines $ map show res)
return (res)
writeEV0a :: FilePath -> IO [Double]
writeEV0a fp = do
fw<-fileToFoodweb fp
let d = findD fw
cm = getCommat fw
cm0 = zerodiagd cm (fromJust d)
res = getEVals cm0
writeFile (dropExtension fp ++ ".evs0") (unlines $ map show res)
return (res)
zerodiagd :: Matrix Double -> Int -> Matrix Double
zerodiagd m d= mapMatrixInd f m
where
f i j x | i==j&&i/=(d) = 0
| otherwise = x
zerodiag :: Matrix Double -> Matrix Double
zerodiag m= mapMatrixInd f m
where
f i j x | i==j = 0
| otherwise = x
getLoopyInfoChoice :: FilePath -> Int-> IO ()
getLoopyInfoChoice x ll = do
putStr ("Loopy running on: " ++ x ++ "\n")
z <- fileToFoodweb x
let y = checkFoodweb z
let t = getCommat y
let n = length t
m = matrixFromList t
g = graphFromMatrix n m
ps = summarize $ map (classify m) (loops g) --[propSum]
let titles = ["LL", "Num", "MLW","MLW+","MLW-", "MLWe","MLWo","MLWnet","MLWo Loop"] -- ,
tbl = titles : map (propSumRowChoice ll ) ps
res = outputMatrix tbl
ps2 = ("Loop\tLL\tLW\tSign\tCount\tNet\n") ++ (concat $ map propSumOutput $ [(classify m) ((loops g)!!i) | i <-[0..(length (loops g)-1)]])
-- writeFile (dropExtension x ++ ".html") $ prefix ++ img (outputChart ps) ++ "<br/>" ++ htmlMatrix tbl ++ suffix
--writeFile (dropExtension x ++ ".loops") ps2
writeFile (dropExtension x ++ ".log") res
putStr (res)--from res
getStabInfo :: FilePath -> IO ()
getStabInfo x = do
putStr ("Stability for " ++ dropExtension x++": " )
y <- fileToFoodweb x
let z = checkFoodweb y
z <- return $ z{cm=getCommat z} -- FIXME: Reorder to remove this
let s = findStab z
writeFile (dropExtension x ++ ".stab") (show s)
let evals = getEVals $ diagS s z
--putStr (show evals ++ "\n")
putStr (show s ++ "\n")
img x = "<img src=\"" ++ x ++ "\" /><br/>"
myMerge ::[FilePath] -> [FilePath] -> [FilePath]
myMerge [] ys = ys
myMerge (x:xs) ys = if (elem (dropExtension x) (map dropExtension ys)) then myMerge xs ys else [x]++ myMerge xs ys
removeDet :: Foodweb -> Foodweb
removeDet f = deleteSps f (getDetRow f)
writeFwND :: FilePath -> IO ()
writeFwND fp = do
fw<-fileToFoodweb fp
let f = removeDet fw
writeFoodweb (dropExtension fp ++ "_ND.fw") f --dropExtension fp ++ "_ND" </>
return()
writeFwNDDir :: FilePath -> IO ()
writeFwNDDir fp = do
allfiles <- getDirectoryContents fp
createDirectoryIfMissing True $ dropExtension fp ++ "_ND"
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let fs = filter (\x -> takeExtension x == ".fw") allfiles
putStr ("fs done\n")
sequence [writeFwND (fp </> s )| s<-fs]
return()
outputGraphsDir :: FilePath -> IO ()
outputGraphsDir fp = do
allfiles <- getDirectoryContents fp
let allLoops = filter (\x -> takeExtension x == ".loops" ) allfiles
sequence [writeTableLW (fp </> s1) | s1<- allLoops] --fp <\> creates a dir
sequence [writeTableLWo (fp </> s2) | s2 <- allLoops] --fp <\> creates a dir
sequence [writeTableLWd (fp </> s3) | s3 <- allLoops] --fp <\> creates a dir
--sequence [writeTableLWdNotONot (fp </> s3) | s3 <- allLoops] --fp <\> creates a dir
sequence [writeTableLWdNot (fp </> s3) | s3 <- allLoops] --fp <\> creates a dir
sequence [writeSummaryTableTypes (fp </> s3) | s3 <- allLoops] --fp <\> creates a dir
return()
changeToFoodweb :: FilePath -> IO ()
changeToFoodweb fp = do
fw<-fileToFoodweb fp
writeFoodweb (dropExtension fp ++ ".fw") fw
putStr (show fp)
return()
changeToFoodwebDir :: FilePath -> IO ()
changeToFoodwebDir fp = do
allfiles <- getDirectoryContents fp
let ss = filter (\x -> takeExtension x == ".DAT" ) allfiles
res<- sequence [changeToFoodweb (fp </> s) | s <- ss] --fp <\> creates a dir
return()
foodwebList :: [[Int]] -> Foodweb -> [Foodweb]
foodwebList [] fw = []
foodwebList (x:xs) fw =[changeFeeding fw x] ++ foodwebList xs fw
stabList :: [Foodweb] -> [Double]
stabList [] = []
stabList (f:fs) =[findStab f] ++ stabList fs
breakList :: Int -> [a] -> [[a]]
breakList n as =if length as <= n
then [as]
else fst y : breakList n ((snd y))
where y = splitAt n as
cf :: LoopyOpt -> IO ()
cf o@LoopyOpt{filename=fp,..} = do
fw2<-fileToFoodweb fp
let g2 = checkFoodweb fw2
let n = (length $ info g2)-5
let g22=changeFeeding g2 (replicate n 2)
let g33=changeFeeding g2 (replicate n 3)
writeFoodweb (dropExtension fp ++ "33a.fw") g33
writeFoodweb (dropExtension fp ++ "22a.fw") g22
getLoopyInfo loopOutput (dropExtension fp ++ "33a.fw")
getStabInfo (dropExtension fp ++ "33a.fw")
getLoopyInfo loopOutput (dropExtension fp ++ "22a.fw")
getStabInfo (dropExtension fp ++ "22a.fw")
funct23 :: [[Int]] -> [[Int]]
funct23 [] = []
funct23 x = [2:(head x), 3:(head x)]++ funct23 (tail x)
generate23 n = iterate funct23 [[]]!!n
funct13 :: [[Int]] -> [[Int]]
funct13 [] = []
funct13 x = [1:(head x), 3:(head x)]++ funct13 (tail x)
generate13 n = iterate funct13 [[]]!!n
prefix = unlines
["<html>"
,"<head>"
,"<style type=’text/css’>"
,"table {border: 1px solid black;}"
,"body {font-family: sans-serif; font-size: small;}"
,"td {padding-right: 10px;}"
,"</style>"
,"</head>"
,"<body>"
]
suffix = "</body></html>"
htmlMatrix :: Matrix String -> String
htmlMatrix = wrap "table" . concatMap (wrap "tr" . concatMap (wrap "td"))
where wrap tag str = "<" ++ tag ++ ">" ++ str ++ "</" ++ tag ++ ">"
-- loops g = the list of all loops for graph g
G.2.2 Graph.hs
module Graph where
import Types
import System.IO.Unsafe(unsafePerformIO)
import Data.List
import Data.IntMap(IntMap)
import qualified Data.IntMap as IntMap
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import Control.Monad
import Data.Bits
type Graph = [(Int,Int)] --list of edges
type Graph2 = IntMap (IntMap Chunk, IntMap Chunk)
type Loop = [Int]
type Size = Int
graphFromMatrix :: Int -> Matrix Double -> Graph
graphFromMatrix n m = [(i,j) | i <- [0..n-1], j <- [0..n-1], i /= j, let v = m!!i!!j, v /= 0]
data Chunk = Nil
| Atom Int
| CrossL Chunk Int
| CrossR Int Chunk
| Cross Chunk Int Chunk
| Or Chunk Chunk
deriving Show
cross Nil i Nil = Atom i
cross Nil i x = CrossR i x
cross x i Nil = CrossL x i
cross x i y = Cross x i y
loops :: Graph -> [Loop]
loops g = deleteNodes $ graph2 g
graph2 :: Graph -> Graph2
graph2 xs = addLinks IntMap.empty [(a,Nil,b) | (a,b) <- xs]
addLinks :: Graph2 -> [(Int,Chunk,Int)] -> Graph2
addLinks = foldl addLink
addLink :: Graph2 -> (Int,Chunk,Int) -> Graph2
addLink g (src,i,dest) | src < dest = IntMap.insertWith add src (IntMap.empty, IntMap.singleton dest i) g
where add _ (x,y) = (x, IntMap.insertWith Or dest i y)
addLink g (src,i,dest) | otherwise = IntMap.insertWith add dest (IntMap.singleton src i , IntMap.empty) g
where add _ (x,y) = (IntMap.insertWith Or src i x , y)
deleteNodes :: Graph2 -> [Loop]
deleteNodes g | IntMap.null g = []
| otherwise = a ++ deleteNodes b
where (a,b) = deleteNode g
deleteNode :: Graph2 -> ([Loop], Graph2)
deleteNode g = (concatMap flatten [cross Nil i c | (i,c,_) <- lop], addLinks g2 new)
where
(lop,new) = partition (\(i,_,j) -> i == j) [(src,cross srci k desti,dest) | (src,srci) <- lhss, (dest,desti) <- rhss]
(lhss,rhss) = (IntMap.toList lhs, IntMap.toList rhs)
Just ((k,(lhs,rhs)),g2) = IntMap.minViewWithKey g
flatten :: Chunk -> [Loop]
flatten x = map snd . f $ x
where
-- the bits in the Integer represent which indecies are present
f :: Chunk -> [(Integer, Loop)]
f Nil = [(0, [])]
f (Or a b) = f a ++ f b
f (Cross as b cs) =
[(aci, a ++ c)
| let ass = [(ai,a) | (ai,a) <- f as, not $ testBit ai b]
, (ciPre,cPre) <- f cs, let c = b : cPre
, not $ testBit ciPre b, let ci = setBit ciPre b
, (ai,a) <- ass
, ai .&. ci == 0, let aci = ai .|. ci]
-- specialisations of Cross
f (Atom b) = [(bit b, [b])]
f (CrossR b cs) =
[(ci, c)
| (ciPre,cPre) <- f cs, let c = b : cPre
, not $ testBit ciPre b, let ci = setBit ciPre b]
f (CrossL as b) =
[(ai, a)
| (aiPre,aPre) <- f as, let a = aPre ++ [b]
, not $ testBit aiPre b, let ai = setBit aiPre b]
detLoops :: Int -> [Loop] -> [Loop]
detLoops detRow [] = []
detLoops detRow ls = if (elem detRow (head ls)) then (detLoops detRow (tail ls)) else (ls ++ (detLoops detRow $ tail ls))
loopsOld :: Graph -> [Loop]
loopsOld g = f [(x,[],y) | (x,y) <- g]
where
f [] = out "done" []
f xs = out (length res, length xs) $ res ++ f xs4
where
res = [a:b | (a,b,c) <- loops]
kill = fst3 $ head xs
(from,xs2) = partition ((==) kill . fst3) xs
xs3 = concatMap add xs2
(loops,xs4) = partition isLoop xs3
add (a,b,c) | c == kill = [(a,b ++ d:e,f) | (d,e,f) <- from, disjointed b e]
add x = [x]
isLoop (a,b,c) = a == c
fst3 (a,b,c) = a
disjointed x y = null $ x ‘intersect‘ y
247
G.2.3 LoopProp.hs
module LoopProp where
import Types
import Graph
import Data.Function
import Control.Arrow
import Data.List
import Data.Maybe
import Graphics.Google.Chart
import Data.Map(Map)
import qualified Data.Map as Map
import Debug.Trace
data Prop = Prop
{propLoop :: !Loop
,propLength :: !Int
,propWeight :: !Double
,propPositive :: !Bool
,propEven :: !Int
,propNet :: !Double
}
deriving Show
data PropSum = PropSum
{propsLength :: !Int
,propsTotal :: !Int
,propsAll :: !(Maybe Prop) -- need to check that it is just positive and negative, not All including net
,propsPositive :: !(Maybe Prop)
,propsNegative :: !(Maybe Prop)
,propsEven :: !(Maybe Prop)
,propsOmni:: !(Maybe Prop)
,propsNet:: !(Maybe Prop) -- the addition of the forward and back loops
}
deriving Show
propSum :: Prop -> PropSum
propSum p = PropSum (propLength p) 1
(test True) (test $ propPositive p) (test $ not $ propPositive p) (test $ propEven p == 0) -- changed first bracket from just (test True) $
propEven p /= propLength p
(test $ propEven p == 2 - propLength p || propEven p ==propLength p - 2) (test True)
where test b = if b then Just p else Nothing
propSumOutput :: Prop -> String
propSumOutput p = (show (propLoop p))++ "\t"++(show (propLength p)) ++ "\t"++ (show3dp (propWeight p) )++ "\t"++ (if (propPositive p) then "+" else "
-" ) ++ "\t"++ (show (propEven p)) ++ "\t"++ (show3dp (propNet p)) ++ "\n"
propSumPlus :: PropSum -> PropSum -> PropSum
propSumPlus a b = PropSum (propsLength a) (propsTotal a + propsTotal b)
(both propsAll) (both propsPositive) (both propsNegative) (both propsEven) (both propsOmni) (bothr propsNet)
where
both f = join (f a) (f b)
join Nothing x = x
join x Nothing = x
join (Just a) (Just b) | propWeight a > propWeight b = Just a
| otherwise = Just b
bothr f = joinr (f a) (f b)
joinr Nothing x = x
joinr x Nothing = x
joinr (Just a) (Just b) | propNet a > propNet b = Just a
| otherwise = Just b
classify :: Matrix Double -> Loop -> Prop
classify m loop = Prop loop n -- the loop and the length of the loop
(abs (pas / product ds) ** (1 / fromIntegral n)) -- weight of loop-- / product ds taken out dividing by diag for richard law things....
(pas > 0) -- is the loop positive
(sum $ map (round . signum) as) -- the sum of the loop
(abs ( (abs (pas / product ds) ** (1 / fromIntegral n)) - (abs (pasr / product ds) ** (1 / fromIntegral n)) ))-- reverse weight of loop--
where
pas = product as
as = map (\(x,y) -> m !! x !! y) $ links loop
ds = [m!!i!!i | i <- loop]
n = length loop
pasr = product asr
asr = map (\(x,y) -> m !! x !! y) $ links $ reverse loop
separate :: [Prop] -> [(Int, [Prop])]
separate = map (fst . head &&& map snd) . groupBy ((==) ‘on‘ fst) . sortBy (compare ‘on‘ fst) . map (propLength &&& id)
summarize :: [Prop] -> [PropSum]
summarize = Map.elems . foldl’ f Map.empty
where
f :: Map Int PropSum -> Prop -> Map Int PropSum
f mp x = Map.insertWith’ propSumPlus (propLength x) (propSum x) mp
propSumRow :: PropSum -> [String]
propSumRow (PropSum a b c d e f h i) = [show a, show b, g c, g d, g e, g f, g h, g3 i, g2 c]
where g = maybe "NA" (show3dp . propWeight)
g2 (Just x) = show $ propLoop x
g3 = maybe "NA" (show3dp . propNet)
propSumRowOmni :: PropSum -> [String]
propSumRowOmni (PropSum a b c d e f h i) = [show a, show b, g c, g d, g e, g f, g h, g3 i, g2 h]
where g = maybe "NA" (show3dp . propWeight)
g2 = maybe "NA" (show . propLoop)
g3 = maybe "NA" (show3dp . propNet)
propSumRowChoice :: Int -> PropSum -> [String]
propSumRowChoice i1 (PropSum a b c d e f h i) = [show a, show b, g c, g d, g e, g f, g h, g3 i, g2 l1]
where g = maybe "NA" (show3dp . propWeight)
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g3 = maybe "NA" (show3dp . propNet)
g2 = maybe "NA" (show . propLoop)
l1 = if i1 == 1 then c else
if i1 == 2 then d else
if i1 == 3 then e else
if i1 == 4 then f else
if i1 == 5 then h else i
links :: [Int] -> [(Int,Int)]
links (x:xs) = f x xs
where f y [] = [(y,x)]
f y (z:zs) = (y,z) : f z zs
outputChart :: [PropSum] -> String
outputChart xs = chartURL $
setSize 400 257 $
setTitle "Maximum Loop Weights" $
setData (encodeDataSimple $ map f [propsAll,propsPositive,propsNegative,propsEven]) $
setDataColors ["000000","FF0000","0000FF","00000088"] $
setAxisLabels [map (show . propsLength) xs, ["0",show3dp mx]] $
setAxisTypes [AxisBottom, AxisLeft] $
setLegend ["MLW","MLW+","MLW-","MLWe"] $
newLineChart
where
mx = maximum $ map propWeight $ catMaybes $ concat [[a,b,c,d,e,f] | PropSum _ _ a b c d e f<- xs]
f g = [floor $ (i * 61) / mx | y <- map g xs, let i = maybe 0 propWeight y]
G.2.4 FeedingRates.hs
module FeedingRates where
import System.Environment
import System.Random
import Control.Monad
import System.Directory
import System.Cmd
import Data.Char
import Data.Maybe
import Data.List
import Numeric
import Types
import System.FilePath
getCommat :: Foodweb -> Matrix Double
getCommat inputFW = functionToMatrix (alphaijElem inputFW res) (length (wij inputFW))
where
res = fij (info inputFW) (wij inputFW)
splitFile file = do
src <- readFile file
src <- return $ dropWhile null $ map (dropWhile isSpace) $ lines src
let (s1,_:rest) = break null src -- breaks the first matrix from the rest
(s2,_:s3) = break null $ dropWhile null rest -- separates out the last two matrices from each other
return $ map (unlines . map tabify) [s1,s2,s3]
putCM :: Foodweb -> Foodweb
putCM fw = fw{cm=getCommat fw}
tableTuple stabs1 = unlines $ [(show (map fst stabs1!!n)) ++ "\t" ++ (show $ map snd stabs1!!n)|n<-[0..(length stabs1)-1]]
sumT :: [Info] -> Matrix Double -> Int -> Double
sumT info wij j= sum $ zipWith (*) (transpose wij !! j) (map biomass info) --checked
fij :: [Info] -> Matrix Double -> Matrix Double
fij info wij = res
where
is = [0..length wij-1]
res = [[fijElem info wij res j i | i <- is] | j <- is]
fijElem :: [Info] -> Matrix Double -> Matrix Double -> Int -> Int -> Double
fijElem info wij fij i j =
if sumT info wij j == 0 then 0
else
((wij!!i!!j) * biomass infoi * ((deathRate infoj * biomass infoj) + mi j)) /
(aeff infoj * peff infoj * sumT info wij j)
where
infoi = info!!i
infoj = info!!j
mi j = sum [fij !! j !! i | i <- [0..j-1]]
alphaijElem :: Foodweb->Matrix Double-> Int -> Int -> Double
alphaijElem (Foodweb names info wij _) res i j
| i > j && i /= d = -resij/(biomassj)
| i < j && i /= d = aeffi*peffi*resji/biomassj --error $ show (aeffj,peffj,resij,biomassi) --
| i == j && i /= d = -s*(deathRate infoi) -- will need to link up so we can insert real value of s in here
| i == j && i == d = -(sumTdd)/(biomassd) -- need to check correct
| i /= j && i == d = (deathRate infoj) + (1-aeffj)*(sumTdi1) + (sumTdi2)/(biomassj) - res!!d!!j/biomassj
where
s = 1
d = fromMaybe (-1) $ findIndex (== 0) (map deathRate info)
infoi = info!!i
infoj = info!!j
infod = info!!d
resij = res!!i!!j
resji = res!!j!!i
resdj = res!!d!!j
biomassd = biomass infod
biomassj = biomass infoj
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biomassi = biomass infoi
peffi = peff infoi
peffj = peff infoj
aeffi = aeff infoi
aeffj = aeff infoj
sumTdd = sum [ (res!!d!!k)* ( (aeff (info!!k) ) * ( biomass (info!!k)))/(biomass (info!!k)) | k <-[0..length wij-1]] --need to check
correct
sumTdi1 = sum [(res!!k!!j)/(biomass (info!!j))| k <-[0..length wij-1]]
sumTdi2 =sum [ (res!!j!!k)* ((1-(aeff (info!!k)))) | k <-[0..length wij-1] ]
unshow f = f ""
G.2.5 Types.hs
{-# LANGUAGE ScopedTypeVariables #-}
module Types where
import System.Environment
import System.Random
import Control.Monad
import System.Directory
import System.Cmd
import Data.Char
import Data.Maybe
import Data.List
import Numeric
import System.FilePath
type Matrix a = [[a]]
data Info = Info -- this says what is in the second input matrix
{deathRate :: Double
,aeff :: Double
,peff :: Double
,biomass :: Double
} deriving Show
data Foodweb = Foodweb
{names :: [String]
, info :: [Info]
, wij :: Matrix Double
,cm :: Matrix Double
} deriving Show
fileToFoodweb :: FilePath -> IO Foodweb
fileToFoodweb = readFoodweb -- FIXME: Inline this everywhere
readFoodweb :: FilePath -> IO Foodweb
readFoodweb file = do
input <-readFile file
let [names,info,wij] :: [Matrix String] = map toMatrix (splitString (lines (formatString input)))
return $ Foodweb (matrixStringToListString names) (map toInfo (matrixStringToDouble info)) (matrixStringToDouble wij) undefined
returnComponents :: FilePath -> IO [String]
returnComponents fp = do
input <-readFile fp
output <- return $ splitString (lines (formatString input))
return(output)
writeFoodweb :: FilePath -> Foodweb -> IO ()
writeFoodweb file (Foodweb names info wij _) = writeFile file $ unlines $
names ++
[""] ++
map (intercalate "\t" . map show . infoToDouble) info ++
[""] ++
[outputMatrix (map2 show wij)]
formatString :: String -> String
formatString input = unlines $ dropWhile null $ map (dropWhile isSpace) $ lines input
splitString :: [String] -> [String]
splitString input =
if null xs then
[]
else
(unlines y:splitString ys )
where xs = dropWhile null input
(y,ys) = break null xs
splitAndWriteFile :: FilePath -> IO ()
splitAndWriteFile file = do
input <- readFile file
output :: [Matrix String]<- return (map toMatrix (splitString (lines (formatString input))))
createDirectoryIfMissing True ("input")
names <- return [ ("input/" ++ dropExtension file ++ show i ++".txt")| i <- [1..] ]--return (dropExtension file ++ matrixNumber)
sequence $ map (uncurry writeFile) (zip names (map show output))
return ()
tabify (x:xs) | isSpace x = ’\t’ : tabify (dropWhile isSpace xs)
| otherwise = x : tabify xs
tabify [] = []
matrixFromList :: [[a]] -> Matrix a
matrixFromList x = x
toInfo :: [Double] -> Info
toInfo [_,a,b,c,d] = Info a b c d
show3dp :: Double -> String
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show3dp x = showFFloat (Just 3) x ""
infoToMatrixDouble :: [Info] -> Matrix Double
infoToMatrixDouble input = map infoToDouble input
infoToDouble :: Info -> [Double]
infoToDouble (Info a b c d) = [0,a,b,c,d]
mean :: [Double] -> Double
mean a = sum(a)/(fromIntegral (length(a))) -- cant’ divide a double by an int
functionToMatrix :: (Int -> Int -> Double) -> Int -> Matrix Double
functionToMatrix f len = [[f i j | j <- [0..(len-1)]]| i <-[0..(len-1)]]
outputMatrix :: Matrix String -> String
outputMatrix = unlines . map (concat . intersperse "\t")
toMatrix :: String -> Matrix String
toMatrix input = map words (lines input)
matrixStringToListString :: Matrix String -> [String]
matrixStringToListString = map head
matrixStringToDouble :: Matrix String -> Matrix Double
matrixStringToDouble input = map (map read) input
matrixDoubleToString :: Matrix Double -> Matrix String
matrixDoubleToString input = map (map show) input
stringsToMatrixDouble :: [String] -> Matrix Double
stringsToMatrixDouble input = matrixStringToDouble $ map words input
mapInd :: (Int->a->b) -> [a] -> [b]
mapInd f a = zipWith f [1..] a
changeElemList :: Int -> (Double -> Double) -> [Double] -> [Double]
changeElemList i f a = mapInd (\inew x -> if inew ==i then f x else x) a
mapMatrixInd ::(Int->Int->a->b) -> Matrix a -> Matrix b
mapMatrixInd f xs = mapInd (\i x -> mapInd (f i) x) xs
changeElem :: Int -> Int -> (Double -> Double) ->Matrix Double -> Matrix Double
changeElem i j f m = mapMatrixInd (\inew jnew x -> if inew== i && jnew == j then f x else x ) m
mapInd0 :: (Int->a->b) -> [a] -> [b]
mapInd0 f a = zipWith f [0..] a
mapMatrixInd0 ::(Int->Int->a->b) -> Matrix a -> Matrix b
mapMatrixInd0 f xs = mapInd0 (\i x -> mapInd0 (f i) x) xs
transposeMatrix m i j = m j i
rowMatrix m i = m i
colMatrix m j = \i -> m i j
map2 :: (a -> b) -> [[a]] -> [[b]]
map2 f = map (map f)
table :: String -> [[String]]
table = map words . lines
G.2.6 Stab.hs
{-# LANGUAGE ScopedTypeVariables #-}
module Stab where
import System.Environment
import System.Random
import Control.Monad
import System.Directory
import System.Cmd
import Data.Char
import Data.Maybe
import Data.List
import Numeric
import System.FilePath
import Numeric.LinearAlgebra.LAPACK
import Data.Packed.Matrix hiding (Matrix)
import Data.Packed.Vector
import Data.Complex
import Types
import FeedingRates
import LoopProp
import Debug.Trace
diagS :: Double -> Foodweb -> Matrix Double
diagS s fw = mapMatrixInd0 f $ cm fw
where
d = findD fw
f i j x|i == j && Just i /= d = s*x --
|otherwise = x
findD :: Foodweb -> Maybe Int
findD fw = findIndex (\x -> deathRate x == 0) $ info fw
getEVals :: Matrix Double -> [Double]
getEVals m = map realPart $ toList $ fst $ eigR $ fromLists m
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filterPos :: [Double] -> Int
filterPos evals = length $ filter (>0) evals
isHigher :: Foodweb -> Double -> Bool
isHigher fw smed = if zeroE ==0 && medE /= 0 || zeroE /=0 && medE == 0 then False else True
where
medE = filterPos $ getEVals $ diagS smed fw
zeroE = filterPos $ getEVals $ diagS 0 fw
findF :: (Double -> Bool) -> (Double,Double) -> Double
findF f (lo,hi) | hi-lo < 0.00000001 = med
| f med = findF f (med, hi)
| otherwise = findF f (lo, med)
where
med = (lo + hi)/(fromIntegral 2)
findStab :: Foodweb -> Double
findStab fw = if zeroE == 0 then 0 else findF (isHigher fw) (0,2)
where
zeroE = filterPos $ getEVals $ diagS 0 fw
output :: [(Maybe Double, Double)] -> String
output xs = unlines [show a ++ "\t" ++ show b | (Just a,b) <- xs]--just shows things if they aren’t NA
showJust (Just x) = show x
showJust Nothing = "NA"
nothing0 (Just x) = x
nothing0 Nothing = 0
sumAlpha :: Matrix Double -> Double
sumAlpha alpha = sum $ map sum alpha
readAlpha :: FilePath -> IO (Matrix Double)
readAlpha fp = do
input <- readFile fp
let alpha = matrixStringToDouble $ toMatrix input
return(alpha)
readAlphas :: FilePath -> IO [Matrix Double]
readAlphas fp = do
allfiles <- getDirectoryContents fp
let ss = filter (\x -> takeExtension x == ".alpha") allfiles
res<- sequence [readAlpha (fp </> s)| s <- ss]
alphas<-return $ res
return(alphas)
readAlphaSum :: FilePath -> IO [Double]
readAlphaSum fp = do
alphas<-readAlphas fp
let sums = map sumAlpha alphas
return(sums)
readStabs :: FilePath -> IO [Double]
readStabs fp = do
allfiles <- getDirectoryContents fp
let ss = filter (\x -> takeExtension x == ".stab") allfiles
res<- sequence [readStab (fp </> s)| s <- ss]
stabs<-return $ res
return(stabs)
readProps :: FilePath -> Int-> Int-> Int -> IO [Maybe Double] -- if want mlw not mlw3 etc use 0 or 1 as rn lm is min ll wanted, need to take
intoaccoutn NAs
readProps fp ll cn lm= do
allfiles <- getDirectoryContents fp
let ss = filter (\x -> takeExtension x == ".log") allfiles
props<- sequence [readProp (fp </> s) cn lm | s <- ss]
--
res<-if ll<=1
then return $ [maximum proplist | proplist<-props]
else return $ [llProp ll lm proplist | proplist<-props]
return(res)
summarizeProps :: FilePath -> Int -> IO ()
summarizeProps fw lmin = do
let fp=(dropExtension fw ++".log")
t2<-readProp fp (fromIntegral 2) (fromIntegral 2)
let lm = if length t2< lmin then 2 else lmin
t<-readProp fp (fromIntegral 2) (fromIntegral lm)
props<-sequence [readProp fp i (fromIntegral lm)|i<-[1..8]]
let num = sum $map fromJust t
maxtps = map (maxProp (fromIntegral lm)) props
maxll = concat $ intersperse "\t" $ map show $ map snd maxtps
maxs = concat $ intersperse "\t" $ map show $ map fst maxtps
title = "\n\nTable of Maximums for each loop catagory with the corresponding LL \n \t LL \t Num \t MLW \t MLW+ \t MLW- \t MLWe \t MLWo \t
MLWnet \n"
res = "Total Number of Loops = " ++ show num ++ title ++ "LL\t" ++ maxll ++ "\n" ++"maxs\t" ++ maxs ++ "\n"
writeFile (dropExtension fp ++ ".sum") res
findMaxLL :: FilePath -> IO ()
findMaxLL fp = do
allfiles <- getDirectoryContents fp
let ss = filter (\x -> takeExtension x == ".sum") allfiles
mlws<-sequence [takeMLW (fp </> s) | s <- ss]
writeFile (dropExtension fp ++ ".mlws") (unlines mlws)
takeMLW :: FilePath -> IO String
takeMLW sumfile = do
t<-readFile sumfile
let res = ((map words (lines t))!!4!!3)-- :: Double
return(res)
maxProp :: Integer ->[Maybe Double] -> (Double,Integer)
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maxProp lm proplist = maximum $ zip (map nothing0 proplist) [lm..]
readPropsT :: FilePath -> Int-> Int-> Int -> IO [Maybe Double] -- if want mlw not mlw3 etc use 0 or 1 as rn lm is min ll wanted, need to take
intoaccoutn NAs
readPropsT fp ll cn lm= do
allfiles <- getDirectoryContents fp
let ss = filter (\x -> takeExtension x == ".log") allfiles
props<- sequence [readProp (fp </> s) cn lm | s <- ss]
--
res<-if ll<=1
then return $ [maximum proplist | proplist<-props]
else return $ [llProp ll lm proplist | proplist<-props]
return(res)
writeStabProps :: FilePath -> Int -> Int -> Int-> IO ()
writeStabProps fp ll cn lm= do
stabs<-readStabs fp
props<-readProps fp ll cn lm
res<-return $ zip props stabs
writeFile (fp ++ "Stabvs" ++ show ll ++ "_" ++ show cn ++ ".txt") $ output res
return()
maybeRead :: Read a => String -> Maybe a
maybeRead = fmap fst . listToMaybe
. reads
readProp :: FilePath -> Int -> Int -> IO [Maybe Double]--need to adjust so returns [] if too big
readProp fp cn lm = do
x <-readLoopPropFile fp
n<- return $length x
prop<-return$ [x!!y!!(cn-1) | y<-[(lm-2)..(n-1)]]--check this is correct regarding the n-1 bit
prop2<-return $map maybeRead prop
return(prop2)
llProp :: Int -> Int-> [Maybe Double] -> Maybe Double
llProp ll lm proplist = if (ll-lm+1)<= length proplist then proplist!!(ll-lm) else Nothing -- not working properly, not returning nothing
readStab :: FilePath -> IO Double -- checked ok
readStab x = do
s<-readFile $x--fp</>x
let y =read s :: Double
return(y)
readLoopPropFile :: FilePath -> IO [[String]]
readLoopPropFile file = do
x <- readFile file
return $ tail $ map words (lines x)
readLoops :: FilePath -> Int -> IO [[Int]]
readLoops fp lm= do
x <-readLoopPropFile fp
n<- return $length x
prop<-return$ [x!!y!!8 | y<-[(lm-2)..(n-1)]]--check this is correct regarding the n-1 bit
--error $ show $ head prop
prop2<-return $map read prop
return(prop2)
readLoop :: FilePath -> Int -> Int -> IO [Int]
readLoop fp lm ll = do
x <-readLoops fp lm
return(x!!(ll-lm))
biomassRatio :: Int -> Int -> Double
biomassRatio x y = (fromIntegral x)/(fromIntegral y)
G.2.7 dotFile.hs
module DotFile where
import System.Environment
import System.Random
import Control.Monad
import System.Directory
import System.Cmd
import Data.Char
import Data.Maybe
import Data.List
import Numeric
import System.FilePath
import Numeric.LinearAlgebra.LAPACK
import Data.Packed.Matrix hiding (Matrix)
import Data.Packed.Vector
import Data.Complex
import Types
import FeedingRates
import Stab
import Avalon
funct :: [Int] -> Int -> [Int]
funct [] a = []
funct m rw = if (head m) ==0
then [0] ++ funct (tail m) rw
else [rw] ++ funct (tail m) rw
wijSimple :: Matrix Double -> Matrix Int
wijSimple wij = map rowSimple wij
rowSimple [] = []
rowSimple rij = if (head rij) == 0 then [0] ++ rowSimple (tail rij) else [1] ++ rowSimple (tail rij)
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findPP :: Matrix Double -> [Int]
findPP [] = []
findPP m = if (sum (head m)) == 0 then [1]++ findPP (tail m) else [0] ++ findPP (tail m)
ppRowNumbers :: [(Int,Int)] -> [Int]
ppRowNumbers [] = []
ppRowNumbers zpp = if snd (head zpp) == 1 then [fst (head zpp)]++ ppRowNumbers (tail zpp) else ppRowNumbers (tail zpp)
--where zpp = zip [1::Int ..] (findPP wij)
trophicElem :: Matrix Double -> Matrix Double -> Int -> Int -> Double
trophicElem z w i j | w!!i!!j ==0 = 0
| otherwise = 1+sum0 [z!!m!!i | m<-[0..(length w -1)]]
trophicMatrixZ :: Matrix Double -> Matrix Double
trophicMatrixZ w = z
where len = length w
z = [[trophicElem z w i j | j <- [0..len-1]]| i <-[0..len-1] ]
drawFoodweb :: FilePath -> IO ()
drawFoodweb fp = do
fw<-fileToFoodweb fp
let fw2 = checkFoodweb2 fw
let nms = createNodeNames fw2
let ranks = createNodeTL fw2
let edges = concat $ createEdges fw2
let pp = createPPRank fw2
let res = "digraph{\nrankdir=BT;\ngraph[label=" ++ show (dropExtension fp) ++ "];\n" ++ nms ++ "\n" ++ ranks ++ "\n" ++ pp ++" \n" ++ edges ++"}
" -- error at ranks
writeFile (dropExtension fp ++ ".dot") res
createEdges :: Foodweb -> [String]
createEdges fw = [if (wij fw)!!i!!j /= 0 then (show i) ++ "->" ++ (show j) ++ "[penwidth=" ++ (show (limit (pos ((cm fw)!!i!!j)))) ++"];" else "" |i
<-[0..(length (names fw) -1)], j<-[0..(length (names fw) -1)]]
pos :: Double -> Double
pos d = if d<0 then d*(-1) else d
limit :: Double -> Double
limit d = if d>1 then(0 + log d )else d
createNodeTL :: Foodweb -> String
createNodeTL fw = concat $ map outputTL (nodeTL fw)
createPPRank :: Foodweb -> String
createPPRank fw = concat $ ["{rank=source;"] ++[if tls!!i == 1 then show i ++ ";" else "" |i<-[0..(length (names fw) -1)]] ++ ["}"]
where tls=map (+1) $ map sum0 $transpose (trophicMatrixZ (wij fw))
outputTL :: (Integer, Double) -> String
outputTL tp = "{rank=" ++ show (snd tp) ++ ";" ++ show (fst tp) ++ ";}"
nodeTL :: Foodweb -> [(Integer,Double)]
nodeTL fw = zip [0..] tls
where tls = map (+1) $ map sum0 $transpose (trophicMatrixZ (wij fw))
createNodeNames :: Foodweb -> String
createNodeNames fw = concat $ map nameLabel (zip [0..] (names fw))
nameLabel :: (Integer,String) -> String
nameLabel tp = show (fst tp) ++ "[label=" ++ (snd tp) ++ "];"
writeTLMatrix :: FilePath -> IO ()
writeTLMatrix fp = do
fw<-fileToFoodweb fp
let res = trophicMatrixZ (wij fw)
writeFile ( dropExtension fp ++ ".tl") (outputMatrix $matrixDoubleToString $ res)
count0 :: [Double] -> Double
count0 [] = 0
count0 (x:xs) = if x == 0 then count0 xs else 1+ count0 xs
sum0 :: [Double] -> Double
sum0 x = if count0 x == 0 then 0 else sum(x)/count0 x
fig2 :: FilePath -> IO ()
fig2 fp = do
fw1<-fileToFoodweb fp
let fw = putCM fw1
f = fij (info fw) (wij fw)
a = cm fw
n = names fw
title = "Predator \t Fij \t aij \t aji \t Prey \n"
contents = concat$ [if (wij fw)!!i!!j /= 0 then n!!i ++ "\t" ++ show ( f!!i!!j) ++ "\t" ++ show (a!!i!!j) ++ "\t" ++ show( a!!j!!i) ++ "\
t" ++ n!!j ++ "\n" else "" |i<-[0..(length (names fw) -1)], j<-[0..(length (names fw) -1)]]
res = title ++ contents
writeFile (dropExtension fp ++ ".fig2") res
getBiomassRatio :: FilePath -> Int -> IO ()
getBiomassRatio fp ll1 = do
fw<-fileToFoodweb fp
--getLoopyInfo fp
x <-readLoopPropFile (dropExtension fp ++ ".log")
let ll = if ll1 >(1+(length x)) then 2 else ll1
let loop = read (x!!(ll-2)!!8)::[Int]
tls = map snd $ nodeTL fw
i = info fw
b =map biomass i
zp =zip [tls!!(loop!!i) | i<-[0..(ll-1)]] [b!!(loop!!i) | i<-[0..(ll-1)]]
pmax = snd $ maximum zp
pmin = snd $ minimum zp
writeFile (dropExtension fp ++ ".br" ) (show (pmax/pmin))
return ( )
writeBiomassRatios :: FilePath -> IO ()
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writeBiomassRatios fp= do
stabs<- readStabs fp
brs<-readBrs fp
let res = zip stabs brs
writeFile (dropExtension fp ++ ".stabBr") (tableTuple res)
writeBrs :: FilePath -> Int -> IO ()
writeBrs fp ll= do
allfiles <- getDirectoryContents fp
let ss = filter (\x -> takeExtension x == ".fw") allfiles
res<- sequence [getBiomassRatio (fp </> s) ll| s <- ss]
return()
readBrs :: FilePath -> IO [Double]
readBrs fp = do
allfiles <- getDirectoryContents fp
let ss = filter (\x -> takeExtension x == ".br") allfiles
res<- sequence [readBr (fp </> s)| s <- ss]
stabs<-return $ res
return(stabs)
readBr :: FilePath -> IO Double -- checked ok
readBr x = do
s<-readFile $x--fp</>x
let y =read s :: Double
return(y)
G.2.8 Mlw.hs
module Mlw where
import System.Environment
import System.Random
import Control.Monad
import System.Directory
import System.Cmd
import Data.Char
import Data.Maybe
import Data.List
import Numeric
import System.FilePath
import Numeric.LinearAlgebra.LAPACK
import Data.Packed.Matrix hiding (Matrix)
import Data.Packed.Vector
import Data.Complex
import Types
import FeedingRates
import Stab
import Graph
convertTXT :: FilePath -> IO()
convertTXT fp = do
x<-readFile fp
writeFile (dropExtension fp ++ ".fw") x
convertDir :: FilePath -> IO ()
convertDir fp = do
allfiles<-getDirectoryContents fp
let tt = filter (\x -> takeExtension x == ".TXT" ) allfiles
res<-sequence [convertTXT (fp </> s) | s <- tt]
return()
readLoopList :: FilePath -> IO [[String]]
readLoopList fp = do
x<-readFile fp
let z = map words (lines x)
return(tail(z))
getAllMaxsDir :: FilePath -> IO ()
getAllMaxsDir fp = do
allfiles<-getDirectoryContents fp
let tt = filter (\x -> takeExtension x == ".loops" ) allfiles
res<-sequence [getAllMaxs (fp </> s) | s <- tt]
return()
getAllMaxs :: FilePath -> IO ([[String]])
getAllMaxs fp = do
loops<-readLoopList ((dropExtension fp) ++ ".loops")
fw<-fileToFoodweb ((dropExtension fp) ++ ".fw")
let loopsNot2 = filter (/=[]) (map filterNot2ll loops)
ds = map deathRate $ info fw
detRow = findIndex (==0) ds
loopsNotD = filter (/=[]) (map (filterDetritusNot (fromJust detRow)) loopsNot2)
loops3s = filter (/=[]) (map filter3ll loopsNot2)
writeFile (dropExtension fp ++ ".not2ds") (unlines (map createCoord loopsNot2))
return(loopsNotD)
filter3ll :: [String] -> [String]
filter3ll ls = if ((ls!!1) =="3") then ls else []
filterNot2ll :: [String] -> [String]
filterNot2ll ls = if ((ls!!1) /="2") then (ls) else []
writeTableLW :: FilePath -> IO ()
writeTableLW fp = do
loops<-readLoopList fp
let x = map createCoord loops
writeFile (dropExtension fp ++ ".LWvsLL") (unlines x)
return()
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createCoord :: [String] -> String
createCoord l = concat $ intersperse "\t" [l!!0,l!!1,l!!2,l!!3]
writeTableLWo :: FilePath -> IO ()
writeTableLWo fp = do
loops<-readLoopList fp
let loopsO = filter (/=[]) (map filterOmni loops)
let x = map createCoordo loopsO
writeFile (dropExtension fp ++ ".LWovsLL") (unlines x)
return()
filterOmni :: [String] -> [String]
filterOmni [] = []
filterOmni l = if ((readAsInt (l!!4)) == 2-(readAsInt (l!!1))) then l else []
filterOmniNot :: [String] -> [String]
filterOmniNot [] = []
filterOmniNot l = if ((readAsInt (l!!4)) == 2-(readAsInt (l!!1))) then [] else l
readAsInt :: String -> Int
readAsInt i = read i :: Int
createCoordo :: [String] -> String
createCoordo l = concat $ intersperse "\t" [l!!1,l!!2,l!!3,l!!4]
writeSummaryTableDet :: FilePath -> IO ()
writeSummaryTableDet fp = do
let lw = ((dropExtension fp) ++ ".LWvsLL")
lwd = ((dropExtension fp) ++ ".LWdvsLL")
lwnd = ((dropExtension fp) ++ ".LWdNotvsLL")
a<-findMLW3 lw
b<-findMLWpos lw
c<-findMLWneg lw
d<-findMLW3o lw
a2<-findMLW3 lwd
b2<-findMLWpos lwd
c2<-findMLWneg lwd
d2<-findMLW3o lwd
a3<-findMLW3 lwnd
b3<-findMLWpos lwnd
c3<-findMLWneg lwnd
d3<-findMLW3o lwnd
let alll = show a ++ "\t" ++ show b ++ "\t" ++ show c ++ "\t" ++ show d ++ "\n" --("\tLW\tLWo\tLWd\tLWnd\nMLW\t") ++
let det = show a2 ++ "\t" ++ show b2 ++ "\t" ++ show c2 ++ "\t" ++ show d2 ++ "\n" --("MLW3\t") ++
let tro = show a3 ++ "\t" ++ show b3 ++ "\t" ++ show c3 ++ "\t" ++ show d3 ++ "\n" --("MLW3\t") ++
writeFile ((dropExtension fp) ++ ".sumLWsDET")(alll ++ det ++ tro)--
return()
writeSummaryTableTypes :: FilePath -> IO ()
writeSummaryTableTypes fp = do
let lw = ((dropExtension fp) ++ ".LWvsLL")
lwo = ((dropExtension fp) ++ ".LWovsLL")
lwd = ((dropExtension fp) ++ ".LWdvsLL")
lwnd = ((dropExtension fp) ++ ".LWdNotvsLL")
a<- findMLWn2 lw
b<-findMLWn2 lwo
c<-findMLWn2 lwd
d<-findMLWn2 lwnd
a2<- findMLW3 lw
b2<-findMLW3 lwo
c2<-findMLW3 lwd
d2<-findMLW3 lwnd
let mlws = show a ++ "\t" ++ show b ++ "\t" ++ show c ++ "\t" ++ show d ++ "\n" --("\tLW\tLWo\tLWd\tLWnd\nMLW\t") ++
let mlw3s = show a2 ++ "\t" ++ show b2 ++ "\t" ++ show c2 ++ "\t" ++ show d2 ++ "\n" --("MLW3\t") ++
writeFile ((dropExtension fp) ++ ".sumLWs")(mlws ++ mlw3s)--
return()
writeTableLWd :: FilePath -> IO ()
writeTableLWd fp = do
loops<-readLoopList ((dropExtension fp) ++ ".loops")
fw<-fileToFoodweb ((dropExtension fp) ++ ".fw")
--putStr("fw\n")
let ds = map deathRate $ info fw
--putStr(show ds ++ "\n")
let detRow = findIndex (==0) ds
--putStr(show detRow ++ "\n")
let loopsD = filter (/= []) $ map (filterDetritus (fromJust detRow)) loops
loopsDV = filter (/=[]) $ map (filterDetrivoreNotStr fw) loopsD
putStr(show (length (loopsDV)) ++ " loopsDV\n"++ show (length (loops)) ++ " loops\n" ++ show (length (loopsD)) ++ " loopsD\n")
let x = map createCoord loopsDV
--putStr(show x++"\n")
writeFile ( (dropExtension fp) ++ ".LWdvsLL") (unlines x)
return()
filterDetrivoreNot :: Foodweb -> Loop -> Loop
filterDetrivoreNot fw l = if (groupElem de es) then [] else l -- if (length de) >=1 then () else l
where
e = getEdges fw
de = getDetrEdges n e
n = fromJust $ detRow fw
es = loopToEdges l
filterDetrivoreNotStr :: Foodweb -> [String] -> [String]
filterDetrivoreNotStr fw []= []
filterDetrivoreNotStr fw l = if (groupElem de es) then [] else l -- [f (head (head (convertToList ll!!0))) detRow] ++ [filterDetritus f (tail ll)
detRow]
where
de = getDetrEdges n (getEdges fw)
n = fromJust $ detRow fw
es = loopToEdges $ (convertToLoop (head l))
writeTableLWdNot :: FilePath -> IO ()
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writeTableLWdNot fp = do
loops<-readLoopList ((dropExtension fp) ++ ".loops")
fw<-fileToFoodweb ((dropExtension fp) ++ ".fw")
--putStr("fw\n")
let ds = map deathRate $ info fw
--putStr(show ds ++ "\n")
let detRow = findIndex (==0) ds
--putStr(show detRow ++ "\n")
let loopsD = filter (/= []) $ map (filterDetritusNot (fromJust detRow)) loops
loopsDV = filter (/=[]) $ map (filterDetrivoreStr fw) loops
loopsAll = loopsD -- ++ loopsDV
--putStr(show loopsD ++ "loopsD\n")
let x = map createCoord loopsAll
--putStr(show x++"\n")
writeFile ( (dropExtension fp) ++ ".LWdNotvsLL") (unlines x)
return()
filterDetrivore :: Foodweb -> Loop -> Loop
filterDetrivore fw l = if (length de) >=1 then (if (groupElem de es) then l else []) else []
where
e = getEdges fw
de = getDetrEdges n e
n = fromJust $ detRow fw
es = loopToEdges l
filterDetrivoreStr :: Foodweb -> [String] -> [String]
filterDetrivoreStr fw []= []
filterDetrivoreStr fw l = if (groupElem de es) then l else [] -- [f (head (head (convertToList ll!!0))) detRow] ++ [filterDetritus f (tail ll)
detRow]
where
de = getDetrEdges n (getEdges fw)
n = fromJust $ detRow fw
es = loopToEdges $ (convertToLoop (head l))
filterDV :: Foodweb -> [String] -> [String]
filterDV fw []= []
filterDV fw l = undefined
filterDetritus :: Int -> [String] -> [String]
filterDetrius detRow []= []
filterDetritus detRow l = if (elem detRow (convertToList (head l))) then l else [] -- [f (head (head (convertToList ll!!0))) detRow] ++ [
filterDetritus f (tail ll) detRow]
getEdges :: Foodweb -> Graph
getEdges fw = edges
where
edges = graphFromMatrix n (wij fw)
n = length (wij fw) --fromJust $ detRow fw
getDetrEdges :: Int ->Graph-> Graph
getDetrEdges a [] = []
getDetrEdges n e = if ((fst (head e)) == n) then [head e] ++ (getDetrEdges n (tail e)) else (getDetrEdges n (tail e))
getDetrEdgesFw :: Foodweb -> Graph
getDetrEdgesFw fw =getDetrEdges (fromJust (detRow fw)) (getEdges fw)
detRow :: Foodweb -> Maybe Int
detRow fw = findIndex (==0)$ map deathRate $ info fw
loopToEdges2 :: Loop -> Graph
loopToEdges2 [] = []
loopToEdges2 l = if ((length l) > 1) then [(head l ,head (tail l))] ++ loopToEdges2 ((tail l)) else []
loopToEdges :: Loop -> Graph
loopToEdges l = loopToEdges2 l ++ [(last l, head l)]
justLoops :: [String] -> [String]
justLoops ll =undefined -- ( map head ll )-- :: [Loop]
groupElem :: (Eq a) => [a] -> [a] -> Bool
groupElem _ [] = False
groupElem [] l2 = False
groupElem l1 l2 = if elem (head l1) l2 then True else (groupElem (tail l1) l2)
notGroupElem :: (Eq a) => [a] -> [a] -> Bool
notGroupElem [] _ = False
notGroupElem l1 l2 = if notElem (head l1) l2 then True else (notGroupElem (tail l1) l2)
writeTableLWdNotONot :: FilePath -> IO ()
writeTableLWdNotONot fp = do
loops<-readLoopList ((dropExtension fp) ++ ".loops")
fw<-fileToFoodweb ((dropExtension fp) ++ ".fw")
--putStr("fw\n")
let ds = map deathRate $ info fw
--putStr(show ds ++ "\n")
let detRow = findIndex (==0) ds
--putStr(show detRow ++ "\n")
let loopsD = filter (/= []) $ map (filterNoDetritusNorOmni (fromJust detRow)) loops
--putStr(show loopsD ++ "loopsD\n")
let x = map createCoord loopsD
--putStr(show x++"\n")
writeFile ( (dropExtension fp) ++ ".LWdNotOvsLL") (unlines x)
return()
filterNoDetritusNorOmni :: Int -> [String] -> [String]
filterNoDetritusNorOmni detRow []= []
filterNoDetritusNorOmni detRow l = filterOmniNot $ filterDetritusNot detRow l
filterDetritusNot :: Int -> [String] -> [String]
filterDetritusNot detRow []= []
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filterDetritusNot detRow l = if (notElem detRow (convertToList (head l))) then l else [] -- [f (head (head (convertToList ll!!0))) detRow] ++ [
filterDetritus f (tail ll) detRow]
convertToList :: String -> [Int]
convertToList str = read str :: [Int]
convertToLoop :: String -> Loop
convertToLoop str = read str :: Loop
findMLW :: FilePath -> IO (Double)
findMLW fp =do
ls<-readLoopList fp
let ts = ((transpose ls)!!1)
let weights = map read ts:: [Double]
let res = maximum (weights)
return (res)
findMLWn2 :: FilePath -> IO (Double)
findMLWn2 fp = do
ls <-readLoopList fp --
let lsn2 = (map filterNot2s ls)
res = maximum (lsn2)
return(res)
findMLW3 :: FilePath -> IO (Double)
findMLW3 fp = do
ls <-readLoopList fp --
let lsn2 = (map filter3s ls)
res = maximum (lsn2)
return(res)
findMLW3o :: FilePath -> IO (Double)
findMLW3o fp = undefined
findMLWpos :: FilePath -> IO (Double)
findMLWpos fp = undefined
findMLWneg :: FilePath -> IO (Double)
findMLWneg fp = undefined
filteros :: [String] -> Double
filteros ls = undefined
filterpos :: [String] -> Double
filterpos ls = undefined
filterneg :: [String] -> Double
filterneg ls = undefined
filterNot2s :: [String] -> Double
filterNot2s ls = if ((ls!!0) /="2") then (read (ls!!1) :: Double) else 0
filter3s :: [String] -> Double
filter3s ls = if ((ls!!0) =="3") then (read (ls!!1) :: Double) else 0
G.3 Feeding Strategies Code
G.3.1 R code
read.stabs<-function(ns,fp)
{
res<-list()
for(i in 1:length(ns))
{
res[[i]]<-read.delim(file=paste(fp,ns[i],sep=""),header=FALSE)
}
res2<-matrix(NA,length(res),1)
for(j in 1:length(res))
{
res2[j,]<-as.numeric(res[[j]])
}
return(res2)
}
read.fw<-function(n1)
{
a<-as.matrix(read.delim(paste("c:/emily/loopy/",n1,sep=""),header=FALSE))
n<-(nrow(a)-2)/3
cat(n,"\n")
a2p<-list()
a2p[[1]]<-as.matrix(a[1:n,1])
a2p[[2]]<-matrix(as.numeric(a[(n+2):(2*n+1),1:5]),n,5)
a2p[[3]]<-matrix(as.numeric(a[(2*n+3):(3*n+2),1:8]),n,n)
return(a2p)
}
deathtypes<-function(fw)#where sc is a list of size classes (vols
{
windows()
par(mfrow=c(2,3))
types<-matrix(NA,7,2)
rownames(types)<-c("ideal","birds","fish","invertebrates","mammals","plants","phyto")
types[,1]<-c(-0.25,-0.2,-0.27,-0.26,-0.24,-0.3,-0.22)
types[,2]<-c(1,-2.37,1.17,0.91,-1.3,-0.48,-2.18)
sc<-c(8,21,90,6.25,225,25)
n<-length(sc)
res<-list()
for(i in 1:7)
{
fw1a<-fw
fw1a[[2]][1:n,2]<-estdeath.vec(types[i,],sc)
fw1<-find.all.stab.basic(fw1a)
persp(fw1,zlim=c(0,1),theta=145,col=5,shade=0.4,main=paste(rownames(types)[i]))
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res[[i]]<-fw1
}
return(res)
}
estdeath.vec<-function(para,sc)
{
n<-length(sc)
res<-c(1:n)
for(i in 1:n)
{
res[i]<-estdeath(para,sc[i])
}
return(res)
}
estdeath<-function(para,sc)
{
m1<-para[1]
c1<-para[2]
res<-exp(c1)*scˆm1
return(res)
}
oom.f<-function(fw,spn,f)
{
fw.p1<-fw
fw.p1.1[[2]][spn,5]<-fw.p1[[2]][spn,5]*f
fw.p1<-find.all.stab.basic(fw.p1.1)
persp(fw.p1,zlim=c(0,1),theta=145,col=5,shade=0.4)
return(fw.p1)
}
oomd<-function(fw,spn)
{
fw.p1.1<-fw
fw.p1.in.1<-fw
fw.p1.de.1<-fw
fw.p1.in.1[[2]][spn,2]<-fw.p1[[2]][spn,2]*10
fw.p1.de.1[[2]][spn,2]<-fw.p1[[2]][spn,2]/10
fw.p1<-find.all.stab.basic(fw.p1.1)
fw.p1.in<-find.all.stab.basic(fw.p1.in.1)
fw.p1.de<-find.all.stab.basic(fw.p1.de.1)
#par(mfrow=c(1,3))
persp(fw.p1.in,zlim=c(0,1),theta=145,col=5,shade=0.4)
persp(fw.p1,zlim=c(0,1),theta=145,col=5,shade=0.4)
title(paste(fw[[1]][spn,]))
persp(fw.p1.de,zlim=c(0,1),theta=145,col=5,shade=0.4)
return(list(fw.p1.in,fw.p1,fw.p1.de))
}
oomd.in<-function(fw,spn,ds)
{
fw.p1.1<-fw
fw.p1.1[[2]][spn,2]<-ds
fw.p1<-find.all.stab.basic(fw.p1.1)
#par(mfrow=c(1,3))
persp(fw.p1,zlim=c(0,1),theta=145,col=5,shade=0.4)
title(paste(fw[[1]][spn,]))
}
oom.in<-function(fw,spn,bs)
{
fw.p1.1<-fw
fw.p1.1[[2]][spn,5]<-fw.p1[[2]][spn,5]*bs
fw.p1<-find.all.stab.basic(fw.p1.1)
#par(mfrow=c(1,3))
persp(fw.p1,zlim=c(0,1),theta=145,col=5,shade=0.4)
title(paste(fw[[1]][spn,]))
return(fw.p1)
}
all.sp<-function(d)
{
stabs<-matrix(NA,nrow(d[[1]])-1,1)
s1<-change.prop(d,0.01,0.01)
for(i in 1:(nrow(d[[1]])-1))
{
#cat(i,"\n")
stabs[i,]<-change.prop2(repeat.species(d,i),0.01,0.01)
}
return(list(stabs,s1))
}
all.sp.sw<-function(d)
{
stabs<-matrix(NA,nrow(d[[1]])-1,1)
s1<-mean(s.dp(com.mat(d)))
for(i in 1:(nrow(d[[1]])-1))
{
#cat(i,"\n")
stabs[i,]<-mean(s.dp(com.mat(repeat.species(d,i))))
}
return(list(stabs,s1))
}
oneper<-function(fw,fb1,n)
{
res1<-find.all.stab.fb2(fw,fb1,n)
res2-find.all.stab.fb2(fw,fb1+mean(fb1)*0.01,n)
x<-mean(res1-res2)
return(list(res1,res2,x))
}
onepermean<-function(fw1,tf)
{
n<-list()
norm<-find.all.stab.fb2(fw1,tf*1000*c(1,1,1,1,1,1),5)
n[[6]]<-find.all.stab.fb2(fw1,tf*1000*c(1,1,1,1,1,1+mean(tf)*0.01),5)
n[[5]]<-find.all.stab.fb2(fw1,tf*1000*c(1,1,1,1,1+mean(tf)*0.01,1),5)
n[[4]]<-find.all.stab.fb2(fw1,tf*1000*c(1,1,1,1+mean(tf)*0.01,1,1),5)
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n[[3]]<-find.all.stab.fb2(fw1,tf*1000*c(1,1,1+mean(tf)*0.01,1,1,1),5)
n[[2]]<-find.all.stab.fb2(fw1,tf*1000*c(1,1+mean(tf)*0.01,1,1,1,1),5)
n[[1]]<-find.all.stab.fb2(fw1,tf*1000*c(1+mean(tf)*0.01,1,1,1,1,1),5)
means<-matrix(NA,6,2)
for(i in 1:6)
{
means[i,1]<-mean(norm-n[[i]])
means[i,2]<-sd(as.vector(norm-n[[i]]))/5
}
return(means)
}
create.biomass<-function(ac,tf,frr,av)
{
res<-matrix(NA,6,1)
for(i in 1:6)
{
res[i,]<-ac*tf[i]*(ifelse(i<=3,frr,(1-frr)))*(ifelse(i<=3,av[1],av[2]))
}
return(res)
}
modify.biomass<-function(fw,bm)
{
res<-fw
res[[2]][1:6,5]<-bm
return(res)
}
oom<-function(fw,spn)
{
fw.p1.1<-fw
fw.p1.in.1<-fw
fw.p1.de.1<-fw
fw.p1.in.1[[2]][spn,5]<-fw.p1[[2]][spn,5]*10
fw.p1.de.1[[2]][spn,5]<-fw.p1[[2]][spn,5]/10
fw.p1<-find.all.stab.basic(fw.p1.1)
fw.p1.in<-find.all.stab.basic(fw.p1.in.1)
fw.p1.de<-find.all.stab.basic(fw.p1.de.1)
par(mfrow=c(1,3))
persp(fw.p1.in,zlim=c(0,1),theta=145,col=5,shade=0.4)
persp(fw.p1,zlim=c(0,1),theta=145,col=5,shade=0.4)
title(paste(fw[[1]][spn,]))
persp(fw.p1.de,zlim=c(0,1),theta=145,col=5,shade=0.4)
return(list(fw.p1.in,fw.p1,fw.p1.de))
}
change.prop<-function(d,c1,c2,c3=0)#where c1 is the proportion of osmotrophic feeding for frond, c2 for rangeo and c3 is amount rangeo is in watercol
{
n<-length(d[[1]])
for(i in 1:3)
{
d[[2]][i,3]<-mean(c1*1+(1-c1)*0.8) #averages out a_i on feeding type
d[[2]][i,4]<-mean(c1*0.3+(1-c1)*0.11) #averages out e_i on feeding type
d[[2]][(i+3),3]<-mean(c2*1+(1-c2)*0.8) #averages out a_i on feeding type
d[[2]][(i+3),4]<-mean(c2*0.3+(1-c2)*0.11) #averages out e_i on feeding type
}
for(i in 7:9)#the microbes in the water column
{
d[[3]][i,1:3]<-(1-c1)*100 #proportion sus feeding
d[[3]][i,4:6]<-(1-c2)*100#*(1-c3) #proportion sus feeding
}
for(i in 1:3)
{
d[[3]][n,i]<-c1*100#*9/10 #prop osmo feeding in surface waters for frond
d[[3]][n,(i+3)]<-c2*100#/2#*c3# #prop osmo feeding from surface waters
}
commat<-com.mat(d)
stab<-mean(s.dp(commat))
return(stab)
}
generate.biomass.cf<-function(n,cf=4.5)#where b1 is a list of biomasses of ediacaran species
{
#n<-length(b1)
res<-matrix(NA,n,1)
incr<-1/(n-1)
incrs<-seq(0,1,incr)
res1<-equ(incrs,4.5)
#cat(sum(res1),"\n")
res<-res1/sum(res1)
#cat(sum(res))
return(res)
}
generate.net<-function(data1,n.gen,cf=4.5)#n.gen is number of ediacarans to generate, assume 3 planktonic, one mm and one doc
{
n.org<-length(data1[[1]])-5
fw<-list()
fw[[1]]<-matrix(NA,(n.gen+5),1)#fw<-data1
fw[[1]][1:n.gen,]<-matrix("Edicaran",n.gen,1)
fw[[1]][(n.gen+1):(n.gen+5),]<-data1[[1]][(n.org+1):(n.org+5),]
fw[[2]]<-matrix(0,(n.gen+5),5)
fw[[2]][(n.gen+1):(n.gen+5),]<-data1[[2]][(n.org+1):(n.org+5),]
b.total<-sum(data1[[2]][1:n.org,5])
d.mean<-mean(data1[[2]][1:n.org,2])
fw[[2]][1:n.gen,2]<-matrix(d.mean,n.gen,1) #changes death rates so all equal
fw[[2]][1:n.gen,5]<-b.total*generate.biomass.cf(n.gen,cf)
fw[[3]]<-matrix(0,(n.gen+5),(n.gen+5))
fw[[3]][(n.gen+1):(n.gen+5),(n.gen+1):(n.gen+5)]<-data1[[3]][(n.org+1):(n.org+5),(n.org+1):(n.org+5)]
return(fw)
}
find.all.stab.basic<-function(data1)
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{ans<-matrix(NA,10,10)
for(i in 1:10)
{
for(j in 1:10)
{
ans[i,j]<-change.prop(data1,i/10,j/10,n)
}
}
return(ans)
}
read.fw.n<-function(filename,n.sp)
{
a<-as.matrix(read.delim(paste("c:/emily/loopy/",filename,sep=""),header=FALSE))
n<-n.sp#(nrow(a)-2)/3
cat(n,"\n")
a2p<-list()
a2p[[1]]<-as.matrix(a[1:n,1])
cat(n,"\n")
a2p[[2]]<-matrix(as.numeric(a[(n+2):(2*n+1),1:5]),n,5)
cat(n,"\n")
a2p[[3]]<-matrix(as.numeric(a[(2*n+3):(3*n+2),1:n]),n,n)
cat(n,"\n")
return(a2p)
}
biomass.oom.all.per<-function(fw1,filename)#where v1 is the species numbers in a vector form
{
for(i in 100:1)
{
fws<-list()
fwC1<-change.biomass(fw1,1,i/100)
fwC2<-change.biomass(fwC1,2,i/100)
fwC3<-change.biomass(fwC2,3,i/100)
outfile <- paste("c:/emily/loopy/",filename,"/",filename,"_per_",format(i/100),".fw",sep="")
write.fw(fwC3,outfile)
}
#run.loopy(outfile)
return(fwC3)
}
run.osmo.per.sp<-function(fw1,sp,no.ed,freq,filename)
{
for(i in 1:freq)#this writes out the commats for the below stuff
{
res1<-change.prop.sp(fw1,sp,no.ed,(i)/freq)
outfile <- paste("c:/emily/loopy/",filename,"_",format((i)/freq),".fw",sep="")
write.fw(res1,outfile)
cat(i,"\n")
}
return(fw1)
}
sp.feeding<-function(n.ed)
{
res<-expand.grid(rep(list(0:1),n.ed))
return(res)
}
write.fw.all.feed.perm<-function(fw1,n.ed,filename)
{
all.perm<-sp.feeding(n.ed)
for(i in 1:nrow(all.perm))
{
write.fw.perm(fw1,n.ed,all.perm[i,],filename)
}
}
write.fw.perm<-function(fw1,n.ed,perm,filename)# 0 is osmo, 1 is sf
{
fw.res<-fw1
for(i in 1:n.ed)
{
fw.res[[2]][i,3]<- ifelse(perm[i]==0,1,0.9) # if osmo then set eff as osmo, else sf
fw.res[[2]][i,4]<- ifelse(perm[i]==0,0.3,0.1) # if osmo then set eff as osmo, else sf
fw.res[[3]][(n.ed+1):(n.ed+3),i]<- ifelse(perm[i]==0,0,33.33)
fw.res[[3]][(n.ed+5),i]<- ifelse(perm[i]==0,100,0)
perm.out<-paste(perm,collapse="")
outfile <- paste("c:/emily/loopy/",filename,"_perm_",perm.out,".fw",sep="")
write.fw(fw.res,outfile)
}
return(fw.res)
}
run.osmo.per<-function(fw1,freq,filename)
{
for(i in 1:freq)#this writes out the commats for the below stuff
{
res1<-change.prop(fw1,(i-1)/freq)
outfile <- paste("c:/emily/loopy/",filename,"_",format((i)/freq),".fw",sep="")
write.fw(res1,outfile)
cat(i,"\n")
}
return(fw1)
}
change.deathrate<-function(fw1,i,delta)
{
fw1[[2]][i,5]<-delta*fw1[[2]][i,2]
return(fw1)
}
deathrate.oom<-function(fw1,v1,filename)#where v1 is the species numbers in a vector form
{
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fws<-list()
for(i in 1:length(v1))
{
fwC<-change.deathrate(fw1,v1[i],10)
outfile <- paste("c:/emily/loopy/",filename,"/",filename,"_d_in_",format(i),".fw",sep="")
write.fw(fwC,outfile)
fwC2<-change.deathrate(fw1,v1[i],0.100)
outfile <- paste("c:/emily/loopy/",filename,"/",filename,"_d_de_",format(i),".fw",sep="")
write.fw(fwC2,outfile)
}
return(fwC)
}
biomass.oom<-function(fw1,v1,filename)#where v1 is the species numbers in a vector form
{
fws<-list()
for(i in 1:length(v1))
{
fwC<-change.biomass(fw1,v1[i],10)
outfile <- paste("c:/emily/loopy/",filename,"/",filename,"_in_",format(i),".fw",sep="")
write.fw(fwC,outfile)
fwC2<-change.biomass(fw1,v1[i],0.10)
outfile <- paste("c:/emily/loopy/",filename,"/",filename,"_de_",format(i),".fw",sep="")
write.fw(fwC2,outfile)
}
return(fwC)
}
biomass.oom.all<-function(fw1,filename)#where v1 is the species numbers in a vector form
{
fws<-list()
fwC1<-change.biomass(fw1,1,10)
fwC2<-change.biomass(fwC1,2,10)
fwC3<-change.biomass(fwC2,3,10)
outfile <- paste("c:/emily/loopy/",filename,"/",filename,"_in_all",".fw",sep="")
write.fw(fwC3,outfile)
fwC4<-change.biomass(fw1,1,0.10)
fwC5<-change.biomass(fwC4,2,0.10)
fwC6<-change.biomass(fwC5,3,0.10)
outfile <- paste("c:/emily/loopy/",filename,"/",filename,"_de_all",".fw",sep="")
write.fw(fwC6,outfile)
return(fwC6)
}
change.biomass<-function(fw1,i,delta)
{
fw1[[2]][i,5]<-delta*fw1[[2]][i,5]
return(fw1)
}
change.sp.feeding<-function(fw1,n,filename)#where n is the species number, 1 2 or 3
{
res<-list()
fw1.os<-fw1
fw1.sf<-fw1
fw1.os[[2]][n,3:4]<-c(1,0.3)
fw1.sf[[2]][n,3:4]<-c(0.9,0.1)
fw1.os[[3]][4:6,n]<-0
fw1.os[[3]][8,n]<-100
fw1.sf[[3]][4:6,n]<-33.33
fw1.sf[[3]][8,n]<-0
outfile <- paste("c:/emily/loopy/",filename,"_os_",format(n),".fw",sep="")
write.fw(fw1.os,outfile)
outfile <- paste("c:/emily/loopy/",filename,"_sf_",format(n),".fw",sep="")
write.fw(fw1.sf,outfile)
res[[1]]<-fw1.os
res[[2]]<-fw1.sf
return(res)
}
change.sp.feeding.all.ed<-function(fw1,filename)#assume 3 ediacran species, 1 protozoa
{
res<-list()
os.feed<-matrix(NA,3,2)
sf.feed<-matrix(NA,3,2)
for(i in 1:3)
{
os.feed[i,]<-c(1,0.3)
sf.feed[i,]<-c(0.9,0.1)
}
fw1.os<-fw1
fw1.sf<-fw1
fw1.os[[2]][1:3,3:4]<-os.feed
fw1.sf[[2]][1:3,3:4]<-sf.feed
fw1.os[[3]][4:6,1:3]<-0
fw1.os[[3]][8,1:3]<-100
fw1.sf[[3]][4:6,1:3]<-33.33
fw1.sf[[3]][8,1:3]<-0
outfile <- paste("c:/emily/loopy/",filename,"_3os.fw",sep="")
write.fw(fw1.os,outfile)
outfile <- paste("c:/emily/loopy/",filename,"_3sf.fw",sep="")
write.fw(fw1.sf,outfile)
res[[1]]<-fw1.os
res[[2]]<-fw1.sf
return(res)
}
change.sp.feeding.all.ed(avalonSF,"avalonSF")
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