Investigations into the mechanisms of memory formation have abided by the central tenet of the consolidation theory-that memory formation occurs in stages which differ in their requirement for protein synthesis. The current most widely accepted hypothesis posits that new memories are encoded as neural activity-induced changes in synaptic efficacy, and stabilization of these changes requires de novo protein synthesis. However, the basic assumptions of this view have been challenged by concerns regarding the specificity of the effects of the protein synthesis inhibitors used to support the claim. Studies on immediate-early genes (IEGs), in particular Arc, provide a distinct and independent perspective on the issue of the requirement of new protein synthesis in synaptic plasticity and memory consolidation. The IEG Arc and its protein are dynamically induced in response to neuronal activity, and are directly involved in synaptic plasticity and memory consolidation. Although we provide extensive data on Arc's properties to address the requirement of genomic and proteomic responses in memory formation, Arc is merely one element in a network of genes that interact in a coordinated fashion to serve memory consolidation. From gene expression and other studies, we propose the view that the stabilization of a memory trace is a continuous and ongoing process, which does not have a discrete endpoint and cannot be reduced to a single deterministic ''molecular cascade''. Rather, memory traces are maintained within metastable networks, which must integrate and update past traces with new ones. Such an updating process may well recruit and use many of the plasticity mechanisms necessary for the initial encoding of memory.
Introduction
The theory of memory consolidation-that memory formation proceeds in stages and the stability and strength of newly formed memories increase with passage of time-has guided contemporary investigations into the neurobiological bases of learning and memory. The hypothesis originated from observations in human subjects in which interference introduced during a limited time after learning disrupted retention of learned information (Mü ller & Pilzecker, 1900) . The term consolidation was adopted to describe the post-learning processes of memory stabilization. The idea was elaborated in later experiments when electroconvulsive shock administered to rodents at various time points post-training confirmed susceptibility of memory traces to interference at early, but not later, time points after learning (Duncan, 1949; Gerard, 1949) . Thereafter, many investigations focused on identifying the molecular, cellular, and systems events and interactions, at successive time points post-learning, to address the mechanisms of memory consolidation (McGaugh, 2000) .
Protein synthesis inhibitors (PSIs) became an important tool in the research on memory and consolidation since the seminal work of Agranoff, Davis, and Brink (1965) who administered the PSI puromycin into goldfish and demon-strated a time-limited impairment of long-term memory. The obvious inference from this study was that long-term memory requires de novo protein synthesis whereas shortterm memory does not. This study and others (Davis & Squire, 1984; Flexner, Flexner, & Stellar, 1963; Goelet, Castellucci, Schacher, & Kandel, 1986) solidified the current and widely accepted model of memory consolidation, in which initially weak connections between newly recruited neurons become strengthened and stable in a de novo protein synthesis-dependent manner. The necessary cellular responses involved include activation of secondmessenger systems, new RNA transcription, and protein synthesis. The mechanisms of stabilizing memory traces at the cellular level are referred to as ''synaptic consolidation'' (Dudai, 2004; Frankland & Bontempi, 2005) . This is distinct from another form of consolidation, ''systems'' consolidation (Frankland & Bontempi, 2005) , which denotes a reorganization of memory traces between brain regions. Although the terms ''synaptic'' and ''systems'' consolidation describe phenomena at different levels of analysis, the two processes may share similar mechanisms and occur in parallel. Reorganization of memory traces between brain regions (''systems'') may require modifications of connections (''synaptic'') within those networks. Here, we review the role of gene expression in memory with a focus at the ''synaptic'' consolidation level.
Some of the key support for the consolidation hypothesis came from studies examining the effects of PSIs on long-term memory. However, concerns about the technical issues and limits associated with the use of PSIs have been raised and brought on alternative explanations/ hypotheses (Davis & Squire, 1984; Gold, 2006; Routtenberg & Rekart, 2005) . For example, non-specific and toxic effects of PSIs (Gold, 2006; Routtenberg & Rekart, 2005; Rudy, Biedenkapp, Moineau, & Bolding, 2006) render uncertainties about whether the memory impairments observed in such studies are in fact due to direct inhibition of de novo protein synthesis. PSIs may not just inhibit new synthesis of proteins, but also induce kinase activation and apoptosis along with other unspecified effects (Rudy et al., 2006) . As such, PSIs may selectively target active neurons made susceptible by their recent activity at the time of encoding and produce permanent alterations manifested as poor performance on retention testing (Rudy et al., 2006) . Several studies reported a pharmacological ''rescue'' of PSI-induced amnesia and a lack of effects of PSIs on memory retention when training parameters were adjusted (reviewed in: Gold, 2006; Routtenberg & Rekart, 2005) . These findings cast doubt on the requirement of de novo protein synthesis in memory consolidation. An alternative hypothesis proposes ''post-translational protein modification (PTM)'' of existing proteins as the only critical mechanisms for longterm memory (Routtenberg & Rekart, 2005) . The PTM model suggests that modifications of proteins already present at activated synapses is necessary and sufficient for long-term memory, and that de novo transcription and translation merely serve a replenishment role. Another alternative suggests that de novo protein synthesis is critical in modulation, rather than consolidation, of memory, and it does not constitute the actual ''substrate'' of the memory trace (Gold, 2006) . This suggestion explains the rescue of PSI-induced amnesia by pharmacological and training parameter manipulations. One must caution, however, that such pharmacological rescues of PSI-induced amnesia with drugs such as amphetamine result in an altered brain state, and do not necessarily speak to how the brain normally processes information to form memories. The central issue of discussion in this article is whether newly synthesized proteins play an ''instructive'' role in the form of enabling plastic processes, as opposed to a ''permissive'' role, in the form of replenishment.
Nonspecific global and noxious effects of PSIs do confound interpretations of studies using these agents, but they do not necessarily rule out the requirement of de novo protein synthesis for formation of long-term memory. While the discussion over the methodological limitations associated with use of PSIs could ensue endlessly, contemporary studies employing sophisticated molecular biology techniques offer alternative approaches to test the question of whether memory consolidation requires ''instructive'' protein synthesis induced by neuronal activity. Specifically, studies examining the role of dynamically expressed immediate-early genes (IEGs) and proteins in memory processes address the issue of requirement for genomic and proteomic responses to activity in formation of long-term memory. Whereas concerns about non-specific targets of PSIs have been raised to dispute the contribution of de novo translation to synaptic plasticity, IEG studies counter these arguments by showing memory impairments after selectively blocking expression of specific IEG proteins, thus minimizing global toxic effects. Here, we demonstrate that IEG studies provide an independent perspective on the validity of the memory consolidation hypothesis and support for the requirement of activity/experience-dependent genomic responses for long-term memory. We start with an overview of IEGs and show how their induction profiles and cellular functions serve synaptic plasticity mechanisms thought to be necessary for long-term memory. Then, we review studies examining one particular IEG, Arc, and how the findings provide support for the requirement of a genomic response in memory consolidation. Furthermore, we describe how IEG/Arc studies can transcend levels of analysis, from the molecular to systems levels, to form an integrated view of memory function. Finally, we discuss how gene expression studies stimulate the idea that orchestrated expression of multiple activity-regulated genes is critical for gating synaptic plasticity and the ability of neurons to encode and store new information. Based on gene expression and other studies, we propose a dynamic model of memory, which integrates molecular, cellular, and systems level interactions underlying long-term memory (Fig. 1) .
A general introduction to immediate-early genes
Neurons are distinct from other cells in that they actively propagate electrical impulses over distance (action potentials) and communicate across specialized connections (synapses) using chemical messengers (neurotransmitters). Complex neuronal signal transduction machinery converts the chemical signal back to electrical potentials and induces long-lasting modification of cellular properties including the machinery itself. These mechanisms contribute to unique features of neurons as networked signaling elements. The activation of a neuron and its recruitment into an ensemble representing a particular memory initiates a mechanism for long-term modification of synaptic responses aimed to maintain the coherence of that ensemble (Fig. 1) . IEG expression is one of the steps in the cascade of cellular events comprising this mechanism (Clayton, 2000; Guzowski, 2002; Tischmeyer & Grimm, 1999) . Operationally, IEGs are defined as those genes of which transcription can be induced in the presence of PSIs, thereby do not require de novo protein synthesis or previous activation of any other responsive genes. The tight coupling of IEG expression to patterned synaptic activity and their putative cellular functions make IEGs attractive candidates for critical components of synaptic plasticity processes underlying long-term memory.
IEG induction
IEG transcription is initiated by patterned synaptic activity that induces long-term synaptic plasticity (Abraham et al., 1993; Worley et al., 1993) . Neurotransmitter binding to postsynaptic receptors, or action potential firing following integration of postsynaptic potentials (Adams & Dudek, 2005) , results in an influx of extracellular Ca 2+ or release of Ca 2+ from intracellular stores (Berridge, 1998 ) and sets off a signal transduction cascade involving postsynaptic second-messengers and activation of protein kinases. Some of these kinases regulate nuclear gene expression, including protein kinase A (Delghandi, Johannessen, & Moens, 2005; Shaywitz & Greenberg, 1999) , mitogen-activated protein kinase (Cammarota et al., 2000; Davis & Laroche, 2006; Davis, Vanhoutte, Pages, Caboche, & Laroche, 2000; Sweatt, 2001; Wu, Deisseroth, & Tsien, 2001) , and calcium-and calmodulindependent kinase IV (Deisseroth, Heist, & Tsien, 1998; Ginty, 1997; Soderling, Chang, & Brickey, 2001) . Activated kinases target specific constitutive regulatory transcription factors (RTFs) in the nucleus, such as the cAMP response element binding protein (CREB) and serum response factor (SRF). RTFs then bind to promoter regions of IEGs (CREB to CRE and SRF to SRE) and confer responsiveness to second messengers or growth factors (Finkbeiner & Greenberg, 1998; Shaywitz & Greenberg, 1999) . Activated RTFs are then capable of recruiting the transcriptional machinery (Finkbeiner & Greenberg, 1998; Ginty, 1997) , thereby initiating IEG transcription. Increased levels of IEG transcription have been observed within minutes of stimulation both in vitro (Greenberg, Ziff, & Greene, 1986) and in vivo (Guzowski, McNaughton, Barnes, & Worley, 1999; Vazdarjanova, McNaughton, Barnes, Worley, & Guzowski, 2002) .
Cellular functions of IEGs
IEGs encode a diverse range of proteins including activity-induced RTFs, structural proteins, signal transduction proteins, growth factors, and enzymes. Initial studies of IEGs in the brain focused on activity-induced RTFs, such as c-fos, c-jun, and zif268 (also known as Krox-24, Egr1, NGFI-A, and zenk, in avian species) (Tischmeyer & Grimm, 1999) . Subsequent cloning of brain/neuron-specific IEGs revealed those that encode proteins with a diverse range of cellular functions (Lanahan & Worley, 1998; Nedivi, Hevroni, Naot, Israeli, & Citri, 1993) ; these non-RTF IEGs are called ''effector IEGs'' and include Arc, Homer 1a, tissue-plasminogen activator (TPA), Narp, and BDNF. By definition, RTF IEGs regulate transcription of other genes. RTF IEGs are speculated to drive expression of delayed effector genes (Clayton, 2000; Morgan & Curran, 1991) . Delayed effector genes may play specific Neuronal activation driven by external inputs (e.g, sensory experience) and intrinsic brain network activity (information of the internal state of the organism) activate second messenger systems in brain neurons which modify the protein-interaction network (''interactome''). These changes occur via rapid post-translational modification (PTM) of pre-existing proteins and through alterations in gene expression (via regulated transcription and translation). Modifications of the protein interactome alter functional properties of neurons within an ensemble to entrain them into a representation encoding a discrete experience. While necessary for initially establishing memory, these initial changes are likely not sufficient for lasting memory. Rather, repeated intrinsic network activity may continue to reinforce a memory trace, using many of the same molecular mechanisms that were required initially. In this model, memories may never become fully ''consolidated'', but remain dynamic for as long as they persist.
roles in neurotransmission, cellular maintenance, and plasticity. It is also speculated that RTF IEGs play a role in enabling metaplasticity or function as coincidence detectors (Clayton, 2000; Guzowski, 2002; Kaczmarek, 2000) . Effector IEGs have a wide range of cellular functions, including those related to cellular growth (BDNF, Narp), intracellular signaling (RheB, RGS-2, Homer 1a), synaptic modification or other structural changes (Arc, Homer 1a, Narp, TPA, BDNF), metabolism (COX-2), or synaptic homeostasis (Arc, Homer 1a) (Guzowski, 2002; Lanahan & Worley, 1998; Shepherd et al., 2006) . These functions are compatible with the types of synaptic modifications that are thought to underlie synaptic plasticity. Notably, IEG expression is low in quiescent animals; even ''basal'' expression is dependent on synaptic input (Lyford et al., 1995) .
A particularly instructive IEG: Arc
Of the IEGs investigated in the field of learning and memory, the effector IEG Arc [activity-regulated cytoskeleton-associated protein (Lyford et al., 1995) , which is also known as Arg3.1 (Link et al., 1995) ] has received particular attention because of its tight experience-dependent regulation in behaviorally defined neural networks (Guzowski et al., 1999; Vazdarjanova et al., 2002) , its mRNA transport to and expression at activated synapses (Moga et al., 2004; Steward, Wallace, Lyford, & Worley, 1998; Steward & Worley, 2001a,b) , its requisite for both late-LTP and long-term memory (Guzowski et al., 2000; Plath et al., 2006) , and its capacity for modification of synaptic function Rial Verde, Lee-Osbourne, Worley, Malinow, & Cline, 2006) . The following review of Arc's transcription properties, putative functions, and regulation at cellular and network levels provides further evidence for a requirement of an instructive genomic (and proteomic) response for long-term memory formation.
Activity-regulated Arc transcription
Using differential cloning techniques following maximal electroconvulsive seizures (MECS), Arc/Arg3.1 cDNA of approximately 3000 base pairs was identified by both the Kuhl and Worley groups (Link et al., 1995; Lyford et al., 1995) . The comparison of the sequence to the GenBank suggested that c-terminus of Arc (aa155-316) shares low to modest homology with the actin-binding a-spectrin, a cytoskeletal component. Other than that, Arc lacks homology with any other genes and does not belong to any gene family, whereas many other IEGs do (i.e. c-fos, Homer 1a, c-jun, jun-B, Egr 1-4 [Egr 1 is also known as zif268]). It is speculated that Arc may have appeared relatively late in evolution, as current evidence fails to show an obvious functional homolog in invertebrate species (Mattaliano, Montana, Parisky, Littleton, & Griffith, 2007) . This singularity in the genome suggests a highly specific function(s) for Arc. Northern blot analysis of Arc mRNA expression revealed a low basal level and a dramatically elevated level in rat hippocampus and neocortex following MECS. This increase was blocked by a systemic injection of a NMDA antagonist MK-801, demonstrating that Arc transcription is induced by excitatory synaptic activity via NMDA receptor activation (Link et al., 1995; Lyford et al., 1995) . Moreover, unilateral intraocular injection of tetrodotoxin showed that the high basal levels of Arc in the visual cortex reflect sensory processing and not constitutive gene expression (Lyford et al., 1995) .
The time course of Arc transcription has been analyzed using MECS and fluorescence in situ hybridization (FISH) (Guzowski et al., 1999) . At rest, Arc RNA transcription is only detected in a low proportion of neurons in the hippocampus and neocortex. Within 1-2 min of MECS, however, intense intranuclear foci (INF) labeling of active transcription is present in most neurons, and it disappears within 15 min. Subsequently, prominent labeling arises in cytoplasmic and dendritic regions, from 15 to 45 min after the stimulus. After that, Arc mRNA could be observed primarily in dendritic regions.
Arc is also expressed following stimuli that induce longterm potentiation (LTP) (Link et al., 1995; Lyford et al., 1995; Waltereit et al., 2001 ) as well as after exploration of an environment and learning tasks in vivo (Guzowski et al., 1999 (Guzowski et al., , 2006 Vazdarjanova & Guzowski, 2004; Vazdarjanova et al., 2002) . The time-course of behavioral induction of Arc in the hippocampus follows the same pattern as after MECS (Guzowski et al., 1999) . Fig. 2 illustrates this dynamic induction of Arc transcription in hippocampal and neocortical neurons in rats 25 min after exploration of an open-field environment. Whereas very low levels of Arc mRNA are found in rats taken directly from their home cages (''caged control''), Arc expression is robustly, yet transiently, induced by behavioral experience. A recent study showed that Arc is induced exclusively in a calcium-calmodulin kinase II (aCaMKII) expressing principal neurons in the striatum, hippocampus, and neocortex (Vazdarjanova et al., 2006) . The tight association of Arc expression with aCaMKII supports the hypothesis that Arc and aCaMKII act as ''plasticity partners'', which promote synaptic modifications that accompany learning in principal neurons (Vazdarjanova et al., 2006) .
The transient activation of Arc transcription described above is seen in many regions of the brain including the pyramidal cell layers of the hippocampus, the neocortex, the striatum, and the amygdala. Interestingly, in the granule cells of the dentate gyrus, Arc RNA and protein exhibit a greatly prolonged period of expression extending to 8 h following stimulation . The significance of this sustained expression is not yet known.
Arc protein is expressed at very low levels in the brains of caged control animals, and its expression peaks around 1 h following behavioral induction in most Arc-expressing neuronal populations, with the noted exception (above) of dentate granule cells . Like RNA, Arc protein is expressed in a subset of hippocampal neurons in an all-or-none fashion following behavioral activation ( Fig. 3 ; left panels). Consistent with past reports of a short half-life of Arc protein, treatment of rats with the PSI anisomycin before training results in essentially no Arc protein expression within 90 min ( Fig. 3 ; right panels).
Functional studies of Arc in synaptic plasticity and memory consolidation
Given its dynamic regulation by neural activity in vivo and localization to activated regions of the dendritic arbor (Moga et al., 2004; Steward & Worley, 2001a,b; Steward et al., 1998) , Arc is an excellent candidate for a critical agent in synaptic plasticity and long-term memory formation. The functional role of Arc in synaptic plasticity has been examined by inhibiting Arc protein synthesis using intrahippocampal infusions of antisense oligodeoxynucleotides (ODNs) to reversibly reduce expression by 60% relative to control scrambled ODNs (Guzowski et al., 2000) . Additionally, knockout mice have been generated to assess the role of Arc in synaptic plasticity and memory.
Antisense knockdown or transgenic knockout approaches provide greater specificity for investigating the role of gene expression as compared to the use of PSIs or transcription inhibitors (such as actinomycin D), which act globally and indiscriminately.
Antisense studies of Arc function: Ninety minutes before induction of perforant path/dentate gyrus LTP, Arc antisense ODNs were delivered to one hippocampus and scrambled ODNs to the contralateral one. The same LTP-inducing protocol was applied to both hemispheres. Whereas LTP induction (early-LTP) was equivalent in both hippocampi, its maintenance (late-LTP) in the Arc antisense ODN-treated hemispheres decayed more rapidly than in scrambled ODN-treated hemisphere, with a significant difference detected within hours after induction (Guzowski et al., 2000) .
Using the same approach, the effects of inhibiting hippocampal Arc protein expression on retention of spatial memory were assessed in the reference version of the water maze (Guzowski et al., 2000) . Arc antisense or scrambled control ODNs were infused bilaterally into the hippocampus 3 h before training sessions. Neither infusion affected acquisition of this task, but the Arc antisense ODNs significantly impaired spatial memory in a probe test, given 2 days later. In a separate experiment, Arc antisense or scrambled control ODNs were infused into the hippocampus immediately after two training sessions in the spatial water maze task, with the two sessions separated by just 2 min. In addition, another group was given post-training infusion of the Arc antisense ODNs 8 h after training. In this study, the animals given the scrambled ODNs immediately after training and those given the Arc antisense ODNs 8 h after training performed indistinguishably in the 48 h retention probe test, showing strong spatial bias for the training location. By contrast, the rats given the Arc antisense ODNs immediately after the training were strongly impaired relative to the other two groups. These results show that Arc expression in the hippocampus, immediately after training, is critical for consolidation of long-term spatial memory. In addition, pre-training intrahippocampal administration of Arc antisense ODNs also significantly impaired retention performance in inhibitory avoidance 48 h after training (McIntyre et al., 2005) .
Arc knock-out mice: Recently, Kuhl and colleagues described the effect of germline knockout of the Arc/ Arg3.1 gene in mice . These mice are congenitally completely deficient of the Arc open reading frame, but due to a lack of homology with any other genes, the possibility of compensatory alterations is low. The mice are viable with normal histological and electrophysiological phenotypic features. Nonetheless, Arc knockout mice were profoundly deficient in long-term plasticity. In both in vivo perforant path/dentate gyrus LTP and in vitro Schaffer collateral/CA1 LTP, Arc knockout mice (or hippocampal slices derived from them) showed an enhanced early-and deficient late-LTP. LTP in both regions returned to baseline levels within 60-90 min, coinciding with the time course of Arc protein expression. Furthermore, Arc knockouts showed impairments both in the initial induction as well as in the maintenance of Schaffer collateral/ CA1 long-term depression (LTD). Thus, Arc knockout mice were incapable of stable modifications of synaptic weights in hippocampal networks.
Consistent with the profound deficits in long-term synaptic plasticity, Arc knockout mice showed impaired long-term memory in several behavioral tasks, including spatial water maze task, cued and contextual fear conditioning, conditioned taste aversion, and object recognition . In the tasks where measures of short- Fig. 3 . ''Digital'' expression of Arc protein in hippocampal neurons. Rats were given 4 sessions (of 5 min each) of training on a rectangular track over a 90 min period, and then sacrificed. Ten minutes before the start of the behavioral procedure, the rats were given an i.p. injection of vehicle (left panels) or the protein synthesis inhibitor anisomycin (right panels; 210 mg/kg). As seen with Arc mRNA (Fig. 2) , immunofluorescent detection of Arc protein (green) shows discrete labeling in a subset of the total population of cells (DAPI, here shown in red) in CA1, CA3, and DG regions of the hippocampus of vehicle treated rats (left panels). By contrast, the virtually absent staining in the sections from the anisomycin treated rats (right panels) is even lower than seen in caged controls (not shown), providing further evidence of the short half-life of Arc protein (see also Ramirez-Amaya et al., 2005) . The lower grayscale panel is a crop of Arc protein staining for the DG of a vehicle treated rat. Please note the digital nature of Arc protein expression and its punctuate labeling within the dendritic arbors of specific granule cells.
term memory and acquisition were available, the Arc knockout mice did not differ from their littermate controls in those measures. These findings are consistent with the earlier studies using Arc antisense ODNs showing that Arc does not play a role in acquisition of a task or shortterm memory, but is essential for long-term memory consolidation.
Transgenic mice that express GFP in place of Arc (Arc-GFP+) have also been used to study plasticity in the visual cortex in response to visual experience (Wang et al., 2006) . In Arc+GFP+heterozyogous mice, everyday changes in the orientation of visual stimuli resulted in tuning of neuronal ensembles that respond to stimulus orientation in the visual cortex. In contrast, experience-dependent plasticity in the size as well as specificity of neuronal ensembles responding to the stimuli orientation was absent in the Arc-GFP+ homozygous mice.
In summary, the use of physiological, behavioral, and molecular approaches all support the critical role of Arc expression in synaptic plasticity and the formation of long-term memory.
Arc in memory modulation
Considerable experimental evidence indicates that the basolateral complex of the amygdala (BLA) modulates memory storage by facilitating plastic changes in other brain regions, including the hippocampus (reviewed in Guzowski & McGaugh, 1997) . It has been shown that BLA neuronal activity can modulate hippocampal LTP (Ikegaya, Saito, & Abe, 1994; Ikegaya, Saito, & Abe, 1995) and performance in hippocampus-dependent tasks (Hatfield & McGaugh, 1999; Liang, Juler, & McGaugh, 1986) . Given that Arc plays a critical role in the maintenance of hippocampal LTP (Guzowski et al., 2000) , McIntyre et al. (2005) tested the hypothesis that BLA neuronal activity influences learning induced Arc gene expression in the hippocampus. Infusions of the b-adrenoreceptor agonist, clenbuterol, into the BLA immediately after training in an inhibitory avoidance task enhanced memory tested 48 h later. The same dose of clenbuterol significantly increased Arc protein levels in the dorsal hippocampus 45 min after training. Additionally, posttraining intra-BLA infusions of a memory-impairing dose of a local anesthetic lidocaine significantly reduced Arc protein levels in the dorsal hippocampus at the same time point. Interestingly, these changes in Arc protein levels, associated with intra-BLA clenbuterol or lidocaine, were not accompanied by similar alterations in Arc mRNA levels 30 min after training. These data are consistent with the notion that amygdala modulation of Arc protein expression in efferent brain regions occurs at a posttranscriptional level. This regulation of Arc protein expression may be mediated by the mTOR pathway (Takei et al., 2004; Tsokas, Ma, Iyengar, Landau, & Blitzer, 2007) . McIntyre et al. then used Arc antisense ODNs to directly block training induced Arc protein expression in the hippocampus. This manipulation significantly impaired 48 h retention performance in the inhibitory avoidance, supporting the hypothesis that the BLA influences long-term memory, at least in part, by modulating plasticity in the hippocampus. The above findings together suggest that Arc mRNA and protein are both required for and underlie memory consolidation, although memory strength can be modulated by regulation of Arc protein expression as well.
Reported cellular functions of Arc
The critical role for Arc in the maintenance of long-term plasticity and memory consolidation drew interest in determining the cellular function, or functions, of Arc. In studies of transfected primary neurons, Fujimoto, Tanaka, Kumamaru, Okamura, and Miki (2004) suggested a role for Arc in destabilizing the cytoskeleton through interactions with microtubule associate protein 2 (MAP2). Such interactions could be important for dendritic remodeling associated with long-lasting alterations of synaptic efficacy. Another in vitro study suggested that Arc interacts with calcium-calmodulin kinase II (CaMKII), and that this interaction promotes neurite outgrowth in cultured neuroblastoma cells (Donai et al., 2003) . In a recent study using immunofluorescence, Arc protein was shown to co-localize with GluR4 receptors and co-precipitate with actin and GluR4 in turtle brain (Mokin, Lindahl, & Keifer, 2006) .
While the above studies are consistent with Arc interacting with a number of different dendritic proteins they are largely correlative or come from heterologous model systems. Moreover, these studies lacked a strong mechanistic functional dissection. Recently, Worley and colleagues identified a novel cellular function for Arc. Initially, yeast two-hybrid screens were used to identify potential protein interaction partners of Arc. Two partners were identified that implicate Arc in the neural endocytotic pathway: dynamin 2 and endophilin 3. In a series of well designed cell biological studies, Chowdhury et al. (2006) provided strong evidence that Arc facilitates endocytosis of AMPA receptors through its interactions with dynamin 2 and endophilin 3. Shepherd et al. (2006) extended these findings by showing that Arc plays a critical role in homeostatic synaptic scaling of AMPA receptors in cultured hippocampal and cortical neurons. In normal neuronal cultures blocking neural activity with tetrodotoxin decreased Arc expression and led to upregulation of surface expression of AMPA receptors. By contrast, increasing neural activity in normal cultures by picrotoxin, a GABA A receptor antagonist, increased Arc expression and decreased surface expression of AMPA receptors. In neuronal cultures from Arc knockout mice, the ability to modulate surface AMPA receptor expression was absent in both tetrodotoxin and picrotoxin containing media. In addition, transfection of wild type Arc into Arc knockout neurons rescued the synaptic scaling phenotype, whereas Arc mutants with deletion in the regions necessary for interaction with endophilin 3 did not result in rescue. The hypothesis that Arc regulates sur-face AMPA receptor equilibrium by enhancing endocytosis was also supported in a study using hippocampal organotypic slice cultures (Rial Verde et al., 2006) .
Although the cell biological data implicating Arc in regulating AMPA receptor endocytosis is compelling, it is not easy to see how endocytosis of AMPA receptors by an Arcdynamin-endophilin complex could be involved in stabilizing LTP, which is believed to be, at least in part, due to insertion of AMPA receptors (Malinow & Malenka, 2002) . Rial Verde et al. (2006) addressed this issue by tentatively suggesting that whereas activity-dependent increase in synaptic efficacy occurs via insertion GluR1 subunit-containing AMPA receptors, the Arc-mediated endocytosis is specific for GluR2 receptor subunit. Recently potentiated synapses are then less affected by the Arc-mediated endocytosis because of their higher GluR1 content. This explanation, however, will require further testing in reconciling these cell biological data with studies on in vivo plasticity and memory in behaving animals (Tzingounis & Nicoll, 2006) . Nevertheless, from the perspective of memory consolidation and storage, it is attractive to think of Arc as a critical molecule for maintaining synaptic homeostasis in hippocampal and neocortical networks. It is important to note that in this view, the homeostatic function is an integral part of synaptic plasticity, and its impairment results in rapid deterioration of the system, as documented by the studies using Arc knockout mice or Arc antisense ODNs.
Regulation of Arc in behaviorally relevant neural circuits
To date, there are at least 40 publications showing upregulation of Arc in response to learning, memory retrieval, or stimulus presentation in rodents. Of the studies examining Arc expression in learning and memory, perhaps the most compelling argument for a specific role for Arc in modifying discrete neural ensembles associated with information processing has come from the so-called ''catFISH'' studies (''cellular compartment analysis of temporal activity by fluorescence in situ hybridization''; Guzowski et al., 2005) . catFISH uses confocal microscopy to exploit the precise timing of Arc transcription activation and mRNA processing (described in the section, ''A Particularly Instructive IEG: Arc) to allow the experimenter to compare two cellular activity maps, for two discrete behavioral experiences, within the same brain. In such experiments, cytoplasmic Arc mRNA provides a marker of neurons active 30 min prior to death, and Arc intranuclear transcription foci identify neurons active immediately before death. In this way, catFISH provides both cellular and temporal resolution for monitoring not only the proportion of neurons activated by an experience, but also the degree of overlap of ensembles for a similar or different experience. catFISH was first validated by examining neuronal activation patterns in the CA1 region of the hippocampus of rats exposed sequentially to either the same environment twice or to two distinct environments (Guzowski et al., 1999) . Exploration of the same environment twice induced Arc in highly similar ensembles of neurons, whereas exploration of different environments induces Arc in distinct ensembles. This and subsequent studies demonstrated that the activation of Arc transcription in hippocampal pyramidal neurons is information contentspecific (Guzowski et al., 1999 (Guzowski et al., , 2006 Vazdarjanova et al., 2002) .
A variant of catFISH imaging (Arc/Homer1a catFISH) uses the different temporal profiles of expression of two coexpressed IEGs, Arc and Homer 1a, to provide an even more robust readout of neural activity maps for two experiences Vazdarjanova et al., 2002; Vazdarjanova & Guzowski, 2004) . Like Arc catFISH, neurons active just prior to death are detected by Arc intranuclear transcription foci, whereas neurons active 30 min before death are marked by Homer 1a intranuclear transcription foci using a specific riboprobe to the 3 0 untranslated region of Homer 1a. Arc/Homer1a catFISH has been used to probe the dynamics of information processing within the hippocampus, by comparing the ensemble responses of CA3 and CA1 neurons to defined perturbations of the environment (Vazdarjanova & Guzowski, 2004) . These studies of Arc and Homer 1a activation in CA1 and CA3 are consistent, both qualitatively and quantitatively, with single unit recording studies of complex spiking activity of hippocampal neurons (Guzowski, Knierim, & Moser, 2004; Guzowski et al., 2006) . Our current working model is that transcription of Arc and other similarly sensitive IEGs (e.g., zif268 and Homer 1a) is induced in hippocampal neurons by bursts of spiking activity associated with expression of a firing field in the presence of intact theta rhythmicity (Fletcher, Baxter, Guzowski, Shapiro, & Rapp, 2007; Miyashita, Kubik, & Guzowski, unpublished observations) .
Assessment of Arc transcription using FISH and confocal microscopy has been a powerful method to assay neuronal activity engaged during distinct behavioral epochs in different brain regions [e.g., (Burke et al., 2005; Chawla et al., 2005; Guzowski, Setlow, Wagner, & McGaugh, 2001; Han et al., 2007; Ramirez-Amaya et al., 2005; Zhang, Guzowski, & Thomas, 2005; Zou & Buck, 2006) ]. In addition to the studies in hippocampus, Arc catFISH has been used to investigate neuronal ensemble responses in parietal (Burke et al., 2005) and olfactory (Zou & Buck, 2006) cortices. Lastly, Petrovich and colleagues combined Arc/Homer 1a catFISH with tract tracing methods to study the influence of amygdalar and prefrontal cortical inputs to the lateral hypothalamus in driving conditioned potentiation of feeding (Petrovich, Holland, & Gallagher, 2005) . The catFISH approaches to brain activity mapping have been very informative at a ''systems'' level of analysis in memory formation, revealing neuronal network organization and activation patterns during encoding and retrieval in vivo. More germane to the current article, these various studies have shown that IEG expression is induced in neural circuits in an information content-specific manner, providing further evidence of a specific role for activity-regulated gene expression in memory consolidation processes.
What Arc studies tell us about memory consolidation
As discussed above, Arc mRNA and protein are dynamically regulated in hippocampal neural ensembles associated with information processing, and in a dramatic all-or-none fashion ( Figs. 2 and 3 ; Guzowski et al., 1999; Ramirez-Amaya et al., 2005; Vazdarjanova & Guzowski, 2004) . In addition, Arc mRNA and protein are targeted to active dendrites (Moga et al., 2004; Steward & Worley, 2001a , 2001b , and can be locally translated in synaptoneurosomes by well defined mechanisms such as the BDNF and mTOR pathways (Takei et al., 2004; Yin, Edelman, & Vanderklish, 2002) . Lastly, Arc gene expression is critical to the maintenance of changes in synaptic efficacy and in long-term memory consolidation (Guzowski et al., 2000; Plath et al., 2006) . Therefore, Arc studies argue against hypotheses that downplay the importance of de novo protein synthesis to the formation of long-term memory.
The cumulative data on Arc are hard to reconcile with the strict interpretation of the ''PTM'' model of Routtenberg and Rekart (2005) . Specifically, the only stated role for new protein synthesis is in the service of passive ''replenishment'' of proteins depleted in earlier plastic events. As demonstrated repeatedly, there is no constitutive Arc protein present to replenish in the basal state of neurons (Guzowski et al., 1999; Guzowski et al., 2006; Ramirez-Amaya et al., 2005; Vazdarjanova et al., 2002; Figs. 2 and 3) . Instead, the dynamic regulation of Arc transcription and translation can more readily be interpreted as ''instructive'' to synaptic plasticity. Moreover, the aforementioned dendritic expression of Arc resolves perceived deficiencies of synapse specificity in protein synthetic plasticity mechanisms as described by Routtenberg and Rekart (2005) . To be clear, however, there was a second and larger component of the PTM model, which is very much in line with our view (see Fig. 1 ). This second element in the PTM model (p. 16, 2nd paragraph in the original publication) describes the metastability of memory networks and suggests ''that change underlying memory storage is never stable at the level of an individual synapse''. This view is similar to ours (Fig. 1) and that of others in the field, who suggest a greater degree of dynamics in the synaptic nature of memory traces (Abraham & Robins, 2005; Dudai, 2004; Gold, 2006; Wittenberg, Sullivan, & Tsien, 2002) .
The other alternative hypothesis suggests that de novo protein synthesis is not a critical substrate of memory formation, but it takes part in memory modulation (Gold, 2006) . This claim is based on findings that amnesia induced by PSIs or inhibition of a specific substrate such as RTF CREB can be ''rescued'' by pharmacological manipulations. Indeed, McIntyre et al. (2005) demonstrated that Arc protein expression can be ''modulated''. However, modulation does not exclude a direct role in consolidation. Mechanisms that are involved in consolidation may be defined as essential in memory, but the same mechanisms can be enhanced or suppressed. The reviewed data suggest that Arc is certainly a part of memory consolidation, but also plays a part in modulation.
Our view of the role of gene expression in memory is not a ''genocentric'' one, where gene expression drives a deterministic ''molecular cascade'' to long-term memory. Rather, we suggest an integrated model in which experience-dependent gene expression plays a necessary, but not sufficient, role in the formation of lasting memories (Fig. 1) . Central to this view, is the idea that memory is not a function of single genes, but rather of neural circuits. The pattern of gene expression within a given neuron, at a given time, is one factor in dictating the range of responses of that neuron, which influence its recruitment to, and stabilization in, neural circuits. In this sense, experiencedependent gene expression plays a role in enabling plastic states important for memory, just as intrinsic rhythms (such as hippocampal theta) do.
Networks of neurons, networks of genes: a systems biology view of the role of experience-dependent gene expression to neural function and memory
As described in the preceding sections, Arc plays a critical role in the maintenance of synaptic change and in consolidation of long-term memory. Furthermore, Arc gene expression is tightly linked to distinct patterns of neural activity in the behaving rodent. Thus, Arc is induced in defined neural ensembles associated with encoding of new information, and its expression is essential for consolidating this information. These data fit with the idea that new learning recruits plastic processes, such as those requiring alterations in genomic or proteomic processes. But what about retrieval of memory from an established and stable circuit-are the same or different activity-dependent molecular processes engaged? It is sometimes assumed that neural activity during retrieval is distinct from that during initial encoding and does not engage the same plasticity mechanisms. Our studies of Arc expression, however, fail to show disengagement of Arc induction in conditions of familiarity or memory retrieval. Specifically, the activation of Arc transcription in hippocampal neurons does not habituate with repeated exposures to the same environment (Guzowski et al., 2006) , with overtraining in the spatial water maze task (Guzowski et al., 2001; Miyashita and Guzowski, unpublished observation) , or with days of repeated exposure on a minimal track environment (Miyashita, Kubik, and Guzowski; unpublished observation). Moreover, Arc protein expression remains elevated in rats overtrained in the spatial water maze task (Miyashita and Guzowski, unpublished observation). Thus, Arc gene expression remains coupled to neural activation, and does not distinguish between neural activity associated with new learning or memory retrieval.
To investigate whether other genes show differential expression at distinct learning stages, we examined the hippocampal gene expression profiles in rats during various stages of learning. In this experiment, rats were trained to learn the location of a submerged platform in the standard spatial water maze task using past protocols (Guzowski et al., 2001) . Each training session consisted of 5 trials, each of which ended when the rat located the platform or after a maximum of 60s elapsed. The location of the platform remained constant during these sessions, but the release locations varied across trials. Groups of 6 rats were sacrificed at various times during the course of the experiment according to the following: (1) D1-30m-rats were sacrificed 30 min after an initial training session (5 trials), (2) D1-3h-rats were sacrificed 3h after the initial training session, (3) D5-30m-rats were sacrificed 30 min after training on the 5th day, with the platform in the same location as the previous 4 days, (4) D5R-30m-rats were sacrificed 30 min after a single reversal training session on Day 5, and (5) Caged Control (CC)-rats were sacrificed directly from the home cage to establish basal gene expression levels. The D5-30m and D5R-30m groups were given 4 days of training, with 2 sessions of 5 trials given on each of these 4 days. The stages of learning & memory represented by these groups were: (1) acquisition/new learning (D1 groups), (2) stable reference memory retrieval (D5-30m), and (3) memory extinction coincident with new learning (D5R-30m). At the appropriate time, rats were sacrificed and dorsal hippocampi were dissected. Hippocampal RNA was prepared for each rat and an equal amount of RNA from each of 3 rats (per group) was combined to form a replicate pool. In this way, there were 10 pooled samples-two for each behavioral group.
The behavioral performance of all groups is shown in Fig. 4 .1 and demonstrates that the rats learned the platform location and achieved an asymptotic performance by the end of day 3 (Panel A). Panel B shows the performance levels for all groups in their final session before sacrifice. The short swim latencies of the D5-30m rats indicate that the rats had formed and were retrieving a memory of the platform location. Notably, the D1 and D5R-30m groups had similar performances. These results demonstrate that both groups of rats were acquiring new platform location information. However, in addition to acquiring the new platform location, the D5R group also had to extinguish their memory of the previous platform location.
We examined the hippocampal gene expression profiles of each behavioral group using standard microarray methods (Fig. 4.2) and complex network analysis (Fig. 4.3) . Although validation experiments are in progress for many of the identified genes, the microarray values for Arc, zif268, and c-fos were essentially identical to those achieved in an earlier study using the same behavioral groups and RNase protection assays (Guzowski et al., 2001 ). These results encourage strong confidence in the microarray data. Moreover, the purpose of presenting this data is not for a detailed discussion of the specific gene networks, but rather to show that distinct stages of learning differentially influence mRNA expression patterns in a complex fashion. Using a template pattern matching algorithm (TIGR Multiple Experiment Viewer), we identified distinct gene expression profiles. Interestingly, there were 40 genes that, similar to Arc, were upregulated in all of the 30m behavioral groups (Fig. 4.2, Panel A) . Among the commonly upregulated genes were the IEGs Arc, Homer 1a, zif268, Egr-4, jun-B, and c-fos. These IEGs could be considered the ''usual suspects'' of many behavioral studies of brain gene expression. Moreover, there were 60 genes down-regulated in all of the 30m behavioral groups (Fig. 4.2 , Panel E). These data indicate that there is a core neural gene expression network that is engaged by basic information processing. Additionally, and of considerable interest, is the finding that there were other distinct elements of coordinately regulated gene expression uniquely associated with each behavior group (i.e. stage of learning & memory). As shown in Fig. 4 .2, there were genes differentially regulated only in the D1-30m group (Panels B and F), or in the D5-30m group (Panels C and G), or in the D5R-30m group (Panels D and H). Again, genes were both down-and up-regulated relative to the caged controls.
Using complex network analysis (CNA), we visualized the gene regulation network associated with-and interconnecting-each behavior group (i.e. stage of learning & memory). CNA is a way to visualize and mine information from large data sets. In CNA, data is visualized as a graphical network of nodes that are interconnected by edges (lines). In a single-mode gene expression network, nodes representing differentially regulated genes are connected by edges. The edges define the relationship between the genes. We used Cytoscape 2.4 and a 2-mode variation of CNA to examine our gene expression data. In our 2-mode network, circle nodes represent genes and square, octagon, or rounded-square nodes represent behavioral groups (Fig. 4.3) . Each behavioral group is connected to a corresponding group of genes that are significantly regulated. The edge connecting a behavioral group to a gene is red or green, indicating that the gene is up-or down-regulated by the behavioral training, respectively. In Fig. 4 .3, genes that are regulated in multiple stages of learning and memory are positioned in the center of the network and are highly connected. For example, the node representing Arc is the yellow node in the center of the network and is connected to all of the 30m behavioral training groups by red lines. Likewise, the other IEGs Homer 1a, zif268, Egr4, jun-B, and c-fos (orange circle nodes) are also densely connected and central to the network. Interestingly, most of the genes that are regulated in multiple behavior groups are regulated in the same direction. Conversely, gene nodes (circles) that are connected by a single line to a single behavior group are clearly regulated uniquely by that stage of learning and memory. The observation of distinct gene expression networks during the progression of learning, underscores the complexity and importance of gene expression involved in long-term memory. The behavioral performance of each group in the last training session before being sacrificed is shown. Note, that the Day 5 reversal rats were required to extinguish their response to the old platform location, in order to locate the new platform location. Accordingly, the behavioral performance of the Day 5 Reversal rats is similar to that of the Day 1 rats. (Panel 4.2) Pattern template matching of microarray expression data reveals gene expression profiles associated with distinct stages of learning. RNA was isolated from the dorsal hippocampi of 6 rats from each behavioral group, and RNA from 3 rats each was used to generate replicate pools for each behavioral condition. Genome-wide gene expression analysis was done using Affymetrix Ò GeneChip Ò Rat230_2 arrays for each replicate pool. The Affymetrix PLIER algorithm was used to generate normalized gene expression values. TIGR MeV was used to define a set of 400 significant genes with an ANOVA value of <0.05 and a fold change of <1.5 or >1.5 relative to the caged control value. The gene expression profiles shown here were generated using a pattern template matching clustering algorithm. Gene expression levels are normalized to caged controls (CC), and the group labels are listed at the bottom of the panel (CC, D1, D5, and D5R). The data for each replicate chip is shown as a single data point, resulting in the ''mountains'' (panels B, C, and D) or ''valleys'' (panels F, G, and H) for genes differentially expressed in only one behavioral condition. Panels (A and E) show several genes that are induced (A) and repressed (E) in all behavior groups at 30m post-behavior. Panels (B-D) and (F-H) show distinct clusters of genes that are regulated only by initial learning (B and F), overtraining (reference memory retrieval; C and G), or reversal learning (reference memory extinction, coincident with new information acquisition; D and H). Notably, although the behavioral performance of D1 and D5R rats were similar, the gene expression profiles are distinct. Additionally, several genes in the D5 30m expression profile are associated with axonal outgrowth and new synapse formation, suggesting that overtraining might recruit additional plasticity mechanisms which play a role in the long-term stability of highly learned information (Reckart, Sandoval, Bermudez-Rattoni, & Routtenberg, 2007) . (Panel 4. 3) Complex network analysis of gene expression networks regulated by distinct stages of learning & memory. Network of gene expression regulated by behavior in the spatial water maze task at D1 30m (purple square), D1 3h (purple octagon), D5 30m (green square), D5R 30m (green rounded-square). The lines connect behavior groups with the genes (blue circle nodes) that are differentially regulated by that behavior. Red and Green edges indicate up-and downregulation of gene expression, respectively. Note that the several nodes in the center of the network represent genes that are regulated across multiple stages of learning and memory. This is also demonstrated by the high connectivity of these nodes in the network. Of these ''core'' genes several common IEGs are indicated as orange circle nodes and Arc is shown as a larger yellow circle node. In contrast, low connectivity genes, represented by blue circles connected to only one behavior group, are regulated only by a single behavior (i.e., in a distinct state of learning and memory). The degree of similarity or difference of the gene expression networks between any two of the behavior groups (stages of learning and memory) can be culled from the number of shared and distinct regulated genes. For example, D1 30m and D5R 30m exclusively share 9 up-regulated and 1 down regulated genes (left side of figure) .
In reconciling our focused and array studies of experience-dependent gene expression, we hypothesize that there are ''core'' plasticity genes (e.g., Arc, Homer 1a, c-fos, zif268, etc) and ''state-specific'' plasticity genes (ie., those that are learning stage dependent). These distinct patterns may reflect an interaction between glutamatergic and neuromodulatory systems (e.g., cholinergic, noradrenergic, etc.) that are engaged differentially by the stage of learning. Many of the core plasticity genes have already been implicated in neural plasticity and memory (reviewed in Guzowski et al., 2002; Tischmeyer & Grimm, 1999) . Additionally, the state-specific genes include many neural proteins involved in processes such as cell adhesion, neurotransmitter function (both at receptor and neurotransmitter exocytosis steps), ion channel function, regulation of synaptic structure, intracellular signaling, etc. The combination of ''core'' and ''state-specific'' plasticity genes may enable distinct plastic processes to subserve memory.
One of the central guiding principles of modern biology is that cell function is dictated by the network of interacting proteins within a cell. Regulation of the protein interaction network can be achieved at multiple levels including (i) gene transcription regulation, (ii) mRNA processing and trafficking, (iii) control of mRNA stability/degradation, (iv) translation regulation, (v) post-translational modification of existing proteins, and (vi) protein trafficking and localization. A distinctive feature of neurons is to integrate a myriad of extracellular signals (neurotransmitters, neuromodulators, hormones, growth factors, cytokines, etc) into an orchestrated change in genomic expression. While there has been a focus on transcriptional induction/repression in the regulation of synaptic plasticity, it is appreciated that there is significant post-transcriptional regulation of mRNA (Bentley, 2002; Proudfoot, Furger, & Dye, 2002 ). An additional level of complexity is further suggested by recent findings that microRNAs can be regulated by cAMP and neural activity (Klein, Impey, & Goodman, 2005; Vo et al., 2005) . Moreover, RNAi mediated mechanisms play a role in synaptic plasticity and memory (Ashraf, McLoon, Sclarsic, & Kunes, 2006) . Beyond controlling protein synthesis, there is extensive evidence that regulation of existing proteins via spatial localization and post-translational modification (PTM) also control neuronal plasticity. With regard to the central focus of this review, we suggest that IEGs provide a powerful way to modify the plasticity protein interaction network-the plasticity ''interactome''. In this view (Fig. 5) , IEGs represent protein nodes that exert their function by being present or absent. There is evidence that IEGs, such as Arc, enable new protein-protein interactions to alter neuronal function in many ways (Fig. 5 , IEG 1) Xu et al., 2003) . Additionally, other IEGs, such as Homer 1a, act in a dominant negative fashion to alter neuronal signaling (Fig. 5, IEG 2) (Kammermeier & Worley, 2007; Tu et al., 1998) . Of course, IEGs provide just one of the means to modify the plasticity interactome, with post-translational modification (PTM; Routtenberg & Rekart, 2005) providing a powerful means to rapidly modify protein network function (Fig. 5, PO4 node). Nonetheless, the accumulating evidence on IEGs such as Arc suggests that PTM of pre-existing synaptic proteins is necessary, but not sufficient, for the establishment of lasting memories.
The dynamic memory trace?
Findings from our laboratory indicate that Arc transcription is induced in rats after repeated exposures to the same environment separated by 24 h (Guzowski et al., 2006) or even during overtraining in the spatial water maze task (Miyashita et al., unpublished observation; Guzowski et al., 2001) . The findings seem counterintuitive at first; if Arc enables plasticity, then why is it induced at times when behavioral learning is no longer occurring? The discrepancy stems from the tacit assumption of the memory consolidation hypothesis, that once synaptic modifications representing a memory trace are consolidated, they need to remain stable to provide for stable long-term A simplified model of a protein interaction network containing 4 distinct subnetworks (dark blue circles, red squares, green triangles, and aqua rounded-squares). Solid lines between protein nodes represent constitutive interactions and dotted lines represent conditional interactions. Directionality of interactions is noted with arrowheads. Prior to patterned synaptic input, the two IEGs (IEG1 and IEG2, yellow diamonds) are absent and the protein in the red subnetwork is not phosphorylated. Under these basal conditions, the green and blue subnetworks function in isolation, and the red and aqua subnetworks interact. Following patterned synaptic activity, IEGs 1 and 2 are induced and the protein in the red network is phosphorylated (indicated by ''PO4''), activating the conditional interactions. With these conditional interactions now active, the dialog between the subnetworks changes dramatically. IEG1 couples the blue and red subnetworks, and IEG2 functions as a dominant negative gene to block the interaction between red and aqua subnetworks. The phosphorylation in the red subnetwork now enables interaction with the green subnetwork. These 3 changes (induction of the two IEGs and the phosphorylation in the red subnetwork) markedly change the behavior of the entire network, with now a directed interaction between blue, red, and green networks, which did not occur in the basal state. Please note the powerful capacity of IEGs to modify the dialog of the plasticity interactome, and by regulation of a relatively limited number of IEGs.
memory. In that case, further plastic changes would no longer be required when memory is fully consolidated. However, our findings of continued Arc induction in a familiar environment or during overtraining suggest that plasticity may occur continuously, coupled with a rat's experience. In this way, rats never stop learning, even if no changes in behavior are detected. Ongoing plasticity as indicated by Arc induction may enable incremental changes within a neuronal ensemble, allowing a memory trace to be fine-tuned and maintained, even during overtraining. From this perspective, memory is both a topdown and bottom-up dynamic process, involving the interplay of extrinsic and intrinsic network activity (top-down) and ongoing synaptic modification involving IEGs such as Arc (bottom-up; Fig. 1) .
The idea that plastic changes of synapses are completed and maintained permanently imply a kind of ''synaptic phrenology'' (Abraham & Robins, 2005) assuming that information is encoded and stored in a fixed configuration of synaptic weights in specific neural circuits. Such organization would allow a limited range of configurations and available connections and would saturate quickly (Fusi & Abbott, 2007) . Instead, continued updating of synaptic weights within a dynamic network would greatly increase its capacity to process and store information. Beyond possible advantages in capacity, studies using artificial neural networks have shown that ongoing adjustments in connection weights within network ensembles are necessary to maximize maintenance of previously stored information (Abraham & Robins, 2005) . Activity at the time of initial encoding must be repeated to maintain changes in connections. The same study also suggested that such iterative processing of synaptic weights could take place during quiet periods or sleep. Evidence of such offline updating processes are derived from studies of neural reactivation during quiet awake periods and sleep (Foster & Wilson, 2006; Louie & Wilson, 2001; Wilson & McNaughton, 1994) . Such ''reverberation'' of neuronal ensembles may be necessary for triggering changes in the plasticity interactome, updating and reorganizing of synaptic weights, and culminating in refinement and maintenance of memory traces [ Fig. 1] . Accordingly, different profiles of gene activation are found in different stages of sleep (Cirelli, 2005; Ribeiro et al., 2002) , indicative of intrinsic reverberation during sleep eliciting changes in gene expression and plasticity within networked elements. Moreover, studies using mice with conditional knockout of NR1 subunit of NMDA receptors further support the theory that continuous reverberation (mediated by NMDA receptor activation) is required for maintenance of memory, even as old as 9 month retention of contextual fear conditioning (Cui et al., 2004) .
The recent studies suggesting a role for Arc in homeostatic synaptic scaling of AMPA receptors Rial Verde et al., 2006; Shepherd et al., 2006) have come as a surprise to many in the field, but may speak to the nature of network dynamics in the storage of memories. Given the robust Arc induction seen in behaving animals, it is attractive to think that Arc could act as a critical molecule for maintaining synaptic homeostasis in hippocampal and neocortical networks. By virtue of its tight coupling to neural activity and its ability to provide synapse-specific targeting, Arc would be well suited to continually refine synaptic weights within the network to allow capacity within the network for new memories, while maintaining and updating earlier memory traces.
In conclusion, studies of Arc and other IEGs support a role for de novo protein synthesis in long-term memory. These studies show that IEG expression remains tightly coupled to neural activity across behaviors and stages of learning. Despite this, we do not view IEG expression as isomorphic to memory, but instead suggest that IEG expression can enable specific plastic states or provide critical homeostatic functions to maintain the viability of network function. To better understand the complex relationship between neural activity, experience-dependent gene expression, and memory, we will need to continue to define the functions of individual genes and the higher order function of gene interaction networks associated with distinct behaviors. In this view, terms such as ''permissive'' and ''instructive'' do not speak to defined biological mechanisms, and are of limited use to understanding the molecular, cellular, and systems bases of memory. Memory is necessarily complex involving numerous interactions amongst many levels of biological organization-we might never find THE substrate of memory because no one substrate exists. Framing memory in the context of false dichotomies will not help us understand the many subtle, but important, roles played by a myriad of biological mechanisms in the brain supporting memory.
