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Abstract—The family of Kademlia-type systems represents
the most efficient and most widely deployed class of internet-
scale distributed systems. Its success has caused plenty of large
scale measurements and simulation studies, and several improve-
ments have been introduced. Its character of parallel and non-
deterministic lookups, however, so far has prevented any concise
formal analysis. This paper introduces the first comprehensive
formal model of the routing of the entire family of systems that
is validated against previous measurements. It sheds light on
the overall hop distribution and lookup delays of the different
variations of the original protocol. It additionally shows that
several of the recent improvements to the protocol in fact have
been counter-productive and identifies preferable designs with
regard to routing overhead and resilience.
I. INTRODUCTION
Distributed Hash Tables (DHTs) received considerable at-
tention during the last decade. On an abstract level, DHTs
allow the mapping of objects to nodes in a completely de-
centralized and highly dynamic network on the basis of IDs,
such that both the number of nodes contacted during object
retrieval and the connections maintained by each node increase
logarithmically with the network size. As a consequence,
DHTs are candidate solutions for large-scale distributed data
storage as well as for decentralized resilient communication
systems.
In practice, only variants of the Kademlia DHT [1] have
been deployed successfully, attracting millions of users in
the file- sharing applications BitTorrent and eMule [2], [3].
Even in networks of such an enormous size, the discovered
routes are generally in the order of 3 to 4 hops [4]–[6].
Additionally, Kademlia’s redundant routing tables combined
with an iterative parallel lookup scheme make it particularly
suitable for dynamic environments.
Despite the considerable attention Kademlia received from
both research and industry, the impact of the design parameters
on the routing performance is poorly understood. Measure-
ments only offer insights on deployed systems, whereas sim-
ulations do not scale beyond several ten thousands of nodes.
In order to assess different design choices, a concise model
for the complete hop count distribution is needed, which
covers all the existing Kademlia implementations as well as
allowing for a huge variety of modifications. The model is
required to give a close bound on the hop count distribution
based on the routing table structure and the routing algorithm,
and it has to consider the impact of churn and routing table
incompleteness, while still being computationally efficient.
We model routing in Kademlia as a Markov chain with
a multi-dimensional state space (Section III). Our derivation
provides extremely tight upper and lower bounds on the
hop count distribution, and covers a wide range of overlay
topologies. Interestingly, analyzing the topologies of deployed
systems, we find that they do not always outperform the
original protocol. Furthermore, the analysis of the parameter
space enables us to derive guidelines for design decisions
(Section VII).
The computation of the hop count is efficient, requiring
O(npolylog(n)) basic operations and O(polylog(n)) storage
space. Given such a moderate increase, networks of up to 1B
nodes can easily be analyzed.
The model is verified in two ways: First, the initial model
for a static environment is verified by simulations (Section V).
Secondly, the extended model, allowing for churn and routing
table incompleteness, is compared to measurements made by
Stutzbach and Rejaie for the KAD network [4], resulting in
an error rate of 2.7% for the average hop count, in contrast to
5.5% provided by their analytic model (Section VI).
II. KADEMLIA-TYPE SYSTEMS
Kademlia is a structured peer-to-peer (P2P) system [1].
Nodes and objects are assigned IDs from the same b-bit
identifier space and the distance between two identifiers is
defined as the XOR of their values. Kademlia implements key-
based routing and storage of key-value (identifier-object) pairs.
The nodes at the closest distance to an object’s identifier are
responsible for storing it.
Each node v maintains a routing table to store the ID and
address of other nodes, without keeping persistent network
connections to them. Known nodes are also called contacts,
and in case that contacts leave the system, the information
stored about them may become outdated, which is commonly
termed stale. The routing table in Kademlia is structured as a
tree, which consists of a k-bucket storing up to k contacts at
each of its level i (with i ∈ [0, b) being the common prefix
length of a contact and v).
Kademlia implements greedy routing: To route a message
from node v to a target identifier t (for the storage or retrieval
of objects), v sends parallel lookup requests to the α known
contacts that are closest to t. Every queried contact that is
online replies with the set of β nodes that are locally known as
being closest to t, thus extending v’s set of candidate contacts.
This process is iterated until the lookup does not produce any
contacts closer to t than previously have been discovered, or a
timeout is caught. The original Kademlia publication suggests
to use α = 3 and k = 20.
Kademlia proved highly efficient and reliable, and thus
has frequently been modified, generating a broad family of
Kademlia-type systems. Each adaptation mainly adjusts the
given parameters, or the routing table structure.
The current mainline implementation of BitTorrent
(MDHT), for example, integrates a Kademlia-type DHT
for node discovery. uTorrent, the most popular client
implementing MDHT, is implemented using 8-buckets,
α = 4, and β = 1 [6].
To reflect the fractions of the namespace that is covered at
different levels, and hence to increase the distance reduction
at each hop, [6] introduces variable bucket sizes ki (iMDHT).
They are chosen to be 128, 64, 32, and 16 for the buckets at
levels i ∈ (0..3) respectively, and 8 for all lower levels.
The Kademlia-type DHT used in the highly popular eMule
file-sharing system, KAD, adds multiple buckets per level,
grouping contacts according to the first l bits after the first
non-common bit. This way, the bit gain, i.e. the difference
between the common prefix length of the current hop and
the next hop to t, is at least l. Choosing k to be 10, the
implementation contains buckets for all 4-bit prefixes at the
lowest level (including contacts that share no common prefix
with v), and one bucket for each of the sub-prefixes 111, 110,
101, 1001, and 1000. Thus, the guaranteed distance reduction
is 3 bits for 75% of the targets IDs, and 4 bits for the remaining
25%. By default, KAD implements α = 3 and β = 2.
The success of Kademlia-type systems has caused a large
number of studies over the past few years [5]–[10], which are
mainly based on large-scale measurements but do not yield
insight into the impact of isolated design adaptations.
Analytic results of the routing are rare. Existing studies are
largely restricted to the asymptotic worst-case complexity of
O(log n) routing steps for a network of order n. A notable
exception is [4], in which a formula for the average hop
count is derived. This derivation, however, considers only the
KAD implementation and fails to give further insight into
the hop count distribution. It hence does not allow for the
choice of sensible timeout durations and termination criteria
for more sophisticated, possibly time-critical applications.
Parallel lookups and a non-constant bucket size furthermore
are disregarded.
In this paper, we show a derivation of the complete hop
count distribution, which does not only cover all the deployed
Kademlia-type systems, but also allows a straightforward
analysis of new designs.
III. MODEL
The hop count refers to the number of edges on the shortest
path that has been traversed during the lookup process. Each
routing step (i.e. hop) is a transition from a set of queried
contacts to either another set of queried contacts or routing
termination.
In our model, a state is defined by the common prefix
lengths of the currently-known closest contacts with the tar-
get. That is, the state space of the Markov chain consists
of α-dimensional integer vectors. The initial distribution I
corresponds to the common prefix lengths of the closest α
contacts in the requester’s routing table. A hop in the routing
corresponds to a transition from one α-dimensional vector of
common prefix lengths to a either a second vector of common
prefix lengths or routing termination.
With the initial distribution I and the transition matrix T ,
the common prefix length distribution of the nodes queried in
the i-th step is Hi = T i−1I . As a consequence, the cumulative
hop count distribution can be obtained from Hi as the fraction
of queries that have reached the terminal state. Due to the
Markov property, our model fails to cover the improbable, but
technically possible, event that nodes other than those returned
from the most recent query are chosen to be contacted because
the most recent query has not provided α distinct closer nodes.
We overcome this insufficiency by computing T up and T low,
which provide an upper and lower bound, respectively, on the
fraction of terminated queries. In the following, we first derive
the distribution of closest entries in a routing table in Section
III-C, which allows us to derive I in Section III-D and T in
Section III-E.
A. Assumptions
We model a query for an ID of an existing node. Our basic
model relies on the following assumptions, which allow a
very general, application-independent view. We first state the
assumptions, before elaborating on their motivation and impact
on the validity of the model.
1) There are no stale contacts in the routing tables.
2) Nodes do not fail nor do they drop messages.
3) Buckets are maximally full, i.e. if a bucket contains k1 <
k values, there are exactly those k1 nodes in the region
the bucket is responsible for.
4) Node IDs are uniformly and independently distributed
over the whole identifier space.
5) Routing table entries are chosen independently.
6) If the distance between a node and the target ID is 0, the
node’s routing table contains the target.
7) The lookup uses strict parallelism, i.e. a node awaits all
answers to its queries before sending additional ones.
Assumptions 1, 2, and 3 can be summarized as the as-
sumption of a steady-state system, without churn or failures.
However, we extend the model in Section VI to allow for
churn and bucket incompleteness. Note that for applications
such as critical infrastructures and large data centers, churn
is basically non-existent and the failure rate can assumed
to be negligible. Assumption 4 is given in general, since
the ID is usually chosen randomly or as a hash of some
identifying value, e.g. the IP address. Assumption 5 holds in
as far as that nodes discover contacts initially by searching for
their own ID which should result with contacts close to their
own ID independently of the starting point. However, nodes
encountered and potentially added during routing tend to have
a higher than average in-degree. By this, the chance that a node
in one routing table is present in another is slightly higher than
the chance that a random node is contained in a routing table.
Still, the probability should be negligible for large networks,
as indicated from the agreement of our model with real-world
measurements. Assumption 6 considers the case that multiple
nodes share the same ID, which can happen by Assumption
4 (independent choice), but is highly unlikely in practice and
hence only a theoretical construct to simplify the derivations.
Assumption 7 is consistent with various implementations,
whereas others allow interleaving queries as well as more than
α concurrently out-standing answers. Steiner et al. present an
analysis of how the latency can be enhanced by immediately
reacting to a query [11]. However, it is not possible to always
select the closest of all returned contacts, resulting in a higher
hop count and number of contacted nodes. Consequently, strict
parallelism is optimal with regard to our metric of interest, the
hop count.
B. Model Overview
In the following, the idea is formalized, defining the pa-
rameters governing the routing and the states of the Markov
chain.
The common prefix lengths of the closest nodes to the
target ID t is used to characterize the routing process. Because
routing is commonly modeled as a monotonously decreasing
process that converges to a distance of 0, we define the
distance of two nodes w and v to be
dist(w, v) = b− commonprefixlength(id(w), id(v))
= ⌊log2XOR(id(w), id(v))⌋ + 1, (1)
where b is the ID space size and id(v) denotes the b-bit ID of
node v. We here use distance to refer to dist rather than the
XOR distance, unless stated otherwise.
The state of a query is either ∅, denoting a terminated query,
or the distance of the currently queried α nodes to the target
t. Formally, the state space is given by
Sα = {∅} ∪ S
′
α with (2)
S′α = {x = (x1, . . . , xα) ∈ Z
α
b+1 : xj ≤ xj+1, j = 1 . . . α− 1}.
Aiming to reduce the number of states and consequently
the storage and computation cost, we assume the vector of
distances to be sorted in ascending order.
It remains to define the parameters influencing the hop
count. We characterize a Kademlia-type system by the ID
space size b, the routing parameter α and β, as well as the
routing table parameters k and routing table structure L ,
which determines the number of buckets per level as well as
how the ID space is split between those buckets.
Definition III.1. A K(b, α, β, k, L)-system is a Kademlia-type
system with the following properties:
• A b-bit identifier space is used for addressing.
• α parallel iterative queries are send for each lookup.
• Each queried node answers with at most β contacts closer
to the target than itself.
• The d-entry kd of the vector k ∈ Nb+10 gives the bucket
size for nodes with distance d to the routing table owner
(i.e. the bucket size at level b − d).
• The i-th row of the matrix L gives the distribution of
the guaranteed bit gain at distance i to the routing table
owner, i.e. the entry Lij = x2i is defined by the number x
of IDs with distance i that are sorted in buckets covering
a region of 2i−j IDs each.
Furthermore, the network order n influences the hop count
distribution. Note that in most Kademlia-type systems, such as
MDHT as well as KAD, k is constant. Similarly, the matrix L
is commonly sparse. For instance, in MDHT only one bucket is
used for each common prefix length, so Li1 = 1 for i = 0 . . . b
and Lij = 0 in all other cases. KAD is more complicated:
LKADb4 = 1, L
KAD
i3 = 0.75, and LKADi4 = 0.25 for i < b
determine the routing table structure in the KAD system. This
is due to resolving at least 4 more bits on the top level, and
splitting into buckets with prefixes 111, 110, 101 (75% of IDs),
as well as 1001 and 1000 (25% of IDs) for all lower levels.
This completes the introduction of the basic terminology.
Next, the distribution of closest contacts in a node’s routing
table is obtained, which is essential for computing both the
initial distribution as well as the transition matrix.
C. Distribution of closest contacts
We are interested in the distribution of the closest γ ∈
{α, β} contacts to a target t in a routing table of a node v. Let
the random variable X0 with values in Zb+1 be the distance
of v to t. The random variable X1 with values in Sγ gives the
state characterizing the closest neighbors. In the following, we
derive the probability P (X1 = s|X0 = d).
By Assumption 6, the case d = 0 is trivially given by
P (X1 = s|X0 = 0) =
{
1, s = ∅
0, s 6= ∅
. (3)
So, from now we consider d > 0 . The success probability is
determined by the distribution for the guaranteed bit gain Ld
defined by the d-th row of the matrix L and the additional bit
gain dependent on the bucket size kd.
P (X1 = s|X0 = d)
=
b∑
l=0
P (X1 = s|X0 = d, Ld = l)P (Ld = l)
=
b∑
l=0
P (X1 = s|X0 = d, Ld = l)Ldl
(4)
It remains to obtain P (X1 = s|X0 = d, Ld = l).
We start by determining the probability to reach the state ∅.
Recall that r’s routing table has kd-buckets of nodes that differ
in the b-d-th bit. Let x be the number of candidate nodes to be
in the bucket, i.e. the number of nodes in the respective part
of the ID space. If the bucket contains less than kd contacts,
by Assumption 3, t is one of them with probability qm = 1.
Otherwise, with m candidates, t is contained in the bucket
with probability qm = kdm+1 , the likelihood that t is one of
the kd nodes selected among m + 1 nodes. If a node has
distance at most d-l to t, there are 2d−l IDs it can potentially
have, making up a fraction 2
d−l
2b = 2
d−l−b of all IDs. The
number of nodes X within a fraction 2d−l−b of the ID space
is binomially distributed, X ∼ B(n−2, 2d−l−b) (n−2 because
t and v are excluded), by Assumption 4. So the probability
that t is contained in the routing table is computed as
P (X1 = ∅|X0 = d,Bd = l) =
n−2∑
m=0
P (X = m)qm
=
kd∑
m=0
(
n− 2
m
)(
2d−l−b
)m (
1− 2d−l−b
)n−2−m (5)
+
n−2∑
m=kd+1
(
n− 2
m
)(
2d−l−b
)m (
1− 2d−l−b
)n−2−m kd
m+ 1
.
If, on the other hand, t is not contained in the routing table,
we need to derive P (X1 = (δ1, ..., δγ)|X0 = d, Ld = l) for
all (δ1, . . . , δγ) ∈ Sγ . The distribution of distances within
one bucket is needed. The probability that a contact has a
certain distance corresponds to the fraction of IDs with this
distance. Consequently, the cumulative distribution function
Fd,l of the distance of one randomly chosen contact in a bucket
of contacts with distance at most d-l is given by
Fd,l(x) = min{1,
2⌊x⌋
2d−l
}. (6)
for x ≥ 0. Knowing the distance distribution of a random con-
tact, one can derive the distance of the γ closest contacts. First,
we rewrite the vector (δ1, ..., δγ), grouping identical values.
This later allows us to treat the number of nodes with the same
distance as a binomially distributed random variable. More
specifically, the transformation M is applied to X1 in order to
obtain tuples M1, . . . ,Mγ′ ∈ Z2, so that the first component
of Mi = (yi, ci) is the i-th smallest value in (δ1, ..., δγ) and ci
is the number of occurrences of yi in (δ1, ..., δγ). For reasons
of presentation, we set M0 = (y0, c0) = (−1, 0). As a result,
an equivalent expression for the probability distribution of X1
is the following:
P (X1 = (δ1, ..., δγ)|X0 = d, Ld = l)
=P (M(X1) = ((y1, c1), . . . , (yγ′ , cγ′))|X0 = d, Ld = l)
=
(
1− P (X1 = ∅|X0 = d, Ld = l)
) (7)
·
γ′∏
i=1
P
(
Mi = (yi, ci)|X0 = d, Ld = l, X1 6= ∅,
M0 = (y0, c0), . . . ,Mi−1 = (yi−1, ci−1)
)
It remains to compute each factor in Eq. 7. We first treat the
case i < γ′, for which we have to determine the probability
that 1) all Ci−1 = kd −
∑i−1
j=1 cj bucket entries with distance
at least yi−1 + 1 are at distance at least yi to the target,
and 2) there are exactly ci such entries. More precisely,
event 2) conditioned on event 1) corresponds to the event
that a binomially distributed random variable with Ci−1 trials
and success probability pi = Fd,l(yi)−Fd,l(yi−1)1−Fd,l(yi−1) has exactly
ci successes. Note that the number of trials Ci and the
denominator 1 − Fd,l(yi − 1) result from conditioning on
M0, . . . ,Mi−1 and event 1), respectively. Using the above
terminology, we get:
P
(
Mi = (yi, ci)|X0 = d, Ld = l, X1 6= ∅,
M0 = (y0, c0), . . . ,Mi−1 = (yi−1, ci−1)
)
=P
(
Mi(1) ≥ yi|X0 = d, Ld = l, X1 6= ∅,
M0 = (y0, c0), . . . ,Mi−1 = (yi−1, ci−1)
) (8)
·P
(
Mi = (yi, ci)|X0 = d, Ld = l, X1 6= ∅,
M0 = (y0, c0), . . . ,Mi−1 = (yi−1, ci−1),Mi(1) ≥ yi
)
=
(
1− Fd,l(yi − 1)
1− Fd,l(yi−1)
)Ci−1 (Ci−1
ci
)
pcii (1− pi)
Ci
For the γ′-th distinct value, the probability that there are at
least cγ′ equal values rather than exactly cγ′ values is derived.
There might be other contacts with the same distance in the
bucket, which are not part of the chosen α contacts. So, we
have:
P
(
Mγ′ = (yγ′ , cγ′)|X0 = d, Ld = l, X1 6= ∅,
M1 = (y1, c1), . . . ,Mi−1 = (yγ′−1, cγ′−1)
) (9)
=
(
1− Fd,l(yγ′)
1− Fd,l(yγ′−1)
)Cγ′−1

1− cγ′−1∑
j=0
(
Cγ′−1
j
)
pjγ′ (1− pγ′)
Cγ′−1−j


By Eqs. 8, 9 and the fact that
1−
Fd,l(yj)− Fd,l(yj − 1)
1− Fd,l(yj − 1)
=
1− Fd,l(yj)
1− Fd,l(yj − 1)
,
Eq. 7 can be simplified to
P
(
X1 = (δ1, ..., δγ)|X0 = d, Ld = l
)
=

γ′−1∑
i=1
(
Ci−1
ci
)
(Fd,l(yi)− Fd,l(yi − 1))
ci

 (10)
·

(1− Fd,l(yγ′))Cγ′−1 −
cγ′−1∑
j=0
(
Cγ′−1
j
)
· (Fd,l(yγ′)− Fd,l(yγ′ − 1))
j
(1− Fd,l(yγ′))
Cγ′−1−j
)
We can now determine the missing term P (X1 = s|X0 =
d,B = l) in Eq. 4, thus completing the derivation of the closest
contacts distribution.
D. Derivation of I
The derivation of the initial distribution I requires the clos-
est contact distribution as derived above and the distribution
of X0. For any state s ∈ S with initial probability I(s), we
have
I(s) =
b∑
d=0
P (X1 = s|X0 = d)P (X0 = d). (11)
The probability that a random requesting node r has distance
d to t corresponds to the fraction of IDs with this distance,
hence
P (X0 = d) =
{
1
2b
, d = 0
2d−1
2b
, d > 0
. (12)
E. Derivation of T
The derivation of T is more complex, but it is based
on similar concepts as earlier steps. Let A0 be the random
variable for the current state, and A1 the next state. The
transition probability P (A1 = s|A0 = s0) is derived for all
s0, s ∈ S. The probability of the transition from s0 to s is
given by first considering all possible sets of αβ returned
contacts for state s0. For each set of returned contacts, the
probability distribution over the set of distinct contacts needs
to be derived.
We start by considering case A0 = ∅, for which
P (A1 = s|A0 = ∅) =
{
1, s = ∅
0, s 6= ∅
holds. The remaining entries of T are of the form
P (A1 = s|A0 = (d1, . . . , dα)) , where the next state s is
either ∅ or a vector consisting of the distances of the
α closest nodes queried in the next step. The probability
P
(
Zj = sj |A0(j) = dj
)
for the state Zj = sj = (s1j , . . . , s
β
j )
of the closest β nodes in the routing table of the j-th queried
node vj is given by Eq. 4. By Assumption 5, routing tables
are chosen independently, so that
P
(
Z1 = s1, . . . , Zα = sα|A0 = (d1, . . . , dα)
)
=
α∏
j=1
P
(
Zj = sj |A0(j) = dj
)
.
(13)
For each of the α considered contacts, the probability of
termination is obtained from Eq. 5, using the bucket size kdj
and the dj -th row of the matrix L. The probability to terminate
in the next step is then given as the complement of the event
that none of the parallel lookups terminates, i.e.
P (A1 = ∅|A0 = (d1, . . . , dα))
= 1−
α∏
j=1
(
1− P (Zj = ∅|A0(j) = dj)
)
.
(14)
If routing does not terminate, it remains to obtain the closest
α contacts from a set of αβ returned contacts. Let Γ =
(s11, . . . , s
1
β , . . . , s
α
β) be the distances of the returned contacts.
Due to the Markov property, we can only determine upper
and lower bounds on the distance of replacement contacts from
earlier steps or the requester’s routing table. All known but not
contacted nodes have distance at least dα, so that for an upper
bound on the success probability, we minimize the distance
of a replacement contact by Kup = dα. In contrast, for a
lower bound on the success probability, K low = b is chosen,
corresponding to a replacement node with maximal distance
to t. In the following, definitions and formulas specific to the
upper bound are identified by the superscript up, whereas the
superscript low characterizes the lower bound. We use * to
mean either low or up.
Denote by
U∗(Γ) = {u = (u11, . . . , u
α
β) : u
j
i ∈ {s
j
i ,K
∗}}
all possible sets of distances of distinct contacts given the
distances (s11, . . . , sαβ). So, in general, we obtain the transition
probabilities as
P
(
A1 = (δ1, ..., δα)|(A0 = (d1, ..., dα)
)
=
∑
Γ
∑
u∈Uδ(Γ)
P ∗(u|Γ) (15)
α∏
j=1
P
(
(Zj(1), . . . , Zj(β)) = (sj1, ..., s
j
β)|A0(j) = dj
)
with Uδ(Γ) = {u ∈ U∗(Γ) : topα(u) = (δ1, ..., δα)}. In the
following, we derive the probability P ∗(u|Γ) for each u ∈
U∗(Γ). The basis idea is to first find a maximal set Y ∗ of
definitive distinct contacts, and then iteratively determine for
each remaining element the probability to be distinct from
all elements in Y ∗ as well as contacts queried earlier during
routing. The probability P ∗(u|Γ) for u ∈ U(Γ) in Eq. 15 is
inductively computed, conditioning on Y ∗. More precisely, we
transform
P ∗(u = (u11, . . . , u
α
β)|Γ)
= P ∗(u11|Y
∗, Z)P ∗(u12|Y
∗,Γ, u11) (16)
· · ·P ∗(u1β |Y
∗,Γ, u11, . . . , u
1
β−1)P
∗(u21|Y
∗,Γ, u11, . . . , u
1
β)
· · ·P ∗(uαβ |Y
∗,Γ, u11, . . . , u
α
β−1).
and determine each factor. For a distance a and a queried
contact vj , let yja be the set of indexes (j, i), so that sij = a.
Since each set yja contains from the routing table of one node,
these are distinct, and ymaxa = argmax{|yja| : j = 1 . . . α}
contains the maximal number of contacts with distance a
that are guaranteed to be unique. So all contacts in Y low =⋃dα−1
a=0 y
max
a are unique and have not been contacted before
because d1 is the minimal distance of all nodes contacted up
to this point. In contrast, for the upper bound, earlier steps are
not considered for computing the probability of a contact to
be distinct, i.e. Y up =
⋃b
a=0 y
max
a .
The probability that the i-th node returned by vj and having
distance sji to t is identical to an earlier considered one is given
as the ratio of contacted nodes at distance sji and all nodes
at distance sji . Consequently, we first compute the number of
nodes count(sji , Y ∗,Γ, u11, . . . , u
j
i−1) at distance s
j
i that have
been contacted and may be identical. If only nodes from the
current set of returned contacts are considered, i.e. for the
upper bound or if sji < d1, let
count
(
sji , Y
∗,Γ, u11, . . . , u
j
i−1
)
= |ymax
sji
|+ |{(γ, µ) :
sji = s
γ
µ = u
γ
µ, γ < j}| − |{µ : s
j
i = s
j
µ, u
j
µ = r, µ < i}|
(17)
be the number of returned contacts that are potentially identical
to the i-th returned contact of j-th queried node vj . These
consists of all returned contacts that have been decided to be
unique up to this point. The subtraction follows from the fact
that vj’s returned contacts are distinct. So if a different contact
returned by vj is identical to some contact w, we know that
the i-th contact is not identical to w. On the other hand, if we
are considering the lower bound and sji ≥ d1 , we set
count(sji , Y
∗,Γ, u11, . . . , u
j
i−1) = αb, (18)
since each parallel lookup is guaranteed to terminate after
maximally b steps. The non-contacted number of nodes Xji
at distance sij is B(n − αβ, 2s
j
i−1−b) distributed. Using the
above terminology,
P ∗(uji = s
j
i |Y
∗,Γ, u11, . . . , u
j−1
β−1, u
j
1, . . . u
j
i−1)
=
n−αβ∑
m=0
P (Xji = m)
m
m+ count(sji )
(19)
=
n−αβ∑
m=0
(
n− αβ
m
)(
2s
j
i−1−b
)m (
1− 2s
j
i−1−b
)n−αβ−m
m
m+ count(sji , Y
∗,Γ, u11, . . . , u
j
i−1)
for (j, i) /∈ Y ∗ and by construction
P ∗(uji = s
j
i |Y
∗,Γ, u11, . . . , u
j−1
β−1, u
j
1, . . . u
j
i−1) = 1 (20)
if (j, i) ∈ Y ∗. Inserting Eq. 19 and Eq. 20 in Eq. 16, the
remaining term P (u|Γ) in Eq. 15 is determined. Eq. 15 now
gives the transition probabilities for general queries with the
goal of finding a lower or upper bound on the hop count
distribution. This completes our derivation of T low and T up.
F. Summary
We have modeled the hop count distribution in a Kademlia-
type system as a Markov chain with an α-dimensional state
space corresponding to the α contacted nodes in each step. We
derived an initial distribution I on the closest contacts in the
requester’s routing table and transition matrices T low and T up
for upper and lower bounds on the hop count distribution. The
fraction of queries that need at most i steps is consequently
bounded by computing the distributions Hupi and H lowi and
choosing the entry corresponding to ∅.
Note that there are various possibilities to map the transition
probabilities in Eq. 15 to entries in the matrices. Any bijective
mapping from S to Z|S| (i.e. the row/column index) is suitable.
On the basis of such mapping, we analyze the storage and
computation complexity in the next section.
IV. MODEL COMPLEXITY
In the first part of this section, we determine the space and
computation complexity of deriving the hop count distribution.
Finding that the complexity is at least O(bα), an evaluation
of the accuracy of smaller ID spaces than the common 128 or
160 bits is considered.
A. Space complexity
We assume that the whole matrix T needs to be stored,
without any memory enhancements.
Lemma IV.1. The storage complexity for computing the
hop count distribution of a K(b, α, β, k, L)-system is
O
(
1
(α!)2 b
2α
)
.
Proof: The storage complexity is dominated by the matrix
T ∈ R|S|
2
. Consequently, |S| needs to be determined.
|S| = |{∅} ∪ {s ∈ Zαb+1 : sj ≤ sj+1, j = 1 . . . α− 1}|
= 1 +
b∑
iα=0
iα∑
iα−1=0
· · ·
i2∑
i1=0
1
= O
(∫ b
0
∫ xα
0
· · ·
∫ x2
0
1dx1dx2 . . . dxα
)
= O
(
1
α!
bα
)
The size of the matrix T is S2 and by this the space complexity
is O
(
1
(α!)2 b
2α
)
as claimed.
B. Computation complexity
We bound both the computation complexity in terms of
necessary basic operations of the lower as well as the upper
bound.
Lemma IV.2. The computation complexity is linear with
regard to the network order n, and polynomial with regard
to the bit number b. More precisely the number of basic
operations is of order O (nbα(β+2)).
Proof: We need to analyze the computation costs for the
initial distribution I , the transition matrix T , and the matrix
multiplication for obtaining Pi.
Note that in case of both I and T , the computation of
γ ∈ {α, β} closest neighbor distribution is essential. The
success probability given in Eq. 5 can be determined in O (n)
if binomial coefficients are computed iteratively. Note that this
has to be done for d = 1, . . . , b, resulting in a cost of
H∅ = O(n · b). (21)
These probabilities can be precomputed and stored, as can the
values of the cumulative distributions Fd,l and the binomial
coefficients used in Eq. 10. Using iterative computations of
powers and binomial coefficients, the cost for these computa-
tions is
HP = O(b
3 +max{α, β}2) (22)
The term b3 for the CDF computations follows because there
are O(b2) functions (one for each d, l ∈ Zb+1), each taking up
to b distinct values. Assuming precomputation, one evaluation
of Eq. 10 has computation cost O(γκ) for κ = max{kd : d =
0 . . . b}. To see this, consider that the sum from 1 to γ′−1 has
at most γ− 1 summands that are products of terms Fd,l(yi)−
Fd,l(yi − 1) and binomial coefficients. The remaining factor
for the last term has at most γ summands, each consisting
of at most kd + 1 factors. Note that for each pair d, l, there
are d − l distances a node in the respective bucket can have.
Therefore, the number of evaluations for a given distance d
is, similarly to Lemma IV.1, bounded by
d∑
l=1
d−l∑
δα=0
δα∑
δα−1=0
· · ·
i2∑
δ1=0
1
=O
(∫ d
0
∫ y−z
0
∫ xα
0
· · ·
∫ x2
0
1dx1dx2 . . . dxαdz
)
=O
(∫ d
0
1
γ!
(d− z)γdz
)
= O
(
1
(γ + 1)!
dγ+1
)
(23)
For the initial distribution, the computation cost is hence
given by
HI = O
(
1
(α + 2)!
bα+2ακ
)
, (24)
summarizing over d = 1 . . . b. The additional computation cost
of the requester’s distance distribution X0 in Eq. 12 is O(b) (as
usual, we assume that powers of two are calculated iterative),
which is clearly dominated by the computation cost of closest
neighbor distribution.
In contrast, for computing the transition matrix, one first
has to consider all possible αβ returned values for each state
A0 = (d1, . . . , dα). The number of returned sets is determined
based on Eq. 23 with γ = β.
O
(
b∑
dα=0
1
(β + 1)!
dβ+1α · · ·
d2∑
d1=0
1
(β + 1)!
iβ+11
)
=O
(
1
((β + 1)!)α
∫ b
0
xβ+1α · · ·
∫ x2
0
xβ+11 dx1 . . . dxα
)
=O
(
1
((β + 1)!)α
∫ b
0
xβ+1α · · ·
∫ x3
0
1
β + 2
x2β+32 dx2..dxα
)
=O

 1
((β + 1)!)α
bαβ+2·α
α∏
j=1
1
jβ + 2 · j


=O

 1
((β + 1)!)α
bα(β+2)
α∏
j=1
1
(β + 2)j


For each set of returned contact all possible distinct sets have
to be evaluated. This results in a factor O
(
2αβ
)
. The prob-
ability of each contact being distinct is determined in O(n)
operations by Eq. 19, however, it is possible to precompute the
probabilities for all distances d and (α−1)β+1 values of count
(Eq. 17 and Eq. 18). So an additional cost of O (nαβ2αβ) per
set of returned contacts is needed. Furthermore, for each of
these combinations the function ⊤α is applied, which is a
factor of O
(
α2β
)
. The total complexity of transition matrix
computation is hence
HT = O

 1
((β + 1)!)α
bα(β+2)
α∏
j=1
1
(β + 2)j
βκnαβ2αβ

 .
(25)
It remains to determine the overhead of matrix multiplication.
The target is definitively reached after at most b + 1 steps,
since the distance of the first lookup decreases by at least one
in each step. Each matrix multiplication takes |S|2 operations.
By the proof of Lemma IV.1, the complexity of the matrix
operations is hence
HM = O
(
|S|2b
)
= O
(
1
(α!)2
b2α+1
)
(26)
Summarizing over all computation costs, the total complex-
ity is
H∅ +HP +HI +HT +HM
= O
(
nb+ b3 +max{α, β}2 + ακ
1
(α + 2)!
bα+2
+
1
((β + 1)!)α
α∏
j=1
1
(β + 2)j
καβ22αβnbα(β+2)
+
1
(α!)2
b2α+1
)
basic operations by Eqs. 21, 22, 24, 25, and 26. Treating κ,
α, and β as constant factors gives the claimed complexity.
C. Reducing the ID space size
From Lemma IV.1 and IV.2, we can see that both the
storage and the computation complexity is polynomial in the
bit-size b for a relative high degree polynomial. In contrast,
the dependence on the network order n is only linear for
the computation complexity, whereas the storage complexity
is independent of n. Though the dependence on α and β is
exponential, both can be assumed to be small. For instance, if
α = 3, the number of entries in the matrix T can be precisely
computed as
|{F} ∪ {(s1, s2, s3) ∈ Z
3
b+1 : s1 ≤ s2 ≤ s3}|
2
=
(
1 +
b∑
i3=0
i3∑
i2=0
i2∑
i1=0
1
)2
=
(
1 +
b+1∑
i3=1
i3(i3 + 1)
2
)2
=
(
1 + 0.5 ·
b+1∑
i3=1
(i23 + i3)
)2
=
(
1 + 0.5 ·
(
(b+ 1)(b+ 2)(2b+ 3)
6
+
(b + 1)(b+ 2)
2
))2
=
(
1 +
(b+ 1)(b+ 2)(2b+ 6)
12
)2
.
In practice, b = 128 and b = 160 are typically used, corre-
sponding to the length of MD-5 and SHA hashes. For these
sizes, the matrix T has 134062161025 and 502058690721
entries, respectively. Assuming 32 bit float numbers, this
amounts to roughly 500GB and 1870GB, respectively.
Consequently, the computations are too expensive to present
an alternative to extensive simulations. However, the depen-
dence on the actual ID space size can be expected to be small,
at least if the number of IDs decisively higher than the number
of nodes. The following Lemma provides an upper bound on
the influence of b.
Lemma IV.3. Consider two Kademlia-type systems K =
K(b, α, β, k, L) and K˜ = K(b˜, α, β, k˜, L˜), such that
• b˜ < b
• k[0..b˜] = k˜, i.e. the vector k˜ contains exactly the b˜ + 1
first entries of k
• L[0..b˜][0..b˜] = L˜, i.e. the matrix L˜ is the square matrix
containing the first b˜+ 1 first entries of L.
The fraction of terminated queries after i hops in K and K˜
differs by at most
|P ∗(i)− P˜ ∗(i)| ≤ 1−
κ∑
j=0
(
n
j
)
pj (1− p)n−j (27)
with p = 2−b˜ − 2−b, κ = min{kd : d = 0 . . . b}, and ∗ ∈
{up, low}.
Proof: Note that the two systems only behave different
in case there at least κ nodes that share a common prefix of
length at least b˜ with the target t, but not with a common prefix
length of b. Recall that the query is considered successful in
the next step after reaching a node with common prefix length
b˜ by Assumption 6 (see Section III-A) in K˜ , but not necessary
in K . The probability that two nodes share a common prefix of
length b˜ to b− 1 is p = 2−b˜− 2−b. The number of nodes with
this property is hence B(n, p) distributed. The claim follows
directly.
Based on Eq. 27, we can consider the trade-off between
accuracy and computation speed in terms of the network order
n.
Theorem IV.4. When the error is supposed to be bounded by
δ for some C > 0, b˜ = ⌈log2(n 2ln 1/δ )⌉ achieves the required
accuracy.
Consequently, the storage complexity is O
(
log2αn
)
and the
computations complexity is O (npolylog(n)) for a constant
arbitrary small error δ.
Proof: For κ = 0 in Eq. 27, we can determine an upper
bound on the minimal value for b˜ to achieve an error of less
than δ. Set C = 2ln 1/δ in the following. From
δ ≤ 1− (1 − p)n < 1− (1− 2−b˜)n,
it follows that
b˜ ≥ log2
1
1− δ1/n
.
It remains to show that for n large enough,
1
1− δ1/n
< Cn
Rewriting results in δ < (1 − 1Cn )
n
. Because (1 − 1Cn)
n
converges to e−1/C , there exists n, such that(
1−
1
Cn
)n
> e−2/C = e−ln1/δ = δ
Therefore, for n large enough b˜ ≥ log2
(
n 2ln 1/δ
)
ensures that
|P ∗(i)− P˜ ∗(i)| ≤ δ.
The storage complexity is O
(
log2αn
)
by Lemma IV.1
with b˜ = O (logn), the computation complexity of
O (npolylog(n)) follows from Lemma IV.2.
Note that by using Eq. 27 rather than the approximation
in Theorem IV.4, the bound on b˜ can be further reduced.
However, Theorem IV.4 proves that the number of bits needed
for a certain accuracy grows at most logarithmically in the
network size.
In this section, we have seen that the storage complexity
of our analytical solution is polylog in the number of nodes,
whereas simulation require at least a linear overhead. The
computation complexity is slightly higher than linear, but
simulations are bound to require a similar cost for establishing
the routing tables, not even considering the actual routing
performance. Our results in Section V and Section VII show
that our algorithm can easily compute hop count distributions
for large network sizes.
V. VERIFICATION AND SCALABILITY
In this section, we compare the model with static simula-
tions as well as real-world measurements.
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Fig. 1: Model vs. Simulation: Cumulative hop count distribution of MDHT, iMDHT, and KAD (100K nodes)
A. Model verification
We have chosen three routing table structures: MDHT,
iMDHT, and KAD, as they are described in Section II. As for
the routing parameters, we focus on the two settings which
are used by widely-used Kademlia implementations: (α = 3,
β = 2) and (α = 4, β = 1).
The error rate is chosen as δ = 0.001, which can be
expected to be far below the confidence intervals length of
simulation results. By Eq. 27, the number of bits needed for
the desired accuracy are 14 (100K , KAD), 15 (100K , MDHT
and iMDHT), and 21 (10M ). The first value is lower for KAD
than MDHT and iMDHT, because KAD has a bucket size of
10 rather than 8.
For validation, we use the simulation framework GTNA
[12], a tool for network analysis. GTNA offers a variety of
metrics for analyzing graphs, as well as an easily extensible
routing algorithm interface. We extended the framework by
adding the MDHT, iMDHT, and KAD networks, as well as the
Kademlia routing algorithm1. We choose GTNA rather than an
event-based simulator for various reasons. Most importantly,
our initial model does not consider churn, failure, and varying
latencies between peers. Including such behavior in the sim-
ulation environment will inevitably lead to derivations of the
analytic results and the observed hop counts. However, it is
not possible to easily distinguish between these derivations and
actual faults in the model. Using a network simulator without
enabling real network conditions is an overhead with regard
to storage space, computation time as well as implementation
complexity. GTNA can easily scale to 1M nodes, which is
hard to achieve by an event-based simulator, e.g. OverSim
[13].
The networks are generated as follows: Each node v is given
a 128-bit identifier, its routing table is constructed by first
randomizing the list of nodes. Nodes in the list are considered
iteratively and added to v’s routing table if there is an empty
1The code is available at: https://github.com/stef-roos/GTNA/tree/grouting
slot in the corresponding bucket. In this way, maximally full
buckets are realized, which cannot be guaranteed by the real-
world protocol. The routing algorithm progresses step-wise,
always querying α nodes and processing all answers, before
contacting the next set of nodes. We generated 20 network
topologies uniformly at random, and routed to five distinct,
randomly selected, target nodes from each node’s routing
table.
Figures 1a and 1b show the resulting cumulative hop count
distributions for a 100K-node network. Both the upper and
lower analytic bounds are shown for the three networks and
the two sets of routing parameters. Furthermore, the 95%
confidence interval of the simulations is given. Upper and
lower bounds are extremely close (at most an absolute differ-
ence of 0.2%), and both are within the confidence interval of
the simulation. The negligible difference between the upper
and lower bounds can be expected, seeing that the success
probability for the first two steps is identical and most routes
terminate within three hops. The parameters α = 3,β = 2 and
α = 4,β = 1 are hard to distinguish from the two graphics,
but the later achieves a slightly higher success rate for each
hop. We discuss the impact of the routing algorithms as well
as the routing table structure in Section VII. All in all, the
results show a strong agreement between the model and the
simulations, indicating that the derivation and implementation
are indeed correct.
B. Scaling to large networks
In this section, the hop count distribution is analytically
computed for networks of 10M nodes. Besides showing that
the model easily scales, it is essential to see that the divergence
between upper and lower bounds is acceptable for giving
meaningful performance bounds. As can be seen in Figures
2a and 2b, upper and lower bounds remain extremely close,
differing at most by 0.5% in case of MDHT using α = 4 and
β = 1.
In general, we see that lookups terminate fastest in the KAD
system, and faster in iMDHT than MDHT, for all considered
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Fig. 2: Cumulative hop count distribution of MDHT, iMDHT, and KAD (10M nodes), Analytic bounds and simulation are
extremely close and appear identical
network sizes and routing parameters. Note that the difference
between the two routing algorithms is more noticeable than
for 100K nodes. Interestingly, α = 3, β = 2 achieves a higher
success rate for MDHT from the third hop onwards.
C. Real-world measurements
After validation the model in a controlled environment, we
compare our results with real-world measurements to see if our
assumptions are too far from reality to produce meaningful
results. Because real-world KAD routing tables have been
shown to contain a lot of stale entries as well as missing entries
[4], [5], it is expected that the results of our model differ
from the measured ones. It remains to ascertain how large this
divergence is. In practice, hop counts have been measured in
KAD of 1M nodes [4]. The measured average hop count of
3.08 is reasonably higher than our prediction of 2.81. Note that
we compare the results of our model to the result of [4] rather
than [5], [11] or [6], because the first considers locating files
with a high number of replicates rather than source-destination
lookups and the latter only gives latencies. The network has
been found to have about 10% of stale contacts as well as
about 15% of missing entries, which are bound to slow down
the routing process. As a consequence, obtaining reasonable
bounds on deployed networks requires enhancing our model
to deal with churn and routing tables incompleteness. In the
next section, we give an initial approach for dealing with
failures and routing table incompleteness, which closes the
gap between the model and reality.
VI. EXTENDING THE MODEL
In this section, we exemplary show how to modify the model
to account for stale entries and bucket incompleteness.
The model treats non-responding contacts as follows: With
a probability of 1 − p, a queried node is online and returns
new contacts following the distribution described in Section
III, otherwise there are no returned values for this contact.
If less than α distinct contacts are returned altogether, the
remaining distance values are chosen as the highest distance
dα of the currently queried nodes (for an upper bound on the
hop count) and the overall maximal distance of b bits (lower
bound), analogously to Section III. Formally, the state Off
is added to characterize an unresponsive node. Assume that
Xj is the distance of the j-th closest contact vj , and Ld is
the guaranteed bit gain as in Section III. Then the probability
distribution of contacts Yj returned by vj is given by
P (Yj = s|Xj = d, Ld = l) = (28){
p, s = Off
(1− p)P (Yj = s|Xj = d, Ld = l, s 6= Off), s 6= Off
.
P (Yj = s|Xj = d,B = l, s 6= Off) is determined in Eqs.
3, 5, and 10. One more change has to be made with regard
to the model in Section III. The lower bound on the success
rate relies on the fact that the distance to the target decreases
in every step. This cannot be guaranteed because of fall-backs
due to failures. For this reason, a hops-to-live counter htl, is
added, which is the maximal number of routing steps until
the query is aborted. As a result, at most count = htl · α
nodes can be contacted during routing, rather than the bounds
provided by Eq. 17 and Eq. 18. Note that this change only
influences the lower bound on the success probability. For the
upper bound, Eq. 17 still applies because all earlier steps are
disregarded.
Our modification regarding bucket incompleteness is sim-
ple: We reduce the bucket size to a distance-dependent factor
c[d] of its actual value. An accurate model is to use level-
dependent distributions on the actual number of nodes per
bucket, however, it is unlikely to obtain representative data
while designing the systems, so that aggregates offer probably
a similar accuracy and reduce the complexity both in terms of
comprehensibility and actual computation cost.
The remainder of this section deals with the comparison
of the extended model to measurements. Without considering
bucket incompleteness, the average hop count is bounded
by 2.90 and 2.91 (with htl = 7, which achieves 99.7% of
successfully terminated queries) for a stale entry rate p = 0.1
in a KAD network with 1M nodes. This is still considerably
lower than the bound of 3.08 observed in [4]. However,
their measurements reveal that there are in average about 1.5
missing entries per bucket. Indeed, the average hop count
is increased to 3.0 for both upper and lower bound if the
bucket size is reduced to c[d] = 0.9 for d = b − 9 . . . b
and c[d] = 0.8 for d < b − 9 of its actual value (in rough
agreement with the per-level averages in [4]). The remaining
difference can be explained by using averages for the missing
entries rather than the actual distribution. Despite the expected
discrepancy between theory and measurements, our model
more than halves the error rate from 5.5%, provided by
Stutzbach and Rejaie when integrating all of the above in their
analytic model, to merely 2.67%. In conclusion, our model can
be extended to include failure rates and bucket incompleteness,
as long as rough estimates of these parameters are known.
VII. LESSONS LEARNED
In this section, we analyze the influence of the routing
parameters α and β as well as the routing table structure on
the average hop count and the resilience to stale entries. For
this purpose, we denote the routing algorithm with parameters
α and β by Rα,β . Furthermore, MDHT and KAD refer to the
routing table structures in the corresponding systems, indepen-
dent of the routing algorithm. Networks of order n = 2i ·1000
are evaluated for i = 0 . . . 20, i.e. our model scales easily up
to 1B nodes. As in Section V, the error rate is chosen as
δ = 0.001. Only upper bounds on the hop count are presented
in favor of readability. However, results for the lower bounds
are very similar and entail the same conclusions.
For all considered parameters, the hop count has been shown
to increase at most logarithmic with n = 2i [1]. However, if
the number of contacts per level is limited by k, the expected
out-degree increases by k whenever the number of nodes
doubles, so that the average shortest path length is of order
d = O
(
i
log i+log k
)
(solving (ik)d = 2i) rather than i = log n.
Due to the extremely short routes observed in large networks,
the hop count can be expected to follow a similar dependence.
Indeed, the sub-logarithmic routing complexity is visualized as
a slight curvature in the log plot (see Figure 3), which is more
noticeable if the number of contacts per level is higher.
We start our evaluation of real-world systems by analyzing
if the change from R3,2 to R4,1 in MDHT actually decreases
the average hop count. In addition, we also consider the
influence on the KAD routing table structure. In order to
evaluate the impact of churn, the fraction f of stale contacts is
varied between 0.0 and 0.2. It can be expected that for smaller
networks, the use of a higher value for α actually increases
the success rate because more routing tables are considered in
each hop. However, when the network size increases, the high
fall-back in case of duplicates or failures for β = 1 is bound
to decrease the performance, so that there is a threshold from
which on R3,2 achieves shorter routes. The advantage of R3,2
is bound to be more obvious when the fraction of stale entries
is high because of the increased use of fall-back contacts.
Indeed, in the absence of churn, about half a million nodes
are needed for R3,2 to have a lower hop count for MDHT,
but for KAD the threshold is only reached at half a billion
nodes. As expected, R3,2 deals with churn more effectively
due to the high number of returned contacts to choose from.
Assuming a stale entry rate of 20%, the average hop count in
MDHT is increased by up to 8% for R3,2, but more than 12%
for R4,1 assuming 8 million participants (about the estimated
population of MDHT). The relative performance degradation
increases with the network size due to the the longer routes,
so that for 1B nodes, a divergence of up to 21% occurs.
Interestingly, for common real-world networks of 1M to
10M nodes, the change from R3,2 to R4,1 would have
decreased the hop count in the KAD system for a very low
stale entry rate, but not in MDHT, which actually introduced
this change. Note that the number of contacted nodes per hop
is not increased by a high value for β, but grows linearly
with α. Overall, an increased number of returned contacts β is
preferable to an increased degree of parallelism α in dynamic
networks with a non-negligible stale entry rate.
The second part of this section deals with the impact
of multiple buckets per level. For the evaluation, we first
compare KAD to a Kademlia with the same limited number of
contacts per level, i.e. kb = 80 contacts on the first level and
ki = 50 for i < b on all lower levels, denoted Kademlia80:50.
Furthermore, the 5 buckets on the same level are responsible
for different sized fractions of the ID space in KAD. In order
to evaluate the influence of such a skewed split, a KAD
(called KAD4) with buckets 111, 110, 101, and 100 for all
lower levels, together with the respective version of Kademlia
(Kademlia80:40) is analyzed. Furthermore, churn and routing
table incompleteness are also included in the evaluation, using
the parameters from Section VI: The stale entry rate is chosen
as 0.1, the bucket size is reduced to 0.9 of its actual value for
the first 10 levels and 0.8 for the remaining levels.
Expectations on the hop count can be derived from the
expected bit gain per level: KAD offers a slightly lower
bit gain on all levels but the first (See [4], Eq. 6). In
contrast, KAD4 offers a slightly higher expected bit gain
than Kademlia80:40 on all levels. So, we can expect KAD
to have a worse performance in terms of the average hop
count than Kademlia80:50. In contrast, KAD4 is bound to
outperform Kademlia80:40 from some threshold on, at least
in the absence of churn. Note that the average degree is
lower in KAD/KAD4, because the one bucket in the respective
Kademlia version is full if all KAD buckets are full, but not
vice versa. Consequently, resilience to node failures should be
higher in Kademlia.
The results agree with the above expectations, but also show
that the influence of multiple buckets is small, as can be
seen in Figure 3b. In the absence of churn, the advantage
of Kademlia80:50 is barely noticeable, being always in the
order of 0.006 to 0.007 hops. On the other hand, when
considering churn and bucket incompleteness, Kademlia80:50
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Fig. 3: Comparison of routing parameters and routing table structures on the average hop count
has an advantage of up to 0.04 hops due to the higher fraction
of queries that terminate in the first hops. The difference
between KAD4 and Kademlia80:40 is even less, at most 0.002
hops. In the absence of churn, KAD4 indeed achieves a slightly
reduced hop count, whereas Kademlia80:40 has a similarly
small advantage when considering churn. Note that multiple
buckets per level reduce the average routing table size by
about 7 (KAD) and 2 (KAD4). Given that routing tables
usually contain hundreds to thousands of contacts, such a small
constant storage advantage is negligible.
All in all, our results indicate that multiple buckets reduce
the routing table size slightly, but only have a positive effect
on the average hop count if the churn rate is low and the ID
space is split equally. Indeed, the observed advantage of an
equal split between multiple buckets can also be achieved by
a modified replacement algorithm in one bucket, which prefers
contacts that enhance the diversity of the IDs in the bucket.
VIII. CONCLUSION
We have introduced a scalable accurate computation of the
hop count distribution in Kademlia-type systems, the only
widely deployed structured P2P systems. Both simulations and
measurements validate our model. Furthermore, we demon-
strated the utility of our model by analyzing common design
decisions in Kademlia-type systems, showing that returning
β > 1 contacts per query is essential for achieving shorter
routes both in static as in dynamic environments. In addition,
we found that having multiple buckets per level does not nec-
essarily increase the performance but degrades the resilience,
and suggest a modified replacement strategy to combine the
higher resilience of a single bucket per level with the increased
bit gain of multiple buckets.
Whereas the model covers all common routing table struc-
ture, alterations in the routing process, such as interleaving
queries and recursive routing as well as a vulnerability analysis
of the systems in face of attacks remain future work.
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