Background: Single-cell RNA sequencing (scRNA-seq) offers exciting possibilities to 29 address biological and medical questions, but a systematic comparison of recently 30 developed protocols is still lacking.
7
Processing of scRNA-seq data 153 For Smart-seq2, Smart-seq/C1, SCRB-seq and Drop-seq we generated libraries from 192, 154 192, 192 and ~200 cells in the two independent replicates and sequenced a total of 852, 155 437, 443 and 866 million reads, respectively. The data from CEL-seq consisted of 102 156 million reads from a total of 74 cells ( Fig. 1, Supplementary Fig. 1b ). All data were 157 processed identically, with cDNA reads clipped to 45 bp, mapped using STAR 27 and UMIs 158 being quantified using the Drop-seq pipeline 17 . To adjust for differences in sequencing 159 depths, we used only cells with at least one million reads, resulting in 40, 79, 93, 162, 160 187 cells for CEL-seq, Drop-seq, SCRB-seq, Smart-seq/C1 and Smart-seq2, respectively.
161
To exclude doublets (libraries generated from two or more cells) in the Smart-seq/C1 data,
162
we analyzed microscope images of the microfluidic chips and identified 16 reaction 163 chambers with multiple cells that were excluded from further analysis. For the three UMI 164 methods, we calculated the number of UMIs per library and found that -at least in our case 165 of a rather homogenous cell population -doublets can be readily identified as libraries that 166 have more than twice the mean total UMI count ( Supplementary Fig. 1c ), which lead to the 167 removal of 0, 3 and 9 cells for CEL-seq, Drop-seq and SCRB-seq, respectively.
168
Finally, to remove low-quality libraries, we used a method that exploits the fact that 169 transcript detection and abundance in low-quality libraries correlate poorly with high-quality 170 libraries as well as with other low-quality libraries 28 . We therefore determined the maximum 171 Spearman correlation coefficient for each cell in all-to-all comparisons, which readily 172 allowed the identification of low-quality libraries by visual inspection of the distributions of 173 correlation coefficients ( Supplementary Fig. 1c ). This filtering led to the removal of 5, 16, 174 30 cells for CEL-seq, Smart-seq/C1, Smart-seq2, respectively, while no cells were removed 175 for Drop-seq and SCRB-seq. The higher number for the two Smart-seq methods is 176 consistent with the notion that in the early barcoding methods (CEL-seq, Drop-seq, 177 SCRB-seq), low-quality cells are probably outcompeted by high-quality cells so that they 8 do not pass our one million reads filter. As Smart-seq/C1 and Smart-seq2 libraries are 179 generated in separate reactions, filtering by correlation coefficient is more important for 180 these methods.
181
In summary, we processed and filtered our data so that we could use a total of 482 high- For all five methods >50% of the reads mapped to the mouse genome ( Fig. 3a) , 188 comparable to previous results 7, 16 . Overall, between 48% (Smart-seq2) and 32% (CEL-seq) 189 of all reads were exonic and thus used to quantify gene expression levels. However, the 190 UMI data showed that only 12 %, 5 % and 15 % of the exonic reads were derived from 191 independent mRNA molecules for CEL-seq, Drop-seq and SCRB-seq, respectively ( Fig. 3a) .
192
This indicates that -at the level of mRNA molecules -most of the libraries complexity has 193 already been sequenced at one million reads. To quantify the relationship between the 194 number of detected genes or mRNA molecules and the number of reads in more detail, we 195 downsampled reads to varying depths and estimated to what extend libraries were 196 sequenced to saturation ( Supplementary Fig. 2 ). The number of unique mRNA molecules 197 plateaued at 28,632 UMIs per library for CEL-seq, increased only marginally at 198 17,207 UMIs per library for Drop-seq and still increased considerably at 49,980 UMIs per 199 library for SCRB-seq ( Supplementary Fig. 2c ). Notably, CEL-seq showed a steeper slope at 200 low sequencing depths than both Drop-seq and SCRB-seq, potentially due to a less biased 201 amplification by in vitro transcription. Hence, among the UMI methods we found that 202 SCRB-seq libraries had the highest complexity of mRNA molecules that was not yet 203 sequenced to saturation at one million reads. To investigate saturation also for non-UMI-9 based methods, we applied a similar approach at the gene level by counting the number of 205 genes detected by at least one read. By downsampling, we estimated that 206 ~90% (Drop-seq, SCRB-seq) to 100% (CEL-seq, Smart-seq/C1, Smart-seq2) of all genes 207 present in the library were detected at 1 million reads ( Fig. 3b, Supplementary Fig. 2a ). In 208 particular, the deep sequencing of Smart-seq2 libraries showed clearly that the number of 209 detected genes did not change when increasing the sequencing depth from one million to 210 five million reads per cell ( Supplementary Fig. 2b ).
211
All in all, these analyses show that single-cell RNA-seq libraries are sequenced to a 212 reasonable level of saturation at one million reads, a cut-off that has also been previously 213 suggested for scRNA-seq datasets 7,29 . While it can be more efficient to analyze scRNA-seq 214 data at lower coverage (see power analyses below), one million reads per cell can be 215 considered as a reasonable starting point for our purpose of comparing scRNA-seq 216 methods.
218
Smart-seq2 has the highest sensitivity 219 Taking the number of detected genes per cell as a measure to compare the sensitivity of 220 the five methods, we found that Drop-seq had the lowest sensitivity with a median of 221 4811 genes detected per cell, while with CEL-seq, SCRB-seq and Smart-seq/C1 6839, 222 7906 and 7572 genes per cell were detected, respectively ( Fig. 3c ). Smart-seq2 detected 223 the highest number of genes per cell, with a median of 9138. To compare the total number 224 of genes detected across several cells, we pooled 35 cells per method and detected 225 ~16,000 genes for CEL-seq and Drop-seq, ~17,000 for SCRB-seq, ~18,000 for 226 Smart-seq/C1 and ~19,000 for Smart-seq2 ( Fig. 3d ). While the vast majority of genes 227 (~12,000) were detected by all methods, ~500 genes were specific to each of the 3' 228 counting methods, but ~1000 genes were specific to each of the two full-length methods
229
( Supplementary Fig. 3a,b ). That the full length methods detect more genes in total is also 10 apparent when plotting the genes detected in all available cells, as the 3' counting methods 231 level off well below 20,000 genes while the two full-length methods level off well above 232 20,000 genes ( Fig. 3d ).
233
How evenly reads are distributed across mRNAs can be regarded as another measure of 234 sensitivity. As expected, the 3' counting methods showed a strong bias of reads mapped to 235 the 3' end ( Supplementary Fig. 4a ). However, it is worth mentioning that a considerable 236 fraction of reads also covered more 5' regions, probably due to internal oligo-dT priming 30 .
237
Smart-seq2 showed a more even coverage than Smart-seq, confirming previous findings 8 .
238
A general difference between the 3'-counting and the full-length methods can also be seen 239 in the quantification of expression levels as they are separated by the first principal 240 component explaining 75% of the total variance ( Supplementary Fig. 4b ).
241
As an absolute measure of sensitivity, we compared the probability of detecting the 92 242 spiked-in ERCCs, for which the number of molecules available for library construction is 243 known ( Supplementary Fig. 5 ). We determined the detection probability of each ERCC 244 mRNA as the proportion of cells with non-zero read or UMI counts 31 . For the CEL-seq data,
245
Gruen et al. noted that their ERCCs were likely degraded 23 and we also found that ERCCs 246 from the CEL-seq data are detected with a ten-fold lower efficiency than for the other 247 methods (data not shown). Therefore, we did not consider the CEL-seq libraries for any 248 ERCC-based analyses. For Drop-seq, we used the ERCC-only data set 17 and for the other 249 three methods, 2-5% of the one million reads per cell mapped to ERCCs, which were 250 sequenced to complete saturation at that level ( Supplementary Fig. 5b ). For Smart-seq2, an Notably, the sensitivity estimated from the number of detected genes does not fully agree 257 with the comparison based on ERCCs. While Smart-seq2 is the most sensitive method in 258 both cases, Drop-seq performs better and SCRB-seq performs worse when using ERCCs.
259
The reasons for this discrepancy are unclear, but several have been noted before [32] [33] [34] 260 including that ERCCs do not model endogenous mRNAs perfectly since they are shorter,
261
have shorter poly-A tails, lack a 5' cap and can show batch-wise variation in concentrations 262 as observed for the CEL-seq data. In the case of Drop-seq, it should be kept in mind that 263 ERCCs were sequenced separately as discussed above and in this way leading to a higher 264 efficiency. Therefore, while it is still useful to estimate the absolute range in which 265 molecules are detected, for our purpose of comparing the sensitivity of methods using the 266 same cells, we regard the number of detected genes per cell as the more reliable estimate 267 of sensitivity in our setting, as it sums over many, non-artificial genes.
268
In summary, we find that Smart-seq2 is the most sensitive method as it detects the highest 269 number genes per cell, the most genes in total across cells and has the most even 270 coverage of transcripts. Smart-seq/C1 is slightly less sensitive per cell, but detects the 271 same number of genes across cells, if one considers its lower fraction of mapped exonic 272 reads ( Fig. 3a ). Among the 3' counting methods, SCRB-seq is most sensitive, closely 273 followed by CEL-seq, whereas Drop-seq detects considerably fewer genes.
274
Accuracy is similar across scRNA-seq methods
275
In order to quantify the accuracy of transcript level quantifications, we compared observed 276 expression values with annotated molecule concentration of the 92 ERCC transcripts 277 ( Supplementary Fig. 5a ). For each cell, we calculated the correlation coefficient (R 2 ) for a 278 linear model fit (Fig. 4 ). The median accuracy did differ among methods (Kruskal-Wallis test, 279 p<2.2e-16) with Smart-seq2 having the highest accuracy, especially since it is more 280 accurate at lower concentrations ( Supplementary Fig. 6 ). Importantly, all methods had fairly 281 high accuracies ranging between 0.86 and 0.91, suggesting that they all measure absolute 12 mRNA levels fairly well. As discussed above, CEL-seq was excluded from the ERCC 283 analyses due to the potential degradation of the ERCCs in this data set 23 . The original 284 publication for CEL-seq from 10 pg of total RNA input and ERCC spike-in reported a mean 285 correlation coefficient of R 2 =0.87 18 , similar to the correlations reported for the other four 286 methods. Hence, we find that the accuracy is similarly high across all five methods and also 287 because absolute expression levels are rarely of interest, the small differences in accuracy 288 will rarely be a decisive factor when choosing among the five methods.
290
Precision is determined by a combination of dropout rates and amplification noise 291 and is highest for SCRB-seq
292
While a high accuracy is necessary to quantify absolute expression values, one of the most 293 common experimental aims is to compare relative expression levels in order to identify 294 differentially expressed genes or biological variation among cells. Hence, the precision, i.e.
295
the reproducibility or the amount of technical variation -is the major factor of a method. As 296 we used the same cells under the same culture conditions, we assume that the amount of 297 biological variation is the same across all five methods. Hence, all differences in the total 298 variation between methods are due to technical variation. Technical variation is substantial 299 in scRNA-seq data because a substantial fraction of mRNAs is lost during cDNA generation 300 and small amounts of cDNA get amplified. Therefore, both these processes, the dropout 301 probability and the amplification noise, need to be considered when quantifying variation.
302
Indeed, a mixture model including a dropout-rate, and a negative binomial distribution, 303 modelling the overdispersion in the count data, have been shown to represent scRNA-seq 304 data better than the negative binomial alone 35, 36 .
305
To compare the methods for a common set of genes without penalizing more sensitive 306 methods, we selected the 12,942 genes that were detected in 25% of the cells by at least 307 one method ( Supplementary Fig. 7 ). We then assessed their technical variation in a 13 subsample of 35 cells per method to exclude any bias due to the different numbers of cells 309 analysed in each method. We measured the loss of molecules in cDNA generation as the 310 fraction of cells with zero counts ( Fig. 5a , Supplementary Fig. 7b ). As expected from the 311 number of detected genes per cell ( Fig. 3c ), Drop-seq had the highest median dropout 312 probability (71%) and Smart-seq2 the lowest (26%). To assess the variation due to the 313 amplification of the detected genes, we calculated the coefficient of variation (CV, standard 314 deviation divided by the mean) of all cells with non-zero counts. As expected from the 315 removal of amplification noise when using UMI information, the three UMI methods showed 316 the lowest median variation, even when considering that the CV could not be calculated for 317 all genes ( Fig. 5b ). When ignoring UMI information, it becomes apparent that Smart-seq2 is 318 the protocol that has the lowest amplification noise and that the reduction in amplification 319 noise due to UMIs is considerable ( Fig. 5b, Supplementary Fig. 9 ). The latter effect has 320 been previously described for CEL-seq 23 and is even stronger for SCRB-seq and Drop-seq,
321
fitting with the notion that in vitro amplification is more precise than PCR amplification. In 322 summary, Smart-seq2 measures the common set of 12,942 in more cells with more 323 amplification noise and the UMI methods measure them in fewer cells with less 324 amplification noise. However, how the different combinations of dropout rates and 325 amplification precisions affect the power to detect e.g. differentially expressed genes is not 326 evident, neither from this analysis nor from variation measures that combine dropout 327 probabilities and amplification precision (CV of all cells, Supplementary Fig. 8 and 9 ).
328
Therefore, we conducted power simulations that used for each method the observed mean-329 variance and mean-dropout relationship for the 12,942 genes. First, we estimated the mean 330 and dispersion parameter (i.e. the shape parameter of the gamma mixing distribution) for 331 each gene per method. Next, we fitted a spline to the resulting pairs of mean and 332 dispersion estimates in order to predict the dispersion of a gene given its mean 333 ( Supplementary Fig. 10a ). Finally, we included the sensitivity of each scRNA-seq method in 334 the power simulations by modeling a gene-wise dropout parameter from the observed 14 detection rates also dependent on the mean expression ( Supplementary Fig. 10b ). When 336 simulating data according to these fits, we recovered distributions of dropout rates and 337 amplification noise closely matching the observed data ( Supplementary Fig. 11 ). To 338 compare the power for differential gene expression among the methods, we simulated read 339 counts for two groups of cells by adding log-fold changes to 5% of the genes. These log-340 fold changes were drawn from observed differences between microglial subpopulations 341 from a previously published dataset 37 to mimic a biologically realistic scenario. The 342 simulated datasets were then tested for differential expression using limma 38 , from which 343 the average true positive rate (TPR) and the average false discovery rate (FDR) could be 344 calculated for all the 12,942 genes. to reach 80% power ( Fig. 6a ). FDRs were similar in all methods and just slightly above 5%
351
( Supplementary Fig. 12 ). As expected from the effect of UMIs on amplification noise ( Fig.   352 5b), Smart-seq2 performed best when just considering reads and UMIs strongly increased 353 the power, especially for Drop-seq and SCRB-seq ( Fig. 6b ).
354
Next, we asked how TPR and FDR depend on the sequencing depth. We repeated our 355 simulation studies as described above, but estimated the mean-dispersion and mean-356 dropout relationships from data downsampled to 500,000 or 250,000 reads per cell.
357
Overall, the decrease in power was moderate ( Fig. 6c , Table 1 ) and mainly linked to 358 decreased gene detection rates. Importantly, not all methods responded to downsampling 359 at similar rates, congruent with their different relationship of sequenced reads and detected 360 genes ( Supplementary Fig. 2) . While Smart-seq2 was only slightly affected and reached 361 80% power with 95, 105 and 128 cells at 1, 0.5 and 0.25 million reads, respectively, 362 363 reads ( Table 1 ). In summary, at one million reads and half a million reads SCRB-seq is the 364 most precise, i.e. most powerful method, but at a sequencing depth of 250,000 reads 365 Smart-seq2 needs the lowest number of cells to reach 80% power. The optimal balance 366 between the number of cells and their sequencing depth depends on many factors, but the 367 monetary cost is certainly an important one. Hence, we used the results of our simulations 368 to compare the costs among the methods for a given level of power. 373 Given the number of single cells that are needed per group to reach 80% power as 374 simulated above for three sequencing depths (Fig. 6c ), we calculated the minimal costs to 375 generate and sequence these libraries. For example, at one million reads, SCRB-seq 376 requires 64 cells per group. Generating 128 SCRB-seq libraries costs ~260€ and generating 377 128 million reads costs ~640€. Note, that the necessary paired-end reads for CEL-seq,
378
SCRB-seq and Drop-seq can be done with a 50 cycles single end kit and hence we assume 379 that sequencing costs are the same for all methods. 383 a True positive rate and false discovery rate based on simulations ( Fig. 6 and Supplementary Fig. 12 ); When we do analogous calculations for the four other methods, Drop-seq is with 690 € the 388 most cost-efficient method when sequencing 254 cells at a depth of 250,000 reads (Table   389 1, Supplementary Fig. 13 ). SCRB-seq is just slightly more expensive in this calculation and also Smart-seq2 is with 1090 € in the same range, as long as one uses in-house Tn5 391 transposase 26 as was also done in our experiments. When using the commercial Nextera kit 392 as described 9 , the costs for Smart-seq2 are ten-fold higher and even if one reduces the 393 amount of Nextera transposase as in the Smart-seq/C1 protocol by 4-fold, the published 394 Smart-seq2 protocol is four times more expensive than the early barcoding methods.
381

395
Smart-seq/C1 is almost ten-fold less efficient due its high library costs that arise from the 396 microfluidic chips, the commercial Smart-seq kit and the costs for commercial Nextera XT 397 kits.
398
Of note, these calculations are the minimal costs of the experiment and several factors are replicates than the other three methods that use PCR-plates. Furthermore, the costs are 405 increased by unequal sampling from the included cells as well as from sequencing reads 406 from cells that are excluded. In our case, between 6% (CEL-seq, SCRB-seq) and 407 32% (Drop-seq) of the reads came from cell barcodes that were not included. While it is 408 difficult to accurately and transparently compare these costs among the methods, it is 409 evident that they will increase the costs for Drop-seq relatively more than for the other 410 methods. In summary, we find that Drop-seq, SCRB-seq are the most cost-efficient 411 methods, closely followed by Smart-seq2 when producing one's own transposase. 
424
We find that SCRB-seq, Smart-seq/C1 and CEL-seq detect a similar number of genes per 425 cell, while Drop-seq detects nearly 50% less than the most sensitive method Smart-seq2 426 (Fig. 3b,c ). Despite this lower per cell sensitivity, Drop-seq does not generally detect fewer 427 genes since the total number of detected genes converges around 18,000, similar as for 428 SCRB-seq and CEL-seq ( Fig. 3d) . A potential explanation could be that a fraction of mRNA 429 molecules gets randomly detached from the beads when droplets are broken up for reverse 430 transcription. It will be interesting to see whether this step could be optimized in the future.
431
While the three 3' counting methods detect largely the same set of genes, Smart-seq/C1 432 and Smart-seq2 detect around 3000 additional genes ( Fig. 3d, Supplementary Fig. 3b ),
433
suggesting that some 3' ends of cDNAs might be difficult to convert to sequenceable 434 molecules. When using ERCCs to compare absolute sensitivities, we again find Smart-seq2 435 to be the most sensitive method. However, we also find that sensitivity estimates from
436
ERCCs do not perfectly correlate with estimates from endogenous genes, suggesting that 437 they might not always be an ideal benchmark for comparing different methods. In summary,
438
we find that Smart-seq2 is the most sensitive method based on its gene detection rate per 439 cell and in total. In addition, Smart-seq2 shows the most even read coverage across 440 21 increased by microfluidic chips with a higher throughput, as available in the HT mRNA-seq 495 IFC. Our finding that Smart-seq2 is the most sensitive protocol when ignoring UMIs, also 496 hints towards further possible improvements of SCRB-seq and Drop-seq. As these 497 methods also rely on template switching and PCR amplification, the improvements found in Supplementary Fig. 1a ).
535
For this work, J1 mES cells (100/µl) and barcode-beads (120/µl, Chemgenes) were co-flown 
548
Plates were thawed and libraries prepared as described previously 15 . Briefly, RNA was 549 desiccated after protein digestion by Proteinase K (Ambion). RNA was reverse transcribed 550 using barcoded oligo-dT primers (IDT) and products pooled and concentrated.
551
Unincorporated barcode primers were digested using Exonuclease I (New England 
562
Smart-seq2 563 mESCs were sorted into 96-well PCR plates containing 2 µl lysis buffer (1.9 µl 0.2%
564
TritonX-100; 0.1 µl RNAseq inhibitor (Lucigen)) and spike-in RNAs (Ambion), spun down 24 and frozen at -80 °C. To generate Smart-seq2 libraries, priming buffer mix containing 566 dNTPs and oligo-dT primers was added to the cell lysate and denatured at 72 °C. cDNA 567 synthesis and pre-amplification of cDNA was performed as described previously 8, 9 .
568
Sequencing libraries were constructed from 2.5 ng of pre-amplified cDNA using an in- Supplementary Fig. 1b ). 
604
We developed a framework in R for statistical power evaluation of differential gene 605 expression in single cells. For each method, we estimated the mean expression, dispersion 606 and dropout probability per gene from the same number of cells per method. In the read 607 count simulations, we followed the framework proposed in Polyester 47 , i.e. we retained the 608 observed mean-variance dependency by applying a cubic smoothing spline fit.
609
Furthermore, we included a local polynomial regression fit for the mean-dropout 610 relationship to capture the heteroscedasticity observed. In each iteration, we simulated 611 count measurements for the 12,942 genes for sample sizes of 2 4 , 2 5 , 2 6 , 2 7 , 2 8 and 2 9 cells 
619
For each method and sample size, 100 RNA-seq experiments were simulated and tested 620 for differential expression using limma 38 in combination with voom 48 (v3.26.7).
621
The power simulation framework was implemented in R and is available in Additional File 1,
622
including an example dataset.
623
ERCC capture efficiency
624
To estimate the single molecule capture efficiency, we assume that the success or failure of 625 detecting an ERCC is a binomial process, as described before 31 . Detections are 626 independent from each other and are thus regarded as independent Bernoulli trials. We 627 recorded the number of cells with nonzero and zero read or UMI counts for each ERCC per 628 method and applied a maximum likelihood estimation to fit the probability of successful 629 detection. The fit line was shaded with the 95% Wilson score confidence interval.
630
Cost efficiency calculation
631
We based our cost efficiency extrapolation on the power simulations starting from empirical 632 data at different sequencing depths (250,000 reads, 500,000 reads, 1,000,000 reads; 633 Fig. 6c ). We determined the number of cells required per method and depth for adequate Supplementary Fig. 10 ), we simulated data for two groups of n 821 cells each for which 5% of the 12,942 genes were differentially expressed with log-fold 822 changes drawn from observed differences between microglial subpopulations from a 823 previously published dataset 37 . The simulated data were then tested for differential 824 expression using limma 38 , from which the average true positive rate (TPR) and the average 825 false discovery rate (FDR) was calculated ( Supplementary Fig. 12 
